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Abstract
For any α-stable Lévy process with jumps on both sides, where α ∈ (1, 2), we find
the Mellin transform of the first hitting time of the origin and give an expression for
its density. This complements existing work in the symmetric case and the spectrally
one-sided case; cf. [38, 19] and [33, 36], respectively. We appeal to the Lamperti–
Kiu representation of Chaumont et al. [16] for real-valued self-similar Markov pro-
cesses. Our main result follows by considering a vector-valued functional equation
for the Mellin transform of the integrated exponential Markov additive process in the
Lamperti–Kiu representation. We conclude our presentation with some applications.
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1 Introduction
Let X := (Xt)t≥0 be a one-dimensional Lévy process, starting from zero, with law
P. The Lévy–Khintchine formula states that for all θ ∈ R, the characteristic exponent
Ψ(θ) := − log E(eiθX1) satisfies
Ψ(θ) = iaθ +
1
2
σ2θ2 +
∫
R
(1− eiθx + iθx1{|x|≤1})Π(dx) + q,
where a ∈ R, σ ≥ 0 and Π is a measure (the Lévy measure) concentrated on R \ {0}
such that
∫
R
(1 ∧ x2)Π(dx) <∞. The parameter q is the killing rate. When q = 0, we say
that the process X is unkilled, and it remains in R for all time; when q > 0, the process
X is sent to a cemetery state at a random time, independent of the path of X and with
an exponential distribution of rate q.
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The hitting time of zero for a stable process
The process (X,P) is said to be a (strictly) α-stable process if it is an unkilled Lévy
process which also satisfies the scaling property: under P, for every c > 0, the process
(cXtc−α)t≥0 has the same law as X. It is known that α ∈ (0, 2], and the case α = 2
corresponds to Brownian motion, which we exclude. In fact, we will assume α ∈ (1, 2).
The Lévy-Khintchine representation of such a process is as follows: σ = 0, and Π is
absolutely continuous with density given by
c+x
−(α+1)1{x>0} + c−|x|−(α+1)1{x<0}, x ∈ R,
where c+, c− ≥ 0, and a = (c+ − c−)/(α− 1).
The process X has the characteristic exponent
Ψ(θ) = c|θ|α(1− iβ tan piα2 sgn θ), θ ∈ R, (1.1)
where β = (c+ − c−)/(c+ + c−) and c = −(c+ + c−)Γ(−α) cos(piα/2). For more details,
see Sato [35, Theorems 14.10 and 14.15].
For consistency with the literature that we shall appeal to in this article, we shall
always parametrise our α-stable process such that
c+ = Γ(α+ 1)
sin(piαρ)
pi
and c− = Γ(α+ 1)
sin(piαρˆ)
pi
,
where ρ = P(Xt ≥ 0) is the positivity parameter, and ρˆ = 1−ρ. In that case, the constant
c simplifies to just c = cos(piα(ρ− 1/2)).
We take the point of view that the class of stable processes, with this normalisation,
is parametrised by α and ρ; the reader will note that all the quantities above can be
written in terms of these parameters. We shall restrict ourselves a little further within
this class by excluding the possibility of having only one-sided jumps. This gives us the
following set of admissible parameters (see [6, §VII.1]):
Ast =
{
(α, ρ) : α ∈ (1, 2), ρ ∈ (1− 1/α, 1/α)}.
Let us write Px for the law of the shifted process X + x under P. We are interested in
computing the distribution of
T0 = inf{t ≥ 0 : Xt = 0},
the first hitting time of zero for X, under Px, for x 6= 0. When α > 1, this random
variable is a.s. finite, while when α ≤ 1, points are polar for the stable process, so
T0 = ∞ a.s. (see [35, Example 43.22]); this explains our exclusion of such processes.
This paper consists of two parts: the first deals with the case where X is symmetric.
Here, we may identify a positive, self-similar Markov process R and make use of the
Lamperti transform to write down the Mellin transform of T0. The second part concerns
the general case where X may be asymmetric. Here we present instead a method
making use of the generalised Lamperti transform and Markov additive processes.
It should be noted that the symmetric case can be deduced from the general case,
and so in principle we need not go into details when X is symmetric; however, this case
provides familiar ground on which to rehearse the arguments which appear in a more
complicated situation in the general case. Let us also note here that, in the symmetric
case, the distribution of T0 has been characterised in Yano et al. [38, Theorem 5.3], and
the Mellin transform appears in Cordero [19, equation (1.36)]; however, these authors
proceed via a different method.
For the spectrally one-sided case, which our range of parameters omits, represent-
ations of law of T0 have been given by Peskir [33] and Simon [36]. This justifies our
EJP 19 (2014), paper 30.
Page 2/26
ejp.ejpecp.org
The hitting time of zero for a stable process
exclusion of the one-sided case. Nonetheless, as we explain in Remark 3.8, our meth-
odology can also be used in this case.
We now give a short outline of the coming material.
In section 2, we suppose that the stable process X is symmetric, that is ρ = 1/2, and we
define a process R by
Rt = |Xt|1{t<T0}, t ≥ 0,
the radial part of X. The process R satisfies the α-scaling property, and indeed is a
positive, self-similar Markov process, whose Lamperti representation, say ξ, is a Lévy
process; see section 2 for definitions. It is then known that T0 has the same distribution
as the random variable
I(αξ) :=
∫ ∞
0
exp(αξt) dt,
the so-called exponential functional of αξ.
In order to find the distribution of T0, we compute the Mellin transform, E[I(αξ)s−1],
for a suitable range of s. The result is given in Proposition 2.3. This then characterises
the distribution, and the transform here can be analytically inverted.
In section 3 we consider the general case, where X may not be symmetric, and our
reasoning is along very similar lines. The process R still satisfies the scaling property,
but, since its dynamics depend on the sign of X, it is no longer a Markov process,
and the method above breaks down. However, due to the recent work of Chaumont
et al. [16], there is still a type of Lamperti representation for X, not in terms of a
Lévy process, but in terms of a so-called Markov additive process, say ξ. Again, the
distribution of T0 is equal to that of I(αξ) (but now with the role of ξ taken by the
Markov additive process), and we develop techniques to compute a vector-valued Mellin
transform for the exponential function of this Markov additive process. Further, we
invert the Mellin transform of I(αξ) in order to deduce explicit series representations
for the law of T0.
After the present article was submitted, the preprint of Letemplier and Simon [29]
appeared, in which the authors begin from the classical potential theoretic formula
Ex[e
−qT0 ] =
uq(−x)
uq(0)
, q > 0, x ∈ R,
where uq is the q-potential of the stable process. Manipulating this formula, they derive
the Mellin transform of T0. Their proof is rather shorter than ours, but it appears to
us that the Markov additive point of view offers a good insight into the structure of
real self-similar Markov processes in general, and, for example, will be central to the
development of a theory of entrance laws of recurrent extensions of rssMps.
In certain scenarios the distribution of T0 is a very convenient quantity to have, and we
consider some applications in section 4: for example, we give an alternative description
of the stable process conditioned to avoid zero, and we give some identities in law
similar to the result of Bertoin and Yor [7] for the entrance law of a pssMp started at
zero.
2 The symmetric case
In this section, we give a brief derivation of the Mellin transform of T0 for a symmet-
ric stable process. As we have said, we do this by considering the Lamperti transform
of the radial part of the process; let us therefore recall some relevant definitions and
results.
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A positive self-similar Markov process (pssMp) with self-similarity index α > 0 is a
standard Markov process R = (Rt)t≥0 with associated filtration (Ft)t≥0 and probability
laws (Px)x>0, on [0,∞), which has 0 as an absorbing state and which satisfies the scaling
property, that for every x, c > 0,
the law of (cRtc−α)t≥0 under Px is Pcx.
Here, we mean “standard” in the sense of [8], which is to say, (Ft)t≥0 is a complete,
right-continuous filtration, and R has càdlàg paths and is strong Markov and quasi-left-
continuous.
In the seminal paper [28], Lamperti describes a one-to-one correspondence between
pssMps and Lévy processes, which we now outline. It may be worth noting that we have
presented a slightly different definition of pssMp from Lamperti; for the connection, see
[37, §0].
Let S(t) =
∫ t
0
(Ru)
−α du. This process is continuous and strictly increasing until R
reaches zero. Let (T (s))s≥0 be its inverse, and define
ηs = logRT (s) s ≥ 0.
Then η := (ηs)s≥0 is a Lévy process started at log x, possibly killed at an independent
exponential time; the law of the Lévy process and the rate of killing do not depend on
the value of x. The real-valued process η with probability laws (Py)y∈R is called the
Lévy process associated to R, or the Lamperti transform of R.
An equivalent definition of S and T , in terms of η instead of R, is given by taking
T (s) =
∫ s
0
exp(αηu) du and S as its inverse. Then,
Rt = exp(ηS(t))
for all t ≥ 0, and this shows that the Lamperti transform is a bijection.
Let X be the symmetric stable process, that is, the process defined in the introduction
with ρ = 1/2. We note that this process is such that E(eiθX1) = exp(−|θ|α), and remark
briefly that it has Lévy measure Π(dx) = k|x|−α−1 dx, where
k = Γ(α+ 1)
sin(piα/2)
pi
=
Γ(α+ 1)
Γ(α/2)Γ(1− α/2) .
Connected to X is an important example where the Lamperti transform can be com-
puted explicitly. In Caballero and Chaumont [10], the authors compute Lamperti trans-
forms of killed and conditioned stable processes; the simplest of their examples, given
in [10, Corollary 1], is as follows. Let
τ−0 = inf{t > 0 : Xt ≤ 0},
and denote by ξ∗ the Lamperti transform of the pssMp
(
Xt1{t<τ−0 }
)
t≥0
. Then ξ∗ has
Lévy density
kex|ex − 1|−(α+1), x ∈ R,
and is killed at rate k/α.
Using this, we can analyse a pssMp which will give us the information we seek. Let
Rt = |Xt|1{t<T0}, t ≥ 0,
be the radial part of the symmetric stable process. It is simple to see that this is a
pssMp. Let us denote its Lamperti transform by ξ.
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In Caballero et al. [11], the authors study the Lévy process ξ; they find its character-
istic function, and Wiener-Hopf factorisation, when α < 1, as well as a decomposition
into two simpler processes when α ≤ 1. We will now demonstrate that their expression
for the characteristic function is also valid when α > 1, by showing that their decom-
position has meaning in terms of the Lamperti transform.
Proposition 2.1. The Lévy process ξ is the sum of two independent Lévy processes, ξL
and ξC, such that
(i) The Lévy process ξL has characteristic exponent
Ψ∗(θ)− k/α, θ ∈ R,
where Ψ∗ is the characteristic exponent of the process ξ∗, which is the Lamperti
transform of the stable process killed upon first passage below zero. That is, ξL is
formed by removing the independent killing from ξ∗.
(ii) The process ξC is a compound Poisson process whose jumps occur at rate k/α,
whose Lévy density is
piC(y) = k
ey
(1 + ey)α+1
, y ∈ R. (2.1)
Proof. Precisely the same argument as in [27, Proposition 3.4] gives the decomposition
into ξL and ξC, and the process ξL is exactly as in that case. The expression (2.1), which
determines the law of ξC, follows from [11, Proposition 1], once one observes that the
computation in that article does not require any restriction on α.
We now compute the characteristic exponent of ξ. As we have mentioned, when
α < 1, this has already been computed in [11, Theorem 7], but whereas in that paper
the authors were concerned with computing the Wiener-Hopf factorisation, and the
characteristic function was extracted as a consequence of this, here we provide a proof
directly from the above decomposition.
Theorem 2.2 (Characteristic exponent). The characteristic exponent of the Lévy pro-
cess ξ is given by
Ψ(θ) = 2α
Γ(α/2− iθ/2)
Γ(−iθ/2)
Γ(1/2 + iθ/2)
Γ((1− α)/2 + iθ/2) , θ ∈ R. (2.2)
Proof. We consider separately the two Lévy processes in Proposition 2.1.
By [26, Theorem 1],
ΨL(θ) =
Γ(α− iθ)Γ(1 + iθ)
Γ(α/2− iθ)Γ(1− α/2 + iθ) −
Γ(α)
Γ(α/2)Γ(1− α/2) ,
and via the beta integral,
ΨC(θ) = k
∫ ∞
−∞
(1− eiθy)piC(y)dy
=
Γ(α+ 1)
Γ(α/2)Γ(1− α/2)
[
1
α
− Γ(1 + iθ)Γ(α− iθ)
Γ(α+ 1)
]
.
Summing these, then using product-sum identities and [21, 8.334.2–3],
Ψ(θ) = Γ(α− iθ)Γ(1 + iθ)
[
sin
(
pi(α/2− iθ))
pi
− sin
(
piα/2
)
pi
]
=
2
pi
Γ(α− iθ)Γ(1 + iθ) cos pi(α− iθ)
2
sin
−iθpi
2
= 2pi
Γ(α− iθ)
Γ(1/2 + (α− iθ)/2)
Γ(1 + iθ)
Γ(1/2 + (1 + iθ)/2)
1
Γ(−iθ/2)Γ((1− α+ iθ)/2) .
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Now, applying the Legendre–Gauss duplication formula [21, 8.335.1] for the gamma
function, we obtain the expression in the theorem.
We now characterise the law of the exponential functional
I(αξ) =
∫ ∞
0
eαξt dt
of the process αξ, which we do via the Mellin transform,
M(s) = E[I(αξ)s−1],
for s ∈ C whose real part lies in some open interval which we will specify.
To begin with, we observe that the Laplace exponent ψ of the process −αξ, that is,
the function such that Ee−zαξ1 = eψ(z), is given by
ψ(z) = −2α Γ(1/2− αz/2)
Γ(1/2− α(1 + z)/2)
Γ(α(1 + z)/2)
Γ(αz/2)
, Re z ∈ (−1, 1/α).
We will now proceed via the ‘verification result’ [26, Proposition 2]: essentially, this
result says that we must find a candidate forM which satisfies the functional equation
M(s+ 1) = − s
ψ(−s)M(s), (2.3)
for certain s, together with some additional conditions. Let us now state our result.
Proposition 2.3. The Mellin transform of T0 satisfies
E1[T
s−1
0 ] = E0[I(αξ)
s−1] = sin(pi/α)
cos
(
piα
2 (s− 1)
)
sin
(
pi
(
s− 1 + 1α
)) Γ(1 + α− αs)Γ(2− s) , (2.4)
for Re s ∈ (− 1α , 2− 1α).
Proof. Denote the right-hand side of (2.4) by f(s). We begin by noting that −αξ satisfies
the Cramér condition ψ(1/α−1) = 0; the verification result [26, Proposition 2] therefore
allows us to prove the proposition for Re s ∈ (0, 2− 1/α) once we verify some conditions
on this domain.
There are three conditions to check. For the first, we require f(s) is analytic and
zero-free in the strip Re s ∈ (0, 2− 1/α); this is straightforward. The second requires us
to verify that f satisfies (2.3). To this end, we expand cos and sin in gamma functions
(via reflection formulas [21, 8.334.2–3]) and apply the Legendre duplication formula
[21, 8.335.1] twice.
Finally, there is an asymptotic property which is needed. More precisely, we need to
investigate the asymptotics of f(s) as Im s → ∞. To do this, we will use the following
formula
lim
|y|→∞
|Γ(x+ iy)|
|y|x− 12 e−pi2 |y| =
√
2pi. (2.5)
This can be derived (see [1, Corollary 1.4.4]) from Stirling’s asymptotic formula:
log(Γ(z)) =
(
z − 1
2
)
log(z)− z + 1
2
log(2pi) +O(z−1), (2.6)
as z →∞ and |arg(z)| < pi − δ, for fixed δ > 0.
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Since Stirling’s asymptotic formula is uniform in any sector | arg(z)| < pi − δ, it is
easy to see that the convergence in (2.5) is also uniform in x belonging to a compact
subset of R. Using formula (2.5) we check that |1/f(s)| = O(exp(pi|Im s|)) as Im s→∞,
uniformly in the strip Re s ∈ (0, 2− 1/α). This is the asymptotic result that we require.
The conditions of [26, Proposition 2] are therefore satisfied, and it follows that the
formula in the proposition holds for Re s ∈ (0, 2 − 1/α). Since f(s) is analytic in the
wider strip Re s ∈ (−1/α, 2− 1/α), we conclude the proof by analytic extension.
We note that the expression of Cordero [19, equation (1.36)] can be derived from
this result via the duplication formula for the gamma function; furthermore, it is not
difficult to deduce it from [38, Theorem 5.3].
Now, this Mellin transform completely characterises the law of T0, and we could
at this point invert the Mellin transform to find a series expansion for the density of
T0. However, as we will shortly perform precisely this calculation in section 3 for the
general case, we shall leave the Mellin transform as it is and proceed to consider what
happens when X may not be symmetric.
3 The asymmetric case
With the symmetric case as our model, we will now tackle the general case where X
may be asymmetric. The ideas here are much the same, but the possibility of asymmetry
leads us to introduce more complicated objects: our positive self-similar Markov pro-
cesses become real self-similar Markov processes; our Lévy processes become Markov
additive processes; and our functional equation for the Mellin transform (2.3) becomes
vector-valued.
The section is laid out as follows. We devote the first two subsections to a discussion
of Markov additive processes and their exponential functionals, and then discuss real
self-similar Markov processes and the generalised Lamperti representation. Finally,
in the last subsection, we apply the theory which we have developed to the problem of
determining the law of T0 for a general two-sided jumping stable process with α ∈ (1, 2).
3.1 Markov additive processes
Let E be a finite state space and (Gt)t≥0 a standard filtration. A càdlàg process (ξ, J)
in R×E with law P is called a Markov additive process (MAP) with respect to (Gt)t≥0 if
(J(t))t≥0 is a continuous-time Markov chain in E, and the following property is satisfied,
for any i ∈ E, s, t ≥ 0:
given {J(t) = i}, the pair (ξ(t+ s)− ξ(t), J(t+ s)) is independent of Gt,
and has the same distribution as (ξ(s)− ξ(0), J(s)) given {J(0) = i}. (3.1)
Aspects of the theory of Markov additive processes are covered in a number of texts,
among them [3] and [4]. We will mainly use the notation of [23], which principally works
under the assumption that ξ is spectrally negative; the results which we quote are valid
without this hypothesis, however.
Let us introduce some notation. We write Pi = P(·|ξ(0) = 0, J(0) = i); and if µ is a
probability distribution on E, we write Pµ = P(·|ξ(0) = 0, J(0) ∼ µ) =
∑
i∈E µ(i)Pi. We
adopt a similar convention for expectations.
It is well-known that a Markov additive process (ξ, J) also satisfies (3.1) with t re-
placed by a stopping time. Furthermore, it has the structure given by the following
proposition; see [4, §XI.2a] and [23, Proposition 2.5].
Proposition 3.1. The pair (ξ, J) is a Markov additive process if and only if, for each
i, j ∈ E, there exist a sequence of iid Lévy processes (ξni )n≥0 and a sequence of iid
EJP 19 (2014), paper 30.
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random variables (Unij)n≥0, independent of the chain J , such that if T0 = 0 and (Tn)n≥1
are the jump times of J , the process ξ has the representation
ξ(t) = 1{n>0}(ξ(Tn−) + UnJ(Tn−),J(Tn)) + ξnJ(Tn)(t− Tn), t ∈ [Tn, Tn+1), n ≥ 0.
For each i ∈ E, it will be convenient to define, on the same probability space, ξi as
a Lévy process whose distribution is the common law of the ξni processes in the above
representation; and similarly, for each i, j ∈ E, define Uij to be a random variable
having the common law of the Unij variables.
Let us now fix the following setup. Firstly, we confine ourselves to irreducible
Markov chains J . Let the state space E be the finite set {1, . . . , N}, for some N ∈ N.
Denote the transition rate matrix of the chain J by Q = (qij)i,j∈E . For each i ∈ E, the
Laplace exponent of the Lévy process ξi will be written ψi, in the sense that eψi(z) =
E(ezξi(1)), for all z ∈ C for which the right-hand side exists. For each pair of i, j ∈ E,
define the Laplace transform Gij(z) = E(ezUij ) of the jump distribution Uij , where this
exists; write G(z) for the N × N matrix whose (i, j)th element is Gij(z).We will adopt
the convention that Uij = 0 if qij = 0, i 6= j, and also set Uii = 0 for each i ∈ E.
A multidimensional analogue of the Laplace exponent of a Lévy process is provided
by the matrix-valued function
F (z) = diag(ψ1(z), . . . , ψN (z)) +Q ◦G(z), (3.2)
for all z ∈ C where the elements on the right are defined, where ◦ indicates elementwise
multiplication, also called Hadamard multiplication. It is then known that
Ei(e
zξ(t); J(t) = j) =
(
eF (z)t
)
ij
, i, j ∈ E,
for all z ∈ C where one side of the equality is defined. For this reason, F is called the
matrix exponent of the MAP ξ.
We now describe the existence of the leading eigenvalue of the matrix F , which
will play a key role in our analysis of MAPs. This is sometimes also called the Per-
ron–Frobenius eigenvalue; see [4, §XI.2c] and [23, Proposition 2.12].
Proposition 3.2. Suppose that z ∈ C is such that F (z) is defined. Then, the matrix
F (z) has a real simple eigenvalue κ(z), which is larger than the real part of all its other
eigenvalues. Furthermore, the corresponding right-eigenvector v(z) may be chosen so
that vi(z) > 0 for every i ∈ E, and normalised such that
piv(z) = 1 (3.3)
where pi is the equilibrium distribution of the chain J .
This leading eigenvalue features in the following probabilistic result, which identi-
fies a martingale (also known as the Wald martingale) and change of measure analogous
to the exponential martingale and Esscher transformation of a Lévy process; cf. [4, Pro-
position XI.2.4, Theorem XIII.8.1].
Proposition 3.3. Let
M(t, γ) = eγξ(t)−κ(γ)t
vJ(t)(γ)
vJ(0)(γ)
, t ≥ 0,
for some γ such that the right-hand side is defined. Then, M(·, γ) is a unit-mean mar-
tingale with respect to (Gt)t≥0, under any initial distribution of (ξ(0), J(0)).
The following properties of κ will also prove useful.
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Proposition 3.4. Suppose that F is defined in some open interval D of R. Then, the
leading eigenvalue κ of F is smooth and convex on D.
Proof. Smoothness follows from results on the perturbation of eigenvalues; see [23,
Proposition 2.13] for a full proof. The convexity of κ is a consequence of the convexity
properties of the entries of F . The proof follows simply from [5, Corollary 9]; see also
[24, 31].
3.2 The Mellin transform of the exponential functional
In section 2, we studied the exponential functional of a certain Lévy process associ-
ated to the radial part of the stable process; now we are interested in obtaining some
results which will assist us in computing the law of an integrated exponential functional
associated to Markov additive processes.
For a MAP ξ, let
I(−ξ) =
∫ ∞
0
exp(−ξ(t)) dt.
One way to characterise the law of I(−ξ) is via its Mellin transform, which we write as
M(s). This is the vector in RN whose ith element is given by
Mi(s) = Ei[I(−ξ)s−1], i ∈ E.
We will shortly obtain a functional equation forM, analogous to the functional equa-
tion (2.3) which we saw in section 2. For Lévy processes, proofs of the result can be
found in Carmona et al. [12, Proposition 3.1], Maulik and Zwart [30, Lemma 2.1] and
Rivero [34, Lemma 2]; our proof follows the latter, making changes to account for the
Markov additive property.
We make the following assumption, which is analogous to the Cramér condition for
a Lévy process; recall that κ is the leading eigenvalue of the matrix F , as discussed in
section 3.1.
Assumption 3.5 (Cramér condition for a Markov additive process). There exists z0 < 0
such that F (s) exists on (z0, 0), and some θ ∈ (0,−z0), called the Cramér number, such
that κ(−θ) = 0.
Since the leading eigenvalue κ is smooth and convex where it is defined, it follows
also that κ(−s) < 0 for s ∈ (0, θ). In particular, this renders the matrix F (−s) negative
definite, and hence invertible. Furthermore, it follows that κ′(0−) > 0, and hence (see
[4, Corollary XI.2.7] and [23, Lemma 2.14]) that ξ drifts to +∞ independently of its
initial state. This implies that I(−ξ) is an a.s. finite random variable.
Proposition 3.6. Suppose that ξ satisfies the Cramér condition (Assumption 3.5) with
Cramér number θ ∈ (0, 1). Then,M(s) is finite and analytic when Re s ∈ (0, 1 + θ), and
we have the following vector-valued functional equation:
M(s+ 1) = −s(F (−s))−1M(s), s ∈ (0, θ).
Proof. At the end of the proof, we shall require the existence of certain moments of the
random variable
Qt =
∫ t
0
e−ξ(u) du,
and so we shall begin by establishing this.
Suppose that s ∈ (0, θ], and let p > 1. Then, by the Cramér condition, it follows that
κ(−s/p) < 0, and hence for any u ≥ 0, e−uκ(−s/p) ≥ 1.
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Recall that the process
M(u, z) = ezξ(u)−κ(z)u
vJ(u)(z)
vJ(0)(z)
, u ≥ 0
is a martingale (the Wald martingale) under any initial distribution (ξ(0), J(0)), and set
V (z) = min
j∈E
vj(z) > 0,
so that for each j ∈ E, vj(z)/V (z) ≥ 1.
We now have everything in place to make the following calculation, which uses the
Doob maximal inequality in connection with the Wald martingale in the third line, and
the Cramér condition in the fourth.
Ei[Q
s
t ] ≤ tsEi
[
sup
u≤t
[
e−sξ(u)/p
]p]
≤ tsEi
[
sup
u≤t
[
M(u,−s/p)vi(−s/p)(V (−s/p))−1
]p]
≤ tsvi(−s/p)pV (−s/p)−p
(
p
p− 1
)p
Ei
[
M(t,−s/p)p]
≤ tsV (−s/p)−p
(
p
p− 1
)p
e−tpκ(−s/p) max
j∈J
vj(−s/p)pEi
[
e−sξ(t)
]
<∞.
Now, it is simple to show that for all s > 0, t ≥ 0,(∫ ∞
0
e−ξ(u) du
)s
−
(∫ ∞
t
e−ξ(u) du
)s
= s
∫ t
0
e−sξ(u)
(∫ ∞
0
e−(ξ(u+v)−ξ(u)) dv
)s−1
du.
For each i ∈ E, we take expectations and apply the Markov additive property.
Ei
[(∫ ∞
0
e−ξ(u) du
)s
−
(∫ ∞
t
e−ξ(u) du
)s]
= s
∑
j∈E
∫ t
0
Ei
[
e−sξ(u); J(u) = j
]
Ej
[∫ ∞
0
e−ξ(v) dv
]s−1
du
= s
∫ t
0
∑
j∈E
(
eF (−s)u
)
ij
Ej
[
I(−ξ)s−1]du.
Since 0 < s < θ < 1, it follows that
∣∣|x|s − |y|s∣∣ ≤ |x− y|s for any x, y ∈ R, and so we see
that for each i ∈ E, the left-hand side of the above equation is bounded by Ei(Qst ) <∞.
Since
(
eF (−s)u
)
ii
6= 0, it follows that Ei[I(−ξ)s−1] <∞ also.
If we now take t → ∞, the left-hand side of the previous equality is monotone in-
creasing, while on the right, the Cramér condition ensures that F (−s) is negative def-
inite, which is a sufficient condition for convergence, giving the limit:
M(s+ 1) = −s(F (−s))−1M(s), s ∈ (0, θ).
Furthermore, as we know the right-hand side is finite, this functional equation allows
us to conclude that M(s) < ∞ for all s ∈ (0, 1 + θ). It then follows from the general
properties of Mellin transforms that M(s) is finite and analytic for all s ∈ C such that
Re s ∈ (0, 1 + θ).
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3.3 Real self-similar Markov processes
In section 2, we studied a Lévy process which was associated through the Lamperti
representation to a positive, self-similar Markov process. Here we see that Markov
additive processes also admit an interpretation as Lamperti-type representations of real
self-similar Markov processes.
The structure of real self-similar Markov processes has been investigated by Chy-
biryakov [18] in the symmetric case, and Chaumont et al. [16] in general. Here, we
give an interpretation of these authors’ results in terms of a two-state Markov additive
process. We begin with some relevant definitions, and state some of the results of these
authors.
A real self-similar Markov process with self-similarity index α > 0 is a standard (in
the sense of [8]) Markov process X = (Xt)t≥0 with probability laws (Px)x∈R\{0} which
satisfies the scaling property, that for all x ∈ R \ {0} and c > 0,
the law of (cXtc−α)t≥0 under Px is Pcx.
In [16] the authors confine their attention to processes in ‘class C.4’. An rssMp X is
in this class if, for all x 6= 0, Px(∃t > 0 : XtXt− < 0) = 1; that is, with probability one,
the process X changes sign infinitely often. As with the stable process, define
T0 = inf{t ≥ 0 : Xt = 0}.
Such a process may be identified, under a deformation of space and time, with a
Markov additive process which we call the Lamperti–Kiu representation of X. The
following result is a simple corollary of [16, Theorem 6].
Proposition 3.7. Let X be an rssMp in class C.4 and fix x 6= 0. Define the symbol
[y] =
{
1, y > 0,
2, y < 0.
Then there exists a time-change σ, adapted to the filtration of X, such that, under the
law Px, the process
(ξ(t), J(t)) = (log|Xσ(t)|, [Xt]), t ≥ 0,
is a Markov additive process with state space E = {1, 2} under the law P[x]. Further-
more, the process X under Px has the representation
Xt = x exp
(
ξ(τ(t)) + ipi(J(τ(t)) + 1)
)
, 0 ≤ t < T0,
where τ is the inverse of the time-change σ, and may be given by
τ(t) = inf
{
s > 0 :
∫ s
0
exp(αξ(u)) du > t|x|−α
}
, t < T0, (3.4)
We observe from the expression (3.4) for the time-change τ that under Px, for any
x 6= 0, the following identity holds for T0, the hitting time of zero:
|x|αT0 =
∫ ∞
0
eαξ(u) du.
Implicit in this statement is that the MAP on the right-hand side has law P1 if x > 0,
and law P2 if x < 0. This observation will be exploited in the coming section, in which
we put together the theory we have outlined so far.
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3.4 The hitting time of zero
We now return to the central problem of this paper: computing the distribution of
T0 for a stable process. We already have in hand the representation of T0 for an rssMp
as the exponential functional of a MAP, as well as a functional equation for this quantity
which will assist us in the computation.
Let X be the stable process with parameters (α, ρ) ∈ Ast, defined in the introduction.
We will restrict our attention for now to X under the measures P±1; the results for
other initial values can be derived via scaling.
Since X is an rssMp, it has a representation in terms of a MAP (ξ, J); futhermore,
under P±1,
T0 =
∫ ∞
0
eαξ(s) ds = I(αξ);
to be precise, under P1 the process ξ is under P1, while under P−1 it is under P2.
In [16, §4.1], the authors calculate the characteristics of the Lamperti–Kiu repres-
entation for X, that is, the processes ξi, and the jump distributions Uij and rates qij .
Using this information, and the representation (3.2), one sees that the MAP (−αξ, J)
has matrix exponent
F (z) =
−
Γ(α(1 + z))Γ(1− αz)
Γ(αρˆ+ αz)Γ(1− αρˆ− αz)
Γ(α(1 + z))Γ(1− αz)
Γ(αρˆ)Γ(1− αρˆ)
Γ(α(1 + z))Γ(1− αz)
Γ(αρ)Γ(1− αρ) −
Γ(α(1 + z))Γ(1− αz)
Γ(αρ+ αz)Γ(1− αρ− αz)
 ,
for Re z ∈ (−1, 1/α).
Remark 3.8. It is well-known that, when X does not have one-sided jumps, it changes
sign infinitely often; that is, the rssMp X is in [16]’s class C.4. When the stable process
has only one-sided jumps, which corresponds to the parameter values ρ = 1− 1/α, 1/α,
then it jumps over 0 at most once before hitting it; the rssMp is therefore in class
C.1 or C.2 according to the classification of [16]. The Markov chain component of the
corresponding MAP then has one absorbing state, and hence is no longer irreducible.
Although it seems plain that our calculations can be carried out in this case, we omit
it for the sake of simplicity. As we remarked in the introduction, it is considered in
[33, 36].
We now analyse F in order to deduce the Mellin transform of T0. The equation detF (z) =
0 is equivalent to
sin(pi(αρ+ αz)) sin(pi(αρˆ+ αz))− sin(piαρ) sin(piαρˆ) = 0,
and considering the solutions of this, it is not difficult to deduce that κ(1/α−1) = 0; that
is,−αξ satisfies the Cramér condition (Assumption 3.5) with Cramér number θ = 1−1/α.
Define
f1(s) := E1[T
s−1
0 ] = E1[I(αξ)
s−1], f2(s) := E−1[T s−10 ] = E2[I(αξ)
s−1],
which by Proposition 3.6 are defined when Re s ∈ (0, 2 − 1/α). This proposition also
implies that
B(s)×
[
f1(s+ 1)
f2(s+ 1)
]
=
[
f1(s)
f2(s)
]
, s ∈ (0, 1− 1/α), (3.5)
where B(s) := −F (−s)/s. Using the reflection formula for the gamma function we find
that
B(s) =
α
pi
Γ(α− αs)Γ(αs)
[
sin(piα(ρˆ− s)) − sin(piαρˆ)
− sin(piαρ) sin(piα(ρ− s))
]
,
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for Re s ∈ (−1/α, 1), s 6= 0, and
det(B(s)) = −α2 Γ(α− αs)Γ(αs)
Γ(1− α+ αs)Γ(1− αs) , Re s ∈ (−1/α, 1), s 6= 0. (3.6)
Therefore, if we define A(s) = (B(s))−1, we have
A(s) = − 1
piα
Γ(1− α+ αs)Γ(1− αs)
[
sin(piα(ρ− s)) sin(piαρˆ)
sin(piαρ) sin(piα(ρˆ− s))
]
for Re s ∈ (1− 2/α, 1− 1/α), and may rewrite (3.5) in the form[
f1(s+ 1)
f2(s+ 1)
]
= A(s)×
[
f1(s)
f2(s)
]
, s ∈ (0, 1− 1/α). (3.7)
The following theorem is our main result.
Theorem 3.9. For −1/α < Re(s) < 2− 1/α we have
E1[T
s−1
0 ] =
sin
(
pi
α
)
sin(piρˆ)
sin (piρˆ(1− α+ αs))
sin
(
pi
α (1− α+ αs)
) Γ(1 + α− αs)
Γ(2− s) . (3.8)
The corresponding expression for E−1[T s−10 ] can be obtained from (3.8) by changing
ρˆ 7→ ρ.
Let us denote the function in the right-hand side of (3.8) by h1(s), and by h2(s) the
function obtained from h1(s) by replacing ρˆ 7→ ρ. Before we are able to prove Theorem
3.9, we need to establish several properties of these functions.
Lemma 3.10.
(i) There exists ε ∈ (0, 1 − 1/α) such that the functions h1(s), h2(s) are analytic and
zero-free in the vertical strip 0 ≤ Re(s) ≤ 1 + ε.
(ii) For any −∞ < a < b < +∞ there exists C > 0 such that
e−pi| Im(s)| < |hi(s)| < e−pi2 (α−1)| Im(s)|, i = 1, 2
for all s in the vertical strip a ≤ Re(s) ≤ b satisfying | Im(s)| > C.
Proof. It is clear from the definition of h1(s) that it is a meromorphic function. Its zeroes
are contained in the set
{2, 3, 4, . . . } ∪ {1− 1/α+ n/(αρˆ) : n ∈ Z, n 6= 0}
and its poles are contained in the set
{1 + n/α : n ≥ 1} ∪ {n− 1/α : n ∈ Z, n 6= 1}.
In particular, h1(s) possesses neither zeroes nor poles in the strip 0 ≤ Re(s) ≤ 1. The
same is clearly true for h2(s), which proves part (i).
We now make use of Stirling’s formula, as we did in section 2. Applying (2.5) to h1(s)
we find that as s→∞ (uniformly in the strip a ≤ Re(s) ≤ b) we have
log(|h1(s)|) = −pi
2
(1 + α− 2αρˆ)| Im(s)|+O(log(| Im(s)|)).
Since for α > 1, the admissible parameters α, ρ must satisfy α− 1 < αρˆ < 1, this shows
that
α− 1 < 1 + α− 2αρˆ < 3− α < 2,
and completes the proof of part (ii).
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Lemma 3.11. The functions h1(s), h2(s) satisfy the system of equations (3.7).
Proof. Denote the elements of the matrix A(s) by Aij(s). Multiplying the first row of
A(s) by the column vector [h1(s), h2(s)]T , and using identity sin(piρ) = sin(piρˆ), we obtain
A11(s)h1(s) +A12(s)h2(s)
= − 1
piα
sin
(
pi
α
)
sin(piρˆ)
Γ(1− αs)
sin
(
pi
α (1− α+ αs)
) [Γ(1 + α− αs)
Γ(2− s) Γ(1− α+ αs)
]
× { sin(piα(ρ− s)) sin (piρˆ(1− α+ αs)) + sin(piαρˆ) sin (piρ(1− α+ αs))}.
Applying identity Γ(z + 1) = zΓ(z) and reflection formula for the gamma function, we
rewrite the expression in the square brackets as follows:[
Γ(1 + α− αs)
Γ(2− s) Γ(1− α+ αs)
]
=
αΓ(α− αs)
Γ(1− s) Γ(1− α+ αs) =
piα
sin(piα(1− s))Γ(1− s) .
Applying certain trigonometric identities, we obtain
sin(piα(ρ− s)) sin (piρˆ(1− α+ αs)) + sin(piαρˆ) sin (piρ(1− α+ αs))
= sin(piα(1− s)) sin(piρˆ(1 + αs)).
Combining the above three formulas we conclude
A11(s)h1(s) +A12(s)h2(s) = −
sin
(
pi
α
)
sin(piρˆ)
sin (piρˆ(1 + αs))
sin
(
pi
α (1− α+ αs)
) Γ(1− αs)
Γ(1− s) = h1(s+ 1).
The derivation of the identity A21(s)h1(s) +A22(s)h2(s) = h2(s+ 1) is identical. We have
now established that two functions hi(s) satisfy the system of equations (3.7).
Proof of Theorem 3.9. Our goal now is to establish the uniqueness of solutions to the
system (3.7) in a certain class of meromorphic functions, which contains both hi(s) and
fi(s). This will imply hi(s) ≡ fi(s). Our argument is similar in spirit to the proof of
Proposition 2 in [26].
First of all, we check that there exists ε ∈ (0, 1/2 − 1/(2α)), such that the functions
f1(s), f2(s) are analytic and bounded in the open strip
Sε = {s ∈ C : ε < Re(s) < 1 + 2ε}
This follows from Proposition 3.6 and the estimate
|f1(s)| = |E1[T s−10 ]| ≤ E1[|T s−10 |] = E1[TRe(s)−10 ] = f1(Re(s)).
The same applies to f2. Given results of Lemma 3.10, we can also assume that ε is small
enough, so that the functions hi(s) are analytic, zero-free and bounded in the strip Sε.
Let us define D(s) := f1(s)h2(s) − f2(s)h1(s) for s ∈ Sε. From the above properties
of fi(s) and hi(s) we conclude that D(s) is analytic and bounded in Sε. Our first goal is
to show that D(s) ≡ 0.
If both s and s+ 1 belong to Sε, then the function D(s) satisfies the equation
D(s+ 1) = − 1
α2
Γ(1− α+ αs)Γ(1− αs)
Γ(α− αs)Γ(αs) D(s), (3.9)
as is easily established by taking determinants of the matrix equation[
f1(s+ 1) h1(s+ 1)
f2(s+ 1) h2(s+ 1)
]
= A(s)×
[
f1(s) h1(s)
f2(s) h2(s)
]
,
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and using (3.6) and the identity A(s) = B(s)−1.
Define also
G(s) :=
Γ(s− 1)Γ(α− αs)
Γ(1− s)Γ(−α+ αs) sin
(
pi
(
s+
1
α
))
.
It is simple to check that:
(i) G satisfies the functional equation (3.9);
(ii) G is analytic and zero-free in the strip Sε;
(iii) |G(s)| → ∞ as Im(s)→∞, uniformly in the strip Sε (use (2.5) and α > 1).
We will now take the ratio of D and G in order to obtain a periodic function, borrow-
ing a technique from the theory of functional equations (for a similar idea applied to the
gamma function, see [2, §6].) We thus define H(s) := D(s)/G(s) for s ∈ Sε. The property
(ii) guarantees that H is analytic in the strip Sε, while property (i) and (3.9) show that
H(s + 1) = H(s) if both s and s + 1 belong to Sε. Therefore, we can extend H(s) to an
entire function satisfying H(s + 1) = H(s) for all s ∈ C. Using the periodicity of H(s),
property (iii) of the function G(s) and the fact that the function D(s) is bounded in the
strip Sε, we conclude that H(s) is bounded on C and H(s) → 0 as Im(s) → ∞. Since H
is entire, it follows that H ≡ 0.
So far, we have proved that for all s ∈ Sε we have f1(s)h2(s) = f2(s)h1(s). Let us
define w(s) := f1(s)/h1(s) = f2(s)/h2(s). Since both fi(s) and hi(s) satisfy the same
functional equation (3.7), if s and s+ 1 belong to Sε we have
w(s+ 1)h1(s+ 1) = f1(s+ 1)
= A11(s)f1(s) +A12(s)f2(s)
= w(s)[A11(s)h1(s) +A12(s)h2(s)],
and therefore w(s + 1) = w(s). Using again the fact that fi and hi are analytic in this
strip and hi is also zero free there, we conclude that w(s) is analytic in Sε, and the
periodicity of w implies that it may be extended to an entire periodic function. Lemma
3.10(ii) together with the uniform boundedness of fi(s) in Sε imply that there exists a
constant C > 0 such that for all s ∈ Sε,
|w(s)| < Cepi| Im(s)|.
By periodicity of w, we conclude that the above bound holds for all s ∈ C. Since w is
periodic with period one, this bound implies that w is a constant function (this follows
from the Fourier series representation of periodic analytic functions; see the proof of
Proposition 2 in [26]). Finally, we know that fi(1) = hi(1) = 1, and so we conclude that
w(s) ≡ 1. Hence, fi(s) ≡ hi(s) for all s ∈ Sε. Since hi(s) are analytic in the wider strip
−1/α < Re(s) < 2 − 1/α, by analytic continuation we conclude that (3.8) holds for all s
in −1/α < Re(s) < 2− 1/α.
Remark 3.12. Since the proof of Theorem 3.9 is based on a verification technique, it
does not reveal how we derived the formula on the right-hand side of (3.8), for which
we took a trial and error approach. The expression in (3.8) is already known, or may be
easily computed, for the spectrally positive case (ρ = 1− 1/α; in this case T0 is the time
of first passage below the level zero, and indeed has a positive 1/α-stable law, as may
be seen from [35, Theorem 46.3]), the spectrally negative case (ρ = 1/α; due to [36,
Corollary 1]) and for the symmetric case (ρ = 1/2; due to [38, 19]), we sought a function
which interpolated these three cases and satisfied the functional equation (3.7). After
a candidate was found, we verified that this was indeed the Mellin transform, using the
argument above.
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We turn our attention to computing the density of T0. Let us define ‖x‖ = minn∈Z|x−n|,
and
L = R \ (Q ∪ {x ∈ R : lim
n→∞
1
n log‖nx‖ = 0}).
This set was introduced in [22], where it was shown that L is a subset of the Liouville
numbers and that x ∈ L if and only if the coefficients of the continued fraction repres-
entation of x grow extremely fast. It is known that L is dense, yet it is a rather small
set: it has Hausdorff dimension zero, and therefore its Lebesgue measure is also zero.
For α ∈ R we also define
K(α) = {N ∈ N : ‖(N − 12 )α‖ > exp(−α−12 (N − 2) log(N − 2))}.
Proposition 3.13. Assume that α /∈ Q.
(i) The set K(α) is unbounded and has density equal to one:
lim
n→∞
#{K(α) ∩ [1, n]}
n
= 1.
(ii) If α /∈ L, the set N \ K(α) is finite.
Proof. Part (i) follows, after some short manipulation, from the well-known fact that for
any irrational α the sequence ‖(N− 12 )α‖ is uniformly distributed on the interval (0, 1/2).
To prove part (ii), first assume that α /∈ L. Since limn→+∞ 1n log‖nα‖ = 0, there exists
C > 0 such that for all n we have ‖nα‖ > C2−n. Then for all N we have
‖(N − 12 )α‖ ≥
1
2
‖(2N − 1)α‖ > C2−2N .
Since for all N large enough it is true that
C2−2N > exp(−α−12 (N − 2) log(N − 2)),
we conclude that all N large enough will be in the set K(α), therefore the set N \ K(α)
is finite.
Theorem 3.14. Let p be the density of T0 under P1.
(i) If α /∈ Q then for all t > 0 we have
p(t) = lim
N∈K(α)
N→∞
[
sin
(
pi
α
)
pi sin(piρˆ)
∑
1≤k<α(N− 12 )−1
sin(piρˆ(k + 1))
sin
(
pi
αk
)
sin
(
pi
α (k + 1)
)
× Γ
(
k
α + 1
)
k!
(−1)k−1t−1− kα
− sin
(
pi
α
)2
pi sin(piρˆ)
∑
1≤k<N
sin(piαρˆk)
sin(piαk)
Γ
(
k − 1α
)
Γ (αk − 1) t
−k−1+ 1α
]
. (3.10)
The above limit is uniform for t ∈ [ε,∞) and any ε > 0.
(ii) If α = m/n (where m and n are coprime natural numbers) then for all t > 0 we
have
p(t) =
sin
(
pi
α
)
pi sin(piρˆ)
∑
k≥1
k 6=−1 (mod m)
sin(piρˆ(k + 1))
sin
(
pi
αk
)
sin
(
pi
α (k + 1)
) Γ ( kα + 1)
k!
(−1)k−1t−1− kα
− sin
(
pi
α
)2
pi sin(piρˆ)
∑
k≥1
k 6=0 (mod n)
sin(piαρˆk)
sin(piαk)
Γ
(
k − 1α
)
Γ (αk − 1) t
−k−1+ 1α
− sin
(
pi
α
)2
pi2α sin(piρˆ)
∑
k≥1
(−1)kmΓ
(
kn− 1α
)
(km− 2)! Rk(t)t
−kn−1+ 1α , (3.11)
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where
Rk(t) := piαρˆ cos(piρˆkm)
− sin(piρˆkm) [pi cot (piα)− ψ(kn− 1α)+ αψ(km− 1) + log(t)]
and ψ is the digamma function. The three series in (3.11) converge uniformly for
t ∈ [ε,∞) and any ε > 0.
(iii) For all values of α and any c > 0, the following asymptotic expansion holds as t ↓ 0:
p(t) =
α sin
(
pi
α
)
pi sin(piρˆ)
∑
1≤n<1+c
sin(piαρˆn)
Γ(αn+ 1)
Γ
(
n+ 1α
) (−1)n−1tn−1+ 1α +O(tc+ 1α ).
Proof. Recall that h1(s) = E1[T
s−1
0 ] denotes the function in (3.8). According to Lemma
3.10(ii), for any x ∈ R, h1(x + iy) decreases to zero exponentially fast as y → ∞. This
implies that the density of T0 exists and is a smooth function. It also implies that p(t)
can be written as the inverse Mellin transform,
p(t) =
1
2pii
∫
1+iR
h1(s)t
−sds. (3.12)
The function h1(s) is meromorphic, and it has poles at points
{s(1)n := 1 + n/α : n ≥ 1} ∪ {s(2)n := n− 1/α : n ≥ 2} ∪ {s(3)n := −n− 1/α : n ≥ 0}
If α /∈ Q, all these points are distinct and h1(s) has only simple poles. When α ∈ Q,
some of s(1)n and s
(2)
m will coincide, and h1(s) will have double poles at these points.
Let us first consider the case α /∈ Q, so that all poles are simple. Let N ∈ K(α) and
define c = c(N) = N + 12 − 1α . Lemma 3.10(ii) tells us that h1(s) decreases exponentially
to zero as Im(s)→∞, uniformly in any finite vertical strip. Therefore, we can shift the
contour of integration in (3.12) and obtain, by Cauchy’s residue theorem,
p(t) = −
∑
n
Res
s=s
(1)
n
(h1(s)t
−s)−
∑
m
Res
s=s
(2)
m
(h1(s)t
−s)
+
1
2pii
∫
c(N)+iR
h1(s)t
−sds, (3.13)
where
∑
n and
∑
m indicate summation over n ≥ 1 such that s(1)n < c(N) and over m ≥ 2
such that s(2)m < c(N), respectively. Computing the residues we obtain the two sums in
the right-hand side of (3.10).
Now our goal is to show that the integral term
IN (t) :=
1
2pii
∫
c(N)+iR
h1(s)t
−sds
converges to zero as N → +∞, N ∈ K(α). We use the reflection formula for the gamma
function and the inequalities
|sin(pix)| > ‖x‖, x ∈ R,
|sin(x)| cosh(y) ≤ |sin(x+ iy)| =
√
cosh2(y)− cos2(x) ≤ cosh(y), x, y ∈ R,
to estimate h1(s), s = c(N) + iu, as follows
|h1(s)| =
sin
(
pi
α
)
sin(piρˆ)
∣∣∣∣ sin (piρˆ(1− α+ αs))sin (piα (1− α+ αs)) sin(pis)sin(piα(s− 1)) Γ(s− 1)Γ(α(s− 1))
∣∣∣∣
≤ C1‖α(N − 12 )‖
cosh(piαρˆu)
cosh(piαu)
∣∣∣∣ Γ(s− 1)Γ(α(s− 1))
∣∣∣∣. (3.14)
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Using Stirling’s formula (2.6), we find that
Γ(s)
Γ(αs)
=
√
αe−s((α−1) log(s)+A)+O(s
−1), s→∞, Re(s) > 0, (3.15)
where A := 1− α+ α log(α) > 0. Therefore, there exists a constant C2 > 0 such that for
Re s > 0 we can estimate∣∣∣∣ Γ(s)Γ(αs)
∣∣∣∣ < C2e−(α−1) Re(s) log(Re(s))+(α−1)|Im(s)|pi2 .
Combining the above estimate with (3.14) and using the fact that N ∈ K(α) we find that
|h1(c(N) + iu)| < C1C2‖α(N − 12 )‖
cosh(piαρˆu)
cosh(piαu)
e−(α−1)(c(N)−1) log(c(N)−1)+(α−1)|u|
pi
2
< C1C2e
−α−12 (N−2) log(N−2) cosh(piαρˆu)
cosh(piαu)
e(α−1)|u|
pi
2 .
Note that the function in the right-hand side of the above inequality decreases to zero
exponentially fast as |u| → ∞ (since αρˆ + 12 (α − 1) − α < 0), and hence in particular is
integrable on R. Thus we can estimate
|IN (t)| = t
−c(N)
2pi
∣∣∣∣∫
R
h1(c(N) + iu))t
−iu du
∣∣∣∣ < t−c(N)2pi
∫
R
|h1(c(N) + iu))|du
<
t−c(N)
2pi
C1C2e
−α−12 (N−2) log(N−2)
∫
R
cosh(piαρˆu)
cosh(piαu)
e(α−1)|u|
pi
2 du.
When N → ∞, the quantity in the right-hand side of the above inequality converges to
zero for every t > 0. This ends the proof of part (i).
The proof of part (ii) is very similar, and we offer only a sketch. It also begins with
(3.13) and uses the above estimate for h1(s). The only difference is that when α ∈ Q
some of s(1)n and s
(2)
m will coincide, and h1(s) will have double poles at these points. The
terms with double poles give rise to the third series in (3.11). In this case all three
series are convergent, and we can express the limit of partial sums as a series in the
usual sense.
The proof of part (iii) is much simpler: we need to shift the contour of integration in
(3.13) in the opposite direction (c < 0). The proof is identical to the proof of Theorem 9
in [25].
Remark 3.15. We offer some remarks on the asymptotic expansion. When ρˆ = 1/α,
all of its terms are equal to zero. This is the spectrally positive case, in which T0 has
the law of a positive 1/α-stable random variable, and it is known that its density is
exponentially small at zero; see [35, equation (14.35)] for a more precise result.
Otherwise, the series given by including all the terms in (iii) is divergent for all t > 0.
This may be seen from the fact that the terms do not approach 0; we sketch this now.
When αρˆ ∈ Q, some terms are zero, and in the rest the sine term is bounded away from
zero; when αρˆ /∈ Q, it follows that lim supn→∞|sin(piαρˆn)| = 1. One then bounds the
ratio of gamma functions from below by Γ(αn)/Γ((1 + ε)n), for some small enough ε > 0
and large n. This grows superexponentially due to (3.15), so tnΓ(αn + 1)/Γ(n + 1/α) is
unbounded as n→∞.
The next corollary shows that, for almost all irrational α, the expression (3.10) can
be written in a simpler form.
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Corollary 3.16. If α /∈ L ∪Q then
p(t) =
sin
(
pi
α
)
pi sin(piρˆ)
∑
k≥1
sin(piρˆ(k + 1))
sin
(
pi
αk
)
sin
(
pi
α (k + 1)
) Γ ( kα + 1)
k!
(−1)k−1t−1− kα
− sin
(
pi
α
)2
pi sin(piρˆ)
∑
k≥1
sin(piαρˆk)
sin(piαk)
Γ
(
k − 1α
)
Γ (αk − 1) t
−k−1+ 1α . (3.16)
The two series in the right-hand side of the above formula converge uniformly for t ∈
[ε,∞) and any ε > 0.
Proof. As we have shown in Proposition 3.13, if α /∈ L∪Q then the set N\K(α) is finite.
Therefore we can remove the restriction N ∈ K(α) in (3.10), and need only show that
both series in (3.16) converge.
In [22, Proposition 1] it was shown that x ∈ L iff x−1 ∈ L. Therefore, according to
our assumption, both α and 1/α are not in the set L. From the definition of L we see
that there exists C > 0 such that ‖αn‖ > C2−n and ‖α−1n‖ > C2−n for all integers n.
Using the estimate | sin(pix)| ≥ ‖x‖ and Stirling’s formula (2.6), it is easy to see that
both series in in (3.16) converge (uniformly for t ∈ [ε,∞) and any ε > 0), which ends
the proof of the corollary.
Remark 3.17. Note that formula (3.16) may not be true if α ∈ L, as the series may fail
to converge. An example where this occurs is given after Theorem 5 in [25].
4 Applications
4.1 Conditioning to avoid zero
In [16, §4.2], Chaumont, Pantí and Rivero discuss a harmonic transform of a stable
process with α > 1 which results in conditioning to avoid zero. The results quoted in
that paper are a special case of the notion of conditioning a Lévy process to avoid zero,
which is explored in Pantí [32].
In these works, in terms of the parameters used in the introduction, the authors
define
h(x) =
Γ(2− α) sin(piα/2)
cpi(α− 1)(1 + β2 tan2(piα/2))(1− β sgn(x))|x|
α−1, x ∈ R. (4.1)
If we write the function h in terms of the (α, ρ) parameterisation which we prefer, this
gives
h(x) = −Γ(1− α) sin(piαρˆ)
pi
|x|α−1, x > 0,
and the same expression with ρˆ replaced by ρ when x < 0.
In [32], Pantí proves the following proposition for all Lévy processes, and x ∈ R,
with a suitable definition of h. Here we quote only the result for stable processes and
x 6= 0. Hereafter, (Ft)t≥0 is the standard filtration associated with X, and n refers to
the excursion measure of the stable process away from zero, normalised (see [32, (7)]
and [20, (4.11)]) such that
n(1− e−qζ) = 1/uq(0),
where ζ is the excursion length and uq is the q-potential density of the stable process.
Proposition 4.1 ([32, Theorem 2, Theorem 6]). Let X be a stable process, and h the
function in (4.1).
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(i) The function h is invariant for the stable process killed on hitting 0, that is,
Ex[h(Xt), t < T0] = h(x), t > 0, x 6= 0. (4.2)
Therefore, we may define a family of measures Plx by
Plx(Λ) =
1
h(x)
Ex[h(Xt)1Λ, t < T0], x 6= 0, Λ ∈ Ft,
for any t ≥ 0.
(ii) The function h can be represented as
h(x) = lim
q↓0
Px(T0 > eq)
n(ζ > eq)
, x 6= 0,
where eq is an independent exponentially distributed random variable with para-
meter q. Furthermore, for any stopping time T and Λ ∈ FT , and any x 6= 0,
lim
q↓0
Px(Λ, T < eq|T0 > eq) = Plx(Λ).
This justifies the name ‘the stable process conditioned to avoid zero’ for the canon-
ical process associated with the measures (Plx)x 6=0. We will denote this process by Xl.
Our aim in this section is to prove the following variation of Proposition 4.1(ii), making
use of our expression for the density of T0. Our presentation here owes much to Yano
et al. [39, §4.3].
Proposition 4.2. Let X be a stable process adapted to the filtration (Ft)t≥0, and
h : R→ R as in (4.1).
(i) Define the function
Y (s, x) =
Px(T0 > s)
h(x)n(ζ > s)
s > 0, x 6= 0.
Then, for any x 6= 0,
lim
s→∞Y (s, x) = 1, (4.3)
and furthermore, Y is bounded away from 0 and∞ on its whole domain.
(ii) For any x 6= 0, stopping time T such that Ex[T ] <∞, and Λ ∈ FT ,
Plx(Λ) = lim
s→∞Px(Λ|T0 > T + s).
Proof. We begin by proving
h(x) = lim
s→∞
Px(T0 > s)
n(ζ > s)
, (4.4)
for x > 0, noting that when x < 0, we may deduce the same limit by duality.
Let us denote the density of the measure Px(T0 ∈ ·) by p(x, ·). A straightforward
application of scaling shows that
Px(T0 > t) = P1(T0 > x
−αt), x > 0, t ≥ 0,
and so we may focus our attention on p(1, t), which is the quantity given as p(t) in
Theorem 3.14. In particular, we have
p(1, t) = − sin
2(pi/α)
pi sin(piρˆ)
sin(piαρˆ)
sin(piα)
Γ(1− 1/α)
Γ(α− 1) t
1/α−2 +O(t−1/α−1).
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Denote the coefficient of t1/α−2 in the first term of this expression by P .
To obtain an expression for n(ζ > t), we turn to Fitzsimmons and Getoor [20], in
which the authors compute explicitly the density of n(ζ ∈ ·) for a stable process; see
p. 84 in that work, where n is denoted P ∗ and ζ is denoted R. The authors work with
a different normalisation of the stable process; they have c = 1. In our context, their
result says
n(ζ ∈ dt) = α− 1
Γ(1/α)
sin(pi/α)
cos(pi(ρ− 1/2)) t
1/α−2 dt, t ≥ 0. (4.5)
Denote the coefficient in the above power law by W .
We can now compute h. We will use elementary properties of trigonometric functions
and the reflection identity for the gamma function. For x > 0,
Px(T0 > t)
n(ζ > t)
=
P
W
xα−1 +O(t1−2/α)
= −cos(pi(ρ− 1/2)) sin(piαρˆ)
Γ(α) sin(piρˆ) sin(piα)
xα−1 + o(1)
= − 1
Γ(α)
sin(piαρˆ)
sin(piα)
xα−1 + o(1)
= −Γ(1− α) sin(piαρˆ)
pi
xα−1 + o(1).
This proves (4.4) for x > 0, and it is simple to deduce via duality that this limit holds for
x 6= 0.
We now turn our attention to the slightly more delicate result about Y . It is clear
that the limit in (4.3) holds, so we only need to prove that Y is bounded. We begin by
noting that, for fixed x 6= 0, Y (t, x) is bounded away from 0 and∞ in t since the function
is continuous and converges to 1 as t → ∞. Now, due to the expression (4.5) and the
scaling property of X, we have the relation Y (t, x) = Y (|x|−αt, sgnx). This then shows
that Y is bounded as a function of two variables.
With this in hand, we move on to the calculation of the limiting measure. This
proceeds along familiar lines, using the strong Markov property:
Px(Λ|T0 > T + s) = Ex
[
Px(1Λ, T0 > T + s|FT )
Px(T0 > T + s)
]
= Ex
[
1Λ1{T0>T}
PXT (T0 > s)
Px(T0 > T + s)
]
= Ex
[
1Λ1{T0>T}h(XT )Y (s,XT )
n(ζ > s)
n(ζ > T + s)
1
h(x)Y (s+ T, x)
]
.
Now, as h is invariant for the stable process killed at zero, (4.2) also holds at T , and in
particular the random variable h(XT )1{T0>T} is integrable; meanwhile, Y is bounded
away from zero and∞. Finally, n(ζ > s)/n(ζ > T + s) = (1 + Ts )1−1/α; the moment con-
dition in the statement of the theorem permits us to apply the dominated convergence
theorem, and this gives the result.
We offer a brief comparison to conditioning a Lévy process to stay positive. In this case,
Chaumont [13, Remark 1] observes that the analogue of Proposition 4.2(ii) holds under
Spitzer’s condition, and in particular for a stable process. However, it appears that
in general, a key role is played by the exponential random variable analogous to that
appearing in Proposition 4.1(ii).
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4.2 The radial part of the stable process conditioned to avoid zero
For this section, consider X to be the symmetric stable process, as in section 2.
There we computed the Lamperti transform ξ of the pssMp
Rt = |Xt|1{t<T0}, t ≥ 0,
and gave its characteristic exponent Ψ in (2.2).
Consider now the process
R
l
t =
∣∣Xlt ∣∣, t ≥ 0.
This is also a pssMp, and we may consider its Lamperti transform, which we will denote
by ξl. The characteristics of the Lamperti–Kiu representation of Xl have been com-
puted explicitly in [16], and the characteristic exponent, Ψl, of ξl could be computed
from this information; however, the harmonic transform in Proposition 4.1(i) gives us
the following straightforward relationship between characteristic exponents:
Ψl(θ) = Ψ(θ − i(α− 1)).
This allows us to calculate
Ψl(θ) = 2α
Γ(1/2− iθ/2)
Γ((1− α)/2− iθ/2)
Γ(α/2 + iθ/2)
Γ(iθ/2)
, θ ∈ R.
It is immediately apparent that ξl is the dual Lévy process to ξ. It then follows that R
is a time-reversal of Rl, in the sense of [14, §2]: roughly speaking, if one fixes x > 0,
starts the process Rl at zero (as in [9], say) and runs it backward from its last moment
below some level y, where y > x, simultaneously conditioning on the position of the left
limit at this time taking value x, then one obtains the law of R under Px.
We remark that this relationship is already known for Brownian motion, where Rl is
a Bessel process of dimension 3. However, it seems unlikely that any such time-reversal
property will hold for a general Lévy process conditioned to avoid zero.
4.3 The entrance law of the excursion measure
It is known, from a more general result [17, (2.8)] on Markov processes in weak
duality, that for any Borel function f , the equality∫ ∞
0
e−qtn(f(Xt)) dt =
∫
R
f(x)Eˆx
[
e−qT0
]
dx
holds, where n is the excursion measure of X from zero. (This formulation is from [39,
(3.9)].) In terms of densities, this may be written
n(Xt ∈ dx) dt = Pˆx(T0 ∈ dt) dx
= |x|−αPsgn(−x)(T0 ∈ |x|−αdt) dx
Therefore, our expressions in Theorem 3.14 for the density of T0 yield expressions for
the density of the entrance law of the excursions of the stable process from zero.
4.4 Identities in law using the exponential functional
In a series of papers (Bertoin and Yor [7], Caballero and Chaumont [9], Chaumont
et al. [15]) it is proved that under certain conditions, the laws (Px)x>0 of an α-pssMp
X admit a weak limit P0 as x ↓ 0, in the Skorokhod space of càdlàg paths. If ξ is the
Lamperti transform of X under P1, then provided that E|ξ1| < ∞ and m := Eξ1 > 0, it
is known that the entrance law of P0 satisfies
E0(f(X
α
t )) =
1
αm
E(I(−αξ)−1f(t/I(−αξ))),
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for any t > 0 and Borel function f . Similar expressions are available under less restrict-
ive conditions on ξ.
It is tempting to speculate that any rssMp may admit a weak limit P0 along similar
lines, but we do not propose any results in this direction; instead, we demonstrate sim-
ilar formulae for the entrance law n(Xt ∈ ·) of the stable process, and the corresponding
measure Pl0 for the stable process conditioned to avoid zero.
Let X be a stable process, possibly asymmetric. From the previous subsection, we have
that
n(f(Xt)) =
∫ ∞
−∞
|x|−αp(sgn(−x), |x|−αt)f(x) dx.
Substituting in the integral, and recalling that the law of T0 for the stable process is
equal to the law of the exponential functional I(αξ) of the Markov additive process
associated with it, we obtain
n(f(Xt)) =
1
α
∫ ∞
0
p(1, u)f(−(u/t)−1/α)u−1/αt1/α−1 du
+
1
α
∫ ∞
0
p(−1, u)f((u/t)−1/α)u−1/αt1/α−1 du
=
1
α
E1
[
f(−(t/I(αξ))1/α)I(αξ)−1/αt1/α−1]
+
1
α
E2
[
f((t/I(αξ))1/α)I(αξ)−1/αt1/α−1
]
.
Recall from [32] that the law Pl0 of the stable process conditioned to avoid zero is
given by the following harmonic transform of the stable excursion measure n:
P
l
0(Λ) = n(1Λh(Xt), t < ζ), t ≥ 0, Λ ∈ Ft,
with h as in (4.1). Therefore, applying the above result to the Borel function hf , we
obtain
E
l
0(f(Xt)) = n(h(Xt)f(Xt))
= Γ(−α) sin(piαρ)
pi
E1
[
I(αξ)−1f(−(t/I(αξ))1/α)]
+ Γ(−α) sin(piαρˆ)
pi
E2
[
I(αξ)−1f((t/I(αξ))1/α)
]
,
where we emphasise that I(αξ) (under Ei) is the exponential functional of the Markov
additive process associated to X.
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