Introduction
The exponential function is an essential and fundamental function while explaining various data dependent problems appearing in machine learning, such as regression, classification and clustering. However, the observed data is not always well explained through the classic exponential function and thus the generalization of this function is required. The well-known generalization is the α-exponential function (Tsallis, 2009) , defined as exp α (x) = (1 + (1 − α)x) (Amari, 2016) , for more details on the generalized elementary function and its various applications. Note that mathematical structures, like domain and inverse relation, of these generalized elementary functions are not well studied. For instance, if α = 1/3, exp α •ln α (−8) = 8 and if α = 2/3, exp α •ln α (−8) = −8. Therefore, the characterization of domains satisfying the inverse relation (and the high-level structure like convex function of Legendre type) is highly demanded.
Recently, Vishwanathan, 2010, 2011) have proposed α-logistic regression model with the α-exponential families. This is based on the generalized α-exponential function to obtain robustness on the label noise in classification problem. However, when we try to directly generalize the logistic regression with the generalized logarithmic function and the generalized exponential function, because of lack of inverse relation and ambiguity of the domains, it is unclear how to generalize the classic logistic loss function to include the hinge-like loss function.
Interestingly, two decades ago, (Lafferty, 1999) had suggested Bregman-beta divergence, which is induced from the beta-divergence, to study the generalized boosting model satisfying the additive structure of the adaboosting. As noticed in (Woo, 2017) , the additive structure of the generalized boosting model is well-defined when the base function of the Bregman-beta divergence is a convex function of Legendre type (Rockafellar, 1970; Bauschke and Borwein, 1997) . Inspired from (Lafferty, 1999) , in this article, we study an extended exponential function (i.e., the generalized exponential function with additional scaling parameter) and fully characterize its domain structure. Also, we explore the high-level mathematical structures on the extended exponential function, for instance, the convex function of Legendre type and the Bregman-Tweedie divergence. The base function of the divergence is the convex function of Legendre type induced from the extended exponential function. Moreover, we propose the Bregman-Tweedie classification model, the loss function of it is the regular Legendre transformation of the Bregman-Tweedie divergence which is a dual formulation of the Bregman-beta divergence. For more details on these divergences, see (Woo, 2017 .
The Bregman-Tweedie loss function is a polynomial parameterized loss function between the unhinge loss and the logistic loss function. Depending on the choice of the parameters, we have two sub-models of the Bregman-Tweedie classification model; H-Bregman with hinge-like loss function (c α = 1) and L-Bregman with logistic-like loss function (c = 1). Note that, very recently, we have suggested a general framework of the convex classification model, Logitron (Woo, 2019) . This is the Perceptron-augmented extended logistic regression model. As opposed to the Logitron loss function, the proposed Bregman-Tweedie loss function is non-convex and unbounded below. However, by virtue of the projectionbased optimization (Schmidt, 2019) and rescaling of the data space, the proposed BregmanTweedie classification model shows reasonable performance in terms of classification accuracy and outperforms logistic regression and SVM, in terms of Friedman ranking, when α ≈ 1. We have used the state-of-the-art linear classification benchmark package; logistic regression, SVM, and L2SVM in LIBLINEAR (Fan et.al., 2008) and the several dozens of UCI benchmark dataset in the category of binary classification. Last but not least, the Bregman-Tweedie divergence is an essential function while characterizing the structure of the Tweedie exponential dispersion model (Jorgensen, 1997; Bar-Lev and Enis, 1986) . See (Woo, 2019v2) for more details on the moment-limited statistical distribution including Tweedie exponential dispersion model.
Before we introduce the extended exponential function and the Bregman-Tweedie classification model, several useful notations, frequently used in this article, are introduced.
, and R −− = {x ∈ R | x < 0}. Z is a set of integer and Z + = {0, 1, 2, ...}. The following categorization (Woo, 2017) of real line R is indispensable while clarifying the domain and the range of the extended exponential function and the high-level mathematical structures, including the Bregman-Tweedie classification model.
where R x can be divided into two sub-categories: R xe = {(2k + 1)/2l | k ∈ Z, l ∈ Z \ {0}}, R xx = R x \ R xe . The inverse relations are also useful.
xx where, for instance, (R e \ {0}) −1 = R xe means that, for all a ∈ (R e \ {0}) −1 , we have a −1 ∈ R xe and vice versa. Note that bd(Ω) is a boundary of Ω and int(Ω) is an interior of Ω. a, b = n i=1 a i b i where a, b ∈ R n . In addition, we assume that the domain of a function is a convex set, irrespective of the convexity of the function.
We briefly overview the organization of this work. In Section 2, we introduce the extended exponential function and the Bregman-Tweedie divergence. In Section 3, the Bregman-Tweedie loss function and the Bregman-Tweedie classification model are studied based on the Bregman-Tweedie divergence. The numerical experiments of the BregmanTweedie classification model in binary classification problem is presented in Section 4. The conclusions are given in Section 5.
The extended exponential function and the Bregman-Tweedie divergence
This Section presents the extended exponential function (Woo, 2019) and the high-level mathematical structures based on it. That is, the convex function of Legendre type (the indefinite integral of the extended exponential function with the reduced domain) and the Bregman-Tweedie divergence. Also, the domain and the range of the various extended exponential related functions are carefully analyzed with the category of the real line R in (1) (Woo, 2017) . Let us start with the definition of the extended exponential function (Woo, 2019) . Inspired from (Lafferty, 1999) , we reformulate it with the generalized exponential function exp α (x):
where exp 1,c (x) = c exp(x) and dom(exp α,c ) = {x ∈ R | exp α,c (x) ∈ R}. As observed in (Bar-Lev and Enis, 1986; Woo, 2017) , it is more convenient to use an equivalence class for the extended exponential function (2).
Definition 1 Let α ∈ R and x ∈ dom(exp α ). Then the extended exponential function in (2) is simplified as
where dom(exp α ) = {x ∈ R | exp α (x) ∈ R} is in Table 1 and c α = For simplicity, in the following of the article, we use x, instead of the equivalence class [x] , unless otherwise stated. Though we use an equivalence class (3) for the extended exponential function (2), the role of c (i.e., c α ) is so important in machine learning. In (Woo, 2019) , we show that the higher-order hinge loss function, which frequently used as loss functions in machine learning, is a special case of the Perceptron-augmented extended exponential function, i.e., Exp α,c (x) = max 0, c 1−α − (1 − α)x 1 1−α where c > 0 and 0 ≤ α < 1. For instance, we get the famous hinge-loss function Exp 0,1 (x) = max(0, 1 − x) and the squared hinge-loss function (or L2SVM) Exp 1/2,1/4 (x) = 4 −1 (max(0, 1 − x)) 2 (Fan et.al., 2008) . Note that third order hinge-loss function is used as an activation function of the deep neural network (Janocha and Czarnecki, 2017) . However, if the classic generalized exponential function (Ding and Vishwanathan, 2010 ) (i.e. c = 1) is used then the margin depends only on α and thus we could not control it. The details explanations are given in Section 3.
Note that additional conditions on dom(exp α ) are required for high-level mathematical structures based on the extended exponential function exp α . For instance, the convex function of Legendre type and the inverse relation with the extended logarithmic function. Now, let us consider the extended logarithmic function (Woo, 2017) , which is formulated with the classic generalized logarithmic function (Tsallis, 2009; Amari, 2016) :
where ln 1,c (x) = ln(x) − ln(c). This function is also reformulated with the equivalence class. That is, ln α (x) = [ln α,c (x)] = ln α,c (x) − c α . The details are following. Definition 2 Let α ∈ R and x ∈ dom(ln α ) then
where dom(ln α ) is in Table 2 .
As observed in Table 1 and Table 2 , exp α and ln α do not have the inverse relation. The partial inverse relation between them is summarized in Lemma 12 (in Appendix). The following Lemma presents the reduced domains of them for the inverse relation between exp α and ln α . 
Lemma 3 With the reduced domains of exp α and ln α in Table 3 , we have a bijective map:
and ln α = exp −1 α .
Proof When α = 1, we have ordinary log and exp functions. Now, we assume that α = 1. Let α ∈ R e (1 − α ∈ R o ), then exp −1 α (x) = ln α (x) = −x α is a monotonic function. In addition, when α < 1, it is bijective between dom(exp α ) and dom(ln α ). Since the domain of a function is convex, when α > 1, we have two possible choices of domain R ++ /R −− and the corresponding bijective map on the domain. Now, let us consider α ∈ R \ R e . Based on the analysis in Lemma 12 (Appendix), we reduce the domain of ln α in Table 2 to dom(ln α )∩R + . That is, we set dom(ln α ) := dom(ln α )∩ R + . In case of the extended exponential function, it is a little bit complicated. When α < 1, we set dom(exp α ) := dom(exp α ) ∩ R + and, when α > 1, we set dom(exp
Due to the monotonicity of x a for all a ∈ R \ {0} on the reduced domain in Table 3 , one-to-one condition is satisfied.
By virtue of the reduced domains in Table 3 , it is easy to build up sophisticated mathematical objects, like convex function of Legendre type. In Lemma 13 (Appendix), we briefly describe the domain of Ψ(x) = x d exp α (ξ)dξ only with the domain condition (Rockafellar, 1970) . That is, for a convex function f , we have int(domf ) ⊆ dom∂f ⊆ domf , where ∂f is a subgradient of f . Based on this, we can characterize the domain of Ψ(x) satisfying the additional conditions of the convex function of Legendre type. Note that Ψ(x) is a useful function while analyzing the structure of the Bregman-Tweedie classification model presented in Section 3 and the moment-limited Tweedie exponential dispersion model (Woo, 2019v2) .
Let us start with the definition of the convex function of Legendre type (Bauschke and Borwein, 1997; Rockafellar, 1970) .
Definition 4 Let f : domf → R be lower semicontinuous, convex, proper function on domf ⊆ R. Then f is a convex function of Legendre type, if the following conditions are satisfied.
• int(domf ) = ∅ and f is strictly convex and differentiable on int(domf )
• (steepness) ∀x ∈ bd(domf ) and ∀y ∈ int(domf ),
Here, (7) is known as the steepness condition in statistics (Brown, 1986; Barndorff-Nielsen, 2014) . Now, we present Ψ, the indefinite integral of the extended exponential function, satisfying the conditions of the convex function of Legendre type in Definition 4.
Theorem 5 Let x ∈ domΨ and exp α be an extended exponential function in (6). Then,
is the convex function of Legendre type on domΨ:
I. entire region: α < 1, α ∈ R e and domΨ = R, α = 1, and domΨ = R, II. positive region: 1 < α < 2, α ∈ R e and domΨ = R ++ , 2 < α, α ∈ R e and domΨ = R + , III. negative region: 1 ≤ α < 2, and domΨ = R −− , 2 < α, and domΨ = R − .
(9)
Here, we drop all constant terms.
Proof It is trivial to show that (8) is the convex function of Legendre type when α ∈ {1, 2}. Hence, we assume that α ∈ R \ {1, 2}. It is easy to check differentiability of Ψ on int(domΨ) and thus we only need to check steepness condition and strict convexity of Ψ on int(domΨ).
As observed in Table 3 , we have ∂Ψ(0) = exp α (0) = 0, only when α < 1 and α ∈ R \ R e . Thus, steepness condition is not satisfied in this case. Now, we will check strict convexity of Ψ on int(domΨ). The second derivative of Ψ is given as
where α ∈ {1, 2}.
• α < 1:
Thus we get Ψ (x) > 0 for all x ∈ R \ {0}. We only need to check strict convexity at zero. In fact,
where
is monotonically increasing at zero. Hence, Ψ is strictly convex on its entire domain R.
Hence, we have Ψ (x) > 0, for all x ∈ int(domΨ) = R ++ . Therefore, it satisfies strict convexity on int(domΨ).
• 1 < α < 2: The domain of Ψ is open, i.e., domΨ = R −− (or R ++ ). Therefore, we only need to check Ψ (x) > 0 on its domain.
-α ∈ R e : α 1−α ∈ R e . Thus, we get Ψ (x) > 0 when x ∈ R ++ (or R −− ). Therefore, Ψ is strictly convex on int(domΨ) where domΨ = R ++ (or R −− ).
-α ∈ R \ R e : α 1−α ∈ R \ R e . When x ∈ R −− , we get Ψ (x) > 0. Therefore, Ψ is strictly convex on int(domΨ) where domΨ = R −− .
• α > 2 :
, we get Ψ (x) > 0. Therefore, Ψ is strictly convex on its interior of domain, i.e., int(domΨ) = R ++ (or R −− ).
-α ∈ R \ R e : α 1−α ∈ R \ R e . When x ∈ R −− , we get Ψ (x) > 0 and therefore Ψ is strictly convex on int(domΨ).
We conclude that Ψ is the convex function of Legendre type on its domain defined in Lemma 13 (Appendix) except α < 1 and α ∈ R \ R e .
Interestingly, as observed in (Woo, 2019) , Ψ is a cumulant function of the Tweedie exponential dispersion model and satisfy the conditions of the convex function of Legendre type in Definition 4 at the same time. where b ∈ B is a random variable, σ 2 > 0 is a dispersion parameter, and p 0 (b, σ 2 ) is a base measure satisfying B p Ψ (b; θ, σ 2 )ν(db) = 1. Note that (11) can be reformulated with the Bregman-divergence associated with Ψ. See also (Banerjee et.al., 2005) for the equivalence between regular exponential families and the regular Bregman-divergence. Now, we define the Bregman-Tweedie divergence (i.e., the Bregman-divergence associated with Ψ) as
where (x, y) ∈ domΨ × int(domΨ). Here, domΨ is in (9). Though the Bregman-Tweedie divergence (12) is useful in characterizing Tweedie distribution (Woo, 2019) , it is also helpful in understanding the Bregman-Tweedie classification model in Section 3. However, Φ(x) = x d ln α (t)dt was studied in (Woo, 2017) for the characterization of the β-divergence within the Bregman divergence framework. Hence, we have the Bregman-beta divergence (i.e., Bregman-divergence associated with Φ) defined as
where Φ is in the following theorem.
Theorem 6 Let x ∈ domΦ and
where ln α (t) is the extended logarithmic function in Definition 2. Then, Φ in (14) is the convex function of Legendre type on domΦ given below:
I. entire region: α < 1, α ∈ R e and domΦ = R, II. positive region: 1 ≤ α < 2 and domΦ = R + , 2 ≤ α and domΦ = R ++ , III. negative region: 1 < α < 2, α ∈ R e and domΦ = R − , 2 < α, α ∈ R e and domΦ = R −− .
For simplicity, we drop all constants in Φ(x).
As observed in (Woo, 2017) , due to the invariance properties with respect to the affine function of the base function of the Bregman divergence, the structure of the Bregman-beta divergence D Φ does not change, irrespective of the choice of the affine function of the base function. Hence, for simplicity, we add x to Φ (14), when α = 1.
Corollary 7 Let us consider Φ with domΦ in (15) and Ψ with domΨ in (9). Then, we have
where Ψ * (x) = sup ξ x, ξ − Ψ(ξ) and constants are dropped.
Proof It is easy to check Φ * = Ψ when α ∈ {1, 2}. Now, let us assume that α ∈ {1, 2}. From the detail computations of the conjugate function Φ * done in (Woo, 2017) [Theorem 7], we have Φ * = Ψ. Since Φ is a convex function of Legendre type, we have Φ = Φ * * = Ψ * . Additionally, we have that (Ψ ) −1 (x) = (Ψ * ) (x) = ln α (x) where Ψ (ξ) = exp α (ξ).
In Figure 2 , we plot the Bregman-Tweedie divergence D Ψ and the base function Ψ, and the corresponding Bregman-beta divergence D Φ and the base function Φ as well. Even though Φ and Ψ are strict convex functions on their interior of the domains, the Bregman divergences are not always convex in terms of the second variable. For instance, Figure 2 (c) shows that D Φ (2|µ) with α = 2/3 is a non-convex function in terms of µ.
Bregman-Tweedie classification model
This Section introduces the Bregman-Tweedie loss function which is the regular Legendre transformation of the Bregman-Tweedie divergence. Instead of the equivalence class in (3), we use exp α,c (x), the extended exponential function with a scaling parameter c. For simplicity, we only consider α ∈ {0, 1} ∪ {(0, 1) ∩ R e }. Then, irrespective of the choice of α and c, we have dom(exp α,c ) = R. Let us start with the definition of the regular Legendre transformation of the Bregmandivergence associated with the convex function of Legendre type.
Definition 8 Let f : domf → R be a convex function of Legendre type and domf = intdomf . Additionally, let D f (z|x) : domf × domf → R be the Bregman divergence associated with the convex function f of Legendre type and η + domf * ⊆ domf * . Then, for all x ∈ domf , we have the regular Legendre transformation (of the Bregman-divergence associated with the convex function of Legendre type)
In general, the convex function f of Legendre type satisfies the following isomorphism (Bauschke and Borwein, 1997): f : intdomf → intdomf * where (f ) −1 = (f * ) and f * (x) = sup y x, y − f (y). With this isomorphism, we can show that the regular Legendre transformation of the Bregman divergence (17) has an additive structure. This is useful in analyzing the structure of the extended adaboosting (Lafferty, 1999) .
Theorem 9 Let domf = intdomf and L f (η, x) be the regular Legendre transformation of the Bregman divergence (17). Then, for all x ∈ domf , we have
Proof From (17), for all x ∈ domf and η 1 + domf
Therefore, we have the following:
where η 2 + domf * ⊆ domf * . Now, let us consider the regular Legendre transformation of the Bregman-beta divergence, that is, the extended exponential loss function.
Example 1 Let us assume that α ∈ {(0, 1) ∩ R e } ∪ {0, 1} and consider
Then, we get L Φ (η, x) = exp α,c (η + ln α,c (x)). When α = 1, (19) becomes the classic exponential loss commonly used in adaboosting. Let the observed data be (x i , y i ) ∈ R n × {−1, +1}. Then, for binary classification, we have η = y i h(x i ), where h is a classifier. That is, h(x) = x, w + b for linear classifier and h(x) = g(x), w with w ∈ R N and g = (g 1 , ..., g N ) for boosting. Here, g i is the so-called weak classifiers. Hence, η ∈ R is recommended for the general classification model. This condition is satisfied when α ∈ {(0, 1)∩R e }∪{0, 1}. However, when α ∈ {(0, 1)∩R e }∪{0}, exp α (y) is unbounded below. As described in (Woo, 2019) , by augmenting the Perceptron loss function, we have a connection to the higher-order hinge loss:
In fact, if α = 2k 2k+1 and c α = −1 then we obtain max(0, exp α,c (−y)) = c max (0, 1 − y) 2k+1 .
This becomes the well-known hinge loss when k = 0 (i.e., α = 0).
In the following, instead of the Bregman-beta divergence, we make use of the BregmanTweedie divergence for the classification loss function.
Theorem 10 Let α ∈ {(−∞, 1) ∩ R e } ∪ [1, 2) and c ∈ R ++ . Then, we have
where Ψ (8) is the convex function of Legendre type. Then we have
where x ∈ domΨ and c + domΨ * ⊆ domΨ * . Note that domΨ is defined as    α < 1, α ∈ R e and domΨ = R, α = 1, and domΨ = R, 1 < α < 2 and domΨ = R <cα ,
When α ∈ {(0, 1) ∈ R e } ∪ {0, 1}, we call (22) as the Bregman-Tweedie loss function.
where exp α,c (x) = ((1 − α)[x]) 1/(1−α) and [x] = x − c α . When α < 1 and α ∈ R e , dom(exp α,c ) = dom(ln α,c ) = R and thus L Ψ (c, x) is well defined for all c ∈ R ++ . When α = 1, we get the classic logistic loss function L(c, x) = ln(1 + exp(x)). Now, let us consider 1 < α < 2. From (9) and the equivalence class [x] = x − c α , we have [x] = x − c α < 0 and thus domΨ = R <cα . In case of 1 < α < 2 and α ∈ R e , we can select [x] = x − c α > 0. However, since c α > 0, 0 ∈ domΨ = R >cα . It does not satisfy classification-calibration (Bartlett et.al., 2006) condition at all and thus this region is not useful for classification.
When 1 < α < 2, (22) is the extended logistic loss function in (Woo, 2019) . In the following, we assume that (22) with α ∈ {(0, 1) ∩ R e } ∪ {0, 1} as the Bregman-Tweedie loss function. Note that (22) with α = 0 becomes the unhinge loss function (van Rooyen et.al., 2015) and (22) with α = 1 becomes the famous logistic loss function. As observed in Figure 3 (a) , when c α = −1, (22) with α ∈ (0, 1) ∩ R e behaves like the hinge loss function (H-Bregman).
On the other hand, if we set c = 1 then we get logistic loss like function (L-Bregman). See Figure 3 (c) for more details. Regarding gradients of the Bregman-Tweedie loss functions, in the following corollary, we introduce the gradient of the Bregman-Tweedie loss function.
Corollary 11 Let c ∈ R ++ . Then the gradient of the Bregman-Tweedie loss function
Proof Let 0 < α < 1 and α ∈ R e , then we have rather complicated domain restriction. In fact, since Ψ is the convex function of Legendre, Ψ (x) = exp α,c (x) is monotone increasing on its domain R. Thus, there is a ∈ R satisfying c + exp α,c (a) = 0. By simple calculation, we have a = 2c α . Thus, L Ψ (c, 2c α ) is undefined and domL Ψ is restricted to R >2cα . Notice that, we can select R <2cα as domL Ψ . In this case, since c α < 0, 0 ∈ R <2cα and thus this region is not useful for classification (Bartlett et.al., 2006) . . That is, domL Ψ depends on the parameter α. Due to the strict restriction of the domain of the gradient of the Bregman-Tweedie loss function, the role of this function for classification is rather limited. However, by simply restricting the domain of the data set, we can overcome this drawback. Let (x i , y i ) ∈ X × {−1, +1} be training data of the binary classification problem. Note that X = {x ∈ R | x 1 < B X } where B X ∈ R ++ is a constant. The corresponding linear decision boundary is given as
Hence, we have |h(x)| ≤ B for some appropriate constant B (≥ (B X + 1)B W ). When B < −2c α for α ∈ (0, 1) ∩ R e , we can use the Bregman-Tweedie loss function L Ψ (c, −x) for the classification problem. Let us consider
where ρ < 2. Since we minimize with respect to (w, b), it is not easy to use the bound in (25). Hence, we rescale the given data by x i := x i /(B X + 1). Then, we can set B W = ρ|c α | with ρ ∈ (1, 2). Now, let us introduce the Bregman-Tweedie classification model:
where W = {(w, b) ∈ R n × R | (w, b) ∞ < ρ|c α |} and the Bregman-Tweedie loss function is defined as
The numerical experiments with the proposed Bregman-Tweedie classification model (26) are given in the following Section 4.
Numerical experiments for Bregman-Tweedie logistic regression model
This Section compares the performance of the proposed Bregman-Tweedie classification model (26) with the logistic regression and SVM for the problem of learning linear decision boundary. For the minimization of the Bregman-Tweedie classification model (26), we use a limitedmemory projected quasi-Newton (minConf PQN in (Schmidt, 2019) ). This algorithm is a typical constraint optimization algorithm implemented with the MATLAB. We use the famous LIBLINEAR package (Fan et.al., 2008) for the benchmark of the proposed classification model (26). Among various linear classification models in LIBLINEAR, we select typical models; logistic regression and higher-order SVM (the first-order SVM and the second-order SVM (i.e., L2SVM)). For logistic regression, we use the primal formulation (s = 0). For SVM, we use the dual formulation (s = 3). For L2SVM, we use the primal formulation (s = 2). We also use the bias term in LIBLINEAR (B = 1). All models have 2 -regularization term. As regards the regularization parameter λ, we simply use the following parameter space of λ as recommended in the LIBSVM (Chang and Lin, 2011) .
In the models of LIBLINEAR, the regularization parameter is located on the loss function and thus we use λ −1 of (28) for the regularization parameter of them. For the best regularization parameter λ, we use four-fold cross validation (Delgado et.al., 2014) . In terms of parameter space of the Bregman-Tweedie loss function, we need to select not only the regularization parameter λ but also the model parameter α and c. We categorize the Bregman-Tweedie classification model (for simplicity, we only consider α ∈ (0, 1) ∩ R e ) into two different sub-models (H-Bregman and L-Bregman). The H-Bregman is the hingelike Bregman-Tweedie classification model (c α = 1) and the L-Bregman is the logistic-like Bregman-Tweedie classification model (c = 1). For the benchmark dataset, we use the well-organized datasets in (Delgado et.al., 2014) , while reporting the performance of the Bregman-Tweedie classification models. They are pre-processed and normalized in each feature dimension with mean zero and variance one. Additionally, each data x i is normalized by x i /(B X + 1) as mentioned in (25). Also, we set ρ = 1.5 for W = {(w, b) ∈ R n × R | (w, b) ∞ < ρ|c α |}. The raw format of each data is available in UCI machine learning repository. Note that, as commented in (Wainberg, 2016) , we reorganize the dataset in (Delgado et.al., 2014) . First, each dataset is separated into the training and testing data set which are not overlapped. Each training data set is randomly shuffled for four-fold cross validation. Among the dataset in (Delgado et.al., 2014) , we use fifty-one two-class classification datasets after removing ambiguous dataset in terms of data splitting strategy. In Table 4 , we list up all information of datasets such as number of instances, number of train data, number of test data, feature dimension, and number of classes.
The whole experiments are run five times and the averaged test score of each dataset is reported in Table 5 . In each experiment, the best regularization parameters are chosen through the four-fold cross-validation. With the chosen best parameter, we minimize the proposed Bregman-Tweedie classification model (26) with the whole training data in Table  4 to find the hyperplane (w, b) ∈ R n × R. Then we evaluate the performance of each classification model with test data in Table 4 . For more details on cross-validation-based approach, see (Chang and Lin, 2011) .
In Figure 4 , we plot the test classification accuracy ((a) and (c)) and Friedman ranking ((b) and (d) Table 5 . In terms of Friedman ranking, LB4 (α = 84/85) shows the best performance. However, the logistic regression in LIBLINEAR (Fan et.al., 2008) obtains the best performance in terms of test classification accuracy.
Conclusion
In this article, we have introduced the extended exponential function and the high-level structure based on this function, such as, the convex function of Legendre type and the Bregman-Tweedie divergence. Also, we show that the Bregman-Tweedie loss function can be derived from the regular Legendre transformation of the Bregman-Tweedie divergence. The proposed Bregman-Tweedie classification model (α ∈ (0, 1) ∩ R e ) have two sub-models; H-Bregman (with hinge-like loss function and c α = −1) and L-Bregman (with logisticlike loss function and c = 1). The H-Bregman and L-Bregman outperform the classic logistic regression, SVM, and L2SVM in terms of the Friedman ranking and show reasonable performance in terms of classification accuracy when α ≈ 1. Table 4 : The list of all two-class datasets used in this article. This is a corrected version of dataset available in (Delgado et.al., 2014) based on (Wainberg, 2016) . The most dataset in this . In terms of Friedman ranking, LB4 shows the best performance. On the other hand, in terms of test classification accuracy, logistic regression in LIBLINEAR (Fan et.al., 2008) shows the best performance.
In addition, if y ∈ dom(exp α ) in Table 1 , except the case (1 − α)y ∈ R −− with α ∈ R xe , the following is satisfied. ln α (exp α (y)) = y (30)
Proof When α = 1, the extended logarithmic function (5) and the extended exponential function (3) become the conventional logarithmic and exponential function. Now, let us assume that α = 1. From Table 1 and Table 2 , it is easy to check that ran(ln α ) ⊆ dom(exp α ). Also, we have ran(exp α ) ⊆ dom(ln α ). Therefore, we only need to check one-to-one condition. When 1 − α ∈ R o ∪ R xx , it is easy to check that ln α (x) = 1 1−α x 1−α and exp α (y) = [(1 − α)y] 1/(1−α) are strictly monotonic function on their domains depending on the choice of α ∈ R \ {1}. Hence, one-to-one condition is automatically satisfied. However, when 1 − α ∈ R e ∪ R xe , the condition is rather complicated. Let x, y ∈ R + with α < 1 or x, y ∈ R −− with 1 < α, then it is easy to check one-to-one condition of exp α (ln α (x)) = x or ln α (exp α (y)) = y. On the other hand, other cases (i.e., x, y ∈ R − with α < 1 or x, y ∈ R ++ with α > 1) do not satisfy one-to-one condition, due to the inherent square of the exponent in R e ∪ R xe .
Lemma 13 Let dom(exp α ) be in Table 3 . Then domΨ of Ψ(x) = x d exp α (ξ)dξ is classified below. Here, we drop constant terms.
• α = 1: Ψ(x) = exp(x) with domΨ = R
• α = 2: Ψ(x) = − log(−x) with domΨ = R −−
• α ∈ {1, 2}: Ψ(x) = 2−α 1−α . In this case, domΨ is categorized as -α < 1: domΨ = R if α ∈ R e and domΨ = R + otherwise.
-1 < α < 2: domΨ = R ++ / R −− if α ∈ R e and domΨ = R −− otherwise -2 < α: domΨ = R − / R + if α ∈ R e and domΨ = R − otherwise.
Proof By simple calculation, if 1 − α ∈ R xe then 2−α 1−α ∈ R o and if α ∈ R e then 2−α 1−α ∈ R e . As noticed in Lemma 12, exp α is monotonically increasing function on its domain in Table  3 . Therefore, Ψ(x) is a convex function (Hiriart-Urruty and Lemarechal, 1996) and thus the domain of Ψ need to be defined to satisfy the following equation (Rockafellar, 1970) :
where dom(exp α ) is defined as in Table 3 . Based on (31) and Table 3 , we summarize domΨ as follows:
2−α 1−α > 1 and thus -1 − α ∈ R xe :
2−α 1−α ∈ R o and thus dom∂Ψ = R + and domΨ = R + . -1 − α ∈ R xx ∪ R e : 2−α 1−α ∈ R x and thus domΨ = R + .
-1 − α ∈ R o : 2−α 1−α ∈ R e and thus domΨ = R.
• 1 < α < 2: 2−α 1−α < 0 and thus -1 − α ∈ R xe : 2−α 1−α ∈ R o and the assumption that the domain should be convex, irrespective of convexity of the function, we need to select one between R ++ and R −− . From Table 3 , we have dom∂Ψ = R −− and thus by (31), we need to choose domΨ = R −− .
-1 − α ∈ R xx ∪ R e : It is natural to restrict domΨ = R −− , since 1 < α.
-1 − α ∈ R o : 2−α 1−α ∈ R e and thus domΨ = R ++ or R −− . Both are well matched with dom∂Ψ in Table 3. • 2 < α: 1 < α and 2−α 1−α > 0. Therefore, we have -1 − α ∈ R xe : 2−α 1−α ∈ R o and thus we have domΨ = R − .
-1 − α ∈ R xx ∪ R e : 2−α 1−α ∈ R x and thus we naturally select domΨ = R − .
-1 − α ∈ R o : Since 2−α 1−α ∈ R e , we have dom∂Ψ = R −− or R ++ . Due to (31), we have int(domΨ) = R −− or R ++ . Hence, domΨ = R − or R + .
