Ohba has conjectured that if G is a k-chromatic graph with at most 2k + 1 vertices, then the list chromatic number or choosability ch(G) of G is equal to its chromatic number χ (G), which is k. It is known that this holds if G has independence number at most three. It is proved here that it holds if G has independence number at most five. In particular, and equivalently, it holds if G is a complete k-partite graph and each part has at most five vertices.
Introduction
Let G be a graph with vertex-set V (G), chromatic number χ (G) and choosability (or list chromatic number) ch(G). Ohba [6] made the following conjecture.
Ohba's Conjecture. If |V (G)| ⩽ 2χ (G) + 1, then ch(G) = χ (G).
Enomoto et al. [1] showed that the complete k-partite graph K (4, 2, . . . , 2) is not k-choosable if k is even, and so the upper bound on |V (G)| in Ohba's conjecture would be sharp. The following weaker results are known.
Theorem A. Let G be a graph. Then ch(G) = χ (G) in the following cases:
(i) |V (G)| ⩽ χ (G) + √ 2χ (G) [6] . (ii) |V (G)| ⩽ (2 − ϵ)χ (G) (0 < ϵ < 1, |V (G)| ⩾ n 0 (ϵ)) [8] .
(iii) |V (G)| ⩽ 5 3 χ (G) − 4 3 [9] .
Because every χ-chromatic graph is a subgraph of a complete χ -partite graph, Ohba's conjecture is true if and only if it is true for complete χ-partite graphs. It also suffices to prove it for graphs with the maximum number of vertices. It can thus be rephrased as follows.
Ohba's Conjecture Rephrased. If G is a complete k-partite graph and |V (G)|
In the following theorem the number of vertices is not necessarily equal to 2k + 1. Strings of the form x, . . . , x may be empty, provided that k is large enough (at least 1, unless otherwise stated), and x * t denotes a string of t x's.
Theorem B. Let G be any of the following complete k-partite graphs. Then ch(G) = χ (G) = k.
(i) K (2, . . . , 2) [2] .
(ii) K (3, . . . , 3, 2, . . . , 2, 1, . . . , 1) (|V (G)| ⩽ 2k) [7] .
(iii) K (3, 2, . . . , 2, 1, . . . , 1) [3] .
(iv) K (3, 3, 2, . . . , 2, 1, . . . , 1) (k ⩾ 3) [3] .
(v) K (4, 2, . . . , 2) (k odd) [1] .
(vi) K (t + 2, 2, . . . , 2, 1 * t) (t ⩾ 0) [6] .
(vii) K (r, 2, . . . , 2, 1 * t) (t ⩾ 1, 2 ⩽ r ⩽ 2t + 1) [1] .
Ohba's conjecture itself has been proved in the following cases.
Theorem C. Let G be any of the following complete k-partite graphs of order 2k + 1. Then ch(G) = χ (G) = k.
(i) K (t + 3, 2 * s, 1 * t) (s ⩾ 0, t ⩾ 0, k = s + t + 1).
(ii) K (t + 2, 3, 2 * s, 1 * t) (s ⩾ 0, 0 ⩽ t ⩽ 4, k = s + t + 2).
Part (i) of Theorem C follows from Theorem B(iii) if t = 0, and it was proved by Enomoto et al. [1] for t ⩾ 1; for t ⩾ 2 it follows from Theorem B(vii). Part (ii) of Theorem C follows from part (i) if t = 0 and from Theorem B(iv) if t = 1; it was proved by Shen et al. [11] for t = 2, 3, and by Shen et al. [12] for t = 4. Part (iii) is the same as part (i) or part (ii) if t = 0 or 1, respectively; it was proved by He et al. [5] for t = 2, and by Shen et al. [10] in general. Part (iv) was proved by He et al. [5] .
Theorem C(iii) implies that Ohba's conjecture holds for graphs with independence number at most three. The main result of this paper is the following improvement of this; it implies that Ohba's conjecture holds for graphs with independence number at most five. Theorem 1. Let G = (V , E) be a complete k-partite graph such that |V | ⩽ 2k + 1 and every part has at most five vertices. Then
As we will explain in the next section, the method that we use to prove Theorem 1 is somewhat different from the methods used in most published proofs of parts of Theorem C. We were initially hopeful that our method could be used to prove the whole of Ohba's conjecture. However, we have not succeeded in finding a construction that will achieve this.
The rest of this paper is devoted to a proof of Theorem 1.
Proof of Theorem 1
Let G = (V , E) be a complete k-partite graph such that |V | ⩽ 2k + 1 and every part has at most five vertices. Clearly ch(G) ⩾ χ (G) = k, and so it suffices to prove that ch(G) ⩽ k, that is, G is k-choosable. Let m be a positive integer that is at least as large as the order of the largest part of G. We may assume that G has a part with at least three vertices, so that m ⩾ 3, since otherwise G is an induced subgraph of the complete k-partite graph with k parts of order 2, which is k-choosable by Theorem B(i). Let G have k i parts of order i, for each i ⩾ 1, and let
. We wish to prove that G is L-colorable. By a simple inductive argument we may assume that
The strategy of the proof is as follows. In contrast with the type of coloring argument used in most other proofs of similar results, we will construct directly a partition Q = (X 1 , . . . , X q ) of V such that each part of Q induces an independent subset of V , and we will then prove that G has an L-coloring in which two vertices have the same color if and only if they are in the same part X i . This second stage is equivalent to proving that the family of sets (L ∩ (X 1 ), . . . , L ∩ (X q )) has a system of distinct representatives (c 1 , . . . , c q ); we can then use color c i on all vertices of X i . The proof is divided into three parts: in Part 1 we define Q, and in Part 2 we prove various lemmas, which we use in Part 3 to prove that the above family of sets satisfies Hall's condition and so has a system of distinct representatives. (A family of sets S = (S 1 , . . . , S q ) is said to satisfy Hall's condition if, for every subfamily
Hall [4] proved that this is a necessary and sufficient condition for there to exist a system of distinct representatives of S, that is, a set of distinct elements c 1 , . . . , c q such that c i ∈ S i for each
We will not use the value of m, the upper limit on the order of a partite set, until after Claim 4 in Part 3, although to cope with larger values of m would require additional or more general lemmas in Part 2. However, we have not succeeded in proving the result even for m = 6, and we are doubtful whether this can be done with our present definition of Q. Perhaps there is a variation of our construction that can be used to prove the result for all values of m, but we have not managed to find one. Before defining the partition Q, it will be helpful to explain our terminology. 
A t ; thus Q will be completely determined by the sets
and, if t ⩾ 3,
We define (4) and (5), 
Historical note. 
by (3) 
Unfortunately, this simpler proof did not work when m = 5. 
for each (s, t) ∈ I q . Note that the values of the two terms on the RHS of (10) have already been specified previously, the first in the initialization step if t = 2 and in the construction procedure for q + 1 if t > 2 (which implies q < m − 2), and the second in the initialization step if q = m − 2 and in the construction procedure for q + 1 if q < m − 2. We then (see below) (3), (11) and (12). This completes the construction procedure for q. We now reorder the parts V p so that they are numbered in the order in which they are assigned to a set B q ; then B q = {V p :
and so, for all t ⩾ 2,
As already mentioned, we now define the partition Q by starting with the natural partition (U 1 , . . . , 
and
If Q t (p) = (X 1 , . . . , X t ) then, by (2) and (14),
Also, if P t (p) = (X 1 , . . . , X t ) is any partition of V p into t parts that is obtained by merging two parts of Q t+1 (p), then g(P t (p)) ⩽ g(Q t (p)) and so
by (15); thus
in particular, if each part of P t (p) is a singleton set except for X t , then 
Proof. If t = 2, then we see from (4) (1) and (16) that
. Thus, using (2) in the fourth line, (6) . This proves Lemma 1.
Proof. Let P s−1 (p) be the partition of V p consisting of {x, y} and s−2 singleton sets. (4), with equality if s = m, by (7), and so (5) gives
The result follows.
Since we formed Q t (p) by merging x t with x t+1 to form X t ,
Since
s−1 by (16), and so
by (18), and similarly
By (21) and (23)
This proves (a). And by (23), (24), and the analog of (24) with y in place of x,
by (22), which proves (b). Now assume that s ⩾ 5, so that t ⩾ 4. Without loss of generality we may assume that Q t−1 (p) is formed from Q t (p) by merging X 1 with either X 3 or X t . Let P t−2 (p) be formed from Q t (p) by merging all three of the sets X 1 , X 3 and X t ; then P t−2 (p) can be formed from Q t−1 (p) by merging two parts, and every other part of P t−2 (p) is a singleton. Since t p = t > s − 3,
by (19) applied to P t−2 (p). Let x := x 2 , y := x 3 and c 1 :
In order to prove (c), it suffices to prove that
since max{a, b} ⩾ 
by (26). Therefore, using (25), (21), (24) and (29) in the second line,
and so, adding in (28),
This proves (27) and hence (c). 1, 2, 3) . We consider two cases. 
as required.
We may assume that |C 2 | ⩾ |C 3 |, so that Q 3 (p) was formed from Q 5 (p) by first merging x 2 and x 3 into X 2 , and then merging x 4 and x 5 into X 3 . Since in the second step we did not merge x 1 and X 2 ,
2 by (18), which with (30) gives
Similarly,
by (16), so that
Therefore, using (31) in the second line,
by (32). But, by (4),
2 ) by (6); thus the lemma is proved.
Part 3. Completion of the proof of Theorem 1. We must prove that the family (L ∩ (X) : X ∈ Q) has a system of distinct representatives, which we can then use to form an L-coloring of G as described near the beginning of the proof. Suppose that there is no such system of distinct representatives. Then, by Hall's Theorem, there exists
Note that, by (20) and (3), 
