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Abstract—
Ad-hoc networks are an emerging technology with enormous potential.
However, the lack of support for large-scale deployment ofapplications has
hindered the adoption of these networks for commercial use. This paper
addresses this shortcoming and details an architecture that supports large-
scale deployment of services in ad-hoc networks.
I. INTRODUCTION
A new class of wireless networks called wireless ad-hoc networks
(or ad-hoc networks
￿ ) are emerging as a viable alternative to cellular
wireless networks. Ad-hoc networks are a collection of collaborative
nodes that can communicate among themselves without the help of any
existing infrastructure. Due to the lack of an existing infrastructure,
ad-hoc networks are easily deployed and can be conﬁgured to suit a
speciﬁc purpose.
However, despite the advantages provided by ad-hoc networks,
these networks do not ﬁnd much use outside of military and crisis
management. Deployment of these networks on a large-scale has been
hampered by the the lack of supportfor providing services. Solving the
problem of the lack of a service architecture will have a major impact
by allowing for the deployment of large scale applications in ad-hoc
networks. This will take ad-hoc networks from primarily a military
type of network into a wide-spread commercially accepted network.
To deploy services and enable service discovery in an ad-hoc net-
work, an infrastructure is needed. We need to develop a framework
along with a set of protocols and applications that can help in service
deployment in ad-hoc networks. The following research challenges
must be addressed while designing this framework:
Question 1: How do we discover a service provider ?
The primary question to be addressed while designing any service
discovery protocol is the location of services that are available in the
network. Service discovery in traditional infrastructured network oc-
curs by querying a central server that contains information about the
services available in the network or by querying a set of nodes in the
network that act as a distributed server containing the required infor-
mation [2], [10].
This problem is especially challenging in ad-hoc networks due to
the fact that the mobility of the nodes in an ad-hoc network can cause
a change in the topology of the network. Its imperative for any service
location protocol designed for ad-hoc networks to take into account
the effect of mobility on the network. Due to the lack of an infras-
tructure, there is a necessity for the protocol to be a server-portfolio
driven protocol, whereby a server advertises not only the services that
it offers, but also the interface for the services that it provides along
with an interface for its mobility proﬁle the way it sees it (this is the
portfolio of the server). This mobility proﬁle will be very useful to the
client while it tries to contact the server to request a service from the
server.
Question 2: Once a service is located, how do we route trafﬁc to a
mobile server ?
￿ In this document, Wireless ad-hoc networks and ad-hoc networks will be
used interchangeably
Routing in an ad-hoc network is quite different in nature to routing
in infrastructured networks, as there are no base stations and routers in
ad-hoc networks [4], [7], [8], [3], [1]. The nodes in the network col-
lude to help each other route trafﬁcthrough the network. As mentioned
earlier, mobility of the nodes changes the topology of the network ne-
cessitating a route change each time a node moves to a different loca-
tion in the network. Once a service provider is located, the client must
be able to contact the service provider to avail of the service.
The routing protocol most suitable for such a framework would be
a geographically-based routing protocol [5], since the knowledge of
the location of the server is available to the client through the server-
portfolio that is available to the client when the client queries for in-
formation about the server. Due to the mobility of the server, the client
must be able to use the server-portfolio to predict the current location
of the server and use this information to route to the server. This is the
reason why the protocol is called a predictive geographically-based
routing protocol.
Question 3: How do we make the framework robust and scalable ?
Scalability and robustness are two very important characteristics of
any protocol designed to provide a service structure for service loca-
tion and discovery. Scalability is needed to make sure that the network
grows gracefully as nodes join the network and the network size in-
creases. The network must be robust to make sure that a consistent
view of the network is maintained even after a failure by making sure
that the after effects of the failure are mitigated as soon as possible.
Achieving scalability in ad-hoc networks is a challenging problem,
as the nodes in the network generally do not have the whole view of
the network, due to the changes that can occur in the network by the
mobility of the nodes. The protocol must make sure that the new in-
formation generated by a node joining the network is percolated to the
other nodes in the network in an expeditious manner. Robustness can
be achieved in the network by using redundancy, so that if some parts
of the network fail, the information is not lost and can be recovered by
using other nodes in the network.
The objective of this research is to provide a secure, robust and efﬁ-
cient framework along with the protocols and algorithms to allow for
large scale service deployment in ad-hoc networks. The research takes
a peer-to-peer [6] based unique approach to enable large scale deploy-
ment of network services over ad-hoc networks.
This vision of having a service architecture for ad-hoc networks is
further enhanced by the emerging trends in wireless networks: bet-
ter power handling capabilities in the mobile nodes, newer version of
802.11 that allows nodes to communicate over longer distances and ad-
vances in embedded systems with MEMS (Micro-Electro-Mechanical
Systems), ASIC (Application Speciﬁc Integrated Circuit) and nan-
otechnology.
The rest of the document is organized as follows: Section II con-
cludes the document by providing an overview of the different compo-
nents of the protocol and the algorithms used.2
II. GENERAL OVERVIEW OF OSAM OPERATION
A. Virtual Home
The entire network is partitioned into different virtual zones (cells)
as shown in ﬁgure 1 (similar to a cellular phone network). Each one
of these cells is associated with a virtual home. A virtual home is a
physical location that consists of nodes in the network (a virtual home
may sometimes contain no nodes depending on the node density in
the network). Every node in the network is associated with a virtual
home (VH), which is the most likely home where it resides. The virtual
home can be considered to be an anchor for the node. A node leaves
behind its travel signature (which consists of the expected direction
of travel and the expected speed of the node) upon leaving its virtual
home. The node recruits other members in its virtual home to hold
this information on its behalf. The size of the virtual cells is very
important to the correct functioning of the protocols. The important
research questions that need to be addressed are:
Question 4: Whatare thetradeoffs in deciding thesize ofthe virtual
cell
The size of the virtual cell is a very important issue while divid-
ing the network into virtual cells. A large virtual cell results in lesser
number of virtual cells existing in the network and hence management
of these virtual cells is easier. The disadvantage to having large virtual
cells is that tracking down a node inside a cell is harder. A small virtual
cell helps in tracking down a node inside a cell, but the disadvantage
of this scheme is that this results in a large number of virtual cells and
maintaining information about all these virtual cells would result in a
large overhead.
Fig. 1. Partitioning the network into zones
Question 5: How does the size of a virtual cell reﬂect on the man-
agement of the cell
Virtual cell management is responsible for maintaining information
about the virtual cell and also about the neighboring virtual cells. A
large virtual cell would result in a larger number of nodes being part
of the virtual cell and would thus result in a very high overhead in
maintaining the information about the nodes in the virtual cell. How-
ever, with large virtual cells, the number of virtual cells in the network
would be small and this helps in reducing the overhead in maintain-
ing the information about the virtual cell’s neighbors. A small virtual
cell results in lesser number of nodes being part of that virtual cell and
hence maintaining information about these nodes does not require a
very high overhead. The ﬂip-side to having small virtual cells is that
this results in a lot of virtual cells in the network, and this leads to a
large overhead while maintaining information about the neighboring
virtual cells.
The above discussion provides us with a broad overview of the im-
portance of the size of a virtual cell. Several methods have been sug-
gested to determine the size: determine the size based on the terrain,
use information about the number of nodes in that area. A good de-
termination of the size of a virtual cell could be using the zip code
information.
B. Service Location
When a node requires a service, it contacts a name service, the name
service returns the list of nodes that offer this service along with the
virtual home where these nodes reside. The node can then decide on
the best node that is offering the service (this decision can be made
based on past history, distance to the node and the stability of the
node). Algorithm 1 and ﬁgure 2 detail the procedure by which a client
node C obtains a service from a server node S that is mobile.
1 2 3
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Node S Node S
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Fig. 2. A mobile server
Algorithm 1: Handling server mobility
Input: Void
Output: Result
SERVER-MOBILITY()
(1) C calculates VH(S) based on the node id
of S
(2) Using directional routing, C send a mes-
sage to VH(S) intended for S (msg 1 in
the ﬁgure)
(3) The nodes in the VH(S) reply with the
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(msg 2 in the ﬁgure)
(4) C uses the metric to calculate the new
position of S and sends a message to S
(msg 3 in the ﬁgure)
(5) S upon receiving the message by C ac-
knowledges it (msg 4 in the ﬁgure)
(6) break
The components of the metric are:
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In order to be able to support the operations detailed in the ﬁgure
and the algorithm, the following capabilities must be available: Vir-
tual home registration and discovery, virtual home and current loca-
tion management, and tunneling and trafﬁc routing. Sections II-C -
II-E talk about these capabilities in greater detail.
C. Virtual home registration and discovery
Every node in the network is associated with a virtual home, as
shown in ﬁgure 2. The virtual home is a location in space where the
node resides. The nodes in the network need to be registered with a
service similar to a name service in order for them to be discovered.3
The name servers are nodes in the network with the extra function-
ality of acting as databases holding information about the nodes in the
network. The information that is stored at the name servers consist of
the node id, services that this node offers and the virtual home of the
node (for routing purposes). The information is stored in a distributed
manner where each name server is responsible for some part of the
name space.
When a node needs to register a service, it calculates a hash from the
value of its node id (based on a hash function that is known to all nodes
in the network); based upon the hash value, the node registers with the
appropriate name server. The novelty of this scheme is that the name
server could also be mobile, hence the node that needs to register ﬁnds
out the virtual home of the name server (again, by hashing the id of the
name server) and uses this information to register itself with the name
server.
When a node
7 requires to discover the services available in the
network, it queries one of the name servers to retrieve this information.
Again, the nodes ﬁnds out the virtual home of the name server (since
the name server could be mobile) and routes the information to this
name server. The name server upon receipt of this query replies with
thelistof nodes thatoffer theservice that node
7 was requesting. Node
7 can now choose from this list and can avail of the service directly
from the node.
D. Virtual home and current location management
Location management is a very important part of this framework.
Since, the nodes in the network have the ability to be mobile, this
framework must be able to handle mobile nodes. As mentioned ear-
lier, when nodes register themselves with the name servers in the net-
work, they also register their virtual homes (the most likely home of
the node). The virtual home of the node is very important for routing
purposes, as messages are intended for a node are routed to the node’s
virtual home.
When a node
7 become mobile or leaves its virtual home, there has
to be some way for other nodes to know the new location of node
7 .
The earliest methods to handle mobility was using mobile IP, which
used the concept of a home zone and a foreign zone. Each time a node
changes its location, it has to inform its home zone. This leads to a lot
of overhead and the number of messages in the network also grows.
This framework does not require a node to keep updating its position
to its virtual home, instead the node can leave behind its travel signa-
ture, which consists of some information with regards to the expected
direction and speed of travel of node
7 . Using this information, nodes
which wish to contact node
7 , can re-calculate the position based on
the time elapsed since node
7 left its virtual home.
When a node
7 moves outside its virtual home, it needs to recruit
other nodes in its virtual home as care-off nodes which are responsible
for maintaining the travel signature of
7 . In the event that there exists
no node in its virtual home, node
7 queries its neighboring virtual
homes in an effort to recruit nodes to maintain its travel signature.
When a node
7 moves to a new location
8
6
9 outside its virtual home
8
￿ and decides to move again, it again leaves behind its new travel
signature with some nodes in
8
9 . This is in case another node
: was
trying to locate
7 and sends a message to
8
9 and cannot locate
7 , it
can use the new travel signature of
7 to locate node
7 .
E. Tunneling and trafﬁc routing
The nodes in an ad-hoc network can be mobile and this mobility
needs to be incorporated into the protocol. When a node
$
leaves
its virtual home, it leaves behind its travel signature, which consists
of the metric
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(as shown in algorithm
1). This travel signature is stored with some of the nodes in the virtual
home that are recruited by node
$
. If there are no nodes in the virtual
home, then node
$
, tries to recruit some nodes from its neighboring
virtual homes to hold its travel signature.
When another node
; tries to contact node
$
, and node
$
is not
present in its virtual home, this travel signature is returned to node
; .
At the same time, this request is tunneled directly to node
$
, since the
nodes in the virtual home already know the travel signature of node
$
, since they are responsible for maintaining this information.
Once node
; receives the travel signature of node
$
, it tries to route
the trafﬁc to node
$
. To reduce ﬂooding in the network, the trafﬁc is
sent in a cone-shaped fashion as shown in ﬁgure 3, (similar to [9],
but here all the nodes need not know about the position of every other
node in the network), any node in region 1 has the highest priority
to forward the trafﬁc, while a node in zone 2 has lower priority. If a
node in zone 1 fails to forward the trafﬁc or there is no node in zone 1,
nodes in zone 2 forward the trafﬁc towards
$
. Each node that receives
this routing information re-calculates the position of
$
using its travel
signature and thus re-calculates the cone based on this information
before sending the messages.
2 1 2
S
D
a a a
Fig. 3. Directional Routing
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