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Abstract
For 0 < q < d fixed let W [q,d] = (W
[q,d]
t )t∈[q,d] be a (q, d)-Slepian-process
defined as centered, stationary Gaussian process with continuous sample paths
and covariance
CW [q,d] (s, s+ t) = (1−
t
q
)+ , q ≤ s ≤ s+ t ≤ d.
Note that
1√
q
(Bt −Bt−q)t∈[q,d],
where Bt is standard Brownian motion, is a (q, d)-Slepian-process. In this
paper we prove an analytical formula for the boundary crossing probability
P
(
W
[q,d]
t > g(t) for some t ∈ [q, d]
)
, q < d ≤ 2q, in the case g is a piecewise
affine function. This formula can be used as approximation for the boundary
crossing probability of an arbitrary boundary by approximating the boundary
function by piecewise affine functions.
Keywords: Gaussian process; Slepian-process; Boundary Crossing Probability.
MSC 2010: 60G15.
1. Introduction
The signal plus noise process
Yt = s(t) +Bt, t ∈ [0, d],
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where d > 0 is a known constant, s ∈ L2[0, d] is a deterministic signal and the noise
B is standard Brownian motion, is often used in statistics as model for many different
situations. By L2[0, d] we denote the set of squared-integrable functions with respect
to the Lebesgue-measure on [0, d]. In order to monitor the process (s(t) +Bt)t∈[0,d] it
is convenient to consider the path of the process during a moving window [t − q, t] of
length q moving over time t ∈ [q, d], where 0 < q < d is fixed. Using this information of
the windows over time t ∈ [q, d] a decision on a hypothesis of interest has to be made.
Often it is of interest to test the null-hypothesis
H0 : s = c, where c ∈ R is a known or unknown constant. (1.1)
A simple statistic for each window is the difference s(t)+Bt−s(t−q)−Bt−q, t ∈ [q, d],
of the observations at the two boundary points of the interval [t− q, t]. Under H0 and
by normalizing the variance to 1 we get the stochastic process
1√
q
(Bt −Bt−q)t∈[q,d].
This process is at least useful to detect increasing or decreasing signals s. Note that
the covariance of the above process is given by
C(t, t+ u) = (1− t
q
)+ , q ≤ t ≤ t+ u ≤ d, (1.2)
where a+ = a if 0 ≤ a and = 0 if a < 0. We call a centered, stationary Gaussian process
W [q,d] = (W
[q,d]
t )t∈[q,d] with continuous paths and covariance function given in (1.2)
(q,d)-Slepian process. Slepian (1961) investigated processes of the form W [1,d], 1 < d.
Nowadays these processes are called Slepian processes, see Azais and Wschebor (2009).
Slepian-processes or modifications of them have been studied by several authors. We
refer the interested reader to Mehr and Mc Fadden (1965), Shepp (1966, 1971), Bar-
David (1975), Ein-Gal and Bar-David (1975), Cressie (1980, 1981), Abrahams (1984,
1986), Chu et al. (1995), Nikitin and Orsingher (2004/2006), Fuchang and Li (2007),
Gegg (2013), Liu et al. (2014), Bischoff and Gegg (2015) and the references given
therein.
Boundary crossing probabilities are of specific interest for stochastic processes. For
instance,
P
(
W
[q,d]
t > g(t) for some t ∈ [q, d]
)
(1.3)
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where g : [q, d] → R is a boundary function, is required to establish one-sided tests of
Kolmogorov type for the null-hypothesis (1.1).
Note that for 0 < q < d
W [q,d]
D
=
1√
q
(Bt −Bt−q)t∈[q,d] D= (B t
q
−B t
q−
q
q
)t∈[q,d], (1.4)
where “
D
=” means “identical in law”. Hence, by putting e := dq , u :=
t
q and h(u) :=
g(uq), u ∈ [1, e],
P
(
W
[q,d]
t > g(t) for some t ∈ [q, d]
)
= P
(
W [1,e]u > h(u) for some u ∈ [1, e]
)
. (1.5)
Therefore the boundary crossing probability for (q, d)-Slepian processes can be re-
stricted to boundary crossing probabilities of Slepian processes W := W [1,e]. Never-
theless, we state our results for (q, d)-Slepian processes. For, the (q, 1)-Slepian processes
appear in models with compact experimental region as described at the very beginning
of this introduction and (2, d)-Slepian bridges are connected with Brownian bridges,
see below.
In the literature analytic formulas of boundary crossing probabilities for Slepian
processes are only known if the boundary g is a constant or an affine function, see
Ein-Gal and Bar-David (1975), Abrahams (1984). It seems to be impossible to show
such an analytic result for an arbitrary boundary function g. Therefore, we suggest
the following procedure. At first we present an analytic formula for the boundary
crossing probability of a (q, d)-Slepian process by considering the boundary function
piecewisely. By this formula the boundary crossing probability can be approximated by
approximating the boundary function piecewisely by simple functions as, for instance,
constant or affine functions. It is important to emphasize that we can show our results
for d ≤ 2q only, because (q, d)-Slepian processes have not the same properties for d ≤ 2q
and 2q < d, respectively. All proofs are given in an appendix.
2. Boundary Crossing Probability
Given an arbitrary boundary function g an approximation of the boundary crossing
probability of a [q, d]-Slepian-process W [q,d] can be determined by approximating the
boundary function g piecewise by simple functions. Wang and Po¨tzelberger (1997)
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applied such an approach to Brownian motion. They used affine functions as simple
functions. It is more complicated to apply this idea to Slepian processes because
Brownian motion is markovian, Slepian processes are not.
At first we prove an expression for the boundary crossing probability by considering
the boundary function piecewisly without simplifying it.
Theorem 2.1. Let q, d ∈ R with 0 < q < d ≤ 2q. Let n + 1, n ∈ N, fixed points
in time t0, . . . , tn with q = t0 < t1 < t2 < . . . < tn = d, be given and let c :=
q(n+1)/2
2nπ(n+1)/2
√
(3q−d)(d−q)
. Then for a measurable function g : [q, d]→ R holds true
P
(
W
[q,d]
t > g(t) for some t ∈ [q, d]
)
= 1− c ·
(
n−1∏
i=1
√
ti+1 − q√
(ti+1 − ti)(ti − q)
)
×
∫ g(t0)
−∞
∫ g(tn)
−∞
∫ g(tn−1)
−∞
· · ·
∫ g(t1)
−∞
exp
[
− q
4
(
(x0 + xn)
2
3q − d +
(x0 − xn)2
d− q
)]
× P
(
W
[q,d]
t ≤ g(t) ∀t ∈ (t0, t1) |W [q,d]t0 = x0,W
[q,d]
t1 = x1
)
×
n−1∏
i=1
P
(
W
[q,d]
t ≤ g(t) ∀t ∈ (ti, ti+1) |W [q,d]ti = xi,W
[q,d]
ti+1 = xi+1
)
× exp
[
− q
4
(
(xi − x0)2
ti − q +
(xi+1 − xi)2
ti+1 − ti −
(xi+1 − x0)2
ti+1 − q
)]
dx1 · · · dxn−1dxndx0 .
The proof is given in the appendix A.1.
For a Slepian process W [1,d], 1 < d ≤ 2, Ein-Gal and Bar-David (1975) state the
probability
P
(
W
[1,d]
t ≤ bi for all t ∈ (ti−1, ti), i = 1, . . . , n |W [1,d]1 = x0,W [1,d]d = xn
)
,
where x0, xn ∈ R, for piecewise constant boundaries bi ∈ R, i = 1, . . . , n, as iterated
integrals. Our formula given in Theorem 2.1 is an extension of their result, see also
the proof of Theorem 2.1.
We denote
P
(
W
[q,d]
t ≤ g(t) for all t ∈ (ti, ti+1) |W [q,d]ti = xi,W
[q,d]
ti+1 = xi+1
)
(2.1)
the non-crossing probability of a (q, d)-Slepian-bridge starting in xi at t = ti and
terminating in xi+1 at t = ti+1. This probability occurring under the integrals in
Theorem 2.1 can be analytically calculated for simple boundary functions g. By the
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stationarity of W [q,d] we get for x1 < g(t1), x2 < g(t2), q ≤ t1 < t2 ≤ d and h = t2 − t1
P
(
W
[q,d]
t ≤ g(t) for all t ∈ (t1, t2) |W [q,d]t1 = x1,W
[q,d]
t2 = x2
)
= P
(
W
[q,d]
t ≤ g(t1 − q + t) for all t ∈ (q, q + h) |W [q,d]q = x1,W [q,d]q+h = x2
)
= 1−
∫ q+h
q
πg(t1−q+·)
(
t |W [q,d]q = x1,W [q,d]q+h = x2
)
dt , (2.2)
where
π
[q,d]
f
(
t |W [q,d]q = x1,W [q,d]q+h = x2
)
is a Lebesgue-density of the double conditioned first hitting time of f(s), s ∈ [q, q+h], at
t under the conditionW
[q,d]
q = x1,W
[q,d]
q+h = x2. Indeed, for Slepian processesW
[1,d] Ein-
Gal and Bar-David (1975) determined a Lebesgue-density of the double conditioned
first hitting time π
[1,d]
f
(
t | W [1,d]q = x1,W [1,d]q+h = x2
)
for a constant f = b. So they
obtained the non-crossing probability of a Slepian bridge by the above considerations.
Using this formula, see Ein-Gal and Bar-David (1975) page 551, and (1.4) we get the
following result for a [q, d]-Slepian bridge and a constant boundary.
Lemma 2.1. Let q, d ∈ R with 0 < q < d ≤ 2q. For ti, ti+1 ∈ [q, d] with ti < ti+1,
bi ∈ R and xi, xi+1 ∈ (−∞, bi] holds
P
(
W
[q,d]
t ≤ bi for all t ∈ (ti, ti+1) |W [q,d]ti = xi,W
[q,d]
ti+1 = xi+1
)
= 1− exp
(
−q(bi − xi)(bi − xi+1)
ti+1 − ti
)
.
Note that this probability is closely connected to the non-crossing probability of a
standard Brownian bridge, since for a standard Brownian motion B = (Bt)t≥0 holds
true for q ≤ t1 < t1 + h ≤ d:
P
(
W
[q,d]
t ≤ b for all t ∈ (t1, t1 + h) |W [q,d]t1 = x1,W
[q,d]
t1+h
= x2
)
= 1− exp
(
−2(b− x1)(b− x2)
2h/q
)
= P
(
Bt ≤ b for all t ∈ (t1, t1 + 2h/q) | Bt1 = x1, Bt1+2h/q = x2
)
.
For the last equation see e.g. Siegmund (1986) p. 375. This formula shows that the
boundary crossing probability of a constant for a (2, d)-Slepian bridge and a Brownian
bridge coincide if h ≤ 2.
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Finally, we give an analytical formula for (2.1) in case g is an affine function. The
proof is given in appendix A.2.
Theorem 2.2. Let 0 < q < d ≤ 2q and let a, b ∈ R be fixed. For [ti, ti+1] ⊆ [q, d], h :=
ti+1 − ti and xi < b, xi+1 < b+ ah holds true:
P
(
W
[q,d]
t ≤ b + a(t− ti) for all t ∈ [ti, ti+1] |W [q,d]ti = xi,W
[q,d]
ti+1 = xi+1
)
= 1−
√
qh(b− xi)
2
√
π
exp
(
q(xi+1 − xi)2
4h
)
×
×
∫ h
0
1√
(h− s)s3 exp
[
− q
4
(
(b+ as− xi)2
s
+
(xi+1 − b− as)2
h− s
)]
ds.
Appendix A. Proofs
For both proofs we need the finite dimensional distributions of the Slepian pocess.
Let W = W [1,e] be a Slepian process, where e ∈ R is a constant with 1 < e. Let
ϕ(Ws1 = ·, . . . ,Wsm = ·) denote a density of the finite dimensional distribution of
(Ws1 , . . . ,Wsm) and let ϕ(Ws1 = ·, . . . ,Wsm = · |Wu1 = a1, . . . ,Wuℓ = aℓ) denote
a density of the conditional finite dimensional distribution of (Ws1 , . . . ,Wsm)|Wu1 =
a1, . . . ,Wuℓ = aℓ, 1 ≤ s1 < · · · < sm ≤ e, 1 ≤ u1 < · · · < uℓ ≤ e, si 6= uj . For m ≥ 2
Slepian (1961) proved the formula
ϕ(Ws1 = x1, . . . ,Wsm = xm) =
1
2m−1
√
πm(2− sm + s1)
(
m∏
i=2
1√
si − si−1
)
× exp
[
−1
4
(
(x1 + xm)
2
2− sm + s1 +
m∑
i=2
(xi − xi−1)2
si − si−1
)]
. (A.1)
Hence, for 1 = u0 < ui < ui+1, un = e, x0, xi, xi+1, xn ∈ R, i = 1, . . . , n− 1, we get the
following expressions after some calculations
ϕ(Wu0 = x0,Wui = xi) =
1
2π
√
(3− ui)(ui − 1)
exp
[
−1
4
(
(x0 + xi)
2
3− ui +
(x0 − xi)2
ui − 1
)]
,
(A.2)
ϕ(Wui = xi|Wu0 = x0,Wui+1 = xi+1) =
ϕ
(
W1 = x0,Wui = xi,Wui+1 = xi+1
)
ϕ(W1 = x0,Wui+1 = xi+1)
=
√
ui+1 − 1
2
√
π(ui+1 − ui)(ui − 1)
exp
[
−1
4
(
(xi − x0)2
ui − 1 +
(xi+1 − xi)2
ui+1 − ui −
(xi+1 − x0)2
ui+1 − 1
)]
.
(A.3)
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A.1. Proof of Theorem 2.1
In a first step we apply Fubini’s Theorem and get for u0 = 1, un = e
P (Wu ≤ h(u) for all u ∈ [1, e])
=
∫ h(u0)
−∞
∫ h(un)
−∞
P (Wu ≤ h(u) for all u ∈ (u0, un) |Wu0 = x0,Wun = xn)
× ϕ(Wu0 = x0,Wun = xn) dxndx0 .
Next, we use an idea from Ein-Gal and Bar-David (1975). Note that the Slepian
process W has the following Markov-like property (see Slepian (1961), Ein-Gal and
Bar-David (1975)): let 1 ≤ s1 < s2 ≤ e, then events defined on [1, s1) ∪ (s2, e] are
stochastically independent of events defined on (s1, s2) under the condition Ws1 = x1
and Ws2 = x2. Since this Markov-like property, we have for x0 ≤ h(u0), xn ≤ h(un)
and 1 = u0 < un−1 < un = e:
P (Wu ≤ h(u) for all u ∈ (u0, un) |Wu0 = x0,Wun = xn)
=
∫ h(un−1)
−∞
P
(
Wu ≤ h(u) ∀u ∈ (u0, un−1) |Wu0 = x0,Wun−1 = xn−1
)
× P (Wu ≤ h(u) ∀u ∈ (un−1, un) |Wun−1 = xn−1,Wun = xn)
× ϕ(Wun−1 = xn−1|Wu0 = x0,Wun = xn) dxn−1 .
Applying this procedure sequentially to the first probability under the integral and
using the densities for the finite dimensional (conditional) distributions calculated
above leads to the following result. Let n + 1 fixed points in time u0, . . . , un with
1 = u0 ≤ u1 ≤ u2 ≤ . . . ≤ un = e, be given and let c := 1
2nπ(n+1)/2
√
(3−e)(e−1)
. Then
for h : [1, e]→ R holds true:
P (Wu ≤ h(u) for all u ∈ [1, e]) =∫ h(u0)
−∞
∫ h(un)
−∞
∫ h(un−1)
−∞
· · ·
∫ h(u1)
−∞
c · exp
[
−1
4
(
(x0 + xn)
2
3− e +
(x0 − xn)2
e− 1
)]
× P (Wu ≤ h(u) ∀u ∈ (u0, u1) |Wu0 = x0,Wu1 = x1)
×
n−1∏
i=1
P
(
Wu ≤ h(u) ∀u ∈ (ui, ui+1) |Wui = xi,Wui+1 = xi+1
) √ui+1 − 1√
(ui+1 − ui)(ui − 1)
× exp
[
−1
4
(
(xi − x0)2
ui − 1 +
(xi+1 − xi)2
ui+1 − ui −
(xi+1 − x0)2
ui+1 − 1
)]
dx1 · · · dxn−1dxndx0 .
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Hence, the result stated in Theorem 2.1 follows by (1.4) and (1.5).
A.2. Proof of Theorem 2.2
Let W = W [1,e], 1 < e, be a Slepian process, let 0 < ℓ ≤ e − 1, and let g(s) =
b + a(s − 1), s ∈ [1, 1 + ℓ], be an affine boundary function. In the following we need
the first hitting time τg = inf{t ≥ | Wt > g(t)} and a Lebesgue-density of the first
hitting time under the condition that the process W starts in x1 at t = 1. This
density is denoted by πg( · |W1 = x1). Abrahams (1984), see also Mehr and McFadden
(1965), gives an explicit formula of the conditional first hitting time density for an
affine boundary function
πg (t|W1 = x1)
=
b− x1
(t− 1)
√
2π(t− 1)(3− t) · exp
[
− ((b+ a(t− 1))− x1(2 − t))
2
2(3− t)(t− 1)
]
=
b− x1
t− 1 ϕ(Wt = b+ a(t− 1)|W1 = x1) , t ∈ (1, e], (A.4)
where the last equation can be obtained after some calculations using (A.2).
By (2.2) it is sufficient to determine a Lebesgue-density of the double conditioned
first hitting time πg (u |W1 = x1,W1+ℓ = x2) at u under the condition W1 = x1 <
g(1) = b,W1+ℓ = x2 < g(1 + ℓ) = b + aℓ. Ein-Gal and Bar-David (1975) give such a
formula if the boundary g is constant. In the following we use their idea and show that
it works for an affine boundary function as well. By Bayes’ Theorem
πg(t | W1 = x1,W1+ℓ = x1+ℓ)
=
ϕ (W1+ℓ = x1+ℓ |W1 = x1, τg = t) · πg(t |W1 = x1)
ϕ(W1+ℓ = x1+ℓ|W1 = x1) .
Note that 1 < t < 1 + ℓ and
{τg = t} = {Ws < g(s) for all s ∈ [1, t),Wt = g(t)} .
Hence, by the Markov-like property ofW , see the proof of Theorem 2.1, the expression
above coincides with
ϕ (W1+ℓ = x1+ℓ |W1 = x1,Wt = g(t)) · πg(t |W1 = x1)
ϕ(W1+ℓ = x1+ℓ|W1 = x1) .
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Next we apply (A.4) and so we obtain for 1 < t = 1 + u < 1 + ℓ
π1(1 + u |W1 = x1,W1+ℓ = x1+ℓ) = b− x1
u
ϕ (Wu = b+ au|W1 = x1,W1+ℓ = x1+ℓ)
=
√
ℓ(b − x1)
2
√
π(ℓ − u)u3 exp
[
−1
4
(
(b+ au− x1)2
u
+
(x1+ℓ − b− au)2
ℓ− u −
(x1+ℓ − x1)2
ℓ
)]
,
where (A.3) is used by calculating the last equation. Hence, the result follows by using
(1.5) and by transforming the density function.
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