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Abstract— Background—It is possible to find many different visual representations of data values in visualizations, it is less 
common to see visual representations that include uncertainty, especially in visualizations intended for non-technical audiences. 
Objective—our aim is to rigorously define and evaluate the novel use of visual entropy as a measure of shape that allows us to 
construct an ordered scale of glyphs for use in representing both uncertainty and value in 2D and 3D environments. Method—
We use sample entropy as a numerical measure of visual entropy to construct a set of glyphs using R and Blender which vary in 
their complexity. Results—A Bradley-Terry analysis of a pairwise comparison of the glyphs shows participants (n=19) ordered 
the glyphs as predicted by the visual entropy score (linear regression R2 >0.97, p<0.001). We also evaluate whether the glyphs 
can effectively represent uncertainty using a signal detection method, participants (n=15) were able to search for glyphs 
representing uncertainty with high sensitivity and low error rates. Conclusion—visual entropy is a novel cue for representing 
ordered data and provides a channel that allows the uncertainty of a measure to be presented alongside its mean value. 
 
Index Terms—Data Visualization, Uncertainty, Information Entropy 
——————————      —————————— 
1 INTRODUCTION
NCERTAINTY is a concept that can be complex to 
present in meaningful, comparable ways to both ex-
pert and non-expert audiences. Inherently it involves a 
need to comprehend a lack of a property and it is well 
known that human decision making is both ignorance 
averse and influenced differentially by the use of negative 
vs positive framing of decisions [1]. Outcomes framed 
using negative concepts such as uncertainty are less often 
chosen outcomes in decision making than positive con-
cepts such as certainty. 
In this paper we introduce a definition of visual entropy 
that we believe may find uses in a range of visualization 
applications. We suggest visual entropy should relate to 
visual complexity, so that low visual entropy describes 
smooth visual signals and high visual entropy describes 
complex, more disordered, visual signals. This allows us 
to begin to define a scale of visual entropy and to imple-
ment this we propose one way to quantify visual entropy 
using existing mathematical tools. 
We then hypothesise that there is a natural semantic 
fit between an increasing scale of visual entropy of 
shape and an increasing scale of uncertainty in data 
that can provide a novel way to define a set of glyphs  
Fig. 1. Target style glyphs representing sensor values at locations in 
central Newcastle-upon-Tyne, the color represents the mean tem-
perature from the last hour of readings for one sensor. 
 
for representing uncertainty in data visualizations.  
We address three research questions: 
1. Can we use visual entropy as a measure of shape 
complexity that predicts the human ranking of sim-
ple and complex shapes? 
2. Can we use visual entropy to construct categorical 
and/or continuous scales of glyphs in visualizations? 
3. Can we use glyphs defined on a scale of visual entro-
py in environmentally valid situations where repre-
sentation of uncertainty is important for task success? 
We propose and test a novel set of glyphs for repre-
senting ordinal values and a novel application of these 
to the visualization of uncertainty.  
Our initial motivation for this work was the repre-
U
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sentation of urban sensor data from a network of In-
ternet-Of-Things (IoT) sensors [2] across Newcastle-
upon-Tyne, a small subset of which are shown in Fig.1. 
Each sensor reports a continuous stream of values for a 
range of measures including temperature, NO, humid-
ity and others that are then summarised visually as an 
average over an hour. However, the quality of the sen-
sors in the network is not consistent, it varies with both 
sensor cost and with time in the field. We wanted to 
find a simple but consistent way to represent the vari-
ance of each reading, as well as its mean, so that users 
could at a glance understand the level of uncertainty 
associated with each sensor’s readings. Other applica-
tions with similar uncertainty visualization needs in-
clude humanitarian or military operational planning, 
financial risk results and machine learning parameters. 
 2 BACKGROUND 
2.1 Information Theory and Visualization 
There have been a number of articles published on the 
relationship that information theory has to visualization 
[3][4]. In Fig. 2 we illustrate how Shannon’s [5] communi-
cation pipeline could map to the visualization pipeline. 
Encoding can be modelled as a process of image genera-
tion, communication as the optical path from display to 
retina and decoding as the process the brain uses to com-
prehend information encoded in the relayed image. 
We tend to agree with [6] that information theory is a 
weak match as a model for the human (neural) part of 
this pipeline because the human brain does not act as an 
ideal decoder of visual codes in an information theoretic 
sense. Indeed, Shannon was explicit about this “semantic 
aspects of communication are irrelevant to the engineering 
problem” [5], and yet knowledge about perception and 
cognition is essential to the production of visualizations. 
Recent work on understanding the link between the 
perceived and measured complexity of map visualiza-
tions suggests that psychophysically informed models of 
visual complexity are able to predict subjective human 
rankings of complexity [7]. This emphasizes the im-
portance of perceptual factors as well as information the-
oretic factors in visual cognition.  
2.2 Entropy 
Information theory allows us to predict the average 
information content of a signal based on the cost of 
losslessly coding a message using the most efficient 
coding method possible. That is, it is an estimate of 
what is left after all possible redundancy has been re-
moved from a signal, and in that sense is a direct 
measure of information content. This is helpful as it 
allows an estimate of channel capacity to be made 
when designing communications networks [8]. 
Entropy, 𝐻(𝑋),  of a random variable 𝑋, as given in (1) 
is based on the probability 𝑝(𝑥௜) of any one symbol, 𝑥௜ , in 
an alphabet, A of size n, appearing in the message: 
𝐻(𝑋) = ෍ 𝑝(𝑥௜) 𝑙𝑜𝑔ଶ ൬
1
𝑝(𝑥௜)
൰
௡
௜ୀଵ
  
(1) 
Entropy tells us how many bits on average are needed 
to code any symbol from the alphabet in the signal. 
While this might appear to be a helpful way to op-
timise coding systems it turns out that signals intended 
for human perception can be optimised to be percep-
tually lossless to a much greater degree. Examples of 
this include the JPEG [9] and MPEG [10] coding stand-
 
Fig. 2. The visualization pipeline mapped to an information theoretic communications pipeline as if the brain is an information theoretic re-
ceiver of visually coded messages M coded from an alphabet of symbols A, information is transformed physically twice as it flows along the 
pipeline from digital to optical and then from optical to neural signals. 
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ards where great effort has been made to understand 
how much information can be omitted before errors 
becomes visible to the viewer of the image. Without 
the application of knowledge about the limits of hu-
man perception to lossy coding methods these stand-
ards and much visual internet traffic would be imprac-
tical or very significantly slower. 
2.3 Uncertainty 
Uncertainty by definition summarises our lack of 
knowledge about a value or outcome most often ex-
pressed quantitatively, among the most widely used 
being Pearson’s standard deviation [11] and Fisher’s 
variance [12]. Uncertainty can be classified as aleatory 
or epistemic, depending on whether it is due to ran-
dom variation or to unknown factors [13]. Semantically 
uncertainty is challenging as a value that represents a 
lack of a property is not intuitively easy for non-
experts and, at times experts to understand. When 
talking about uncertainty it may be that a positive 
phrasing would be more helpful than negative, so de-
gree of certainty, confidence level, accuracy and preci-
sion, may be better ways to express uncertainty [1]. 
There is some agreed standardization in relation to 
levels of uncertainty, there are national and international 
standards for reporting measurement uncertainty from 
metrology laboratories [18]. In addition, some weather 
forecasts  provide a degree of uncertainty data, for exam-
ple the UK Met office provides statements on precipita-
tion in a standard form “There is a 70% chance of rain.”, 
covering a defined time period [19]. 
In this work we aim to create a clear visual way to rep-
resent at least one type of uncertainty that doesn’t rely on 
the viewer having statistical knowledge, but still conveys 
information about the uncertainty of a value which can be 
related back to the underlying statistical methods when 
needed. Perhaps the closest in concept to our aim here is 
the use of significance codes in R [20] for easily conveying 
the significance of model fitting outcomes where across a 
range of tests and model fitting methods the same set of 
significance codes are used, as shown in Table 1. One crit-
icism we have of this representation is the choice to have 
a blank space as the symbol for significance in the interval 
0.1 < p <= 1. This conveys no information and in addition it 
is not clear to the reader whether this is a test outcome or 
a printing error. It also requires otherwise unnecessary 
quotation marks to be added to all the significance code 
symbols in the key. 
There is a long standing debate [21][22] about over-
reliance on preset levels of significance and the related 
behaviors this generates in science. However, taking a 
broader view we believe that it is valuable to try and en-
gage a wide audience with visualizations that provide an 
everyday representation of measurements and predic-
tions with varying levels of uncertainty and/or varying 
levels of significance. For researchers there already exists 
in-depth advice on the use and presentation of p-values, 
and other uncertainty measures, from professional bodies 
[23] and practical guidance on how to design experiments 
that severely test hypothesis [22]. 
2.4 Approaches to Uncertainty Visualization 
Earlier surveys of uncertainty visualization [24] identi-
fy seven methods which we categorize into one of two 
basic approaches, of either modifying the scene directly 
or adding annotations to indicate levels of uncertainty. 
The approach that is most effective is clearly application 
dependent.  
Approaches to representing uncertainty visually often 
relate to summarizing the spread of values related to a 
measurement: dot plots, histograms, box plots [14], confi-
dence intervals and probability distribution functions [15] 
provide ways to do this. These often presume some basic 
statistical knowledge on the part of the users, and an abil-
ity to interpret meaning from a spread of values. An em-
pirical study of glyph-based approaches is presented in 
[16] with the often used visual channels of lightness and 
fuzziness performing well on their own.  
Recent surveys [25] highlight that it is still far from 
routine for visualizations to include uncertainty infor-
mation even though it is fundamental to informed deci-
sion making. Contemporary workshops run by govern-
ment agencies [26] have highlighted that even in critical 
operational planning situations there is a real difficulty in 
finding ways to convey uncertainty to high level decisions 
makers. It remains an open question how best to visualize 
uncertainty [17], particularly when a single glyph must 
represent both a variable’s mean value and its uncertainty. 
Communicating aleatoric and epistemic uncertainty is 
an active area of study and debate [27]. In this study we 
concentrate mainly on examples of aleatoric (scientific, 
measurable) uncertainty, but we also touch on the issues 
of epistemic (unknown but knowable) uncertainty when 
we consider how to visually represent values we don’t 
know. As a concrete example, for IoT sensors we can 
measure the variance of a sensor over an hour and visual-
ize this variance as the sensor’s (aleatoric) uncertainty.  
However, in some cases only one, or no, measurements 
are available, and we have no information on the vari-
ance. We propose a distinctive representation for epistem-
ic uncertainty i.e. of a value that we could in principle 
know but in practice do not, see Section 6 for details. 
3 VISUAL ENTROPY 
If we imagine the human brain to be an ideal Shannon 
decoder then it will decode and respond to signals differ-
ently with differing levels of entropy. In practice though 
the brain is much more than a decoder of signals, it gen-
TABLE 1 
SIGNIFICANCE CODING IN R 
p-value range Significance code 
0 <= p <= 0.001 "***" 
0.001 < p <= 0.01 "**" 
0.01 < p <= 0.05 "*" 
0.05 < p <= 0.1 "." 
0.1 < p <= 1 " " 
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erates its own hypotheses about the world, takes deci-
sions based on partial information and weights infor-
mation in highly non-linear ways [1]. What also seems 
clear is that it does not need to produce a realistic decod-
ing of the world around it [28], it is instead very efficient 
in extracting and using just enough information to com-
plete a task.  
A consequence of the mind’s ability to hypothesize 
novel ideas and impute additional information is that it 
doesn’t obey the data processing inequality [8]. It can and 
does add information at the end of the visual pipeline, 
this observation leads to the conclusion that it is far from 
an ideal information theoretic processor in the sense of 
Shannon’s theory. 
However, here we suggest that even if the brain is a 
noisy decoder of signals it still is a decoder of signals and 
will have a sensitivity to differing levels of entropy in 
signals. We hypothesize that we should be able to use 
levels of entropy as a visual cue in coding information in 
visualizations, in the same way we already use varying 
color, brightness, size and other visual cues [29]. 
Following the definition of information entropy above 
we define visual entropy 𝑉(𝑋) as the average cost of cod-
ing visual symbols 𝑣௜ from a visual alphabet which have a 
probability of appearing in the message of 𝑝(𝑣௜) : 
 
𝑉(𝑋) = ෍ 𝑝(𝑣௜) 𝑙𝑜𝑔ଶ ൬
1
𝑝(𝑣௜)
൰
௡
௜ୀଵ
  
 (2) 
The higher the visual entropy 𝑉(𝑋) the more infor-
mation is contained in the visual signal and the less visual 
redundancy, or more visual complexity, that message con-
tains. This has close similarities to the definition of view-
point entropy presented in [3], but our aim is to keep this 
theoretical definition more general, rather than incorpo-
rate specific concepts of cameras and polygons.  The visu-
al entropy of a message could also be viewed as a meas-
ure of how incompressible it is, in this sense a more com-
plex visual message will need more coded information to 
be sent in the signal, it cannot be coded as a simple signal. 
To transform this theoretical construct to a practically 
meaningful visualization cue, we will consider visual en-
tropy as analogous to some extent to visual complexity. 
Visual signals with higher visual entropy, have a higher 
visual information content, requiring more bits on aver-
age to be coded for lossless transmission. A smooth sine 
wave for example can be coded in fewer bits than a signal 
consisting of uniform white noise. Our use of the term 
complexity here relates to perceived visual complexity 
and signal incompressibility, rather than to the generation 
of complex phenomena from chance chaotic behavior.  
To make practical use of visual entropy we next dis-
cuss the design of visual glyphs that both represent data 
and its uncertainty. We consider how to practically meas-
ure visual entropy and propose an extended glyph design 
that uses visual entropy to represent uncertainty values. 
We then report an experiment testing our new glyph de-
signs to evaluate whether they can represent a scale of 
uncertainty. Finally, we test the glyphs in a limited but 
environmentally valid application situation where we ask 
users to search for the most and least reliable sensors 
across a 3D map. 
4 GLYPHS FOR URBAN IOT DATA 
In our previous research we have implemented a number 
of glyph designs for representing urban environmental 
data in 3D city models [30][2]. We have come to prefer the 
glyph design in Fig. 3, as used in Fig. 1, that while located 
in a relevant position in 3D space is presented to the 
viewer as a primarily 2D shape. 
 
Fig. 3. The glyph design we developed to represent a measurement 
from an individual IoT sensor, the two outer rings are designed to 
have a width of 20% of the total diameter, the colored central disc 
represent the sensors mean value on a predefined color scale. 
The design, shown in Fig. 3, took some aspects from 
that of a target of concentric rings and some from the de-
sign of the Landolt C optotypes [31]. The rings, a dark 
outer shape and a light inner shape, were chosen in order 
to highlight the glyph against both light and dark back-
grounds. It also provides a level of self-contrast for the 
glyph. The total width of both outer rings is set to be 20% 
of the diameter of the whole target, matching that aspect 
of the Landolt optotype design.  
The central disc we use to represent data value and 
typically we use color to do this, following color scale 
standards set in the literature. In the examples here this is 
temperature and adopts the colors used by the UK Met 
Office [19]. In our visualizations a color key is usually 
displayed on or near the visualization.  
All of our visualizations use advanced path tracing for 
the graphical rendering stage implemented with the 
Blender Cycles renderer. Our goal is to use realistic light-
ing to help engage viewers in the 3D image but we there-
fore need to make sure this realistic lighting does not alter 
the glyphs information carrying appearance. We do this 
using a number of techniques including flat shading col-
ors and rotating glyphs to face the camera, full details of 
the glyph implementation follow. 
In normal path tracing the aim is to generate physically 
representative simulations of light interactions between 
surfaces, based on their geometry and surface material 
properties. Blender Cycles is able to do this with high-
quality. However, when rendering the areas of our glyphs 
which carry information as color we do not want the 
physical lighting calculations to be applied as these will 
distort the color. To implement glyphs so that they work 
as consistent information representations we had to en-
sure all colors used in the glyphs were flat shaded with 
no lighting calculations. One practical way to do this is to 
make the glyph material highly emissive, shading calcula-
tions are then not computed and the glyph is the same 
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color over its entire area.  
In addition, glyphs are set not to receive or generate 
shadows, therefore no shadow effects can alter the color 
appearance, and the glyph shadow cannot alter the ap-
pearance of the underlying digital twin (map) layer. 
Finally, the glyphs are programmed to rotate to follow 
the camera position so that the viewer sees a geometrical-
ly constant shape for the glyph regardless of their view-
point. To do this the entropy glyphs are rotated in two 
steps. First, the ‘Copy Rotation’ constraint is applied with 
the Camera as the target, which aligns them with the 
camera’s rotation. Secondly, the ‘Damped Track’ con-
straint is applied which rotates the face of the glyph to-
wards the camera. This ensures that the entropy glyph 
shapes are consistently oriented vertically with the cam-
era to avoid any potential confusion when comparing the 
shape of glyphs that are spread across the screen.  
5 VISUAL ENTROPY AS A VISUAL CUE 
A question that has been raised when presenting our ur-
ban data visualizations is how much is it possible to rely 
on the sensor data? Expert members of an audience will 
be aware that different cost sensors can have very differ-
ent accuracy and precision. To help answer this question 
in a visual form we started to consider how we could rep-
resent uncertainty of measurements at the same time as 
the value of measurements in our glyphs. 
 
Fig. 4. The message M on the left is coded as the signal S on the 
right, by plotting the message in 360 degrees on a polar plot, we 
estimate the visual entropy as the sample entropy of the message. 
Looking for a visual cue supported by scientific evi-
dence, that we could use in parallel to color to represent 
uncertainty, we considered shape as a possible cue [32] 
and reviewed a study [33] on the human perception of 
fractal shape. The authors’ of [33] demonstrated that cer-
tain fractal generation parameters correlated well with 
perceived shape complexity. In turn this led us to consid-
er whether varying levels of visual entropy might be used 
as a visual cue, and ultimately as a scale to represent or-
dinal categorical or interval numerical values. 
To implement and evaluate this hypothesis, we need 
two things: a practical measure of visual entropy and a 
geometric representation for the glyphs that varies with 
changing levels of visual entropy.  
We start by considering how a visual signal S can be 
generated by a coding function S=v(M) from an abstract   
message M. The message we encode need have no direct 
meaning, but for our purposes here it does need to be 
able to represent variable levels of entropy. The signal is 
the geometric representation of the message that we will 
eventually render in our glyphs. This first step in the 
glyph generation is illustrated in Fig. 4 
In order to estimate the visual entropy of the message 
we calculate the sample entropy [34] of the message before 
it is coded as a geometric shape.  Sample entropy, and the 
related function approximate entropy, provide an esti-
mate for the regularity and unpredictability of a data se-
ries, they are often used for comparing time series such as 
electro-cardiograms. Sample entropy has less dependence 
on the series length and can be more consistent across 
series [35], hence we adopt it for our calculations. We use 
the sample entropy implementation in the R pracma 
package [36] with parameter settings of 𝑛 = 2, 𝑟 = 0.2 
based on guidance from [35] to estimate the visual entro-
py in our glyphs. 
 
Fig. 5. Two glyphs created in Blender from signals with different 
sample entropy measures, the central temperature color mapping is 
the same in each, we hypothesize the visual entropy of the surround-
ing shape can represent an orthogonal value such as uncertainty. 
This gives us a route to create geometric shapes with 
measurably varying levels of visual entropy.  To add these 
to our exisitng glyphs we export the signal shape from R 
and import it to Blender as an extruded polygon. These 
polygons are then used to replace the inner white disc in 
the glyph, as illustrated in Fig. 5.  
The resulting designs (Fig. 5) provide an ability to cre-
ate glyphs representing a value, such as mean tempera-
ture using color in the central disc and a second value, 
such as uncertainty in the variation of the surrounding 
shape. We now need to evaluate whether viewers can 
naturally order glyphs of differing visual entropy. This 
will begin to demonstrate whether we have a categorical 
ordinal (or potentially numerical interval) scale of visual 
entropy available in these glyph designs.  
 
Fig. 6. A glyph design for the null case where we have a datum value 
to represent but no related uncertainty data. 
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0 0.01 0.02 0.03 0.07 0.17 0.26 
Fig. 7. The set of glyphs used in the user evaluation, ordered by the calculated visual entropy value of the generating message, as shown 
below each glyph, when viewed on the test display the glyph on the far right is displayed at the limit of human spatial acuity (10 cpd), in the 
results these images are referred to by the labels A to G from left to right. 
6 REPRESENTING THE NULL CASE 
An important issue is the case where there is missing un-
certainty data. While the glyphs in Fig. 5 can represent a 
range of uncertainty, we also need a glyph design that 
represents the case when we have no data on uncertainty, 
but could have (epistemic uncertainty). To clarify this we 
have a data value for mean temperature to present, we 
just have no information on its associated uncertainty 
(variance) level. 
To implement the null case, we considered various 
warning symbols looking for a symbol that is visually 
different in design to those in Fig. 5. Our current proposal 
is the glyph in Fig. 6, which is significantly different to 
our other designs and is related to familiar warning sym-
bols. 
7 EVALUATING THE VISUAL ENTROPY GLYPHS 
Before the full evaluation of the visual entropy glyphs we 
ran a small pilot trial. This used glyphs with both sine 
wave harmonic components and a random noise distor-
tion introduced into the message.  
With positive results from this pilot we decided that in 
order to develop a more controlled set of glyphs we 
would simplify the glyph designs for the full evaluation, 
as shown in Fig. 7. This set of glyphs used a single sine 
wave as the generating message, at varying frequencies. 
These are similar to radial frequency patterns which have 
been shown to be detectable at low amplitudes in the 
psychophysics literature [37]. Recent studies support that 
these are discriminable shapes based on frequency differ-
ences [38], are identifiable even if only the shape convexi-
ties are visible [39] and can represent numerical order 
[40]. In addition, in these trials we added a numerical in-
dication of the temperature value on the glyphs, the same 
value of 13.5C was used in all trials.  
The increase in sine wave frequency from glyph to 
glyph was set on a geometric scale, the frequency dou-
bling for each new additional glyph. This is similar to the 
logarithmic increase between levels on a logMAR visual 
acuity chart [41], but here the change increases at a signif-
icantly greater rate per level (2x rather than 1.26x)  in part 
so that the full range of visual acuity is used in a smaller 
number of glyphs, and in part because this evaluation is 
designed to determine whether an ordering of visual en-
tropy exists rather than to determine the level of just no-
ticeable difference (JND) between glyphs. We anticipated 
that, like many aspects of human perception [42] [43], 
there would be a logarithmic response to the visual en-
tropy stimulus. 
7.1 Experimental Method and Apparatus 
The experiment to test the glyphs has two objectives. First 
to test the hypothesis that there is a rank ordering be-
tween the glyphs shown in Fig. 7. Second to determine if 
this order can be predicted by our numerical measure of 
visual entropy. 
A two alternative forced choice (2AFC) method of 
glyph image pair comparisons was implemented where 
all paired permutations of the set of glyphs are shown 
to each participant, except for those where the pairs 
would be the same shape. 
The stimuli were presented on a 11.8” LCD monitor at 
a viewing distance of approximately 500mm for all partic-
ipants. The presentation was implemented using the Psy-
choPy toolbox [44] and answers, a left or right arrow key-
press, were recorded in addition to the time taken to enter 
the answer. Each participant saw a different random or-
der of pairs, determined by PsychoPy’s random number 
generator. 
The instructions that each participant read before 
the trial were: 
 
You will see a series of image pairs. 
Each image represents a value and also represents a lev-
el of uncertainty. 
More complex shapes represent more uncertainty. 
Choose which image represents the most uncertain value 
to you. 
Left arrow for left. Right arrow for right. 
Press space when ready. 
 
Note we considered the use of the word complex with 
some care, as it was clear that visual entropy would not 
be a widely understood description of shape differences 
in the images. Participants then began the trial where they 
were presented with all 42 pairwise permutations of the 
images in Fig. 7, this included reversed order image pairs. 
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7.2 Participants and Ethical Approvals 
In this experiment nineteen participants (n=19) were 
drawn from staff and students at the Curtin Institute 
for Computation and the Curtin High Impact Visuali-
zation Environment. All had normal or corrected to 
normal vision. One participant reported a color defi-
ciency but as judging color was not a required part of 
this experiment, therefore their results were included 
in the analysis. Gender, age and previous expertise 
factors were deliberately not recorded in this trial as 
we were simply looking to establish whether there was 
a broad response from all viewers to the glyphs.  
Ethics approval was sought and granted at both 
Newcastle University, UK and at Curtin University, 
WA, Australia. Participants gave permission for the 
data from the trials to be used and communicated 
worldwide by the investigators for the purposes of the 
study. 
7.3 Analysis Methods 
To address the first objective the results from the 2AFC 
trial (n=19) were analysed using the Bradley-Terry (BT) 
method [45] to determine glyph ranking scores. The BT 
method was chosen because previous studies [46] suggest 
it should be the preferred approach when ranking paired 
image comparisons.  
The null hypothesis was that there are no differ-
ences between the ranking ability scores and therefore 
that there is no rank order of the glyphs. The alterna-
tive hypothesis is that the ability scores will differ, and 
these differences can infer an ordering of the glyphs. 
To address the second objective, we use the visual en-
tropy measures for each glyph and calculate a regression 
fit between the visual entropy measure and the BT ability 
scores. A strong correlation (high R2, low p) would sug-
gest we can use the visual entropy measure to predict 
human performance in ranking the glyphs. 
7.4 Results of the BT Ranking Analysis 
The Bradley-Terry method takes a set of pairwise image 
comparisons and calculates for each individual image an 
ability or ranking score.  
Table 2 gives the detailed pairwise comparison results 
from the glyph ranking experiment (n=19) and the mean 
response time (RT) for each pair. This data merges results 
from all duplicates, i.e. results from the presentation of 
AB and BA are combined. For each glyph image pair, the 
final count of how many participants chose the left or 
right glyph as representing the most uncertainty is given. 
In addition, the mean response time (RT) for each glyph 
pairing across all participants is shown in seconds.  
An analysis of these results is given in Table 3 where 
the BT ability score ranking agrees with our hypothesis 
that visual entropy will predict participants ranking of 
the glyphs. We note though, the standard errors do repre-
sent real variation in the choices made between image 
pairs and, as shown in Table 2, there was not universal 
agreement with the pairwise ordering choices. 
The null deviance for this BT model is 407.002 and the 
residual deviance 70.156 from which we can calculate a 
pseudo R-squared of 82.7% using the Hosmer-Lemeshow 
method. This suggests this BT model is a reasonably  
good fit to the data in this study. 
In addition, we can consider the Wald test results for 
each glyph BT ability z score in Table 3 and observe that 
they are all significant, therefore we can reject the null 
hypothesis for each coefficient and accept the BT ability 
values as meaningful in this model. 
We also recorded response times (RT) for each image 
pair decision, and these are shown in Fig. 8. There are 
clearly some image-pairs that take longer on average for 
decisions than others, but no average RT for any image 
TABLE 3 
BT ABILITY COEFFICIENTS AND RELATED STATISTICS 
Glyph Ability  Std Error z value Pr>|z| 
A 0     
B 1.9054  0.3008 6.335 2.37E-10 
C 2.3128  0.3045 7.594 3.10E-14 
D 2.7892  0.309 9.027 < 2e-16 
E 3.1662  0.3132 10.11 < 2e-16 
F 3.4986  0.3179 11.007 < 2e-16 
G 3.8355  0.3241 11.835 < 2e-16 
TABLE 2 
GLYPH PAIR COMPARISON RESULTS 
Left 
glyph 
Right 
glyph 
Chose 
left 
Chose 
right 
mean RT 
(seconds) 
B D 5 33 2.35 
G F 27 11 2.35 
D F 9 29 1.42 
E A 34 4 1.29 
D A 35 3 1.80 
A C 2 36 1.14 
C B 32 6 1.41 
B F 11 27 1.50 
B G 10 28 1.46 
D E 7 31 1.74 
G D 28 10 1.57 
A G 3 35 2.40 
E C 31 7 1.52 
C G 8 30 1.87 
B E 9 29 1.87 
D C 30 8 1.85 
A F 2 36 1.15 
F C 30 8 1.47 
F E 28 10 1.80 
A B 0 38 1.30 
G E 29 9 2.89 
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pair was classified as an outlier.  
Fig. 8. The response times (RT) for each image pair averaged over 
all participants n=19, the mean RT is shown as a dashed line and 
the dotted lines show +/-3 standard deviations, as no average re-
sponse lay outside this no outliers were removed. 
 
A pattern did emerge of greater RT variance for glyph 
image pairs closer in the ranking. To some extent this is 
expected, however as we were not testing JND steps in 
visual entropy we can only take this result as indicative. 
 
Fig. 9. Linear regression illustrating log-linear relationship between 
visual entropy and the BT ranking score, the R2 value is high (>0.97) 
and p-value low (<0.001) suggesting a strong relationship. 
7.5 Ability Ranking and Visual Entropy 
The ability ranking results suggest that the glyphs are 
being ordered in agreement with our hypothesis that vis-
ual entropy predicts the ranking score of the glyphs. 
To confirm this, in Fig. 9 we calculate a simple linear 
regression to predict the ability ranking score based on 
the logarithm of the visual entropy for the generating 
message of each glyph. Recalling that we increased the 
visual entropy geometrically in our set of seven generat-
ing messages we therefore use its logarithm here. The 
model R2 value was greater than 0.97 and the p-value less 
than 0.001, leading us to conclude there is a strong link 
between visual entropy and a glyph’s BT ability ranking.  
Note, that to generate the log-linear plot in Fig. 9 we 
needed to exclude the zero case (glyph A) from the data 
as this has an undefined log value. We suggest this is jus-
tified since glyph A is given an arbitrary value of zero by 
the BT model. To check this was reasonable, we also cal-
culated a quadratic regression that included the zero case 
and this also demonstrated a strong link between the in-
dependent and dependent variables (R2>0.9, p<0.02). 
8 APPLICATION DOMAIN TESTING 
Fig. 10. The urban temperature data visualization showing both 
hourly mean temperature values using the MetOffice color scale and 
the variance of those values using our new visual entropy scale, this 
image is an example of the high uncertainty target-present stimulus 
used in the experiment described below. 
 
Our results above establish that the visual entropy glyphs 
have an ordering, we should therefore be able to use them 
to represent ordered categorical information or quantized 
numerical data on interval or ratio scales. Our urban digi-
tal twin application, see Fig. 1, has a requirement that we 
display both a sensor’s mean value and its variance, so 
that end users, for example policy makers, can see at a 
glance which sensors they can rely on most.  
Normally, we display sensor data as the mean value 
over an hour using the MetOffice color scale for tempera-
ture, and we now also visualize uncertainty as the vari-
ance calculated over the same hour using visual entropy 
glyphs, see Fig. 10. To set the range of the uncertainty 
scale we need to calculate the range of variance for sen-
sors in view, or perhaps over the whole city, so that we 
can calculate the minimum and maximum values on this 
scale.  
8.1 Experimental Method and Apparatus 
To evaluate whether this representation is effective we 
designed a signal detection experiment that requires the 
participants to search for a glyph based on its level of un-
certainty. This was a target present/absent visual search 
for either a low uncertainty target or a high uncertainty 
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target. In total fifteen participants (n=15), students and 
staff at Newcastle University, each viewed forty images, 
searching for the least uncertainty glyph in ten target-
present and ten target-absent images and the same again 
for the highest uncertainty glyph. 
The display used for this experiment was a Microsoft 
Surface Pro 4, a display with 2736x1824 0.094mm square 
pixels at a nominal viewing distance of 500mm.  Given 
this geometry we calculated that the 24-cycle glyph was at 
the 10 cpd limit for this display, therefore we selected the 
set of five glyphs shown in Fig. 10. PsychoPy was used to 
present the stimulus to the participants. Ethics approval 
was granted, details of which were given earlier. 
Our hypothesis is that the target present glyphs should 
be easy to find because of the choice of log-scale incre-
ments in the generating frequency and as a result the dis-
criminability should be high. If this is case, we also hy-
pothesize there should be a significant response time dif-
ference between target-present and target-absent trials. 
8.2 Results of Domain Testing 
The results were analyzed in R using the psycho package 
[47] from a total of 300 responses per glyph type, of which 
150 were target-present and 150 target-absent. 
The confusion matrix for the low uncertainty glyph 
searches is shown in Fig. 11. As hypothesized the low 
uncertainty glyph is easy to find in visual searches, with 
high discriminability, d’, while the response bias, β is to-
wards answering (n) target-absent. 
Fig. 11. Confusion matrix for the low uncertainty glyph visual search 
from 150 target-present and 150 target-absent trials.  
 
The confusion matrix for the high uncertainty glyph in 
Fig. 12.  gives similar results, with a higher response bias. 
Response times were analyzed using two-way within-
subjects t-tests, the results are shown in Table 4. As was 
hypothesized target-absent trials took significantly longer 
to complete (approximately twice as long) than target-
present trials. 
There was no significant difference between mean 
glyph search times for low and high uncertainty glyphs in 
the target-absent condition, and nor did we expect one as 
the search task is essentially the same. 
There was a significant difference (p < 0.01) between 
target-present search times for the low and high glyphs, 
with it taking on average 0.3 seconds longer to find the 
more complex, high uncertainty glyph. This was also 
supported by comments from some participants who re-
ported the more complex glyph was harder to search for. 
In summary, the results from the application domain 
testing were as hypothesized, participants could, with 
low error rates, search for and successfully find glyphs 
with different levels of uncertainty. We also identified the 
possibility that glyphs with higher visual entropy are 
slower to search for than those with low visual entropy. 
Fig. 12. Confusion matrix for the high uncertainty glyph visual search 
from 150 target-present and 150 target-absent trials. 
9 DISCUSSION 
Uncertainty whether described as variance, probability, 
confidence or one of many other measures, can be dif-
ficult to visualize for experts and non-experts. We have 
considered whether a new form of glyph, derived from 
a theoretical consideration of visual entropy and per-
ceptual results on visual complexity, could more clear-
ly represent uncertainty measures on an ordered scale. 
TABLE 4 
SIGNAL DETECTION EXPERIMENT MEAN RESPONSE TIMES 
Response Times (s) 
Low 
glyph 
High 
glyph P-value Sig. 
Glyph present (y) 1.489 1.778 0.0019 ** 
Glyph absent (n) 3.263 3.099 0.2798  
P-value 1.7E-43 1.5E-17   
Sig. *** ***     
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We validated our proposed scale of visual entropy and 
presented a first evaluation that the visual entropy 
glyphs can be effective in our application domain. 
There is similarity between our work and the ideas 
recently described in [48] where an informal argument 
for the use of wavelength and amplitude for represent-
ing uncertainty is made. Here we have provided a the-
oretical basis for this approach, a rigorous evaluation 
of glyph ranking and an initial domain validation of 
the effectiveness of visual entropy glyphs. 
Our starting point was to consider the visualization 
pipeline and its representation using information theo-
retic concepts, while this is a useful approach to some 
extent, Shannon’s information theory was not intended 
to model humans as information receivers. Human’s in 
many ways are noisy decoders of information signals 
creating hypotheses and imputing data based on priors 
from many sources. Nonetheless, we argue that that 
humans should be sensitive to underlying entropy lev-
els in a signal and that visual entropy could therefore 
be used as a scale to represent values, e.g. as we inves-
tigated of uncertainty. 
To test this in practice we designed a novel set of 
glyphs, similar to radial frequency patterns used in 
vision science, which we hypothesised would have 
increasing levels of visual entropy predicted by a cal-
culation of Sample Entropy. We found from a user trial 
(n=19) analysing pair-wise glyph comparisons using 
the Bradley-Terry method, that participants ranked a 
set of glyphs in the order predicted by Sample Entro-
py. While this is the case for this set of glyphs there 
remain several open questions: 
1. How well does sample entropy predict human 
ordering of glyph shapes more generally? 
2. Are there better predictors of visual entropy 
available, or that could be developed? 
3. What is the just noticeable difference (JND) be-
tween glyphs of this design? 
Secondly, to test the glyphs in an application do-
main we ran a signal detection experiment requiring 
participants to search for the lowest and highest uncer-
tainty glyphs. This demonstrated that users could lo-
cate visual entropy glyphs when they were associated 
with levels of uncertainty. However, search time in-
creased with increased visual entropy of the glyph by 
approx. 20% and this suggests further open questions: 
1. Are search times related in general to the visual 
entropy of a glyph? 
2. Does the visual entropy contrast between fore-
ground glyph and background map vary search 
time? 
3. Are there ways to optimise search time inde-
pendent of the glyph’s visual entropy? 
In order to make best use of any glyph relying on 
shape features we need to take account of the size of 
the smallest distinguishable feature on the screen be-
ing used, usually measured in cycles per degree (cpd). 
For the visual entropy glyphs, we needed to know the 
on-screen pixel size of the glyph, the displays dimen-
sions and physical pixel size and the users viewing 
distance. These are all relatively easy parameters to 
know, measure or estimate for common displays. 
The biased (to university students and staff) popula-
tion samples in our studies suggest that further exper-
imental work to investigate the repeatability and gen-
erality of our findings for other audiences would be 
worthwhile. 
10 CONCLUSION 
There are many visual representations of uncertainty 
in technical publications that work for statisticians and 
for technical audiences. It is harder to find good visual 
representations of uncertainty in the everyday media 
and in documents intended for non-technical high-
level decision makers. 
We set out a formal argument for the use of visual 
entropy as a visual coding scale for visually transmit-
ted information. We hypothesised that even though the 
human brain is not an ideal information theoretic sig-
nal receiver it should still be sensitive to varying levels 
of entropy in signals. Intuitively we can consider en-
tropy in this case to be analogous to visual complexity. 
We then set out to rigorously evaluate this approach 
by creating a set of glyphs and using those glyphs to 
represent uncertainty. We addressed three research 
questions: 
1. Can we use visual entropy as a measure of shape 
complexity that predicts the human ranking of sim-
ple and complex shapes? 
We demonstrated we were able to predict human 
ranking of glyphs, using sample entropy as a proxy 
for visual entropy, with high confidence. 
2. Can we use visual entropy to construct categorical 
and/or continuous scales of glyphs in visualizations? 
We demonstrated a natural ranking order among our 
proposed visual entropy glyphs allowing us to repre-
sent ordinal categorial, or numerical interval, data on 
a discrete scale. 
3. Can we use glyphs defined on a scale of visual entro-
py in environmentally valid application situations 
where representation of uncertainty is important for 
task success? 
We demonstrated users could successfully search for 
glyphs with predefined levels of uncertainty in an 
urban digital twin visualization of temperature sen-
sors. 
 
We believe that visual entropy provides a useful con-
cept with which to reason about glyph shape ordering. 
We have shown that we can measure it, predict human 
ranking of glyphs using this measure and apply these 
glyphs in a 3D visualization environment. Caveats, as 
noted, apply to the generality of our results but we be-
lieve we have presented a rigorous first step in identify-
ing a new approach for visualizing ordinal data and its 
application to uncertainty visualization. 
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