Saddle points and overdetermined complex equations  by Streit, Roy L.
Saddle Points and Overdetermined Complex Equations 
Roy L. Streit* 
Naval  Underwater Systems Center 
New London Laboratortj 
New London, Connecticut 06320 
Submitted by Richard A. Brualdi 
ABSTRACT 
It is known that the best uniform norm solution of overdetermined complex valued 
systems of equations atisfying the Haar condition for matrices is also a best weighted 
Ip norm solution for each p >/1, for some weight vector depending on p. This paper 
presents an alternative proof of this restdt which is valid for arbitrary matrices A. The 
proof relies on the hmdamental theorem of game theory. It is shown that a saddle 
point (z*,)t*) of a certain function gives a uniform norm solution, z*, of Az = b and 
a weight vector h* of the equivalent weighted lp norm problem. With appropriate 
qualifications concerning the weights, it follows that the worst (i.e., largest) possible 
weighted least I v norm error is also the best (i.e., least) possible Chebyshev error. For 
p = 2, it is shown that the weight vector ),* solves a nonlinear optimization problem 
which can be posed without reference to solution vectors of Az = b. In other words, 
the problem of finding the best uniform norm solution of Az = b, when stated as a 
convex optimization problem, has a convex dual which for p = 2 can be posed 
independently of the primal variables z. The dual variables are the weights h. 
I. INTRODUCTION 
This paper  is an investigation of solution of overdetermined systems of 
complex l inear equations using the uniform, or l~, norm. An equivalent 
alternative context in which results can be presented and interpreted is 
complex function approximation on discrete point sets. It is in the latter 
context that Motzkin and Walsh [1, 2] prove that the best uniform norm 
solution of an overdetermined real system Ax = b is equivalent to a weighted 
least pth power solution for each p > 0, assuming that the matrix A satisfies 
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the Haar condition for matrices. Their results are extended to complex 
systems by Lawson [3], who also gives an algorithm for constructing the 
weights of equivalent least pth power problems for p > 1. A nice summary of 
these results is given in [4, 5]. 
An alternative proof of the Motzkin-Walsh result for p >/1 is given in this 
paper. The proof does not assume the Haar condition and, in fact, is valid for 
arbitrary complex matrices A. With appropriate qualifications concerning the 
weights, it is also proved that the worst (i.e., largest) possible weighted least 
pth power error is also the best (i.e., least) possible uniform error. This result 
seems to be new, although it is implicit in the proof of the convergence of
Lawson's algorithm. Lawson, however, does not state it explicitly. 
Theorem 1 states that the function ~p, defined by (1), has a saddle point 
in a certain domain. All other results follow essentially as corollaries. This 
approach is very different from that of Motzk~l and Walsh. The proof of 
Theorem 1 relies on a connection between the solutions of overdetermined 
systems of equations (or, equivalently, approximation on discrete point sets) 
and the fundamental theorem of game theory. This relationship does not seem 
to be mentioned elsewhere. 
The special case p = 2 is particularly interesting. In Theorem 3 below, it 
is shown that the weights for the equivalent least squares problem solve a 
nonlinear mathematical programming problem. So far as is known to the 
author, these weights have not been previously characterized in quite this 
manner, A special subcase is a problem posed by J. J. Sylvester in 1857. It is 
discussed in Section IV. Theorem 3 can also be used to prove a result due to 
de la Vall6e Poussin [6] for real systems and extended to complex systems by 
Rivlin and Shapiro [7]. It is discussed in Section V. 
Motzkin and Walsh prove their function approximation results on the 
interval [0,1] as well as on discrete point sets. It is therefore likely that greater 
generality is possible in our Theorem 1 which permits its application to 
systems having an infinite number of equations in a finite number of 
unknowns. For the purposes of this paper, however, Theorem 1 in its present 
form is satisfactory. 
The Motzkin-Walsh results do not give insight into how the correct 
weights for the equivalent least pth power problem might be constructed. 
Lawson's original algorithm is apparently the only one currently available, 
and its convergence proof assumes the Haar condition for A. The algorithm 
requires the solution of a sequence of weighted least pth power problems, 
updating the weights at each step of the sequence. The correct weights are 
obtained in the limit. The special case p = 2 is of the greatest computational 
interest, since least square problems are easily solved. The major drawback to 
Lawson's algorithm is that convergence can be, and often is, very slow in 
practice [8]. 
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Alternatives to Lawson's algorithm can be based on Theorems 1 and 2. In 
other words, general algorithms for computing a saddle point of a given 
continuous function can be applied to the problem at hand, i.e., to ffp below. 
In particular, such algorithms would be applicable to the case p = 1 which 
Lawson's algorithm does not treat. Conversely, since the Lawson algorithm 
can now be interpreted as a procedure for computing a saddle point of d~p for 
p > 1, it would be interesting to know whether or not Lawson's algorithm 
constitutes a special case of an existing algorithm for computing saddle points. 
If not, perhaps it can be extended to construct saddle points of more general 
hmctions. 
II. THE THEOREMS 
Let the complex matrix A = [ai j  ] E C mxn and the vector b = (b i )~ C m 
be given. Let 1 ~< p < 0o. Define ¢pp : C n × R m ~ R by 
%(z,X)= b, -  a,iz j 
i j= l  
(1) 
where z=(z i )~C"  and ~=()kl)~a m.Define A - - -{X~Rm:X>~0 and 
1 + " " " + X m = 1}. Note that A is convex. A point (z*, X*) is defined to be 
a saddle point of dpp on C" × A if (z*, X*)~ C ~ × A and 
¢,(z*. x) < x*) < ,,(z. x*) 
The central result is the following theorem. Its proof relies on the fundamen- 
tal theorem of game theory and is postponed to Section III. 
THEOREM 1. For every matr ix A ~ C T M  and vector b ~ C m, the func -  
t ion dpp has a saddle point  on the set C" × A.  
No assertion of uniqueness of the saddle point is made by Theorem 1. 
Sufficient conditions for uniqueness are not pursued in this paper. 
It should be noted that Theorem 1 is valid for all n >/1 and m >/1. 
Define the uniform norm [l" [l~ of any vector in C m to be the maximum 
modulus of its components. A Chebyshev solution of the system of equations 
Az  = b is any vector z* for which 
l i b -  Az*]l ~ = mi~[ [b -  Az]l ~.  (2) 
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A weighted least pth power solution of Az = b is any vector z* for whic[ 
c/~p(z*, ~) = min c/~p(z, ~), (:31 
z~C 
where ~ is the given set of nonnegative weights. The next theorem connect, 
Chebyshev solutions and weighted least pth power solutions. 
THEOtaEM2. Let (z* ,~*)~Cn×A beasaddlepointforepp, l~<p<o~. 
Then 
(i) z* is a Chebyshev solution of Az = b; 
(ii) z* is a weighted least p th power solution of Az = b for the weighl 
vector h*. 
Furthermore, the saddle value ¢pp(z*, ~*) is the error of  the Chebyshev 
solution, i.e., @(z*, ~*) = lib - Az*H~. 
Proof. By a well-known result [14, Theorem 3.15], q~p has a saddle point 
(z*,),*) on C" × A if and only if 
max min ~(z ,h )=@(z* ,~*)= rain ( z ,h ) .  (4) 
), ~ A z (, z ~ C"  ffl~aXA (pp 
Let the largest of the m quantities Ibi - F, aqzil occur foL say, i = k (depend- 
ing of course on z). Then 
max~v(z ,~)= bk-  ~ akjZ) , 
as can be seen by taking ~ k = 1 and h i = 0 for i ~ k. Equivalently, 
m axA%(z,X)=llb-Azll~. 
Consequently, 
%(z* ,~*)= min max~, (z ,X)= min l l b -Az l l~ ,  
z ~ C n ~ ~ A P z ~ C n 
and z* is a Chebyshev solution of Az = b. The saddle value q~p(z*, A*) is the 
Chebyshev error. Next note that 
th,(z*, X*) = max min %(z,  X) = min ~bp(z, X*), (,5) 
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and so z* is a weighted least pth power solution of Az = b for the weight 
vector X*. This completes the proof. • 
COnOLLXmZ 1. Define, for all k ~ A, 
t~p(X) = mi~ O,(z, h). (6) 
Then, under the conditions of Theorem 2, 
~,(X) ~< tp,(X*) = lib - Az*l[~¢. 
Proof. Immediate from (5). • 
Another way to say this is as follows. The error of a weighted least pth 
power solution of the system Az = b is ~p(X), and this error is maximized 
over allowed weights h ~ A for h*. Furthermore, the maximum of such an 
error equals the minimum of the Chebyshev error of Az = b. 
COROLLARY 2. The vector b is a linear combination of  the columns of  the 
matrix A i f  and only i f  the saddle value of % is zero. 
Proof. Let (z*, X*) be a saddle point of •. If %(z *, h*) = I[ b - Az*ll 
= 0, then b = Az*. Conversely, if b = Az for some z ~ C", then ~bp(X) = 0 
for all h, so that max ~bp(h) = 0 = %(z*, X*). • 
The vectors z* and h* are defined jointly via the saddle point property of 
~p. Theorem 2 shows that z* also solves an optimization problem that does 
not require knowledge of h*; that is, z* is a Chebyshev solution of Az = b. 
In many cases this property alone will uniquely determine z*. Theorem 3 
below will show that an analogous ituation exists with regard to h* for the 
special case p = 2. The distinction of the case p = 2 is a consequence of the 
fact that ~2(h), as defined by (6), can be expressed explicitly in terms of h 
alone. For other values of p, use of an implicit function theorem seems to be 
necessary. 
Define the complex matrix L (X)= [L~j(X)] ~ C n×n by 
L(X )= AUdiag(X ) A, (7) 
where A n is the conjugate transpose of A, and diag(X) is the m × m diagonal 
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matrix whose main diagonal consists of the components of k. Thus, 
L,j()~)= Y~. )~,d,,a,j, v , j= l  ..... n. (81 
i=1  
The complex matrix M(X)~ C ~'~ 1)×(n+ 1)is defined by bordering L(X ): 
where f l ( )k )  = (flj()~)) ~ C" is given by 
fli()~) = ~ )~j),a,j, j = 1 . . . . .  n, (10) 
i=1  
and a()~)~ R is given by 
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Note that both L(k) and M(k) are Hermitian matrices. 
The matrix A E C m×n with m >1 n is said to satisfy the Haar condition for 
matrices if and only if every collection of n rows of A has rank n. 
THEOREM 3. Let m > n, and let A satisfy the Haar condition for 
matrices.Let (z*, k*) be a saddle point o f  eg2( z, )t ) on C n x A with saddle 
value ¢p2(z*, 7~*) > O. Then 
min Itb- Azllo~ = lib - Az*ll~ 
z~C n 
= ep2(z*, X*) 
_ ] 'j2 
L det L (k  * ) 
=max[detM(X) ]  ~/2, 
XEA det L(h) 
where the maximum (15) is taken over )~ ~ A with det L()~) :~ 0. 
(12) 
(13) 
(14) 
(15) 
a(X)= ~ X,b~b~. (11) 
i=1  
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Proof. Both (12) and (13) follow from Theorems 1 and 2, so it is 
necessary to prove only (14) and (15). The definition (6) for p = 2 is 
By Corollary 1, 
~'i bi n 2} 1/2 
*2(k) = min ~ - ~=laiJzj 
z~C"  i=1 j 
(16) 
Z* if2( , k*)= max~2(k ). (17) 
X~A 
Since the saddle value is positive, we restrict attention throughout he 
remainder of this proof to those vectors )k for which ~2()t)> 0. (By Corollary 
2, the vector b is linearly independent of the columns of A.) Since A satisfies 
the Haar condition for matrices, it follows that k has n + 1 or more positive 
components, for otherwise it is easy to see from (16) that ~2(~)= 0. Conse- 
quently, the Hermitian form of L(X), 
m ~ 2, 
znC(k)z = znAndiag(k) Az = ~1 x, a,jz~ 
i j= l  
must be positive for nonzero vectors z. Hence, det L (~)~ 0, and the normal 
equations 
L(X)z = [Andiag(X) A] b =/3(k) (18) 
are nonsingular. It is convenient within the confines of this proof to define the 
auxiliary symbols 
zn+l =-1 ,  a i , ,+ l=b i ,  i=1  ..... n. (19) 
Rewriting the normal equations 
~ kigi~aijzj= ~ kibf i~ ~, v=l ..... n, (20) 
j= l i= l  i=1 
and using the symbols (19) gives 
n+l m 
~-~ E kfi,~aiiz i = O, v = 1 ..... n. (21) 
j= l i= l  
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Now, from (16), for any z satisfying the normal equations, 
• 2 
ff~(A)= ~=1)~, b -  a,jz i 
i j= l  
m i n_+l 2 
= j i aqzj 
m n + i n + 1 
i=1  j= l  v=l  
Reversing the order of the triple sum gives 
n+l  n+l  m 
u=l  j= l  i=1  
n + I m 
= - ~ Y~ )~fli,,,+laOzi, 
j= l  i= l  
(22) 
where, in the last equation, (21) was used to set to zero the double stun for the 
cases p = 1 . . . . .  n, and for r = n +1 the value z , ,+l= -1  was substituted. 
Rewriting (22) without the symbols (19) gives 
i)1 t l l  
ff~(X)+ ~ E X~b,a,/z i= E X,B,b,. (23) 
1=1 i=1 i=1 
Thus (20) and (23) constitute n + 1 equations in the n + 1 unknowns z j and 
~k~(~). This system can be written 
,,-i 
The coefficient matrix clearly has rank n + 1 and so is nonsingular. Solving for 
tk~(X) using Cramer's rule gives 
det M(A) 
¢~(X) det L(X) " (24) 
Substituting (24) for ~k2 in (17) concludes the proof. • 
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If the Haar condition hypothesis on A in Theorem 3 is replaced by 
rank A --- n, then the result (15) does not hold in general, because det L(X*) 
can vanish at a saddle point (z*,)~*) for d~. Consider the following example. 
Let m = n + 1. Let the first n rows of A be the identity matrix, and let the 
mth row of A be identically 0. Let b I . . . . .  b n = 0 and b m = "y > 0. One 
saddle point (z*, ~*) of d~ 2 is z~ . . . .  • - z  n* -- 0 and ~ . . . .  • ~* = 0, 
h*+x = 1. The saddle value dg2(z*, ~*)= 7 > 0, but the n x n matrix L(h*) 
contains only zero entries and det L (h*)= 0. Note that ~* is unique in this 
example. 
The determinants in (24) are actually Gram determinants for the indefi- 
nite inner product on C m defined by 
(u, v) = ~ ),~u#~ 
i=1  
for h >/0. 
For a definition of Gram determinants, their properties, and a nearly equiva- 
lent derivation of (24), see [9, pp. 176-187]. 
III. PROOF OF THEOREM 1 
The proof applies the fundamental theorem of game theory to the 
function g~p. The variant of the fundamental theorem that is utilized is stated 
for functions defined on Cartesian products of convex subsets of real Euclidean 
spaces. Although ~bp is defined on C"X  A, by an obvious device it can be 
thought of as being defined on R ~" x A instead, without suffering any loss of 
generality in what follows. The complex notation is retained for ease of 
exposition. 
The function ~p is continuous in both variables and, as the next lemma 
shows, it is a convex function in its first variable and a concave function in its 
second variable. 
LEMraA 1. For 1 <<, p < oo, the function q~p is convex-concave on C" x A; 
that is ,  fo ra+#=l ,  a>~O, #>~0, 
+ #w, x) x)+ x), 
. . (z,  + #y) >i x)+ r), 
where z and w are elements o f  C", and ~ and y are elements o f  A. 
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Proof. Let  t i = b~ - F.ai jz j and s~ = b i - Y~aqw i. Then 
b i -  i a i j (az j  +f lw j )= ati +flsi. 
]=1 
From the definition of %, 
m 1/v 
i= l  , i=!  
= a%(z, x)+B%(w, x), 
which proves that Cp is a convex function in its first argument for each 2~. To 
prove that ~bp is a concave function in its second argument, fix z and let 
Qx=•(z ,  k) and Qr= %(z,7). The case p =1 is obvious, so assume 
1 < p < oo and let q satisfy 1/p + 1/q  = 1. Then  
a@p(z, A ) + fl¢p(z, y) = aQx + flQr 
= (a'~"Q~,)(a '" )+ (,~', ' , 'Q,)(,8'~) 
x {(a'/,,)~ + (B' /~)"} 'x" 
= {aQ~ + f lQ~}l /v  
= a 2tiltilv + fl ~., yiltil ° 
i=1  i= l  ! 
= %(z, .x  + #r ) .  
This completes the proof of the lemma. • 
The following theorem is due to H. Kneser [10]. See also [11, pp. 8-13]. 
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THEOREM 4. Let E c R N and F c R ~ be convex sets. Let the function 
f :  E × F --, R be convex on E for each fixed y ~ F and concave on F for each 
fixed x ~ E. I f  one of  the sets E and F is compact, and i f  the function f is 
continuous in the corresponding variable, then 
sup inf f (x ,  v) = inf sup f (x ,  y). 
y~Fx~E x~Ey~F 
Applying Kneser's theorem to (~v gives 
sup inf ~p(z,~x)= inf sup • (z ,h ) .  
X ~ A z~C"  z~C n X ~ A 
Now, by a standard argument, for each )x the infimum 
infc q)p(z, X ) 
ZE 
is attained for some z. Furthermore, the resulting function of h is continuous 
on the compact set A and so attains its supremum. Thus, the sup inf can be 
replaced by max min. Similarly, for each z, the supremum 
sup %(z, x) 
A~A 
is attained for some h, since ~p is continuous on the compact set A. By a 
standard argument, the resulting fimction of z attains its infimum. Hence, 
max min ~bp(z, 2~) = min ~n~ ~p( z, 2~). (25) 
X~A z~C n z~C n 
The existence of a saddle point follows immediately. Choose 2~* such that 
zmi~ ~bp(z, h*) = X~AzEC nmax min 0p(z, ~). 
Choose z* such that 
~n~4)p(z*, h )= min max4),(z, h). 
z~C n X~A 
Then 
and 
~bp(z, X*) >~ d~p(z*, X*) for all z~C n 
,~p(z*,X)<~i)p(z*,X*) for all X~A.  
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The last two inequalities, by definition, show that (z*, X*) is a saddle point of 
@v" This completes the proof of Theorem 1. 
IV. SYLVESTER'S PROBLEM 
It is worthwhile observing the form (15) takes in the special case of 
finding the best complex constant to fit given complex data. Specifically, find 
z* E C such that 
max Ib,-z*I=min max I b , - z l .  (26) l~i<~m z~C l<~i~<rn 
This problem is equivalent to a problem posed by J. J. Sylvester in 1857, i.e., 
given m points in the plane, find the smallest circle containing them 'all. The 
center of the smallest circle is the constant z*, and the radius is the min max 
in (26). In this case, the matrix L (~)= [hi + "'" + Xm] = [I] is the 1 × 1 
identity matrix, and M(X) is the 2×2 matrix 
M(h) = 
1 ~ ~,ibi 
i=l 
i=1 i=1 
Hence, from (15), we need to compute 
m ] mi~ib i 2} 1/2 
max E ;k,lb,[ 2 -  ~ 
X~A ,i=1 i 
(27) 
The problem (27) is equivalent to the quadratic program: 
QP. min hrG)k - G TX 
subject o )~>/0 and •1 + "'" +~'m=l ,  
where the real matrix G ~ R m×m is given by G = Re(bb n) = (Re b)(Re b) r + 
(Im b)(Im b) r, and the components of the real vector c = (ci) ~ n m are given 
by c i = I bil 2. It is easy to see that G is a positive semidefinite matrix of rank at 
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most 2. The objective function of QP is thus convex, and any locally optimal 
solution ~* of QP is a global solution. It then follows from the normal 
equations (18) that the best constant is given by 
z*= E x.b,. (28) 
i=1  
The maximum in (27) is positive when m > 1 and at least two of the data 
points b i are distinct. To see that (27) is nonnegative, simply note that 
m 2 2 
i= l  i=1  
= ~ ~kilbi[ 2. 
i=1  
The second inequality is strict under the conditions cited, so the maximum is 
positive. 
Discussion of the history of Sylvester's problem, together with an efficient 
computational lgorithm for its solution, is given in [12]. The algorithm given 
there solves the natural extension of Sylvester's problem to data points given 
in higher dimensional Euclidean spaces. 
It is curious that a simple alteration of the problem substantially alters the 
difficulty of its solution. Instead of (26), consider 
max ]b i -a i z* l=min  max [b , -a ,z [  (29) 
l~<i~m z~C l <~i <~ m 
for a = (a~) ~ C m given. The matrix L(h) is 
L(X)  = [X l la l l2+ . . .  + ~kmlam[ 2] ~C 1×1, 
and the matrix M(h) is 
M(X) = i=1  i=1  
i=1 i : l  
~C 2×2. 
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Clearly, computing the maximum of det M(~)/det  L(2t) is not simply equiva- 
lent to a quadratic program in this case. (Computationally, however, it may 
be solvable by parametric quadratic programming methods.) Given a solution 
vector X*, then 
z*  = ~= 1 (30)  
i=1  
is a solution of (29), as can be seen from the normal equations (18). 
When all the given data points b i are real, the problem (26) has a trivial 
solution. Let r and s be indices for which min bi and max b i occur, 
respectively. The best constant z* in (26) is real and z*=(br+b~) /2 .  
Considering (28), it is evident hat a solution of (27) is h* = ~* = ½ with all 
other X* = 0. The maximum in (27) is thus equal to I b r -  b~l/2, a fact not 
immediately apparent from (27) itself. 
V. NEW PROOF OF DE LA VALLI~,E POUSSIN'S THEOREM 
Let A ~ C ("+l)×", and let A i denote the n x n matrix obtained from A 
by deleting the ith row, i = 1 .. . . .  n + 1. De la Vall6e Poussin [6] proves the 
following result for real systems. Rivlin and Shapiro [7, pp. 692-694] show 
that it holds for complex systems also. 
TrI~.OrtE~t 5. Let A ~ C (" + 1)x,, satisfy the Haar condition for matrices, 
and let b ~ C "+1. Then 
n +1 Ai  ( - 1) i b i det 
i=1  
min lib - azl[~ = (31) 
z~C n n+l  
E Idet  A,I 
i=1  
We use Theorem 3 above to derive (31). The procedure is to solve the 
maximum problem (15) explicitly for ~,* and, from X*, deduce (31). As a side 
benefit, once 2t* is known, the Chebyshev solution vector z* can be 
constructed numerically by solving the 7t* weighted least squares problem. In 
principle, this is equivalent to solving the normal equations (18) with ~ = X*. 
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In contrast to the proof based on Theorem 3, the original proof of (31) 
proceeds by minimizing the number Q = l ib -  Azllo~ directly. It turns out 
that this can be done relatively easily and in such a way that the Chebyshev 
solution z* can be constructed. Thus, the original proof and the proof based 
on Theorem 3 solve the "pr imal"  and the "dual" problems, respectively. 
We first establish a general algebraic identity concerning determinants. 
Special cases of this identity will be used in the solution of (15). 
LEMMA 2. 
m >~ n >~ l, 
dee( 
For i = l . . . . .  m, let )~i ~ C, xi ~ C ~, and Yi E C n. Then, for 
i=1  
, xi(n)] det[yl(1) . . . . .  Yi(,)], (32) 
where [x~tt) . . . . .  x~(n) ] and [Yio) . . . . .  Yi(n)] denote the n × n matrices whose 
t-th columns are x~(t) and Yi(t),  respectively, t = 1,... ,  n, and the sum is over 
all indices i(1) . . . . .  i (n)  such that 1 ~< i(1) < i(2) < - . -  < i (n)  <~ m. For n > 
m >1 1, the determinant o f  the left hand side o f  (32)/s  identically zero. 
Proof. Let  X ~ C n×m and Y ~ C nXm denote the matrices whose tth 
columns are  )ktx t and Yt, respectively, t = 1 . . . . .  m. Then 
m 
The Binet-Cauchy formula [13, pp. 8-10] for the determinant of the product 
of two rectangular matrices has two cases. For n > m >~ 1, it states that 
det(XY r )  = 0. For m >I n >~ 1, in the present notation, it gives det (XY  T) = 
T T F~det[h~o)xi(1) . . . . .  ~(,)xi(,)]det[yi(1) . . . . .  Yi(n)], with the sum ranging over 
all indices with 1 ~< i(1) < i(2) < • • • < i (n)  <~ m. The identity (32) follows 
immediately by factoring )ki(t) out  Of column t in the first determinant, and 
noting that the determinant of a matrix and its transpose are equal. This 
concludes the proof. • 
If yi = xi for all i, then 
. . . . .  x n lL 
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It is an important fact, implicitly used in the next lemma, that the coefficient 
of each product X~(1)... h~(,) in (33) is nonnegative. Note also that (33) is 
nonnegative when all h~ 1> 0. 
LEMMa3. Letn~l .  For i= l  . . . . .  n+l ,  l e tX~R,  x~C" ,  y~C "~.  
I f  evert3 subset o f  n of  the vectors x i . . . . .  x ,  + 1 is linearly independent, hen 
the ratio 
n+l  \ 
(34) 
attains its maximum over all )t ~ A for which the denominator is nonzero. A 
maximizing vector is 
2~. = I det S, I i = 1, n + 1, (.35) 
n+l  ~ * ' '~  
E ldet S,I 
t= l  
where S i denotes the n × n matrix [x 1 . . . . .  xi_l, xi+l . . . . .  x ,+l] ,  i=1  . . . . .  t~ 
+ 1. The maximum value of  (34) is 
[det[vl  . . . . .  Y,+l] I / 2 
(36) 
The vector h* is unique i f  and only i f  det [Y t ,  • • • ,Yn+I] ~ 0. 
Proof. From (33), since each x, E C" and m = n + 1, then 
det E h,x,x~= Xr IdetS, Iz, 
i=1  ] t= l  = 
(37) 
where S t is as in the lemma statement. Because the vectors ( x~, i = 1 . . . . .  n, 
i ~ t ) are linearly independent, (let S t 4. 0. Consequently, the vector 2t* given 
by (35) is a well-ddhaed element of A, and the determinant (37) does not 
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vanish for ~ = ~*. From (33), since each Yi ~ Cn+l and m = n + 1, then 
(38) 
If det[y 1 . . . . .  Y.+l] vanishes then ~* may as well be selected as the maximiz- 
ing vector. Suppose now that det[y 1 ... . .  g.+ 1] ¢ 0. The maximum ratio of the 
determinants in (34) is therefore positive. Hence, from (38), we may restrict 
attention to vectors ~ > 0. The ratio (34) can now be written as 
[det[y 1 . . . . .  y,+ l]12/f(~ ), where 
~ 1 [det St [ 2 
f(x) = x, t= l  
Maximizing the ratio is equivalent to minimizing f (~)  subject to 2~ ~ A. A 
minimizing vector is necessarily positive in this case, so we form the 
Lagrangian 
£f ' (h ,a )= f (k  )+a(k l  + . . .  + ~,+, -  1). 
Stationary points of £a satisfy 
0 I det St 12 
0x, 
- -  +a=0,  t= l  . . . . .  n+l ,  
~a~(X,a)  = ~,~+ --. +~,+~-1=0.  
These equations imply that a > 0, that 
[det S t I 
h* ~ , t= l  . . . . .  n+l ,  
that v~ -= [detS l [+ . . -  + [detS,+ll, and that X~ is the only stationary 
point. It is obvious from the definition of f(X) that this stationary point is a 
minimizing point for f. The minimum value of f is 
n-el n+l  f(~,*)= E IdetS'12 ~ IdetS'le 
, -1  x* , -1  LdetS, 
0/, 
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so the maximum value of the ratio of determinants i  as claimed. This 
completes the proof. • 
The proof of de la Vall6e Poussin's result (31) is now easy. From (7) and 
(8), since A ~ C (n+l)×", the  matrix 
n+l  
c(x)-- E X,R,'R, ~ C ~×~, 
i= l  
where R~ denotes the i th  row of the matrix A. Similarly, from (9)-(11), 
n+l  
M(X)= ~ X,itTi~, eC  (~÷~)×(~*~), 
i=1  
where/zl i denotes the ith row of the augmented matrix [A b] ~ C (" ~ l)×(.+ l~ 
From Lemma 3, 
det M(X ) 11/2 
max = 
x~A det L(~)  n+l 
E 
i=1  
~H Idet[~ ..... Ro+I]I 
H I det[ RS..., R7_1, R" ,,÷, . . . ,  R,,+ 1] 
• (39)  
Since the determinant of the conjugate transpose of a matrix is the conjugate 
of its determinant, we have 
tdet[Rln . . . . .  R/n l. n n _ n ,÷ l  . . . . .  n . .1 ]  I=tdetA , I ,  
where A i is defined as in (31). Expanding det[/~, -n  .... R,+I] = det[A b] 
along its last column shows that the right hand side of (39) is identically the 
right hand side of (31). That the left hand sides are also equal follows from 
Theorem 3. 
The unique ~* ~ A for which the maximum (39) occurs is 
I det Ai I 
h i  n+l  
E [det Atl 
t= l  
i=1  .... ,n+l .  
Consequently, the Chebyshev solution z* of Az  = b is the (unique) solution 
of the A* weighted least squares problem for Az  = b. 
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The general Chebyshev problem (2) can be posed as a convex optimiza- 
tion problem in the following way. 
PROBLEM. Minimize 
(e :e~ R, z~C ~) 
subject o 
b~- j~=la~iz  z<~ e, i= l , . . . ,m.  
Its convex dual can be developed in a manner similar to, but more general 
than, that pursued in [12] for Sylvester's problem. This approach is based on 
Wolfe's dual and the Kuhn-Tucker conditions. It yields Theorem 3 after 
somewhat tedious, but insightful, algebraic manipulations. In particular, the 
gradient equation of the Kuhn-Tucker conditions turns out to be the system of 
normal equations of the weighted least squares problem. 
Theorem 2 can be extended to "weighted Chebyshev" solutions of 
Az = b. Let w = (wi) ~ R m be any nonnegative vector, and define 
OP {  kiWi bi n p.1/p ,=, -jEla'iz' } ' p>~l. 
The proof of Theorem 1 can be trivially modified to show that ¢,(z, k; w) has 
a saddle point (Zw*, ~*) on C" × A for every nonnegative weight vector w. 
Consequently, as in the proof of Theorem 2, z* is a w weighted Chebyshev 
solution of Az- -b  and also a ~* weighted least pth power solution of 
Az = b. Further generalization of Theorem 2 to nonlinear systems may be 
possible by replacing, in the definition (1) of ¢p, the functions f i (z )= Ib i - 
~,aiizjl with more general real valued convex functions of z. 
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