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Abstract 
Factor analysis has been a standard statistical tool in the behavioral and social sci-
ences. For many years, maximum likelihood (ML) estimation has been popular for 
fitting factor analysis models, especially those having restrictions on the parameters, 
that is, the "confirmatory factor analysis models". A variety of iterative computa-
tional methods can be used to perform ML estimation for linear factor analysis model 
(e.g. LISREL), but LISREL can't assess the nonlinear factor analysis model which 
involve nonlinear terms of latent factors. This is mainly because of the non-normality 
of the observed data set. In this thesis, an EM type algorithm is proposed for maxi-
mum likelihood estimation of a general nonlinear factor analysis model. 
We treat the basic latent factors as missing data and apply the EM algorithm 
to get ML estimates. Owing to the complexity of the nonlinear model, Metropolis-
Hastings algorithm is used in E-step and conditional ma^ximization is used in M-step. 
The whole algorithm, which can be regarded as an MCECM algorithm, is rather ef-
ficient. We monitor the convergency by "bridge sampling" and the "average batch 
mean" methods. 
Simulation studies have been conducted to illustrate the accuracy of the ML es-
timates, and to investigate the robustness of the ML estimates against a crucial 















批平均（average batch mean)兩種不同的方法來監控此算法的收斂性。 
我們會利用模擬實驗來證明極大似然估計的精確性，並且考察極大似然估計對 
於基本潛在因子的正態分佈這一重要假設的穩健性。 
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1.1 Nonlinear Factor Analysis Model 
Motivated by Zhu and Lee (1999), we consider the following nonlinear factor analysis 
model (NFA) with a p x 1 manifest random vector y = …,yP)T: 
y = 11 + KF{0 + (1.1) 
where /i is a vector of intercepts, A is a p x r matrix of factor loadings, € =(《丄’...， 
is a random vector of latent factors with q < p, = ( / i ( 0 , …， / r K ) ) ^ with dif-
ferentiable functions / i , … ’ /r, and q ^ r, S \s & p x 1 random vector of error mea-
surements with distribution iV(0,屯）’ where 屯 is diagonal and S is independent with 
In this model, variables in ^ are regarded as the basic latent factors; and / i , . . .， / r 
can be some complicated nonlinear functions of these latent factors. Similar to the 
usual assumptions for factor analysis, it is assumed that ^ is distributed as 
The distribution of y may not be normal. In order to achieve model identification, 
some appropriate elements of A are set equal to some fixed known values. Hence, we 
will focus on a confirmatory model. 
1 
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The model defined in (1.1) is linear in A but can be nonlinear in the latent factors. 
Clearly, if q = r and / � � = � � for all i, this model reduces to the ordinary linear 
factor analysis model. 
Zhu and Lee (1999) developed Bayesian methods for analysing this NFA, however, 
the ML approach has not been established. In this thesis, a maximum likelihood 
approach is developed to assess the NFA model. The latent factor scores are treated 
as missing data and augment them with observed data. The completed-data likelihood 
is much more easier than observed data likelihood. Then the EM algorithm is used 
to get the maximum likelihood estimation. Through this method, the estimates of 
A A 
the factor scores, “ and the structural parameters in the covariance structure, Q, can 
be obtained simultaneously. 
1.2 Main Objectives 
1.2.1 Investigation of the performance of the ML approach 
with M C E C M algorithm in NFA model 
In the nonlinear factor analysis model, the underlying likelihood function is extremely 
complex and difficult to analyse. Direct maximizing this complex likelihood is very 
difficult (the detailed discussion is given in Chapter 3). The approach to handling this 
problem is to augment the manifest variables with the basic latent factors, and use 
EM algorithm to obtain the ML estimation. Due to the complexity of the nonlinear 
model, the Ei-step and the M-step are both intractable. Inspired by the idea given 
in Wei and Tanner (1990), we use a Monte Carlo method to implement the E-step. 
Based on the idea given in Meng and Rubin (1993), the M-step is completed by several 
3 
computationally simpler conditional maximizations. The proposed algorithm can be 
regarded as a MCECM algorithm. 
In this thesis, we investigated the maximum likelihood estimation of a general 
nonlinear factor analysis model (NFA) using the MCECM algorithm. In NFA model, 
the observed data vector y is nonlinear in the latent factors 
1.2.2 Investigation of the Robustness of the ML approach 
with MCECM algorithm 
The MCECM algorithm was derived from the assumption that the basic latent factors 
are normally distributed. One important aim of this thesis is to evaluate the robust-
ness of the ML estimates in relation to the violation of assumptions of multivariate 
normality in the latent factors. The investigation of the robustness is conducted by 
two simulation studies. We violate the normal assumption by simulating the basic 
factors from chi-square distribution and apply the MCECM algorithm to get the ML 
estimates. The simulation results indicate that the MCECM algorithm are gener-
ally well-behaved. This indicate that ML estimation with the MCECM algorithm is 
robust to the normal assumption on the latent factors. 
1.3 Structure of the Thesis 
We organize this thesis as follows: in Chapter 2，we introduce the theoretical back-
ground of the MCECM algorithm, including the EM algorithm, Markov chain Monte 
Carlo (MCMC) and the Metropolis-Hastings algorithm. 
In Chapter 3，we first introduce the model specification, and then the MCECM 
algorithm for ML estimation of the NFA model is discussed in details by the E-step 
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and the M-step respectively. 
In Chapter 4, we will illustrate the performance of the MCECM algorithm using 
simulation studies. The first part base on the normality distributed factors. The 
second part is to study whether the methods are robust to the normal distribution 
with the help of a chi-square distribution. We examine the algorithm performance by 
the estimated bias, the root mean squares (RMS) and the standard deviations. We 
have two simulation studies for each part respectively. 
The conclusions of this thesis are listed in Chapter 5. 
Chapter 2 
f 
Theoretical Background of the 
MCECM Algorithm 
In this chapter, we introduce the theoretical background of the MCECM algorithm. 
Monte Carlo integration and Markov chains are used for evaluating the expectation 
in the E-step, and the Metropolis-Hastings algorithm is described for constructing 
a Markov chain such that its stationary distribution is precisely our distribution of 
interest, p{^i\yu9). 
2.1 Introduction of the EM algorithm 
The Expectation-Maximization (EM) algorithm is a broadly applicable approach to 
the iterative computation of maximum likelihood (ML) estimates, useful in a variety 
of incomplete-data problems. 
The EM algorithm consists of two steps: the expectation step (E-step) and the 
maximization step (M-step). This name was given by Dempster et al. (1977) in 
their fundamental paper. The EM algorithm has been a standard statistical tool 
5 
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for incomplete-data (or missing data etc.) problems where ML estimation is made 
difficult by the absence of some part of data which is in a more familiar and simpler 
data structure. The intractable ML estimation problems in those situations have been 
solved, or complicated ML estimation procedures have been simplified using the EM 
algorithm. 
Nowadays, the EM algorithm has found applications in almost all statistical con-
texts and in almost all fields where statistical techniques have been applied. Data sets 
with missing values, censored and grouped observations, and models with truncated 
distributions, etc., which result in complicated likelihood functions are very common 
in practical situations. EM algorithm has made analysis of such data sets much more 
inexpensive and more rapid computing than they were earlier. 
The basic idea of the EM algorithm is to associate with the given incomplete-
data problem, a complete-data problem for which ML estimation is computationally 
more tractable. The methodology of the EM algorithm consists in estimating the 
parameters after filling in initial values for the missing data. The missing data are 
then updated by their predicted values using these initial parameter estimates. The 
parameters are then re-estimated, and so on, proceeding iteratively until convergence. 
The EM algorithm has many advantages compared to its competitors, such as 
Newton-Raphson and Fisher's scoring method for finding MLEs. It is numerically 
stable, because each EM iteration increases the likelihood (except at a fixed point 
of the algorithm) (see Geoffrey and Krishnan (1997) for details); the EM algorithm 
has reliable global convergence under fairly general conditions. That is, the starting 
point of the parameters will not affect the results of the MLEs (Geoffrey and Krishnan 
(1997)); the EM algorithm is typically easily implemented, because it relies on the 
complete-data likelihood and the ML estimation is often in simple closed form; the 
7 
computational burden of the EM algorithm is not heavy, (see Geoffrey and Krishnan 
(1997)). 
2.2 Monte Carlo integration 
Generally, for a regular function of random variables, f(x), Monte Carlo integration 
evaluates its expectation by drawing samples {X^, t = 1 , . . . , M} from 7r(.) and then 
approximating 
M 
所 / ⑷ 卜 i l ^ ( 义 0 
t=\ 
where 7r(.) is the distribution of the random variable x. So the population mean of 
f{X) is estimated by a sample mean. When the samples { X f } are independent, laws 
of large numbers ensure that the approximation can be made as accurate as desired 
by increasing the sample size n. In general, drawing samples { X J independently 
from 7r(.) is not feasible because 7r(.) can be quite non-standard. However, in that the 
{Xt } need not necessarily be independent, (see Gilks et al. (1996)). Markov chain 
Monte Carlo does this job by having 7r(.) as its stationary distribution. 
2.3 Markov Chains 
If a sequence of random variables, {Xq, X i , . . . } has the property: at each time ^ > 0, 
the next state Xt+i depends only on the current state Xt. That is, given Xt, the next 
state Xt+i does not depend on the history of the chain {X。，义 i , . . . , 不 _ i } . 
Subject to regularity conditions, the chain will gradually "forget" its initial state 
and the transition kernel � ( . | X o ) will eventually converge to a unique stationary 
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distribution, denoted by (/>(.). As t increases, the sampled points {X^} will look in-
creasingly like dependent samples from Thus, after a sufficiently long burn-in 
iterations, say, m iterations, {X^+ i , . . . , X m } will be dependent samples approxi-
mately from (/){.). We can use these samples to estimate the expectation E[f{x)], 
discarding burn-in samples: (see Roberts (1996) and Tierney (1995) for several dis-
cussion of the related issues) 
1 M 
对 / ⑷ 丨 - E / � (2.1) 
t=m+l 
2.4 The Metropolis-Hastings algorithm 
From equation 2.1, we know how a Markov chain can be used to estimate E[f{x)], 
but first we need to know how to construct a Markov chain such that its stationary 
distribution is precisely our distribution of interest 7r(.). 
The Metropolis-Hastings (MH) algorithm is a well-known MCMC method that 
has been widely used to simulate observations from a target density via the help of a 
proposal distribution from which it is easy to sample. In this thesis, the distribution 
of interest is our target distribution in the E-step: p(^i\yi,0). 
Due to Hastings (1970), which is a generalization of the method first proposed by 
Metropolis et al. (1953). For the Metropolis-Hastings algorithm, at each time t, the 
next state Xt+i is chosen by first sampling a candidate point Y from a proposal dis-
tribution q{.\Xt). Then the candidate point Y is accepted with probability a{Xt, Y) 
where 
侧 = min(l，5lif|li) (2.2) 
If the candidate is accepted, the next state becomes Xt+i = Y, otherwise Xt+i = Xt-
9 
Remarkably, the proposal can be any form and the stationary distribution will 
be 7r(.) (see Roberts (1996) for regularity conditions), and see Gilks et al. (1996) 
for detailed argument). There are several forms of proposal distribution. Different 
proposals lead to different convergence rate. The Metropolis algorithm considers 
only symmetric proposals, having the form q{Y\X) = q{X\Y) for all X and Y. The 
acceptance probability (2.2) reduces to 
a ( X , y ) = m i n ( l , ^ ) (2.3) 
The scale of the proposal distribution may need to be chosen carefully. Too 
cautious or too bold scale will result in slow mixing. According to our experience in 
nonlinear factor analysis, the convergence is quite rapid using this type of proposal 
distribution with some proper scale. 
Chapter 3 
Maximum Likelihood Estimation of 
a Nonlinear Factor Analysis Model 
In this chapter, we discuss the MCECM algorithm in details. The motivation of using 
MCECM and the realization of the whole algorithm are given in the first section. Two 
methods of detection of convergence are discussed in the second section. 
3.1 MCECM Algorithm 
An EM algorithm where the E-step is executed by Monte Carlo integration is known 
as a Monte Carlo EM (MCEM) algorithm. Such a method is introduced by Wei 
and Tanner (1990). Moreover, since the M-step of the EM algorithm is executed 
by several conditional maximizations, we can denoted this type of EM algorithm by 
ECM algorithm, and the whole algorithm can be regarded as a MCECM algorithm. 
10 
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3.1.1 Motivation of Using MCECM algorithm 
The motivation of using MCECM algorithm can be presented in three aspects: 1. 
Why use EM algorithm? 2. Why use Metropolis-Hastings to execute the E-step? 3. 
Why use conditional maximization to execute the M-step? 
The answer of the above three questions are as follows: Intractable observed 
data likelihood function motivates us to use EM algorithm; complicated distribution 
function of 0) motivates the usage of Metropolis-Hastings algorithm (one of the 
Markov chain Monte Carlo sampling methods); conditional maximization in M-step 
avoids intractable simultaneous maximization. 
Let V = (pi,..., pn} be the observed data matrix corresponding to a random sam-
ple obtained from a population with the NFA model defined in (1.1), Z = (^i , . . . , 
be the matrix of latent factors, and 0 be the structural parameter vector that con-
tains all unknown distinct parameters in /i, A, <l> and 屯.The log-likelihood function 
Lo{y\0)=\og based on the observed data Y can be written as 
Lo{y\e) = — ^{log|^| + log|$| + (p + 9)log(27r)} 
+ 亡 log / exp { - i ( y , - " - A 他 屯 - i ( 讲 — " - A F t e ) ) } 
i=i J ^ 
X (3.1) 
Owing to the nonlinearity of F(^), the multiple integral involved in this log-likelihood 
function usually does not have an explicit form and its dimension is equal to the di-
mension of Hence, it is very difficult to obtain ML estimate by direct maximization 
of Lo{Y\0). 
The basic idea of our approach is to consider a data augmentation scheme in which 
the observed data Y is augmented with the matrix of latent factors Z. Treating this 
12 
as a missing data problem with hypothetical missing data Z, ML estimate is obtained 
by the well-known EM algorithm. This common strategy has been widely used to 
solve many statistical problems, (see Rubin (1991)). 
3.1.2 Introduction of the Realization of the MCECM algo-
rithm 
Let X = (y, Z) be the augmented completed-data set, Lc(y, Z\6)=\ogp{X\9) be the 
log-likelihood function of 6 based on X . p{Y,Z\e) = p{Z\e)p{Y\Z,9). From (1.1)， 
p{Z\9) and p{y\Z, 6) are both multivariate normal distributions. So Lc(X\9) is given 
by 
Lc{X\e) = — l{{p + q)n\og{27T) + nlogl^'l + nlog|«l>| + 
n 
+ 公 y i - / / - - f x - A F f c ) ) } (3.2) 
i=l 
Comparing Lo{Y\6) and Lc{X\d), it can be seen that Lo{Y\0) is much more compli-
cated than Lc{X\9). 
The r-th iteration of a standard EM algorithm with a current value is to 
evaluate Q{6\d^^^)=E{Lc{X\9)\Y, where the expectation is taken with respect 
to the conditional distribution of Z given Y and 没(『)，and then to determine 没(”+丄）by 
maximizing 妒))• 
Evaluation of the E-step is rather complicated because the conditional expectation 
involves complex multiple integrals that are intractable. A procedure on the basis of 
the MH algorithm is proposed here to execute this step. Since the M-step also does 
not have a closed form solution,没(r+i) will be obtained via a sequence of conditional 
maximization steps. Condition on other parameters are treated as fixed parameters. 
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We can regard this kind of EM algorithm as a MCECM algorithm. In the following 
sections, we will present this Monte Carlo (MC) E-tep and conditional M-step (CM) 
in details. Computational burden of the MCECM algorithm in solving our problem 
is not very heavy. 
3.1.3 Implementation of the E-step via the MH Algorithm 
To evaluate Q(没|没⑷）in the E-step, we need to compute the conditional expecta-
tions of the following complete-data sufficient statistics {^iff, 
i = 1，…,n}, because 
— i { ( p + 9)nlog(27r) + nlogl 屯 I + nlog|^ >| 
n n 
+ 所《石n?/“叩 + Y^yi - f ^ � ( y i - " ) 
n 
- 广 屯 - l A 丑 ( F t e ) 丨 讲 ’ 的 
i=l 
+ E tr(A � - 1 “ 0))} (3.3) 
i=l 
Because of the generality and complexity of F⑶，these quantities cannot be obtained 
in close form. They are approximated via a sufficiently large number of [i simulated 
from p{ii\yi,d) 
Ptel队，約 oc P t e l 約 P � & … (3.4) 
-^iVi 1 - A F t e ) ) 了屯 - i (讲 - / i - A F t e ) ) } (3.5) 
In this thesis, we use Metropolis-Hastings algorithm to get the observations from 
our target density p{^i\yi, 6). 
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Based on the suggestion of Roberts, we can simply take a normal distribution 
N�.,(j2Q) as the proposal distribution, where cr^  is a chosen value, and = 
e讽id([ = + A^A^^-IAA, A = d F [ � = 0. 
The MH algorithm for our problem is implemented as follows: at the r-th iteration 
with a current value (…)，a new candidate & is generated from N � � � , c / ^ Q ) , and the 
probability of accepting this new candidate is 
m i n { l ，，卜… } 
The value of (j^  in the proposed distribution can be chosen such that the average 
acceptance rate is approximately 0.25 or more as Gelman suggested. According to 
our empirical experience, the Metropolis-Hastings algorithm is very efficient for our 
problem. 
Let {^ f")，m = 1, . . . , M;z = 1, . . . ,n} be the random observations generated 
by our proposed MH algorithm from the conditional distribution 0). Then 
conditional expectations of the complete-data sufficient statistics required to evaluate 
the E-step can be approximated via these simulated random observations as follows: 
M 
EUJ\yue) = (叫d"^)， 
m=l 
M 
E{Fmyi,9) = M - i ; ^ F ( # ) )， 
m=l 
M 
= � ) F ( 己⑷广 (3.6) 
m=l 
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3.1.4 Maximization Step 
At the M-step, we need to maximize ⑷）with respect to 6. This is equivalent 
to solve the following system of equations: 
， = 对 & ( 糊 M ” } = 0 (3.7) 
For complicated models with many unknown parameters, it is intractable to max-
imize 没I没(r)) with respect to A, and ^^  simultaneously. The conditional max-
imization is an attractive method to find the MLEs (see Meng and Rubin (1993)). 
It can be described as follows: Let 9 = (^i , . . . , Og) be all the distinct unknown 
parameters, we solve 
拟 n 1 r 
a 氏 = ° ， • ， G 
by treating ^i , . . . , ^_i，氏+i,..., as fixed parameters. Usually, we can obtain closed 
form solution by the conditional maximization. 
Specifically, in our nonlinear factor analysis model, let 八知 be the k-th row of A. 
It can be shown that 
i=l 
^ ^ ^ =礼-1 ^ > 广 " 广 A 旧 ⑶ F t e ) � ’ 
1=1 
-屯]少-1} (3.8) 
we can obtain the ML estimation by several computationally simpler conditional 
maximizations through the above conditional maximization method. Conditional 
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on other parameters, the solution of each individual equation given above can be 
obtained. Solution in the M-step is given by the following results together with the 
results in MH sampling: For k = 1,…，p, 
2 = 1 
^ = ij^Eiii^Y^ei 
1=1 
n n 
K = (；^ 丑 了 jy，叩 - iX>[Fte )|y，叩 yA^i-zU 
i=l i=l 
1 “ 
^kk = 广 M L 彻 ki - MkiMFmY,的 几 • 1 
1 = 1 
+ (3.9) 
The above results are valid for situations where all elements of A are free parameters. 
To identify the model, usually some appropriate elements in A is fixed at known 
values. To deal with this situation in general, we introduce the matrix Ak{r x Ck) and 
vectors ak{r x 1) to extract the unknown parameters from A, where the value of Ck is 
the number of unknown parameters in the A;-th row of A, such that A j = A^Al^ + a^. 
So X Ck) is already reduced parameter vectors of A^ which only contains the 
unknown parameters. Then, 
^ ^ ^ 二 Al 妃 I k - (3.10) 
Equating the above equation to zero, we get 
n 
n 
X A l Y , { E ( F m Y M y k i - M 
i=l 
- ( 3 . 1 1 ) 
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3.2 Monitoring Convergence of MCECM 
3.2.1 Bridge Sampling Method 
In the E-step, the observations is simulated from 9), so the simulation variability 
introduced in. The sequence of 6 produced by the MCECM algorithm typically 
exhibits random fluctuation around a stationary point, even at convergence. It is 
difficult to claim convergence of an MCECM algorithm according to the standard 
way that the differences between consecutive iterates are within a desired level. Wei 
and Tanner (1990) suggested to plot 没(”）against r, or plot some function of 
against r if the number of unknown parameters is large, e.g., likelihood function or 
the difference of consecutive likelihood. In our problem, the actual likelihood based 
on the observed data cannot be evaluated analytically. As Meng and Schilling (1996) 
pointed out, in monitoring convergence of a likelihood only changes in likelihood 
values are of interest. Hence, we can use the bridge sampling method (see Meng and 
Wong (1996)) based on the likelihood ratio to monitor convergence of the proposed 
MCECM algorithm. 
The bridge sampling method (Meng and Wong (1996)) can be used to monitor 
convergence of our MCECM algorithm via the following likelihood ratio: 
於)）_ 洲 ( r + D ) 
This ratio is estimated via the identity 
( … ) � — E 办 ( y ， z | _ i ) M z ) ] 
where Er denotes the conditional expectation of Z given (1^，没(”))，and a(Z) is an 
appropriate "bridge" function satisfying some mild conditions. According to the 
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general suggestion in Meng and Wong (1996), we can take 
Then, the logarithm of the ratio R * � ^ � = logi?(妒+i),没⑷）can be approximated by 
於 ） = i o g { f r ( Y ’ � ( , ( " i ) ) ] i / 2 } 
- 广 + i ， ( H | 阶+1))] } (3.12) 
where {2厂，(爪)，爪=1，. • •，M} are simulated in our MH sampling from p{Z\Y,没(『)）.In 
monitoring convergence, we plot 如『）against r. If the plot shows a curve converging 
to zero (that means the ratio converges to 1) with a fluctuation that can be expected 
from the simulation sizes, then an approximate convergence, which is enough for the 
statistical inference (Meng and Schilling (1996)), has been achieved. See Meng and 
Wong (1996) for more theoretical aspects of the general bridge sampling method. 
3.2.2 Average Batch Mean Method 
Selection of the sample size M in the Monte Carlo E-step is very important. To 
decrease the Monte Carlo error, we need to generate a sufficiently large number of 
observations. But it is inefficient to start with a large M when 0 is very far from the 
ML estimate. Some researchers suggested to increase M from one iteration to the 
next (see Wei and Tanner (1990) etc.). 
Shi and Copas (2002) suggested another method to monitor the convergence of 
the MCECM algorithm—the "average batch mean" method. This new scheme will 
avoid iteratively increasing M. We calculate the average "batch mean" for the i-th. 
parameter after the J-th iteration: 
兴 ” = 广 J+i)+ .•• + 《 ” ） （3.13) 
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So, the sample size in Monte Carlo E-step is just M for all iterations. The average 
batch mean 沒!” will begin from , where J is a predetermined system number. For 
a sufficiently large J, the average of the Monte Carlo errors in equation (3.13) becomes 
negligible. 
They suggested that the algorithm is converged when the batch means 召:�)are 
stabilized for all i. A standard stopping rule is used to monitor the batch means. The 
procedure is stopped when the absolute difference 
"对 ( 3 1 4 ) 
I l � r i ) | | + J l 
are all small than some predetermined error 6 (say 0.001 or smaller). In above expres-
sion, is selected to ensure that the denominator is not too close to zero (say 0.001). 
When we select 70 = 1, the estimates of two contiguous iterations are compared 
by the above stopping rule. To avoid the danger of stopping too early because of 
the correlation between successive elements of the Markov chain, we suggest a larger 
value of 7o, such as 5，and require that the stopping rule is satisfied for several con-
secutive iterations. Clearly, compared with the bridge sampling method, the average 
batch mean method is much more simple. We will use both stopping rules for each 
simulation in the next chapter. 
Chapter 4 
Simulation Studies 
In this chapter, we use several simulation studies to illustrate the performance of the 
proposed MCECM algorithm. We have two models with different settings on the 
number of the basic factors, the nonlinear structure in the F{.) function, and the 
dimension of the observed data. For each model, we have two assumptions on the 
basic factors' distribution. Then we totally have four simulation studies presented to 
give some idea of the performance of the MCECM algorithm in this thesis. 
4.1 The First Simulation Study with the Normal 
Distribution 
4.1.1 Model Specification 
In our first simulation study, the observed data are drawn from a nonlinear factor anal-
ysis model defined in (1.1) with eight manifest variables which are related with two ba-
sic latent factors ( � � 乂 ⑵ ) ’ and the nonlinear function =(《⑴，⑵乂⑴‘⑴，“^⑴‘⑵). 
20 
21 
The structure of loading matrix A is given by: 
1.0 0 0 0 
0 1.0 0 0 
Asi 0 0 0 
, A41 0 0 0 A = 
0 A52 0 0 
0 A62 0 1.0 
入 71 0 1.0 入74 
^81 入82 入83 入84 
where the Is and Os are treated as fixed known parameters for model identification, 
while the Xij are unknown parameters which need to be estimated. 
The true population values of the unknown parameters are given by: Xij = 1.0 
for all i and j , as specified in A. The intercepts ni = • • • = (I4 = 0 and //s = … = 
/is == 1.0. The covariance matrix of (€(i)，€(2))，少，and the covariance matrix of the 
residuals {Si,i = 1，•..，8}’ ^^ are given by: 
I - 1.0 -0.5 _ 
少= 
_ -0 .5 1.0 _ 
and 
^ = diag{0.36, • • • ,0.36} 
All the elements of /i, the lower diagonal elements of $ and the diagonal elements of 
屯 are treated as unknown parameters. Hence, there are total 29 unknown parameters 
in this model. We simulate ^ from N(0, and S from 屯)，then the data set y 
is obtained by the equation y — ^ + AF(^) + 5, where fi and A are taken as their true 
value. We select three sample size: n = 100，n = 300 and n = 500. 
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4.1.2 The Selection of System Parameters 
We also need to specify several system parameters to perform the proposed MCECM 
algorithm after specifying the model. 
The Metropolis-Hastings algorithm is used to produce the random samples of ^ 
from 6) in the E-step. We take cr^  = 2.3 in the proposal distribution to give an 
approximate acceptance rate of 0.25. 
We use two different methods to monitoring the convergence of the MCECM 
algorithm. In batch mean method, we take J = 40 to calculate the batch mean for 
J iterations after the Jth iteration. 6i = 0.002 to avoid too small denominator in 
(3.14), and 70 = 5 for comparing the five contiguous iterations by the stopping rule. 
In the E-step, we take M=300 to simulate 300 observations by the M-H algorithm. 
For each sample size, we run 100 replications to study the accuracy of the maxi-
mum likelihood estimates and the standard error estimates. 
4.1.3 Monitoring the Convergence 
The bridge sampling and the average batch mean methods were used to monitor 
convergence of the MCECM algorithm. In the bridge sampling method, the log like-
lihood ratio at the (r + l)-th iteration of the MCECM algorithm is approximated via 
the equation (3.12)，where {2”’("^)，m = 1,...，M} are obtained from the observations 
{ � " ^ ) , m = 1 , . . . , M;2 = 1,. . . ,n} simulated in the E-step of the r-th iteration. We 
can claim the convergence if the log likelihood ratios converge to zero, say less than 
a small positive value e* = 0.01. We observed from the first few replications that 
the MCECM algorithm converged after about 40 iterations. To be conservative, the 
algorithm was stopped after 150 iterations and was regarded as the ML estimate 
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of Q. The figure of log likelihood ratio against iterations is reported in Figure 4.1 (for 
n=500). 
We also use the average batch mean method to detect the convergence of the 
MCECM algorithm. Prom Figure 4.2, we observed the average batch means are 
stabilized for all parameter estimates after about 80 iterations. So we can also use 
the conservative stopping point: 150 iterations, as it is in the bridge sampling method. 
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Figure 4.1: Log-likelihood ratio versus EM iterations 
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Figure 4.2: Average batch means versus EM iterations 
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4.1.4 Simulation Results for the ML Estimates 
For each sample size, 100 replications were taken place. For each unknown parameter, 
the mean of 100 replications was calculated as our maximum likelihood estimate. The 
difference between the estimate and the true value is defined as the bias. The bias of 
29 ML estimates of the unknown structural parameters are reported in Table 4.1. 
The RMS (root mean squares) between the structural estimates and the corre-
sponding true values based on 100 replications were also computed via the following 
equation: 
100 1/2 
风 ^ =[丽;处)-‘)2] (4.1) 
where 6)^ is the estimate in the jth replication for the kih. unknown parameter, 
and Oi^Q is the true value of the A:th unknown parameter. The RMS of all the 29 
unknown parameters were reported in the Table 4.2. 
The standard deviation SD{6k) among the 100 replications for each unknown 
parameter were calculated through the following equation: 
1 100 
-ek = 丄 E 处） （4.2) 
J=1 
100 1/2 
SD{e,) = j y i p - (4-3) 
j=i 
Table 4.3 listed the standard deviations of the 29 unknown parameters based on 
three different sample size based on 100 replications. 
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Table 4.1: The bias of the ML estimates and the corresponding true values in 2 
normal factors model 
Bias of the estimates 
Para=true value n=100 n=300 n=500 
Hi = 0.0 0.0138 -0.0039 0.0122 
= 0.0 -0.0160 0.0034 -0.0005 
/X3 = 0.0 -0.0062 -0.0101 0.0070 
/M 二 0.0 0.0072 -0.0004 0.0099 
/Is = 1.0 -0.0145 0.0059 -0.0044 
/i6 = 1.0 -0.0184 -0.0025 -0.0088 
M7 = 1.0 0.0195 -0.0008 0.0035 
fi8 = 1.0 -0.0091 -0.0026 -0.0006 
Asi = 1.0 -0.0004 0.0022 -0.0051 
A41 = 1.0 0.0030 0.0046 -0.0008 
A52 = 1.0 -0.0236 0.0027 -0.0003 
A62 = 1.0 0.0146 -0.0070 0.0077 
A71 = 1.0 -0.0401 0.0049 0.0040 
A74 = 1.0 0.0076 0.0085 0.0024 
Agi = 1.0 -0.0242 -0.0155 0.0114 
A82 = 1.0 -0.0135 0.0018 0.0092 
Ass = 1.0 0.0215 0.0054 0.0060 
A84 = 1.0 0.0277 0.0097 0.0086 
ipn = 0.36 0.0021 0.0060 0.0047 
欢 22 = 0.36 -0.0013 -0.0031 0.0000 
ip33 = 0.36 0.0042 0.0052 0.0084 
ip44 = 0.36 0.0086 -0.0011 -0.0009 
>055 = 0.36 0.0042 -0.0025 -0.0014 
Tpee = 0.36 -0.0039 -0.0059 0.0078 
|/；77 = 0.36 -0.0067 -0.0050 -0.0021 
ip88 = 0.36 -0.0239 -0.0083 -0.0014 
011 = 1.0 -0.0136 -0.0146 -0.0146 
(j)2i = -0 .5 0.0099 0.0046 0.0117 
•22 = 1.0 0.0009 0.0091 0.0012 
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Table 4.2: The RMS of the ML estimates in 2 normal factors model 
Para.=true value n=100 n=3QQ n=500 
"1 = 0.0 0.0961 0.0562 0.0422 
//2 = 0.0 0.0805 0.0569 0.0410 
/is = 0.0 0.0946 0.0528 0.0441 
/M = 0.0 0.0925 0.0535 0.0444 
fi5 = 1.0 0.0787 0.0542 0.0355 
fie = 1.0 0.1020 0.0599 0.0493 
Mr = 1.0 0.1078 0.0597 0.0512 
= 1.0 0.1244 0.0640 0.0565 
Asi = 1.0 0.0857 0.0444 0.0304 
A41 = 1.0 0.0818 0.0435 0.0363 
A52 = 1.0 0.0868 0.0493 0.0383 
A62 = 1.0 0.1388 0.0775 0.0516 
A71 = 1.0 0.1503 0.0830 0.0655 
A74 = 1.0 0.1314 0.0675 0.0493 
Asi = 1.0 0.1758 0.0954 0.0787 
入82 = 1.0 0.1168 0.0634 0.0551 
Asa = 1.0 0.1013 0.0445 0.0411 
A84 = 1.0 0.1512 0.0798 0.0622 
ipu = 0.36 0.0751 0.0398 0.0327 
ip22 = 0.36 0.0682 0.0404 0.0310 
功33 = 0.36 0.0830 0.0393 0.0311 
= 0.36 0.0691 0.0404 0.0318 
1^ 55 = 0.36 0.0655 0.0361 0.0297 
^66 = 0.36 0.1484 0.0538 0.0581 
Ip77 = 0.36 0.0731 0.0459 0.0331 
功88 = 0.36 0.0802 0.0491 0.0324 
(t>n = 1.0 0.1659 0.0987 0.0681 
021 = -0 .5 0.1131 0.0702 0.0515 
022 = 1.0 0.1731 0.1131 0.0775 
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Table 4.3: The Standard Deviation of the ML estimates in 2 normal factors model 
Para.=true value n=100 n=300 n=500 
"1 = 0.0 0.0951 0.0561 0.0404 
112 = 0.0 0.0789 0.0568 0.0410 
= 0.0 0.0944 0.0518 0.0436 
/M = 0.0 0.0923 0.0523 0.0433 
= 1.0 0.0773 0.0539 0.0352 
/Lie = 1.0 0.1003 0.0598 0.0485 
jLi7 = 1.0 0.1061 0.0597 0.0511 
/Lis = 1.0 0.1241 0.0639 0.0565 
A31 = 1.0 0.0875 0.0443 0.0300 
A41 = 1.0 0.0818 0.0432 0.0363 
A52 = 1.0 0.0835 0.0492 0.0383 
A62 = 1.0 0.1380 0.0771 0.0510 
A71 = 1.0 0.1448 0.0828 0.0654 
A74 = 1.0 0.1312 0.0670 0.0493 
Asi = 1.0 0.1741 0.0942 0.0778 
A82 = 1.0 0.1160 0.0634 0.0543 
A83 = 1.0 0.0990 0.0442 0.0407 
A84 = 1.0 0.1486 0.0792 0.0616 
= 0.36 0.0751 0.0393 0.0323 
功 22 = 0.36 0.0682 0.0403 0.0310 
2p33 = 0.36 0.0829 0.0389 0.0300 
ip44 = 0.36 0.0685 0.0404 0.0318 
= 0.36 0.0654 0.0360 0.0297 
功 66 = 0.36 0.1484 0.0534 0.0576 
如7 = 0.36 0.0728 0.0456 0.0331 
^88 = 0.36 0.0765 0.0484 0.0324 
011 = 1.0 0.1653 0.0976 0.0655 
021 = -0 .5 0.1127 0.0700 0.0502 
022 = 1.0 0.1731 0.1131 0.0775 
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From these tables, we found that the "Bias" , "RMS" and standard deviations 
are all small values. This showed that the ML estimates obtained from the proposed 
MCECM algorithm are quite close to the true values; As expected, The accuracy tend 
to increase with increasing sample size. The results obtained with n=300 are generally 
better than those with n=100 and generally worse than those with n=500; When the 
estimates are inaccurate comparatively, it can be greatly improved by increasing the 
sample size, otherwise, the improvement is not significant when the estimates have 
already very close to the true values. After carefully inspect on different measures, 
we have the following observation: 
1. Analysis of the "Bias": 
about IM: the estimates of /i2, yUs,/ie, A^ t are inaccurate comparatively when 
71=100 (the Bias are greater than 0.01). When n=300，they are improved greatly 
(below 0.005); when n is increased to 500, the further improvement is insignifi-
cant. 
about \ij� Most estimates of \ij are inaccurate when n is 100, especially the 
estimates of Asa and 入84，which are related to the quadratic t e r m � � � � and 
the interaction term�(i)€(2). When the sample size is increased, the estimates 
A A 
are improved greatly, e.g., A84 = 0.0277 when n=100, and when n二500,入84 = 
0.0086. 
ipii and (f)ij are satisfactory with different sample size. 
2. Analysis of the "RMS": 
the RMS of /is is the worst among all fiiS. It becomes acceptable with increased 
sample size. 
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among the RMS of A -^, when n is 100, the inaccurate estimates are associ-
ated with A74, Asa and A84 that are related to the nonlinear terms. They are 
acceptable with larger sample size. 
八 A 
when 71=100, the RMS of ipse is the worst one among the xl^ a. It is acceptable 
when n=300. 
A A A A The RMS of ^ij are generally worse than that of A -^, jii and j^ja. Within 4>ij, 
A 八 
the RMS of (f)ii are worse than the RMS of (t)ij,i + j. That means the RMS of 
the covariance estimates are better than that of the variance estimates. 
3. Analysis of the "standard deviation": 
The observation in standard deviations are very similar with those in RMS 
table. The reason can be interpreted as follows: From definitions of RMS 
and the standard deviation, the difference is the subtrahend, which is the true 
value in RMS and the mean of the estimates in standard deviation. When the 
estimates are very close to the true values, the difference is insignificant. 
The estimates of factor scores were obtained simultaneously during the MCECM 
algorithm. The true distribution of the basic factors is following a multi-variate nor-
mal distribution with zero mean and covariance matrix We can investigate the 
distribution of the estimated factor scores according to the following histogram plots 
and QQ plots (the figures are based on the sample size n=500). We can arrive a 
roughly conclusion from the figures that the estimated factor scores are very like 
observations from the distribution 7V(0, �� a n d � � seem to have negative co-
variance (dot plots in Figure 4.3); the histogram plots o f � � a n d � � are bell shaped 
and the QQ plot o f � � a n d � � are roughly on a line with slope 1. 
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Figure 4.3: Histogram and covariance plot of the basic factors in 2 normal factors 
model 
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Figure 4.4: QQ plot of the basic factor ( � in 2 normal factors model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.5: QQ plot of the basic f a c t o r � � in 2 normal factors model 
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4.2 The Second Simulation Study with the Normal 
Distribution 
4.2.1 Model Specification 
We have one more model with different settings. In this simulation study, the ob-
served data are drawn from a nonlinear factor analysis model defined in (1.1) with 
six manifest variables which are related with three basic latent factors (€(i)’�^(2)’€(3))’ 
and the nonlinear function = (€(”，� �乂⑶乂� ‘ � ) . T h e structure of loading 
matrix A is given by: 
- 1 . 0 0 0 Ai4 ‘ 
Asi 0 0 A24 
, 0 1.0 0 0 A = 
0 A42 0 0 
0 0 1.0 0 
0 0 Aes 1.0 _ 
The true population values of the unknown parameters are given by: Xij = 0.8 
for all i and j, as specified in A. The intercepts /i! = . . . = /X3 = 0 and "4 = … = 
fiQ 二 1.0. The covariance matrix of (€(i)’€(2)，�(3))，and the covariance matrix of 
the residuals {(^ i, i = 1 , . . . , 6},屯，are given by: 
1.0 0.5 0.3 ‘ 
^ = 0.5 1.0 -0 .5 
0.3 一0.5 1.0 
and 
屯=diag{0.36，... ,0.36} 
All the elements of the lower diagonal elements of $ and the diagonal elements of 
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少 are treated as unknown parameters. Hence, there are total 23 unknown parameters 
in this model. We also select three sample size: n = 100, n = 300 and n = 500. 
The system parameters: J, (^ i, M and 70，is the same with the first simulation 
study except is 1.8 here in the proposal distribution to give an approximate ac-
ceptance rate of 0.25. 
4.2.2 Monitoring the Convergence 
For sample size n=500, the plots of bridge sampling and the average batch mean 
methods used to monitor convergence of the MCECM algorithm were reported in 
Figure 4.6 and Figure 4.7. We can see that, after about 20 iterations, the log likelihood 
ratio is below 0.01, and after about 100 iterations, the average batch means are 
stabilized. So we can also use a conservative stopping point: 150 iterations to stop 
the MCECM algorithm, with the maximum likelihood estimates 
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Figure 4.6: Log-likelihood ratio versus EM iterations 
37 
1.41 I I—^ I I I I I 
1 . 2 - -
二 - - ： "；; ： “ 
§ 0.8- 、 — — 一 -
� —- = 
.0.6 -
I 0 .4 - . — — — - -
1 ^ ^ Z _ 
< 0 - •“ - • — — ， -
-0.2 - -
-0 .4 -
- 0 . 6 ‘ ‘ ‘ ‘ ‘ ‘ ‘ 
0 20 40 60 80 100 120 140 160 
Iteration 
Figure 4.7: Average batch means versus EM iterations 
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4.2.3 Simulation Results for the ML Estimates 
For each sample size n, we also take 100 replications of the MCECM algorithm. 
For each unknown parameter, the mean of 100 replications was calculated as our 
maximum likelihood estimate. The bias of 23 ML estimates of the unknown structural 
parameters were reported in Table 4.4. The RMS and the standard deviations of the 
100 replications for 23 unknown parameters were listed in Table 4.5 and Table 4.6 
respectively. 
From these tables, we found that the ML estimates are all satisfactory in term of 
the Bias, RMS and the standard deviations. Some predictable phenomena are found. 
The results obtained with n=300 are generally better than those with n=100, and 
are generally worse than those with n=500. The accuracy is increased with sample 
size. Specifically, we observed the following phenomena to difference performance 
measures: 
1. Analysis of the "Bias": 
Generally, the results in Bias table have the common phenomena that they 
are not very accurate when sample size is small (n=100), and greatly improve-
ments are observed when sample size is increased to 300; but slight further 
improvements are observed when sample size is increased to 500. One impor-
tant phenomena which need to be pointed out is: when n=100, the inaccurate 
results are usually associated with parameters that are related to the nonlinear 
terms, such as A14 and Aes； but they can be improved greatly by using larger 
sample size. 
2. Analysis of the "RMS": 
Similarly, the RMS of the estimates of A14, A24 and Aea (related to nonlinear 
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terms) are larger comparatively among all especially when n is small. 
RMS of � i j are the worst comparatively in all RMS, especially when sample size 
is small. The estimates of the covariance of latent factors are more accurate 
than the estimates of the variance. Comparing Table 4.5 with Table 4.2 obtained 
A 
from the 2 factors model, we observe that the RMS of (j)ij in 3 factors model 
are worse than those in 2 factors model. 
3. Analysis of the standard deviation: 
The phenomena in the standard deviation table is very similar with that in 
RMS table. 
The true distribution of the basic factors is following N(0,$). We can investigate 
the distribution of the estimated factors scores by the following histogram plots and 
QQ plots. Prom the figures (for n=500), the estimated factor scores are very like 
observations from the population normal distribution with covariance matrix the 
covariance b e t w e e n � � a n d � � ( d o t plots in Figure 4.8) is positive, the covariance 
b e t w e e n � � a n d � � is also positive and the covariance b e t w e e n � � a n d � � is 
negative; the histogram plots o f《⑴，� � a n d � � are bell shaped and the QQ plot 
are all roughly on a line with slope 1. 
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Table 4.4: The bias of the ML estimates and the corresponding true values in 3 
normal factors model 
Bias of the estimates 
Para=true value n=10Q n=3Q0 n=500 
Hi = 0.0 - 0 . 0 0 7 5 O M O 0 . 0 0 0 1 
= 0.0 -0.0036 -0.0036 -0.0003 
/is = 0.0 0.0098 -0.0020 -0.0046 
fM = 1.0 0.0166 -0.0028 -0.0021 
fi5 = 1.0 -0.0118 -0.0050 0.0087 
fi6 = 1.0 -0.0105 0.0005 0.0014 
Ai4 = 0.8 -0.0134 -0.0014 -0.0005 
A21 = 0.8 0.0135 -0.0025 0.0021 
A24 = 0.8 -0.0054 -0.0005 0.0091 
A42 = 0.8 -0.0011 -0.0023 -0.0036 
A63 = 0.8 0.0459 0.0080 0.0150 
^u = 0.36 -0.0213 -0.0072 -0.0036 
^22 = 0.36 -0.0306 -0.0034 -0.0045 
ip33 = 0.36 -0.0131 0.0149 0.0158 
= 0.36 -0.0021 0.0053 0.0088 
功 55 = 0.36 0.0045 0.0309 0.0397 
妙66 = 0.36 -0.0174 -0.0026 -0.0022 
011 = 1.0 0.0189 0.0186 0.0232 
021 = 0.5 -0.0300 -0.0054 0.0025 
022 = 1.0 -0.0041 -0.0062 0.0036 
(hi = 0.3 0.0171 0.0106 -0.0048 
032 = -0 .5 0.0068 0.0083 0.0008 
033 = 1.0 -0.0143 -0.0188 -0.0320 
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Table 4.5: The RMS of the ML estimates in 3 normal factors model 
Para.=true value n=100 n=3Q0 
"1 = 0.0 0.1363 0.0743 0.0639 
//2 = 0.0 0.1133 0.0670 0.0566 
= 0.0 0.1246 0.0670 0.0517 
fM = 1.0 0.1110 0.0564 0.0461 
/X5 = 1.0 0.0927 0.0582 0.0471 
//6 = 1.0 0.0959 0.0605 0.0428 
Ai4 = 0.8 0.1144 0.0612 0.0493 
A21 = 0.8 0.1375 0.0674 0.0562 
A24 = 0.8 0.0999 0.0599 0.0525 
A42 = 0.8 0.0814 0.0537 0.0413 
Aes = 0.8 0.1888 0.0908 0.0925 
ihi = 0.36 0.1351 0.0754 0.0547 
^22 = 0.36 0.1015 0.0518 0.0462 
V'ss = 0.36 0.0944 0.0756 0.0526 
i^u = 0.36 0.0769 0.0506 0.0371 
= 0.36 0.1310 0.1195 0.1030 
功66 = 0.36 0.0862 0.0498 0.0413 
011 = 1.0 0.2713 0.1458 0.1071 
021 = 0.5 0.1753 0.0961 0.0745 
022 = 1.0 0.1981 0.1083 0.0874 
031 = 0.3 0.1760 0.0884 0.0718 
032 = -0 .5 0.1129 0.0874 0.0541 
(/>33 = 1.0 0.2021 0.0997 0.1006 
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Table 4.6: The Standard Deviation of the ML estimates in 3 normal factors model 
Para.=true value n=100 n=300 n=500 
"1 = 0.0 0.1361 0.0743 0.0639 
//2 = 0.0 0.1133 0.0669 0.0566 
//3 = 0.0 0.1242 0.0669 0.0515 
fM = 1.0 0.1104 0.0563 0.0461 
= 1.0 0.0919 0.0580 0.0462 
fie = 1.0 0.0953 0.0605 0.0428 
Ai4 = 0.8 0.1136 0.0611 0.0493 
A21 = 0.8 0.1369 0.0674 0.0561 
A24 = 0.8 0.0997 0.0599 0.0517 
A42 = 0.8 0.0814 0.0536 0.0412 
Aes = 0.8 0.1831 0.0904 0.0913 
ipn = 0.36 0.1334 0.0750 0.0546 
fe = 0.36 0.0968 0.0517 0.0460 
ip33 = 0.36 0.0934 0.0741 0.0502 
^44 = 0.36 0.0769 0.0503 0.0361 
^55 = 0.36 0.1309 0.1154 0.0951 
ipee = 0.36 0.0844 0.0497 0.0412 
011 = 1.0 0.2706 0.1446 0.1046 
021 = 0.5 0.1727 0.0959 0.0745 
022 = 1.0 0.1981 0.1082 0.0873 
031 = 0.3 0.1752 0.0878 0.0716 
•32 = -0 .5 0.1127 0.0870 0.0541 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.9: QQ plot of the basic f a c t o r � � 切 r s m o d d 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.10: QQ plot of the basic f a c t o r � � in 3 normal factors model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.11: QQ plot of the basic factor in 3 normal factors model 
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4.3 The Third Simulation Study on Robustness 
4.3.1 Model Specification 
As we have specified in Chapter 1，one of important objectives in this thesis is to 
evaluate the robustness of ML estimation with the proposed MCECM algorithm in 
relation to violation of the normality assumption i n W e use the following two 
simulation studies to examine the robustness with the help of chi-square distribution. 
The MCECM algorithm was derived from the assumption that the latent factors are 
distributed as normal. If we simulate ^ from chi-square distribution with some degree 
of freedom, the distributional assumptions of the ML estimation are violated. 
The model specification of this simulation study is the same with the first sim-
ulation. The observed data y are defined in (1.1) with eight manifest variables, 
^ = K⑴乂⑵r，and the nonlinear function =(《…’•^⑵乂⑴‘⑴乂⑴‘⑵）.The 
structure of loading matrix A is given by: 
1.0 0 0 0 
0 1.0 0 0 
A31 0 0 0 
, A41 0 0 0 
A = 
0 A52 0 0 
0 A62 0 1.0 
A71 0 1.0 A74 
入81 入82 入83 入84 
^ is distributed as iV(0，<l>) and 5 is distributed as iV(0,屯).The true values of the 
unknown parameters are given by: = 1.0 for all i and j, as specified in A. The 
intercepts /ii = … = / / 4 二 0 and /is = • • • = /ig = 1.0. The covariance matrix of the 
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residuals {(5i,z = 1 , . . . , 8}, are given by: 
^ = diag{0.36,…，0.36} 
In present investigation, we first independently s i m u l a t e � � a n d � � from chi-
square distribution with six degree of freedom, then some standardization transfor-
mation was made on the simulated data such that the variance of ^ is approximately 
1.0. So 少 is approximately a 2x2 identity matrix L We use the new ^ to construct 
the observed data set y according to equation (1.1). 
4.3.2 Monitoring the Convergence 
The plots of bridge sampling and the average batch mean methods used to moni-
tor convergence of the MCECM algorithm were reported in Figure 4.12 and Figure 
4.13 (for 11=500). From the figures, we can take a conservative stopping point: 150 
iterations to stop the MCECM algorithm, with the maximum likelihood estimates 
伊 150) 
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Figure 4.12: Log-likelihood ratio versus EM iterations 
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Figure 4.13: Average batch means versus EM iterations 
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4.3.3 Simulation Results for the ML Estimates 
For each sample size n, we take 100 replications, and the mean of 100 replications was 
calculated as our maximum likelihood estimate. The bias of 29 ML estimates were 
reported in Table 4.7. The RMS and the standard deviations of the 100 replications 
were listed in Table 4.8 and Table 4.9 respectively. 
The true values of 少 are approximately regarded as an identity matrix in the 
computing of the bias. 
From the simulation results and the results comparing with those in normal dis-
tributed ^ (the first simulation study), we observed the following phenomena: 
1. The results are also satisfactory even though the normal assumption of latent 
factors is violated. The estimates are not far away from the corresponding true 
values; the RMS and standard deviations are acceptable. This means, the ML 
estimation with MCECM algorithm is robust for NFA model in relation to the 
normality assumption. 
2. The accuracy based on the Bias, RMS and standard deviations of ML estimates 
tend to increase with increasing sample size. 
3. When the normality assumption of ^ is violated by chi-square distribution, the 
parameter estimates are generally worse than those in normal distributed 
Specifically, 
(a) The Bias: when n=100, the estimates of fi-j and /^ s are worse obviously 
than those in Table 4.1. When n is increased to 300 and 500，the difference 
with Table 4.1 is still obvious; A71 and •j/^ n are worse than those in Table 
4.1 when n=100, and the improvements are not significant when n is large. 
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(b) The RMS: the difference of Table 4.8 with Table 4.2 in im is not obvious. 
A A 
the RMS of A71 and A74 are worse than those in Table 4.2 obviously. Sim-
ilarly, ipQG is the worst one among all ipu. It becomes acceptable when n 
A 
is increased. The RMS of (j)ij are not so good compared with the RMS of 
other parameters, and they are also generally worse than those in Table 
4.2 which is obtained from normal distributed factors with the same model 
A 八 
specification. Similarly, (f)ij, i j , are more accurate than (j)ii. 
** I't 
(c) The standard deviation: very similar phenomena with those in RMS is 
found in standard deviation table. 
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Table 4.7: The bias of the ML estimates and the corresponding true values in 2 
chi-sqiiare factors model 
Bias of the estimates 
Para=true value n=100 n=300 n=500 
"1 = 0.0 ~ ~ O ^ 0 . 0 3 7 7 
= 0.0 0.0215 0.0162 0.0085 
= 0.0 0.0121 0.0331 0.0302 
二 0.0 0.0208 0.0301 0.0276 
A^ s = 1.0 0.0174 0.0079 0.0120 
抑 = 1 . 0 -0.0017 0.0149 0.0017 
= 1.0 0.0285 0.0183 0.0239 
/i8 = 1.0 0.0352 0.0235 0.0166 
A31 = 1.0 0.0036 -0.0097 -0.0052 
A41 = 1.0 0.0024 -0.0148 -0.0085 
A52 = 1.0 0.0170 0.0075 0.0084 
A62 = 1.0 0.0363 0.0354 0.0289 
A71 = 1.0 0.1656 0.1590 0.1608 
A74 = 1.0 -0.0030 -0.0196 -0.0249 
Agi = 1.0 0.1218 0.1162 0.1088 
A82 = 1.0 -0.0012 -0.0012 -0.0009 
A83 = 1.0 0.0048 0.0124 0.0112 
A84 = 1.0 -0.0095 -0.0146 -0.0236 
Xpu = 0.36 0.0190 0.0276 0.0305 
fe = 0.36 0.0042 0.0097 0.0087 
ip33 = 0.36 -0.0002 0.0111 0.0063 
峻 44 = 0.36 0.0080 0.0165 0.0134 
= 0.36 -0.0092 -0.0053 0.0002 
= 0.36 0.0024 -0.0050 -0.0013 
/^；77 = 0.36 -0.0143 -0.0107 -0.0046 
ip88 = 0.36 -0.0183 0.0034 -0.0024 
011 = 1.0 -0.0298 0.0166 0.0060 
021 = 0.0 0.0082 0.0022 0.0080 
(f)22 = 1.0 -0.0135 -0.0134 -0.0077 
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Table 4.8: The RMS of the ML estimates in 2 chi-square factors model 
Para.=true value n=100 n=300 n = 5 W 
Hi = 0.0 0.1063 0.0624 0.0555 
/i2 = 0.0 0.0972 0.0516 0.0430 
= 0.0 0.0965 0.0619 0.0524 
fM = 0.0 0.1012 0.0633 0.0535 
/is = 1.0 0.0843 0.0439 0.0377 
fi6 = 1.0 0.0725 0.0532 0.0366 
fi7 = 1.0 0.1156 0.0585 0.0549 
fi8 = 1.0 0.1383 0.0742 0.0608 
Aai = 1.0 0.0887 0.0441 0.0333 
A41 = 1.0 0.0806 0.0444 0.0333 
A52 = 1.0 0.0915 0.0529 0.0422 
A62 = 1.0 0.1582 0.0715 0.0637 
A71 = 1.0 0.3192 0.1998 0.1820 
A74 = 1.0 0.2200 0.1013 0.0738 
Asi = 1.0 0.2282 0.1575 0.1353 
A82 = 1.0 0.1440 0.0543 0.0443 
A83 = 1.0 0.0700 0.0400 0.0303 
A84 = 1.0 0.1912 0.0782 0.0616 
ipu = 0.36 0.0968 0.0745 0.0507 
1P22 = 0.36 0.0977 0.0525 0.0417 
^33 = 0.36 0.0709 0.0407 0.0302 
<044 = 0.36 0.0665 0.0511 0.0361 
‘ 5 = 0.36 0.0684 0.0376 0.0280 
iPee = 0.36 0.1153 0.0639 0.0435 
Tpri = 0.36 0.0898 0.0437 0.0315 
i ) � = 0 . 3 6 0.0839 0.0455 0.0349 
011 = 1.0 0.2160 0.1327 0.0842 
(f>2i = 0.0 0.1299 0.0690 0.0515 
(j)22 = 1.0 0.2256 0.1429 0.1160 
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Table 4.9: The Standard Deviation of the ML estimates in 2 chi-square factors model 
Para.=true value n=100 n=300 n=5Q0 
/ii = 0.0 0.1041 0.0546 0.0408 
H2 = 0.0 0.0948 0.0490 0.0421 
fi3 = 0.0 0.0958 0.0524 0.0415 
Ii4 = 0.0 0.0990 0.0557 0.0458 
Ids = 1.0 0.0825 0.0431 0.0357 
fie = 1.0 0.0725 0.0511 0.0366 
= 1.0 0.1121 0.0556 0.0494 
= 1.0 0.1338 0.0703 0.0585 
A31 = 1.0 0.0886 0.0430 0.0329 
A41 = 1.0 0.0806 0.0418 0.0322 
A52 = 1.0 0.0899 0.0523 0.0413 
A62 = 1.0 0.1540 0.0621 0.0568 
A71 = 1.0 0.2729 0.1209 0.0853 
A74 = 1.0 0.2200 0.0994 0.0695 
Asi = 1.0 0.1930 0.1063 0.0804 
A82 = 1.0 0.1440 0.0542 0.0443 
Ass = 1.0 0.0698 0.0381 0.0281 
A84 = 1.0 0.1910 0.0768 0.0569 
= 0.36 0.0949 0.0692 0.0405 
^22 = 0.36 0.0976 0.0516 0.0407 
fe = 0.36 0.0709 0.0391 0.0295 
4^4 = 0.36 0.0660 0.0483 0.0335 
= 0.36 0.0678 0.0372 0.0280 
7^ 66 = 0.36 0.1153 0.0637 0.0434 
ip77 = 0.36 0.0887 0.0423 0.0312 
^88 = 0.36 0.0818 0.0454 0.0348 
011 = 1.0 0.2140 0.1317 0.0840 
021 = 0.0 0.1296 0.0690 0.0509 
022 = 1.0 0.2252 0.1423 0.1158 
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In present investigation, ^ is simulated from chi-square distribution. Prom the 
following histogram plots and QQ plots (for n=500), we found the estimated factor 
scores are not coincident with the normal distribution: the histogram plots is skew 
to right and the QQ plots are not anymore a line with slope 1 (turn up obviously at 
both ends). These phenomena is very nature because the normality assumption on ^ 
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Figure 4.14: Histogram and covariance plot of the basic factors in 2 chi-square factors 
model 
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QQ Plot of Sample Data versus Standard Normal .丨 
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Figure 4.15: QQ plot of the basic f a c t o r � � in 2 chi-square factors model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.16: QQ plot of the basic factor … i n 2 chi-square factors model 
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4.4 The Fourth Simulation Study on Robustness 
4.4.1 Model Specification 
We present one more simulation study to examine the robustness in relation to the 
normality assumption on latent factors. The model specification of this simulation 
study is the same with the second simulation. The observed data are drawn from 
a nonlinear factor analysis model defined in (1.1) with six manifest variables. ^ = 
K⑴乂⑵乂⑶）’ and F ( 0 = (01)乂⑵，�,<^(2)03)). ^ is distributed as iV(0，$) and 6 
is distributed as iV(0，屯）.The structure of loading matrix A is given by: 
“1.0 0 0 Ai4 
A21 0 0 入 24 
, 0 1.0 0 0 
A = 
0 A42 0 0 
0 0 1.0 0 
0 0 Aes 1.0 _ 
The true values of the unknown parameters are given by: Aij = 0.8 for all i and j. 
The intercepts /Hi = . . . = fis = Q and = • • • = Me = 1-0.屯=diag{0.36,…，0.36}. 
^ is simulated from chi-square distribution with six degree of freedom, and ^ is 
standardized such that its variance is approximately 1.0. Then $ is approximately a 
3x3 identity matrix I. The observed data set y is obtained from equation (1.1) based 
on the transformed factors. 
4.4.2 Monitoring the Convergence 
The plots of bridge sampling and the average batch mean methods used to monitor 
convergence of the MCECM algorithm is reported in Figure 4.17 and Figure 4.18 
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(for n=500). Prom the figure, we can also use the conservative stopping point: 150 
iterations to stop the MCECM algorithm, with the maximum likelihood estimates 
尔 150) 
21 . . —I 
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Figure 4.17: Log-likelihood ratio versus EM iterations 
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Figure 4.18: Average batch means versus EM iterations 
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4.4.3 Simulation Results for the ML Estimates 
For each sample size n, 100 replications were taken place for the whole MCECM al-
gorithm. For each unknown parameter, the mean of 100 replications was calculated 
as our maximum likelihood estimate. The bias of 23 ML estimates of the unknown 
structural parameters were reported in Table 4.10. The RMS and the standard de-
viations of the 100 replications for 23 unknown parameters were listed in Table 4.11 
and Table 4.12 respectively. 
The following phenomena are observed from these tables: 
1. Results obtained from the current simulation study are generally acceptable. 
This demonstrated again the robustness of ML estimates with MCECM in re-
lation to the normality assumption. 
2. The results are generally worse than those obtained from normal distributed 
latent factors in the second simulation study. Specifically, 
(a) The Bias: when n=100, Ah, A24 and Aes (related to nonlinear terms) are 
comparatively inaccurate and worse than those in Table 4.4. When n is 
increased to 300 and 500, the difference with Table 4.4 is not obvious; xjju 
are worse than those in Table 4.4 when n=100, and the improvement is 
not significant when n is large, especially in 1P22 and 1/^ 55. 
(b) The RMS: the difference in fii with Table 4.5 is not significant, the es-
timates of Ai4, A24 and Aea are not very accurate (related with nonlinear 
terms). They are also worse than those in Table 4.5 but are greatly im-
proved with large sample size. The improvement in ipu by increasing n 
are not obvious comparing with those in Table 4.5. The RMS of 务ij are 
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the worst comparing with the RMS of other parameters, and within 力 
A 八 /S 
the covariance parameter's estimates 021, (j)3i and (f)z2 are better than the 
variance parameter's estimates ^n, $22 and ^33. 
(c) The standard deviation: very similar with above phenomena in RMS table. 
3. As expected, the overall accuracy of ML estimates increased with increasing 
sample size. 
As in the previous simulation studies, we plot the following histogram plot and 
QQ plots (for n=500) to investigate the distribution property of latent factors. In 
these figures, the estimated factor scores were not very coincident with the normal 
distribution: The QQ plots raised up at one or both ends, especially in the QQ plot 
o f � � . T h i s can be expected because the normal assumption has been violated by 
chi-square distributed ^ in this simulation study. 
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Table 4.10: The bias of the ML estimates and the corresponding true values in 3 
chi-square factors model 
Bias of the estimates 
Para=true value n=lQO n=3Q0 n=500 
fii = 0.0 0.0017 -0.0136 -0.0168 
H2 = 0.0 -0.0197 -0.0114 -0.0223 
= 0.0 -0.0053 0.0063 -0.0030 
/M = 1.0 0.0040 -0.0021 0.0002 
fi5 = 1.0 0.0024 0.0027 0.0059 
fi6 = 1.0 -0.0322 -0.0191 -0.0139 
Ai4 = 0.8 0.0392 0.0144 0.0086 
A21 = 0.8 0.0584 0.0466 0.0324 
A24 = 0.8 0.0330 0.0060 0.0092 
A 4 2 = 0 . 8 0 . 0 1 8 8 0.0193 0.0109 
Aes = 0.8 0.0386 0.0101 -0.0080 
V^ ii = 0.36 0.0305 0.0518 0.0326 
功 22 = 0.36 -0.0698 -0.0505 -0.0326 
fe = 0.36 0.0177 0.0181 0.0124 
= 0.36 -0.0015 -0.0073 -0.0015 
= 0.36 0.0520 0.0514 0.0536 
ipGG = 0.36 -0.0363 -0.0369 -0.0369 
011 = 1.0 -0.0711 -0.0538 -0.0514 
021 = 0.0 -0.0203 0.0035 -0.0047 
(f)22 = 1.0 -0.0338 -0.0125 -0.0106 
小31 = 0.0 -0.0351 -0.0312 -0.0378 
(1)32 = 0.0 0.0128 0.0120 0.0234 
(^ 33 = 1-0 -0.1018 -0.0738 -0.0582 
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Table 4.11: The RMS of the ML estimates in 3 chi-square factors model 
Para.=true value n=lQO n=300 n=500 
"1 = 0.0 0.1260 0.0737 0.0567 
fi2 = 0.0 0.1098 0.0675 0.0504 
fi3 = 0.0 0.1335 0.0698 0.0481 
fM = 1.0 0.0956 0.0569 0.0431 
/X5 = 1.0 0.1040 0.0604 0.0424 
fie = 1.0 0.0951 0.0534 0.0468 
Ai4 = 0.8 0.1983 0.0930 0.0607 
A21 = 0.8 0.1968 0.1147 0.0730 
A24 = 0.8 0.1771 0.0767 0.0608 
A42 = 0.8 0.1184 0.0657 0.0427 
A63 = 0.8 0.1887 0.0923 0.0706 
ipn = 0.36 0.1857 0.1374 0.0809 
ip22 = 0.36 0.1518 0.0992 0.0686 
ip33 = 0.36 0.1421 0.0738 0.0563 
ip44 = 0.36 0.0946 0.0516 0.0390 
fc = 0.36 0.1650 0.1039 0.0920 
fc = 0.36 0.0915 0.0624 0.0579 
<^ 11 = 1.0 0.2647 0.1747 0.1367 
(hi = 0.0 0.1414 0.0883 0.0641 
022 = 1.0 0.2088 0.1483 0.1129 
(p3i = 0.0 0.1788 0.1033 0.0854 
(f)32 = 0.0 0.1125 0.0613 0.0613 
033 = 1.0 0.2418 0.1536 0.1251 
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Table 4.12: The Standard Deviation of the ML estimates in 3 chi-square factors model 
Para.=true va luen=100n=300~n=500 
IM = 0.0 0.1260 0.0724 0.0542 
/X2 = 0.0 0.1080 0.0666 0.0452 
fi3 = 0.0 0.1334 0.0696 0.0480 
/M = 1.0 0.0955 0.0568 0.0431 
= 1.0 0.1040 0.0604 0.0420 
/is = 1.0 0.0895 0.0498 0.0447 
Ai4 = 0.8 0.1944 0.0918 0.0601 
A21 = 0.8 0.1880 0.1048 0.0654 
A24 = 0.8 0.1740 0.0765 0.0601 
A42 = 0.8 0.1169 0.0628 0.0412 
Aes = 0.8 0.1847 0.0917 0.0701 
?/；11 = 0.36 0.1832 0.1272 0.0740 
= 0.36 0.1348 0.0854 0.0604 
ip33 = 0.36 0.1410 0.0716 0.0549 
ip44 = 0.36 0.0946 0.0511 0.0390 
055 = 0.36 0.1566 0.0904 0.0748 
2p66 = 0.36 0.0839 0.0504 0.0446 
011 = 1.0 0.2550 0.1662 0.1267 
021 = 0.0 0.1399 0.0882 0.0639 
022 = 1.0 0.2060 0.1478 0.1124 
031 = 0.0 0.1753 0.0984 0.0765 
032 = 0.0 0.1118 0.0601 0.0566 
033 = 1.0 0.2194 0.1347 0.1107 
67 
° i 輪 麵 
“ Jm 
5 -
0 . • ； 1 
4 
0 ^^^ 
° 藝 職 . L 
-5 0 5 -5 0 5 -2 0 2 4 
Figure 4.19: Histogram and covariance plot of the basic factors in 3 chi-square factors 
model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.20: QQ plot of the basic factor f i ) in 3 chi-square factors model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.21: QQ plot of the basic f a c t o r � � in 3 chi-square factors model 
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QQ Plot of Sample Data versus Standard Normal 
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Figure 4.22: QQ plot of the basic factor … i n 3 chi-square factors model 
Chapter 5 
Conclusion 
In this thesis, the basic idea in computing the maximum likelihood estimates is to 
treat the factor scores as missing data. Then the efficient EM algorithm can be applied 
by augmenting the observed data with the latent factor scores. The computational 
difficulty in the E-step is solved by the Metroplis-Hastings algorithm and the M-step 
is implemented by conditional maximization method. 
This thesis is kind of an application of the MCECM algorithm in nonlinear factor 
analysis model. We investigated the performance of the maximum likelihood esti-
mates of the unknown parameters through two simulation studies (the first and the 
second simulation studies). It can be concluded from the simulation results that the 
proposed MCECM algorithm performed rather efficient and accurate in parameter 
estimation. And the factor scores were estimated simultaneously in the process of the 
MCECM algorithm. We roughly examined the distribution property of the estimated 
factor scores, found that these estimates were very like the observations from their 
true distribution iV(0，少)• The proposed MCECM algorithm performed pretty good 
in the NFA model. 
An even more important potential advantage of the ML estimation with the pro-
posed MCECM algorithm for NFA model may be its robustness. The ML estimation 
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is robust with respect to the violations of assumptions of multivariate normality on 
latent factors. We examined the robustness through two simulation studies (the third 
and the fourth simulation studies). In these two simulations, the ML estimates were 
satisfactory, although they were slightly worse than those in normally distributed 
latent factors. In checking the estimated factor scores, we found the scores were not 
coincident with normal distribution. This, on the other hand, indicated the accu-
racy of the estimated factor scores by the proposed MCECM algorithm, because the 
normal assumption on latent factors had been violated by chi-square distribution. 
In monitoring the convergence of the algorithm, we used two different methods: 
bridge sampling method and the average batch mean method. Through our simulation 
studies, the average batch mean method is more strict than the bridge sampling 
method, e.g., the bridge sampling method showed a convergence after 40 iterations 
in simulation 1, however, the average batch mean method did not show a convergence 
until 80 iterations. No mater what method we used to monitor the convergence, the 
MCECM algorithm is very efficient throughout our simulation studies. 
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