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ABSTRACT 
Several mutually equivalent conditions are proved for a polynomial of degree n 
and a symmetric n X n matrix which form a basis for so-called compatibility of these 
two objects. One of the conditions yields a new parametric expression for a symmetric 
Loewner matrix. 
1. INTRODUCTION 
In [6], the first author studied relations between n X n Hankel matrices 
and polynomials of degree at most n. He proved the equivalence of several 
properties of a Hankel matrix and a polynomial, which led to the notion of 
compatibility. 
In the present paper, we prove similarly the equivalence of six properties 
relating a symmetric Loewner matrix and a polynomial (Theorem 1) and use 
this to define compatibility of a polynomial with a Loewner symmetric matrix. 
This notion was introduced already in the second author’s paper [12], using 
property 5 of the present Theorem 1. This paper deals with both classical 
Loewner matrices and symmetric Loewner matrices. Some connections with 
other properties were also shown (corresponding to properties 2 and 1 of 
Theorem 1, the last however only for classical Loewner matrices). 
One of our equivalent conditions yields a new parametric expression for a 
symmetric Loewner matrix by means of the so-called Cauchy matrices. This 
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connection appeared (as far as we know) for the first time in our preceding 
paper [S] (concerning with a special case of singular symmetric Loewner 
matrices). The appearance of the Cauchy matrices required some special 
restrictions on the polynomial in Theorem 1. 
As in [12], an algebraic structure of the products of a symmetric Loewner 
matrix with an appropriately defined diagonal matrix is described (Theorem 
3). 
2. DEFINITIONS AND PRELIMINARIES 
A symmetric n X n Loewner matrix [12] is a matrix of the form 
L = (ZJ’, lij = ( 
ci - cj 
Yi - Yj ’ 
i #j, 
lji 7 i= 
_i, 
(1) 
where ci, Zii are arbitrary complex numbers and yi mutually distinct complex 
numbers, i = 0,. . . , n - 1. The numbers yi will be called nodes of the 
Loewner matrix. We shall denote by _Y( y) the set of all Loewner matrices 
with fKed nodes yi. 
To each Loewner matrix L E_Y( y), there corresponds an interpolation 
problem: to find a complex function p of a complex variable such that 
Cp( yi) = ci, cP’( f-/i> = iii, i = O,...,n - 1. (2) 
The interest is in particular in the solution of (2) by a rational function whose 
MacMillan degree (i.e. the maximum of the degrees of the numerator and 
denominator) does not exceed n. 
In the case of a Loewner matrix associated to an interpolation problem for 
an unknown function p we shall sometimes write (1) in the form of the 
difference quotients 
(3) 
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where [ yi, yj& is defined as 
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4 Yi) - cp( Yj) 
if i#j 
Yi - Yj 
and as q’( yi) if i = j. (We shall usually omit the subscript 9.) 
Let us recall that a polynomial f(x) =fa + fix + -1. +f,xn of degree at 
most n is called compatible [6] with a square Hankel matrix 
if 
where 
and 
H = (hi+j);-’ 
kl 
h VI+1 
hi-, 
(4) 
(the superscript T denoting transposition). 
Also, there is [5] an isomorphism between the set of all (in general 
nonsymmetric) Loewner matrices, i.e. matrices of the form 
with fixed nodes yi, zj, and the set of all Hankel matrices (hi+j)t- ‘. Denote 
first, for distinct t,, . . . , tn_l, by W, the matrix (uik)G-’ where a,,, ail,. . . , 
u~,~_~, i = 0 ,..., n - 1, satisfy 
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Then, if H = (hifk) is Hankel and y, z stand for yO,. . ., yn_i and 
zo,..., z,-1, respectively, then 
L = WY HWzT (5) 
is a Loewner matrix ((ci - dj)/( yi - zj)). 
Conversely (W, is nonsingular if the t,‘s are mutually distinct), if L has 
the mentioned form, then 
H = W,-‘L(W;T)-’ 
is Hankel. 
One can show that the relation (5) is also valid if the nodes zi’s co- 
incide with the yi’s. In this case, L in (5) is a symmetric Loewner matrix of 
the 
form (1). 
Given n points to, . . . , t,._ 1 and n other points Yo7*.-1 Yn-1 so that 
ti # yj, i,j = 0 ,..., n - 1, then the Cauchy matrix is the matrix 
(6) 
Throughout the paper, we shall use the following notation. For the nodes 
yo,***> yn-l, 
n-l 
n-l 
uk(x) = tco(x -Yi)F k = 0,. . . , n - 1. 
i#k 
In the sequel, we shall need the following well-known or evident facts, 
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formulated as a lemma (for (iii), see [6]): 
LEMMA. Let t,, . . . , t, _ 1 be distinct, let Vr be the Vandermonde matrix 
Vf = 
1 1 . . . 1 
t0 t, *** t,_, 
n-1 
to 
n-1 
t1 
. . . tn-’ 
n-1 
and let Cf be the companion matrix cowesponding to the polynomial f( x) = 
l-I;:,‘(x - tJ = xn + u1Xn-1 + *a* +u,: 
Cf = 
Then 
(i) one has 
0 1 0 
0 0 1 
0 0 0 
-u, -U,-1 -u,_ 
CfVf = VfDf> (7) 
,.. 0 
. . . 0 
. . . i 
. . . 
2 -u1 
where Df = diag(tk ); 
(ii) one has 
M = W&A-‘, (8) 
where M is the Cauchy matrix (6), WY is defined above, and A = -diag 
(act,)); 
(iii) one has 
HC; = CfH 
if and only if H is a Hankel matrix compatible with f(x). 
(9) 
3. RESULTS 
In this section, we present statements of four theorems the proofs of 
which will be provided in Section 4. 
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First, we present a theorem which shows the interplay among several 
properties connecting a symmetric Loewner matrix and a polynomial and 
enables thus to define compatibility. In the formulation of property 1 we shall 
use difference quotients of higher order (for a brief description, see [4]). The 
matrix L from property 1 is an analogy to the matrix H from (4) and is a 
special case of more general Loewner matrices introduced in [ll]. Note that 
the Cauchy matrix (needed in properties 4 and 6) appears in the book by 
G. Heinig and K. Rost [9]. It is also closely related to the special matrices 
studied by F. Calogero and his collaborators (see e.g. [3]). 
THEOREM 1. Let L = ([ y,, y,l) b e an n X n symmetric Loewner matrix 
corresponding to an interpolation function p. Let f(x) be a polynomial of 
degree n with simple roots, f( yi) # 0, i = 0, . . . , n - 1. Then the following 
are equivalent: 
1. g-f= (cq), aI, . . . , cx,JT is the vector of coefficients in the (unique) 
expression 
and 
then 
n-l 
fCx) = tx -yn-1) C aiai(xY) + anan-l(x)J 
i=O 
[Yo, Yol *** [YOP Yn-11 [ YO> Yn-17 Yn-11 
[Yl, Yol *** [ Y17 Yn-11 [YlT Yn-1, Y"dl 
[ Yn-z, Yol *-*- [Y,A-,I [YnA7 Y2 Y,-11 
2. there exists a polynomial q(x) of degree at most n such that 
q( Yi) = Po( Yi)f( Yi>> 
4’CYi) = cP( Yi)f( Yi) + cP'( Yi)f(Yi)> i = O,...,n - 1 
(10) 
(in other words, the rational function q( x)/f(x) solves the interpolation 
problem for L); 
3. if w(x) is the polynomial of degree at most 2n - 1 which solves the 
interpolation problem for L, then the remainder in division of the polynomial 
w<x)f(x> by a2(x) has degree at most n; 
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4. if&..., t, _ 1 are the roots off ( x> and M is the Cauchy matrix of the 
form (61, then 
L = MDMT 
for some diagonal matrix D; 
5. the Hankel matrix 
H = W;‘L(W;)-’ 
is compatible with f(x); 
6. one has 
LZT = ZL, 
where 
Z = MDfM-] 
for M from (6), and 
Df = diag( ti) . 
1. Having L in the form (l), the difference quotient [ yi, y,, _ i, yn_ 1l 
can be written in the form 
[Yi~Yn-1~Yn-11= t~~~%“I’,~ - 
l”+-l 
(11) 
t ” 1 Yi-Yn-1’ 
2. The assumption that the roots of the polynomial f( x> are simple and 
distinct from the nodes yi could be omitted if only the equivalence of 
properties 1, 2, 3, and 5 was to be proved. 
Theorem 1 enables us to define compatibility of a symmetric Loewner 
n X n matrix and a polynomial of degree at most n (in the case that the roots 
of the polynomial are simple and distinct from the nodes of the Loewner 
matrix) if one, and thus all, of conditions l-6 are satisfied. If f(x) is given, 
we introduce the symbol _Ej( y) for all Loewner matrices compatible with 
f(x) (corresponding to fixed nodes y,). 
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In the sequel, we shall investigate property 4 in more detail. For this 
purpose, we define the numbers 
f( Yk) 
CY -- 
k - “(Yk) ’ 
k = o,...,n - 1, 
and the matrix 
A = diag( ak). (12) 
The following theorem, which is of importance in particular for the real 
case, is essentially known [lo, Vol. 1, p. 361. 
THEOREM 2. The matrix 
B=MTAM (13) 
is a nonsingular diagonal matrix. In the case that the roots of both the 
polynomials f ( x ) and a(x) are real and interlace, all the diagonal entries of B 
as well as of A have the same sign E and the matrix 
R = (~A)~‘~M(EB)-~/~ (14 
is real orthogonal. 
As in [12], we shall now investigate products of matrices of the form LA 
where L E-E~( y). In analogy to the notation in [I2], we shall denote the set 
of such matrices by _Yd/ y). 
THEOREM 3. The set _Ydf( y) is a subalgebra of the algebra of all square 
matrices of order n with respect to the operations of matrix addition and 
multiplication. It has a unit element, which is the identity matrix (it can be 
written in the form MB-I M TA). In addition, each matrix P = MDM TA from 
_Fdf( y) has the property that the matrix P’ defined by 
P’ = MB-2D+MTA, 
where D+ is the Moo_re-Penrose inverse of the diagonal matrix D = &add,), 
i.e. the matrix diag(dk) with 
if d, # 0, 
if dk =o, 
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also belongs to 9df( y ) and is a (1,2) inverse of P. For any nonsingular 
matrix P = MDM TA •5?d~( y) there is an inverse element in 9d,( y> of the 
f 0T-m 
P-l = MB-‘D-‘MA. 
(For the notions of (1,2> inverses and Moore-Penrose inverses see [2].> 
We can also describe the eigenvalues and eigenvectors of the matrices in 
9df( y ): 
THEOREM 4. Let P E_Ydf( y), P = MDM TA. Then the columns of the 
matrix M are the eigenvectors of P. The eigenvalues A, of P are equal to the 
diagonal entries of the matrix DB (hence A, = -d,f’(t,)/a(t,)). 
REMARK. The formula (21) will imply that 
where q(x)/f( > x is a rational solution to the problem (2). Hence 
(cf. [71X 
Let now both polynomials a(x), f(x) b e real with real interlacing roots. 
For E defined in Theorem 2, we can assign to every real matrix L from 
_Ei< y) the symmetric matrix 
(8~)~‘~ L( E~)1/2, (15) 
where the square root is taken as the positive definite square root of the 
(positive definite) matrix EA. 
Evidently, the matrices of the form (15) form again a subalgebra and can 
be written in the form 
LGDA’ 
with G orthogonal defined by (15) and D real diagonal. 
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4. THE PROOFS 
Proof of Theorem 1. We intend to prove 1 * 2, 2 * 3, 2 * 4, 4 * 5, 
4 = 6. 
2 + 1: Observe first that for 
f(‘) = (’ - Yn-1) C aiui(x) +  anan-l(x), 
0 
the numbers cq,, . . . , (Y, _ 2, a, are different from zero. 
Let 
n-l 
9w = (x - Yn-1) F I+,(~> + Pnan-l(X). 
Since 9( Yn- ,>/fC yn _ 1> = c,_ 1, we have 
P, = %Cn-1, 
and similarly 
P* = aici, i = O,..., n - 2. 
To compute p,_ 1, we shall first write the condition 
9w ’ 1 1 f(x) x=y”_I = zn-1J4 
in the form 
9’( YtL-M Y”d> - 9( Yn-df’( YA = l 
f “( Yn- 1) 
n 1,n 1’ 
_ _ 
(16) 
Now, 
f(YA = ~“~n-l(Yn-1) 
= %U’(Yn-11, 
9(Yn-1) = ~“%la’(Yn-A 
f’(yn-1) = a,-,[<x - yn-d~n-lwl’r=y._, + %[an-d41’x-y”_1 
= %- ,a’( Yn-1) + %dAY”-J; 
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similarly, 
4’(yn-1) = Pn-&(Y,-1) + P&L(Y,-1). 
By (16), 
a2u,2;y 
n n 
_l) {I. Pn-14Yn-1) + ~"C"-l~:,-l(Y~-l)lc-u~~'(Y~~l) 
-~,C,-l~‘(Y,-l)[~,~lu’(Y,-l) + %L(YrL-lm 
= LLn-l, 
which implies 
6-1 = %L,,n-l + ~n~lcn-l* 
Thus the rational function r(x) = C$ x)/f< x) can be written in the form 
?-(x) = 
(x - ynPl)C1 aiciui(x) + [‘n-1 + znpl,n-l(X - Yn-l)Ianun-~(r) 
(% - Y,_l)C1;-’ &i”i( x, + a,u,-l( x, 
(17) 
This is, however, equivalent to 
n-l 
C ai 
?-(x) - ci r(x) - cn-1 
0 ’ - Yi + (.yfl (x -Y”_1)2 - i 
Ll,r,-1 1 = O. (18) x - Yn-1 
This idea originates from [l]. 
Since f-(yl) = ci, i = O,..., n - 1, each function [T(X) - ci]/(x - yi) is 
continuous in yi, and its value is lij. Therefore, (10) yields for x = yi, 
j = 0,. . . , n - 2, 
n-1 cj - ci ( cj - c,-1 1 C aip + cYjljj + a!, n-l,n-1 (Yj - Yn-1)2 - Yj - Yn-1 I = 0, (19) i=O Yj - Yi 
i#j 
i.e. 
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1 -+ 2: Let property 1, i.e. (19), hold. Define a rational function 
(17). Then f(x) is its denominator, and 
r( Yi) = ci> i = O,...,n - 2, 
r( YJ = cn-1. 
Also, a simple computation yields 
VAViiiN 
r(x) by 
Setting x = yj, j = 0, . . . , n - 2, in the equivalent relation (181, we 
obtain 
n-1 cj - ci c ai- + oLjT’( yj) + CY, 
i 
ci - c,-1 Ll,n-l 
id& Yj - Yi (y~-t/,-~)’ - Yj-Yn-1 =O’ I 
Hence by comparison with (19), 
r’( Yj) = ljj> j = 0,. . . , n - 2. 
2 ++ 3: If w is the interpolation polynomial (of degree at most 2n - 1) 
which fulfills 
4Yl) = ‘p(Yi)7 w’( Yi) = cp’( Y,), 
then property 2 implies that the polynomial q(x) - w<x)f<x> is divisible by 
U’(X). In other words, q(x) is the remainder in the division of the polynomial 
w<x)j-k> by aYr). 
The converse follows by reversing these considerations. 
2 e 4: Supposing property 2 there exists a polynomial CJ( x) of degree at 
most n such that the entries lij of L satisfy 
: 
4( Yi>/f( Yi) - 4( Yj)/f( Yj) 
if i Zj, 
lij = 
Yi - Yj 4(x) ’ 
i 1 
(20) 
f(x) x=y, if i =j. 
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We can assume that the degree of q(x) is at most n - 1, since otherwise, by 
subtracting from 9(x> an appropriate multiple of f(x), (20) remains true for 
the new q(x). Thus, the set L$< y) of symmetric matrices L satisfying 
property 4 is a linear space of dimension n. Therefore, it suffices to show that 
a matrix L haying the form expressed in property 3 satisfies (20). 
Suppose D = diag(d,). For i #j, 
1 1 
--- 
n-l = _ c dk Yi - tk Yj - tk . 
k=O Yi - Yj 
Consequently, MDMT is a symmetric Loewner matrix of the form (1) with 
The rational function 
n-1 
dk 
r(x) = - c - 
k=o x - t, 
thus satisfies 
r( yi) = ‘i7 i = O,...,n - 1. 
In addition, 
(21) 
Since r(x) can be written as a quotient with denominator f(x), MDMT 
belongs to _L$( y). 
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4 -+ 5: Define H = WilL(WyT)-l. By (7) and (8) in Section 2, 
HCf’= W;lMDMT(W;)-l(VfT)-lDfVfT 
= VfA-‘DA-‘DfVfT. 
Since this last matrix is symmetric, HCF = CfH. By (91, H is compatible 
with j-k). 
4 -+ 3: Let H = W[‘L(WyT)-l satisfy HCT = CfH. Then 
w;‘L(w;)-l(vy)-l DfVr = VfDfVj-lWJIL(W;)-l, 
so that 
vylw;‘L(w;)-l(v;)-l Df = DfV;‘W;lL(W;)-l(VfT)-l. 
Since Df is a diagonal matrix with mutually distinct diagonal entries, the 
matrix 
Y = v~‘w~lL(w~)-l(v;.)-l, 
which commutes with Df, is diagonal as well. By (8), 
= MAYAM’ 
= MDMT 
with D diagonal. 
4 -+ 6: We have 
LZT = MDMT( MT)-lDfM7 
= MDDfMT 
= MDfDMT 
= ZL. 
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5 -+ 3: Suppose LZT = ZL, i.e. 
L( MT)-lDfMT = MDfM-lL. 
Then 
M-‘L( MT)-l Dr = DfM-lL( MT)-l. 
As above, the matrix 
D = M-‘L( M’)-l 
is diagonal, and 
L = MDMT. 
Proof of Theorem 2. For i #j, the entry 
n-l 
( MTAM)ij = kgo Aak& 
1 3 
since by the partial-fraction decomposition formula, 
f( Yk) 
F (Yk - tib’(Yk) 
249 
= f(G) --= o 
44) ’ 
i=o >.*., 12 - 1. 
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The ith diagonal entry of B is 
c ffk 
k (Yk +d2 = F ( fjk - t.);;ky3ti)d( f,k) I 
fi(t*) =- 
‘Oi> 
= f’tti> ~ o -- 
44) * 
Thus I3 is diagonal and nonsingular. If the real roots of f(x) and a(x) 
interlace, the signs of f’(t,)/a(t,) are the same for all i. Therefore, B is 
either positive or negative definite, and the same holds for A. The rest is 
obvious. 
Proof of Theorem 3. If P, = MD, M TA, P, = MD, M TA, then by (131, 
PIP2 = MD,BD2MTA, (22) 
which implies all the properties mentioned. 
Proof of Theorem 4. Follows immediately from 
PM = M(DB). 
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