A matrix group is said to be permutation-like if any matrix of the group is similar to a permutation matrix. G. Cigler proved that, if a permutation-like matrix group contains a normal cyclic subgroup which is generated by a maximal cycle and the matrix dimension is a prime, then the group is similar to a permutation matrix group. This paper extends the result to the case where the matrix dimension is a square of a prime.
Introduction
A multiplicative group consisting of complex invertible matrices of size n × n is said to be a matrix group of dimension n. A matrix group G is said to be permutation-like if any matrix of G is similar to a permutation matrix, see [2, 3] . If there exists an invertible matrix Q such that Q −1 AQ is a permutation matrix for all A ∈ G, then we say that G is similar to a permutation matrix group, or G is a permutation matrix group for short. A matrix is called a maximal cycle if it is similar to a permutation matrix corresponding to a cycle permutation with cycle length equal to the dimension. G. Cigler in [3] showed that a permutationlike matrix group is not a permutation matrix group in general, and suggested a conjecture as follows.
Conjecture. A permutation-like matrix group containing a maximal cycle is similar to a permutation matrix group.
G. Cigler in [3] proved it affirmatively in two cases: the dimension ≤ 5, or the dimension is a prime integer and the cyclic subgroup generated by the maximal cycle is normal.
In this paper we extend the result of [3] to the case where the length of the maximal cycle is a square of a prime. Theorem 1.1. Let G be a permutation-like matrix group of dimension p 2 where p is a prime. If G contains a maximal cycle C such that the subgroup C generated by C is normal in G, then G is a permutation matrix group.
In Section 2 we state some preliminaries as a preparation. The theorem will be proved in Section 3.
Preparation
The complex field is denoted by C. For a positive integer n, by Z * n we denote the multiplicative group consisting of units of the residue ring Z n of the integer ring Z modulo n. A diagonal blocked matrix
. . .
The identity matrix of dimension n is denoted by I n×n . All complex invertible matrices of dimension n consist the so-called general linear group, denoted by GL n (C). We denote the characteristic polynomial of a complex matrix A by char A (x). 
If it is the case, then each factor x ℓi − 1 of char A (x) corresponds to exactly one ℓ i -cycle of the cycle decomposition of the permutation of the permutation matrix.
Proof. It is clear.
We'll apply the lemma to the case where A p 2 = 1 with p being a prime, at that case it is easy to check the condition (ii) of the lemma, because there are only three divisors 1, p, p 2 of p 2 which form a chain with respect to the division relation, and x
Let C ∈ GL n (C) be a maximal cycle of dimension n, and λ be a primitive n'th root of unity. Then there is a basis of the vector space C n :
such that C i e j = λ ij e j for all i, j = 0, 1, · · · , n−1; with respect to this basis, C is a diagonal matrix C = 1⊕λ⊕· · ·⊕λ n−1 ; see [3, §4] . And, such basis is unique up to non-zero scales, since the 1-dimensional subspace Ce j , for j = 0, · · · , n − 1, is just the eigen-subspace of the eigenvalue λ j , for j = 0, · · · , n − 1 respectively, of the matrix C; or, in representation theoretic notations, Ce j for j = 0, · · · , n − 1 are just all irreducible modules of the cyclic group C , see [1, §15 Example 1].
Taking any non-zero complexes c 0 , · · · , c n−1 and setting f = n−1 j=0 c j e j , we obtain another basis of C n :
with which C is a cycle permutation matrix, see [3, Lemma 4.1] . Let B ∈ GL n (C) with ord(B) = ℓ, where ord(B) denotes the order of B. Assume that B normalizes the group C . Since the automorphism group of the cyclic group C is isomorphic to Z * n , there is an r ∈ Z * n such that
thus the action by conjugation of B on C is determined by the action of µ r on Z n , where µ r (a) = ra for all a ∈ Z n . Further,
taking i = 1, we see that Be j is an eigenvector of the eigenvalue λ rj of C, i.e.
Thus, B permutes the eigen-subspaces Ce 0 , Ce 1 , · · · , Ce n−1 of C in the same way as µ r permutes Z n . Let Γ 1 , Γ 2 , · · · , Γ m be orbits of the action of the group B on the set of 1-dimensional subspaces {Ce 1 , Ce 2 , · · · , Ce n }. Assume that the length of Γ k is n k for k = 1, · · · , m. Since | B | = ℓ where | B | denotes the order of the group B , we have that n k |ℓ for k = 1, · · · , m.
Lemma 2.2. Let notation be as above.
(1) For each k, take any one Ce j k ∈ Γ k and any non-zero e
where ω k is an (ℓ/n k )'th root of unity, V k is a B-invariant subspace of C n , and E k is a basis of V k , with which the matrix of B restricted to V k is
is a basis of C n and, with respect to the basis E, the matrix of B is
(2). Applying (1) to all orbits Γ 1 , · · · , Γ m , by Eqn (2.1) one can check the conclusions in (2) easily.
Proposition 2.3. Let notation be as in Lemma 2.2. Assume that the following condition is satisfied:
(SC) For any e j and B i , if
Then the matrix group C, B generated by C and B is a permutation matrix group.
Proof. We keep the notations in Lemma 2.2 and its proof. We have seen that
e. ω k = 1 and
By Eqn (2.2) the set of the vectors:
is a basis of C n ; and with respect to this basis C is a cycle permutation matrix. Further, by Eqn (2.3) we have
that is, with respect to the basis f, Cf, · · · , C n−1 f , the B is also a permutation matrix. In conclusion, the matrix group C, B generated by C and B is a permutation matrix group.
We'll quote a result of [3] repeatedly, so state it as a lemma: We state some group-theoretic information as a remark for later quotations. We say that an action of a group G on a set X is free if the stabilizer of any X ∈ X in G is trivial; at that case, X is partitioned in to G-orbits such that each orbit is a regular G-set (i.e. equivalent to the set G on which the group G acts by left translation).
Remark 2.5. Let p be an odd prime.
(1) Let C = C be a cyclic group of order p 2 . It is easy to see that C p = C p where C p = {X p | X ∈ C}; and, mapping X ∈ C to X p ∈ C p is a surjective homomorphism from C onto C p with kernel C p .
(2) Let G be a finite group containing a normal cyclic subgroup C = C of order p 2 such that C is self-centralized (i.e. the centralizer C G (C) = C). Then G/C is isomorphic to a subgroup of the automorphism group of C, hence to a subgroup of the multiplicative group Z * p 2 which is a cyclic group of order p(p−1); so there are an r ∈ Z * p 2 and a B ∈ G such that G = B, C and C B = C r where C B = B −1 CB denotes the conjugate of C by B; and the order ord(r) = |G/C|. (4), then it is easy to check that:
(i) B centralizes the subgroup C p = C p of C, and acts freely by conjugation on the difference set C − C p ; in particular, C − C p is partitioned into p − 1 conjugacy classes by B , the length of every class is p.
(ii) For any X ∈ C the product
j is a surjective homomorphism from C onto C p ; hence the homomorphism induces a bijection from the set of the conjugacy classes in C − C p on to the set C p − {1}.
Proof of Theorem 1.1
If p = 2 then p 2 = 4 and the conclusion of Theorem 1.1 has been checked in [3] .
In the following, we always assume that p is an odd prime and G is a permutation-like matrix group of dimension p 2 which contains a normal cyclic subgroup C generated by a maximal cycle C; and prove that G is a permutation matrix group. If G is abelian, by Lemma 2.4, G = C which is a permutation matrix group. So we further assume that G is non-abelian.
Let λ be a primitive p 2 'th root of unity, By Eqn (2.1) there is a basis e 0 , e 1 , · · · , e p 2 −1 of C p 2 such that
Let C = C and q = |G/C|. By Lemma 2.4, C is self-centralized in G; by Remark 2.5(2), there are a B ∈ G, an r ∈ Z * p 2 and integers s, t such that
• q = p δ s where δ = 0 or 1, p − 1 = st;
• G = B · C and the quotient B B ∩ C ∼ = r ≤ Z * p 2 ;
• B −1 CB = C r , i.e. the action by conjugation of B B ∩ C on C is equivalent to the action of µ r on the residual set Z p 2 , where µ r (a) = ra for all a ∈ Z p 2 .
The residual set Z p 2 is a disjoint union of two µ r -stable subsets:
in fact, Γ 0 corresponds to the subgroup C p of C. We prove the theorem in three cases. and Γ 0 − {0}. There are t orbits of µ r on Γ 0 − {0}; taking representatives v 1 , · · · , v t from the t orbits, we can write the orbits of µ r on Γ 0 as follows:
There are m orbits of µ r on Z * p 2 where m = p(p−1) s = pt; taking representatives w 1 , · · · , w m from these m orbits, we have the orbits of µ r on Z * p 2 as follows:
Accordingly, we apply Lemma 2.2 and its notation to get the basis of C p 2 :
and write matrices with respect to this basis. So
and there is an s'th root ε 0 of unity such that
where P is the cycle matrix of dimension s (see Lemma 2.2 and Eqn (2.7)):
Then the characteristic polynomial of B is
since B is similar to a permutation matrix, by Lemma 2.1, we have ε 0 = 1. So the condition (SC) of Proposition 2.3 is satisfied:
hence G is a permutation matrix group.
Case 2. s = 1, i.e. q = p. By Remark 2.5(4), we can assume that B p = 1 and the conjugation of B on C is equivalent to the action of µ p+1 on Z p 2 , where µ p+1 a = (p + 1)a for a ∈ Z p 2 ; further, µ p+1 centralizes the subset Γ 0 in Eqn (3.1), and µ p+1 partitions Z * p 2 into p−1 µ p+1 -orbits, see Remark 2.5(5.i); take representatives u 1 , · · · , u p−1 from each µ p+1 -orbit, the p − 1 orbits can be written as:
where E k is corresponding to Γ k for k = 1, · · · , p − 1 as above, while E 0 is corresponding to Γ 0 ; and we write matrices with respect to this basis. So
2)
and
with ε 0 , ε 1 , · · · , ε p−1 being p'th roots of unity and P is the cycle matrix of dimension p (see Lemma 2.2 and Eqn (2.7)):
Any element of G has the form
It is easy to calculate the characteristic polynomials:
where pm = 1 + (p + 1) + · · · + (p + 1)
, hence m is an integer coprime to p. If k ≡ 0 (mod p), by Remark 2.5(5.ii), λ uipmk for i = 1, · · · , p − 1 are just all primitive p'th root of unity. Thus the characteristic polynomial of the matrix
where Φ p 2 (x) denotes the p 2 'th cyclotomic polynomial. Since C k B h is similar to a permutation matrix, by Lemma 2.1, for any k, h we obtain that
By Eqn (3.2), we can view D 0 as a maximal cycle of dimension p; by Eqn (3.3), the matrix B 0 of dimension p commutes with D 0 ; by Lemma 2.1, from Eqn (3.5) we see that the abelian matrix group D 0 , B 0 of dimension p is a permutation-like matrix group of dimension p; so, by Lemma 2.4, we have an integer 0 ≤ ℓ ≤ p − 1 such that
Then, from Eqn (3.4) it is easy to calculate the characteristic polynomial
Suppose that 0 < ℓ ≤ p − 1; taking k ≡ 0 (mod p), we have an h such that k + ℓh ≡ 0 (mod p), then, by Eqns (3.5) and (3.6) we have
Summarizing the above, we obtain that and write matrices with respect to this basis. Then
because p|v j for j = 1, · · · , t (see Eqn (3.1)), λ r i vj p = 1 for 0 ≤ i ≤ s − 1 and 1 ≤ j ≤ t, so
And, there are complexes ε 0 and ε j , ω j for j = 1, · · · , t such that
where P j , Q j are as described in Eqn (2.5) (see Lemma 2.2) : If 0 < a < p (cf. Eqn (3.7)), then the collection (3.9) is just all primitive p'th roots of unity with multiplicity p for each one, see Remark 2.5(1); on the other hand, the number of the elements appeared in the collection (3.8) is at most t; but ts = p − 1 and s > 1, so t is less than the number of primitive p'th roots; that is a contradiction to the coincidence of the collections (3.8) and (3.9).
In conclusion, a = 0 and B ps = 1.
Since p and s are coprime, we have by the conclusions in Case 1 and in Case 2, B phi e j = e j and B ski e j = e j ; hence B i e j = e j . Thus, by Proposition 2.3, G is a permutation matrix group.
The proof of Theorem 1.1 is completed.
