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ABSTFiACT 
Let A be a normal, strictly accretive matrix. The value of min{(Rer*Ar)/((x]( 
]]Ar]] :r#O} is found, in terms of the spectrum of A. The result is, in the special case 
of A self-adjoint, a form of the KantoroviE inequality. 
M. G. Krek [4] and K. Gust&on [3] have pointed out the importance of 
evaluating 
P(A) =min ,;,$y;, i :xEX, r#O . 1 
Here and throughout the paper, X is a finite-dimensional Hilbert space 
(with inner product x* y linear in y and conjugate-linear in x); A is an 
operator on x which is assumed to be strictly accretive, that is, A + A* 
defines a strictly positive hermitian form. The quantity (1) is the cosine of 
the largest angle through which any x can be rotated by action of A; 
Gustafson proposes to call it the “first antieigenvalue” of the operator. In the 
special case of self-adjoint A, one finds p(A) exactly by use of the KantorovE 
inequality [S, 4.3.11. In this paper I give a somewhat more complicated 
formula solving the problem for normal A. 
THEOREM. Assume A is strictly accretive and normal, and let its eigen- 
values in polurform be 4.eq (i=l,...,n); write ?;=cos$. Then 
(i) p(A) <rj in any event; 
(ii) assuming rl <r, and 
2r2<rl p++ ( 1 , 
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where p is mur(A,/h,,h,/X,), we have further 
P(A) < 535 
cl&q 
p2-1 ’ 
(iii) under these conditions we have also the weaker inequality 
/~(A)<26 z; 
(3) 
(4 
it reduces to (3) if and only if I+~ = r,, but in that case it simplifies further to 
p(A)<26 --&; (5) 
(iv) the exact value of p(A) is the lowest of the upper bounds imposed as 
in (i), (ii), f&r the dij+rent choices of eigenvalues. 
In the self-adjoint case, all the 7 are 1, and we can say which pair of 
eigenvalues gives the sharpest upper bound upon (i.e., the exact value of) 
p(A): we must use the least and the greatest eigenvalues. Then (5) agrees 
with the Kantorovii: inequality 
X*AX VXG 
min ]]xl] J]AxJ( =2 M+ m ’ 
where M and m are the greatest and least eigenvalues of A >O. [The 
inequality is usually quoted in the form 
used in the original paper. This reduces to (6) under the substitution 
y = A 1/2~.] The proof below for the normal theorem is a perfectly reasonable 
way to get the self-adjoint one. However, in the general normal case I’m 
afraid I know no simple criterion for picking out a critical pair of eigenvalues 
to which attention can at once be confined. 
The proof of the Theorem is an application of the theory of the shell [l, 
21. I therefore begin with a recapitulation of the part of that theory which 
will be used. 
KANTOROVIC INEQUALITY 175 
The shell of any Hilbert-space operator A is the set of all real triples 
([,q, h) obtain e d in the following way. For each nonzero x E X, define 
5+ i77 = 2x*Ax 
11412+ llA412 ’ 
h = - llx112+ llAXli2 
11~112+ lWl12 ’ 
Here are the relevant facts about this set s(A) (ignoring for simplicity the 
exceptional cases dim X <3). s(A) is a convex subset of the unit ball 
t2 + n2+ h2 < 1. The points which s(A) has in common with the unit sphere 
t2+ 172 + h2= 1 are just those of its points obtained by letting x in the 
definition be an eigenvector. Under our assumption of finite dimensionality, 
s(A) equals the convex hull of these eigenvector-generated points if and only 
if A is normal. .$A-‘) is obtained from s(A) by reflection in the equatorial 
plane h = 0. The transformation taking s(A) to s( tA) for t > 0 is also known; 
it is a projectivity leaving fixed each pole h = k 1, and in particular is 
convexity-preserving. 
The present problem can be cast in terms of these variables. The 
assumption that A is strictly accretive is the statement that [> 0 for all 
points of s(A); in the presence of normality, it suffices that every eigenvalue 
+e’*f lead to a point with [> 0. The definition (1) is equivalent to 
p(A)=min{[/w :(Lq.h)Es(A)}. 
Plainly, n plays no further role in our problem. We are simply seeking the 
leftmost semiellipse .$‘/ m =const which will intersect the projection 
of s(A) into the (6, h)-plane. This projection is polygonal, the convex hull of 
the points 
(j=l,...,n) 
coming from eigenvalues. 
The semiellipse t/G = K clearly meets the polygon if and only if 
it meets some side. This accomplishes the reduction of the problem to pairs 
of eigenvalues; that is, once the inequalities of (i), (ii) are obtained and 
proven sharp, part (iv) of the Theorem will also be established. 
In the rest of the proof we will consider two arbitrary eigenvalues but 
call their indices i = 1,2, and will assume ri < r2 without loss of generality. 
We will also assume that A, <X2. This is harmless because we can go over 
from A to A - ’ without altering strict accretivity, normality, or the value of 
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FIG. 1. 
p(A); as for eigenvalues, each 4 is replaced by its reciprocal (hence p above 
is unaffected) but each rj is left the same. 
The situation is shown in Fig. 1. The question is how large K must get for 
the semiellipse to just hit the segment. At the point q coming from the jth 
eigenvahre, we compute t/m = ri, so K gets no bigger than rr [this is 
the trivial part (i) of the Theorem]. The question is whether, for any smaller 
K, the curve runs into the interior of the segment. 
Now the semiellipses are unaffected by replacing A by tA for t > 0, and 
the segment goes to that joining 
I 2rjt+ q(t)= ~ - 1+ ty 1+tY$? 1+&y I (i=l,2). (7) 
Let us use this transformation first to move PI onto the equator: 
- 1+ t%f =0, t= l/A,. The curve E/m = rr goes through PI(t) = 
(r,, 0) but (because rr < r2) passes to the left of Pz( t). What is the condition for 
it to meet the segment only at P,(t)? Clearly, that Pa(t) has &coordinate no 
less than that of Pi(t): 
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For the main part (ii) of the Theorem, all that remains is to assume the 
contrary-viz., (2) above-and find which semiellipse is tangent to the 
segment. 
It would be easier if the segment were vertical, wouldn’t it? Let us use 
our power to make it so, setting in (7) the &coordinates of Pi(t) and I’s(t) 
equal and solving for t. This gives 
r&! - rJ, 
t2= X,A,(r,X,-?$i) ; (8) 
the positivity of the denominator follows by a short computation from (2). 
Clearly Pi(t) is below and Ps( t) above the equator. A semiellipse t/m 
= K is tangent to the segment at the point (K,O) on the &xis; this value of rc, 
the number we are seeking, is evidently the common &coordinate of the 
Pi(t). Substitute, then, (8) into (7). This gives, after simplification, 
again (2) is needed to ensure that things are positive. Changing to the 
variable p = As/X, gives (3). 
Now rip- rs <r2p - rl just because ri <ra; therefore (4) follows from (3). 
The remaining assertions in (iii) are easy to verify. This completes the proof. 
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