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ABSTRACT
Semiconductor processing consists of many different unit operations that are combined
in a sequence to create the finished product. Many of these unit operations utilize run to run
(RtR) control in order to keep the process within the required manufacturing constraints.
Typically, the difference between the desired and actual result of processing a particular
wafer is called the bias, and it is affected by not only the particular product being produced,
but also the prior processing path. Different paths in the factory can be shaped by changing
any processing step, e.g., products, tools, etc. These different paths are termed as threads.
Because of frequent changes and updates in semiconductor products as well as a large
number of product lines, run to run control must deal with a high-mix of paths, hence a
large number of bias models, each corresponding to one thread. The nature of disturbance
(bias) for each thread is different in these processes. The main challenge of RtR control is
to estimate this high-mix of disturbances.
There are two main types of bias estimation methods in the literature: Threaded and
Non-Threaded estimation. Threaded estimation is widely used in factories and it is first
introduced in 90’s. However, several authors have discussed a method of describing the
bias for a particular thread as a sum of biases corresponding to different sections of each
path, and utilize a non-threaded method to estimate all those section biases, which is called
context bias. The two issues with previous implementations have been the unobservability
of the state realization of the bias model, and the computational cost of the implementation.
In this dissertation, we tackle these two problems as well as one of the main challenges of
threaded estimation that is initialization of threads. Moreover, we propose a hybrid approach
to combine threaded and non-threaded estimation to enhance the estimation performance.
The implementation results for all these contributions verify the improved performance of
the proposed methods over the prior work on real manufacturing data.
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MaximumA Posteriori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MAP
Maximum Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ML
Minimum Mean Squared Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . MMSE
Root Mean Squared Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RMSE
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In this thesis, we look at the processes subject to high-mix of disturbance, which can be
measured from run to run. This chapter defines the problem that we tackle and discuss the
motivating examples of such processes.
1.1 Run-to-Run Controlled System
Run-to-Run (RtR) control is a tool to regulate an output of a system at a desired value
when in situ measurements are not available. In this case, the measurements are only
available after the system has completed its operation, or in other words, from run to run.
Examples of such systems are semiconductor manufacturing processes and drug delivery sys-
tems. In semiconductor manufacturing processes, taking real-time measurements of critical
dimensions (CD), film thickness or electrical properties of wafers during the process is not
practical. Automatic drug delivery systems are subject to the use of RtR control, because
the blood tests that determine the measurements of the process only are taken periodically.
Figure 1.1 illustrates the RtR scheme.
At its simplest, the process that is measured from run to run can be modeled as follows:
yk = g(uk) + ck + εk (1.1)
where k = 1, 2, ... denotes the run index; y is the system output; u is the input (recipe); we
will assume that g is a generic invertible function that maps the input to the output, c is
the disturbance; and ε denotes the unknown, zero mean, i.i.d. random sequence that models
measurement noise [1]. Assume the desired output of the system at run k is ytargetk ; then,
the oracle control signal, which makes yk = y
target
k , is provided by the RtR controller for the
system (1.1), and is obtained from:
uk = g






yk (Measurement) uk (Recipe) 
 (Disturbance) 
ε




Fig. 1.1: RtR scheme
In order to provide the input that achieves the desired output, the RtR controller needs
to precisely know the disturbance amount, ck, and the noise, εk at each time. If the noise
is independent, it cannot be estimated, but the disturbance, typically has dynamics that
depend on the process, and can be estimated. Hence, the RtR control problem simply
reduces to estimating the disturbance. Since noise cannot be estimated, the optimal RtR
control signal is:
uk = g
−1(ytargetk − ĉk) (1.3)
where ĉk is the estimated disturbance. Because the effect of the disturbance can be cancelled
by a shift in the applied input, we call the disturbance ck a bias. The problem of estimating
the bias is called the bias estimation problem. In this dissertation, we will use the terms
disturbance and bias interchangeably.
The bias estimation is not only used in RtR control, but also in other control methods
such as Iterative Learning Control (ILC) [1, 2]. However, the focus of this dissertation is on
the bias estimation in RtR control.
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In this thesis, we will address the problem of bias estimation in the case that the nature
of the bias may change from run to run. That is, the observed bias is one of a set of biases,
depending on the measurable characteristics of the run. Let
D = {c1,k, c2,k, . . . , cp,k} (1.4)
denote the set of all possible bias realization sequences. Each cα,k may have a deterministic
or stochastic model for its trajectory. At run k, the index α ∈ [1, p] is determined and the
realized bias is cα,k. We borrow the terminology from semiconductor manufacturing process
and call α a thread.
The bias estimation problem is to estimate the bias set D from the sequence of run-to-
run measurements. The difficulty of this problem depends on the amount and nature of
dependencies among the bias sequences cα,k.
1.2 Motivating Examples
In this section, a brief description of three motivational examples in which run-to-run
control is widely utilized are introduced.
1.2.1 Photolithography Process
The word “lithography” comes from the Greek word lithos, meaning stones, and graphia,
meaning to write. Literally, lithography means to write on the stones. In semiconductor man-
ufacturing, the stones are silicon wafers and the patterns are written using a light-sensitive
materials, called a photoresist [3]. In order to build the structures of modern complex cir-
cuits, the lithography process and etch pattern transfer steps are typically repeated more
than 20 to 30 times. Lithography is important in semiconductor manufacturing from two
perspectives. First, because of the large number of steps needed in IC manufacturing, it ac-
counts for 30 percent of the cost of manufacturing. Second, further advances in feature size
reduction and thus transistor speed and silicon area is limited by lithography. The process
steps which transform a Si-substrate to the final product are as follows:
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1. Coating: The masking film, a material made of silicon compositions used to produce
transistors, is coated by photoresist.
2. Mask Alignment: The mask is used to create the desired pattern on silicon substrate.
This is to select points on the silicon substrate that are supposed to have masking film
on them.
3. Exposure: The undesired photoresist is removed by UV exposure.
4. Etching: The masking film from the areas without photoresist material is removed.
This is a chemical process that does not affect the layers with photoresist but removes
the masking film from the rest of silicon substrate.
5. Stripping: Finally, the remaining photoresist material is removed by UV emission.
These process steps are shown in Figure 1.2.
Fig. 1.2: Wafer processing
We are particularly interested in the photolithography process. Photolithography is a
process of exposing and forming a light-sensitive polymer called the photoresist to form
three dimensional images on the substrate.
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The photolithography process occurs in sub-micrometer range. It allows semiconductor
manufacturers to create a mask in sub-meter range, by projecting the large mask into desired
dimension (sub-micrometer). This is done by the lenses in the photolithography devices as
shown in Figure 1.3.
Fig. 1.3: Photolithography process
From system’s perspective, lithography is a single-input, single-output (SISO) static sys-
tem. The input of such a system is the amount of UV emission and the output is the
post-lithography Critical Dimension (CD) of the product. The CD measurements occur af-
ter lithography process. The amount of UV emission has a proportional effect on the amount
of photoresist material removed from the Si-substrate. CD metrology is a basic concept in
the manufacturing that helps keep a process stable. CD can be one dimensional (1D) fea-
ture measurements, i.e., lines, spaces and pitch, two dimensional (2D), e.g., round features
measurements, or three dimensional (3D) such as depth and sidewall angle measurements
[3].
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The lithography process can be modeled with a static gain and a bias as follows:
yk = γuk + ck (1.5)
where yk is the CD measurement, uk is the amount of UV emission, called the dose, γ
represents the gain of the process, which is assumed to be known, and ck is the bias that
represents the deviation from expected CD measurement, all at run k.
The bias that occurs in the photolithography process depends on many factors including
the following:
• Products: different patterns on a chip are different products. This can affect the bias,
because the lithography process is not ideal and for the products with dense patterns
(e.g., lines are very close in the pattern), the bias is larger than the products with
sparse patterns.
• Tools: this refers to the tools in the factory, e.g., different photolithography devices.
The choice of the lithography device can change the bias, because the settings, char-
acteristics and calibration of these tools can be different.
• Tech Codes: denotes the smallest size of the chip that is produced, e.g., 6µm, 600nm,
45nm, etc. Many CD sizes are smaller than the wavelength of light used for lithography
(i.e., 193nm and 248nm). A variety of techniques, such as larger lenses, are used to
make sub-wavelength features. Using different techniques to produce different sub-
wavelength technologies results in change of disturbance sequence for the process.
• Reticles: lithographic photomasks are typically transparent fused silica blanks covered
with a pattern defined with a chrome metal-absorbing film. In photolithography for
the mass production of integrated circuit devices, the more correct term is usually
photo-reticle or simply reticle [4]. Different photomask (reticle) results in different
disturbance.
With this introduction, we can now define the concept of thread.
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1.2.1.1 Thread Definition
As we discussed above, the processing bias that occurs in the lithography process depends
on the path it takes in the manufacturing factory [5]. This path can include the product to
be produced, the process technology, the processing tool or any other processing steps.
To help clarify further discussion, a specific terminology that is generally utilized in the
literature will be defined to describe the processing characteristics.
Definition 1.1. Each class that represents a choice in the manufacturing process is called
a category. For instance, products, processses, layers and tools define different categories in
the lithography process.
Definition 1.2. The specific realization within a category is called the context item. For
instance, a specific product inside the category of products is the context.
Definition 1.3. Any combination of context items, one from each category, defines a path
in the manufacturing process, and is called a thread. We assign each run in the factory to
a thread based on the path it takes.
In order to clarify the concept of thread consider the following example:
Example 1.4. In Figure 1.4, four categories of products, process A, recipe and process B are
considered. The products, process A and process B, each have four context items and recipe
has three. The thread with multi-index α = 2331 denotes the path consisting of product #2,
process A #3, recipe #3 and process B #1, which is shown in the plot with red color.
The disturbance is different from one thread to another, because of the factors we men-
tioned above. The disturbance set, D, is defined by threads. The number of different
disturbance sequences in D is equal to the number of different threads which are observed
in the factory.
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Products Process A Recipe Process B Metrology
thread: 2331
bias estimate: ĉ2331
Fig. 1.4: Thread definition
1.2.1.2 High-Mix Nature
The bias estimation problem is mainly complicated because of the lack of in situ mea-
surements, the uncertainty in the process that depends on the disturbance sequence in set
D, corresponding to the run at that time and the high-mix environment of products.
The high-mix environment of the products is formed because of the competitive market
for semiconductor manufacturing technology. Every year, thousands of integrated circuits
are being introduced and some of the old ones are retired. This results in creation of new
threads, and because of the dependence of the uncertainty term on the thread, the RtR
control becomes more challenging.
1.2.1.3 Control Action







where ĉk is the estimated bias for the run at time k. Therefore, the problem reduces to
estimating the bias of the process at each time.
1.2.2 Chemical Mechanical Planarization Process
The goal of the photolithography process is to precisely change the width, length and
also depth of photoresist material to the desired values. It is well known that this process
is very accurate in one and two dimensional actions, but it suffers from precisely processing
the depth or 3d actions, which is addressed in the literature as the optical depth of focus
issues. This problem with photolithography process affects the flatness of wafers. This issue
is being solved through a process called Chemical Mechanical Polishing or Planarization
(CMP) which results in near-atomic-level flatness in the wafers [3]. The typical CMP process
contains a wafer carrier, a rotating platen with a replaceable abrasive pad mounted on the
surface and a pad conditioner. A chemical active slurry is also added simultaneously to
the polishing pad surface. The wafer is held face down by the carrier, which presses the
wafer against the polishing pad. The pad’s surface is roughened by rotation of conditioning
disc on it as the conditioning disk smooths down from the repeated polishing. The carrier
and platen can spin with various speeds on the order of 30 rpm. For more details on CMP
process, we refer the interested reader to [3, 6]. The CMP process is illustrated from two
perspectives in Figure 1.5.
The control of CMP processes is known to be challenging because of poor understanding
of the process, degradation (wear-out) of polishing pads, inconsistency of the conditioner,
and the lack of in situ measurements. Because the process includes mechanical abrasion
of the surface, the polishing pad wears rapidly. Concurrent or sequential conditioning is
sometimes employed to restore the abrasive surface of the pad, but the life times of the
pad and the conditioning disc is quite short. To tackle some of these problems, one can
utilize several send-ahead, or dummy, wafers to recalibrate the tool before or after each lot
of wafers. Currently, most CMP process control is based on post-process measurements on
test wafers [6–8].
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Fig. 4. A typical CMP process.
Fig. 5. Trend of removal rate over a disc lifetime.
modify the second EWMA formula for estimating the drifting
speed at the th run
(19)
where represents the amount the process drifts
between run and run . The recipe at the th run
should be thus set at
(20)
to keep the process output on target.
It should be noted that such a modification to accommodate
the process age is only possible with the d-EWMA formula. For
the original PCC formula, the modification would require more
care because of its different definitions of and .
IV. APPLICATION TO CMP PROCESS WITH AGING PAD AND
DISC
Chemical–mechanical polishing (CMP), as a newly devel-
oped planarization technique, is demonstrated to be the most
effective global planarization technique and therefore is con-
sidered to be a strategically important technology for multi-
level device. A typical CMP process consists of a wafer carrier,
a rotating platen with a replaceable abrasive pad mounted on
the surface, and a pad conditioner (Fig. 4). The wafer is held
face down by the carrier, which presses the wafer against the
polishing pad. The pad conditioner (or conditioning disc) ro-
tates and sweeps across the pad to roughen the pad surface as it
Fig. 6. Removal rate estimated by linear regression.
Fig. 7. Estimating decreasing rate of removal rate by linear regression.
smoothes down from repeated polishing. The carrier and platen
rotate at variable speeds, typically on the order of 30 rpm. Tools
differ in the number of wafers that may be simultaneously pol-
ished; single-wafer, dual-wafer, and five-headed tools exist.
The control of CMP processes, however, is known to be diffi-
cult because of poor understanding of the process, degradation
(wear-out) of polishing pads, inconsistency of the conditioner,
and the lack of in situ sensors. Because the process includes
mechanical abrasion of the surface, the polishing pad wears
rapidly. Concurrent or sequential “conditioning” is sometimes
employed to restore the abrasive surface of the pad, but the life-
times of the pad and the conditioning disc remain quite limited.
To tackle some of these problems, a widely used approach is
to use a number of send-ahead or dummy wafers to recalibrate
the tool before or after each lot of wafers. Currently, most CMP
Fig. 1.5: CMP process
A simple strategy to control the CMP process is to estimate the process removal rate
and then adjust the polishing time respectively. Considering the fact that the measurements
can be done from run to run, the RtR strategy is very suitable for this application. Like the
lithography process, the rate of removal depends on multiple factors, such as the product
being produced, the tool, the technology and many others. The time needed for polishing
process, uk, is a function of the rate of removal, Rk, and the target amount of removal, y
target,
that is assumed to be known, all at run k. The time of polishing is the input variable that
we can control for this system, and it can be modeled as a function of (inverse of ytarget) and
the rate of removal plus the disturbance, given by:
ytargetk = g(uk, Rk) + ck (1.7)
where g is an invertible function. The b as for the CMP process also depends on the tool,
product, technology, etc. However, for the CMP process, the tool also changes behavior over
time because of the aging of the pad and the disk. Disturbance models will be discussed in
detail in Chapter 2. Once the bias estimation is complete, the control action is as follows:
uk = g
−1(ytargetk − ĉk, Rk)
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1.2.3 Drug Delivery Systems
RtR control is very well known for its applications in semiconductor manufacturing pro-
cesses such as lithography and CMP. In this section, we will describe another place that RtR
control has been utilized [9, 10]. Drug delivery systems for long-term treatment of medi-
cal conditions such as diabetes, cardiac disease and high blood pressure have similarities to
the semiconductor manufacturing process. For instance, blood test cannot be taken from a
patient more than once a day in long term treatment, because of the pain and damage it
causes to her. Therefore, the measurements are taken from run to run (day to day), which
is similar to the lithography process.
Consider an insulin delivery system for instance. Diabetes is a very common disease
that affects more than 25.8 million people in the United States, which is about 8.3% of
the population [11]. Diabetes refers to the disorder in pancreas such that it cannot secrete
sufficient insulin. High levels of glucose in the body for an extended time will result in
vascular complications. Intensive insulin therapy provides the required insulin of the body
and prevents vascular complications. This therapy requires three or more insulin injections
per day or the use of an external insulin infusion pump in order to minimize the risk for
complications.
People with Type I diabetes need insulin injection three times a day. This is a repetitive
process and the blood glucose concentration is measured only once per day. From the
system’s perspective this is a MIMO (multiple-input, multiple-output) system. The inputs
of the system are the time and the quantity of three injections for breakfast, lunch and
dinner. On the other hand, the output variables to be controlled are the maximum and
the minimum of blood glucose concentration after breakfast, lunch and dinner [10]. There
are different virtual patient models to generate diabetic data such as the Bergman Model
[12, 13], the Sorensen Model [14] and the AIDA model [15] that are based on the input and
output variables defined above. Injecting the wrong dose of insulin may result in serious
damage to the patient. The disturbance of such a system depends on multiple factors such
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as the amount of activity per day, the diet, etc. For instance, consider an insulin delivery
system that injects insulin to a patient three times a day to regulate the blood glucose
concentration. The blood test is taken once per day. The insulin delivery system has to
identify the correct dose of the insulin in all three injections, because there is a risk of death
for patient by both injecting more or less insulin than the need of the patient. We consider
different modes for the patient based on two parameters of: the activity amount and the
diet. We also assume there are two choices for each of these settings: H, L. H denotes the
high activity or high calorie diet, and L represents the low activity and low calorie diet. The
set D for this problem is defined as follows:
D = {(H,H), (H,L), (L,H), (L,L)}
where the first term for each setting represents the amount of activity and the second term
denotes the diet. Clearly, there are many more settings that can be defined for such a
process, and obviously the amount of disturbance in these processes changes depending of
which settings are being used. For instance, a small change in amount of activity, when
activity is high affects the blood glucose concentration less than when the same change
occurs when the amount of activity is low.
1.3 Threaded Estimation
Based on the definition of the thread, in semiconductor manufacturing, the RtR control
can be categorized into two classes: threaded and non-threaded control. In this section, we
define the threaded control strategy. The main assumption for threaded bias estimation is:
Assumption 1.5. For threaded bias estimation, we assume that the bias for each thread is
independent of others, because the path defined by each thread is different.
In threaded estimation, each thread is assigned a specific bias estimate ĉα,k, where α
is the multi-index identifying the thread and k is the processing time. α characterizes the
path that the run at time k takes. For instance, if all combinations of context items are
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possible, then the total number of threads is the product of the number of context items in
each category.
In threaded control, the bias estimate has the following form:
ĉα,k =
{
f(ĉα,k−1, ck−1) α is measured
ĉα,k−1 otherwise
where the function, f , represents the method that is utilized to find the estimate, which can
be any standard threaded estimation method. Note that only measurements from thread α
are used to update the bias estimate for that thread, while the others are simply propagated
forward from previous estimates.




Choosing the function, f , depends on the model of the disturbance of the process which
is discussed in Chapter 2.
1.3.1 Challenges
Note that under Assumption 1.5, only measurements from thread α are used to update the
bias estimate for that thread, while the others are simply propagated forward from previous
estimates. This allows each thread to have an independent bias estimate, but comes at a
cost: neglecting all the possibly useful information that can be extracted from the threads
which share some context items. The production rate for different threads can be non-
uniform, and new threads need to be properly initialized. Threads that are observed often
are called high-runners, and, for those threads, the bias estimation is fairly straightforward.
However, for low-runners, a large amount of time can pass between instances, causing long
delays between updates, which makes the bias estimate invalid. In threaded estimation, the
bias corresponding to a thread will be updated if a run from that same thread occurs. The
thread-based nature of this type of control is the reason that it is called threaded control.
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In fact, a non-uniform production rate between threads is quite common. Figure 1.6
shows the number of times a particular thread in a production fab was observed over a time
window of more than 100 days. Note that the y-axis is on a log scale. There are a relatively
few threads which were observed more than 100 times during that time period. The vast
majority of threads were observed 100 times or fewer, and more than half of them were





















Fig. 1.6: The number of instances of different threads in a particular production window
This non-uniformity also has a time dimension. Even the high-runners may experience
periods of rest. In Figure 1.7, each blue dot indicates the fact that the thread corresponding
to the point on y-axis occurs at time corresponding to the point on x-axis. There are sparse
regions in this figure which correspond to some high-runner threads that experience large
delays.
The problem of the low-runners speaks to the basic inefficiency of threaded control, as
there is no sharing of information between threads, even if they have some context items in
common (such as a common tool). This has lead to the development of non-threaded control
strategies, which are discussed in next section.
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Fig. 1.7: A visualization of threads vs time
1.3.2 Advantages and Disadvantages of Threaded Estimation
To conclude, we list the advantages and disadvantages of threaded estimation.
Advantages:
• Fast and easy to implement: While implementing EWMA (Exponentially Weighted
Moving Average), which will be discussed in Chapter 2, usually requires searching into
window of past data for relevant threads, it is easy and fast to implement.
• Measurement errors are contained: Because there is no transmission of data, errors
when measuring one thread will not affect the bias estimates of the other threads.
• Simple model for the bias: The independency assumption among the bias for different
threads is followed by an EWMA model for the bias that has only one parameter, λ.
Disadvantages:
• Bias estimates for low-runners are updated at a slow rate: As described above, when
there are large gaps in the production of a particular thread, the bias estimate can
become stale.
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• Initialization of new threads is difficult: This is the problem of low-runners, but at the
extreme: if no previous run of a thread is available, with threaded control, there is
no information on the new thread to initialize it. This is because of Assumption 1.5.
A new thread will be created if a new context item has been introduced, e.g., a new
product, technology, etc, or when a new combination of observed context items occurs.
The scenarios that can happen for the initialization is discussed in detail in Chapter 5.
1.4 Non-Threaded Estimation
The problem of low-runners in threaded control leads to the development of other ap-
proaches, in which information is shared amongst threads that have some aspects in common
(such as a common tool). These approaches are called non-threaded, as they do not have a
strict separation of data between threads. In other words, these approaches do not assume
independency among threads. Non-threaded estimation uses a model of how the different
context items will affect a thread bias, and attempts to estimate a separate variable for each
context items. This has two effects. Since the number of context items (the sum of the num-
ber of context items in each category) is usually much less than the number of threads (the
product of the number of context items in each category) this allows more data to be used
to estimate a smaller number of parameters, reducing the variance of these estimates. More
importantly, information between threads can be shared, so that predictions of low-runners
can be made using information from high-runners.
In non-threaded strategy a model (usually a linear model) is assumed for the thread bias.
In this case, if a thread is identified by multi-index α = `mop, then it is assumed that the
thread bias is given by
ĉα = µ+ ĉ1,` + ĉ2,m + ĉ3,o + ĉ4,p (1.8)
where µ is the average bias shared across all threads, ĉ1,` is the bias due to context item `
in category 1, ĉ2,m is the bias due to context item m in category 2, etc. Note that the run
index k has been omitted for clarity, but all of these terms are functions of run index.
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For clarity, we will reserve the following variables to denote the size of the various items
defining the non-threaded estimation problem
• q - number of context item categories.
• ri - number of context items in category i, i = 1, · · · , q.
• n = 1 +
∑q
i=1 ri - total number of context items, including average bias.
In order to consider estimation of these context item biases, it is useful to collect all
biases into a single state vector of dimension n (x ∈ Rn), specifically
x =
[
µ ĉ1,1 ĉ1,2 · · · ĉ2,1 · · ·
]T
(1.9)
The bias for run k can then be represented as
ck = Hkxk (1.10)
where Hk = Hα ∈ R1×n, k ∈ α is a row vector, which selects the context items corresponding
to the thread defined by multi-index α. Therefore, the bias estimation problem reduces to
finding the state vector, xk at each time tk. For later use, define Ci as the set of indices that
represent the ith category. For example, consider the thread defined in Figure 1.4. In this
case, q = 4, with r1 = 4, r2 = 4, r3 = 3 and r4 = 4. Including the mean, the state vector will
be length n = 16, and Hα contains a one at the position associated with the mean, as well
as a one at the position of the relevant context items within each category. For the thread
α = 2331, it will be of the form
Hα =
[




category 1︷ ︸︸ ︷ ︸ ︷︷ ︸
category 2
category 3︷ ︸︸ ︷ ︸ ︷︷ ︸
category 4
(1.11)
and we have C1 = {2, 3, 4, 5}, C2 = {6, 7, 8, 9}, C3 = {10, 11, 12}, C4 = {13, 14, 15, 16}.





Therefore, the non-threaded control problem is reduced to the non-threaded bias estimation
problem to find the state vector x. For each wafer, the measurement yk is compared to the
expected value γuk, giving the bias measurement (denoted by zk)
zk = yk − γuk (1.12)
1.5 Literature Review
The change in the nature of the bias because of the change in the products or processing
steps was first addressed by Miller et. al. [16]. They showed that there is a need for more
sophisticated RtR control strategy to address the bias estimation problem. This work has
lead to the development of threaded RtR control.
The basic linear non-threaded estimation model introduced above has been outlined by
several researchers [5, 17, 18]. A non-threaded bias estimation approach estimates the com-
plete context item bias state, x, as new measurements are collected. This estimation problem
can be posed in different ways, depending on the model for how the state x varies with time.
One of the earliest and simplest approaches uses least squares over a window of past data.
This was introduced under the name Just-in-time Adaptive Disturbance Estimation, (JADE)
[18]. This method will be discussed in Chapters 2 and 3. Another approach to tackle the
non-threaded bias estimation problem is to utilize a Kalman filter, which was introduced
by [5] and discussed in [19]. One of the main issues in non-threaded control strategy is the
non-existence of unique mapping between the bias states and thread state trajectories. This
problem is called unobservability problem in the literature. This results in infinitely many
solutions for the bias state vector, x. A large segment of the recent work in non-threaded
control concerns methods to make the state estimate unique, and thus, reclaim observabil-
ity [20–26]. Many of these papers use complicated approaches such as model reduction or
identifying reference threads. However, all of them suffer from an issue, which is the fact
that in all of them adding and subtracting context items is difficult and needs a restart of
the estimator. One of the contributions of this dissertation is to address the unobservabil-
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ity problem such that adding or subtracting context items does not need a restart of the
estimator and in fact it can be done in real time.
While the majority of work in non-threaded estimation literature has been on methods for
estimation, there has been some other analysis of note. Particularly interesting is [25], which
concerns developing the model upon which the estimation process is based, which includes
the selection of context categories. A second paper that considers modeling is [27]. In this
case, forgetting factors for EWMA controllers in a threaded control system are considered,
which is equivalent to determining the covariance in a random walk model of the bias.
Another interesting contribution is [28] which observes that the quality of the state es-
timates in non-threaded bias estimation depends on the particular processing sequence, as
this determines the matrix H that appears in the estimation problem. They consider the
possibility of making choices in the manufacturing process in order to enhance the bias es-
timate. While this is possible, it is likely that other manufacturing considerations will be
more important concerning the process flow.
1.6 Contributions
The main contributions of this dissertation are listed in this section. Most of these
contributions are in the field of RtR control, and in particular, on the semiconductor man-
ufacturing process control. This thesis is heavily based on our publications submitted or in
press [29–31], ,and also the articles that we are preparing for the journals of related field.
1.6.1 Unobservability analysis of non-threaded control introduced in prior work
A well known issue of non-threaded bias estimation problem is the unobservability issue
[5]. This problem results in numerical complications in iterative solutions such as Kalman
filter. In this work, we investigated different types of unobservability that can occur due to
the structure of the problem and also the data sequence. The unobservable subspace is fully
characterized in a theorem in Chapter 3.
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1.6.2 Solution to the unobservability
Characterizing all the cases that result in the unobservability of the system, is followed
by finding a solution that addresses this issue. Among all solutions proposed in prior work,
we propose a solution that does not change the meaning of the states, bias due to each
context item, through a transform. This solution is also unique because it lets us add new
context items or delete some of the old ones, without making any changes to the formulation
of the problem or without having to restart the algorithm each time a new context item has
been introduced. The proposed solution is obtained by modifying the optimization problem
and by adding some constraints to it. This solution is proved to work by two theorems in
Chapter 3 and also implemented by a modified Kalman filter.
1.6.3 Complexity of non-threaded control for batch processes
The computational complexity of implementing the modified Kalman filter is compared
to the ordinary Kalman filter. Also an efficient Kalman filter implementation is introduced to
solve for batch data processing. We proved that this implementation can be computationally
less expensive than ordinary Kalman filter. This is also discussed in detail in Chapter 3.
1.6.4 Initialization of threads in threaded bias estimation
Initialization is very challenging in RtR control of a semiconductor manufacturing process.
There are some manual and automatic methods to tackle this problem in the literature. The
best method so far was based on a least squares approach. As a contribution, we propose a
hybrid method to take advantage of Kalman filter information in the non-threaded control,
and initialize the threads to utilize in threaded control. The performance of this method in
sense of root mean squared error is prior to the previous methods. This is also mentioned in
detail in Chapter 5.
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1.6.5 Combined threaded and non-threaded RtR control
Threaded and non-threaded control each has its advantages and disadvantages, so com-
bining them in a correct way can enhance the performance of the RtR control. One very
useful tool is the predicted covariance of the Kalman filter, which can be translated as a
measure of its performance. The higher the predicted covariance, the less reliable is the es-
timate of the Kalman filter. If the predicted covariance is large, we can replace the Kalman
filter estimate with the one of the threaded control. This is discussed in detail in Chapter 6.
1.6.6 Combining data from different layers
More data can give a better performance in the bias estimation problem. This is the
motivation of looking at the possibility of combining the data from different layers. We
investigate the effect of combining the data where there are common context items and find
the cases where combining the data is enhancing the performance and where it destroys it.
We investigate this problem in Chapter 7.
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CHAPTER 2
MODELLING AND ESTIMATION OF BIAS
In this chapter different models for bias in threaded estimation and also non-threaded
estimation are discussed and the estimators to estimate the bias in both cases are introduced.
2.1 Bias Models
The model of the bias is an important factor in choosing the bias estimation strategy. In
fact, the bias estimation problem can be solved in three steps:
• Choose a statistical model to describe the bias of the process.
• Choose an estimation strategy, e.g., Minimum Mean Squared Error (MMSE), Maxi-
mum a posteriori (MAP).
• Given the model and the strategy that is chosen, calculate the estimator and implement
it in an efficient way, i.e., Least square estimator or Kalman filter.
We discuss the bias models that are widely used in the literature for semiconductor
manufacturing process in this chapter, and assign one estimator to each bias model in Section
2.2.
2.1.1 Bias Models for Threaded Estimation
The first assumption on the bias models for threaded estimation is that the bias for any
thread is assumed to be independent of the bias for other threads. This means that all the
threaded bias estimation methods estimate the bias for each thread independent of other
threads. Threaded estimation simply assumes there are p different bias models one for each
thread, if there are p observed threads.
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2.1.1.1 Traditional Models
To motivate the discussion of disturbance models for semiconductor manufacturing pro-
cess, a plot of a sample thread bias trajectory is illustrated in Figure 2.1.
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Fig. 2.1: A sample thread bias trajectory
By looking at this plot, one can see that the bias is a time-series that can be modeled
with a random process with drifts, where drift refers to a change of the average value of a
stochastic (random) process. In the 1990’s different researchers modeled the bias for each
thread as a drifted random process that can be denoted by deterministic trend (DT) or ramp
disturbance with noise. The bias ck is modeled as follows [32–36]:
ck = δk + wk (2.1)
where δ denotes the unit per time expected drift, and wk is an i.i.d. zero mean Gaussian
random variable with variance σ2 that matches the measured bias trajectory. It is well
known that DT is very popular for modelling time-series with unidirectional drifts [37]. An
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Unidirectional drifted process represents a random process that the drifts are either positive
or negative. In contrast, an undirectional drifted process denotes a random process which
has both positive and negative drifts.
Other researchers used a Random Walk model with Drifts (RWD) to model the bias [38].
This model is also popular for representing time-series with unidirectional drifts [37]. Such
a model is represented by following equation:
ck = ck−1 + δ + wk (2.2)
The RWD disturbance does not adhere to the line defined by a linear trend with slope δ,
but eventually it drifts in the same direction as given by the slope δ. Assume c0 = w0, then
the RWD model can be written as follows:




The two models, (2.1), (2.2) are similar in the sense of expected value, but the variance of
the time-series generated by (2.2) is k + 1 times the variance of time-series generated by
(2.1).
The two models described above model time-series with unidirectional drifts, whereas
the thread bias illustrated in Figure 2.1 is a time-series with undirectional drift. In 2001 a
model that was developed in time-series literature is utilized to model the bias [38]. Since
then, the most popular random process to model the bias in the semiconductor industry is
the Integrated Moving Average (IMA) process [38]. These random processes are popular to
model the processes subject to undirectional drift [6, 27, 38, 39].
2.1.1.2 IMA Models
A time-series {ck} follows an Integrated moving average (IMA) process of order (d, q),
denoted by IMA(d, q), when the dth difference of the process can be modeled with the
weighted sum of white noise terms.
ck = (1−B)dck = wk + β1wk−1 + β2wk−2 + . . .+ βqwk−q (2.3)
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where wk is as defined in (2.1), B denotes the backward shift operator, where Bck = ck−1 and
Bnck = ck−n, and βi are non-zero model parameters [40, 41]. In particular, we are interested
in the IMA(1, 1) process that can be used to model the time-series with undirectional drift.
The following equation shows the model for IMA(1, 1) process.
ck = ck−1 − β1wk−1 + wk (2.4)
Another model that has been used in the literature for semiconductor manufacturing pro-
cesses that are subject to wearing out is IMA(2, 2) [6], which can be written as follows:
ck = −ck−2 + 2ck−1 − β2wk−2 − β1wk−1 + wk (2.5)
A sample time-series generated from each of these time-series are illustrated in Figures 2.2
and 2.3.































Fig. 2.2: ck generated by IMA(1, 1)
In the literature, the disturbance of the lithography process and the drug delivery systems
have been modeled with IMA(1, 1) time-series, whereas the disturbance of CMP process has
been modeled by IMA(2, 2) time-series [6]. Based on the model for the process bias, the
appropriate method shall be used to design an estimator.
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Fig. 2.3: ck generated by IMA(2, 2)
2.1.2 Non-threaded Bias Models
The main difference between non-threaded bias models and the threaded ones, described
in the previous section, is that the bias for each thread is not assumed to be independent from
the biases of the other threads in non-threaded control. In fact, non-threaded estimation is
utilized to take advantage of information that threads share. This estimation problem can
be posed in different ways, depending on the model for how the state, x, varies with time.
Here, some terminology from Section 1.4 is repeated which will be used in the rest of this
chapter.
• x: State vector that contains the context biases for every observed context item.
• c: The bias, that is obtained from: ck = Hkxk.
• z: Noisy measurements of the bias, where zk = ck+nk. nk can be any type of noise that
is assumed to have different characteristics for various non-threaded bias estimation
methods.
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2.1.2.1 Least Squares Method
Consider a lithography process, for which the total number of context items is n and
the measurements are collected in time period [ke, ks] that includes r runs, the set of linear
equations to solve for state vector, x, is:
Hx = z (2.6)
where z is the actual measured bias for r runs. Equation above simply obtained by stacking
all the bias measurements into a single matrix. The aim here is to find x, which can be
obtained from least squares approach, if H is full rank as follows:
x = (HTH)−1HT z (2.7)
As mentioned before, H is an r × n binary matrix of zeros and ones that selects the terms
of x corresponding to the runs. However, the matrix H is often not full rank, and this has
implications on the unobservability of the non-threaded control that will be discussed in
detail later in Chapter 3. In this case, a least squares approach does not give us a unique
solution. Authors of [18, 20] proposed two solutions to handle the unobservability of the
system. The first solution is to use the qualification runs, thereby adding measurements of
individual states which adds linearly independent rows to H, and the second solution is to
utilize the correlation between specific context items, thereby reducing the number of states,
in which case the number of columns of H are reduced. These methods are not very efficient,
because sending quality runs is expensive and also finding the correlated context items is
not an easy task. Moreover, even if the correlated states are combined, still we may have
more columns than the linearly independent rows, and hence, the system is unobservable.
Assume H becomes a full rank matrix by applying mentioned methods. Still, the prac-
ticality of the method that is utilized to solve for x is required to be considered. Keeping
all the data points is not plausible, because of the complexity of finding the solution, which
grows rapidly by the number of runs in the factory. Furthermore, it results in cost increase
for data storage and acquisition. In order to keep the complexity of calculating the solution
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within some bounds, one can keep the window size fixed by adding new rows and deleting
old data. However, for such a case, there is no guarantee that runs occur in an order such
that the matrix H remains full rank.
As we mentioned, estimating x is not possible by using simple least squares approach, be-
cause of unobservability problem. There are different approaches to tackle the non-threaded
bias estimation problem in the literature. In this thesis, we focus on the two most common
models which are utilized in non-threaded bias estimation literature. One of the earliest and
simplest approaches uses least squares over a window of past data. This was introduced
under the name Just-in-time Adaptive Disturbance Estimation, (JADE).
2.1.2.2 JADE Model
Given a window of data starting at sample ks and ending at sample ke, the objective is
to estimate a single state vector, x, that fits best to the observed data.
In the JADE approach the state is assumed to be constant through the data window,
although this is unlikely to be true, because the state is expected to drift with time.
JADE utilizes the following model for the bias:
• Measurement Model : For each wafer, the bias measurement vector zk from (1.12) is
compared to the sum of corresponding context biases plus a zero mean random i.i.d.
Gaussian noise with increasing variance when k goes from the most recent index, ke to
the first index in the window ks. The measurement model can be presented as:








where h ∼ N(µ, σ) means that the random variable h has the Gaussian distribution
with mean µ and variance σ2, and 0 ≤ λ ≤ 1 is a parameter that is evaluated based
on the system.
• A priori State Model : For a chosen time, k, the initial condition x̄ is a constant
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xk = x̄k−1 + wk, (2.10)





, and x̄k−1 is the prior mean that will be discussed in Section
2.2.2.1.
In Section 2.2, the JADE estimator, which utilizes this model is described.
2.1.2.3 Random Walk Model with Undirectional Drifts for States
As we mentioned, the JADE model assumes a constant bias through the data window,
which is unlikely to be true. Since the thread bias is drifting as illustrated in Figure 2.1,
another model was introduced in [5] which assumes a random walk process for the states
with undirectional drifts.
• Measurement Model : For each wafer, the CD measurement, yk, is compared with the
expected value γuk, giving the bias measurement (denoted by zk)
zk = yk − γuk
This bias measurement is assumed to be a noisy estimate of the true bias of the thread
run at time tk, so that:
zk = ck + nk
where nk is a zero mean i.i.d. Gaussian random sequence with covariance R, inde-
pendent of other random variables. In addition, by assumption, the true bias has the
linear decomposition as defined in (1.8) or in matrix form with ck = Hkxk, so that the
final measurement model becomes:
zk = Hkxk + nk (2.11)
• State Trajectory Model : The states at time k + 1 and k are related by:
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xk+1 = xk + wk, (2.12)
where wk ∈ Rn is a zero mean i.i.d. Gaussian random sequence with covariance Q∆tk,
independent of other random variables, Q ∈ Rn×n is a constant symmetric matrix, and
∆tk = tk − tk−1, the time between updates k and k − 1.
• A priori Information: For a chosen start time ks, the initial condition xks is a Gaus-
sian random variable with mean x̄0 and covariance P , independent of other random
variables. In other words, it follows the model below:
xks = x̄+ v (2.13)
where x̄ ∈ Rn is a fixed, known vector (for example, a vector of zeros) and v ∈ Rn is a
zero mean Gaussian random vector with covariance P , independent of other random
variables. We assume that the initial uncertainty can be modeled independently and
uniformly amongst context items, and hence, P = pI where I is the identity matrix.
In Section 2.2, this model is utilized for the Kalman filter estimator.
2.2 Estimators
We discussed different bias models that are widely used in semiconductor manufacturing
process in Section 2.1. The focus of this section, is on the estimators that have been used to
solve the bias estimation problems, given the models discussed in last section.
2.2.1 Threaded Estimators
As discussed in Section 2.1, the bias estimation has three steps. The first step is to
choose a model for the bias that has been discussed in last two sections. The second step
is to choose the estimation strategy and the last step is to calculate the estimator given the
model and the strategy. In what follows, the MMSE or MAP strategies will be used with
the models discussed in Section 2.1 and the estimators are calculated.
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2.2.1.1 EWMA
The standard threaded estimation approach used in a lithography process is called
EWMA. This approach has been widely used in the literature to estimate the bias for dif-
ferent semiconductor manufacturing processes [42–44]. By choosing IMA(1, 1) model for the
bias and MMSE as the estimation strategy, under some conditions, EWMA will be the esti-
mator. In other words, EWMA is the MMSE estimator for the time-series generated from
IMA(1, 1) [38, 45]. EWMA can provide minimum mean squared error control for DT and
RWD bias models. In the EWMA approach, each thread is assigned a specific bias estimate,
cα,k, where α is the multi-index identifying the thread, and k is the index of the process-
ing time. This estimation approach assumes a non-stationary process, where the variation
can be modeled as an integrated moving average process. Therefore, a model bias can be
updated recursively using an EWMA filter [20]. EWMA assumes that the unit operating
input-output mapping can be modeled (at least locally) as a static gain plus a bias, that is:
yk = γuk + ck (2.14)
where uk represents the process setting, i.e., the amount of UV exposure, yk is a represen-
tative measurement of process output, e.g., the CD measurements of the final product in
lithography process, γ is a constant called the process gain (assumed known), and ck is a
time varying signal that models the disturbances and drifts in the process. In order to create
an estimate of the bias, ĉk, from previous measurements, an exponentially weighted moving
average filter is utilized as follows:
ĉk = λ(yk−1 − γuk−1) + (1− λ)ĉk−1, (2.15)





[λ(1− λ)(k−j)(yj − γuj)] (2.16)
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where it is shown that ĉk is the exponentially weighted average of the bias ci = yi − γui in





The key value, estimated by the EWMA controller, is the bias estimate ĉk.
2.2.1.2 d-EWMA
In contrast to the lithography process, the EWMA statistic is not sufficient for the
processes subject to systematic wear-out such as CMP that was discussed in Chapter 1 and
in [6]. The disturbance of the CMP process can be modeled as a second order integrated
moving average (IMA(2, 2)) as mentioned in Section 2.1. Choosing this model and MMSE
estimation strategy, the Double EWMA (d-EWMA) is the estimator [6]. In other words, the
d-EWMA is an MMSE controller for processes subject to IMA(2,2) disturbances [46]. This
estimator is also widely used in semiconductor manufacturing process control [6, 42, 47, 48].
Double EWMA (d-EWMA) has been introduced in order to address the problem of
EWMA in estimating the disturbance of processes subject to systematic wear-out.
In [42, 48] using two EWMA formulas in sequence has been proposed as follows:
ĉ1k = λ1(yk−1 − γuk−1) + (1− λ1)ĉk−1 (2.18)
ĉ2k = λ2(yk−1 − γuk−1 − ĉ1k−1) + (1− λ2)ĉ2k−1 (2.19)
where λ1 and λ2 are the weights for the first and second EWMA, and ĉ
2
k is to compensate






This control scheme is also known as predictor corrector control (PCC) that is termed by
[42]. The process recipe at time k + 1 can be obtained from (2.17). This controller can
be represented as Integral-double-Integral (I-II) controller, in contrast to the Proportional-
Integral-Derivative (PID) controller [6]. In I-II controller the control action is proportional
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to both summation of the output errors and the summation of summation of the output
errors. This estimator has proven to be efficient on the CMP processes.
2.2.2 Non-Threaded Estimators
The two common estimators in non-threaded control are:
• Just-in-Time Adaptive Disturbance Estimation (JADE)
• Kalman Filter
In what follows, we describe these two approaches in detail.
2.2.2.1 Just-in-Time Adaptive Disturbance Estimation
The bias model that is utilized in JADE controller is discussed in Section 2.1.2.2. By
choosing MaximumA Posteriori (MAP) approach as the estimation strategy, the JADE
estimator is utilized to tackle the bias estimation problem [18]. In other words, the JADE
estimator described below provides the MAP estimate of the bias with JADE model explained
in Section 2.1.2.2.
In order to solve the unobservability issue, Firth et al. in [18] suggest truncating the
H matrix to its more recent q runs and add a new constraint that the prior mean is the
previous estimate. However their motivation was different, but this is equivalent to the
JADE’s a priori state model denoted by (2.10).
xk = x̄k−1 + wk
Given the model (2.10)-(2.9), the MAP estimate of the state is given by:
xke+1 = arg min{xke}















where W1 is q × q matrix and W4 is a n× n matrix whose structures are shown below
W1 =





. . . 0




1− λ 0 . . . 0
0 1− λ ...
...
. . . 0
0 . . . 0 1− λ
 (2.24)
W2 and W3 are matrices of zeros with sizes q × n and n × q, respectively. The values of
matrix W1 reflect the variance of the noise in (2.9) and the values in W4 reflect the noise
variance in (2.10). By solving the least squares problem, the resulting state vector has the
following form
xke+1 = (H̃
TW TWH̃T )−1H̃TW TWz̃ (2.25)
The MAP estimate of vector x̄ke for the model introduced in Section 2.1.2.2 is obtained by
solving (2.21), which means that the JADE controller is the MAP estimator for that model.
The bias, then is calculated from the following:
ĉke+1 = Hke+1xke+1 (2.26)
For the next estimation, the prior mean is x̄ke+1 = xke+1.
2.2.2.2 Kalman Filter
A restriction of the JADE approach is that the state is assumed to be constant through
the data window, which is unlikely to be true. Since the state is expected to drift with time,
we would like to have some way of weighting more recent data more highly than past data.
This is reflected in the Random Walk Model with Undirectional Drifts (RWUD), described
in Section 2.1.2.3. Given RWUD model, the MAP estimate for the bias can be obtained
from a Kalman filter. Using Kalman filter to estimate the bias vector for different threads,
is widely utilized in the literature [19, 20, 23, 26]. In this section, we describe this method
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and propose a modified Kalman filter to tackle the bias estimation problem in non-threaded
control.
Algorithm
Suppose the most recent process run occurs at sample time kc. Based on the model
described in last section, given data from some past time k = ks to the current time k = kc,










‖xk − xk−1‖2Q∆tk , (2.27)
where ‖x‖M =
√
xTM−1x denotes a weighted Euclidean norm. The first term of the opti-
mization problem provides the MAP estimate for the model equation for initial value, (2.13).
The second term provides the MAP estimate for the RWUD measurement model denoted by
(2.11), and the third term represents the RWUD state model formulated by (2.12). This op-
timization problem is quadratic and the global minimum is easily obtained analytically. This
will correspond to the state trajectory that best matches the observed measurements with
the least deviation between sample times, as measured by the stated weighted norms. This
corresponds to the minimum variance or maximum a posteriori estimate when the random
variables are jointly Gaussian and can be obtained by the Kalman filter algorithm illustrated
by Figure 2.4.
The state trajectory that achieves the minimum, denoted by x̂k, represents estimates of
context item biases at each time k. The prediction of the bias of the next wafer can then





• Input data: post-run bias measurements zk = yk − γuk.
• Initialization: set x̂ks−1 = x̄.




pI k = ks












x̂k = x̂k−1 +Kk(zk −Hkx̂k−1)
P+k = (I −KkHk)P
−
k
where Pk, Kk are the estimated covariance matrix and Kalman gain respectively.
Fig. 2.4: Algorithm for recursive solution of (2.27)
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CHAPTER 3
ANALYSIS AND IMPLEMENTATION OF NON-THREADED BIAS ESTIMATION
In Chapter 2, we discussed different bias models that are widely used in semiconductor
manufacturing process. The focus of this chapter is on the estimators that are being used to
solve the bias estimation problems, given the models discussed in last chapter. This chapter
is heavily based on our two papers [29, 30].
3.1 Observability
In control theory, observability is a measure for how well internal states of a system can
be inferred by knowledge of its external outputs. The concept of observability was introduced
by Rudolf E. Kalman for linear dynamic systems [49, 50]. Observability is a very important
characteristic for a system if we require information from the internal states of the system,
when we can only observe the output measurements. This is similar to the non-threaded
estimation problem defined in Chapter 1, where the CD measurements from lithography
process are given, and we need to estimate the bias value for each of the context items.
Definition 3.6. [51–53] The system is said to be observable if and only if every state, x(ks),
can be determined from the observations of y(k) over a finite time interval, ks ≤ k ≤ kc.
In other words, every transition of the state eventually affects every element of the output
vector.
In this section, we discuss how strongly the estimate given by (2.27) depends on the
observed data vs. the a priori estimate x̄. To make this comparison, initially, we consider








‖xk − xk−1‖2Q∆tk . (3.1)
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Theorem 3.7. The system (2.11)-(2.12) is observable over time window [ks, kc] if and only




for the discrete time period of [ks, kc] is observable from the definition, if and only if xks can
be recovered uniquely from observations, {zk}kcks . This is only possible if there is a unique
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0 . . . I −I
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where z ∈ Rkc−ks+1 is the vector of all bias measurements, 0’s and I’s are the zero and
identity matrices of appropriate size. The last equation is obtained by stacking the system
equations for all time samples in [ks, kc] into a matrix form. This equation has a uniques























‖xk − xk−1‖2 .
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So if the system is observable, then M is full rank, which means that the solution to the
mentioned optimization problem is unique.
Note that by adding noise to the model, we can obtain the system that is modeled with
(2.11)-(2.12). The least squares problem associated with the new system equation is in the
form of (3.1). In the noisy case, we may not find the exact solution to the least squares
problem, because of the noise. However, the uniqueness of the solution does only depend on
the M matrix which needs to be full column rank.
Observability is a desirable property, for if it does not hold, there is a part of the estimate
that is independent of the observations, and depends only on the a priori information x̄.
For non-threaded estimation, observability depends both on the run sequence, (which
influences H), and the particular structure of H as given by (1.11). We begin by discussing
the structural issues, before turning our attention to the requirements on the thread sequence.
The construction of the matrix Hk for each run, k, implies that there exists vectors x
such that Hkx = 0 for all threads. Recall that Cj is the set of indices of x corresponding to
the jth category. Then, a vector x with elements [x]i, i = 1, · · · , n given by
[x]i =

−1 i = 1
1 i ∈ Cj
0 otherwise
(3.2)
will satisfy Hkx = 0, and thus lie in the null space of Hk for any k. Note that these vectors















 · · · (3.3)
(where the dashed lines denote divisions by category and 1 is a vector of 1s in a particular
category). The key structural property of Hk which ensures that these vectors are in the
null space is that there is always a 1 as the first index, and always another single 1 in index
set Cj.
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The fact that a particular vector lies in the null space of any Hk has implications on the
observability of the estimation problem. Specifically, if x̂k is a minimizing sequence for (3.1),
so is the sequence x̄k given by x̄k = x̂k + x for any x given by (3.2). (Note that since the
same vector is added at each time point x̄k− x̄k−1 = x̂k− x̂k−1, while the null space property
implies Hkx̄k = Hkx̂k. Since the solution to (3.1) is not unique, the system is not observable
for any data sequence. This structural lack of observability in non-threaded estimation is
well known [5], and many solutions have been proposed. However, before discussing the
possible solutions, we turn our attention to the less studied issue of unobservability due to
the thread sequence.
The number of linearly independent vectors described by (3.2) is equal to the number of
categories, q. Ideally, we would like to choose a data sequence so that these are the only vec-
tors in the null space. As a simple example, consider the case of two categories (q = 2) with





· · · H ′kc
]′
for different
choices of k. If a sequence includes each thread, i.e., {k}keks = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3)},
then H is of the form
H =

1 1 0 1 0 0
1 1 0 0 1 0
1 1 0 0 0 1
1 0 1 1 0 0
1 0 1 0 1 0
1 0 1 0 0 1
 .
Note that H is rank 4. In fact, due to the structural effects discussed above that ensure at
least q vectors in the null space of H, the maximum column rank of any collection of Hk
will be n− q, which, in this case, is 6− 2 = 4. On the other hand, if we choose the shorter
sequence {k}keks = {(1, 1), (1, 2), (2, 1), (2, 3)} then
H =

1 1 0 1 0 0
1 1 0 0 1 0
1 0 1 1 0 0
1 0 1 0 0 1

is also rank 4.
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From the two examples above, we see that it is not necessary for each of the Πqi=1ri
possible thread sequences to occur to obtain the maximal rank, and in fact, the sequence
can be as short as n − q. However, not every n − q length sequence maximizes the rank of
H. For example, if q = 3, with r1 = 2, r2 = 2 and r3 = 4, then n− q = 6, but the length 6
sequence of unique threads {(1, 1, 1), (1, 1, 2), (1, 2, 3), (2, 1, 4), (1, 2, 4), (2, 1, 3)} gives
H =

1 1 0 1 0 1 0 0 0
1 1 0 1 0 0 1 0 0
1 1 0 0 1 0 0 1 0
1 0 1 1 0 0 0 0 1
1 1 0 0 1 0 0 0 1
1 0 1 1 0 0 0 1 0
 , (3.4)
which is rank 5, implying that another vector other than the ones described by (3.2) also
satisfies Hkx = 0 for all k. It is not immediately obvious why this happens, and what makes
H rank deficient. The problem is a specific correlation between the occurrence of context
items that is captured by the following result.
Theorem 3.8. Given data sequence {k}keks and two nonintersecting sets of indices, called A
and B, such that the following are satisfied:
• for each k, not more than one element of Hk in index set A is equal to 1, and similarly
for index set B.
• an element of Hk in index set A equals 1 if and only if an element in index set B is
equal to 1.
Then the vector x with elements
[x]i =

1 i ∈ A
−1 i ∈ B
0 otherwise
(3.5)
satisifes Hkx = 0 for all k in the sequence.
Proof. Consider Hkx for arbitrary k with x as in (3.5). From the form of x, Hkx =∑
i∈A[Hk]i −
∑
i∈B[Hk]i. From the conditions of the theorem, each sum is either both 0
or both 1, in either case implying Hkx = 0.
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Note that this theorem is actually a generalization of the structural unobservability dis-
cussed above, as we can apply this theorem with A = Ci and B = 1 to show that elements
of the form (3.2) are in the null space of Hk.
To illustrate the conditions of the theorem, the sequence {k}keks shown in (3.4) is repeated
here with the context item indices labeled. The conditions of the theorem are satisfied with
A = {3, 5} and B = {8, 9}.
1 2 3 4 5 6 7 8 9
H =

1 1 0 1 0 1 0 0 0
1 1 0 1 0 0 1 0 0
1 1 0 0 1 0 0 1 0
1 0 1 1 0 0 0 0 1
1 1 0 0 1 0 0 0 1




As a more concrete example of the type of correlation that can result in a larger common
null space for Hk, consider the case in which there are two categories that correspond to
products and tools. If there is
• a subset of products (index set A) that is run exclusively on a subset of tools (index
set B), and
• no products outside of A are run on tools B,
then A and B satisfy the conditions of Theorem 3.8. When these patterns occur, context
item biases that differ only in a term that is equal to a linear combination of vectors of the
form (3.5) cannot be differentiated by the observations. More importantly, lack of observ-
ability means that when the number of observations becomes large, the recursive methods
of solution to be discussed in the next section can become numerically unstable.
3.2 Proposed Method for Solving Unobservability Issue
In this section, we discuss methods for recovering observability to estimate new threads
correctly and avoid numerical issues. These solutions do not require changing the processing
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sequence.
One set of solutions uses a transformation T ∈ Rm×n to define a new system state η
such that η = Tx and the unobservable subspace associated with x is in the null space of T
[24, 54]. The optimization problem is stated in terms of this new variable, η ∈ Rm, where
m ≤ n, and since Hαx = 0, predictions can still be made using just η. This can be very
effective, but comes at a cost: the transformed states, η, no longer represent the context item
biases, x, as simply as they are defined in (1.9). This can be important if new context items
need to be added or removed, as would occur in the estimation process defined in Figure
3.2(b).
Because of this lack of generality in the transformation approach, we focus on the second
set of solutions, which involves adding constraints to the estimation problem defined by
(3.1). However, it needs to be ensured that the constraints do not change the solution of the
optimization problem.
Given a data sequence {k}keks that contains correlations captured by the pairs of index
sets Ai and Bi for i = 1, · · · , p, (including correlations due to categories Ci), an acceptable
set of constraints can be obtained using the vectors described by (3.5). Denote the vector








If the sets Ai, Bi are a complete characterization of the common null space of Hk such that
the rank of H is n− p, and the rank of S is p, then by adding the constraints
Sxk = 0 (3.6)
to the estimation problem (3.1), we ensure that there is a unique solution that is also a
minimizer of (3.1) without the additional constraints. In other words, we ensure that these
constraints do not add an undesired bias to the solution. This statement is supported by
Theorem 3.9. Intuitively, the null space of the H matrix is projected to zero, so we project
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the unobservable subspace to the zero vector of the same dimension.
We will make one small modification to these constraints that is necessary to ensure
that the first state keeps a physical meaning of “mean bias over all threads.” This is best
illustrated using an example. Consider the case of two categories (q = 2) with r1 = 2 and
r2 = 3. Then, even if the sequence {k}keks contains every thread, we have correlations defined
by A1 = C1 = {2, 3}, A2 = C2 = {4, 5, 6}, and B1 = B2 = 1. Thus, we choose
S =
[
−1 1 1 0 0 0
−1 0 0 1 1 1
]
These constraints ensure that the sum of the context item biases within each category is
equal to the first state. For instance, the first state for the first row of S is twice the mean
of the states and for the second row, it is three times the mean of the states. However,
we require the first state to represent the mean of the states. We revise the first state to




1 i = 0
1
|Ci| i > 1













be a matrix that has 1
ν
f as its first column, with the remainder as a row of zeros above the
n− 1 dimensional identity matrix. Then since HαT = Hα for any α, we are free to modify








In the particular illustrative case given above, we have
f =
[






0 1 1 0 0 0
0 0 0 1 1 1
]
. (3.8)
Now the average of the context item biases within each category is zero, and the overall
mean must be given by the first state.
There are two ways of applying constraints which are compatible with the recursive
solution given in the next section. The first possibility, noted in [21, 22], is to add fictitious
measurements that describe the desired constraints. A second possibility, which apparently
has not been discussed in the literature, is to modify the system dynamics. The following
two theorems show that adding constraints in these two ways will result in a unique or
essentially unique solution that is also a solution to the original estimation problem. Thus,
observability has been recovered without biasing the solution. This is one of the contributions
of this dissertation.
Theorem 3.9. Choose positive definite Rc ∈ Rp×p. If the sets Ai, Bi are a complete char-











‖xk − xk−1‖2Q∆tk , (3.9)
has a unique solution, and this solution approaches a minimizer of (3.1) when Rc →∞.












must be rank n.
Without loss of generality, assume that ks = 1. Assume that (3.9) has multiple solutions
and {x̃k}kc1 and {x̂k}kc1 are two arbitrary solutions to it. Let x̃ and x̂ be the vectorized form
of these sequences that is formed by stacking all of them into a vector. Set
B =

H1 0 0 . . . 0 0
I −I 0 . . . 0 0
0 H2 0 . . . 0 0




. . . 0 0
0 0 0 . . . I −I
0 0 0 . . . 0 Hkc
0 0 0 . . . 0 S

and we can write (3.9) as follows
min
{xk}kc1
x′B′ (diag{R,Q∆t1, R,Q∆t2, . . . , Rc})Bx
where the diag operator forms a diagonal matrix, where its inputs are the diagonal entries
of the matrix, and x is the vectorized form of {xk}kc1 . Since Q and R are invertible, if the
value of objective function does not change by selecting x̃ or x̂, then ∆x = x̃ − x̂ must be
in the null space of B so that B∆x = 0. By simple column operations on B, we can obtain
the following, for an invertible matrix T :
BT =

H1 0 0 . . . 0 0
0 −I 0 . . . 0 0
H2 H2 0 . . . 0 0
0 0 −I . . . 0 0
H3 H3 H3
. . . 0 0
...
...
... . . . 0 0
0 0 0 . . . 0 −I
Hkc Hkc Hkc . . . Hkc Hkc
S S S . . . S S

By writing B in this form, one can clearly see that it is full column rank if and only if
the first block column is full column rank. In this case, B∆x = 0 implies ∆x = 0, so this
minimization problem has a unique solution.
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Now, suppose {x̂k}kcks is a minimizer of (3.1). Let
x̄k = x̂k − S ′(SS ′)−1Sx̂kc .
From the definition of S, we have HkS
′ = 0 for all k, so
Hkx̄k = Hkx̂k.
Since the same constant is added to each term,
x̄k − x̄k−1 = x̂k − x̂k−1.
These two facts demonstrate that the value of the objective function is the same; thus, x̄k is
also a minimizer of (3.1). Furthermore, since Sx̄kc = 0, the solution of (3.9) approaches x̄kc
as Rc →∞.
Note that the term that has been added is equivalent to defining “pseudo-measurements”
at time kc given by
0 = Sxkc + v,
where v is a zero mean Gaussian random vector with covariance Rc. In other words, the
elements of the vector are drawn from a Gaussian distribution with covariance Rc. This is
only an approximation of the constraint (3.6), but it becomes more exact as Rc increases. In
system-theoretic terms, these extra measurements make the system observable. Significantly,
it should be noted that this pseudo-measurement does not need to be made at every sample
time k to recover observability.
An alternate, second method that could be employed recovers uniqueness in the final
state by modifying the state dynamics. Let Π = I −S ′(SS ′)−1S be the matrix that projects
a vector onto the space perpendicular to S. Note that Πx = x whenever x satisfies the
constraints Sx = 0.
Theorem 3.10. If the sets Ai, Bi are a complete characterization of the common nullspace













has solutions that are also minimizers of (3.1), and these solutions all have the same value
at time kc.
Proof. Assume that (3.10) has multiple solutions and x̃ and x̂ are two arbitrary solutions to
it. Without loss of generality, assume that ks = 1. ∆x = x̃ − x̂ has to be in the null space
of the following matrix:
A =

H1 0 0 . . . 0 0
I −I 0 . . . 0 0
0 H2 0 . . . 0 0
0 I −I . . . 0 0
0 0 0
. . . 0 0
0 0 0 . . . Hkc−1 0
0 0 0 . . . Π −I
0 0 0 . . . 0 Hkc

so A∆x = 0, which immediately results in the following:
Hi∆xi = 0
∆x1 = ∆x2 = . . . = ∆xkc−1
∆xkc = Π∆xkc−1
using the fact that HkcΠ = Hkc and eliminating all ∆xi but ∆xkc−1, we have[
H1 H2 . . . Hkc−1 Hkc
]′
∆xkc−1 = 0
By assumption, the matrix on the left has the same null space as Π. Thus,
Π∆xkc−1 = 0
but since ∆xkc = Π∆xkc−1,
∆xkc = 0.
Thus, all of the multiple solutions of (3.10) have the same value at k = kc.
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This is equivalent to redefining the state dynamics at time kc − 1 as
xk+1 = Πxk + wk.
In system-theoretic terms, while the overall system is still not observable, it is detectable,
as the unobservable subspace has been made stable. By combining Theorems 3.10 and 3.9,
the optimization problem to solve will be of the form
min
{xk}kcks
‖xks − x̄‖2pI +
kc∑
k=ks






‖xk − xk−1‖2Q∆tk + ‖xkc − Πxkc−1‖Q∆tkc
(3.11)
This new problem formulation that handles the unobservability issue in non-threaded control
is one of the contributions of this thesis. A modified Kalman filter is implemented in Matlab
from scratch, and utilized to solve (3.11) as in Figure 3.1.
One of the contributions of this work is the implementation of the modified Kalman filter,
introduced above from scratch in Matlab.
3.3 Implementation of Non-Threaded Estimation
While the previous sections outlined a basic approach to non-threaded estimation, in ac-
tual implementation, there are several issues related to computational stability and efficiency
that need to be addressed. To guide the discussion, we consider two possible methods for
implementation, which are illustrated in Figure 3.2. This figure is illustrated with time run-
ning horizontally from sample time ks through sample time kc, and different context items
distributed vertically. A dash indicates that a context item occurs for the run sampled at
that time, and a dot is added when this context item is the first to occur since time ks.
In Figure 3.2(a), data from a time window of fixed width, say N , is used to estimate
the context item biases. This window starts at sample time ks = kc −N and runs through
the current sample time kc. These estimates are then used to predict the bias of the run
at time kc + 1. After this, the problem is reset with ks and kc incremented by one, and x̄
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Modified Kalman Filter: [30]
• Input data: post-run bias measurements zk = yk − γuk.
• Initialization: set x̂ks−1 = x̄.
• For k = ks to kc − 1, do:
P−k =
{
pI k = ks











x̂k = x̂k−1 +Kk(zk −Hkx̂k−1)
P+k = (I −KkHk)P
−
k




























P+k = (I −KkH)P
−
k
where Π = I − S ′(SS ′)−1S.
Fig. 3.1: Algorithm for recursive solution of (3.11)
modified, if desired. This form of implementation allows other engineering information, e.g,
initial condition, to be easily and rapidly brought to bear on the estimation problem through
the choice of x̄, and provides some robustness to outliers, as there is a fixed time limit for
which any particular run is used in the estimation process. The following are important
characteristics of this processing method:
• The window-size of data is fixed.
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context item occurs in current wafer
new context item












(a) Prediction uses a fixed number of past wafers












(b) After startup, multiple wafers to be predicted
Fig. 3.2: Two types of methods for data processing
• The context items to be estimated are all known in advance.
Note that although it is possible that the run at time kc + 1 introduces a new thread
with a new context item (e.g. a new product), this will be known at estimation time, and
then the estimate for this context item would come from the corresponding element of x̄.
The basic recursive solution addressed in Section 3.3.1, tackles this problem setup.
Figure 3.2(b), represents an estimation process where the size of the estimation window
increases with time. Specifically, while the current time kc is advanced after each run, the
starting index ks is fixed, so that all runs after ks are used to make a prediction of the
run at time kc. Note that while more data is used in the estimation process, new threads
containing new context items could occur at any time, and must be dealt with appropriately.
The following are important characteristics for this processing method:
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• The data window-size grows in time.
• The context items which will appear during the estimation process is not known in
advance.
Information filter implementation addressed in Section 3.3.2, tackles this problem setup.
3.3.1 Basic Recursive Solution: Kalman Filter
From the results of Section 3.2, non-threaded estimation involves solving an optimization
problem of the form
min
{xk}kcks
‖xks − x̄‖2pI +
kc∑
k=ks






‖xk − xk−1‖2Q∆tk + ‖xkc − Πxkc−1‖Q∆tkc
(3.12)
where we can take either Π = I or S = 0 (but not both). As is well known (see, e.g., [55]),
the Kalman Filter provides a recursive solution to this optimization problem. This recursive
solution is illustrated in Figure 3.1
At the conclusion of this algorithm, x̂kc will be the same as would have been calculated
by (3.12), and can be used for prediction. Given the context item bias estimate x̂kc , the bias
for the next run is calculated as
ĉkc+1 = Hαkc+1x̂kc . (3.13)
In the case that the model (2.11), (2.12), (2.13) is accurate, it is also possible to calculate
the uncertainty of this prediction, using the state error covariance that is part of the Kalman






The uncertainty prediction can be useful for determining the relative reliability of the
non-threaded estimate. For cases in which alternate control techniques are available, a large
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uncertainty is a useful signal that the non-threaded estimate needs to be modified, or the
process carefully monitored.
3.3.1.1 Introducing New Context Items
As discussed in the introduction to this section, in some cases, new context items may
be introduced, which are not part of the current state xk. This will require modifying the
state xk and associated matrices so that the prediction can continue. For ease of notation,
we will assume that the new state is part of the last category and thus can be placed at the
end of the state vector. Changes in the state dimension can be viewed from the context of
the following optimization problem where the optimization variables change size at time k1,
so that where xk is dimension n, x
◦
k is dimension n+ 1, and all variables with superscript
◦





































The Kalman filter recursion of the last sequence can also be used to find the minimum,
but with the following extra steps at time k1













where 0 is an n× 1 vector of zeros.






where the choice of α is discussed below
• Add the new index as appropriate to Ai and/or Bi and re-calculate constraint S◦
and/or Π◦.
The recursion can then continue with the variables denoted with superscript ◦.
3.3.2 An Alternate Implementation: Information Filter
There is an alternate recursive solution to (3.12), called the information Kalman filter,
that may in some cases be more efficient, especially when using a slightly reformulated
objective function. Rather than using a random walk model for the context item biases
that updates after every measurement, we assume that the bias states are constant within
intervals of fixed length. That is, for d steps, we use the state trajectory model
xk+1 = xk
and then for one step, the model
xk+1 = xk + wk
where wk has covariance Q(tk+1 − tk+1−d). This will result in random walk model with a
similar variance as for the previous model, but with elements that are constant over intervals
of length d.
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The information Kalman Filter update equations are formulated in terms of the inverse
of the covariance matrix, called the information matrix Ψ±k = (P
±
k )
−1 and an information
state ψ±k = (Ψ
±
k )x̂k. The recursive solution is illustrated in Figure 3.3.
• Input data: post-run bias measurements zk = yk − γuk.




• For k = ks to kc − 1, do:




−1 +Q(tk − tk−d)
)−1























































Fig. 3.3: Information filter implementation











σ2kc+1 = (H̃ +Hkc+1Q∆tkc+1)H̃
′ (3.17)
The major benefit of the information filter setup is the very efficient set of equations that
integrates the new measurements (under “measurement-update”). This is unfortunately
offset by a more complex “time-update” that requires calculating the inverse of Ψ, which
may be a very large matrix. However, if the time-update is run only every d time steps,
this cost is reduced. A detailed comparison between the computational complexity of the
Kalman Filter and information Filter is given in Section 3.3.3.
3.3.3 Complexity Analysis
In implementation of non-threaded bias estimation, the run time of the Kalman filter
can be large when there are a large number of context items. While the exact run time will
depend on the specific hardware, we can gain insight into how the problem scales by counting
the number of multiplications needed. This is a measure of computational complexity. We
look at scenarios characterized by the following parameters.
• n: number of the states (number of context items used)
• w: The window-size used for estimation defined as: w = kc − ks
• d: time-update occurs every d iterations.
• κ: number of categories plus 1 for the common mean, κ = q + 1.
• Mk: The number of nonzero elements in covariance or information matrix at step k.
Because of the structure of the high-mix estimation problem, many elements of the ma-




k , will be zero. When this occurs, it significantly decreases
the computational complexity of the implementation, as multiplication by a zero does not
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take any significant computational resources. Thus, the implementation cost will depend on
the number of non-zero elements as captured by the parameter Mk.
A sparse matrix is a matrix populated primarily with zeros [56]. By contrast, if a larger
number of elements differ from zero, then it is common to refer to the matrix as a dense or full
matrix. The fraction of zero elements (non-zero elements) in a matrix is called the sparsity
(density). In numerical analysis, there are two ways of storing a matrix: full structure that all
of the elements of the matrix are stored and sparse structure, where non-zero elements along
with their positions in the matrix are stored. Similar to the storage, the operations are also
different for sparse matrices. For instance, matrix multiplication only requires operations
on the order of the product of the number of non-zero elements of sparse matrices, and the
operations involved with matrix inversion can be more efficiently implemented.
Remark 3.11. From simulation results, we discovered that using sparse structure in Matlab
is useful up to the point that for matrix Am×n, density(A) < 0.5 ∗ mn. If the number of
non-zeros exceed this value then it is beneficial to use the full structure. This will be utilized
in our implementations.
We use big O notation to describe how the computational complexity scales with the
problem parameters. The formal definition of big O notation is as follows:
Definition 3.12. [57] Let f(x) and g(x) be two functions defined on some subset of the real
numbers. Then
f(x) = O(g(x))
if and only if there is a positive constant c such that for all sufficiently large values of x,
|f(x)| ≤ c|g(x)|.
In our case, f is the number of multiplications required, and x is a combination of problem
parameters. The function g(x) is called the order of complexity.
We have the following for the complexity of Kalman filter and information filter steps,
when the covariance and information matrices are sparse. The detailed complexity analysis
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of both Kalman and information filter can be found in Appendix A.










}+ (n+ 2)κ+ 2n)
)







– Measurement-update: O(w((n+ 2)κ+ 1))
Note that for a standard Kalman filter, the computational cost of the measurement
update is much higher than the time update, while for the information filter, the time-
update is costly. Hence, to run time-update in every d steps instead of every step does have
a large impact on the speed of the algorithm.
3.3.4 Estimating Q, R and p
A key part of the bias model are the covariances of the measurement (R), and the
covariance of the state bias disturbance (Q). The measurement covariance can usually be
obtained from equipment specifications, experiments, or engineering knowledge. In addition,
for scalar measurements, the Kalman filter estimates depend only on the relative size of R and
Q, rather than on their absolute magnitudes. The absolute value of R is only important when
interpreting the magnitude of the prediction error covariance. However, for completeness,
we suggest a method for identifying both Q and R simultaneously.
Several approaches for parameter identification are available, which are reviewed in [58].
For systems such as ours that are time varying, e.g., because Hk is a function of k, only
the maximum likelihood (ML) approach is feasible. In this case, the matrix Q and R are
parameterized, say as a function of parameters β, and the log likelihood function L(β) for
the observed measurements is calculated, which is a function of β. The parameters β are
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then adjusted to maximize the likelihood function, or in other words, make the observed
estimation sequence zk maximally likely to have occurred. It turns out that the Kalman















Note that both x̂−k and σ
2
k will be functions of β. While Q could be fully parameterized (i.e.,
each element of Q can be adjusted, modulo symmetry) with a large number of parameters,
the resulting optimization problem becomes intractable. However, there are some reasonable
assumptions that can be made to reduce the number of parameters. We assume that the
disturbances for each context item bias is independent of the others, so that Q is a diagonal
matrix. In addition, we assume that the disturbance covariance is identical within each
category, with separate covariance for the mean bias. Thus, for our four category example
given above, Q will be parameterized as
Q = diag
[




category 1︷ ︸︸ ︷ ︸ ︷︷ ︸
category 2
category 3︷ ︸︸ ︷ ︸ ︷︷ ︸
category 4
We add a parameter for R,
R = β5,
and for the initial uncertainty,
p = β6,
so that β =
[






In this chapter, we will illustrate the implementation results for the algorithms dis-
cussed in Chapter 3, but initially some details on the data that is obtained from GLOBAL-
FOUNDRIES manufacturing lab are explained.
4.1 GLOBALFOUNDRIES Data
GLOBALFOUNDRIES provided a dataset of 195 days of lithography process in their lab.
This dataset contains more than 326 thousands run on 149 different layers. The processes in
different layers are considered independent from each other in semiconductor manufacturing
process. There are four categories in this data, which are Products, Tools, Technologies and
Reticles.
4.1.1 Layers
As mentioned before, the dataset contains 149 layers. Among all these layers, we im-
plemented the algorithms described in Chapter 3, on the ones corresponding to the largest








The name of the layers are specific to the factory, but some general terms are:
• poly: is referred to polycrystalline silicon, also called polysilicon or poly-Si, which is
a high purity, multi-crystalline form of silicon, used as a raw material by the solar
photovoltaic and electronics industry.
• via: via (Vertical Interconnect Access) comes from the Latin word for path or way, is
a vertical electrical connection between layers in a physical electronic circuit that goes
through the plane of one or more adjacent layers.
• metal: is referred to metal interconnecting wires.
4.1.2 Process Settings
Process settings in the dataset denote the method utilized to estimate the bias for the
process. These terms are different from one foundry to another one, but some of the general
ones are defined below:
• APC: Advanced Process Control, which mostly represents EWMA approach.
• Default: Some default value for the bias of the process is used as the estimated bias.
• Hierarchy: Uses Hierarchical structure for estimating the bias. This will be discussed
in detail in Chapter 5.
• Custom: An engineer estimates the bias value based on engineering experience.
In this dissertation, the real data is referred to the data extracted from the dataset
described above.
4.2 Threaded vs. Non-threaded Control
In this section simulation results for the comparison of the performance of threaded and
non-threaded control will be illustrated for real data from GLOBALFOUNDRIES. The data
set contains the run sequence over a 195 day period. We demonstrate the results for layer
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“VIA1” with the total of 10838 runs. The performance of EWMA, the proposed Kalman filter
estimator and the estimator that is being used in the factory are compared in sense of rmse
and outlier results. In Table 4.1 the parameters of problem setup has been shown. Figure ??
illustrated the number of outliers for three approaches. Note that the performance of EWMA
can only be compared with the other two estimators for “APC” settings where at least one
run from the threads with that settings has been observed. EWMA or threaded control in
general is unable to estimate all other cases, because of independency assumption on thread
biases. The performance of all methods in the sense of root mean squared error (RMSE) are
also compared in Table 4.2. The rows of the table are corresponding to different setting types
used in the factory. These setting types correspond to the method that is utilized to obtain
an estimate for the bias in the factory. As one can see EWMA outperforms the Kalman filter
for “APC” settings for this layer and its RMSE is very close to the actual controller in the
factory. On the other hand, for all of the other setting types except stack and passive, the
Kalman filter outperforms the actual controller in the factory. In all of those cases, EWMA
is unable to give an estimate of bias.
Tbl. 4.1: Parameter values for VIA1 layer
Variable Value Variable Value
N 10838 α0 - Q for Mean 4.80e-10
k90 5459 α1 - Q for Tool 1.00e-11
ks 2710 α2 - Q for Tech Code 2.24e-08
ke 5419 α3 - Q for Reticle 3.41e-09
α3 - Q for Reticle 3.41e-09
4.3 Demonstration of Unobservability
As discussed in Section 3.2, choices made during the manufacturing process can cause
the estimation problem to be unobservable. In this implementation, a production sequence
is chosen where subsets of products are segregated on subsets of tools, resulting in an unob-
servable estimation problem (if the corrections suggested in Section 3.2 are not taken).
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Fig. 4.1: Outlier results for VIA1 layer
Tbl. 4.2: RMSE results for VIA1 layer
Wafers GF rmse KF rmse EWMA rmse
AdHocOver. 11 1.86e-03 2.19e-03 -
APC 5070 1.22e-03 1.27e-03 1.30e-03
Default 201 4.39e-03 3.64e-03 -
Hier. 24 3.16e-03 2.05e-03 -
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 66 2.23e-03 4.46e-03 -
Other 5 3.70e-03 6.13e-04 -
4.3.1 Experiment setup
We generated a simulated manufacturing process with 3 categories: tools, technologies
and products. In these categories are 20, 10 and 70 context items respectively. Seven of
the products within one technology are run on only two tools. We generated the simulation
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data using the models described in (2.11) and (2.12) with the assumption of both process
and measurement noise are iid white Gaussian with standard deviation of 10−2 and 10−3,
respectively.
4.3.2 Covariance Comparison
The generated data was applied to the standard Kalman filter using only constraints for
the structural observability (i.e. S of the form (3.8)) along a second filter in which S also
includes constraints to reflect the restriction of some products to a subset of tools. In Figure
4.2, the maximum singular value of the covariance matrix P+k is plotted. As expected, the
covariance increases without bound in the direction of unobservable subspace. Eventually,
this will cause P+k to become ill-conditioned and give rise to numerical issues.




































Fig. 4.2: Maximum singular value of the covariance matrix vs. Iterations
On the other hand, the maximum singular values of covariance matrix for modified version
of Kalman filter are bounded. This is because the operator Π projects those unobservable
parts of covariance matrix to zero. Note when using S = 0 but the appropriate Π, the thread
bias estimates (ĉk) from these two approaches are identical and thus numerical stability is
achieved without losing accuracy.
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4.4 Sensitivity to Q and R
Implementation of non-threaded estimation requires specifying the covariance Q and R
as part of the model. In this section, we demonstrate that these matrices can be estimated
from data, and also show the sensitivity to choosing the wrong value.
4.4.1 Data Generation
Data was generated using a simulated manufacturing process with four categories and
a total of 444 context items. Adding the mean of data to these context items, the state
vector contains 445 elements. The four categories have 37, 22, 149 and 236 context items
respectively. There are 1192 threads in the process with 20000 runs. In semiconductor
manufacturing there are often a few threads that have the most runs in the factory, which
are called high runners, while the rest of threads occur rarely. To simulate this effect, we used
a probability mass function for thread distribution and generated the H matrix accordingly.
The PMF of the thread distribution is shown on a logarithmic scale in Figure 4.3.
As shown in Figure 4.3, the probability is fixed for more than 90% of threads, and the





































Fig. 4.3: PMF of thread distribution on a logarithmic scale
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probability is exponentially increasing for the remainder of them. The following random
walk model is utilized to generate 20000 samples.
Xk+1 = Xk + wk
Ck = HkXk + vk
where Xk corresponds to the states, wk is the process noise and vk is the measurement noise.
Ck is the bias values obtained from this random walk model that will be used as the data
for analysis. The covariances of the process and the measurement noises are assumed to be
10−8I and 10−6 respectively.
4.4.2 Sensitivity Results
Using the first 10000 runs, the Q and R matrices were estimated using the maximum
likelihood approach of Section 3.3.4. On the remaining 10000 runs, the Kalman filter was
used to predict the bias, and the results are shown in Table 4.3. The first row is the Q
and R values that were used to generate data. The second row demonstrates the estimated
values of Q and R using the approach mentioned in this paper and the last rows show the
mean squared error for the same runs but if erroneous values of Q and R have been used.
As we can see, estimation of Q and R has a huge effect on the accuracy of the estimates. By
choosing wrong Q and R the accuracy can be decreased by a factor of 10 or more.
Tbl. 4.3: The sensitivity results for Kalman Filter
Q R RMSE
true values diag{10−8,10−8,10−8,10−8} 10−6 0.015807
ML estimates diag{8.47× 10−9,3.64× 10−8,2.857× 10−8,6.499× 10−8} 6.499× 10−7 0.015739
erroneous values diag{10−7,10−7,10−6,10−9,10−10} 10−6 0.067124
erroneous values diag{10−8,10−8,10−8,10−8} 10−3 0.15726
66
4.5 Computational Complexity Comparison
In this section, after illustrating the sparsity behavior of the covariance matrix. Compu-
tational complexity and prediction accuracy for the two implementations are compared via
implementation of the algorithms on the simulated data.
4.5.1 Data Generation
The generated data in Section 4.4 is used in this section as well.
4.5.2 Sparsity of the covariance/information matrix
As an illustration of sparsity, consider estimating over a fixed window-size, w. Initially,
the covariance and information matrices corresponds to the identity matrices, and thus very
sparse. The non-zero elements that occur in the covariance and information matrices during
the run will depend on the combination of the states that occur within the window. Figure
4.4 shows the percentage of non-zero elements of the covariance and information matrices
respectively versus the number of updates that has been performed. Clearly, the sparsity is
significant, especially over the shorter window sizes. It is also clear that the pattern of the
nonzero elements for the covariance and information matrices is identical. These plots are
illustrated for n = 445 and the w = 1000.
4.5.3 Complexity Results
In order to compare two implementations, for each simulation, the run-time and esti-
mation error are measured for a variety of problem sizes. The experiments considered an
estimation process where a fixed window of past data is utilized to predict the current wafer.
For each experiment, predictions for 100 wafers were performed, with the run time measured,
and the estimated bias compared with the real bias, reported as mean root squared error.
The simulations were performed on a Mac Pro with a 2.4 GHz Intel Xeon Quad Core proces-
sor with 24 GB of 1067 MHz memory. The results are shown in Table 4.4. The parameters
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Fig. 4.4: Percentage of non-zero elements in the covariance and information matrices vs.
iterations
in the table are defined in the beginning of Section 3.3.3, and Mean represents the average
magnitude of the bias being estimated. Note that the information filter runs significantly
faster for larger d, and that increasing d does not significantly affect the estimation error.
4.5.4 Complexity vs. window-size
Window-size, w, has two effects on the complexity of both the Kalman and information
filter
• Increasing window-size will linearly increase the number of iterations, which results in
linear increase in the complexity. This is true under the constraint that the computer
doesn’t run out of memory. In the case that memory is not sufficient for larger w’s the
increase will be nonlinear.
• Increase in the size of the window can have another effect as well. The number of
nonzero elements in covariance and information matrices increase with the size of
window due to the fact that more combinations of context items appear in the larger
window. This effect will change the structure of the matrices from sparse to full
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Tbl. 4.4: The simulation results for non-threaded high-mix estimation
Common Parameters Kalman Filter Information Filter
w d n κ Mean RMSE Run-Time (sec) RMSE Run-Time (sec)
1000 1 445 5 0.8901 0.0796 586 0.0796 2080
1000 10 445 5 0.8901 0.0796 586 0.0796 364
1000 50 445 5 0.8901 0.0796 586 0.0795 194
1000 100 445 5 0.8901 0.0796 586 0.0795 173
1000 1 209 4 0.5683 0.0459 144 0.0461 419
1000 10 209 4 0.5683 0.0459 144 0.0459 92
1000 50 209 4 0.5683 0.0459 144 0.0455 64
1000 100 209 4 0.5683 0.0459 144 0.0458 61
5000 1 445 5 0.8901 0.0168 3064 0.0168 9780
5000 10 445 5 0.8901 0.0168 3064 0.0168 1614
5000 50 445 5 0.8901 0.0168 3064 0.0168 879
5000 100 445 5 0.8901 0.0168 3064 0.0168 788
5000 1 209 4 0.5686 0.0021 715 0.0024 2048
5000 10 209 4 0.5686 0.0021 715 0.0021 436
5000 50 209 4 0.5686 0.0021 715 0.0025 293
5000 100 209 4 0.5686 0.0021 715 0.0023 275
causing in slower performance. Figure 4.5 shows the run-time versus window-size for
both Kalman filter and Information filter. The plots are generated for window-sizes
between 500 to 10000. The setup of the experiment was: n = 209, d = 10 and κ = 4.
As illustrated the complexity of both Kalman and information filter implementation
increases linearly with window-size, so the first effect of window-size is much more
powerful than the second for this experiment.
4.5.5 Complexity vs. context items, n
Figure 4.6 shows the plot of complexity order versus n for fixed Mk = 500 and κ = 5,
but for two different cases of d = w and d = 1. In the case, d = w, the time-update will be
skipped and the plots show the measurement-update cost. As illustrated, the information
filter cost is very small compared with Kalman filter. However in the case, d = 1 both
measurement and time-updates are at full cost. One should mention that the Kalman filter
cost remains the same for both cases, because Time-update is very cheap for Kalman filter
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Fig. 4.5: Run-time vs. w
implementation. This figure is generated assuming covariance and information matrices
remain sparse.



















Kalman Filter d = w
Information Filter d = w
Kalman Filter d = 1
Information Filter d = 1
Fig. 4.6: Order of complexity vs. n for d = w, d = 1
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Fig. 4.7: Run-time vs. d
4.5.6 Complexity vs. d
Time-update complexity is the only part that can be affected by d parameter. In the infor-
mation filter implementation, the effect of d is large, because the main algorithm complexity
is due to the time-update, whereas in the Kalman filter implementation, the time-update is
very cheap and increasing d doesn’t make a considerable improvement. Figure 4.7 shows the
change in run-time with respect to change in parameter d. As illustrated in this figure, the
run-time of the Kalman filter is almost constant, but the run-time of the information filter
converges to the run-time of the measurement-update alone, which is very small. This figure




In this chapter, we will discuss one of the most important challenges in threaded estima-
tion that is known as initialization of threads.
5.1 Thread Initialization
There are different scenarios where a thread needs to be initialized. The main cause
of all these scenarios is lack of reliable data [59]. One of the most common among these
scenarios is when a new thread has been introduced in the run-to-run control. Threaded
control cannot give any estimate of the initialization bias, because of its assumption of the
biases of all threads being independent of each other. In this work, we study a hybrid control
method, where non-threaded control is used for thread initialization. We will use the Kalman
filter approach introduced in [30] as the non-threaded control and compare the results with
other initialization methods that have been discussed in literature. This chapter is heavily
concentrated on our submitted work [31].
5.2 Bias initialization
There are several cases that force us to initialize a thread. All these cases occur due
to absence of reliable data for a thread sequence [59]. Initialization is needed due to the
introduction of a new context item, long delays in data or due to a thread component reset,
e.g., chamber cleaning.
5.2.1 Existing Methods
Generally, there are four options to choose from for an initialization strategy [59].
• Use a bias estimate from a separate but related thread (e.g., Hierarchical method)
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Fig. 5.1: Simplified hierarchy structure for photolithography process
• Run a pilot lot
• Utilize an automated method to extract relevant information from the processed his-
tory.
These initialization methods can be performed until there is enough feedback data to
perform EWMA or any other threaded run-to-run control method.
5.2.1.1 Default
In this initialization method, a default value is stored for the bias corresponding to each
context item. Since under EWMA these values are not typically updated regularly, this is
generally less than desirable. Previously, when the EWMA controller was not widely used,
the default setting was what the engineer would update to manually move the process on
target.
5.2.1.2 Hierarchical Method
In this method, the thread is defined in a hierarchal manner so that by removing elements
from the end, it becomes less and less specific. Hierarchical thread initialization selects the
data that is closest to the operational state of the new thread by successively removing
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criteria from the thread definition until relevant past process information becomes available
[20]. This is achieved by initializing the new thread with the bias value from the most similar
observed thread.
There are two factors to consider when choosing the hierarchical structure. First is the
effect of each category in the process on the bias; the larger the effect on the bias, the
higher that category in the hierarchical tree. The second factor is the number of context
items within each category. For instance, a category of tools may have 20 context items
in it while a category of products may have thousands. For simplicity, assume that the
runs are uniformly distributed on the context items within the categories. In this case, by
constraining on a specific context item in the tool category we can use five percent of the
data whereas by constraining on a specific context item in the product category we can use
less than 0.1 percent of the historical data. A more complete discussion on how to define the
tree for the hierarchical structure is provided in [20]. Figure 5.1 shows a sample hierarchical
structure for a photolithography process. Consider four categories for the photolithography
process illustrated in Figure 5.1. The first category is the technology, second is tool, third is
reticle and fourth is the product. Each leaf on this tree corresponds to a unique thread. To
identify a thread define the multi index α = `mop, which indicates context ` from category 1,
context m from category 2 and so on. Suppose this thread has not been observed previously
and needs to be initialized. In order to initialize the current run using the hierarchical
method, the thread definition is relaxed according to the tree structure. This means threads
are grouped according to the three categories of technology, tool and reticle. Then thread α
initialized using past data from thread β = `mo if any are available. If no thread with index
β is available then we have to relax thread definition even more to ζ = `m and so on. This
relaxation can be shown as follows:
c`mop ≈ c`mo + c4,p (5.1)
where c4,p is the bias due to context item p in category 4. c`mo can be obtained by averaging
the bias value for all of the threads which share every context item with current thread except
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the product. The resulting state estimate has a higher variance than the case in which the
complete thread definition is available, due to the presence of c4,p in the un-modeled portion
of the state.
The drawback of this method is the fact that a hierarchical structure has to be fixed in
the first place and relaxations are done according to the fixed structure. In other words, if a
new thread shares three context items with one of the observed threads, but that unshared
context is not at the bottom of the tree then we have to relax thread definition by more than
one category, which is not desirable.
5.2.1.3 Least squares method
Good et al. [59] proposed a least squares method based on using the thread history
information in order to initialize threads. The algorithm is based on the idea of non-threaded
control, when the bias effect is distributed amongst context items in different categories.
In this case, if a thread is identified by index α = `mop, then it is assumed that the
thread bias is given by (1.8)
cα = c1,` + c2,m + c3,o + c4,p (5.2)
where c1,` is the bias due to context item ` in category 1, c2,m is the bias due to context item
m in category 2 and so on. Note that the time index k has been left off for clarity, but all
of these terms are functions of time.
We will reserve the following variables to denote the size of the various items defining
the non-threaded estimation problem
• q - number of context item categories.
• ni - number of context items in category i, i = 1, · · · , q.
• n = 1 +
∑q
i=1 ni - total number of context items.
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In order to consider estimation of these context item biases, it is useful to collect all
biases into a single state vector of dimension n (x ∈ Rn), specifically
x̃ =
[
c1,1 c1,2 · · · c2,1 · · ·
]T
. (5.3)
Note that the state vector, x, defined for non-threaded estimation is:
x = [µ x̂] (5.4)
In other words, the state vector for a least squares approach is the state vector defined for a
non-threaded estimation problem without the state for mean of the bias. The bias for thread
α is
cα,k = H̃αx̃k (5.5)
where H̃α ∈ R1×n is a row vector that selects the terms that are relevant to that thread. For
instance, Hα for the thread α = 2331, in a problem with 4 categories of 4,4,3 and 4 context
items will be of the form
H̃α =
[
0 1 0 0 0 0 1 0 0 0 1 1 0 0 0
]
.
category 1︷ ︸︸ ︷ ︸ ︷︷ ︸
category 2
category 3︷ ︸︸ ︷ ︸ ︷︷ ︸
category 4
(5.6)
Let zk be the observed bias of wafer k
zk = yk − γuk. (5.7)
Define Z and Ĥ as follows:
Zc =
[












Given the assumed bias model (5.5) we have
Ĥkc−1x̃kc−1 ' Zkc−1, (5.10)
where kc represents the current run. By solving (5.10) for x̃kc−1, the portion of bias due
to each context item can be obtained, if the context item has been introduced prior to the
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current run. Since Ĥkc−1 is rank deficient, it is not possible to solve ordinary least squares
for x̃kc−1, so instead the following regularized optimization problem is solved, which penalize
the size of the state solution.
x̂kc−1 = arg min
b
‖H̄kc−1b− Zkc−1‖22 + ε‖b‖22 (5.11)
where ||x||2 represents the `2 norm of the vector x. It is well-known that a singular value
decomposition technique can been utilized to solve this optimization problem as ε→ 0. This
algorithm is as follows:
SVD algorithm to solve ill-posed least squares
• Find the singular value decomposition (SVD) of Ĥkc−1 = USV T , where U and V are
orthonormal matrices and S is diagonal.
• Find the rank: number of non-zero elements of S.
• Use the first r singular values and approximate Ĥkc−1 with H̄kc−1 = UrSrV Tr , where
indices r for U and V indicates that only the first r columns of the matrix has been
used and for S the first r singular values has been chosen.
• x̂kc−1 = H̄−1kc−1Zkc−1
• ĉkc = H̃kcx̂kc−1, where ĉkc is the estimated bias.
One of the advantages of this method is the fact that it can handle the initialization of
new threads automatically. However, in (5.10) the individual thread bias states are assumed
to be constant over the time period 1 to kc. Moreover there is no preference of recent runs
over older ones. The latter issue, however, has been addressed in [59] under time-weighted
thread reconstruction that is based on weighted least squares solutions. In this setup, the
optimization problem that was stated in (5.11) is replaced by:
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x̂kc−1 = arg min
b
‖H̄kc−1b− Zkc−1‖2W + ε‖b‖22 (5.12)
where ||x||W ∼=
√
xTWx for real vector x and W is a diagonal weighting matrix that usually
is chosen to give more weight on the recent and more frequent runs. Tuning the weighting
matrix W is a challenge in this algorithm.
5.3 Proposed Method
The initialization of the new control thread, given the past history of other threads has
two main challenges to address. The first challenge is to select the previous threads that
have relevant information and second is to evaluate the uncertainty of bias estimate for the
new thread.
5.3.1 Hybrid Initialization
In this work, we will study the effect of combining threaded and non-threaded control
by utilizing non-threaded control for thread initialization. Both threaded and non-threaded
control strategies run in parallel using the same data, but do not share estimate informa-
tion. When initialization of a thread is required, the non-threaded estimator will provide
the initialization value for the bias. The following scenarios may occur to require thread
initialization.
• Scenario 1: The new thread is a new combination of observed contexts.
• Scenario 2: The new thread shares only some of the context items that has been
observed.
• Scenario 3: The new thread does not share any context items with the observed threads.
The three scenarios illustrated in Figure 5.2.
In order to study this initialization method, we have to introduce some terminology for
the non-threaded estimation. Similar to least squares approach, the bias effect is distributed
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Run$1:$ 1$ 3$ 2$ 1$
Run$2:$ 2$ 3$ 1$ 1$















Fig. 5.2: Initialization scenarios
among context items with a small difference that the mean of the bias is extracted from data
and placed in the state vector, so the state vector is as defined in (1.9). The bias for thread
α can then be represented as
cα,k = Hαxk (5.13)
where Hα ∈ R1×n plays the role of H̃α in the least squares approach and has the form (1.11).
By finding the state vector at each time xk, we can obtain the bias at that time. A
key difference from the least squares approach is that the bias thread states are no longer
assumed to be constant, but to have time trajectories satisfying a specific model. Define
xk+1 = xk + wk
where wk is a zero mean i.i.d. Gaussian random sequence with covariance Q, and, for a chosen
start time ks, the initial condition xks is a random variable with mean x̄ks and covariance
Pks . We also assume i.i.d. Gaussian random measurement noise with covariance R. This is
equivalent to the RWUD model described in Section 2.1.2.3. Given data from ks to ke, one














It is well known that this problem can be solved iteratively using the Kalman filter
algorithm [20, 29, 30]. The estimated state vector can be utilized to initialize a new thread
since it contains the most recent estimates of the bias due to each context item.
5.3.1.1 First Scenario
In this case, the state vector contains all the required information and we can calculate
the initial bias for the new thread as follows:
ĉα,ks = Hαx (5.15)
where ĉα,ks is the estimated initial bias for the new thread α at the time (ks) that it has been
introduced. Note that in a hierarchy structure the only way to use the information from all
categories is to previously observe the thread itself. Any new thread requires moving up the
hierarchy structure by the number of steps depending on the definition of priorities of the
structure and the most similar observed thread. A comparison of the proposed approach and
the hierarchical initialization exhibits the fact that the proposed method is more certain and
uses more information from the available process history. It will be shown in the simulations
that in this case the initialization performance is very good.
5.3.1.2 Second Scenario
In this scenario, one or more context items have been introduced. As discussed in previous
sections, in some cases new context items may be introduced that are not part of the current
state xk. In this scenario the bias estimation is obtained in the same way as previous with
the difference that we will assume zero bias corresponding to each unobserved context item.
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5.3.1.3 Third Scenario
This scenario is very unlikely to happen except for the first runs, because a new technol-
ogy, new tool, new product and reticle has to be introduced simultaneously and if happens,
there is no relevant data to be used and the best way to initialize that thread is to use the
engineering experience or sending a pilot run.
In this Chapter, we utilize the modified Kalman filter approach introduced in Chapter
3, in order to estimate the state vector. We also showed that the solution to (5.14) is equal
to the solution of the optimization problem defined in (3.9) as follows:
min
{xk}kcks








+ ‖xkc − Πxkc−1‖Q∆tkc
(5.16)
where R is the covariance of measurement error, Rc is an arbitrary positive semidefinite
matrix, S is the full realization of the null space of H, Π = I − S ′(SS ′)−1S is the projection
operator to the null space of H, and ks, kc are the first and last run in the window. It is
shown in Chapter 3 that this optimization problem has a unique solution that is the estimate
of the state vector when Rc →∞. The recursive solution is given in Figure 5.3.
The parameters Q and R can be estimated from data using a maximum likelihood method
as discussed in Chapter 3 and in [30]. The same method can be utilized to estimate the initial
variance of the error, p. The importance of tuning these parameters in the performance of
Kalman filter is illustrated in Chapter 3.
5.4 Experimental Results
In this section, we compare the performance of initialization approach proposed in this
paper with other initialization methods discussed in Section 5.2.
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Modified Kalman Filter: [30]
• Input data: post-run bias measurements zk = yk − γuk.
• Initialization: set x̂ks−1 = x̄.
• For k = ks to kc − 1, do:
P−k =
{
pI k = ks











x̂k = x̂k−1 +Kk(zk −Hkx̂k−1)
P+k = (I −KkHk)P
−
k




























P+k = (I −KkH)P
−
k
where Π = I − S ′(SS ′)−1S.
Fig. 5.3: Algorithm for recursive solution of (3.9)
5.4.1 Experiments on simulation data
In this section the implementation results on the simulated data are illustrated.
5.4.1.1 Data Generation
Data was generated using a simulated manufacturing process with four categories and a
total of 449 context items. Along with the mean, this gives a state vector of 450 elements.
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The four categories have 37, 22, 140 and 250 context items respectively. There are 1200
threads in the process with 20000 runs. In semiconductor manufacturing, there are often a
few threads which correspond to most of the runs in the factory. These threads are called
high runners, while the rest of threads occur rarely, and are called low-runners. To simulate
this effect, we used a probability mass function for thread distribution and generated the
processing sequence accordingly. The PMF of the thread distribution is shown in logarithmic
scale in Figure 4.3. We used the first half of data as the run history and the second half to
compare the performance of the two initialization methods. In the second 10000 runs there
are 232 runs, which are cases of the first scenario mentioned in Section 5.3.
As shown in Figure 4.3, the probability is fixed for more than 90% of threads and it is
exponentially increasing for the remainder of them. We generated 20000 samples using the
following random walk model:
Xk+1 = Xk + wk
Ck = HkXk + vk
where Xk corresponds to the states, wk is the process noise and vk is the measurement noise.
Ck denotes the bias values obtained from this random walk model that will be used as the
data for analysis. The covariances of the process and the measurement noises are assumed
to be 10−8I and 10−6 respectively. Figure 5.4 illustrate two examples of how states change
over time.
Table 5.1 illustrates the efficiency of the proposed method versus the least squares ap-
proach on the 232 initialized instances. These instances are all cases of the first scenario.
The performance is compared in the sense of RMSE of the estimated and actual bias as well
as 5%, 10% and 20% outliers. A wafer is called an n% outlier if the final measurement of
that wafer is outside of the n% range of the nominal value. The last column represents a
very simple approach to find the bias, which is replacing the bias with the mean value of all
observed biases. This is actually similar to doing nothing to estimate the bias and one can
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Fig. 5.4: Sample states behavior in time
see the importance of applying the initialization methods in run-to-run control by comparing
the results.
Tbl. 5.1: Comparison of proposed, least squares and mean bias value for the 232 wafers of
the first scenario.
Proposed Method LS Mean
RMSE 7.62e-04 8.35e-04 0.7190
%5 outliers 1 1 228
%10 outliers 0 1 228
%20 outliers 0 0 220
Both the LS and proposed hybrid methods performed much better than the hierarchical
method. As an example, we consider a single run. In order to get the best performance
from the hierarchical method an observed thread is chosen that shares all the context items
in the hierarchy structure, except for the one at the bottom of the structure. Clearly, for
initialization scenarios defined in Section 5.3 there is no better case for hierarchical method.
In particular, the run number 10395 shares all the context items except the last one with
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prior run number 1123 but no later run. According to the hierarchical method, the bias
estimate is given by: ĉ10395 = ĉ1123. For the other two algorithms the bias corresponding to
each context item is estimated using the run history and the total bias for each thread is
calculated by using that information. In Table 5.2, the real bias value for this particular run
is compared with the estimation from three approaches.
Tbl. 5.2: Case Study Sample Run
Actual Proposed LS Hierarchy
Bias -1.1521 -1.1520 -1.1528 -1.0435
The improved performance is due to the fact that the other two algorithms use more
information than the hierarchical method. That is, the hierarchical method assumes that
the context bias due to the fourth context item in run 10395 is equal to the bias due to the
fourth context item in run 1123. On the other hand, the two other methods estimate the
bias corresponding to the fourth context item in run 10395 from run history.
Finally, in order to see the effect of having non-Gaussian measurement noise, we did
another experiment by generating a simulation data with the same method described above,
but instead of adding random i.i.d Gaussion noise, additive noise had a χ2 distribution
with one degree of freedom and same variance. The performance of the three methods in
comparison with each other is similar to the one in Table 5.1. The RMSE values are larger
for this data, specifically because the errors corresponding to outliers are larger. The results
of this experiment are provided in Table 5.3.
Tbl. 5.3: Comparison of proposed, least squares and mean bias value for the 234 wafers of
the first scenario for non-Gaussian measurement noise
Proposed Method LS Mean
RMSE 0.0042 0.0044 0.6845
%5 outliers 2 3 232
%10 outliers 1 1 231
%20 outliers 1 1 227
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5.4.2 Experiments on real data
The implementation results of proposed algorithm on the real data is discussed in this
section.
5.4.2.1 Experiment setup
The methods were also compared on a data set from an actual semiconductor manufac-
turing line. This data set is from GLOBALFOUNDRIES, and contains 10838 wafers from
processing a specific layer over 195 days. The data acquired from the real process contains
seven categories among which we chose three that are more effective on the bias. The first
category is technology code, the second is tool, and the final category is the specific com-
bination of reticle and product. There are 22 context items in technology, 37 in tool and
6447 items in the reticle-product category. Hence, the state vector contains 6507 context
items including the mean. The data that is measured in the first 90 days is used to estimate
the model parameters β and the rest of the data samples are used to compare three algo-
rithms. Comparisons are made on the runs that are either initialized manually (Ad Hoc)
or by any automated technique such as the hierarchical method (Hierarchy) using a default
value (Default) or other methods (Other).
5.4.2.2 RMSE results
Here, our proposed initialization is compared with those have been used in factory in the
sense of root mean squared bias prediction error (RMSE), along with number of outliers.
Note that Adhocover setting is representing cases that an engineer overrides automatic ini-
tialization in favor of engineering prudence.
As illustrated in Table 5.4, the proposed initialization method performs the best in most
of the cases. The priority of the results is even more highlighted when we consider the fact
that experts choose the method to initialize each thread in factory, but we do not modify
our method for different wafers, which can save a lot of effort, time and cost in the factory.
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Tbl. 5.4: Comparison of proposed initialization method with other methods
# of wafers Proposed Method Ad Hoc
RMSE 11 2.06e-03 1.86e-03
5% outliers 0 0
10% outliers 0 0
20% outliers 0 0
# of wafers Proposed Method Default
RMSE 227 3.52e-03 4.47e-03
5% outliers 20 37
10% outliers 3 10
20% outliers 0 0
# of wafers Proposed Method Hierarchy
RMSE 29 1.96e-03 2.95e-03
5% outliers 1 2
10% outliers 0 0
20% outliers 0 0
# of wafers Proposed Method Other
RMSE 6 8.51e-04 3.48e-03
5% outliers 0 1
10% outliers 0 0
20% outliers 0 0
Table 5.5 demonstrates the overall initialization results of the proposed method versus the
combination of previous methods and least squares approach.
Tbl. 5.5: Comparison of proposed, GLOBALFOUNDIRES, and least squares methods for
total of 273 wafers
Proposed Method GF Methods LS
RMSE 3.3e-03 4.2e-03 4.4e-03
%5 outliers 21 40 27
%10 outliers 3 10 5
%20 outliers 0 0 1
Table 5.6 separates out the simulation results for the cases that correspond to the first
scenario described in Section 5.3. There are 221 wafers out of 273 that are cases of first
scenario and the other 52 are cases of second scenario. It is shown that the performance of
both techniques is particularly good for first scenario cases.
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Tbl. 5.6: Comparison of proposed, GLOBALFOUNDIRES, and least squares method for
221 wafers of the first scenario.
Proposed Method GF Methods LS
RMSE 1.8e-03 3.2e-03 2.20e-03
%5 outliers 1 21 7
%10 outliers 0 1 2
%20 outliers 0 0 0
Even though the performance of the proposed method has been approved by simulation
results on the real data, it is still a challenge to apply this method in the foundry. Although
we addressed [30] some of the difficulties in implementation of this method in factory such
as introducing new context item, it needs further work to make this method efficient in cases
including reset of a context item, re-measurement, re-targeting, a posteriori outlier removal,
etc. Some of these cases can be resolved by updating the measurement vector and running




COMBINED THREADED AND NON-THREADED ESTIMATION
In Chapter 5, we mentioned that the threaded estimation can not provide any estimate
for the first run of a thread. We proposed a hybrid approach that utilizes EWMA as the
dominant estimator, and when initialization is required the Kalman filter approach is utilized.
In this chapter, we propose a new hybrid approach that is not specific to initialization, but
it utilizes the non-threaded estimator as the dominant estimator. The proposed method,
called the Hybrid Kalman Filter (HKF), replaces the Kalman filter estimate with a threaded
estimate when the Kalman filter estimate is not reliable. More details on the method are
discussed in this chapter.
6.1 The Problems
In this section we will introduce two factors that destroy the performance of Kalman
filter.
6.1.1 Predicted Covariance in Kalman Filter
The predicted covariance, σ2k, defined by (3.17), is a quality metric that gives an estimate
of the reliability of Kalman filter estimate at each time. The computational cost of calculating
this value is negligible and it can be done in real time. Kalman filter gives us a metric for the
quality of its estimation, that can be used to design a hybrid estimator, which supplements
a threaded estimate whenever the Kalman Filter estimate is likely to be bad. The higher
the predicted covariance, the less reliable is the Kalman filter estimate.
6.1.2 Events in the Factory
Semiconductor manufacturing companies make changes to the tools that are utilized in
different processes to calibrate, clean or repair them. This type of external interfere is called
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a manufacturing event. Usually, after such events the bias of threads that are affected by
that event is initialized with some type of engineering information or by running pilot runs.
By changing the properties of a tool or a process in the factory, the bias of the threads
which share that tool or process is affected. This is due to the change that happens to the
state corresponding to that tool or process. This is where Kalman filter does not provide
the correct estimate, because the information about that change is not fed into the Kalman
filter. One way to improve the performance of the Kalman filter estimate is to replace it
with the methods utilized in the factory after such events. By replacing the first Kalman
filter estimate after an event, we can inform Kalman filter about the change that is occurred
and utilize Kalman filter from the next run.
6.2 Hybrid Kalman Filter (HKF)
We explained the two cases that Kalman filter mostly fails in providing the correct esti-
mate for the bias. Here, we use the information provided above to propose a hybrid estimator
that performs better than both threaded and non-threaded estimators. In fact, we replace
the Kalman filter (KF) estimate, when one of the cases mentioned above occurs with the es-
timate from the current estimator in the factory, which will be called GLOBALFOUNDRIES
(GF) estimate. For the implementation in this chapter, we have set 90 days as the “start-up
time” for the Kalman filter, and the performance is analyzed using data from days 91 to the
end (day 195). This represents the current GLOBALFOUNDRIES practice of using wafers
from within 90 days in the EWMA estimate.
The hybrid estimator is summarized by the following algorithm:
Hybrid Kalman Filter (HKF) Algorithm
1. Using the startup data (k < k90) find σ̄ for which exactly 5% of the KF runs satisfy
σ2k > σ̄
2, where k90 indicates the indices of the runs which occurred in the first 90 days
of process.
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2. The KF and GF estimators run in parallel without any modification. Define ĉKFk as
the KF estimate and ĉGFk as the GF estimate at run k.
3. If an event is occurred in the previous observation of the thread corresponding to the
current run, then set E = 1.
4. For each k ≥ k90,
• The HKF estimate is obtained from the following:
ĉHKFk =








where ĉHKFk denotes the hybrid Kalman filter estimate.
In the data provided by GF, a change in process setting from “APC” corresponds to an
event in the factory. By the proposed algorithm, the bias estimation problem is solved by
Kalman filter approach in most of the cases and is replaced by GF estimate when:
1. An event is occurred in the previous observation of the thread.
2. The predicted covariance is larger than some level. In other words, Kalman filter is
not confident about its estimation.
6.3 Implementation Results
In this section, the results of implementing the HKF algorithm on the real data from
GLOBALFOUNDRIES is provided. We illustrate the results for two specific layers of im-
portance, METAL1 and VIA1 in this chapter. The results are illustrated in 6.1, 6.1 and 6.2
for METAL1 layer and in 6.3, 6.2 and 6.4 for VIA1 layer. The results for the other layers
mentioned in Chapter 4 are provided in Appendix B. For some of the layers, the performance
of GF estimator is better than both KF and HKF, but the performance of Kalman filter is
always improved with the proposed hybrid approach.
91
Tbl. 6.1: METAL1 Parameter Values
Variable Value Variable Value
N 10868 α0 - Q for Mean 8.30e-09
k90 4938 α1 - Q for Stepper 5.22e-08
ks 2717 α2 - Q for Tech Code 6.57e-08
ke 5434 α3 - Q for Reticle 4.03e-08
α4 - R 5.02e-07
Fig. 6.1: METAL1 Outlier Results
Tbl. 6.2: METAL1 RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 7 3.40e-02 4.49e-02 3.40e-02
APC 5635 8.30e-04 1.15e-03 9.48e-04
Default 228 7.71e-03 7.61e-03 7.64e-03
Hier. 13 4.80e-03 1.98e-03 2.09e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 36 1.63e-03 2.34e-03 1.60e-03
Other 0 - - -
As we can see the performance of HKF for the runs with “APC” and “Passive” settings
is better than both KF and GF estimators. This is just reverse of the case when we compare
it with the results of initialization, where the performance of KF is better than GF in all the
settings except for “APC” and “Passive”.
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Tbl. 6.3: VIA1 Parameter Values
Variable Value Variable Value
N 10838 α0 - Q for Mean 7.20e-10
k90 4922 α1 - Q for Stepper 1.00e-11
ks 2710 α2 - Q for Tech Code 1.84e-08
ke 5419 α3 - Q for Reticle 2.50e-09
α4 - R 1.00e-06
Fig. 6.2: VIA1 Outlier Results
Tbl. 6.4: VIA1 RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 11 1.86e-03 2.06e-03 2.00e-03
APC 5568 1.21e-03 1.32e-03 1.15e-03
Default 227 4.47e-03 3.52e-03 4.10e-03
Hier. 29 2.95e-03 1.96e-03 2.35e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 73 2.14e-03 4.27e-03 1.97e-03
Other 6 3.48e-03 8.51e-04 2.37e-03
In general, HKF approach improves the KF estimates for almost all of the layers for
runs with settings “APC” and “Passive”. For some of the layers such as VIA1, VIA2,
VIA3 and METAL1, HKF also improves the results of GF estimate, but for some other
layers, e.g., POLY and METAL2, GF estimate outperforms the HKF in sense of RMSE, and
number of outliers for the setting types: “APC” and “Passive”. For other setting types, as
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we discussed in Chapter 5, the best performance is achieved by the Kalman filter that is
utilized for initialization purposes. The average replacement rate for different layers is about
10%. The replacement rate is defined as follows:
Replacement Rate =
Number of KF estimates replaced with GF
Total number of runs
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CHAPTER 7
COMBINING CONTEXT ITEMS IN DIFFERENT LAYERS
In this chapter, we look at the possibility of utilizing the information in different layers
to enhance the estimation performance.
7.1 Motivation
The work in this section is motivated by the observation that the quality of the Kalman
Filter predictions depends on the amount and diversity of the data that is available. So far,
in all of the results presented in previous chapters, we used data that was segregated by
layer. However, there are several context items that are shared between layers, namely from
tools and technology categories. In this chapter, we look at the problem of finding useful
information from other layers to be used to improve the performance of Kalman filter in the
layer of interest. For the low-runners, there might be useful information in the other layers
that can be used to improve the estimation results. In order to motivate this chapter we
look at two layers: VIA1 and VIA2. Initially, we apply Kalman filter to those two layers
independently without combining data. Figure 7.1 illustrates the results.






Hier. LLim. 0 -
Last Val. 0 -
Passive 139 4.70e-03
Other 14 1.20e-03
In the second experiment, a single Kalman filter was created that combined the data, and
used a single state for a given named context item. In other words, in the second experiment
the data from all of the shared context items are combined. Figure 7.2 illustrates the results.
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Fig. 7.1: VIA12Separated Outlier Results






Hier. LLim. 0 -
Last Val. 0 -
Passive 139 5.07e-03
Other 14 1.28e-03
The results from two experiments show that for most of process settings segregating data
is more beneficial and this is the reason that manufacturing companies use the first method
practically. However, for some of the settings combining the data results in improvement of
the results and for some others there is no big change. What happens if we do not combine
all the shared context items, but only some of them? How should we decide on the states
that should be combined and the ones that should not? These are the main questions that
we address in this chapter.
In this chapter, we explore the possible advantages of combining states representing the
same contexts in different layers. When Kalman Filter estimation is performed separately for
each layer, shared contexts are represented by separate, independent states in each estimator.
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Fig. 7.2: VIA12Combined Outlier Results
As a result, data corresponding to a layer cannot be used to update states for other layers.
This setup is advantageous if the states corresponding to the shared context items in different
layers are uncorrelated, perhaps due to some layer-specific behavior. Here, representing them
by a single state can degrade estimation performance. Alternatively, if these states were
correlated, representing each shared context with a single state enables data from one layer
to result in improved estimation performance for all layers. Therefore, we can answer the
essential question of whether to create additional states to capture layer-context interactions
by analyzing the correlation between states across layers.
This will be done formally through the framework of hypothesis testing [60–63]. We
assume a model for the litho data and define two hypothesis according to this model. We
then choose a statistic, find appropriate distribution parameters of this statistic, and finally
calculate the probabilities under different hypothesis.
7.2 Modeling
Let S1 and S2 refer to state measurements corresponding to the same context item in
two different layers. These are the quantities we measure through our estimator. We assume
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these estimates can be represented as noisy measurements of some underlying processes X1
and X2.
S1(k) = X1(k) + n1(k)
S2(k) = X2(k) + n2(k)
(7.1)





We assume the processes X1, X2 follow a random walk model as follows:
X1(k + 1) = a1X1(k) + d1(k)
X2(k + 1) = a2X2(k) + d2(k)
(7.2)
where X1(0) = X2(0) = 0 and d1 and d2 are zero-mean Gaussian processes with variances
σd1 and σd2 respectively. We refer to the d1 and d2 henceforth as disturbances.
We posit two hypotheses (H0 and H1) for the disturbance processes d1 and d2:
• H0: d1 and d2 are distinct zero-mean IID random sequences. These process are mu-
tually independent and have characteristic variances σ2d1 and σ
2
d2
. In other words, the
states, X1 and X2, and resulting measurements, S1 and S2, are uncorrelated.
• H1: d1 = d2 is a zero-mean IID random sequence with variance σ2d. In other words,
the states, X1 and X2, and resulting measurements, S1 and S2, are well correlated.
We can then compute the quantities S1(k + τ) and S2(k + τ):




1 d1(k) + a
τ−2
1 d1(k + 1) + . . .+ d1(k + τ − 1)




2 d2(k) + a
τ−2
2 d2(k + 1) + . . .+ d2(k + τ − 1)
(7.3)
We now have a model for shared context state behavior and have defined two hypotheses
for state behavior based on this model. In the next section, we define an appropriate statistic
and underlying distribution for it. We then compute certain distribution parameters of this
statistic under the different hypotheses.
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7.2.1 Choice of statistic and computing associated distribution parameters
We choose a statistic to determine which hypothesis holds, given data for two different
layers for a particular context item. Note that S1(k) and S2(k) are never measured at the
same time, so a standard correlation can not be done. The statistic we use is the cross-






(S1(k)− S̄1)(S2(k + τ)− S̄2) (7.4)
where S̄1 and S̄2 are the time-averages of the random processes S1 and S2. We assume the
cross-correlation is approximately normally distributed, which will be a good approximation
for large Nτ . Under this assumption, we compute the mean (7.5) and variance (7.6) of this
statistic under the two hypotheses H0 and H1. We present the results here and provide a












(S1(k)− S̄1)(S2(k + τ)− S̄2)) (7.6)
Under H0:















where α = |j − i| and β =







































where σ = j + τ − i, θ = i + τ − j, β =
 1 if α = 00 Otherwise , a =
 a1 if σ ≤ 0a2 if σ > 0 and
b =
 a1 if θ ≤ 0a2 if θ > 0 .
7.3 Hypothesis Test
Consider a case where a context item shared between 2 layers is represented by a separate
state in each layer. We now want to ascertain which of the two hypotheses, H0 or H1, best
describes these two states.
A well-known binary hypothesis test, applicable to this case, is the Bayes test [64–67],
where one chooses a classifier that minimizes the probability of mis-classification. This con-
cept is best described graphically (Figure 7.3). This figure shows the probability distributions
for the testing statistic under the two hypothesis (H0 and H1). The black line, the Bayesian
classifier, signifies a threshold. States with cross-correlation exceeding this threshold are
considered correlated (under H1). Accordingly, we infer that the context item represented
by these states can be represented with a single state. States with cross-correlation less
than this threshold are considered uncorrelated (under H0). In this case, the corresponding
context item needs to be represented by two layer-specific states.
A natural question arises in this setting: How does one determine the threshold? The
Bayes test suggests a reasonable policy of minimizing the probability of mis-classification. In
Figure 7.3, the area shaded by diagonal stripes represents the probability that the classifier
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choose H0 when the true hypothesis is H1. Similarly, the area shaded by horizontal stripes
represents the probability that the classifier choose H1 when the true hypothesis is H0. We
define the quantities α and β to represent the probability of diagonal stripes happening and
horizontal stripes happening respectively.
α = p(H0|H1) (7.11)
β = p(H1|H0) (7.12)
Both areas correspond to undesirable outcomes (mis-classification). The Bayes test advo-
cates choosing the threshold in a way that minimizes the sum of these two areas. Calculating




Fig. 7.3: Bayesian classifier
We now present the threshold rule. LetX be an observation vector. We want to determine
if X belongs to H0 or H1. If the probability of the hypothesis H0 given the data X is larger
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than the probability of H1 given the data X, X is classified as H0, and vice versa.{
p(H0|X) > p(H1|X)→ X ∈ H0
p(H0|X) ≤ p(H1|X)→ X ∈ H1
(7.13)
We can express these a posteriori probabilities (p(Hi|X)) in terms of the a priori proba-
bilities of each hypothesis (Pi) and the conditional density function of X given a particular





where p(X) is the unconditional density function of the data.
Assuming equal a priori probability for both hypothesis (i.e.: P0 = P1 = 0.5), the decision
rule is: {
p(X|H0) > p(X|H1)→ X ∈ H0
p(X|H0) ≤ p(X|H1)→ X ∈ H1
(7.15)
We can compute the value of p(X|Hi) for a given X easily from the two probability
density functions shown in Figure 7.3. We can also express this Bayesian classifier rule in





We choose H0 if the likelihood ratio exceeds 1 and H1 otherwise. As is standard with
the hypothesis testing literature, we express the Bayesian test in terms of the log likelihood
h(X) = ln l(X): {
h(X) = − ln p(X|H0) + ln p(X|H1) > 0→ X ∈ H0
h(X) = − ln p(X|H0) + ln p(X|H1) < 0→ X ∈ H1
(7.17)
7.3.1 Classification and Uncertainties
Now that the density functions under the two hypotheses are found, everything is pre-
pared to apply the Bayes classifier and classify the states into two classes of H0 and H1. In
order to do that, we need to find p(H0|ξ0) and p(H1|ξ0), where ξ0 is the cross covariance
value for each pair of corresponding states in two layers. The next step is to check the
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minimum error of Bayes classification, which is simply α + β. This summation value is a
good criterion for the uncertainty of the classifier, and in fact, it is very related to the length
of data. Figure 7.4 shows the relationship of the length of the data and the uncertainty of
decision, α+ β. In the proposed method we utilize a Bayes classifier with rejection [68] that
allows us not to classify the states which have large uncertainty. These are the cases where
α+β is large, and the preference is not to combine such shared context items. The proposed
method does not combine the shared context items with short length of data.













Uncertainty in shared contexts in VIA1 and 2
Minimum Bayes Error (α+β)
Normalized length of data
Fig. 7.4: Uncertainty plot on VIA states
7.4 ARMAX estimation of model parameters
In Section 7.2, we described a model for shared context item states with parameters
(a1, a2, σd1 , σd2 and σn). In order to calculate the distribution of the cross-covariance under
the two hypothesis, we need to identify the model parameters of the state measurement
sequence. Here, we tackle this problem. The model can be expressed in the following form
by substituting (7.2) into (7.1):
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S1(k) = a1S1(k − 1)− a1n1(k − 1) + d1(k − 1) + n1(k) (7.18)
We want to find the parameters of this model that best describe our estimated state
data. The estimation is done by performing ARMAX parameter estimation in the frequency
domain by finding the Power Spectral Density (PSD) of the state data.
7.4.1 Power spectral density (PSD)
The power spectral density is a positive real function that describes how the power of
a time-series signal is distributed with frequency. It is defined for wide sense stationary
stochastic processes. In order to define PSD, one first needs to define the autocorrelation
function of a wide sense stationary signal, a function of delay between two instances of the
signal (τ).
RX(τ) = E[X(k)X(k + τ)]. (7.19)






This is the Fourier transform of the autocorrelation function. Thus, PSD possesses all
appropriate properties of such spectral objects. For instance, if the PSDs of two distinct time-
series signals are identical, then the signals themselves have the same 2nd order statistical
properties for all time as the Fourier transform is an injective function (or one-to-one function
is a function, in which every element of the function’s codomain is the image of at most one
element of its domain).
Taking the z-transform of (7.18),
S1(z) = a1z
−1S1(z)− a1z−1N1(z) + z−1D1(z) +N1(z), (7.21)















where z = ejw. As mentioned above the aim is to estimate the parameters of the model
(a1, a2, σd1 , σd2 and σn) from the PSD of time-sequence data. One way to tackle this problem
is to use ARMAX parameter estimation method, which defines an intermediate model and
finds the parameters of that model which best fits the time-sequence data. The next step is
to find the parameters of interest from solving a system of equations from ARMAX model
parameters [69, 70]. ARMAX estimator is an iterative process that minimizes the prediction
error that is defined as follows:
ε(t, θ∗) = y(t)− ŷ(t|θ∗) (7.24)
where θ∗ is a vector of parameters and ŷ(t|θ∗) is the estimated output given those parameters.
the time sequence is fit to an ARMAX model with one delay. The ARMAX model with one
sample delay has the following structure
(1 + A1z
−1)S1(z) = (1 + c1z
−1)E(z) (7.25)
where A1, c1 and the variance of E, which is assumed to be zero mean Gaussian random
variable, are the parameters of this model that will be estimated by ARMAX method. By
comparing the PSD of this model and the model that we defined for our states, we will
calculate the parameters of interest from those of ARMAX model. The z-transform of two










A1, c1 and σ
2
e were calculated by ARMAX estimation method, so the left hand side fraction
is known after applying ARMAX method, now we will find the parameters of right hand














where z = ejw. From (7.27), one can solve for σ2d, σ
2
n and a1. These values can be calculated
from ARMAX estimated parameters as follow:











Similar steps will give us the parameters of S2. In order to check the results, we generated
the data from the model equation (7.18) and compared the PSD of it with the PSD of time-
sequence data. Results of this comparison for two different states are illustrated in figure
7.5, which shows that they match well.
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Real Power Spectral Density
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Fig. 7.5: PSD of state2 (left) and state5 (right) in log scale
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7.4.2 Distribution of cross covariance
After finding the parameters of the distribution of cross covariance, one needs to know
the type of density function, in order to find the probabilities of calculated cross-covariance
of two corresponding states in two layers given the two hypotheses.
In the calculations of cross covariance parameters, we saw that the distribution was made
of adding four density functions, where each of them was a product of two Gaussians. In-
tuitively the summation of density functions of any distribution will lead to a Gaussian
distribution. In order to be certain that this assumption is correct the following experiment
is done.
Initially 10000 sequences of each of the two random signals of length 1000 with fixed param-
eters were generated, then the cross covariance for each of them is calculated. In next step
the histogram of the cross covariance vector is generated and using the mean and variance
of this vector, a Gaussian function is fitted to the histogram. Figure 7.6 shows how well the
histogram and estimated Gaussian fit to each other. This means the assumption of Gaussian
distribution is reasonable for these probability density functions.





















real distribution from simulations
estimated distribution using normal distribution























real distribution from simulations
estimated distribution using normal distribution
Fig. 7.6: Distribution of cross covariance under H0 (left) and under H1 (right)
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7.5 Proposed Algorithm
In this section, the steps taken to choose states to combine are discussed. we are given
two sequences of data that are obtained from shared context items in different layers, and
the decision has to be made that wether these two sequences are correlated or not. The steps
to make such a decision are as follows:
1. The data sequences are modeled as (7.1) and (7.2).
2. The model parameters are calculated using the ARMAX parameter estimation method.
3. The two hypotheses, H0 and H1 are defined.
4. The cross-covariance, ζ(τ) is chosen as the statistic, and the distribution parameters
of the statistic are calculared under two hypotheses.
5. Using the Bayes decision rule, a decision is made to combine or not to combine the
states.
6. If the uncertainty of decision is large, then the default action is not to combine the
states. The uncertainty is large when α + β is large.
7. After choosing the contexts to combine, one state is utilized for each of them and the
states that are not to be combined are duplicated. The H matrix and state vector, x,
are updated based on the modification.
8. The modified Kalman filter proposed in Chapter 3 is utilized to estimate the states.
7.6 Results
The method described in this chapter for combining the states in different layers is utilized
on VIA1 and VIA2 layers. The following context items has been combined and the rest of







The mentioned context items are from Technology and Tool categories. Figure 7.7 and
Table 7.3 illustrates the results of implementation of the Kalman filter on the combined state
vector.






Hier. LLim. 0 NaN
Last Val. 0 NaN
Passive 139 3.44e-03
Other 14 1.05e-03























Fig. 7.7: VIA12Proposed Outlier Results
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By comparing the obtained results with the results of Figures 7.1 and 7.2, and Tables
7.1 and 7.2, one can clearly see the improvement in RMSE results for the proposed method
versus both separating all context items and combining all of them. The results for METAl1
and METAL2 layers are also provided in Figures 7.8, 7.9 and 7.10 and also Tables 7.4, 7.5
and 7.6.







Hier. LLim. 0 -
Last Val. 0 -
Passive 95 4.80e-03
Other 0 -

























Fig. 7.8: METAL12Combined Outlier Results
As we can see separating or combining METAL1 and METAL2 does not affect the results
that much in most of the settings. However, the performance of proposed method is better
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Hier. LLim. 0 -
Last Val. 0 -
Passive 95 3.10e-03
Other 0 -




















Fig. 7.9: METAL12Separated Outlier Results
than both cases for Hier. and Passive settings, and very close to the best performance for
other settings. In conclusion, combining states can enhance the performance of Kalman filter
if only the states with correlation are combined. The results show that combining states is
more beneficial in VIA layers than the METAL layers.
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Hier. LLim. 0 -
Last Val. 0 -
Passive 95 2.92e-03
Other 0 -






















Fig. 7.10: METAL12Proposed Outlier Results
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APPENDIX A - THEORETICAL COMPLEXITY CALCULATIONS
In this section, we will use the same parameters that are defined in Section 3.3.3.




pI k = ks
P+k−1 +Q∆tk k > ks
Scalar times a diagonal matrix has O(n) complexity.













The complexity of matrix product is in the order of number of nonzero elements of the
matrix, for sparse matrices, and also linearly depends on the number of rows or columns of
it, but not to the product of them [71]. We assume that the number of nonzero elements of
the Information/Covariance matrix is Mk at iteration k.
1. P−k H
′
k: Is a Matrix by vector product. If there is no sparsity this will have O(n
2)
complexity, but here P−k is Mk sparse and Hk is κ sparse. The worst case scenario is that
when multiplying vector to the rows of the matrix all non zeros match to each other, in
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that case we will have the O(min{κ, Mk
n
}) complexity. For n rows the complexity will be
O(n×min{κ,M}).
2. Hk× (P−k H ′k) Is a vector by vector product, because the part inside parenthesis is already






−1 is just a scalar sum and a scalar inverse, which can be neglected.
4. P−k H
′
k × (HkP−k H ′k + R)−1: Finally a scalar will be multiplied by a vector shown by ×,
which will have at most n multiplies and n adds.
The order of complexity: O(n×min{κ, Mk
n
}+ κ+ n+ 1)
x̂k = x̂k−1 +Kk(zk −Hkx̂k−1)
1. Hkx̂k−1: Is a vector by vector product. The complexity order is: O(κ).
2. Kk(zk −Hkx̂k−1): This involves a scalar add and a product of scalar and a vector which
has complexity of O(n).
3. x̂k−1 +Kk(zk −Hkx̂k−1): It is just summation of two vectors, which is negligible.
The order of complexity: O(κ+ n).
P+k = (I −KkHk)P
−
k
1. KkHk Is a vector by vector product, which has the complexity O(κ× n).
2. (I −KkHk) has at most n adds, which is negligible.
3. (I − KkHk)P−k is a matrix by matrix product, which has O(n3) complexity when ma-
trices are not sparse, but here, P is Mk sparse and also inside the parenthesis will give us
a sparse matrix, as it is a summation of two sparse matrices. KkHk is sparse because it is
the product of on sparse and one full vector. The number of non zeros of it is n× κ. Let’s
assume each column of P has Mk
n
nonzero element and each row of KkHk has κ nonzero
elements. Consequentially the product of each row to each column will have the complexity
of O(min{Mk
n
, κ}). We have n column and n rows so the total number of multiplies and adds
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will be O(n2 ×min{Mk
n
, κ}).
The order of complexity: O(κ× n+ n2 ×min{Mk
n
, κ}).
Complexity of time update: O(n).
Complexity of measurement update: O((n2 +n)×min{κ, Mk
n
}+ (n+ 2)× κ+ 2n+ 1).





−1 +Q(tk − tk−d)
)−1
1. (Ψ+k−1)




−1 +Q(tk − tk−d)
)





−1 +Q(tk − tk−d)
)−1
: This inverse also has O(n×Mk) complexity.
The order of complexity: O(2n×Mk + n).





1. Ψ−kQ(tk− tk−d) has a scalar by matrix product and a matrix by diagonal matrix product.
The scalar by diagonal matrix has O(n) complexity. The sparse matrix Ψ multiply by the
diagonal matrix Q has O(n2) complexity, because only the element of the row of Ψ that
corresponds to the non-zero element on the diagonal of Q will be multiplied.
2. (I −Ψ−kQ(tk − tk−d)) This sum will have n adds, which is negligible.
3. (I − Ψ−kQ(tk − tk−d))ψ
+
k−1 This is a product of a matrix and a vector. The vector is
not sparse at all, but the matrix is. The matrix has roughly Mk nonzero elements, which
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in average will be Mk
n
on each row. Consequentially each row of the matrix to the vector
product will have O(Mk
n
) complexity. This will convert to having n× Mk
n
= Mk complexity.
The order of complexity: O(n2 + n+Mk).










−1Hk has a vector by scalar product and a vector by vector product, The vector by
scalar has only κ multiplies and the vector by vector product has n×κ products, which will




−1Hk: The summation has at most κ
2 adds that is negligible.












−1zk summation with the other vector has κ adds, that is negligible.
The order of complexity: O(κ+ 1).
Complexity of time update: O((2n+ 1)Mk + n
2 + 2n).
Complexity of measurement update: O((n+ 2)κ+ 1).
Remark: Using sparse structure in Matlab is useful up to the point that for matrix
Am×n, nnz(A) < 0.5 ∗mn. If the number of non zeros exceed that number then it is ben-
eficial to use the full structure. This is something that we considered in our implementations.
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APPENDIX B - HKF RESULTS
The implementation results of HKF on other high-runner layers are provided in this
section. The HKF approach for “APC” and “Passive” settings outperforms KF and GF for
VIA2 and VIA3 layers. On the other hand, the performance of GF is better than both KF
and HKF for those settings for POLY and METAL2 layers. However, even for those cases
HKF outperforms KF approach. In most of the cases for settings other than “APC” and
“Passive” the KF approach has the best performance. The RMSE results along with the
parameter values utilized for each layer are illustrated in Tables B.1, B.2, B.3, B.4, B.5, B.6,
B.7 and B.8. The outlier results are shown in Figures B.1, B.2, B.3 and B.4 for different
layers.






Tbl. B.2: POLY RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 147 6.88e-04 1.09e-03 8.47e-04
APC 6307 6.10e-04 8.90e-04 8.50e-04
Default 153 2.64e-03 2.25e-03 2.68e-03
Hier. 2 1.96e-03 1.63e-03 1.96e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 24 2.10e-03 4.00e-03 2.19e-03
Other 330 6.26e-04 6.57e-04 6.33e-04
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Fig. B.1: POLY Outlier Results






Tbl. B.4: VIA2 RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 3 3.18e-03 6.43e-03 3.18e-03
APC 5325 1.24e-03 1.32e-03 1.23e-03
Default 229 4.35e-03 4.36e-03 3.74e-03
Hier. 32 3.65e-03 2.08e-03 2.14e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 66 1.68e-03 5.11e-03 1.50e-03
Other 8 5.04e-03 2.24e-03 5.04e-03
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Fig. B.2: VIA2 Outlier Results






Tbl. B.6: VIA3 RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 1 3.47e-04 3.90e-03 3.90e-03
APC 5371 1.21e-03 1.26e-03 1.10e-03
Default 220 3.79e-03 8.87e-03 3.02e-03
Hier. 31 2.83e-03 2.13e-03 1.90e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 90 2.14e-03 5.08e-03 1.97e-03
Other 8 3.52e-03 3.26e-03 3.52e-03
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Fig. B.3: VIA3 Outlier Results






Tbl. B.8: METAL2 RMSE Results table
Wafers GF rmse KF rmse Hybrid rmse
AdHocOver. 1 8.06e-04 6.62e-05 6.62e-05
APC 5265 8.43e-04 1.30e-03 1.15e-03
Default 228 6.68e-03 8.48e-03 6.60e-03
Hier. 26 1.85e-03 3.84e-03 3.91e-03
Hier. LLim. 0 - - -
Last Val. 0 - - -
Passive 59 1.51e-03 4.24e-03 1.76e-03
Other 0 - - -
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Fig. B.4: METAL2 Outlier Results
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APPENDIX C - FINDING CROSS-COVARIANCE DISTRIBUTION PARAMETERS
UNDER TWO HYPOTHESES

























(S1(k)− S̄1)(S2(k + τ)− S̄2)), (C.5)












((S1(i)− S̄1)(S2(i+ τ)− S̄2))]E[
Nτ∑
j=1




To calculate the terms of (C.4) inside the summation using the fact that S̄1, S̄2 are zero,
we have:




2 d2(k) + a
τ−2
2 d2(k + 1) + . . .+ d2(k + τ − 1))]
= aτ2E[X1(k)X2(k)] = a
τ













From (C.5) and knowing the fact that mean is zero under H0 and assuming that the distri-
butions of S1, S2 are normal, one can use the multivariate normal distribution equation for
the expected value of number of normal random variables as follows:
E[X1X2X3X4] = E[X1X2]E[X3X4] + E[X1X3]E[X2X4] + E[X1X4]E[X2X3] (C.8)
where X1 = S1(i) − S̄1, X2 = S2(i + τ) − S̄2, X3 = S1(j) − S̄1 and X4 = S2(j + τ) − S̄2.
There are 6 terms in (C.8). We name each of them as A to F letters. Thanks to the fact
that S̄1, S̄2 are zero, one can calculate each of the letters individually as follows:
A = E[S1(i)S2(i+ τ)]




2 d2(i) + a
τ−2
2 d2(i+ 1) + . . .+ d2(i+ τ − 1) + n2(i+ τ))]












Exact same calculations will result in B.
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Without loss of generality by assuming j > i, define α = j − i
C = E[S1(i)S1(j)] = E[S1(i)S1(i+ α)]




1 d1(i) + a
α−2
1 d1(i+ 1) + . . .+ d1(i+ α− 1) + n1(i+ α))
= aα1E[X
2
1 (k)] + E[n1(k)n1(k + α)]




















Define k = i+ τ
D = E[S2(i+ τ)S2(j + τ)] = E[S2(k)S2(k + α)]




2 d2(k) + a
α−2
2 d2(k + 1) + . . .+ d2(k + α− 1) + n2(k + α))
= aα2E[X
2
2 (k)] + E[n2(k)n2(k + α)]




















Define σ = j + τ − i
E = E[S1(i)(S2(i+ σ)] =

0 if σ = 0
aσ2cov(X1(i), X2(i)) if σ > 0
aσ1cov(X1(i), X2(i)) if σ < 0
For H0 : = 0 (C.14)




1−a1a2 if σ ≤ 0
aσ2
σ2d
1−a1a2 if σ > 0
(C.15)
Define θ = i+ τ − j
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F = E[S2(i+ τ)(S1(j)] = E[S1(j)S2(j + θ)] =

0 if θ = 0
aθ2cov(X1(j), X2(j)) if θ > 0
aθ1cov(X1(j), X2(j)) if θ < 0
For H0 : = 0 (C.16)




1−a1a2 if θ ≤ 0
aθ2
σ2d
1−a1a2 if θ > 0
(C.17)
So the variance of sample covariance under H0 will be calculated from the following
formula:






















where α = |j − i| and β =
 1 if α = 00 Otherwise . And for H1 we will have:








































where σ = j + τ − i, θ = i + τ − j, β =
 1 if α = 00 Otherwise , a =
 a1 if σ ≤ 0a2 if σ > 0 and
b =
 a1 if θ ≤ 0a2 if θ > 0 .
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