Ordered K-groups associated to substitutional dynamics  by Carlsen, Toke M. & Eilers, Søren
Journal of Functional Analysis 238 (2006) 99–117
www.elsevier.com/locate/jfa
Ordered K-groups associated to substitutional dynamics
Toke M. Carlsen 1, Søren Eilers ∗
Department of Mathematics, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen Ø, Denmark
Received 2 March 2005; accepted 27 December 2005
Available online 5 July 2006
Communicated by Alain Connes
Dedicated to the memory of our friend and mentor Gert Kjærgård Pedersen
Abstract
The Matsumoto K0-group is an interesting invariant of flow equivalence for symbolic dynamical systems.
Because of its origin as the K-theory of a certain C∗-algebra, which is also a flow invariant, this group
comes equipped with a flow invariant order structure. We emphasize this order structure and demonstrate
how methods from operator algebra and symbolic dynamics combine to allow a computation of it in certain
cases, including Sturmian and primitive substitutional shifts. In the latter case we show by example that the
ordered group is a strictly finer invariant than the group itself.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The Matsumoto K0-group [31] is an invariant of flow equivalence (cf. [34]) associated to
any shift space in a fashion closely related to the way the groups of Bowen and Franks are
associated to shifts of finite type [3]. This group is not always easily computable, but in a previous
paper [12], we have given a concrete inductive limit description of the Matsumoto K0-groups
associated to substitutional shift spaces, proved that they contain the dimension groups of the
system (cf. [18]), and demonstrated by examples that the Matsumoto K0-group often carries
more information than the dimension group.
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certain stabilized C∗-algebra [7,10,16,28,29] which is itself a flow invariant of the shift space,
one sees that it carries an ordered structure which is also a flow invariant. It is well known in
the theory of C∗-algebras associated to certain shifts of finite type, the so-called Cuntz–Krieger
algebras [17], that in all interesting cases the order structure is degenerate and redundant. The
main goal of the present paper is to perform a further analysis of our previous description of
the Matsumoto K0-group of substitutional shift spaces, leading to a complete description of the
order it carries as well (Theorem 6.1). In contrast to the case for shifts of finite type, we shall
give an example proving that we hence arrive at a finer flow invariant than what the group, in
itself, offers.
Many of the methods employed in this paper apply to a much wider class of shift spaces.
However, we cannot at present point to other classes of shift spaces where this ordered group
is manifestly new and important. In some classes, like the class of Sturmian shift spaces [21],
the order structure is already present in the well studied dimension group (Corollary 5.2). In
other classes, like the class of Toeplitz flows [40] we conjecture that the order structure carries
interesting information, but the group it sits in is too complex for us to understand it well enough
to prove that this is, in fact, the case. Nevertheless, to pave the way for future applications, we
shall state our main results (Theorems 4.3, 5.1) in the most general framework known to us,
making only the requirements of properties (∗) and (∗∗) defined below. Outside of the class of
shifts of finite type, which only meet these properties when they are finite, these properties can
often be established. The properties are automatic for primitive substitutional systems.
Since we know of no way to define a flow invariant order structure on the Matsumoto
K0-groups without referring to its operator algebraic origin, we in an essential fashion need
to work with C∗-algebras in the present paper. This is in contrast to our description of the Mat-
sumoto K0-group as a group [12], which could employ a more direct description of these groups
using the past equivalence structure (or the closely related lambda-graph [31]) of the shift spaces
in question.
2. General preliminaries
Let N0 = {0,1, . . .} and −N = Z \ N0. For a finite alphabet a we equip
aZ, aN0, a−N
with the product topology from the discrete topology on a, and define σ :aZ → aZ, σ+ :aN0 →
aN0 , and σ− :a−N → a−N by(
σ(x)
)
n
= xn+1,
(
σ+(x)
)
n
= xn+1,
(
σ−(x)
)
n
= xn−1.
Such maps we will refer to as shift maps.
A (two-sided) shift space is a closed subset of aZ which is mapped onto itself by σ . We shall
refer to such spaces by “X” with possible subscripts; note that σ(X) = X. A one-sided shift space
is either a closed subset of aN0 which is mapped into itself by σ+, or a closed subset of a−N
which is mapped into itself by σ−. We refer to such spaces by X+ and X−, respectively.
With the obvious restriction maps
π+ : X −→ aN0, π− : X −→ a−N
T.M. Carlsen, S. Eilers / Journal of Functional Analysis 238 (2006) 99–117 101we get
σ+ ◦ π+ = π+ ◦ σ, σ− ◦ π− = π− ◦ σ−1, (1)
and immediately note that X+ = π+(X) and X− = π−(X) are one-sided shift spaces. In gen-
eral, σ+(X+) = X+ (or σ−(X−) = X−) is possible, but as a consequence of (1) we always have
σ+(X+) = X+.
We denote the empty word by . Let a be the set of finite non-empty words with letters
from a, equipped with the length map | · | :a → N. The language of a shift space is the subset of
a ∪ {} given by
L(X) = {x[n,m] | x ∈ X, nm ∈ Z},
where the interval subscript notation should be self-explanatory. Each μ in the language gives
rise to a non-empty cylinder set
Cyl+(μ) = {x ∈ X+ | x[0,|μ|−1] = μ}.
Clearly these sets form a base for the topology of X+. Similar bases can be given for the topolo-
gies of X− and X, but we will not need this here.
We call x, y ∈ X right shift tail equivalent and write x ∼r y when there exist n,M ∈ Z with
xm = yn+m, mM.
We say that a pair of (one- or two-sided) shift spaces are conjugate when there is a home-
omorphism between them which intertwines the relevant shift maps. We indicate conjugacy by
the symbol “	” and write X ∼=f Y when two-sided shift spaces are flow equivalent in the sense
considered, e.g., in [4,22,34] and [27, Section 13.6]. As noted in Theorem 3.2 below there is a
hierarchy among one-sided conjugacy, two-sided conjugacy and flow equivalence.
Let X be a shift space. As in [30], for every x ∈ X+ and every k ∈ N we set
Pk(x) =
{
μ ∈ ak | μx ∈ X+},
write x ∼k y if Pk(x) =Pk(y), and denote the equivalence classes under ∼k by [·]k . We say (cf.
[24]) that y ∈ X is left special if there exists y′ ∈ X such that
y−1 = y′−1, π+(y) = π+(y′).
Definition 2.1. (See [13].) We say that a shift space X has property (∗) if for every μ ∈ L(X)
there exists an x ∈ X+ such that P|μ|(x) = {μ}.
Definition 2.2. (See [13].) We say that a shift space X has property (∗∗) if it has property (∗) and
if the number of left special words of X is finite, and no such left special word is periodic.
It is proved in [13, Example 3.6] that an infinite minimal shift space X has property (∗∗)
precisely when the number of left special words of X is finite. See Table 1 for more information
on the properties.
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Type of shift space (∗) (∗∗) Reference in [13]
Finite shift Yes Yes 3.4
Infinite shift of finite type No No 3.5
Sturmian shift Yes Yes 5.24
Primitive substitutional shift Yes Yes 5.25 or 3.4
Nonregular Toeplitz flow Yes Not always 3.7, 3.8
3. C∗-Algebras associated to shift spaces
In this section we shall introduce certain C∗-algebras and describe their K-theory. We recom-
mend [33,35] as general sources for the theory of C∗-algebras and [2,38] for general sources of
the K-theory of C∗-algebras.
One of the easiest K-theory computations in C∗-algebra theory is that of C(X), where X is a
zero-dimensional compact Hausdorff space. Indeed, one gets that K0(C(X)) = C(X,Z) in a way
which associates to any class [p] ∈ K0(C(X)) with p a projection in C(X) the function p with
values in {0,1}. The map thus induced is an order isomorphism, so we shall identify K0(C(X))
and C(X,Z) is such cases considered below.
Whenever a homeomorphism T of a compact Hausdorff space X is given, the adjoint ac-
tion T  on C(X) gives rise to a C∗-algebraic crossed product C(X) T  Z (cf. [19]). There is a
canonical ∗-homomorphism
η :C(X) −→ C(X) T  Z
which we shall denote as indicated. When (X,T ) is a two-sided shift space (X, σ ), the ordered
K0-groups of such systems are completely described by the following result.
Theorem 3.1. (See [4, Theorem 5.2], cf. [23].) Let (X,T ) be a dynamical system with X a zero-
dimensional, metrizable and compact space. There exists an order isomorphism χ making the
diagram
K0
(
C(X)
)
(η)∗
C(X,Z)
K0
(
C(X) T  Z
)
χ
C(X,Z)/ Im
(
Id − (T −1))
commute, where the rightmost map is the canonical quotient map.
Here and below, we use the notation (·)∗ to indicate the group homomorphism functorially
associated to a ∗-homomorphism. We shall use repeatedly that such induced maps are always
positive.
Another C∗-algebra, introduced in the work by Matsumoto in [28] (cf. [10,16]), is available
in the special case where (X,T ) is a shift space (X, σ ). This algebra can be defined in several
equivalent ways—we shall briefly outline the construction based on Hilbert C∗-bimodules, see
[7,10] for a detailed exposition.
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B = {f : X+ −→ C | f is bounded}.
Inside this algebra, we have elements
gμ = 1σ |μ|+ (Cyl+(μ)), μ ∈ L
(
X+
)
,
and we will define a C∗-subalgebra AX of B by
AX = C∗
(
gμ | μ ∈ L
(
X+
))
.
We also let Aa be the ideal of AX generated, for a fixed a ∈ a, by ga . We may equip HX =⊕
a∈aAa as a Hilbert C∗-bimodule over AX by letting AX act by multiplication on the right and
through the map φ :AX → L(HX) defined by
φ(f )
(
(fa)a∈a
)= (λa(f )fa)a∈a,
where
λa(f )(x) =
{
f (ax) ax ∈ X+,
0 ax /∈ X+.
A construction of great and growing importance in C∗-algebra theory, the (augmented!)
Cuntz–Pimsner algebra defined in [36], now leads to a C∗-algebra OX for which we have:
Theorem 3.2. Let X and Y be two-sided shift spaces. We have
X+ 	 Y+ X 	 Y X ∼=f Y
OX 	OY OX ⊗ K 	OY ⊗ K
[
K0(OX),K0(OX)+
]	 [K0(OY),K0(OY)+]
Proof. The leftmost vertical implication is established in full generality in [10, Theorem 8.6]
but is present under certain assumptions in Matsumoto’s work [30, Lemma 4.5]. The rightmost
vertical implication is [32, Proposition 9.2], but the proof would seem to require the shift space
to have the so-called property I. A proof in the general case will appear in [9]. The horizontal,
respectively diagonal, implications are well-known results in the theory of shift spaces (cf. [26],
[27, Section 13]), respectively K-theory (cf. [38, 4.1.3], [38, 6.4.1]). 
Parallel to the situation for crossed products, the construction above leaves us with a canonical
∗
-homomorphism
ηO :AX −→OX.
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be written C(ΩX) where the spectrum ΩX is a totally disconnected compact Hausdorff space
(cf. [30, Corollary 4.7]). As explained in [13, Section 2.5] we can give a concrete description of
ΩX as the space {([xn]n)n∈N0 | ∀n ∈ N0: xn+1 ∼n xn}
equipped with the topology with a basis given by sets{([xn]n)n∈N0 | ∀n ∈ N0: xn ∼k x}, k ∈ N0, x ∈ X+.
On C(ΩX), we consider λX given by
λX(h)
(([xn]n)n∈N0)= ∑
a∈P1(x1)
h
([axn]n)n∈N0 .
Further, we see that property (∗) allows the definition of a continuous and injective map ιX:
X− → ΩX by
ιX(y) =
([xn]n)n∈N0,
where xn is chosen with Pn(xn) = {y[−n,0[}. We set
κ = (ι ◦ π−) :C(ΩX) −→ C(X)
and note that this map may also be considered as a map from C(ΩX,Z) to C(X,Z). Using this
structure, the first author proves the following result, which is the key to our results in this paper.
Theorem 3.3. [8, Theorem 8.18] Let X be a two-sided shift space with property (∗). There is a
surjective ∗-homomorphism
ρ :OX −→ C(X) σ Z,
making the diagram
AX
ηO
C(ΩX)
κ
C(X)
η
OX
ρ
C(X) σ Z
commute.
4. Quotient order
In [29, Theorem 4.9] Matsumoto paves the way (cf. [13, Proposition 2.5]) for a group isomor-
phism
χO :K0(OX) −→ C(ΩX,Z)Im(Id − λ )X
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χO ◦ (ηO)∗
([p])= p + Im(Id − λX) (2)
for any projection in AX, considered as a {0,1}-valued continuous function on ΩX. Since the
group on the right hand side may be described directly in terms of the shift space, this character-
ization allows a more direct analysis of the group K0(OX) which in this context is often denoted
simply K0(X). A wide ranging analysis along these lines is carried out in Matsumoto’s work, and
under extra assumptions such as properties (∗), (∗∗) or the shift space being substitutional, we
have contributed in [12,13].
Returning to the origin of K0(OX) as an ordered group—and under the assumption of prop-
erty (∗)—we shall prove that χO is, in fact, an order isomorphism. Our starting point is the
following diagram. In it, and in what follows, we denote by κ the canonical maps induced by κ ,
etc., cf. [13, Proposition 4.1].
Proposition 4.1. Let X be a shift space with property (∗). Then the diagram
K0
(
C(ΩX)
)
(ηO)∗
κ∗
C(ΩX,Z)
κ
K0
(
C(X)
)
(η)∗
C(X,Z)
K0(OX)
χO
ρ∗
C(ΩX,Z)
Im(Id−λX)
κ
K0
(
C(X) σ Z
)
χ
C(X,Z)
Im(Id−(σ−1))
is commutative, where all double-headed arrows indicate canonical quotient maps.
Proof. Commutativity of the back face follows from (2) since elements of the form [p] generate
K0(C(ΩX)). The left face of the diagram commutes because of Theorem 3.3, and commutativity
of the right face is noted in [13, Proposition 4.1]. Further, the front face commutes according to
Theorem 3.1.
Since commutativity of the top square is obvious, the bottom face may now be seen to com-
mute by a diagram chase since, as seen on the back face of the diagram, (ηO)∗ is onto as a
consequence of the fact that χO is an isomorphism. 
Proposition 4.2. Let X be a shift space with property (∗). The canonical order on C(ΩX,Z)/
Im(Id − λX) is the order induced via κ by the canonical order on C(X,Z)/ Im(Id − (σ−1)) in
the sense that
f + Im(Id − λX) 0 ⇐⇒ κ
(
f + Im(Id − λX)
)
 0.
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that κ(f + Im(Id − λX))  0 and note that this means that there exists g ∈ C(X,Z) with the
property that
f ◦ ιX ◦ π− +
(
g − g ◦ σ−1) 0.
We shall find h1, h2, h3 ∈ C(ΩX,Z) and N1,N2,N3 ∈ N such that
f +
3∑
i=1
(
Id − λNiX
)
(hi) 0. (3)
This proves positivity since we then have
f + (Id − λX)
[ 3∑
i=1
Ni−1∑
n=0
λnX(hi)
]
 0.
By continuity of g, there exists an N1 such that g ◦ σ−N1(x) depends only on π−(x). Thus as
seen in the proof of [13, Proposition 4.1] there is g˜ ∈ C(ΩX,Z) with the property that g˜ ◦ ιX ◦
π− = g ◦ σ−N1 . We have that
f ◦ ιX ◦ π− ◦ σ−N1 + g ◦ σ−N1 − g ◦ σ−N1−1  0,
so since π− is surjective and we have proved in [13, Proposition 4.1] that
(ιX)
 ◦ λX = (ιX ◦ σ−) = (σ−) ◦ (ιX),
we get
0 f ◦ ιX ◦ σN1− + g˜ ◦ ιX − g˜ ◦ ιX ◦ σ−
= ((σ−)N1 ◦ (ιX))(f )+ (ιX)(g˜)− ((σ−) ◦ (ιX))(g˜)
= (ιX) ◦ λN1X (f )+ (ιX)(g˜)− (ιX) ◦ λX(g˜)
= (ιX)
(
f − (Id − λN1X )(f )+ (Id − λX)(g˜)).
Let
f˜ = f − (Id − λN1X )(f )+ (Id − λX)(g˜).
We have seen that f˜ ◦ ιX is a nonnegative function.
By continuity of f˜ we get an N3 such that
xN3 ∼N3 x′N3 ⇒ f˜
(([xn])n∈N0)= f˜ (([x′n])n∈N0).
Thus, if ([xn])n∈N0 is given with #PN3(xN3) = 1 we get that
f˜
(([xn]) )= f˜ (ιX(y)) 0,n∈N0
T.M. Carlsen, S. Eilers / Journal of Functional Analysis 238 (2006) 99–117 107where y ∈ X− is chosen with PN3(xN3) = {y]−N3,0[}. Note that in every point ([xn])n∈N0 , where
we do not know that f˜ is nonnegative, we have #PN3(xN3) > 1.
Define, for any c ∈ Z, kc ∈ C(ΩX,Z) as the constant function with value c. One sees by
induction that
(λX)
N3(kc)
(([xn]n)n∈N0)= c#PN3(xN3),
so with c = min(0,minΩX f˜ ) we get
f˜ + (Id − (λX)N3)(kc) 0.
This proves (3) with N2 = 1, h1 = −f,h2 = g˜, and h3 = kc. 
Theorem 4.3. Let X be a shift space with property (∗). Then χO is an order isomorphism
χO :K0(OX) −→ C(ΩX,Z)Im(Id − λX)
when the cokernel is equipped with quotient order.
Proof. If x ∈ K0(OX)+ we get by Theorem 3.1 that
κ ◦ χO(x) = χ ◦ ρ∗(x) 0
which proves positivity of χO(x) by Proposition 4.2.
In the other direction, lift χO(x) to f ∈ C(ΩX,Z)+ and note that
0 (ηO)∗(f ) = x. 
As noted in [13, Proposition 2.5] the map χO is a group isomorphism regardless of prop-
erty (∗). One may check that it is also an order isomorphism for certain shifts of finite type, but
we do not know if it could fail to be an order isomorphism in general. A completely different
approach would seem to be needed outside of the case with property (∗).
Several useful corollaries can be deduced from this result.
Corollary 4.4. Let X be an shift spaces with property (∗). The order of K0(OX) is the quotient
order induced by ρ∗ in the sense that
z ∈ K0(OX)+ ⇐⇒ ρ∗(z) ∈ K0
(
C(X) σ Z
)
+.
Proof. Since we now know that both maps χ and χO are order isomorphisms, we can establish
the claim by the diagram
K0(OX)
χO
ρ∗
K0
(
C(X) σ Z
)
χ
C(ΩX,Z)
Im(Id−λX) κ
C(X,Z)
Im(Id−(σ−1))
by appealing to Proposition 4.2. 
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is given as the quotient order induced by ρ∗ and the order on K0(C(X) σ Z). Note that this
means that as soon as ρ∗ is not injective, then [K0(OX),K0(OX)+] will be degenerate in the
sense that elements besides 0 are simultaneously positive and negative. It is, in particular, not a
dimension group in the strict sense of [20].
This does not, however, mean that the order on K0(OX) is redundant or completely deter-
mined by the order on K0(C(X) σ Z). Indeed, the example given in Section 6 shows that for
substitutional systems X and Y we may have
K0(OX) 	 K0(OY),
as well as[
K0
(
C(X) σ Z
)
,K0
(
C(X) σ Z
)
+
]	 [K0(C(Y) σ Z),K0(C(Y) σ Z)+],
yet [
K0(OX),K0(OX)+
] 	 [K0(OY),K0(OY)+].
The following result gives an algebraic reformulation of the extra information captured by the
order on K0(OX).
Corollary 4.5. Let X and Y both be minimal shift spaces with finitely many left special words.
The following are equivalent:
(i) [K0(OX),K0(OX)+] 	 [K0(OY),K0(OY)+].
(ii) There exist group isomorphisms ψ,ψ ′,ψ ′′ with ψ ′ an order isomorphism such that
0 kX
ψ ′′
K0(OX)
ψ
ρ∗
K0
(
C(X) σ Z
)
ψ ′
0
0 kY K0(OY)
ρ∗
K0
(
C(Y) σ Z
)
0
commutes, where kX and kY denote the kernels of the respective ρ∗-maps.
Proof. The shift spaces have property (∗) as seen in [13, Example 3.6]. Suppose the K0-groups
are order isomorphic via ψ . Further note that, as seen in [23], K0(C(X) σ Z) is a dimension
group and hence, in particular, has no nonzero element which is simultaneously positive and
negative.
This means, by Corollary 4.4, that
kX =
{
x ∈ K0(OX) | 0 x  0
}
.
Since the same characterization may be given for Y, we get that ψ(kX) = kY. Thus isomorphisms
ψ ′′ and ψ ′ are induced, and clearly ψ ′ will be an order isomorphism.
In the other direction, we see that ψ will be an order isomorphism by
ψ(z) 0 ⇐⇒ ρ∗
(
ψ(z)
)
 0 ⇐⇒ ψ ′(ρ∗(z)) 0
⇐⇒ ρ∗(z) 0 ⇐⇒ z 0. 
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Ext(K0(C(X) σ Z), kX) (cf. [6]). Hence, even though there would seem to be a relation be-
tween the condition and the theory of extensions of C∗-algebras, the order description remains
more useful for our purposes than one involving KK1(C(X) σ Z,kerρ) (cf. [25]).
5. Finer descriptions
We will now concentrate on the case when the shift space X has property (∗∗). In this case, as
seen in [13, Section 5.3], we can give a description of K0(OX) as a cokernel of a map on
GX = C(X,Z)⊕
∑
n∈N0
Z
JX,
where the index set JX is the set of those right shift tail equivalence classes of X which contains
a left special element. Notice that it is finite.
We say that a left special words is adjusted when σ−n(y) is not left special for any n ∈ N. As
a consequence of property (∗∗) each right shift tail class j of a left special word contains at least
one, and at most finitely many, adjusted left special words. We call that set Mj.
We say that a left special words is cofinal when σn(y) is not left special for any n ∈ N. As
above, each right shift tail class j of a left special word contains at least one, and at most finitely
many, cofinal left special words. We choose one such word and call it zj.
We let AX be the map from GX to itself defined by(
f,
(
a
j
n
)
j∈JX, n∈N0
)
→
(
f ◦ σ−1, (a˜jn)j∈JX, n∈N0),
where a˜j0 =
∑
z∈Mj f (σ
−1(z)) − f (σ−1(zj)), and a˜jn = ajn−1 for n > 0.
We have proved in [13, Theorem 5.20] that, under property (∗∗), K0(OX) is isomorphic to
GX/ Im(Id−AX). The advantage of this description over the one available for property (∗) is that
GX manifestly contains C(X,Z) via the canonical restriction map η :GX → C(X,Z). Indeed, we
prove in [13, Proposition 5.19] that there is a group homomorphism φ :C(ΩX,Z) → GX such
that
C(ΩX,Z)
κ
φ
C(X,Z)
GX
η
GX
Im(Id−AX)
η
C(ΩX,Z)
Im(Id−λX)
κ
φ
C(X,Z)
Im(Id−(σ−1))
commutes and φ is an isomorphism. We conclude:
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GX
Im(Id −AX)
is equipped with quotient order from the (degenerate) order(
f,
(
α
j
n
)
j∈JX, n∈N0
)
 0 ⇐⇒ f  0,
the map χ˜O = φ ◦ χO induces an order isomorphism with K0(OX).
Proof. According to Theorem 4.3 it suffices to prove that φ is an order isomorphism. Because
of our choice of order on GX we clearly have
f  0 ⇒ κ(f ) 0 ⇒ η(φ(f )) 0 ⇒ φ(f ) 0
so that φ is positive.
In the other direction, since η is positive, we get
y  0 ⇒ η(y) 0 ⇒ κ(φ−1(y)) 0 ⇒ φ−1(y) 0
according to Proposition 4.2. 
From [13, Corollary 5.23] we immediately get the following corollary.
Corollary 5.2. When X is a shift space which has property (∗∗) and only has two left special
words K0(OX) and K0(C(X) σ Z) are isomorphic as ordered groups.
Example 5.3. For a Sturmian shift space with parameter α (see [21, Chapter 6]), we get
K0
(
C
(
Xα
)
σ−1 Z
)∼= Z + αZ,
as ordered groups, cf. [39], so we have
K0
(OXα )∼= Z + αZ
as ordered groups by the corollary above, cf. [13, Example 5.24].
6. Substitutional shift spaces
We now consider shift spaces Xτ associated to aperiodic and primitive substitutions τ
(cf. [18,37]) via
L(Xτ ) =
{
τN(a)[n,m] | a ∈ a, N ∈ N, 1 nm
∣∣τN(a)∣∣}.
In [12] we found a representation of K0(OXτ ) as a stationary inductive limit of finitely gener-
ated groups. We may now prove that this description also captures the order structure. We refer
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sion of why working with this class is no restriction, and for the definitions of the combinatorial
data A˜τ , nτ , pτ = (p1, . . . , pnτ ) associated with the substitution τ on the alphabet a.
Regrettably, there is a mistake in [12] which in certain cases renders our computation lead-
ing to the augmented matrix A˜τ invalid. That mistake can be fixed by modifying the definition
of A˜τ as explained in [14]. The two definitions of A˜τ give the same matrix in the examples
[12, Examples 3.8, 5.17] and the ones we shall present below.
Theorem 6.1. Let τ be a basic substitution. There is an order isomorphism
K0(OXτ ) 	 lim−→
(
Z
|a| ⊕ Znτ /pτZ, A˜τ
)
where each Z|a| ⊕ Znτ /pτZ is ordered by(
(xa), (yi)+ pτZ
)
 0 ⇐⇒ ∀a ∈ a: xa  0.
Proof. The identification in [12,18], respectively, of K0(C(Xτ ) σ Z) and K0(OXτ ) as limits of
stationary inductive systems of finitely generated groups, was found using a Kakutani–Rohlin
partition
∞⋃
m=1
rkτ [m] = C(Xτ ,Z),
where functions in rkτ [m] are constant with value ξi,a on the sets σ−iτm[a] = σ−i (τm({x ∈ Xτ |
x−1 = a})). We define maps
ψm : rkτ [m] −→ Z|a|, Ψm : rkτ [m] ⊕
m∑
i=0
Z
nτ −→ Z|a| ⊕ Znτ /pτZ
by sending
f =
∑
a∈a
|τm(a)|−1∑
i=0
ξi,a1σ−i τm[a] ∈ rkτ [m]
to ( |τm(a)|−1∑
i=0
ξi,a
)
a∈a
and (f, (xji )i∈{0,...,m}, j∈{1,...,nτ }) to
(( |τm(a)|−1∑
i=0
ξi,a
)
a∈a
,
(
m∑
i=0
x
j
i +
pj+1∑
k=1
|τm(ajk )|−1∑
i=(j,k,m)+1
ξ
i,a
j
k
−
|τm(aj0)|−1∑
i=(j,0,m)+1
ξ
i,a
j
0
)nτ
j=1
+ pτZ
)
,
where aj ∈ a and  :X → N0, X ⊆ N3 are chosen as explained in [12, Section 3.1] and [14].k 0
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ψ∞ :C(Xτ ,Z) −→ lim−→
(
Z
|a|,Aτ
)
, Ψ∞ :GXτ −→ lim−→
(
Z
|a| ⊕ Znτ /pτZ, A˜τ
)
are induced. We know by the proof of [12, Theorem 5.8] (cf. [12, Proposition 5.14] and the
corresponding result without the summands involving Znτ ) that ψ∞ and Ψ∞ are both surjections,
and that
kerψ∞ = Im
(
Id − (σ−1)), kerΨ∞ = Im(Id −AX). (4)
We denote the isomorphisms thus induced by ψ∞ and Ψ∞, respectively.
Let R :Z|a| ⊕ Znτ /pτZ → Z|a| be the projection map. Since we have directly by definition that
rkτ [m] ⊕
m∑
i=0
Z
nτ
Ψm
η
rkτ [m]
ψm
Z
|a| ⊕ Znτ /pτZ
R
Z
|a|
commutes, where we use η to denote the canonical restriction map at the finite stage as well, we
may pass to limits and get that
GX
η
Ψ∞
C(X,Z)
ψ∞
lim−→
(
Z
|a| ⊕ Znτ /pτZ, A˜τ
)
R∞
lim−→
(
Z
|a|,Aτ
)
is commutative. Comparing (4) and Theorem 5.1 we get a commuting diagram
K0(OX)
χ˜O GX
Im(Id−AX)
η
Ψ∞
C(X,Z)
Im(Id−(σ−1))
ψ∞
lim−→
(
Z
|a| ⊕ Znτ /pτZ, A˜τ
)
R∞
lim−→
(
Z
|a|,Aτ
)
where from [18, Theorem 22], ψ∞ is an order isomorphism. Thus Ψ∞◦ χ˜O becomes an order iso-
morphism when lim−→(Z
|a| ⊕ Znτ /pτZ, A˜τ ) is equipped with the order induced from lim−→(Z|a|,Aτ )
via R∞. This is the same as equipping each Z|a| ⊕ Znτ /pτZ in the inductive system with the
order induced from Z|a| via R, as required. 
The remainder of the paper is devoted to proving by example that the ordered groups thus
obtained carry information which is not available by any other flow equivalent means known to
us. For this end, we consider a substitution τ given on the alphabet a= {a, b, c, d} by
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τ (b) = d11b10cccca10bdbbbddddbbbbccaadd,
τ (c) = dbdbaaaacddddddbbbbbbcaacbd,
τ (d) = d11b10cccca10dddddbd31b39c12a24dddddbbbbccaadd,
where “•i” is just an abbreviation of the concatenation of i instances of “•.” Surely shorter
examples could be found—the repeated letters are only used to get computationally convenient
invariants.
Computations using our program [11], cf. [15], show that this substitution is aperiodic, ele-
mentary and basic with nτ = 2 and pτ = (1,1). Using the notation
[w]+ = wτ(w) · · · τn(w) · · · ∈ aN0 ,
[w]− = · · · τn(w) · · · τ(w)w ∈ a−N,
as in [15], we may choose cofinal representatives (cf. [12, Section 3.1])
[
d11b10cccca10dddddbd31b39c12a24
]−
d.[ddddbbbbccaadd]+
[dbdbaaaaaddddddbbbbbbccc]−a.[bd]+
for the two orbit classes of special words, and hence arrive at the augmented matrix
A˜τ =
⎡⎢⎢⎢⎢⎢⎣
6 9 3 9 0 0
12 18 6 18 0 0
6 9 3 9 0 0
36 54 18 54 0 0
10 13 4 12 1 0
6 8 2 8 0 1
⎤⎥⎥⎥⎥⎥⎦ .
Now consider
R =
⎡⎢⎢⎢⎢⎢⎣
1 0 0
1 1 0
1 0 0
4 2 0
0 1 1
0 0 0
⎤⎥⎥⎥⎥⎥⎦ , S =
[1 1 0 1 0 0
0 1 1 1 0 0
1 0 0 −1 1 −1
]
noting that
RS =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 1 0 0
1 2 1 2 0 0
1 1 0 1 0 0
4 6 2 6 0 0
1 1 1 0 1 −1
⎤⎥⎥⎥⎥⎥⎦ , (RS)2 =
⎡⎢⎢⎢⎢⎢⎣
6 9 3 9 0 0
12 18 6 18 0 0
6 9 3 9 0 0
36 54 18 54 0 0
4 5 2 4 1 −1
⎤⎥⎥⎥⎥⎥⎦
0 0 0 0 0 0 0 0 0 0 0 0
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SR =
[ 6 3 0
6 3 0
−3 −1 1
]
=
[ 2 1 0
2 1 0
−1 0 1
]2
we have shown that K0(OXτ ) is isomorphic, as an ordered group, to the stationary inductive limit
of Z3 equipped with the order
(x1, x2, x3) 0 ⇐⇒ x1  0 ∧ x2  0
and the matrix
B =
[ 2 1 0
2 1 0
−1 0 1
]
.
We define
Xn =
[
0 1 2
3−n (1 + 3−n)/2 1
]
and note that Xn+1B = Xn and that we as a consequence get an isomorphism between K0(OX)
and Z⊕Z[1/3]. Remember that the kernel kX of ρ∗ consists of those elements of K0(OX) which
are simultaneously positive and negative. Thus kX corresponds to
∞⋃
n=0
Xn
[0
0
1
]
Z =
[
2
1
]
Z
under the above mentioned isomorphism, whence we get that the short exact sequence associated
to τ becomes
0 Z
[2
1
]
Z ⊕ Z
[
1
3
]
Z
[
1
3
]
0.
This short exact sequence does not split.
Now consider the opposite substitution τ−1 with τ−1(•) equalling τ(•) read from right to
left. Again the substitution is aperiodic, elementary and basic, with nτ = 2 and pτ = (1,1), and
it has augmented matrix
A˜τ−1 =
⎡⎢⎢⎢⎢⎢⎣
6 9 3 9 0 0
12 18 6 18 0 0
6 9 3 9 0 0
36 54 18 54 0 0
2 7 2 7 1 0
2 7 2 7 0 1
⎤⎥⎥⎥⎥⎥⎦
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ddaaccbbbbddddda24c12b39d31bdddd
]−
d.
[
a10ccccb10ddddddddddd
]+
,
[dbacccbbbbbbdddddd]−a.[aaaabdbd]+
for the two orbit classes of special words.
Similar computations with
Rop =
⎡⎢⎢⎢⎢⎢⎣
1 0 0
1 1 0
1 0 0
4 2 0
0 0 1
0 0 0
⎤⎥⎥⎥⎥⎥⎦ , Sop =
[1 1 0 1 0 0
0 1 1 1 0 0
0 0 0 0 1 −1
]
,
Bop =
[2 1 0
2 1 0
0 0 1
]
, Xop,n =
[
0 0 1
3−n 3−n/2 0
]
show that we get
0 Z
[1
0
]
Z ⊕ Z
[
1
3
]
Z
[
1
3
]
0
whence the short exact sequence splits and the two ordered groups K0(OXτ ) and K0(OXτ−1 ) are
nonisomorphic by Corollary 4.5 above, even though they are identical as groups.
We have chosen the example so that no other flow invariant known to us can tell the flow
equivalence classes of Xτ and Xτ−1 apart. Indeed, since the abelianization matrices of τ and τ−1
are identical, the invariant of [18] cannot detect any difference. Similarly we get in the notation
of [1, Theorem 3.10] that (
τ−1
)∗ = (τ ∗)−1,
so that
sup
{
n ∈ N | ∃w: wn ∈ L(Xτ∗)
}= sup{n ∈ N | ∃w: wn ∈ L(X(τ−1)∗)},
rendering the method of [1] inapplicable here. And finally, the configuration data graph (cf. [15])
of τ is symmetric; indeed it is given by
• •
• •
• •
• •
• •
• •.
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