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1. INTRODUCTION 
In recent years, geometric lattices have assumed an increasingly 
important role in combinatorics [2]. Many interesting problems relate to 
the combinatorial properties of the Whitney numbers Wi of a geometric 
lattice L. Wi is defined as the number of elements of dimension i in L. The 
unimodal conjecture states for i < j < k, that Wj >, min( Wi , W,); the 
logarithmic concavity conjecture states that Wt > W,-, W,+l for all i. It 
is easily shown that logarithmic concavity implies unimodality. 
Some large classes of geometric lattices have been shown to be 
logarithmically concave. Boolean algebras, projective geometries [4], and 
partition lattices [3] all satisfy this property. Also, logarithmic concavity 
is preserved under direct products. Thus since any modular geometric 
lattice is the direct product of projective geometries and a Boolean algebra 
[I], all modular geometric lattices are logarithmically concave. 
For an arbitrary geometric lattice L, the logarithmic concavity 
conjecture is known to hold only for the two trivial cases i = 1, dim(L) - 1. 
The main result of this paper is the following theorem. 
THEOREM 3.1. Let G be a jinite nondirected graph without loops or 
double edges. Then the geometric lattice of closed subgraphs of G satis$es 
wz2/ w,w, 3 3(W, - 1)/2(W, - 2). 
It is also shown that if G has no cycles, then equality holds in this 
equation. 
2. PRELIMINARIES 
In this paper, all graphs are finite and nondirected without loops or 
double edges. Cycles are closed paths without repeated vertices. A 
subgraph of a graph G is a collection of edges of G and the corresponding 
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vertices. A subgraph S is said to be closed if whenever S contains all but 
one edge of a cycle, it contains the whole cycle. The collection of closed 
subgraphs of a graph G forms a geometric lattice L(G) which will be called 
the edge lattice of G. 
It is easily shown that the intersection of two closed subgraphs is also a 
closed subgraph; this corresponds to the lattice meet operation. The join 
of two closed subgraphs is the smallest closed subgraph containing both of 
them. In the case where S is a closed subgraph and e is an edge not in S, let 
e, be an edge such that e C S V e, and e g S. Then there exist 
paths PI , P, C S such that the ordered sequence e, PI , e, , Pz is a cycle in 
G. 
We say that a subgraph A is independent if e g V(A - e) for all e E A. 
Equivalently, A is independent if it contains no cycles. If A is a maximal 
independent subgraph of a closed subgraph S, then dim(S) = / A / . 
3. PROOF OF THE MAIN THEOREM 
Let W,(G) represent the ith Whitney number of L(G). Then the main 
result can be stated as follows. 
THEOREM 3.1. For any graph G, 
WdG12/WdG) W,(G) 3 3(WdG) - WWI(G) - 2). 
Proof. The proof is based upon a construction of G from a graph G, 
with W,(G,,) = W,(G). It is shown that equality holds in Theorem 3.1 
for L(G,), and that at each step of the construction, the ratio W22/ WI W, 
does not decrease. Thus 
W2(W W2(GJz 3(W,(G) - 1) 3(W,(G) - 1) 
WI(C) W,(G) ’ W,(G) W,(G), = XW,(G) - 2) = %W,(G) - 2) ’ 
and the theorem follows. 
From among the vertices of G of degree greater than 1, select a vertex 
of minimal degree. One by one, separate the edges at this vertex. When 
this vertex is completely separated, continue this procedure at the vertex 
in G of next highest degree. Continue in this manner until all vertices are 
of degree 1. Let this graph be G, . Reversing this procedure provides the 
desired method for constructing G from G, . Observe that at each step, a 
vertex of degree 1 is identified with some other vertex. The following 
lemma is obvious from the construction, but it is of special importance. 
38 J. RANDOLPH STONESIFER 
LEMMA 3.2. Let H and H’ be consecutive graphs in this construction of 
G where H’ is obtainedfrom H by identifying a vertex v* of degree 1 with a 
vertex v of degree n. Then all other vertices in Hare of degree 1 or of degree 
larger than n. 
Since all vertices of G, are of degree 1, G,, contains no cycles. Hence all 
subgraphs of G, are closed and L(G,,) is a Boolean algebra. It is immediate 
that equality holds in Theorem 3.1 for L(G,). 
In order to show that the ratio Wz2/ W, W, does not decrease, let H and 
H’ be two consecutive graphs in this construction of G. Let H’ be obtained 
from H by identifying a vertex v* of degree 1 with a vertex v. Since the 
edges of H are exactly the edges of H’, there is a natural one-to-one 
correspondence between subgraphs of H and subgraphs of H’. Thus a sub- 
graph of H uniquely determines a subgraph of H’, and they may be 
denoted by the same letter. In computations, it is convenient to set 
Wi = W,(H) and Wi’ = W,(H’). Since W, = W,‘, it will suffice to show 
that W,l” W, - Wz2 W,’ 3 0. 
In order to relate W,’ and W,’ to W, and W, , it is necessary to examine 
closely the relationship of the closed subgraphs of H to the closed sub- 
graphs of H’. Since any cycle in His also a cycle in H’, it follows that any 
subgraph which is closed in H’, is also closed in H. 
On the other hand, there may be subgraphs which are closed in H, but 
not closed in H’. These subgraphs will be characterized in the next lemma. 
Let v’ be the vertex which, in H, has an edge in common with v*, and let 
this edge be denoted by e*. 
LEMMA 3.3. Let S be a closed subgraph of H. Then S is not closed in H’ 
if and only if(i) S is covered in L(H) by a subgraph 5” which contains a path 
P in Hfrom II* to v such that P has no repeated vertices and (ii) S does not 
contain a path in Hfrom v* to v. 
Proof. Let S be a closed subgraph of H which is not closed in H’. Then 
there exist an edge e and a cycle C in H’ containing e such that e g S and 
C - e _C S. C is not a cycle in H since S is closed in H; hence e* C C. Thus, 
in H, C is a path P from v* to v with no repeated vertices. Condition (i) 
follows by semimodularity with S’ = S V e. Assume that S contains a 
path P’ in H from v* to 0. Then e # e*, and (P - e) U P’ is a path in H, 
contained in S, from one endpoint of e to the other. Since S is closed in H, 
e _C S, a contradiction. Thus S does not contain a path in H from u* to v; 
this is condition (ii). 
Let S be a closed subgraph of H which satisfies (i) and (ii). Let S’ and P 
be the subgraphs guaranteed by (i). Assume S is also closed in H’. By (ii), 
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P g S. Since P is a cycle in H’, there must be at least two edges of P which 
are not in S. Let the path P be described by its vertices 
xg = v*, x, = v’, x2 )...) x,-1 ) x, = v, 
let (xi , xi+3 and (x~x~+~) be the first and last edges of P which are not in S. 
Since there are at least two edges of P not in S, (xi , xi+& # (xj , xi+3; 
however, (xi , x~+~) C S’ = S V (xj , xitl). Hence there exist paths 
P, , PZ C S such that the ordered sequence (xi , xi+3, PI , (xj , xj+3, P, is a 
cycle in H. If xi is connected to xj by PJor P2), then the ordered sequence 
(x0, xl>,..., (G-~, xi>, PI3 (~9, xf+J,..., (x,-~, x3, when appropriately 
shortened, is a cycle in H’ with all but the edge (xj , xj+3 in S. This 
contradicts the assumption that S is closed in H’. Hence xt is connected to 
x~+~ by PI (or P2), and the ordered sequence 
(%, Xl),..., (Xi-1 3 Xi), PI 3 (%+I > %+zL (X,-l 3 &) 
is a path in S from v* to v. This contradicts (ii). Hence S is not closed in H’. 
If S” is another subgraph which satisfies (i), then by this lemma, both S 
and S” are closed in H’. Therefore S, which is the meet of S’ and S” in 
L(H) and also the set intersection of S’ and S”, is closed in H’. This is a 
contradiction, so S’ must be unique. It also follows that V’S = 5” where V’ 
is the join in L(H’). 
LEMMA 3.4. Let S be a subgraph which is closed in both H and H’. Let 
dim(S) and dim’(S) denote the dimensions of S in L(H) and L(H’), 
respectively. Then dim’(S) = dim(S) or dim(S) - 1. Furthermore, 
dim’(S) = dim(S) ifand only zyS does not contain a path in Hfrom v* to v. 
Proof. Let A be a maximal independent subgraph of S in H. Then 
dim(S) = 1 A ) . If S does not contain a path in H from v* to v, then A does 
not contain a cycle in H’ through e *. Since these are the only cycles in H’ 
which are not cycles in H, A does not contain any cycles in H’. Hence A is 
independent in H’. Since V’A is clearly S, dim’(S) = 1 A 1 = dim(S). 
If S does contain a path in H from v* to v, we may choose A such that 
e* C A. Again, since all cycles in H’ either are cycles in H or contain e*, 
the subgraph A - e* does not contain any cycles in H’, i.e., A - e* is 
independent in H’. To prove that dim’(S) = 1 A - e* 1 = 1 A 1 - 1 = 
dim(S) - 1, it is sufficient to show that V’(A - e*) = S. 
Since A -.e* is independent in H, dim(V(A - e*)) = ( A - e* 1 = 
dim(S) - 1. S - e* is closed in H since no cycle in H contains e+. But 
A - e* 5;‘s - e* and dim(S - e*) = dim(S) - 1 = dim(V(A - e*)), so 
that V(A - e*) = S - e*. Hence 
V’(A - e*) = V’(V(A - e*)) = V’(S - e*) = S. 
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By Lemma 3.4, the number of closed subgraphs of dimension i in L(H) 
is determined by considering the following possibilities: (1) a closed 
subgraph S of dimension i in L(H) may remain closed and of dimension i 
in L(H), (2) S may drop to dimension i - 1 in L(H), (3) S may not be 
closed in H’, and (4) a closed subgraph of dimension i + 1 in L(H) may 
drop to dimension i in L(H). By Lemma 3.3, each closed subgraph of 
dimension i in L(H) which is not closed in H’ must be covered, in L(H), 
by a unique subgraph of dimension i + 1 in L(H) which is of dimension 
i in L(H’). Conversely, if a subgraph of dimension i + 1 in L(H) drops to 
dimension i in L(H), then any closed subgraph covered by this subgraph 
in L(H) either is not closed in H’ or drops to dimension i - 1 in L(H). 
Since W, and WI’ each represent the number of edges in G, WI = W,’ 
and no closed subgraph of dimension 2 in L(H) drops to dimension 1 in 
L(H). Thus there are only two ways to change the number of subgraphs 
of dimension 2: closed subgraphs of dimension 3 in L(H) may drop to 
dimension 2 in L(Z), and closed subgraphs of dimension 2 in L(H) may 
be deleted because they are not closed in H’. Let k denote the number of 
subgraphs of dimension 3 in L(H) which drop to dimension 2 in L(H). 
Since subgraphs of dimension 2 can only take the forms 
1 1 , L. , and I> . 
each of these k subgraphs of dimension 3 in L(H) must have been iso- 
morphic to 
in H. Also, each of the k subgraphs contains three subgraphs of dimension 
2 in L(H), and none of these subgraphs is closed in H’. Thus 
W,’ = W, + k - 3k = W, - 2k. 
Since for each new triangle formed, the numbers of closed subgraphs of 
dimension 2 decreases by two, W, = (7) - 2t where t is the number 
of triangles in H. 
We also need to know how the number of subgraphs of dimension 3 is 
changed. There are k subgraphs of dimension 3 in L(H) which drop to 
dimension 2 in L(H’). Closed subgraphs of dimension 3 in L(H’) must be 
isomorphic to one of the following graphs. 
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I I I, L I, L-l, ILL, n, 
The first four graphs can not be derived from closed subgraphs of 
dimension 4 in L(H) by the identification of U* and v since they have only 
three edges. However, the five remaining graphs can be derived from 
closed subgraphs of dimension 4 in L(H). There the corresponding sub- 
graphs would have been isomorphic to one of the following. 
type 3 trpe 4 type5 
Any subgraph which is deleted must be covered by exactly one of these 
subgraphs, and it must not contain a path from v* to u. The numbers of 
such subgraphs are 4; 3, 3, 3, 3; 4,4; 5; 5, respectively. 
Since each of the k subgraphs which drop from dimension 3 in L(H) to 
dimension 2 in L(W) must contain the edge (u*, u’) and some edge with 
Y as an endpoint, the k subgraphs form the following configuration. 
Let ai be the number of edges (vi , q) where u3 E {ul, u2 ,..., uJ. Then 
a = + ‘& ai is the total number of edges (ui , vi). Let ul , u2 ,..., u,,, be 
vertices which have edges in common with some vi and also either u or u’ 
but not both. Let bi be the number of edges (ui , ui) where 
and let b = & bi . Let c be the number of edges which do not occur in 
the graph pictured above and are not counted in a or b. Since c does 
include edges of the form (u, UJ and (u’, ui), it follows that c 3 m. More- 
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over, km 3 b, so kc > b. Applying Lemma 3.2 to each vi and summing 
over i gives 2a + b + c 3 k2 - k. 
Now let d be the number of subgraphs of type 1. There are b of type 3, 
a of type 5, and (E) - a of type 4. There must be 
f (WI--k- 1 -ai - 2bi) = k WI - 2k2 - k - 2a - 2b of type 2. 
i-1 
Thus the total number of subgraphs of dimension 4 in L(H) which drop 
to dimension 3 in L(W) is 
(d) + (k WI - 2k2 - k - 2a - 2b) + (b) + ((3 - a) -I- (a), 
and the total number of subgraphs of dimension 3 in L(H) which are not 
closed in H’ is 
4(d) + 3(k WI - 2k2 - k - 2a - 2b) + 4(b) + 5 ((t) - a) + 5(a). 
Finally, 
W,’ = W, - k + (cd> + (kw, - 
+ ((3 - a) + (4) 
- 
( 
4(d) + 3(k W, - 2k2 
- 2k2 k - - 2a - 2b) + (b) 
- k 2a - - 2b) + 4(b) 
= W8-2kWlf2ke+-3kf4a-Eb--d. 
From the induction hypothesis, 
w <2ww--2)= 
3 ’ 3W,(W, - 1) 
2w,w,- 2) w1wl- 1) _ zt 
3Wl(W, - 1) ( 2 1 
WlW2 2% 4W,(W, - 2) t 
=---- 3W,(W,- 1) * 3 3 
LOGARITHMIC CONCAVITY FOR EDGE LATTICES 43 
With these estimates, 
wt2w - 2 3 W2W’ 2 3 
= (w, - 2k)2 W, - W,Z( W, - 2k WI + 2k2 + 3k + 4a f b - 3d) 
> (-4kW2 + 4k2) W, - W22(-2kWI + 2k2 + 3k + 4a + b) 
> (-4kW,)(+ 2w2 4W,(Wl 2) - t - 
3 
- 
3WdWI 1) - 
2w2yw1 - 2) 
+ (4k2)( 3 WI( WI - 1) ) 
- W22(-2k WI + 2k2 + 3k + 4a + b) 
W22 (5 k WI -2kz-ik-4a-b-f- 
8k(W, - 2)(2t + k) = 
3WdWI - 1) 1 
> W22 ZkW, 
3 
_ 2k2 _ i k - 4a _ b + 8k(Zk~~f + “‘) 
1 
LX= W22 (; k(2k + 1 +a+b+c)-2k2-gk-4a-b 
+ 
4(2k - 1)(2t + k) 
3(2k + 1 + a + b + c) 1 ’ 
=W2~(--~k~+~k+(~k-4)a+(~k-l)b+~kc 
+ 
(8k - 4)(2? + k) 
3(2k + 1 + a + b + c) ) ’ (1) 
2 w,e(-$ka+$+ ($k-4)a+($k-l)b-l-ikc 
(Sk - 4)(4a + 2b + k) 
’ 3(2k + 1 + a + b + 4 1 - (2) 
= $$ ((-2k2 + k + (2k - 12) a + (2k - 3)b + 2kc) 
x (2k + 1 + a + b + c) + (8k - 4)(4a + 2b + k)). (3) 
At this point it will be convenient to treat four separate cases: k 3 6, 
k=O,k=l,and2,<k,<5. 
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Casel. Letk36. Ifalsob+c>k+l,thencBlandby(2), 
w’2w - W2W’ 2 3 2 3 
3 w22 i 
-gk2+ik+ ($k-4ja+ (ik-ljb+gkc 
(8k - 4)(4a + 2b + k) 
’ 3(2k + 1 + a + b + c) j 
> iv,2 (- ;k2 + ;k + (;k - lj(b + c) + cj 
2 w22 (- ;k2 + ;k + (;k - I>& + 1) + 1) 
= 0. 
If b + c < k, then by Lemma 3.2, the only vertices of degree greater 
than k are v, v’, vl, v2 ,..., vk , and all others are of degree 1. Since any ui 
must have degree at least 2, there are no Ui’s, and b = 0. Therefore, 
b + c < k and 2a + b + c 2 k2 - k reduce to c < k and 2a + c3 
k2 - k. These imply 2a > k2 - k - c 3 k2 - 2k. Using these inequali- 
ties, t > 2a and a < (k2 - k)/2, (1) becomes 
w2w - W2W’ 
2 3 2 3 
2 W22(-ik2+tk+ (tk-4ja+ (fk-ljb+ikc 
(8k - 4)(2t + k) 
’ 3(2k + 1 + a + b + c) j 
> w22(-;kz+;k+ (;k-4j(vj 
+ (8k - 4)(2(k2 - 2k) + k) 
3 (2k + 1 + 7 + kj 
1 
w22 - 
3(k2 + 5k + 2) 
(k5 - 5k4 - 3k3 - 19k2 + 50k) > 0 for k > 6. 
Case 2. Let k = 0. Here, W,’ = W, and W,’ = W, - 3d. Hence, 
Wi2 W, - W22 W,’ = 3dW2” > 0. 
LOGARITHMIC CONCAVITY FOR EDGE LATTICES 45 
Case 3. Let k = 1. Here, a = 0, and by (3) 
W’2W - W2W’ 2 3 2 3 
> (W,2/3 W,)((-2b2 + k + (2k - 12) a + (2k - 3) b + 2kc) 
x (2k + 1 + a + b + c) + (8k - 4)(4a + 2b + k)) 
= ( W22/3 W,)(l + 4b + 5c - -b2 + bc + 2~3 > 0 
since c = kc >, b as shown earlier. 
Case 4. Let 2 < k < 5. For these k, in (3) the factor 
(-2k2 + k + (2k - 12) a + (2k - 3) b + 2kc)(2k + 1 + a + b + c) 
+ (8k - 4)(4a + 2b + k) (4) 
is minimal at b = 0. The term obtained by substituting b = 0 into (4) is 
minimized at minimal values of c. Since 2a + b + c >, k2 - k and 
kc > b, it follows that c >, (k2 - k - 2a)/(k + 1). Hence 
w2w - W2W’ 2 3 2 3 
> w22 
‘3w, (C -2,V+k+(2k- 12)a+2k ““,:,‘“) 
x (2k+l +a+ k2~~~2a)+(8k-4)(4a+k)) 
w22 
= 3(k+ 1)2 WI 
((2k3 - 16k2 + 2k + 12) a2 + (6k4 - 9k3 
- lOk2 - 39k - 28) a + (-k* + 9k” - k2 - 3k)). 
It is easily checked that this is positive for k = 5 and 0 < a < 10, for 
k=4 and O<a<6, for k=3 and O<a<l, and for k=2 and 
a = 0. Because a < (k2 - k)/2, only three cases remain: k = 3, a = 3; 
k = 3, a = 2; and k = 2, a = 1. 
For k = 3 and a = 3, t > 7. Substituting these values into (1) shows 
that Wi2W, - W22W3’ > 0. For k = 3, a = 2, Lemma 3.2 implies that 
c 3 1. Equation (3) yields Wi”W, - W22 W,’ > 0. Similarly, for k = 2, 
a=1,(3)yieldsWi2W,- W22W,‘>Oifb>Oorc>0. 
Thecasek=2,a=l,b=O,c=Ois 
Here W, = 11, W, = 7, W,’ = 7, W,l = 1, so Wi” W, - W22 W,’ = 
222 > 0. This completes the proof of Theorem 3.1. 
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