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WAVELET REPRESENTATION OF SINGULAR INTEGRAL OPERATORS
FRANCESCO DI PLINIO, BRETT D. WICK, AND TYLER WILLIAMS
Abstract. This article develops a novel approach to the representation of singular integral
operators of Calderón-Zygmund type in terms of continuous model operators, in both the clas-
sical and the bi-parametric setting. In contrast to thewell-established dyadic-probabilistic tech-
nique, the model operators appearing in the representation are averages of wavelet projections
of either cancellative or noncancellative type, and are themselves Calderón-Zygmund opera-
tors. Unlike their dyadic counterparts, they are able to detect additional kernel smoothness of
the operator being analyzed.
Our representation formulas lead naturally to a new family of T (1) theorems on weighted
Sobolev spaces whose smoothness index is naturally related to kernel smoothness. In the one
parameter case, we obtain the Sobolev space analogue of the A2 theorem; that is, sharp de-
pendence of the Sobolev norm ofT on the weight characteristic is obtained in the full range of
exponents. In the bi-parametric setting, where local average sparse domination is not generally
available, we obtain quantitative Ap estimates which are best known, and sharp in the range
max{p,p ′} ≥ 3 for the fully cancellative case.
1. Introduction
The class of Calderón-Zygmund singular integralsmay succinctly be described as consisting
of those linear operators bounded on Lp(Rd ) for some 1 < p < ∞, whose Schwartz kernel off
the diagonal inRd×Rd satisfies the same size and smoothness properties enjoyed by the kernels
of the Hilbert (d = 1) or Riesz transforms. These properties, and thus the Calderón-Zygmund
class, are quantitatively preserved by translations and dilations of Rd .
Calderón-Zygmund singular integrals play a pivotal role in regularity theory of elliptic
PDEs, operator theory, and differentiation theory. In particular, their quantified and sharp
weighted norms have been the keystone in the solution to two important problems in the
theory of distortion by quasiconformal mappings. Sharp weighted bounds for the Ahlfors-
Beurling transform have been used by Petermichl and Volberg [52] to prove injectivity at the
critical exponent of the solution operator to the Beltrami equation, completing the scheme
devised in [2] by Astala, Iwaniec and Saksman. A sharp estimate of the Beurling transform on
suitable fractal-dimensional weights has been employed by Lacey, Sawyer and Uriarte-Tuero
[35] to prove Astala’s conjecture on distortion of Hausdorff measures under quasiconformal
maps.
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Beginning with Figiel’s T (1) theorem [23], through the seminal work of Nazarov, Treil and
Volberg [48] on two-weight inequalities for non-homogeneous Haar shifts, the study of sin-
gular integrals and their sharp weighted bounds has relied on dyadic-probabilistic techniques.
An important change in perspective within this line of investigation was brought by the work
of Petermichl [50] where the Hilbert transform was represented, instead of estimated, as an
average of dyadic shift operators. This idea was extended to the Beurling transform, Riesz
transform, and other nice convolution type Calderón-Zygmund operators in [16, 51, 59]. A
forceful augmentation of this strategy is Hytönen’s proof of the A2 conjecture [29], which
relied on the representation of a Calderón-Zygmund operator as a probabilistic average of
shifted dyadic operators, the simplest of which is the dyadic martingale transform. Hytönen’s
representation theorem has since been extended to bi-parameter Calderón-Zygmund opera-
tors by Martikainen in [42] and to the multi-parameter setting by Y. Ou [49], resulting inT (1)
type theorems in two and higher parameters.
While the significance of dyadic representation theorems cannot be overstated, dyadic-
probabilistic realizations of Calderón-Zygmund operators suffer from certain intrinsic draw-
backs, originating from the discrete nature of the Haar basis employed. A first one is that
the representation formula contains dyadic shifts of arbitrarily large complexity parameter:
complexity may be described, roughly, as the width of the band of the matrix associated to
the dyadic shift in the Haar basis. The representation formula itself involves a rather delicate
averaging procedure over shifted dyadic grids, and, for each shifting parameter, a countable
collection of shifts of unbounded complexity. Explicitly computing the dyadic components of
a generic singular integral operator is thus not feasible.
Secondly, the dyadic representation formula, due to the roughness of the basis, fails to detect
additional kernel smoothness. The latter is often relevant for the behavior of a singular integral
on smoother spaces, of e.g. Sobolev or Besov type. We note that the recent article [28] partially
addresses this questionwithin the framework of dyadic representation theorems, replacing the
Haar basis with a smoother wavelet but keeping the same structure involving shifted grids.
The comparison with [28] is elaborated upon in Remark 4.7.
Bi-parameter singular integrals on Rd1 × Rd2 may be informally defined as elements of the
closed convex hull of the set of tensor productsT1 ⊗T2, where eachTj is a Rd j -singular integral
operators as above. This class arises naturally in connection with the theory of bi-harmonic
functions [20,22] for instance in the weak factorization of functions in the Hardy space on the
bi-disk [21]. The Lp and mixed norm estimates for their multilinear analogues are at the root
of partial fractional Leibniz rules [46,47], namely, anisotropic variants of the bilinear estimates
popularized e.g. by Kato-Ponce [32] in connection with the Navier-Stokes, Schrödinger and
KdV equations.
One specific drawback of dyadic representations in the bi-parameter context, see [42, 49]
for instance, is that they do not reduce Lp and weighted estimates for the analyzed operator to
a single model operator whose weighted theory is significantly simpler. In the one parameter
case, this can be verified directly for shift operators as in [34] and can also be done by means of
sparse operators as in [13]. In higher parameters, the approach via direct verification is chal-
lenging [27, 41] and domination by local average sparse operators are generally not available
as the counterexample of [3] shows. Thus, for instance, one cannot expect precise information
on the dependence of ‖T ‖Lp(w) on the corresponding relevant weight characteristic.
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This paper sets forth a new technique for analyzing singular integral operators based on
rank 1 wavelet projections
f 7→ sd 〈f ,φ(x,s)〉φ(x,s), (x, s) ∈ Rd × (0,∞)
where φ(x,s) are L1-normalized wavelets living at scale s near the point x . The method used
is to instead take a weighted average of these wavelet projections with respect to the opera-
tor wavelet coefficients 〈Tφ(x,s),φ(y,t)〉, with (y, t) ∈ Rd × (0,∞). The simplest version of this
principle is the resolution of the identity operator (2.12) below, widely known as the Calderón
reproducing formula. Certainly, the Calderón reproducing formula (2.12) and wavelet coeffi-
cients have been used countless times in the proof of T (1) type estimates, beginning with the
works of David and Journé [15] and Journé in the bi-parametric setting [31]. Our approach
takes these seminal ideas one step further, in that we aim for equalities, rather than inequal-
ities, and employ the wavelet coefficients of T in a wavelet averaging procedure instead of
estimating them, see Lemma 3.3, essentially turning the original wavelet basis into another
wavelet family adapted to the operator being analyzed. Our approach takes advantage of
the fact that a Calderón-Zygmund operator applied to a smooth wavelet basis with compact
support yields again a collection of wavelets, though possibly rougher and with smeared out
support.
When analyzing one parameter Calderón-Zygmund operators, this results in a represen-
tation formula involving a single, complexity zero cancellative operator, a single paraproduct
and a single adjoint paraproduct, all of which are Calderón-Zygmund operators themselves.
The following result is a loosely stated excerpt of Theorem A, Section 4, which is referred to
for a rigorous and detailed statement, in particular concerning the formal definition of T .
Theorem. Let T be a linear operator on Rd , satisfying the weak boundedness testing condition,
the standard δ -kernel estimates for some δ > 0 and with T1,T⋆1 ∈ BMO(Rd ). Let 0 < ε < δ .
Then there exists a family of L1-adapted, ε-smooth and (d + ε)-decaying cancellative wavelets
{υ(y,t) : y ∈ Rd , t > 0}, such that
T f (x) =
∫
Rd×(0,∞)
〈f ,φ(y,t)〉υ(y,t)(x)
dydt
t
+ ΠT 1 f (x) + Π⋆T⋆1 f (x), x ∈ Rd
where φ(y,t) is the (y, t)-rescaling of a smooth mother cancellative wavelet with compact support,
Πb are explicitly constructed paraproducts of the form in Definition 4.4.
If additional smoothness of the kernel is available, the cancellative portion will be made of
smoother and faster decaying wavelets, provided that additional paraproducts are subtracted.
In turn, this refinement may be employed to obtain sharp weighted T (1) bounds on Sobolev
spaces. A sample is given in the theorem below, which is a simplified version of Corollary A.1.
The case k = 0 has no restriction on paraproducts, thus it is yet another proof of the sharp
weighted bound for Calderón-Zygmund operators by Hytönen [29]. For the case k > 0, the
restriction T (xγ ) = 0 for 0 ≤ |γ | < k is necessary, see Remark 4.8 where the relation with
[55, Theorem 1.1] is also expounded.
Theorem. Let T be a linear operator on Rd , satisfying the weak boundedness testing condition
of Definition 4.1, whose kernel has k-th Hölder continuous derivatives in the sense of Definition
4.2, and whose κ-th order paraproducts are in BMO(Rd ) for 0 ≤ κ ≤ k , according to Definition
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4.3. If k > 0, assume in addition that T (xγ ) = 0 for all multi-indices γ on Rd with 0 ≤ |γ | < k .
Then T has the sharp weighted bound on the homogeneous L2-Sobolev space
‖T f ‖ ÛW k,2(Rd ;w) . [w]A2 ‖ f ‖ ÛW k,2(Rd ;w).
Corollary A.1 may be seen as the A2-theorem on Sobolev spaces, in analogy with the cele-
brated A2 theorem of Hytönen [29]. Past results in the unweighted setting, and their relation
with Corollary A.1, are recalled in Remark 4.9. Several unweightedT (1) theorems of this type
have been developed and used in connection with regularity of the Beltrami solution opera-
tor and smoothness of the Beurling transform on Ck ,α -type domains, see e.g. [9, 10, 53, 54]. In
analogy with the application of the Petermichl-Volberg theorem [52] to the scheme of [2] we
expect that suitable versions of Corollary A.1 can be employed to simplify and sharpen the
higher order Beltrami regularity results of e.g. [54]. This will be carried out in future work.
The proof techniquesmay be naturally transported to the bi-parametric dilation setting. We
again paraphrase the main result and point the reader to Section 6, Theorem B, for the precise
statement.
Theorem. Let T be a linear operator satisfying the hypotheses of a bi-parameter δ -Calderón-
Zygmund operator as in Section 6. Let 0 < ε < δ ≤ 1. Then there exists a family of L1-adapted,
ε-smooth and (dj + ε)-decaying in the j-th parameter, product cancellative wavelets
{υ((y1,t1),(y2,t2)) : yj ∈ Rd j , tj > 0, j = 1, 2},
such that for (x1,x2) ∈ Rd1 × Rd2 ,
T f (x1,x2) =
∫
Rd1×(0,∞)
∫
Rd2×(0,∞)
〈f ,φ(y1,t1) ⊗ φ(y2,t2)〉υ((y1,t1),(y2,t2))(x1,x2)
dy1dy2dt1dt2
t1t2
+ four paraproduct terms + four partial paraproduct terms.
Notice that unlike the one parameter results recalled in Remark 4.9, no smooth T (1) type
theorems have appeared in the literature before, even in the unweighted case. This result
may be contrasted with the bi-parameter dyadic representation theorem of Martikainen [42].
The assumptions on T are of the same nature as the ones appearing in [42], namely weak
boundedness, full and partial kernel estimates, paraproducts in product BMO. However, we
drop the diagonal BMO conditions appearing in [42] which are subsumed by a combination of
the other assumptions. In addition to the simpler, and more computationally feasible nature of
the continuous formula, the model operators we obtain have a much simpler weighted theory,
which allows for quantitative, and sharp in certain cases, weighted norm inequalities for T .
Theorem. Let T be a (k1,k2)-smooth bi-parameter Calderón-Zygmund operator, see Section 6.
If (k1,k2) , (0, 0) assume in addition the paraproduct condition (6.9). For all 1 < p < ∞ product
Ap-weightsw on R
d
≔ R
d1 × Rd2 there holds
‖∇k1x1∇k2x2T f ‖Lp(Rd;w) .k ,δ [w]
max
{
3, 2p
p−1
}
Ap
‖∇k1x1∇k2x2 f ‖Lp(Rd;w)
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If T is fully cancellative, the improved estimate
‖∇k1x1∇k2x2T f ‖Lp(Rd;w) .k ,δ [w]
θ (p)
Ap
‖∇k1x1∇k2x2 f ‖Lp(Rd;w), θ (p) =

2
p−1 1 < p ≤ 32
see (6.11) 32 < p < 3
2 p ≥ 3
is available. The above estimate is sharp whenmax{p,p′} ≥ 3.
The above result, precisely stated in Corollary B.1, generalizes and quantifies R. Fefferman’s
qualitativeweighted bounds for bi-parameter Journé-type operators [18]. WhileMartikainen’s
work [42] did not contain weighted T (1)-type implications, a simplified proof of Fefferman’s
result was recently obtained in [27] relying on the representation from [42]. Some quantitative
estimates, weaker1 than the ones of Corollary B.1, have been obtained in [4] by a shifted
square function form-type domination for cancellative Journé operators, also relying on [42]
within the proof. At present, it does not seem possible to match the quantification obtained in
Corollary B.1 using dyadic representation theorems in the vein of [42,49]. Part of the challenge
with this is that one parameter proofs of the quantitative results typically rely upon some
variant of stopping time (sparse operators, weak-type (1,1), or Bellman functions) as a key
ingredient and not easily adaptable to the bi-parameter setting. Our analysis based on square
function methods is able to circumvent this issue at least for max{p,p′} ≥ 3.
Qualitative estimates for bi-linear, bi-parameter paraproduct free singular integrals have
been obtained very recently in [41]. We expect that multilinear variants of our result can
quantify and extend the scope of the weighted inequalities of [41]. The method used in this
paper has an additional benefit over dyadic representation. The dyadic representation the-
orems rely heavily upon the Haar basis, making it difficult to work in the settings of other
Calderón-Zygmund operators that respect different dilation structures, such as Zygmund-type
dilations [19,44,45]. Our method is easily adaptable towards representation and weightedT (1)
theorems for more general dilation structures; this will be pursued in future work.
Structure. Section 2 contains the definition of the one parameter wavelet classes and intro-
duces the related intrinsic square function. Section 3 provides technical lemmas in the one
parameter setting, describing the averaging procedure of the wavelet basis and setting up an
auxiliary Alpert basis to handle higher degree paraproducts. Section 4 gives the statement
and proof of the one parameter smooth representation theorem and weighted Sobolev T (1)
corollary, see Theorem A and Corollary A.1. Sections 5 through 7 set forth the statement and
proof of the bi-parameter versions, Theorem B and Corollary B.1. The concluding Section 8
is devoted to establishing weighted norm inequalities for the model operators appearing in
the bi-parameter representation, via new weighted bounds for intrinsic operators such as the
bi-parameter intrinsic square function.
Notation. The symbol C = C(a1, ... ,an) and the constant implied by almost inequality and
comparability symbols .a1,...,an ,∼a1,...,an are meant to depend on the parameters a1, ... ,an only
and may vary at each occurrence without explicit mention. It is convenient to employ the
1The exponent of the A2 constant obtained in [4, Corollary 3.2] is 10, in contrast with power 3 obtained in
(6.11). Therein, it is claimed that tracking the constants in the argument of [27] yields power 8.
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Japanese bracket symbol
〈x〉 = max{1, |x |}, x ∈ Rd .
The Fourier transform of f ∈ S(Rd ) is normalized as
f̂ (ξ ) = 1
(√2π )d
∫
Rd
f (x)e−ix ·ξ dx, ξ ∈ Rd .
Acknowledgments. The authors are deeply grateful to Alexander Barron, Henri Martikai-
nen and YumengOu for illuminating conversations on bi-parameterT (1) theorems andweigh-
ted norm inequalities.
2. Wavelet Classes and the Intrinsic Sqare Function
In this section we introduce the normalized classes of wavelets with limited decay that
appear in our wavelet representation theorem for Calderón-Zygmund forms on Rd .
2.1. Analysis in the symmetry parameter space. Our analysis of these forms is based on
a symmetry parameter space description. In the classical, single-parameter setting of Section
4, the parameter space and its associated natural measure µ are
z = (x, s) ∈ Zd ≔ Rd × (0,∞),
∫
Zd
f (z) dµ(z) ≔
∫
Rd×(0,∞)
f (x, s) dxds
s
.
Points of Zd conveniently parametrize open balls in Rd by
Bz = {y ∈ Rd : |y − x | < s}, z = (x, s) ∈ Zd .
When two points, or families of points, of Zd appear in the same statement and the context
allows for it, the notation z = (x, s) and the corresponding Greek version ζ = (ξ ,σ ) are used;
for instance, see (2.1) below. The natural order on the second component induces a partial
order on Zd . For z = (x, s), ζ = (ξ ,σ ) ∈ Zd , this partial order is denoted by
(2.1) z ∧ ζ =
{
z s < σ
ζ s ≥ σ , z ∨ ζ =
{
ζ s < σ
z s ≥ σ .
For each ζ = (ξ ,σ ) ∈ Zd the following partition of Zd is important in the analysis below,
Zd
+
(ζ ) ≔ {z ∈ Zd : z ∧ ζ = ζ } = F+(ζ ) ⊔ S(ζ ) ⊔A(ζ ),
F+(ζ ) ≔
{
z = (x, s) ∈ Zd
+
(ζ ) : |x − ξ | > 3s},
S(ζ ) ≔ {z = (x, s) ∈ Zd
+
(ζ ) : s ∈ [σ , 3σ ], |x − ξ | < 3s},
A(ζ ) ≔ {z = (x, s) ∈ Zd
+
(ζ ) : s > 3σ , |x − ξ | < 3s} .
(2.2)
2.1.1. Symmetries parametrized by z ∈ Zd . Throughout, the one parameter family of symme-
tries on ϕ ∈ S(Rd) is defined as
Trxϕ(·) = ϕ(· − x), Dilpsϕ(·) =
1
sd/p
ϕ
( ·
s
)
, x ∈ Rd , s > 0, p ∈ (0,∞];
Syzϕ = Dil
1
s ◦ Trx , z = (x, s) ∈ Zd .
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2.1.2. Cutoffs. Choose α ∈ C∞(Rd ), radial and with α = 1 on B(0,1), supp α ⊂ B(0,1), and
accordingly define the cutoffs
(2.3) αz ≔ TrxDil
∞
s α , βz = 1 − αz, z = (x, s) ∈ Zd .
Note that supp αz ⊂ 4Bz , supp βz ⊂ Rd \ 2Bz , and unlike most other functions parametrized
by z ∈ Zd the cutoffs αz, βz will always be∞-normalized.
2.1.3. Measuring decay in Zd . For a decay parameter ν > 0, define the function
(2.4) [·]ν : Zd → (0, 1], [(x, s)]ν ≔ (min{1, s})
ν
(max{1, s, |x |})d+ν .
Throughout the article, the fact that
(2.5)
∫
Zd
[z]ν dµ(z) .ν 1, ν > 0
will be heavily exploited. The geometric separation in the parameter spaceZd is then described
by the function
(2.6) [z, ζ ]ν =
1
sd
[(
ξ − x
s
,
σ
s
)]
ν
=
(min{s,σ })ν
(max{s,σ , |x − ξ |})d+ν
, z = (x, s), ζ = (ξ ,σ ) ∈ Zd .
2.1.4. Integration by parts. Throughout the paper, for k ∈ N, a multi-index γ ∈ Rd with |γ | = k
and a Schwartz function f with f̂ (ξ ) = O(|ξ |k) as ξ → 0, we denote
(2.7) ∂−γ f (x) = 1
(√2π )d
∫
Rd
f̂ (ξ )(iξ )
γ
|ξ |2k e
ix ·ξ dξ .
Then ∂−γ f ∈ S(Rd) and Plancherel’s theorem implies the equality
〈f ,д〉 =
∑
|γ |=k
〈∂−γ f , ∂γд〉 ≕ 〈∇−k f ,∇kд〉, д ∈ S(Rd).
Remark 2.1. Let κ ∈ R, u ∈ {1, ... ,d} and |∇|κ , Ru be respectively the κ-th order Riesz
potential and u-th Riesz transform on Rd ,
|∇|−κ f (x) = 1
(√2π )d
∫
Rd
|ξ |−κ f̂ (ξ )eix ·ξ dξ , Ru f (x) =
1
(√2π )d
∫
Rd
f̂ (ξ )iξu|ξ | e
ix ·ξ dξ .
For a multi-index γ = (γ1, ... ,γd), let Rγ = Rγ11 ◦ ··· ◦ R
γd
d
. With this notation ∂−γ = |∇|−|γ |Rγ
up to a multiplicative constant depending on d, |γ | only. This multiplicative constant will be
ignored in the subsequent uses of this remark.
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2.1.5. Mother wavelet. Let Φ ∈ C∞(Rd ) be radial and supported on B(0,1), D ∈ N a fixed large
parameter,2 and a = a(d,D) > 0 chosen so that (2.12) below holds. Define the mother wavelet
φ by
φ ≔ a∆4DΦ ∈ C∞(Rd ), suppφ ⊂ B(0,1), φ radial,
∫
Rd
|φ | dx = C(d,D).(2.8)
This definition implies
∂−αφ = ∂α∆4D−|α |Φ ∈ S(Rd ), supp ∂−αφ ⊂ B(0,1), ∀0 ≤ |α | ≤ D,(2.9)
and in particular ∫
Rd
xγψ (x) dx = 0(2.10)
holds for allψ ∈ {∂−αφ : 0 ≤ |α | ≤ D} and all 0 ≤ |γ | ≤ D. The translated, rescaled functions
(2.11) φz = Syzφ z ∈ Zd
yield the Schwartz version of the Calderón reproducing formula [6, 25, 62]
(2.12) h =
∫
Zd
〈h,φζ 〉φζ dµ(ζ ), h ∈ S(Rd).
2.2. Wavelet classes. For ν > 0, 0 < δ ≤ 1 define the norm on S(Rd )
‖ϕ‖⋆,ν ,δ = sup
x∈Rd
〈x〉d+ν |ϕ(x)| + sup
x∈Rd
sup
h∈Rd
0< |h |≤1
〈x〉d+ν |ϕ(x + h) − ϕ(x)||h |δ .
Using this norm and Syz , adapted classes are defined. For k ∈ N, 0 < δ ≤ 1 set
Ψ
k ,δ ;1
z =
{
ϕ ∈ S(Rd) : s |γ |
(Syz)−1∂γϕ⋆,k+δ ,δ ≤ 1 : 0 ≤ |γ | ≤ k} , z = (x, s) ∈ Zd .
The membership ϕ ∈ Ψk ,δ ;1z , for a fixed z = (x, s) ∈ Zd , yields the following quantitative decay
and smoothness conditions: for each multi-index γ on Rd with 0 ≤ |γ | ≤ k , there holds
|∂γϕ(y)| ≤ 1
sd+|γ |
〈y − x
s
〉−(d+k+δ )
, y ∈ Rd ;(2.13)
|∂γϕ(y + h) − ∂γϕ(y)| ≤ |h |
δ
sd+|γ |+δ
〈y − x
s
〉−(d+k+δ )
, y ∈ Rd ,h , 0.(2.14)
Then set
Ψ
k ,δ ;0
z ≔
{
ψ ∈ Ψk ,δ ;1z : (2.10) holds ∀ 0 ≤ |γ | ≤ k
}
.(2.15)
When k = 0, the notation is simplified by writing Ψδ ;1z ,Ψ
δ ;0
z in place of Ψ
0,δ ;1
z ,Ψ
0,δ ;0
z .
Remark 2.2. Note that φz defined in (2.11) belongs to CΨ
D,1;0
z . More generally if 0 ≤ |γ | ≤ D
(2.16) φγ ,z ≔ Syz[∂−γφ] = s−|γ |∂−γ Syzφ ∈ CΨD,1;0z , suppφγ ,z ⊂ Bz .
Limited decay wavelets enjoy the following almost-orthogonality estimates.
2For instance, when proving Theorems A, B below, any D ≥ 8(max{k1,k2} + d1 + d2) will suffice.
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Lemma 2.3. Let 0 < η < δ ≤ 1, 0 ≤ k ≤ D, z = (x, s), ζ = (ξ ,σ ) ∈ Zd with s ≤ σ . Then
sup
ψ∈Ψk,δ ;0z
sup
ϕ∈Ψkδ ;1
ζ
|〈ψ ,ϕ〉| .η [z, ζ ]k+η, sup
ϕ∈Ψk,δ ;1
ζ
|〈φz ,ϕ〉| .k ,δ [z, ζ ]k+δ .
Proof. Consider the first estimate. By scale invariance and symmetry one may reduce to the
case ζ = (0, 1), z = (x, s) with s ≤ 1. Further, assume |x | ≥ 1 as the case |x | ≤ 1 is strictly
easier. In this case [z, ζ ]k+η = sk+η |x |−(d+η) . Thanks to the vanishing moment properties of ψ ,
one can subtract Tx (y), the Taylor polynomial of ϕ of order k centered at x . Then one has
|〈ψ ,ϕ〉| ≤
∫
|y−x |<1
|ϕ(y) −Tx (y)| |ψ (y)| dy +
∫
|y−x |≥1
|Ty(x)| |ψ (y)| dy +
∫
|y−x |≥1
|ϕ(y)| |ψ (y)| dy.
Using (2.14) for ∇kϕ and (2.13) forψ ,∫
|y−x |<1
|ϕ(y) −Tx (y)| |ψ (y)| dy .
1
|x |(d+δ+k)
∫
|y−x |<1
|y − x |δ+k(
1 + |y−x |s
)d+k+δ dysd
.
sk+δ | log s |
|x |(d+k+δ ) .η [z, ζ ]k+η .
Using (2.13) for ∇kϕ instead gives,∫
|y−x |≥1
|Tx (y)| |ψ (y)| dy .
sk+δ
|x |d+k+δ
∫
|y−x |>1
|y − x |−(d+δ )dy . [z, ζ ]δ ,∫
|y−x |≥1
2|y |< |x |
|ϕ(y)| |ψ (y)| dy ≤
∫
2|y−x |> |x |
|ψ (y)| dy .
∫ ∞
|x |
2s
t−(k+δ+1)dt . [z, ζ ]δ ,
∫
|y−x |≥1
2|y |> |x |
|ϕ(y)| |ψ (y)| dy ≤ 1|x |(d+δ+k)
∫
|y−x |>1
|ψ (y)| dy . [z, ζ ]δ .
Assembling the last two displays yields the claimed first estimate.
The second estimate is proved similarly. Again, renormalize to have ζ = (0, 1), z = (x, s)
with s ≤ 1. Taking advantage of Remark 2.2 to rely on the vanishing mean of φγ ,z , and using
the decay (2.14) for ϕ ∈ Ψk ,δ ;1
ζ
gives
|〈ϕ,φz〉| ≤ sk
∑
|γ |=k
∫
Bz
|∂γϕ(y) − ∂γϕ(x)| |φγ ,z (y)| dy .
sk+δ
max{1, |x |}d+k+δ = [z, ζ ]k+δ ,
and the proof is complete. 
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2.3. Intrinsic Forms and Sparse Estimates. Lemma 2.3 leads to the L2-boundedness of an
intrinsic square function associated to the classes Ψδ ;0z . This square function will now be de-
fined. For f ∈ Lp(Rd ), 1 ≤ p ≤ ∞, ι ∈ {0, 1} and z ∈ Zd define the intrinsic wavelet coefficients
Ψ
δ ;ι
z f ≔ sup
ψ∈Ψδ ;ιz
|〈f ,ψ 〉|.(2.17)
The ι = 0 coefficients enter the intrinsic square function
(2.18) Sδ f (x) = ©­«
∞∫
0
(
Ψ
δ ;0
(x,s) f
)2 ds
s
ª®¬
1
2
.
The value δ > 0 is fixed but arbitrary and, whenever possible, it will be omitted from the
notation in (2.17) and (2.18), writing for instance Sf instead of Sδ f . Lemma 2.3 implies easily
the L2 estimate of the following proposition.
Proposition 2.4. Let f ∈ L2(Rd ). Then ‖Sδ f ‖2 .δ ‖ f ‖2.
Proof. It suffices to work with f ∈ L2(Rd ) of unit norm. Standard considerations and a change
of variable reduce the claimed bound to the estimate∫
(x,s)∈Rd×(0,∞)
∫
(α ,β)∈Rd×(0,1)
|〈f ,ψ(x,s)〉| |〈sdψ(x,s),ψ(x+αs,βs)〉| |〈f ,ψ(x+αs,βs)〉|
dxdsdαdβ
sβ
.
∫
z∈Zd
|〈f ,ψz〉|2 dµ(z)
(2.19)
with implied constant uniform over the choice ofψz ∈ Ψδ ;0z and z ∈ Zd . Lemma 2.3 then yields
|〈sdψ(x,s),ψ(x+αs,βs)〉| . [(α , β)] δ
2
so that (2.19) follows by an application of Cauchy-Schwarz and (2.5). 
Next, consider the intrinsic bisublinear form
(2.20) Ψδ (f ,д) =
∫
Zd
Ψ
δ
z f · Ψδz д dµ(z)
acting on pairs f ,д ∈ ⋃1≤p≤∞ Lp(Rd ). Note that the sum in (2.20) is of nonnegative terms,
therefore issues of convergence in the definition may be disregarded.
Proposition 2.5. For each pair f ,д ∈ L1(Rd ) there exists a sparse collection S of cubes of Rd
with the property that
Ψ
δ (f ,д) .δ
∑
Q∈S
|Q |〈f 〉Q 〈д〉Q , 〈f 〉Q ≔ 1|Q |
∫
| f |1Q dx .
The interested reader can consult [12,14] for the definitions relative to sparse operators and
(p1,p2) sparse bounds. The (1, 1) sparse bound for the form Ψδ is exactly the conclusion of
Proposition 2.5.
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A proof of this proposition is not provided. In fact, standard calculations show that Ψδ (f ,д)
may be linearized to a L2-bounded η-Hölder continuous Calderón-Zygmund kernel form for
all 0 < η < δ . Therefore, sparse bounds may be obtained following one of the standard ap-
proaches in the literature, see e.g. Lerner [37, 38], Lacey [33] (see also [30]), or [8, 13]. A direct
proof along the lines of [8, 13] may also be employed to obtain stronger domination results
where local oscillations replace averages in the sparse form. This will appear in forthcoming
work.
The intrinsic form of (2.20) models cancellative operators of Calderón-Zygmund type. Anal-
ogous intrinsic forms modeling paraproducts are also needed in the analysis. Referring to the
wavelet coefficients (2.17), define on triples fj ∈ L1loc(Rd ) the intrinsic forms
(2.21) Πj,δ (f1, f2, f3) =
∫
Zd
Ψ
δ ;1
z fj
©­«
∏
ι∈{1,2,3}\j
Ψ
δ ;0
z fι
ª®¬ dµ(z).
The index j in the notation (2.21) identifies the noncancellative index of the paraproduct form.
As these are modeling bilinear, one parameter Calderón-Zygmund forms, the case where j ∈
{1, 2} and f3 ∈ BMO(Rd ) is of particular interest. In this case, the simplified notation
(2.22) πδf3(f1, f2) = Π
1,δ (f1, f2, f3)
is adopted. The analogous result to Proposition 2.5 for paraproducts follows. As for (2.20),
when δ is fixed and not important in that context, write π f3 in place of π
δ
f3
.
Proposition 2.6. Let f3 ∈ BMO(Rd ). For each pair fj ∈ L1(Rd ) there exists a sparse collection
S of cubes of Rd with the property that
π f3(f1, f2) .δ ‖ f3‖BMO(Rd )
∑
Q∈S
|Q |
2∏
j=1
〈fj〉Q .
The proof of Proposition 2.6 is also omitted: similarly to the remarks following Proposition
2.5, it may be obtained, to name a few, from any of the references [8, 13, 33, 37, 38].
3. Some Technical Preliminaries
This section contains a few technical tools that will be used in the proofs of the representa-
tion theorems.
3.1. Alpert basis. Choose a collection of functions ϕγ ∈ S(Rd ) supported in the unit cube of
R
d with the properties
(3.1)
∫
Rd
xαϕγ (x) dx = δγα ∀0 ≤ |α | ≤ 2D.
The collection ϕγ has been explicitly constructed by Alpert [1], see also the extension to gen-
eral measures in [56, Theorem 1.1]. A first technical lemma involves the Alpert basis.
Lemma 3.1. Let z = (x, s) ∈ Zd , and with reference to (2.2), ζ = (ξ ,σ ) ∈ A(z). Define
Pz,ζ (v) ≔
∑
0≤|γ |≤k
〈φz ,Syζϕγ 〉
(
v − ξ
σ
)γ
, χz,ζ (v) ≔ φz(v) − Pz,ζ (v), v ∈ Rd .
12 F. DI PLINIO, B. D. WICK, AND T. WILLIAMS
Then
(3.2) |χz,ζ (v)| .
1
sd
( |v − ξ |
s
)k
min
{
1,
max{|v − ξ |,σ }
s
}
, v ∈ Rd .
Proof. Let
Tξφz(v) =
∑
0≤|γ |≤k
qγ
(
v − ξ
σ
)γ
, qγ ≔
σ |γ |∂γφz(ξ )
γ !
= 〈Tξφz,Syζϕγ 〉
be the degree k Taylor polynomial of φz centered at ξ ; the equality involving qγ is due to (3.1).
By Taylor’s theorem, as suppSyζϕγ ⊂ Bζ ,〈φz ,Syζϕγ 〉 − qγ  = 〈φz −Tξφz,Syζϕγ 〉 . ‖φz −Tξφz ‖L∞(Bζ ) . σk+1sd+k+1 .
It follows that
|χz,ζ (v)| . |φz(v) −Tξφz(v)| +
1
sd
∑
0≤|γ |≤k
σk+1−|γ |
sk+1−|γ |
( |v − ξ |
s
) |γ |
.
The first summand of the last display complies with the estimate in the right hand side of (3.2),
by Taylor’s theorem and the fact that φz ∈ Ψk ,1;0z . The second summand is also bounded by
the right hand side of (3.2): this is easily seen by checking the cases |v − ξ | ≤ σ ,σ < |v − ξ | ≤
s, |v − ξ | > s separately. The latter remark completes the proof of the Lemma. 
3.2. Averaging Yields Rough Wavelets. In the representation theorems, the key steps in-
volve a certain averaging of the wavelet φ of (2.8).
Lemma 3.2. Let {φz : z ∈ Zd} be as in (2.11). Let 0 < η < δ ≤ 1 and 0 ≤ k ≤ D. Letu : Zd → C
be a Borel measurable function with |u(z)| ≤ 1. Then, there exists C .k ,δ ,η 1 such that for all
z = (x, s) ∈ Zd
ψz(·) ≔
∫
α∈Rd
∫
0<β≤1
βk+δu((α , β))
〈α〉d+k+δ φ(x+αs,βs)(·)
dβdα
β
∈ CΨk ,δ ;0z ,(3.3)
νz(·) ≔
∫
α∈Rd
∫
β>1
u((α , β))
(max{|α |, β})d+k+δ φ(x+αs,βs)(·)
dβdα
β
∈ CΨk ,η;0z .(3.4)
In particular, with reference to (2.4),
(3.5) υz ≔ ψz + νz =
∫
(α ,β)∈Zd
[(α , β)]k+δu((α , β))φ(x+αs,βs)
dβdα
β
∈ CΨk ,η;0z .
The proof of Lemma 3.2 is postponed till after the following useful application.
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Lemma 3.3. Let {φz : z ∈ Zd} be as in (2.11). Let ζ ∈ Zd be fixed and qζ ∈ Ψk ,1;1ζ with
supp qζ ⊂ Bζ . Then there exists an absolute constantC = C(d,k) and ϑζ ∈ CΨk ,1;1ζ such that
(3.6)
∫
z∈A(ζ )
〈h,φz〉〈φz ,qζ 〉 dµ(ζ ) = 〈h,ϑζ 〉 ∀h ∈ S(Rd ).
Furthermore,
(3.7)
∫
Rd
xγϑζ (x) dx =
∫
Rd
xγqζ (x) dx, ∀0 ≤ |γ | ≤ k .
Proof. Write ζ = (ξ ,σ ) throughout. Formula (2.12) yields that∫
A(ζ )
〈h,φz〉〈φz ,qζ 〉 dµ(z) = 〈h,qζ 〉 −
∫
Zd\A(ζ )
〈h,φz〉〈φz ,qζ 〉 dµ(z).
Support considerations show that 〈φz ,qζ 〉 = 0 for z = (x, s) with |x − ξ | > 3max{σ , s}. An
application of Fubini’s theorem leads to the equality∫
Zd\A(ζ )
〈h,φz〉〈φz ,qζ 〉 dµ(z) = 〈h,νζ 〉, ψζ ≔
∫
I (ζ )
〈φz,qζ 〉θz dµ(z),
where I (ζ ) ≔ {(x, s) : s ≤ 3σ , |x − ξ | ≤ 3max{s,σ }}. If (x, s) ∈ I (ζ ), Lemma 2.3 implies
that |〈φ(x,s),qζ 〉| . σ−d (s/σ )k+1. A change of variable and an application of Lemma 3.2, (3.3)
in particular, showsψζ ∈ CΨk ,1;0ζ . The proof is completed by setting ϑz = qz −ψz and deducing
(3.7) from Fubini’s theorem. 
3.3. Proof of Lemma 3.2. First of all, Fubini’s theorem immediately implies that ψz and νz
inherit the moment properties (2.10). The memberships cψz ∈ Ψk ,δ ;1z , cνz ∈ Ψk ,η;1z are needed
and proved now.
Proof of (3.3). By invariance of assumptions and conclusions under the family Syz , it suffices
to work in the case z = (0, 1). As z is thus fixed below, it is omitted from the subscript notation.
We turn to showing that ‖∂γψ ‖⋆,k+δ ,δ . 1 for each γ with 0 ≤ |γ | = κ ≤ k . Fixw ∈ Rd , and let
ϕ = ∂γφ locally. Then,
∂γψ (w) =
∫
α∈Rd
∫
0<β≤1
βk−κ+δu((α , β))
〈α〉d+k+δ ϕ
(
w − α
β
)
dβdα
βd+1
.
Due to the support properties of φ, one observes that the functions
α 7→ ϕ
(
w − α
β
)
, α 7→ ϕ
(
w + h − α
β
)
,
are supported in the cube Qw = w + [−3, 3]d , and 〈α〉 ∼ 〈w〉 for α ∈ Qw . Hence,
|∂γψ (w)| . 〈w〉−(d+k+δ )
∫
α∈Qw
0<β≤1
βδ
ϕ (w−αβ ) dβdαβd+1 = ∫
v∈Rd
0<β≤1
βδ−1 |ϕ (v)| dvdβ .δ 1
(3.8)
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by Fubini’s theorem and the change of variable v = w−αβ . Hence supx∈Rd 〈x〉k+δ |∂γψ (x)| . 1.
We turn to the Hölder continuity estimate
(3.9) |∂γψ (w + h) − ∂γψ (w)| . |h |δ 〈w〉−(d+k+δ ), h ∈ Rd .
This is stronger than ‖∂γψ ‖⋆,k+δ ,δ . 1 only in the range |h | ≤ 12 , which will now be assumed.
Proceeding as before, two integrals must be controlled∫
α∈Qw
0<β≤ |h |2
βδ
[ϕ (w−αβ ) + ϕ (w+h−αβ )] dαdββd+1 + ∫
α∈Qw
|h |
2 <β≤1
βδ
ϕ (w+h−αβ ) − ϕ (w−αβ ) dαdββd+1 .(3.10)
A change of variable shows that both summands in the first integral of (3.10) are
.
∫ |h |
2
0
βδ−1 dβ . |h |δ .
Notice that in the α-support of the second integral in (3.10), that |h | ≤ 2β and
min{|w − α |, |w + h − α |} ≤ β
because of the support property of ϕ. Therefore such support has diameter . β . Using this
fact and the mean value theorem, the second integral in (3.10) is
. |h |
∫ 1
|h |
2
βδ−2 dβ . |h |δ .
This completes the proof thatψ ∈ CΨδ ;0(0,1) as desired. 
Proof of (3.4). Again normalize z = (0, 1). Fixing 0 ≤ κ ≤ k , and using the local notation
f ≔ ∇κνz , it must be shown that ‖ f ‖⋆,k+η,η . 1. Note that
f (·) =
∫
α∈Rd
∫
β>1
u((α , β))
(max{|α |, β})d+k+δ ϕ
( · − α
β
)
dβdα
βd+κ+1
,
where ϕ = ∇κφ locally. Bound the factor β−κ below by 1, even if it may improve certain
estimates slightly. Fixw,h ∈ Rd with |h | ≤ 12 . First, observe that for each β > 1, the set
Qβ =
{
α ∈ Rd : ϕ
(
w − α
β
)
, 0
}
∪
{
α ∈ Rd : ϕ
(
w + h − α
β
)
, 0
}
has diameter . β due to the support condition on φ, whence |Qβ | . βd . Furthermore, if
|w | ≥ 4β and α ∈ Qβ then |α | ≥ |w |2 ≥ 2β . This provides
| f (w)| . 〈w〉−(d+k+δ )
max{ |w |4 ,1}∫
1
dβ
β
+
∞∫
max{ |w |4 ,1}
dβ
βd+k+δ+1
. 〈w〉−(d+k+δ ) log〈w〉 .η 〈w〉−(d+k+η).
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Using the mean value theorem for φ and the previous observations
| f (w + h) − f (w)| ≤
∫
β>1
∫
α∈Qβ
ϕ (w + h − αβ ) − ϕ (w − αβ ) dβdα(max{|α |, β})d+k+δ βd+1
. |h |
∫ ∞
1
dβ
max{|w |, 4β}d+k+δ β2 . |h |〈w〉
−(d+k+δ ),
and collecting the last two estimates is more than enough to show that ‖ f ‖⋆,k+η,η . 1. This
also completes the proof of Lemma 3.2. 
4. Wavelet Representation of One Parameter Calderón-Zygmund Operators
This section provides a representation theorem for one parameterCalderón-Zygmund forms
Λ involving wavelet coefficients with vanishing moments. Throughout the section, Λ stands
for a continuous bilinear form on S(Rd). Denote the two adjoint linear continuous operators
to Λ by
T ,T⋆ : S(Rd) → S′(Rd ), 〈T f ,д〉 = Λ(f ,д), 〈T⋆ f ,д〉 = Λ(д, f ).
4.1. Representation of standard (k, δ ) Calderón-Zygmund Forms. Let k ∈ N and δ > 0.
The continuous bilinear form Λ is a (k, δ )-Calderón-Zygmund form if it satisfies the weak
boundedness property, kernel estimates and paraproduct estimates described below. Isolate
for future use the associated constant
(4.1) ‖Λ‖CZ(Rd ),k ,δ ≔ ‖Λ‖WB,δ + ‖Λ‖K,k ,δ +
∑
0≤|γ |≤k
(
‖bγ ‖BMO(Rd ) + ‖b⋆γ ‖BMO(Rd )
)
.
The latter sum is over all multi-indices 0 ≤ |γ | ≤ k in Rd . As expected, the (k, δ )-CZ property
is preserved under adjoints. It is then convenient to define the adjoint form
Λ
⋆ : S(Rd ) × S(Rd ) → C, Λ⋆(f ,д) ≔ Λ(д, f ).
Definition 4.1 (Weak boundedness). The formΛ has the δ -weak boundedness property if there
exists C > 0 such that
sd |Λ(φz,υz)| ≤ C
uniformly over all z = (x, s) ∈ Zd , φz,υz ∈ Ψδ ;1z with supp φz , supp υz ⊂ Bz . In this case, call
‖Λ‖WB,δ the least such constant C.
Definition 4.2 (Kernel estimates). For a function K = K(u,v) : Rd ×Rd → C, recall the finite
difference notation
∆h |·K(u,v) = K(u + h,v) − K(u,v), ∆·|hK(u,v) = K(u,v + h) − K(u,v), u,v,h ∈ Rd .
The continuous bilinear form Λ on S(Rd ) has the standard (k, δ )-kernel estimates if the follow-
ing holds. There exists a function K : Rd ×Rd → C, k-times continuously differentiable away
from the diagonal in Rd × Rd such that
Λ(f ,д) =
∫
Rd×Rd
K(u,v)f (v)д(u) dvdu
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whenever f ,д ∈ S(Rd ) are disjointly supported, and satisfying the size and smoothness esti-
mates for all u , v ∈ Rd , h ∈ Rd with 0 < |h | ≤ 12 |u − v |:
|u − v |d [|∇κuK(u,v)| + |∇κvK(u,v)|] ≤ C, 0 ≤ κ ≤ k;(4.2)
|u − v |d+k [|∆h |·∇kuK(u,v)| + |∆·|h∇kvK(u,v)|] ≤ C ( |h ||u − v | )δ .(4.3)
Call ‖Λ‖K,k ,δ the least constant C such that (4.2) and (4.3) hold.
Definition 4.3 (Paraproducts). The continuous bilinear form Λ on S(Rd ) has paraproducts of
k-th order if for each multi-index 0 ≤ |γ | ≤ k there exists bγ ,b⋆γ ∈ BMO(Rd ) with the property
that
(4.4) lim
R→∞
Λ
(
x 7→ xγ Dil∞R ϕ(x),ψ
)
= (−1)|γ | 〈bγ , ∂−γψ 〉
wheneverϕ is a bump function with ϕ(0) = 1 and suppϕ ⊂ B(0,1),ψ ∈ S(Rd ) has the vanishing
moment property (2.10) for all 0 ≤ |α | ≤ k , and the same equality holds with Λ⋆ in place of
Λ, b⋆γ in place of bγ . Note that if Λ satisfies the properties in Definitions 4.1 and 4.2, the limit
on the left hand side (4.4) exists and defines a linear continuous functional on the subspace of
S(Rd ) of functions such that the vanishing moment property (2.10) holds for all 0 ≤ |α | ≤ k:
see [24, Lemma 1.91] for a proof.
In view of Remark 2.1, as Rγ preserves BMO(Rd ), the above condition may be reformulated
as
(4.5) |∇| |γ |T (x 7→ xγ ) = aγ ∈ BMO(Rd ), |∇| |γ |T⋆(x 7→ xγ ) = a⋆γ ∈ BMO(Rd ),
in the sense of S′(Rd ) for 0 ≤ |γ | ≤ k , where aγ ≔ Rγbγ and similarly for a⋆γ . When k = 0,
this is the familiarT (1),T⋆(1) ∈ BMO(Rd ) assumption.
Definition 4.4 (Paraproduct forms). Let 0 ≤ |γ | ≤ D be a multi-index. Call the family {ϑγ ,z ∈
CΨD,1;0z : z ∈ Z } a γ -family if
(4.6)
∫
Rd
xαϑγ ,z(x) dx = δγα , ∀0 ≤ |α | ≤ D.
For a function b ∈ BMO(Rd ), and multi-indices γ ,α , referring to (2.16) for φα ,z define
(4.7) Πb,γ ,α (f ,д) =
∫
Zd
〈b,φα ,z〉〈f ,ϑγ ,z〉〈φz ,д〉 dµ(z).
If γ = α , simply write Πb,γ . It is important to stress, see Remark 2.2, that φγ ,z ∈ CΨD,1;0z for all
z ∈ Zd . Absolute convergence of the above integral for f ,д ∈ L1(Rd ) is granted by the easily
verified intrinsic estimate Πb,γ ,α (f ,д) . πb(f ,д)
referring to (2.22). In particular Πb,γ ,α has the (1, 1)-sparse bound, which implies L2(Rd ) esti-
mates and a fortiori weak boundedness property of Πb,γ ,α , with ‖Πb,γ ,α ‖WB,δ . ‖b‖BMO(Rd ). It
is easily verified that Πb,γ ,α satisfies the kernel estimates of Definition 4.2 with
‖Πb,γ ,α ‖K,D,1 .D,1 ‖b‖BMO(Rd ).
WAVELET REPRESENTATION OF SINGULAR INTEGRAL OPERATORS 17
Moreover, using (4.6) and Remark 2.2, one directly computes
(4.8) Πb,γ ,α (xβ ,д) = (−1)|α |δγ β 〈∂−αb,д〉, Πb,γ ,α (f ,xβ ) = 0, 0 ≤ |β | ≤ D.
Thus Πb,γ has paraproducts according to Definition 4.3, with bβ = δγ βb and b⋆β = 0 for all
0 ≤ |β | ≤ D.
Remark 4.5. The weak boundedness property of Definition 4.1 tests Λ on smooth functions.
The recent literature related to T (1) and representation theorems, see for instance [29, 40,
42] and references therein, favors testing conditions on indicator functions. When the form
Λ also satisfies kernel estimates, the weak boundedness condition employed in this paper
actually follows from indicator-type conditions and is therefore less restrictive. More precisely,
suppose that the bilinear form Λ is well defined on L∞0 (Rd ) × L∞0 (Rd ) and satisfies
sd
Λ (1Bz , 1Bz ) ≤ 1 ∀z = (x, s) ∈ Zd
in addition to the δ -kernel estimates (4.2) and (4.3). Then ‖Λ‖WB,δ . 1, namely Λ has the weak
boundedness property of Definition 4.1. A proof of this implication is found in [57].
The statement of Theorem A below is the representation and (sparse) T (1)-theorem for
(k, δ )-CZ forms. Its proof is postponed to Subsection 4.2 below. The weighted T (1) result is
stated separately in Corollary A.1. The deduction of the corollary is given at the end of this
subsection.
Theorem A. Let k ∈ N, 0 < ε < δ ≤ 1. There exists an absolute constant C = Ck ,δ ,ε,d such
that the following holds. Let Λ be a standard (k, δ )-CZ form, satisfying the weak boundedness
condition, the kernel estimates and having paraproducts with normalization ‖Λ‖CZ(Rd ),k ,δ ≤ 1.
Then, there exists a family {υz ∈ CΨk ,ε ;0z : z ∈ Zd}, such that for all f ,д ∈ S(Rd )
Λ(f ,д) =
∫
Zd
〈f ,φz〉〈υz ,д〉 dµ(z) +
∑
0≤|γ |≤k
Πbγ ,γ (f ,д) + Πb⋆γ ,γ (д, f ),(4.9)
where, for all 0 ≤ |γ | ≤ k , Πbγ ,γ and Πb⋆γ ,γ are explicitly constructed paraproducts of the form in
Definition 4.4, with ‖bγ ‖BMO(Rd ), ‖b⋆γ ‖BMO(Rd ) ≤ ‖Λ‖CZ(Rd ),k ,δ as in Definition 4.3.
Remark 4.6. The cancellative part ofΛ, namely the first term on the right hand side of (4.9), is
not symmetric with respect to taking adjoint: there is one point in the proof, see (4.22) where
the symmetry between f and д is broken by choosing on which side the averaging Lemma
3.2 is applied. A representation where the φz-family is kept on the д-side may be obtained by
reversing this choice.
Remark 4.7. The recent article [28] devises a dyadic representation theorem for L2-bounded
Calderón-Zygmund operatorsT whose kernel obey estimates (4.2) for some k ≥ 1 and satisfy-
ing special cancellation assumptions, namely T (xγ ),T⋆(xγ ) is a polynomial of degree ≤ k for
all multi-indices 0 ≤ |γ | ≤ k , which is equivalent to assuming (4.5) holds with aγ = a⋆γ = 0 for
all γ . Their representation is of dyadic nature in the sense that it involves shifted dyadic grids
and dyadic shift operators of arbitrary complexity, just like the classical one of [29], however
a wavelet orthonormal basis is employed as a building block of the dyadic shifts instead of the
Haar basis. The useful gain in comparison with [29] is a better decay rate of the dyadic shift
coefficients in the representation.
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Theorem A differs from [28, Theorem 1.1] in several aspects. First, it is ofT (1) type and the
vanishing assumptions on the higher order paraproducts is replaced by the more general BMO
assumption (4.5). Furthermore, our model operators have complexity zero and no averaging
procedure over shifted grids is needed, resulting in a compact and computationally feasible
expansion. This feature allows for a seamless and powerful extension to the bi-parameter
case, which we perform in Theorem B below.
We come to theT (1) theorem. Notice that (4.10) below is a vacuous assumption when k = 0,
whence Theorem A has a sparse, sharp weighted version of the classical T (1) theorem as a
corollary. Also notice that no assumption is being made on the adjoint paraproducts b⋆γ .
Corollary A.1. Suppose that Λ is a standard (k, δ )-CZ form with
(4.10) bγ = 0 ∀0 ≤ |γ | < k .
Then referring to (2.20) and (2.22), for each |α | = k the following estimate is true
(4.11) |Λ(f , ∂αд)| .η
∑
|β |=k
Ψη(∂β f ,д) +
∑
|γ |=k
πbγ (∂β f ,д) +
∑
0≤|γ |≤k
πb⋆γ (д, ∂β f )
 .
Furthermore, the sharp weighted bound on the weighted Sobolev space ÛW k ,p(Rd ;w) holds
(4.12) ‖T f ‖ ÛW k,p (Rd ;w) . [w]
max
{
1, 1p−1
}
Ap
‖ f ‖ ÛW k,p (Rd ;w), p ∈ (1,∞).
Remark 4.8. Condition (4.10) is also necessary for (4.12) to hold, i.e. Corollary A.1 is a char-
acterization of (4.12). This generalizes the case Ω = Rd of [55, Theorem 1.1] to the non-
convolution case; in fact, a scaling argument shows that whenΩ = Rd , condition b. in [55, The-
orem 1.1] is equivalent to (4.10). To see the necessity, suppose that (4.12) holds for some ex-
ponent p0 and all weights w ∈ Ap0 . Extrapolation of weighted norm inequalities [11, 17] then
implies that (4.12) holds for p = 2d andw equals Lebesgue measure. The content of Corollary
A.1 also allows to assume that the adjoint T to Λ equals
T f =
∑
0≤|γ |<k
∫
Zd
〈bγ ,φγ ,z〉〈f ,ϑγ ,z〉φz dµ(z).
Fix 0 ≤ |γ | = κ < k and let ε ≔ k − (κ + 12 ) > 0. Then define fR(x) ≔ Rεxγα(0,R)(x) where αz
is the cutoff from (2.3) and R > 1 is arbitrary. It is immediate to show that ‖ fR ‖ ÛW k,2d (Rd ) ∼ 1,
soT fR is a bounded sequence in ÛW k ,2d(Rd ). Also, using the properties (4.6) followed by (2.12),
R−εT fR → ∂−γbγ = T (xγ ) in the sense of Definition 4.3. These two properties entailT (xγ ) = 0
in ÛW k ,2d (Rd ). Thus T (xγ ) is a polynomial of degree ≤ k . Appealing to Definition 4.3 again
reveals that bγ = 0 as claimed.
Remark 4.9. Testing type theorems for smooth singular integral operators have previously
appeared in several works: a non-exhaustive list includes [24, 43, 58, 60] as well as the already
mentioned [28, 55] and references therein. In particular, [60, Theorem 1, cases (6,7)] is essen-
tially equivalent to the unweighted version of Corollary A.1. Corollary A.1 appears to be the
first weighted T (1) theorem of this type. A sparse bound in the vein of Corollary A.1 was
proved in [5] for the case k = 1 using techniques from [37]. However, the result of [5] is not
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of testing type and was obtained under the stronger assumption thatT is a priori bounded on
the Sobolev space ÛW 1,2(Rd ).
Proof of Corollary A.1. Before the actual proof, make the following observations referring to
thewaveletsφz,υz in the representation (4.9): for z = (x, s) ∈ Z , |α | = |β | = |ν | = k , 0 ≤ |γ | ≤ k
sk∂αφz, s
k∂αυz ∈ CΨε ;0z , s−k∂−βϑν ,z, sk∂αϑγ ,z ∈ CΨ1;1z .(4.13)
Applying the representation theorem to Λ, and using the assumptions on bγ
Λ(f , ∂αд) =
∫
Zd
〈f ,φz〉〈υz , ∂αд〉 dµ(z) +
∑
|γ |=k
Πbγ ,γ (f , ∂αд) +
∑
|γ |≤k
Πb⋆γ ,γ
(∂αд, f ).
Integrating by parts and using Remark 2.2 gives∫
Zd
〈f ,φz〉〈υz, ∂αд〉 dµ(z)
 =
∑|β |=k
∫
Zd
〈∂β f ,φβ ,z〉
〈
sk∂αυz,д
〉
dµ(z)
 .η ∑|β |=k Ψη(∂β f ,д).
Fixing |ν | = k in the bν -type paraproduct, and integrating by partsΠbν ,ν (f , ∂αд) =
∑|β |=k
∫
Zd
〈bν ,φν ,z〉
〈
∂β f , s−k∂−βϑν ,z
〉 〈sk∂αφz ,д〉 dµ(z)
 . ∑|β |=k πbν (∂β f ,д).
The b⋆γ , |0| ≤ k ≤ γ type paraproduct is controlled similarly: with reference to Remark 2.2 for
φβ ,z , Πb⋆γ ,γ (∂αд, f ) =
∑|β |=k
∫
Zd
〈b⋆γ ,φγ ,z〉〈д, sk∂αϑγ ,z〉〈φβ ,z, ∂β f 〉 dµ(z)
 . ∑|β |=k πbγ (∂β f ,д).
This completes the proof of (4.11). The weighted norm inequality then follows as a conse-
quence of the sparse estimates
|〈∂αT f ,д〉| = |Λ(f , ∂αд)| .
∑
Q∈S
|Q |〈|∇k f |〉Q 〈д〉Q , |α | = k
obtained by combining (4.11) with the Propositions 2.5 and 2.6. 
4.2. Proof of Theorem A. Start by normalizing ‖Λ‖CZ(Rd ),k ,δ = 1. Throughout the proof,
the properties (2.8)-(2.11) and (3.1) will be referred to frequently. Recall that ε ∈ (0, δ ) is fixed
but arbitrary, and let η = ε+δ2 . The key component of the proof is the verification of uniform
boundedness for the coefficientsU (z, ζ ) defined by the formula
(4.14) U (z, ζ ) ≔
{
ϒ(φz∨ζ ,φz∧ζ ) z ∨ ζ < A(z ∧ ζ )
ϒ
(
χz∨ζ ,z∧ζ ,φz∧ζ
)
z ∨ ζ ∈ A(z ∧ ζ ), ϒ =
{
Λ z = z ∨ ζ
Λ
⋆ ζ = z ∨ ζ ,
where we have referred to (2.1), (2.2) and Lemma 3.1, in particular for the notation χz,ζ .
Lemma 4.10. |U (z, ζ )| . [(z, ζ )]k+η ‖Λ‖CZ(Rd ),k ,δ .
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Proof. It suffices by symmetry to work in the region z ∧ ζ = ζ . The estimates are then verified
by case analysis.
Case z ∈ S(ζ ). EstimateU (z, ζ ) = Λ(φz,φζ ) appealing to the weak boundedness property. The
details are standard and omitted.
Case z ∈ A(ζ ). Let αζ , βζ as in (2.3). Then
(4.15) U (z, ζ ) = Λ(χz,ζ ,φζ ) = Λ(Θ,φζ ) + Λ(Ξ,φζ ), Θ ≔ χz,ζαζ , Ξ ≔ χz,ζ βζ
and one seeks estimates each of the summands in the last right hand side. For the first, apply
the weak boundedness property for the point ζ˜ = (ξ , 4σ ), so that Bζ˜ = 4Bζ , and use (3.2) to
estimate ‖Θ‖∞, obtaining
(4.16) |Λ(Θ,φζ )| ≤ ‖Λ‖WB,δ ‖Θ‖∞ .
1
sd
(σ
s
)k+1
. [(z, ζ )]k+1 .
Continue now to estimate the second summand. The functions Ξ andφζ have disjoint support,
and thus the kernel representation of the form Λ can be used. For each fixed v ∈ Rd \ 2Bζ ,
consider the function Fv ∈ Ck(Bζ ), Fv(u) ≔ K(u,v) for u ∈ Bζ . Then
|Λ(Ξ,φζ )| =
∫Rd\2Bζ Ξ(v)
∫
Bζ
K(u,v)φζ (u) dudv
 =
∫Rd\2Bζ Ξ(v)〈Fv ,φζ 〉 dv

≤ σk
∑
|γ |=k
∫Rd\2Bζ Ξ(v)〈∂γu Fv ,σ−k∂−γφζ 〉

≤ σk
∑
|γ |=k
∫
Rd\2Bζ
|Ξ(v)| sup
u∈Bζ
∆u−ξ |·∂γuK(ξ ,v) ‖φγ ,ζ ‖1 dv
. σk+δ ‖Λ‖K,k ,δ
∫
Rd\2Bζ
|Ξ(v)|
|v − ξ |d+k+δ dv .
(4.17)
Here, the passage to the second line is obtained by using supp φζ , supp φγ ,ζ ⊂ Bζ , consult (2.9),
and integrating by parts. The subsequent (in)equality follows from the mean zero property of
φγ ,ζ , see Remark 2.2, and the next step is obtained via the kernel estimates (4.3). Bound the
last right hand side by splitting the integral on Rd \ 2Bζ into the pieces
(4.18) σk+δ
∫
σ< |v−ξ |≤s
|Ξ(v)|
|v − ξ |d+k+δ dv .
1
sd
(σ
s
)k+δ ∫ s
σ
1
t
dt .
1
sd
(σ
s
)k+δ
log
( s
σ
)
where the δ -geometric mean of the estimates in (3.2) is used, and
(4.19) σk+δ
∫
|y−u |>s
|Ξ(y)|
|y − ξ |d+k+δ dy .
1
sd
σk+δ
sk
∫ ∞
s
1
t1+δ
dt .
1
sd
(σ
s
)k+δ
.
Putting together (4.15), (4.17), (4.18) and (4.19) provides
(4.20)
Λ(χz,ζ ,φζ ) . ‖Λ‖CZ(Rd ),k ,δ
sd
(σ
s
)k+δ
log
(σ
s
)
.η
1
sd
(σ
s
)k+η
= [(z, ζ )]k+η
as claimed.
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Case z ∈ F+(ζ ). In this case the supports of φz and φζ are separated, and so the kernel rep-
resentation of Λ, the cancellation of φγ ,ζ and the kernel estimates can be used. Proceeding
exactly like in (4.17) with φz in place of Ξ,
|Λ(φz,φζ )| . σk+δ ‖Λ‖K,k ,δ
∫
Bz
|φz(v)|
|v − ξ |d+k+δ dv .
σk+δ
sd |x − ξ |k+δ = [z, ζ ]k+δ ≤ [z, ζ ]k+η .(4.21)
This completes the proof of the lemma. 
The main line of proof of Theorem A now begins. First of all, notice that
‖Λ‖CZ(Rd ),κ,δ ≤ ‖Λ‖CZ(Rd ),k ,δ = 1, 0 ≤ κ ≤ k .
The proof uses induction on 0 ≤ κ ≤ k in a subtle way.
4.2.1. Base case and main part of inductive step. The proof of the representation Theorem A
first begins under the additional assumption
a(k): bγ ,b⋆γ , 0 =⇒ |γ | = k
namely, all paraproducts vanish except those of highest order. Notice that a(0) is not an extra
assumption. Let now f ,д ∈ S(Rd ). Use (2.12), bilinearity andS(Rd )-continuity of Λ to expand
Λ(f ,д) =
∫
Zd×Zd
〈f ,φz〉〈φζ ,д〉Λ(φz,φζ ) dµ(z)dµ(ζ ) =
∫
Zd×Zd
〈f ,φz〉〈φζ ,д〉U (z, ζ ) dµ(z)dµ(ζ )
+
∫
Zd
ζ
∫
z∈A(ζ )
〈f ,φz〉〈φζ ,д〉Λ(Pz,ζ ,φζ ) dµ(z)dµ(ζ )
+
∫
Zdz
∫
ζ ∈A(z)
〈f ,φz〉〈φζ ,д〉Λ(φz, Pζ ,z) dµ(ζ )dµ(z).
Making the change of variable ξ = x + αs,σ = βs and using Fubini’s theorem in the inner
variable of 〈φ(x+αs,βs),д〉, the first summand in the last right hand side equals
(4.22)
∫
Zd
〈f ,φz〉〈υz ,д〉 dµ(z), υ(x,s) ≔
∫
(α ,β)∈Zd
[(α , β)]k+ηu(x,s)(α , β)φ(x+αs,βs)
dβdα
β
where
u(x,s)(α , β) ≔
U
((x, s), (x + αs, βs))
[(α , β)]k+η
is uniformly bounded by Lemma 4.10. Thus υz ∈ CΨk ,ε ;0z by Lemma 3.2 applied with u = u(x,s).
This constructs the first expression in the right hand side of (4.9). With reference to Remark
4.6, an alternative form of the term in (4.22) with roles of f andд exchanged up to conjugation,
may be obtained by making instead the change of variable x = ξ + ασ , s = βσ and applying
Lemma 3.2 accordingly.
It remains to identify the second and third summand of the main decomposition as a sum
of paraproduct terms. Turning to this task for the first term, begin by noticing that due to
22 F. DI PLINIO, B. D. WICK, AND T. WILLIAMS
assumption a(k) used twice, and Remark 2.2
Λ
(
y 7→
(
y − ξ
σ
)γ
,φζ
)
= Λ
(
y 7→ yγ ,σ−|γ |φζ
)
=
{
〈bγ ,φγ ,ζ 〉 |γ | = k
0 |γ | , k .
Therefore, applying Lemma 3.3 to h = f , qζ = Syζϕγ to obtain the last equality∫
Zd
ζ
∫
z∈A(ζ )
〈f ,φz〉〈φζ ,д〉Λ(Pz,ζ ,φζ ) dµ(z)dµ(ζ )
=
∑
|γ |=k
∫
Zd
ζ
∫
z∈A(ζ )
〈f ,φz〉〈φz,Syζϕγ 〉〈φζ ,д〉〈bγ ,φγ ,ζ 〉 dµ(z)dµ(ζ )
=
∑
|γ |=k
∫
Zd
〈f ,ϑγ ,ζ 〉〈φζ ,д〉〈bγ ,φ〉 dµ(ζ ) ≔ Πbγ ,γ (f ,д).
Notice that Lemma 3.3 togetherwith (2.8)-(2.11) and (3.1) ensure thatϑγ ,ζ , the output of Lemma
3.3 corresponding to qζ = Syζϕγ , belongs to Ψ
D,1;1
ζ
and is a γ -family. A totally symmetric
argument deals with the third summand in the main decomposition, and completes the proof
of (4.9) under the assumption a(k).
4.3. Induction. It remains to explain how to obtain (4.9) without the assumption a(k). In
fact, it will be shown that Λ satisfies an instance of representation (4.9) for all 0 ≤ κ ≤ k .
This is done by induction on κ. Before starting the induction, observe that ‖Λ‖CZ(Rd ),κ,δ ≤
‖Λ‖CZ(Rd ),k ,δ ≤ 1. For κ = 0, (4.9) is achieved in the previous step.
Assume that Λ has been represented in the form (4.9) for an integer 0 < κ < k . Taking
advantage of Definition 4.4, it is easy to realize that
Λ˜(f ,д) ≔ Λ(f ,д) −
∑
0≤|γ |≤κ
Πbγ (f ,д) + Πb⋆γ (д, f )
is a (k, δ ), and thus a (κ+1, δ ), standard Calderón-Zygmund formwith vanishing paraproducts
up to order κ. Therefore, Λ˜(f ,д) satisfies the assumptions of the theorem, and in addition
a(κ + 1). Apply the previous part of the proof to Λ˜(f ,д), and obtain
Λ(f ,д) −
∑
0≤|γ |≤κ
Πbγ (f ,д) + Πb⋆γ (д, f ) =
∫
Zd
〈f ,φz〉〈υz ,д〉 dµ(z) +
∑
|γ |=κ+1
Πbγ (f ,д) + Πb⋆γ (д, f )
with {υz ∈ CΨκ+1,η;0z : z ∈ Zd}. This equality, rearranged, yields a representation of Λ in the
form (4.9) for the value κ + 1, completing the inductive step and thus the proof of Theorem A.
5. Wavelets in the Bi-Paramet Setting
This section lays out the bi-parameter analogue of the framework we described in Section
2, in preparation to a bi-parameter version of the representation Theorem A. Throughout,
d = (d1,d2) is used to keep track of dimension in each parameter. The base space is the
product Euclidean space
x = (x1,x2) ∈ Rd ≔ Rd1 × Rd2 .
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If ϕ ∈ S(Rd) and F ∈ S(Rd1), denote
〈ϕ, F 〉1 =
∫
Rd1
ϕ(x1, ·)F (x1) dx1 ∈ S(Rd2)
and similarly with roles of 1, 2 reversed. If ϕ :∈ Rd → X , x1 ∈ Rd1 ,x2 ∈ Rd2 , the corresponding
slices will be denoted by
ϕ[1,x1] : Rd2 → X , ϕ[1,x1] ≔ ϕ(x1, ·),
ϕ[2,x2] : Rd1 → X , ϕ[2,x2] ≔ ϕ(·,x2).
(5.1)
Our parameter space is thus the product space Zd = Zd1 × Zd2 with product measure dµ(z) =
dµ(z1)dµ(z2). Vector notation for points of Zd is not used and instead it will simply be written
z = (z1, z2) ∈ Zd. One embeds Zd j , j = 1, 2 into Zd, regarded as a space of symmetries on
ϕ ∈ S(Rd), by taking tensor product with the identity transformation in the complementary
parameter. Set (
Sy1z1ϕ
)
(y1,y2) ≔
(
Syz1ϕ
[2,y2]
)
(y1) =
1
s
d1
1
ϕ
(
y − x1
s1
,y2
)
,(
Sy2z2ϕ
)
(y1,y2) ≔
(
Syz2ϕ
[1,y1]
)
(y2) =
1
s
d2
2
ϕ
(
y1,
y2 − x2
s2
)
,
for zj = (xj , sj) ∈ Zd j . Note that Sy1z1 ,Sy2z2 commute since they act on separate variables. The
bi-parameter family of symmetries indexed by z ∈ Zd are obtained by composition,
Syzϕ = Sy
1
z1
◦ Sy2z2 , z = (z1, z2) ∈ Zd.
5.1. Wavelet Classes and the Intrinsic Square Function. This is the bi-parameter ana-
logue of Section 2.2. The notation now overrides what was previously laid out in the one
parameter case; unfortunately, due to the different dilation structure and working with bor-
derline sufficient decay in each of the parameters, definitions may not be re-used.
For ν = (ν1,ν2) ∈ (0,∞)2, and δ > 0, define C⋆,ν ,δ to be the subspace of the δ -Hölder
continuous functions on Rd whose norm
‖ϕ‖⋆,ν ,δ = sup
x∈Rd
(∏
j=1,2
〈xj〉d j+ν j
)
|ϕ(x)| + sup
x∈Rd
sup
h∈Rd
0< |h |≤1
(∏
j=1,2
〈xj〉d j+ν j
)
|ϕ(x + h) − ϕ(x)|
|h |δ
is finite. In the bi-parameter case, the relevant cancellation properties of ψ are encoded by
requiring (2.10) to hold in the variable xι for each sliceψ [̂ι,x ι̂ ] and each ι = 1, 2. This necessitates
the introduction of the bi-parameter analogue of the classesΨk ,δ ;ιz . Hereafter,γj ∈ Nd j for either
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j = 1, 2 is a multi-index on Rd j . For k = (k1,k2) ∈ N2, 0 < δ ≤ 1 define
Ψ
k ,δ ;1,1
z ≔
{
ϕ ∈ S(Rd) : s |γ1 |1 s
|γ2 |
2
(Syz)−1∂γ1∂γ2ϕ⋆,k+δ ,δ ≤ 1} ,
Ψ
k ,δ ;0,1
≔
{
ϕ ∈ Ψk ,δ ;1,1z : (2.10) holds forψ = ψ [2,x2],d = d1, γ = γ1, ∀x2 ∈ Rd2 ,∀0 ≤ |γ1 | ≤ k1
}
,
Ψ
k ,δ ;1,0
≔
{
ϕ ∈ Ψk ,δ ;1,1z : (2.10) holds forψ = ψ [1,x1],d = d2, γ = γ2, ∀x1 ∈ Rd1 ,∀0 ≤ |γ2 | ≤ k2
}
,
Ψ
k ,δ ;1,1
≔ Ψ
k ,δ ;0,1
z ∩ Ψk ,δ ;1,0z ,
where z = (z1, z2) = ((x1, s1), (x2, s2)) ∈ Zd. The resulting decay, smoothness and cancellation
properties satisfied by ϕ ∈ Ψk ,δ ;θ1,θ2z are efficiently described by
s
dι+|γι |
ι
〈
yι − xι
sι
〉dι+kι+δ
[∂γιϕ][ι,yι ] ∈ Ψk ι̂ ,δ ;θ ι̂z ι̂ ∀yι ∈ Rdι , 0 ≤ |γι | ≤ kι, ι ∈ {1, 2}.(5.2)
The analogue of the almost orthogonality Lemma 2.6 in the bi-parameter setting is the fol-
lowing lemma.
Lemma 5.1. Letm ∈ N, 0 < 2η < δ ≤ 1, z, ζ ∈ Zd,ψz ∈ Ψ(2m,2m),δ ;0,0z ,ψζ ∈ Ψ(2m,2m),δ ;0,0ζ . Then〈ψz ,ψζ 〉 .m,η [z1, ζ1]m+η[z2, ζ2]m+η .
Proof. Let ι be either 1 or 2, Applying (5.2) together with the first estimate of Lemma 2.6 and
integrating,〈ψz ,ψζ 〉 = ∫
Rdι
〈ϕ[ι,yι ]z ,ψ [ι,yι ]ζ 〉 dyι . [max {sι,σι, |xι − ξι |}]−dι [zιˆ, ζιˆ]2m+2η
and the lemma follows by taking the 1/2-geometric average of the two inequalities. 
5.2. Intrinsic Bi-ParameterWavelet Coefficients. The definition of the intrinsic bi-parame-
ter wavelet coefficients is next given. These may be defined in the generality of f ∈ S′(Rd).
For such f , and z = (z1, z2) ∈ Zd, set
(5.3) Ψδ ;(ι1,ι2)z f = sup
ψ∈Ψδ ;ι1, ι2z
|〈f ,ψ 〉|.
A standard argument based on (5.2) shows that if f ∈ L1loc(Rd),
Ψ
δ ;(1,1)
(x1,s1),(x2,s2) f .δ Md1,d2 f (x), x = (x1,x2) ∈ R
d, s1, s2 > 0
where Md1,d2 is the bi-parametermaximal function on R
d. In particular the wavelet coefficients
of f ∈ Lp(Rd) are finite for f ∈ Lp(Rd), p > 1, as Md1,d2 f is finite almost everywhere in that
case.
The remainder of this section contains a basic L2 estimate for the intrinsic square function
(5.4) SSδ f (x1,x2) =
©­­«
∫
(0,∞)2
sup
ψ∈Ψδ ;0,0(x1,t1 ),(x2,t2 )
|〈f ,ψ 〉|2dt1dt2
t1t2
ª®®¬
1
2
.
Again, the parameter δ will be fixed and play no role and the operator will be represented as
SS later in the paper.
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Proposition 5.2. ‖SSδ f ‖2 .δ ‖ f ‖2.
Proof. This argument is analogous to the one employed for (2.19). Working with f ∈ L2(Rd )
of unit norm, and fixingψz ∈ Ψδ ;0,0z , z ∈ Zd, it suffices to estimate∫
z∈Zd
∫
(α1,β1)∈Rd1×(0,1)
(α2,β2)∈Rd2×(0,1)
|〈f ,ψz〉| |〈sd11 sd22 ψz ,ψζ (α1,β1,α2,β2)〉| |〈f ,ψζ (α1,β1,α2,β2)〉| dµ(z)
dα1dβ1dα2dβ2
β1β2
.
∫
z∈Zd
|〈f ,ψz〉|2 dµ(z)
as well as three more integrals covering all possible relationships between the scales of z =
((x1, s1), (x2, s2)) and ζ (α1, β1,α2, β2) = ((x1 + α1s1, β1s1), (x2 + α2s2, β2s2)), which are estimated
in an analogous fashion. In this specific case, Lemma 5.1 entails the bound
|〈sd11 sd22 ψz ,ψζ (α1,β1,α2,β2)〉| . [(α1, β1)] δ4 [(α2, β2)] δ4
and the required control is again obtained via a combination of two instances of (2.5) and
Cauchy-Schwarz. 
The Lp-theory of double square functions is well studied. On the other hand, working with
non-compactly supported, non-tensor product wavelets, is non-standard. In this generality,
Lp-estimates may be obtained by direct product John-Nirenberg type arguments involving
Journé’s lemma. In this article, for reasons of space, Lp-bounds are obtained as a particular
case of the sharp quantitative bound of Theorem C below.
6. Wavelet Representation of Bi-Parameter Calderón-Zygmund Operators
Throughout this section Λ indicates a generic bilinear continuous form on S(Rd) × S(Rd).
If fj ∈ S(Rd j ) for j = 1, 2, then f1 ⊗ f2 ∈ S(Rd) stands for (x1,x2) 7→ f1(x1)f2(x2). Define the
full adjoint of Λ by
Λ
⋆ : S(Rd) × S(Rd) → C, Λ⋆(f ,д) ≔ Λ(д, f ),
and, when Λ acts on tensor products, the partial adjoints are given by
Λ
⋆1,Λ
⋆2 : S(Rd1) ⊗ S(Rd2) × S(Rd1) ⊗ S(Rd2) → C,
Λ
⋆1(f1 ⊗ f2,д1 ⊗ д2) ≔ Λ(д1 ⊗ f2, f1 ⊗ д2), Λ⋆2(f1 ⊗ f2,д1 ⊗ д2) ≔ Λ(f1 ⊗ д2,д1 ⊗ f2).
For each ϒ ∈ Λ ≔ {Λ,Λ⋆,Λ⋆1,Λ⋆2}, at times the adjoint linear operators will be considered
〈Tϒ(f1 ⊗ f2),д1 ⊗ д2〉 ≔ ϒ(f1 ⊗ f2,д1 ⊗ д2).
A bi-parameter wavelet basis is needed. For j = 1, 2 let φj ∈ C∞0 (Rd j ) be such that φ = φj ,
d = dj in (2.8), and D ≥ 8(d1 + d2) sufficiently large. Set φ ≔ φ1 ⊗ φ2 ∈ C∞0 (Rd) as our mother
wavelet on Rd, and rescale it by
(6.1) φz = φz1 ⊗ φz2 ≔ Syzφ = Syz1φ1 ⊗ Syz2φ2, z = (z1, z2) ∈ Zd.
Note that for all z ∈ Zd that φz ∈ cΨ(D,D),1;0z .
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6.1. Representation of Bi-Parameter Calderón-Zygmund Forms. The structural prop-
erties of bi-parameter (k, δ )-Calderón-Zygmund forms, summarized by the norm
(6.2) ‖Λ‖CZ(Rd),k ,δ ≔ ‖Λ‖PWB,k ,δ + ‖Λ‖K,f,k ,δ +
∑
ϒ∈Λ
∑
0≤|γ1 |≤k1
0≤|γ2 |≤k2
‖Tϒ(xγ11 ⊗ x
γ2
2 )‖BMO(Rd)
will now be introduced.
Definition 6.1 (Partial kernel and weak boundedness). For j = 1, 2, zj ∈ Zd j , and uz j ,vz j ∈
Ψ
k j ,δ ;1
z j with supp uz j , supp vz j ⊂ Bz j , define the forms
Λ1,uz1 ,vz1
: S(Rd2) × S(Rd2) → C, Λ1,uz1 ,vz1 (f2,д2) = s
d1
1 Λ(uz1 ⊗ f2,vz1 ⊗ д2),
Λ2,uz2 ,vz2
: S(Rd1) × S(Rd1) → C, Λ2,uz2 ,vz2 (f1,д1) = s
d2
2 Λ(f1 ⊗ uz2 ,д1 ⊗ vz2).
The form Λ has the (k, δ )-partial kernel and weak boundedness properties if there exists C > 0
such that Λ1,uz1 ,vz1 WB,δ + Λ1,uz2 ,vz2K,k2,δ + Λ2,uz2 ,vz2WB,δ + Λ2,uz2 ,vz2 K,k1,δ ≤ C
uniformly over zj ∈ Zd j anduz j ,vz j ∈ Ψ
k j ,δ ;1
z j with supp uz j , supp vz j ⊂ Bz j , j = 1, 2. In this case,
‖Λ‖PWB,k ,δ is the least such constantC. The ‖Λ‖PWB,δ norm subsumes all of weak boundedness
and partial kernel assumptions of [42], see also [49].
Definition 6.2 (Full kernel). For a function K = K(u,v) on Rd × Rd, with u = (u1,u2),v =
(v1,v2) again using the finite difference notation
∆
1
h1 |·K(u,v) ≔ K ((u1 + h1,u2),v) − K(u,v), ∆
2
h2 |·K(u,v) ≔ K ((u1,u2 + h2),v) − K(u,v),
∆
1
·|h1K(u,v) ≔ K (u, (v1 + h1,v2)) − K(u,v), ∆
2
·|h2K(u,v) ≔ K (u, (v1,v2 + h2)) − K(u,v),
for u = (u1,u2), v = (v1,v2) ∈ Rd, hj ∈ Rd j , j = 1, 2. In preparation for (6.4), introduce the
norms
‖K ‖κ ≔ sup
(u,v)∈Rd×Rd
(∏
j=1,2
|uj −vj |d j+κ j
)
|K(u,v)| ,
‖K ‖κ,δ ,∆1
 | ·
≔ sup
(u,v)∈Rd×Rd
sup
0<2|h1 |< |u1−v1 |
|u1 −v1 |d1+κ1+δ
|h1 |δ
|u2 − v2 |d2+κ2
(∆1h1 |·K)(u,v) ,
‖K ‖κ,δ ,∆1
 | ·∆
2
 | ·
≔ sup
(u,v)∈Rd×Rd
sup
0<2|h j |< |u j−vj |
j=1,2
(∏
j=1,2
|uj − vj |d j+κ j+δ
|hj |δ
) (∆1h1 |·∆2h2 |·K)(u,v) ,
with similar definitions for the other finite difference operators: here κ = (κ1,κ2) ∈ [0,∞)2
and δ > 0. Then the form Λ satisfies the full kernel estimates if the following holds. There
exists a k = (k1,k2)-times continuously differentiable K(u,v) on Rd × Rd such that
(6.3) Λ(f1 ⊗ f2,д1 ⊗ д2) =
∫
Rd×Rd
K(u,v)f1(u1)f2(u2)д1(v1)д2(v2) dudv
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for all tuples fj ,дj ∈ S(Rd j ) such that supp fj ∩ suppдj = , j = 1, 2, with the property that for
all 0 ≤ κ1 ≤ k1, 0 ≤ κ2 ≤ k2, ∇κ1u1∇κ2u2K(κ1,κ2) + ∇κ1v1∇κ2v2K(κ1,κ2) ≤ C,∇k1u1∇κ2u2K(k1,κ2),δ ,∆1
 | ·
+
∇k1v1∇κ2v2K(k1,κ2),δ ,∆1· | ≤ C,∇k1u1∇κ2u2K(κ1,k2),δ ,∆2
 | ·
+
∇k1v1∇κ2v2K(κ1,k2),δ ,∆2· | ≤ C,∇k1u1∇k2u2K(k1,k2),δ ,∆1
 | ·∆
2
 | ·
+
∇k1v1∇k2v2K(k1,k2),δ ,∆1· |∆2· | ≤ C,∇k1u1∇k2v2K(k1,k2),δ ,∆1
 | ·∆
2
· |
+
∇k1v1∇k2u2K(k1,k2),δ ,∆1· |∆2 | · ≤ C .
(6.4)
The least C such that (6.3) and (6.4) hold for each ϒ ∈ Λ will be denoted by ‖Λ‖K,f,k ,δ . If
k1 = k2 = 0, these are the usual full kernel estimates of a bi-parameter Calderón-Zygmund
operator, see for example [42].
Definition 6.3 (Paraproducts). Λ has paraproducts if for each 0 ≤ |γ1 | ≤ k1, 0 ≤ |γ2 | ≤ k2,
and ϒ ∈ Λ there exists bϒ,γ1,γ2 ∈ BMO(Rd), the BMO product space, with the property that
lim
R→∞
ϒ(x1 7→ xγ11 Dil∞R ϕ1(x1) ⊗ x2 7→ x
γ2
2 Dil
∞
R ϕ2(x2),ψ1 ⊗ ψ2) = 〈bϒ,γ1 ,γ2 , ∂−γ1ψ1 ⊗ ∂−γ2ψ2〉
whenever ϕj is a bump function supported in the unit cube of Rd j with ϕj(0) = 1 and ψj ∈
S(Rd j ) has the vanishing moment property (2.10) for all 0 ≤ |αj | ≤ kj , j = 1, 2. Note that this
is exactly the tensor product of the conditions in Definition 4.3.
6.2. Bi-parameter paraproducts. Paralleling our treatment of the one parameter case, three
types of bi-parameter paraproducts will be defined. These are bi-parameter (k, δ )-Calderón-
Zygmund forms themselves. Subtracting a suitable combination of these paraproducts from a
bi-parameter (k, δ )-Calderón-Zygmund form Λ yields another bi-parameter (k, δ )-Calderón-
Zygmund form.
For a function b ∈ BMO(Rd), (ι1, ι2) ∈ {0, 1}2 and f ,д ∈ S(Rd), define,
Π(0,0),b,(γ1 ,γ2)(f ,д) ≔
∫
Zd
〈b,φγ1,z1 ⊗ φγ2,z2〉〈f ,ϑγ1,z1 ⊗ ϑγ2,z2〉〈φz ,д〉 dµ(z),
Π(0,1),b,(γ1 ,γ2)(f ,д) ≔
∫
Zd
〈b,φγ1,z1 ⊗ φγ2,z2〉〈f ,ϑγ1,z1 ⊗ φz2〉〈φz1 ⊗ ϑγ2,z2 ,д〉 dµ(z),
(6.5)
where φγj ,z j = Syz j∂
−γjφj , see (2.9) and (2.16), and the family {ϑγj ,z j ∈ CΨD,1;0z : z ∈ Zd j } is a γj-
family as in (4.6). The first form, usually termed full paraproduct, is a (k, δ )-Calderón-Zygmund
bi-parameter form Λ for all 0 < δ ≤ 1, with paraproducts
bΛ,α1,α2 = bδα1γ1δα2γ2 , bϒ,α1,α2 = 0 ∀ϒ ∈ Λ \ {Λ}, 0 ≤ |αj | ≤ kj , j = 1, 2.
The second is usually referred to as a partial paraproduct, is a (k, δ )-Calderón-Zygmund bi-
parameter form for all 0 < δ ≤ 1, with paraproducts
bΛ⋆1 ,α1,α2 = bδα1γ1δα2γ2 , bϒ,α1 ,α2 = 0 ∀ϒ ∈ Λ \ {Λ
⋆
1 }, 0 ≤ |αj | ≤ kj , j = 1, 2.
The standard, and lengthy, verification of these claims are omitted.
A third family of paraproducts, which are termed half-paraproducts, are constructed using
the definitions (4.7) in each parameter ι ∈ {1, 2} will be needed. Let η > 0, which is kept
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implicit in the notation, 0 ≤ |γι | ≤ kι be a multi-index on Rdι and a be a continuous map on
Zd ιˆ × Zd ιˆ taking values in the unit ball of BMO(Rdι ). Define, a priori on S(Rd) × S(Rd), the
form
(6.6) Πa,γι ,αι (f ,д) =
∫
Zdιˆ×Zdιˆ
Πa(z ιˆ ,ζ ιˆ ),γι ,αι
(〈f ,φz ιˆ 〉ιˆ, 〈д,φζ ιˆ 〉ιˆ ) [zιˆ, ζιˆ]k ιˆ+ηdµ(zιˆ)dµ(ζιˆ)
where Πa(z ιˆ ,ζ ιˆ ),γι ,αι refers to (4.7) for b = a(zιˆ, ζιˆ),γ = γι,α = αι,d = dι . It is a particularly useful
observation that, in view of (4.8),
(6.7) Πa,γ1,α1(xβ11 ⊗ f2,д1 ⊗ д2) = 0 ∀α1,∀β1 , γ1,
and similarly for adjoints and half-paraproducts in the second parameter. The formulation of
our bi-parameter representation andT (1) result is given in the next theorem and its corollary.
This theorem will be proved in Section 7.
Theorem B. Let k ∈ N2, 0 < ε < δ ≤ 1. There exists an absolute constantC = Ck ,δ ,ϵ,d such that
the following holds. LetΛ be a standard (k, δ )-Calderón-Zygmund form onRd with normalization
‖Λ‖CZ(Rd),k ,δ ≤ 1;
in particular, Λ has paraproductsbϒ,γ in the unit ball of BMO(Rd) for each ϒ ∈ Λ and γ = (γ1,γ2)
with 0 ≤ |γj | ≤ kj . Then, there exists a family{
υz ∈ CΨk ,ε ;0,0z : z ∈ Zd
}
,
and functions aγι ,αι , aγι ,αι ,⋆ on Z
d ιˆ × Zd ιˆ taking values in a bounded subset of BMO(Rdι ), ι = 1, 2
such that for all f ,д ∈ S(Rd)
Λ(f ,д) =
∫
Zd
〈f ,φz〉〈υz ,д〉 dµ(z)
+
∑
0≤|γ1 |=|α1 |≤k1
Πaγ1,α1 ,γ1,α1
(f ,д) +
∑
0≤|γ1 |=|α1 |≤k1
Πaγ1,α1,⋆,γ1,α1
(д, f )
+
∑
0≤|γ2 |=|α2 |≤k2
Πaγ2,α2 ,γ2,α2
(f ,д) +
∑
0≤|γ2 |=|α2 |≤k2
Πaγ2,α2,⋆,γ2,α2
(д, f )
+
∑
0≤|γ |≤k
[
Π(0,0),bΛ,γ ,γ (f ,д) + Π(0,0),bΛ⋆,γ ,γ (д, f ) + Π(0,1),bΛ⋆1 ,γ ,γ (f ,д) + Π(0,1),bΛ⋆2 ,γ ,γ (д, f )
]
.
(6.8)
Corollary B.1. Let 1 < p < ∞,k ∈ N2, δ > 0 and Λ be a standard (k, δ )-Calderón-Zygmund
form as in Theorem B, satisfying in addition the bi-parameter analogue of (4.10)
∃j ∈ {1, 2} : |γj | < kj =⇒ bΛ,(γ1,γ2) = 0;
|γj | < kj =⇒ bΛ⋆j ,(γ1,γ2) = 0, aγj ,α j = 0 ∀|αj | = |γj |, j = 1, 2.
(6.9)
Letw be a productAp-weight in R
d Then, if T stands for the adjoint operator to Λ,
(6.10) ‖∇k1x1∇k2x2T f ‖Lp(Rd ;w) .k ,δ [w]
max
{
3, 2p
p−1
}
Ap
‖∇k1x1∇k2x2 f ‖Lp(Rd ;w).
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Notice that (6.9) is not an additional assumption in the case k = (0, 0) and, proceeding
as in Remark 4.8, necessary for (6.10) to hold otherwise. The Corollary is easily proved by
combining with (6.8) the estimates of Propositions 8.1, 8.2 and 8.3, and, for the cases k , (0, 0),
an integration by parts argument akin to the one used in the proof of Corollary A.1.
Remark 6.4. For the reader’s convenience, we point out that among the bounds provided in
these propositions, the exponent in (6.10) is achieved by the paraproduct estimate of Propo-
sition 8.2 and their adjoints. In fact, if Λ is a ((0, 0), δ ) Calderón-Zygmund form whose para-
product terms appearing in (6.8) all vanish, then the weighted norm bound for its adjoint T
(6.11) ‖T ‖Lp(Rd ;w) . [w]θ (p)Ap , θ (p) =

2
p−1 1 < p ≤ 32
2p−1
p−1
3
2 < p ≤ 2
p+1
p−1 2 < p ≤ 3
2 p > 3
may be read by applying Proposition 8.1 to the cancellative terms in (6.8) for Λ, if p ≥ 2,
or for its full adjoint Λ⋆ if 1 < p < 2. Comparing with the one parameter case, see [36,
Theorem 2], estimate (6.11) is sharp for max{p,p′} ≥ 3: there seem to be no instances of sharp
weighted norm inequalities for bi-parameter operators in previous literature. Notice that the
paraproduct free assumption covers, for instance, bi-parameter convolution-type operators.
7. Proof of Theorem B
Below k ∈ N2, 0 < δ ≤ 1, 0 < ε < δ are fixed. Set η = δ+ε2 , so that ε < η < δ .
7.1. Preliminaries. Before entering the main argument, a series of preparatory lemmas is
required. First, the two parameter version of Lemma 3.2 is provided.
Lemma 7.1. Let φz be as in (6.1) andu : Zd → C be a Borel measurable function with |u(z)| ≤ 1.
Then, there exists C .k1,k2,ε 1 such that for all z = (z1, z2) ∈ Zd with zj = (xj , sj), j = 1, 2
υz ≔
∫
(α1 ,β1)∈Zd1
(α2 ,β2)∈Zd2
(
2∏
j=1
[(αj , βj)]k j+η
)
u((α1, β1), (α2, β2))φ((x1+α1s1,β1s1),(x2+α2s2,β2s2))
dβ2dα2dβ1dα1
β1β2
,
belongs to CΨ
(k1,k2),ε ;0,0
z .
Proof. There is a direct argument along the lines of the one parameter proof. However, an
argument that uses Lemma 3.2 as a black box will be given. To save space in the notation, this
argument is carried out for xj = 0, sj = 1, j = 1, 2. Notice that for each fixedw1 ∈ Rd1
υ
[1,w1]
z =
∫
(α2 ,β2)∈Zd2
[(α2, β2)]k2+ηυα2,β2(w1)(φ2)(x2+α2s2,β2s2)
dβ2dα2
β2
,
where
υα2,β2 =
∫
(α1,β1)∈Zd1
[(α1, β1)]k1+ηu((α1, β1), (α2, β2))(φ1)(x1+α1s1,β1s1)
dβ1dα1
β1
∈ CΨk1,ε ;0z1
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with uniform constant C by an application of (3.5) of Lemma 3.2 with η in place of δ . In
particular the function uw1(α2, β2) ≔ 〈w1〉(d1+k1+ε)υα2,β2(w1) is uniformly bounded. Therefore,
another application of (3.5), with u = uw1(α2, β2) entails
〈w1〉(d1+k1+ε)υ[1,w1]z =
∫
(α2,β2)∈Zd2
[(α2, β2)]k2+ηuw1 (α2, β2)(φ2)(x2+α2s2,β2s2)
dβ2dα2
β2
∈ CΨk2,ε ;0z2 .
Repeating for the second parameter and comparing with equation (5.2), proves that υz ∈
CΨ
(k1,k2),ε ;0,0
z and thus completes the proof of the lemma. 
Let z, ζ ∈ Zd for a moment. Redefine until the end of the section
χz,ζ ≔
{
φz − Pz,ζ ζ ∈ A(z)
φz z < A(z);
notice that this does not override the definition of Lemma 3.1.
Lemma 7.2. For (z, ζ ) ∈ Zd × Zd with z = (z1, z2), ζ = (ζ1, ζ2),Λ (χz1,ζ1 ⊗ χz2,ζ2 , χζ1,z1 ⊗ χζ2,z2 ) . ‖Λ‖CZ(Rd),k ,δ ∏
j=1,2
[zj , ζj]k j+η .
Proof. By symmetry with respect to the adjoint, it suffices to reduce to the case where ζj =
zj ∧ ζj for both j = 1, 2. Nine different cases according to which of the sets in (2.2) with ζ = ζj
each zj belongs to need to be considered. Only the case zj ∈ A(ζj ) for j = 1, 2 will be dealt with
explicitly; all remaining cases may be dealt with by the same strategy that will be used for the
summands appearing in (7.1). In this case, χz j ,ζj = φz j − Pz j ,ζj and χζj ,z j = φζj for j = 1, 2, and
thus
Λ
(
χz1,ζ1 ⊗ χz2,ζ2 ,φζ1 ⊗ φζ2
)
=
∑
(ι,)∈{in,out2}
Λ
(
Θ1,ι ⊗ Θ2, ,φζ1 ⊗ φζ2
)
,
Θj,in ≔ χz j ,ζjαζj , Θj,out ≔ χz j ,ζj βζj , j = 1, 2.
(7.1)
Each term in (7.1) will be estimated. The key to the first three summands is that for j = 1, 2
the function Θj,in is supported on 4Bζj and, from (3.2), ‖Θj,in‖∞ . [zj , ζj]k j+η . For the in, in
summand, employ the weak boundedness of Λ with points ζ˜j = (ξj , 4σj) thus obtainingΛ (Θ1,in ⊗ Θ2,in,φζ1 ⊗ φζ2 ) . ∏
j=1,2
‖Θj,in‖∞ .
∏
j=1,2
[zj , ζj]k j+η .
The in, out summand is bounded as follows. Observe that Θ2,out and φζ2 have separated sup-
port. Now, apply the partial kernel/weak boundedness assumption to the form (f ,д) 7→
σ
d1
1 Λ(Θ1,in ⊗ f ,φζ1,д) at point ζ˜1 = (ξ1, 4σ1), to which estimate (4.20) with z = z2 and ζ = ζ2
actually applies. Such estimate returns a factor of [z2, ζ2]k2+η while the factor [z1, ζ1]k1+η is
obtained from ‖Θ1,in‖∞. The out, in summand is handled in exactly the same way.
In the out, out summand, note that Θj,out and φζj both have separated support. The full
kernel estimates of Λ are now employed. The calculation leading to the estimateΛ (Θ1,out ⊗ Θ2,out,φζ1 ⊗ φζ2 ) . ∏
j=1,2
[zj , ζj]k j+η
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is the tensor product of the steps (4.17)-(4.20) performed in each variable, the only difference
being how the corresponding term in (4.17) involving the finite difference of the derivatives
of the kernel is controlled. In that case, for a fixed v = (v1,v2) ∈ (2Bζ1 × 2Bζ2)c one uses the
cancellation and L1-estimate of σ
−k j
j ∂
−γjφζj and bounds
sup
u∈Bζ1×Bζ2
∆1u1−ξ1 |·∆2u2−ξ2 |·∂γ1u1∂γ1u1K(ξ ,v) . 2∏
j=1
σ
k j+δ
j
|vj − ξj |d j+k j+δ
using the kernel estimate in the fourth line (6.4). This completes the proof of the Lemma. 
Now introduce
(7.2) qγ1 , qγ1,⋆ : Z
d2 × Zd2 → BMO(Rd1), qγ2, qγ2,⋆ : Zd1 × Zd1 → BMO(Rd2)
by the equalities 〈
qγ1(z2, ζ2), f1
〉
≔ Λ(xγ11 ⊗ χz2,ζ2 , |∇|k1 f1 ⊗ χζ2,z2),〈
qγ2(z1, ζ1), f2
〉
≔ Λ(χz1,ζ1 ⊗ xγ22 , χζ1,z1 ⊗ |∇|k2 f2)
(7.3)
and repeating the same definition with Λ⋆ replacing Λ for qγι ,⋆. Of course the operators |∇|k1 ,
|∇|k2 appearing above are meant to act in Rd1 and Rd2 respectively.
Lemma 7.3. Let ι ∈ {1, 2} and γι be a multi-index in Rdι . Assume that qγ ′ι ≡ 0 for all multi-
indices with |γ ′ι | < |γι |. Then
‖qγ ιˆ (zι, ζι)‖BMO(Rdιˆ ) . [zι, ζι]kι+η .
A symmetric statement holds for qγ ιˆ ,⋆.
Proof. By symmetry, it suffices to work with qγ1 . Fix z2, ζ2 ∈ Zd2 , and by symmetry assume
ζ2 = z2 ∧ ζ2. It suffices to show that
‖b‖BMO(Rd1 ) . [z2, ζ2]k2+η b defined by 〈b,д1〉 = Λ(xγ11 ⊗ χz2,ζ2 , |∇|k1д1 ⊗ φζ2).
LetM = 28(1+k1). ByH1 −BMO duality andH1-density of the latter class of functions, it will
be enough to show that wheneverw1 = (y1, t1) ∈ Zd1 ,ψ ∈ S(Rd1) is a Schwartz function such
that Ψ ≔ Sy−1w1ψ satisfies
‖Ψ‖⋆,4M,1 ≤ 1, supp Ψ̂ ⊂ {y ∈ Rd j : 1 ≤ |y | ≤ 2}
there holds
(7.4) |〈b,ψ 〉| . [z2, ζ2]k2+η .
The frequency support of ψ ensures that υ ≔ tk11 |∇|k1ψ ∈ Ψ3M,1;0w1 . Now introduce the local
notation, with reference to (2.3)
p(·) =
( · − y1
t1
)γ1
, Θ2 ≔ χz2,ζ2αζ2, Ξ2 ≔ χz2,ζ2βζ2 .
There is an additional technical complication brought by the fact that υ is not of compact
support. This is dealt with it by introduction of a sequence of smooth functions qn ∈ C∞(Rd1)
with
∑∞
n=0 qn = 1, suppq0 ⊂ B(0,t1), suppqn ⊂ An ≔ B(0,2n+1t1) \ B(0,2n−1t1) for n ≥ 0. Define
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pn ≔ pqn, and υn ≔ υqn .With these notations, the definition of b, and the fact that qγ ′1 ≡ 0 for
all |γ ′1 | < |γ1 |,
〈b,ψ 〉 = Λ(p ⊗ χz2,ζ2 ,υ ⊗ φζ2)
=
∑
m∼n
+
∑
m/n
Λ(pn ⊗ χz2,ζ2 ,υm ⊗ φζ2) + Λ(pn ⊗ χz2,ζ2 ,υm ⊗ φζ2)(7.5)
where m ∼ n if |m − n | < 24 and m / n otherwise. The next task consists of bound each
summand in the last right hand side of (7.5).
Them ∼ n summand. Notice that in this range ‖pn‖∞ . 2k1n, ‖υm ‖∞ . t−d11 2−3Mm . t−d11 2−2Mn
andpn,υm are supported on B(y1,2n+25t1). Also note thatΘ2 is supported on B(ξ2,4σ2) and ‖Θ2‖∞ .
[z2, ζ2]k2+η ; this is obvious if χz2,ζ2 = φz2 and may be read from (3.2) otherwise. Applying the
weak boundedness property of Λ with balls B(y1,2n+25t1) and B(ξ2,4σ2),Λ(pn ⊗ Θ2,υm ⊗ φζ2) . ‖pn‖∞‖υm‖∞ . 2−Mn[z2, ζ2]k2+η .
Furthermore, Ξ2 and φz2 have separated supports. Therefore, using the partial kernel assump-
tions for the form (f ,д) 7→ Λ(Θ1 ⊗ f ,υw1 ⊗ д) and repeating the computations of (4.20) for
such form Λ(pn ⊗ Ξ2,υm ⊗ φζ2) . 2−Mn[z2, ζ2]k2+η .
The last two estimates are summable on the diagonalm ∼ n and this completes the bound for
the ∼ summand in (7.5).
Them / n summand. We now have that pn and υm have separated supports by ∼ t12max{m,n}.
Applying the partial kernel assumptions for the form (f ,д) 7→ Λ(f ⊗Θ2,д ⊗ φζ2) and arguing
as in (4.20) yields
|Λ(pn ⊗ Θ2,υm ⊗ φζ2)| . ‖pn‖∞2−max{m,n}(k1+δ )[z2, ζ2]k2+η . 2−max{m,n}δ .
Finally, in the term below, the full kernel assumptions may be used due to functions in both
parameters having disjoint supports. Standard computations relying on the kernel estimates
as in (4.20) then lead to
|Λ(pn ⊗ Ξ2,υm ⊗ φζ2)| . 2−max{m,n}δ [z2, ζ2]k2+η .
The above estimates are summable overm / n, which completes both this case and the proof
of the Lemma. 
7.2. Main line of proof of Theorem B. It is now possible to turn to the main line of proof
of Theorem B. Notice that
‖Λ‖CZ(Rd ),(κ1,κ2),δ ≤ ‖Λ‖CZ(Rd ),k ,δ = 1, 0 ≤ κj ≤ kj , j = 1, 2.
The proof will be done by double induction on 0 ≤ κj ≤ kj .
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7.2.1. Base case and main part of inductive step. The base case and main part of the inductive
step of the proof of Theorem B is to work under the additional assumption
a(k): for |γj | < kj , j = 1, 2 all paraproducts b and q, a type, see (7.3) and (7.7), vanish;
namely, all paraproducts vanish except those of highest order. Clearly, a(0, 0) is not an extra
assumption.
Let now f ,д ∈ S(Rd). Using the bi-parameter analogue of (2.12), bilinearity and S(Rd)-
continuity of Λ, and later the definition of U (z, ζ ) leads to the decomposition
Λ(f ,д) =
∫
Zd×Zd
〈f ,φz〉〈φζ ,д〉Λ(φz,φζ ) dµ(z)dµ(ζ )
=
∫
Zd×Zd
〈f ,φz〉〈φζ ,д〉Λ
(
χz1,ζ1 ⊗ χz2,ζ2 , χζ1,z1 ⊗ χζ2,z2
)
dµ(z)dµ(ζ )
+
∫
Z
d1
ζ1
×Zd2
ζ2
∫
Z
d2
z2
∫
z1∈A(ζ1)
〈f ,φz〉〈φζ ,д〉Λ(Pz1,ζ1 ⊗ χz2,ζ2 ,φζ1 ⊗ χζ2,z2) dµ(z)dµ(ζ ) + ···
+
∫
Z
d1
ζ1
×Zd2
ζ2
∫
z1∈A(ζ1)
∫
z2∈A(ζ2)
〈f ,φz〉〈φζ ,д〉Λ(Pz1,ζ1 ⊗ Pz2,ζ2 ,φζ1 ⊗ φζ2) dµ(ζ )dµ(z) + ··· .
(7.6)
Here, the dots in the third line are hiding three more terms where the integration domain
is respectively restricted to z2 ∈ A(ζ2), ζ1 ∈ A(z1), ζ2 ∈ A(z2), and the integrands involve
respectively the coefficients
Λ(χz1,ζ1 ⊗ Pz2,ζ2 , χζ1,z1 ⊗ φζ2), Λ(φz1 ⊗ χz2,ζ2 , Pz1,ζ1 ⊗ χζ2,z2), Λ(χz1,ζ1⊗,φz2 , χζ1,z1 ⊗ Pz2,ζ2),
while the dots in the fourth line also hide three more terms where the integration domain is
restricted to {z1 ∈ A(ζ1), ζ2 ∈ A(z2)}, {ζ1 ∈ A(z1), z2 ∈ A(ζ2)}, {ζ1 ∈ A(z1), ζ2 ∈ A(z2)} and the
integrands involve respectively the coefficients
Λ(φz1 ⊗ Pz2,ζ2 , Pζ1,z1 ⊗ φζ2), Λ(Pz1,ζ1 ⊗ φz2 ,φζ1 ⊗ Pζ2,z2), Λ(φz1 ⊗ φz1 , Pζ1,z1 ⊗ Pζ2,z2).
It is possible to turn the first summand in (7.6) into the first summand of (6.8). First, make the
change of variable
ζ = ζ (z, (α1, β1), (α2, β2)) = ((x1 + α1s1, β1s1), (x2 + α2s2, β2s2))
and then use Fubini’s theorem in the inner variable ofд. The first summand in (7.6) then equals∫
Zd
〈f ,φz〉〈υz ,д〉 dµ(z), υz ≔
∫
(α1,β1)∈Zd1
(α2,β2)∈Zd2
Λ
(
χz1,ζ1 ⊗ χz2,ζ2 , χζ1,z1 ⊗ χζ2,z2
)
φζ
dβ2dα2dβ1dα1
β1β2
,
where under the integral sign ζ = ζ (z, (α1, β1), (α2, β2)). With the same convention, the func-
tion
uz
((α1, β1), (α1, β1)) = Λ (χz1,ζ1 ⊗ χz2,ζ2 , χζ1,z1 ⊗ χζ2,z2 ) ( 2∏
j=1
[(αj , βj)]k j+η
)−1
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is uniformly bounded by virtue of Lemma 7.2, and so applying Lemma 7.1 yields that υz ∈
CΨk ,ε ;0z as claimed.
It remains to identify the remaining terms in (7.6) as a sum of paraproduct terms. Here it is
crucial to use assumption a(k), which tells us that
|γι | < kι =⇒ qγι (zιˆ, ζιˆ) = 0 ∀zιˆ, ζιˆ ∈ Zd ιˆ .
Focus on the term in the third line of (7.6) first. The above observation, the definition of Pz1,ζ1
from Lemma 3.1, the definition of qγ1 , the fact that ∂
−α1 = Rα1 |∇|−|α1 | with the definition of
φα1,ζ1 , see (2.9) and Remark 2.1, gives
Λ(Pz1,ζ1 ⊗ χz2,ζ2 ,φζ1 ⊗ χζ2,z2) =
∑
|γ1 |=k1
〈φz1 ,Syζ1ϕγ1〉Λ(x
γ1
1 ⊗ χz2,ζ2 ,σ1−k1φζ1 ⊗ χζ2,z2)
=
∑
|γ1 |=k1
〈φz1 ,Syζ1ϕγ1〉〈qγ1(z2, ζ2),Syz[|∇|−kφ1]〉 =
∑
|γ1 |=|α1 |=k1
〈φz1 ,Syζ1ϕγ1〉〈Rα1qγ1(z2, ζ2),φα1,z1〉.
Finally, defining
(7.7) aγ1,α1(z2, ζ2) ≔ [z2, ζ2]−1k2+ηR
α1qγ1(z2, ζ2)
and using Lemma 3.3 with h = 〈f ,φz2〉2, the summand in the third line of (7.6) equals the sum
over |γ1 | = |α1 | = k1 of∫
(Zd2 )2
∫
Z
d1
ζ1
〈aγ1,α1(z2, ζ2),φα1,z1〉
〈〈f ,φz2〉2,ϑγ1,ζ1〉1 〈〈φζ2 ,д〉2,φζ1〉1 dµ(ζ1) [z2, ζ2]k2+ηdµ(z2)dµ(ζ2)
=
∫
Zd2×Zd2
Πaγ1,α1 (z2,ζ2),γ1,α1
(〈f ,φz2〉2, 〈д,φζ2〉2) [z2, ζ2]k2+ηdµ(z2)dµ(ζ2) = Πaγ1,α1 ,γ1,α1(f ,д)
which is one of the summands in the second line of (6.8). The three other types of summands
in the second and third line of (6.8), constructed in exactly the same way, arise from the ···
terms in the third line of (7.6).
It remains to identify the terms of the type appearing in the third line (7.6). Using again
a(k), followed by Lemma 3.1 and the definition of the paraproducts of Λ
Λ(Pz1,ζ1 ⊗ Pz2,ζ2 ,φζ1 ⊗ φζ2) =
∑
|γ1 |=k1
|γ2 |=k2
〈φz1 ,Syζ1ϕγ1〉〈φz2 ,Syζ2ϕγ2〉Λ(x
γ1
1 ⊗ x
γ2
2 ,σ1
−k1φζ1 ⊗ σ1−k1φζ1)
=
∑
|γ1 |=k1
|γ2 |=k2
〈φz1 ,Syζ1ϕγ1〉〈φz2 ,Syζ2ϕγ2〉〈b(γ1,γ2),φγ1,ζ1 ⊗ φγ2,ζ2〉.
An application of Lemma 3.3 with h = 〈f ,φz1〉1 yields
F (z1) ≔
∫
z2∈A(ζ2)
〈〈f ,φz1〉1,φz2〉2〈φz2 ,Syζ2ϕγ2〉dµ(z2) = 〈〈f ,φz1〉1,ϑγ2,ζ2〉2 = 〈f ,φz1 ⊗ ϑγ2,ζ2〉
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so that the summand in the third line of (7.6) equals the sum over |γ1 | = k1, |γ2 | = k2 of∫
Zd2×Zd2
〈b(γ1,γ2),φγ1,ζ1 ⊗ φγ2,ζ2〉〈φζ ,д〉
∫
z1∈A(ζ1)
〈φz1 ,Syζ1ϕγ1〉F (z1)dµ(z1)dµ(ζ )
=
∫
Zd2×Zd2
〈b(γ1,γ2),φγ1,ζ1 ⊗ φγ2,ζ2〉〈φζ ,д〉
∫
z1∈A(ζ1)
〈〈f ,ϑγ2,ζ2〉2,φz1〉1〈φz1 ,Syζ1ϕγ1〉dµ(z1)dµ(ζ )
=
∫
Zd2×Zd2
〈b(γ1,γ2),Syζ1ϕγ1 ⊗ φγ2,ζ2〉〈φζ ,д〉〈f ,ϑγ1,ζ1 ⊗ ϑγ2,ζ2〉 dµ(ζ ) = Π(0,0),bγ1,γ2 ,(γ1,γ2)(f ,д)
where another application of Lemma 3.3 with h = 〈f ,ϑγ2,ζ2〉2 has been carried out and the
definition of full paraproduct is finally taken advantage of: this is one of the terms appearing
in the fourth line of (6.8). This procedure may be repeated for the additional terms in the third
line of (7.6), thus completing the roster of terms in (6.8) under the additional assumption a(k).
The assumption a(k) is then removed by an induction argument. The induction step from
κ = (κ1,κ2) to (κ1 + 1,κ2) is as follows. Assume that the representation (6.8) holds true for
k = κ. Let Λ˜(f ,д) be the form obtained by subtracting from Λ the last three lines of (6.8). Then
Λ˜(f ,д) =
∫
Zd
〈f ,φz〉〈υz,д〉 dµ(z)
with
{
υz ,φζ ∈ CΨκ,ε ;0,0z : z ∈ Zd
}
. In particular, applying the condition (2.10) to υ[2,x2]z for each
fixed x2 ∈ Rd2 shows that if |γ1 | ≤ κ1
Λ˜(f1 ⊗ f2, [x1 7→ xγ11 ] ⊗ д2) =
∫
Zd
〈f ,φz〉〈〈υz , [x1 7→ xγ11 ]〉1,д2〉2 dµ(z) = 0
and similarly for all partial adjoints of Λ˜. Comparing with Definition 6.3 and (7.3), Λ˜ satisfies
a(κ1 + 1,κ2). By using (6.8) backwards
‖Λ˜‖CZ(Rd),k ,δ ≤ ‖Λ‖CZ(Rd),k ,δ +
∑
0≤|γ1 |=|α1 |≤k1
‖Πaγ1,α1 ,γ1,α1 ‖CZ(Rd),k ,δ + ... . ‖Λ‖CZ(Rd),k ,δ .
Finally, as both families of summands Πaγ1,α1 ,γ1,α1 and Π(ι1,ι2),b,(γ1,γ2) for |γ1 | ≤ κ1, |γ2 | ≤ κ2 have
vanishing paraproducts appearing in Definition 6.3 of order greater or equal to κ1 + 1 in the
first parameter, Λ˜ and Λ have the same paraproducts of order (κ1 + 1,κ2). Apply the main part
of the inductive step to the form Λ˜ for k = (κ1 + 1,κ2) and combine the previous instance of
(6.8) with the current instance of (6.8) for Λ˜, and achieve (6.8) for Λ at k = (κ1 + 1,κ2), thus
completing the inductive step and the proof of Theorem B.
8. Weighted Estimates for Intrinsic Operators
This section contains the proofs of quantitative, and in some cases sharp, weighted estimates
for the four types of summands occurring in the representation (6.8): see Propositions 8.1 and
8.2. Throughout, [w]Ap denotes the standard product weight characteristic on Rd = Rd1 ×Rd2 ,
see for example [19, 26].
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8.1. Quantitative Bounds for Bi-Parameter Calderón-Zygmund Model Operators. To
begin with, the operator T appearing in the following proposition is the adjoint of the first
summand in (6.8), in the basic case k = 0.
Proposition 8.1. For δ > 0 and
{
υz ∈ CΨδ ;0,0z : z ∈ Zd
}
consider the operator
T f =
∫
Zd
〈f ,Syz1φ1 ⊗ Syz2φ2〉υzdµ(z).
Then ‖T ‖Lp (Rd;w) . [w]
max
{
2,1+ 2p−1
}
Ap
for all 1 < p < ∞, and this estimate is sharp when p ≥ 3.
Next, adjoints to the full and partial paraproduct terms in (6.8) are treated: compare with
the definitions in (6.5).
Proposition 8.2. Let D ≥ 8(d1 + d2). Fix b ∈ BMO(Rd), {ϑz j ∈ CΨD,1;1z j : zj ∈ Zd j }, {υz j ,ψz j ∈
CΨD,1;0z j : zj ∈ Zd j } for j = 1, 2. Then, the operators
Π(0,0),b f ≔
∫
Zd
〈b,υz1 ⊗ υz2〉〈f ,ϑz1 ⊗ ϑz2〉ψz1 ⊗ψz2 dµ(z),
Π(0,1),b f ≔
∫
Zd
〈b,υz1 ⊗ υz2〉〈f ,ϑz1 ⊗ψz2〉ψz1 ⊗ ϑz2 dµ(z),
satisfy the estimates
‖Π(0,0),b ‖Lp(Rd;w) . [w]
max{3,2p}
p−1
Ap
‖b‖BMO(Rd), 1 < p < ∞,
‖Π(0,1),b ‖Lp(Rd;w) . [w]
max{2p+3,4p,5p−3}
2(p−1)
Ap
‖b‖BMO(Rd), 1 < p < ∞.
The last proposition concerns adjoints to the half paraproduct terms in (6.8), see (6.6).
Proposition 8.3. Let 0 < δ < 1, a ∈ C(Zd2 × Zd2 ; BMO(Rd)), and fix families
{ϑz1 ∈ CΨ1,1;1z1 : z1 ∈ Zd1}, {υz1 ,ψz1 ∈ CΨ1,1;0z1 : z1 ∈ Zd1}, {ψz2 ∈ CΨ1,1;0z2 : z2 ∈ Zd2}.
Then, the operator
Πa f ≔
∫
Z
d2
z2
∫
Z
d2
ζ2
[z2, ζ2)]δ
∫
Z
d1
z1
〈
a(z2, ζ2)
)
,υz1
〉 〈f ,ϑz1 ⊗ ψz2〉ψz1 ⊗ψζ2 dµ(z1)dµ(ζ2)dµ(z2),
satisfies the estimate
‖Πa‖Lp(Rd;w) . [w]
1
2+max
{
max{2,p}
p−1 ,
3
2
}
Ap
‖a‖C(Zd2×Zd2 ;BMO(Rd)).
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The proofs of Propositions 8.1, 8.2 and 8.3 are collected in Subsection 8.2. Along the way,
we will make use of sharp weighted bounds for the intrinsic square function (5.4), as well as
the mixed square-maximal operators
SM(x) =
©­­«
∫
(0,∞)
sup
t2>0
sup
ψ∈Ψδ ;0,1((x1,t1 ),(x2,t2))
|〈f ,ψ 〉|2dt1
t1
ª®®¬
1
2
,
MS(x) = sup
t1>0
©­­«
∫
(0,∞)
sup
ψ∈Ψδ ;1,0((x1,t1 ),(x2,t2))
|〈f ,ψ 〉|2dt2
t2
ª®®¬
1
2
, x = (x1,x2) ∈ Rd
which enter the Lp and weighted theory of the full and partial paraproduct terms. The square-
maximal and maximal-square operators appearing below generalize those introduced in [46,
47]. There seem to be no pre-existing weighted estimate in past literature, thus our results are
stated as a theorem.
Theorem C. The operator norm bound
(8.1) ‖SS‖Lp(Rd;w) . [w]
max
{
1, 2p−1
}
Ap
, ‖SM‖Lp(Rd;w), ‖MS‖Lp(Rd;w) . [w]
1
p−1 max
{
2, p+12
}
Ap
,
holds for all 0 < δ ≤ 1 and 1 < p < ∞. Furthermore, the exponent of (8.1) may not be improved
for a generic weightw .
The SS bound in Theorem C is the bi-parameter analogue of [36, Theorem 1.2]. Its proof is
given in the concluding Subsection 8.3 below. Another inequality that will be used a few times
in Subsection 8.2 is a lower bound for the smaller tensor product square function
SS⊗ f (x1,x2) =
©­­«
∫
(0,∞)2
〈f ,Sy(x1,t1)φ1 ⊗ Sy(x2,t2)φ2〉2 dt1dt2t1t2 ª®®¬
1
2
associated with the wavelets φ1,φ2 from (6.1). The proof is a simple iteration argument, and
is given immediately.
Proposition 8.4. ‖ f ‖Lp(Rd;w) . [w]Ap ‖SS⊗ f ‖Lp(Rd;w) for all 1 < p < ∞.
Proof. Apply the main result of [61], see also [39, Theorem 2.7], first on each x1-fiber in the
second parameter, and subsequently in vector-valued form in the second parameter to see that
‖ f ‖Lp(Rd;w) . [w]
1
2
Ap
〈f (x1, ·),Sy(x2,t2)φ2〉Lp(w(x1,x2);L2(dt2/t2))
. [w]Ap
〈〈f ,Sy(x2,t2)φ2〉2,Sy(x1,t1)φ1〉1Lp(w(x1,x2);L2(dt1/t1;L2(dt2/t2))) = [w]Ap ‖SS⊗ f ‖Lp(Rd;w)
as claimed. 
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8.2. Proofs of Propositions 8.1, 8.2 and 8.3.
Proof of Proposition 8.1. Sharpness of [w]2Ap for p ≥ 3 follows by taking the tensor product of
two counterexamples to sharpness of [w]Ap in one parameter. For the rest of the proof, we
claim the pointwise bound
(8.2) SS⊗(T f ) . SSf .
Assuming (8.2) holds,
‖T f ‖Lp(Rd;w) . [w]Ap ‖SS⊗(T f )‖Lp(Rd;w) . [w]Ap ‖SSf ‖Lp(Rd;w) . [w]
1+max
{
1, 2p−1
}
Ap
‖ f ‖Lp(Rd;w)
thanks to an application of Proposition 8.4 in the first step and of Theorem C in the last. This
proves Proposition 8.1 up to the verification of claim (8.2), which follows. Fix
ζ = ((ξ1,σ1), (ξ2,σ2)) ∈ Zd.
Using the notation (6.1) forφζ , writing z = ((x1, t1), (x2, t2)) ∈ Zd, andmaking the usual change
of variable
〈T f ,φζ 〉 =
∫
z∈Zd
〈f ,φz〉〈υz ,φζ 〉 dµ(z) = 〈f ,ψζ 〉,
ψζ ≔
∫
(α1,β1)∈Zd1
(α2,β2)∈Zd2
〈υ((ξ1+α1σ1,β1σ1),(ξ2+α2σ2,β2σ2)),φζ 〉φ((ξ1+α1σ1,β1σ1),(ξ2+α2σ2,β2σ2))
dβ2dα2dβ1dα1
β1β2
.
Applying Lemma 5.1, 〈υ((ξ1+α1σ1,β1σ1),(ξ2+α2σ2,β2σ2)),φζ 〉 . ( 2∏
j=1
[(αj , βj)] δ
2
)
whence by Lemma 7.1, ψζ ∈ CΨ
δ
2 ;0,0
ζ
, and (8.2) follows immediately from the definition of the
intrinsic square function SS. 
Proof of Proposition 8.2. Let σ ≔ w−
1
p−1 be the dual weight to w ∈ Ap , so that [σ ]Ap ′ = [w]
1
p−1
Ap
.
Recall that Md1,d2 is the bi-parameter maximal function on R
d. The proof for Π(0,0),b begins
with an appeal to H1 − BMO duality, leading to〈Π(0,0),b f ,д〉 ≤ ‖b‖BMO(Rd) SS⊗ (∫
Zd
〈f ,ϑz1 ⊗ ϑz2〉〈ψz1 ⊗ψz2 ,д〉υz1 ⊗ υz2 dµ(z)
)
L1(Rd)
. ‖b‖BMO(Rd)
Md1,d2(f )SSдL1(Rd)
≤ ‖b‖BMO(Rd)
Md1,d2(f )Lp(Rd;w) ‖SS(д)‖Lp ′(σ ,Rd)
. [w]
max{3,2p}
p−1
Ap
‖b‖BMO(Rd) ‖ f ‖Lp(Rd;w) ‖д‖Lp ′(σ ,Rd) .
The passage to the second line is justified by a pointwise bound, whose proof is similar to (8.3)
below, and is omitted. In the last line, Theorem C has been appealed to, and to the quantitative
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weighted estimate for the strongmaximal function and square functions. The claimed estimate
for Π(0,0),b then follows by duality.
The proof for Π(0,1),b is similar. Preliminarily notice that
[(α1, β1)]d1[(α2, β2)]d2 |〈f ,ϑ(x1+α1t1,β1t1) ⊗ψ(x2+α2t2,β2t2)〉| . sup
ψ∈Ψδ ;0,1((x1,t1 ),(x2,t2))
|〈f ,ψ 〉|,
[(α1, β1)]d1[(α2, β2)]d2 |〈д,ψ(x1+α1t1,β1t1) ⊗ ϑ(x2+α2t2,β2t2)〉| . sup
ψ∈Ψδ ;1,0((x1,t1 ),(x2,t2))
|〈д,ψ 〉|.
AsD ≥ 8d1, 8d2, Lemma 2.3 applied componentwise to bound 〈υz1⊗υz2 ,Sy(x1,t1)φ1⊗Sy(x2,t2)φ2〉,
with zj = (xj + αjtj, βjtj), j = 1, 2 then yields〈∫
Zd
〈f ,ϑz1 ⊗ψz2〉〈ψz1 ⊗ θz2 ,д〉υz1 ⊗ υz2 dµ(z),Sy(x1,t1)φ1 ⊗ Sy(x2,t2)φ2
〉
.
©­« supψ∈Ψδ ;0,1((x1,t1),(x2,t2 )) |〈f ,ψ 〉|
ª®®¬
©­« supψ∈Ψδ ;1,0((x1,t1 ),(x2,t2)) |〈д,ψ 〉|
ª®®¬ .
(8.3)
The proof proper begins now. Using H1 −BMO duality again, followed by (8.3) and one appli-
cation of L2 − L∞ Hölder inequality in each parameter,〈Π(0,1),b f ,д〉 ≤ ‖b‖BMO(Rd) SS⊗ (∫
Zd
〈f ,ϑz1 ⊗ψz2〉〈ψz1 ⊗ θz2 ,д〉υz1 ⊗ υz2 dµ(z)
)
L1(Rd)
≤ ‖b‖BMO(Rd) ‖SM(f )MS(д)‖L1(Rd)
≤ ‖b‖BMO(Rd) ‖SM(f )‖Lp(Rd;w) ‖MS(д)‖Lp ′(σ ,Rd)
. [w]
max{2p+3,4p,5p−3}
2(p−1)
Ap
‖b‖BMO(Rd) ‖ f ‖Lp(Rd;w) ‖д‖Lp ′(σ ,Rd) .
In the last line, the quantitative weighted estimates of the operators SM andMS from Theorem
C have been called upon. By duality, this estimate proves the claimed bound of Π(0,1),b on Lp(w)
and completes the proof of the proposition. 
Proof of Proposition 8.3. This proof relies on the auxiliary operators
Pbh(y1) =
∫
Zd1
〈b,υz1〉〈h,ϑz1〉ψz1(y1) dµ(z1), y1 ∈ Rd1
which is a paraproduct with symbol b ∈ BMO(Rd1) in the first parameter, and
S(2),(α2 ,β2)h(y2) =
(∫ ∞
0
〈д,Sy(y2+α2t2,β2t2)φ2〉2 dt2t2
) 1
2
, y2 ∈ Rd2 , (α2, β2) ∈ Zd2
which is a shifted square function in the second parameter with smooth, compactly supported
mother wavelet φ2 as in (6.1); the simplified notation S(2) is used in place of S(2),(0,1) . The main
results of [7, 36] yield the operator norm bounds
(8.4) ‖S(2),(α2 ,β2)‖Lp(Rd2 ;W ) .ε (min{1, β2})−ε [W ]
max{ 12 , 1p−1 }
Ap
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for all ε > 0, whereW is a weight on Rd2 and [W ]Ap denotes the corresponding weight char-
acteristic. Then
Πa f (u) =
∫
Z
d2
z2
∫
Z
d2
ζ2
[z2, ζ2]δPa(z2,ζ2)(〈f ,ψz2〉2)(u1) ⊗ ψζ2(u2)dµ(ζ2)dµ(ζ1), u = (u1,u2) ∈ Rd .
A calculation involving Lemma 2.3 applied to the inner product 〈ψζ2 ,Sy(y2,t2)φ2〉 followed by
the change of variables z2 = (y2 + a2t2,b2t2), ζ2 = (y2 + α2t2, β2t2) then yields
S(2)[Πa f ](y1,y2) .
∫
ω2≔(α2,β2)∈Zd2
w2≔(a2,b2)∈Zd2
©­«
∞∫
0
Pa((y2+a2t2,b2t2),(y2+α2t2,β2t2)) (〈f ,ψ(y2+a2t2,b2t2)〉2) (y1)2 dt2t2 ª®¬
1
2
× [ω2]1[w2,ω2]δ dµ(w2)dµ(ω2).
Applying the reverse square function bound of [61] in the second parameter, followed by the
sharp weighted estimate for the vector-valued paraproduct Pa((y2+a2t2,b2t2),(y2+α2t2,β2t2)) to pass to
the second line, and finally appealing to (8.4) with choice ε = δ2 , we obtain
‖Πa f ‖Lp(Rd;w) . [w]
1
2
Ap
‖S(2)Πa f ‖Lp(Rd;w)
. [w]
1
2+max{1, 1p−1 }
Ap
‖a‖
∫
(α2,β2)∈Zd2
(a2,b2)∈Zd2
[(α2, β2)]1[(a2,b2), (α2, β2)]δ
S(2),(a2,b2) f Lp(Rd;w) da2db2b2 dα2dβ2β2
. [w]
1
2+max{1, 1p−1 }+max{ 12 , 1p−1 }
Ap
‖a‖‖ f ‖Lp(Rd;w).
For display reasons, above ‖a‖ stands for ‖a‖C(Zd2×Zd2 ;BMO(Rd)). The proof of Proposition 8.3 is
thus complete. 
8.3. Proof of Theorem C. Sharpness of the exponent follows by tensor product of the usual
one parameter examples. The one parameter square function example is discussed in [36]
and references therein, while the example for the one parameter maximal operator is entirely
classical.
The proof of the upper bound is analogous for all three operators, as it proceeds by reduction
to iteration of one parameter, vector-valued weighted bounds. To fix ideas, the argument is
given for SS, which is the most difficult case.
Fix f ∈ L∞0 (Rd) and let
{
ψ(x1,t1),(x2,t2) ∈ Ψδ ;0,0(x1,t1),(x2,t2); xj ∈ R
d j , 0 < tj < ∞, j = 1, 2
}
be a family
linearizing the supremum in (5.4). Throughout this proof, η ≔ δ16 . The first step consists of a
decomposition of the linearizing family into wavelets with compact frequency support in one
of the parameters. Let α ∈ S(Rd1) be a radial function with
supp α̂ ⊂ B(0,2) \ B(0, 12 ),
∫ ∞
−∞
α̂ (2sξ ) ds = 1
Rd1\{0}(ξ ),
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and also let β ∈ S(Rd1) satisfy
supp β̂ ⊂ B(0,3) \ B(0, 13 ), β̂(ξ ) = 1 ∀ξ ∈ supp α̂ .
Set
αs = Dil
1
2sα , βs = Dil
1
2sβ, ψ
s
(x1,t1),(x2,t2) ≔ 2
η |s |ψ(x1,t1),(x2,t2) ∗1 αs+log t1
so that it is understood that ∗j denotes convolution in the j-th parameter only, and note that
the scale of the parameter in αs , βs is logarithmic. For instance αs+log t1 below has Fourier
support in the annulus ∼ t1−12−s .
Lemma 8.5. For all s ∈ R, xj ∈ Rd j , 0 < tj < ∞, j = 1, 2 we haveψ s(x1,t1),(x2,t2) ∈ CΨ
η;0,0
(x1,t1),(x2,t2).
Proof. By bi-parametric invariance of the assumption and assertion, it suffices to prove the
case xj = 0Rdj , tj = 1 for j = 1, 2. For simplicity write ψ in place of ψ(x1,t1),(x2,t2). Applying
Lemma 2.3 for each fixed y2 gives
(8.5) |ψ ∗1 αs(y1,y2)| =
〈ψ (·,y2), Try1αs〉 . [(0, 1), (y1, s)]8η〈y2〉(d2+8η) . 2−8η |s |〈y1〉(d1+8η)〈y2〉(d2+8η)
as 〈y2〉d2+8ηψ [2,y2](·) ∈ Ψδ ;0(0,1) and Try1αs ∈ Ψ
δ ;0
(y1,s). The last inequality is best seen by verifying
the cases s ≥ 0, s < 0 separately. Using the Fourier support and normalization of αs , similarly
|∇1(ψ ∗1 αs)(y1,y2)| = |ψ ∗1 ∇αs(y1,y2)| . 2
−s−8η |s |
〈y1〉(d1+8η)〈y2〉(d2+8η)
.
If 0 < |h | < 1 then, by the mean value theorem
|ψ ∗1 αs(y1 + h,y2) −ψ ∗1 αs(y1,y2)|
. |h |η
(
sup
|u1 |∼|y1 |
∇1(ψ ∗1 αs)(u1,y2)
)η
(|ψ ∗1 αs (y1 + h,y2)| + |ψ ∗1 αs(y1,y2)|)1−η
. |h |η 2
|s |[η−8η(1−η)]
〈y1〉(d1+8η)〈y2〉(d2+8η)
≤ 2−|s |η |h |
η
〈y1〉(d1+8η)〈y2〉(d2+8η)
(8.6)
using the elementary inequality 6η > 8η2. The inequality
|ψ ∗1 αs(y1,y2 + h) −ψ ∗1 αs(y1,y2)| . |h |
δ
〈y1〉(d1+δ )〈y2〉(d2+δ )
is immediate from (5.2) and averaging, so that another interpolation with (8.5) yields
(8.7) |ψ ∗1 αs (y1,y2 + h) −ψ ∗1 αs(y1,y2)| . |h |
δ
2 2−4η |s |
〈y1〉(d1+8η)〈y2〉(d2+8η)
≤ 2−η |s | |h |
η
〈y1〉(d1+η)〈y2〉(d2+η)
.
Collecting (8.5), (8.6), and (8.7), and comparing with (5.2), completes the proof. 
The definitions of αs and βs lead to the equalities
ψ(x1,t1),(x2,t2) =
∫ ∞
−∞
2−η |s |ψ s(x1,t1),(x2,t2) ds, 〈f ,ψ
s
(x1,t1),(x2,t2)〉 = 〈f ∗1 βs+log t1 ,ψ
s
(x1,t1),(x2,t2)〉.
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Therefore, in view of Lemma 8.5, and using the convergence of the geometric integral, it will
be enough to prove the same estimate for the operator
Os f (x) =
©­­«
∫
(0,∞)2
|〈f ∗1 βs+log t1 ,ψ s(x1,t1),(x2,t2)〉|
2dt1dt2
t1t2
ª®®¬
1
2
uniformly in the parameter s ∈ R, which will be kept fixed until the end of the proof. The
operator Os is estimated relying on the auxiliary family of square functions with parameter
t1 > 0
St1h(x1,x2) ≔
(∫ ∞
0
|〈h,ψ s(x1,t1),(x2,t2)〉|
2dt2
t2
) 1
2
,
which satisfies
‖St1 ‖Lp(Rd;w) . [w]
max{ 1p−1 , 12 }
Ap
.
This can be seen by repeating the sparse domination bound for the Christ-Journé type square
function e.g. of [7, 36], where the averages in the sparse operators are associated to rectangles
with side of fixed length t1 in the first parameter. The fact that the weight is a product weight
ensures that the bound is uniformover all t1. Theweighted bound above upgrades immediately
to vector-valued, and may be used in the second step below to yield
‖Os f ‖Lp(w) = ‖St1(f ∗1 βs+log t1)‖Lp(w ;L2( dt1t1 )) . [w]
max{ 1p−1 , 12 }
Ap
‖ f ∗1 βs+log t1 ‖Lp(w ;L2( dt1t1 ))
= [w]max{
1
p−1 ,
1
2 }
Ap
‖ f ∗1 βlog t1 ‖Lp(w ;L2( dt1t1 )) . [w]
max{ 2
p−1 ,1}
Ap
‖ f ‖Lp(w).
The very last inequality is obtained by using the straightforward weighted Littlewood-Paley
square function bound of [7, 36] in the first parameter and Fubini’s theorem. The proof of
Theorem C is complete.
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