We are concerned with the problem of recovering the radial kernel k, depending also on time, in the parabolic integro-differential equation
POSING THE IDENTIFICATION PROBLEM
The present paper is strictly related to our previous one [3] . Indeed, the problem we are going to investigate consists, as in [3] , in identifying an unknown radial memory kernel k also depending on time, which appears in the following integrodifferential equation related to the ball Ω = {x = (x 1 , x 2 , x 3 ) ∈ R 3 | |x| < R}, R > 0 and |x| = (x 2 1 + x 2 2 + x 2 3 ) 1/2 : We emphasize that the aim of the present paper is to study the identification problem related to (1.1) when the domain Ω is a full ball. This is exactly a singular domain for our problem as we noted in Remark 2.9 in [3] , where we were able to recover the kernel k only in the case of a spherical corona or an annulus Ω. In this paper we show that our identification problem can actually be solved in suitable weighted spaces if we appropriately restrict the class of admissible differential operators A to a class whose coefficients have an appropriate structure in a neighbourhood of the centre x = 0 of Ω, which turns out to be a "singular point" for our problem.
In equation (1.1) A and B are two second-order linear differential operators, while C is a first-order differential operator having the following forms, respectively:
In addition, operator A has a very special structure, since its coefficients a i,j , i, j = 1, 2, 3, have the following particular representation, (cf. [3] , formula (2. In particular, we note that each coefficient a i,j is Lipschitz-continuous in Ω. We now introduce the function h defined by
and which is non-negative by virtue of (1.5). Then, as we noted in [3] , for every
where ∧ and · denote, respectively, the wedge and inner products in R 3 . From (1.7) it follows that the condition of uniform ellipticity of A, i.e.
Then we prescribe the initial condition:
9)
u 0 : Ω → R being a given smooth function, as well as one of the following boundary value conditions, where u 1 : [0, T ]×Ω → R is a given smooth function:
Here D and N stand, respectively, for the Dirichlet and Neumann boundary conditions, whereas n denotes the outwarding normal to ∂Ω. To determine the radial memory kernel k we need also the two following pieces of information:
where, representing with (r, ϕ, θ) the usual spherical co-ordinates with pole at x = 0, Φ and Ψ are two linear operators acting, respectively, on the angular variables ϕ, θ only and all the space variables r, ϕ, θ. Convention: from now on we will denote by P(K), K ∈ {D,N}, the identification problem consisting of (1.1), (1.9), the boundary condition (K) and (1.12), (1.13 ).
An example of admissible linear operators Φ and Ψ is the following:
where x = (cos ϕ sin θ, sin ϕ sin θ, cos θ), while ψ : Ω → R is a smooth assigned function.
Remark 1.2. We note that (1.14) coincides with (1.12) in [3] with λ = 1. We stress here that at present this case, along with the particular choice (1.3) of the coefficients a i,j , seems to be the only one allowing an analytical treatment in the usual L p -spaces when dealing with a full ball.
From (1.10)-(1.13) we (formally) deduce that our data must satisfy the following consistency conditions, respectively:
MAIN RESULTS
In this section we state our local in time existence and uniqueness result related to the identification problem P(K). For this purpose we assume that the coefficients of operator A satisfies (1.3)-(1.5), whereas, as far as the coefficients b i,j and c i of operators B, C are concerned, we assume:
In order to find out the right hypotheses on the linear operators Φ and Ψ, it will be convenient to rewrite the operator A in the spherical co-ordinates (r, ϕ, θ). As a consequence, using representation (1.3) for the a i,j 's, through lengthy but easy computations, we obtain the following polar representation A for the second-order differential operator A:
where we have set c(r, ϕ, θ) = c(r cos ϕ sin θ, r sin ϕ sin θ, r cos θ) .
Before listing our requirements concerning operators Φ and Ψ and the data, we recall (cf. [4] ) some definitions about weighted Sobolev spaces. Given an n-dimensional domain Ω the weighted Sobolev spaces W k,p
Of course, W k,p σ (Ω) turns out to be a Banach space when endowed with the norm · W k,p σ (Ω) . In particular, taking σ = 0 in (2.3) we obtain the usual Sobolev spaces W k,p (Ω) whereas taking k = 0 we obtain the weighted L p -spaces defined by
r u](r), ∀j = 0, 1, 2.
(2.5)
Hence, denoting with p the conjugate exponent of p, from Hölder's inequality we obtain
Repeating similar computations and using the well-known inequalities
from (2.5) we can easily find that the following inequalities hold:
8)
where C 1 and C 2 are two non-negative constants depending on p only. Therefore, from (2.6) and (2.8) it follows that there exists a non-negative constant C 3 , independent of u, such that
In this paper we will use Sobolev spaces W k,p (Ω) with p ∈ (3, +∞) (2.10) and we will assume that the functionals Φ and Ψ satisfy the following requirements:
To state our result concerning the identification problem P(K), K ∈ {D,N}, we need to make also the following assumptions on the data f, u 0 , u 1 , g 1 , g 2 :
19)
Au
where β ∈ (0, 1/2)\{1/(2p)}, δ ∈ (β, 1/2)\{1/(2p)} and function k 0 in (2.21) is defined by formula (3.20) . Moreover, the spaces W 2,p K (Ω) are defined by
24)
whereas the spaces W 2γ,p K (Ω) ≡ L p (Ω), W 2,p K (Ω) γ,p , γ ∈ (0, 1/2]\{1/(2p)}, are interpolation spaces between W 2,p K (Ω) and L p (Ω) and they are defined [5, section 4.3.3], respectively, by:
Remark 2.3.
Observe that our choice p ∈ (3, +∞) implies the embeddings
In fact, while (2.27) is a classical consequence of the Sobolev embedding theorems ([1]), Theorem 5.4, (2.28) follows immediately from the inequalities
Assume also that u 0 satisfies the following conditions for some positive constant m:
where we have set:
Remark 2.4. According to (2.11) and (2.12) it follows that:
This means that operator Ψ cannot be chosen of the form 
for some positive constants m 1 and m 2 .
Finally, we introduce the Banach spaces U s,
(2.36)
Moreover, we list some further consistency conditions: Then there exists T * ∈ (0, T ] such that the identification problem P(K), K ∈ {D,N}, admits a unique solution (u, k) ∈ U 2,p (T * )×C β [0, T * ], W 1,p 2 (0, R) depending continuously on the data with respect to the norms pointed out in (2.17) -(2.23).
In the case of the specific operators Φ, Ψ defined by (1.14), (1.15) the previous results are still true if ψ ∈ C 1 (Ω), with ψ | ∂Ω = 0 when K = D. Proof. From definitions (1.15) and Hölder's inequality it immediately follows it can be easily shown that (D ϕ w)/(r sin θ) and (D θ w)/r are bounded, while the functions (D 2 ϕ w)/ sin θ and D θ (sin θD θ w) belong to L 1 (∂B(0, r)) for every r ∈ (0, R). Therefore, integrating by parts, we obtain 15) . Analogously to what we have done for Φ, we apply Ψ to both sides in (2.2) . Performing computations similar to those made above and using the assumption ψ | ∂Ω = 0 when K = D which ensure that the surface integral vanishes, we obtain the equation
(2.47)
Now it is an easy task to show that Ψ 1 defined in (2.47) belongs to W 1,p (Ω) * .
Indeed, using formulae (2.44) and Hölder's inequality, we can easily find
48)
where C 1 > 0 depends on ψ C 1 (Ω) and max h L ∞ (0,R) , a + b + c L ∞ (Ω) , only. Hence also decomposition (2.15) holds and this completes the proof.
AN EQUIVALENCE RESULT IN THE CONCRETE CASE
Taking advantage of the results proved in [2] , we limit ourselves to sketching the procedure for solving the necessary equivalence result. We introduce the new triplet of unknown functions (v, l, q) defined by
so that u and k are given, respectively, by the following formulae Eq(t, r) ,
Then problem (1.1), (1.9)-(1.13) can be shown to be equivalent to the following identification problem:
5)
satisfies the homogeneous boundary condition (K), K ∈ {D,N},
(3.10)
We recall that operators J 0 , J 1 and J 2 are defined, respectively, by (2.30), (2.31) and
To define operators N 2 and N 3 appearing in (3.7), (3.8) we need to introduce the operators N 1 and L:
Now, denoting by I the identity operator, define N 2 and N 3 via the formulae
15)
where Ψ 1 is defined by (2.47).
Finally, to define operators N 0 and N 0 3 appearing in (3.9), (3.10) we need to introduce first the operators N 0 1 and N 0 2 , where operators A and A 1 are defined, respectively, by (2.2) and (2.16) :
Then we define
Finally, we introduce function k 0 appearing in (2.21):
where for any x ∈ Ω we set
We can summarize the result sketched in this section in the following equivalence theorem. 
AN ABSTRACT FORMULATION OF PROBLEM (3.4)-(3.8)
Starting from the result of the previous section, we can reformulate our identification problem in a Banach space framework. Let A : D(A) ⊂ X → X be a linear closed operator satisfying the following assumptions:
(H1) there exists ζ ∈ (π/2, π) such that the resolvent set of A contains 0 and the open sector Σ ζ = {μ ∈ C | | arg μ| < ζ};
(H2) there exists M > 0 such that (μI − A)
(H3) X 1 and X 2 are Banach spaces such that D(A) = X 2 → X 1 → X. Moreover, μ → (μI − A) −1 belongs to L(X; X 1 ) and satisfies the estimate
Here L(Z 1 ; Z 2 ) denotes, for any pair of Banach spaces Z 1 and Z 2 , the Banach space of all bounded linear operators from Z 1 into Z 2 equipped with the uniformnorm. In particular we set L(X) = L(X; X). By virtue of assumptions (H1), (H2) we can define the analytic semigroup {e tA } t≥0 of bounded linear operators in L(X) generated by A. As is well-known, there exist positive constants c k (ζ) (k ∈ N) such that
After endowing D(A) with the graph-norm, we can define the following family of interpolation spaces D A (β, p), β ∈ (0, 1), p ∈ [1, +∞] , which are intermediate between D(A) and X:
where
They are well defined by virtue of assumption (H1). Moreover, we set
Consequently, D A (n + β, p), n ∈ N, β ∈ (0, 1), p ∈ [1, +∞], turns out to be a Banach space when equipped with the norm
A j x X + |A n x| DA(β,p) . In order to reformulate in an abstract form our identification problem(3.4)−(3.8) we need the following assumptions involving spaces, operators and data:
(H4) Y and Y 1 are Banach spaces such that Y 1 → Y ;
(H5) B : D(B) ⊂ X → X is a linear closed operator such that X 2 ⊂ D(B);
(H6) C : D(C) := X 1 ⊂ X → X is a linear closed operator;
(H8) M is a continuous bilinear operator from Y × X 1 to X and from Y 1 × X to X, where X 1 → X 1 ;
(H9) J 1 :
The elements q 0 and l 0 appearing in (H13) are defined by:
where l 0 and q 0 are the elements appearing in (H11).
Remark 4.1.
In the explicit case we get the equations l 0 = k 0 (R 2 ) , q 0 (r) = k 0 (r) . where k 0 is defined in (3.20) .
We can now reformulate our direct problem: determine a function v ∈ 
whereas v 0 , h 0 , q 0 are defined, respectively, via the formulae (2.41), (3.9), (3.10).
Introducing the operators
the fixed-point system (3.7), (3.8) for l and q becomes
The present situation is analogous to the one in [3] (cf. Section 4). Consequently, also in this case we can apply the abstract results proved in [2] (cf. Sections 5 and 6) to get the following local in time existence and uniqueness theorem. 
SOLVING THE IDENTIFICATION PROBLEM (3.4)-(3.8) AND PROVING THEOREM 2.6
The main difficulties we meet when we try to solve our identification problem P(K), K ∈ {D,N}, in the open ball Ω can be overcome by introducing the representation (1.3) and the additional assumptions (1.4)-(1.5) for the coefficients
The basic result of this section is the following Theorem. R) depending continuously on the data with respect to the norms pointed out in (2.17)-(2.23).
In the case of the specific operators Φ, Ψ defined by (1.14), (1.15) the previous results are still true if ψ ∈ C 1 (Ω), with ψ |∂Ω = 0 when K = D.
Proof. We will show that under our assumption (1.3)-(1.5), (2.1) on the coefficients a i,j , b i,j , c j (i, j = 1, 2, 3) of the linear differential operators A, B, C defined in (1.2) we can apply the abstract results of Section 4 to prove locally in time existence and uniqueness of the solution (u, k) to the identification problem P(K), K ∈ {D,N}.
For this purpose let p ∈ (3, +∞) and let us choose the Banach space X, X 1 , X 1 , X 2 , Y, Y 1 appearing in assumptions (H1) − (H12) according to the rule
Since p ∈ (3, +∞), reasoning as as in the first part of Section 5 in [3] , we conclude that A = A − λ 0 I satisfies (H1) -(H3) in the sector Σ ζ for some λ 0 ∈ R + . Since assumptions (H4)-(H6) are obviously fulfilled, we have that (H1)-(H6) hold. Define now operators Φ, Ψ, Ψ 1 , respectively, by (1.14), (1.15), (2.47) and operators E and M by
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Then from Hölder's inequality and the fact that p ∈ (3, +∞) we get
Since D r Eq(r) = −q(r) from (5.5) it follows:
Hence E ∈ L L p 2 (0, R); W 1,p 2 (0, R) . Therefore, by virtue of (2.6), (2.42), (2.48) assumption (H7) is satisfied.
Since p ∈ (3, +∞) we have the embedding (2.27). Then from the following inequalities,
we conclude that M is a bilinear continuous operator from L p 2 (0, R) × W 1,p (Ω) to L p (Ω). Moreover, using the embedding (2.28) it is an easy task to prove that M is also continuous from W 1,p 2 (0, R) × L p (Ω) to L p (Ω) and so (H8) is satisfied. Then we define J 1 (u 0 ), J 2 (u 0 ), J 3 (u 0 ) according to formulae (2.31), (3.11), (3.14) and it immediately follows that assumptions (H9) is satisfied, too.
Finally we estimate the vector (v 0 , z 0 , z 1 , z 2 , h 0 , q 0 ) in terms of the data (f, u 0 , u 1 , g 1 , g 2 ). Definitions (3.16)- (3.19) imply that
Therefore from (3.9) and (3.10) we deduce (Ω). Therefore (H13) is satisfied, too.
Proof of Theorem 2.6. It easily follows from Theorems 3.1 and 5.1.
Remark 5.2.
We want here to give some insight into the somewhat involved condition (2.21) . For this purpose we need to assume that the functions a, b, d ∈ W 3,∞ ((0, R) This implies that the coefficients a i,j belongs W 3,∞ (Ω), i, j = 1, 2, 3. Then we observe that function k 0 defined in (3.20) actually belongs to C 1+α ([R 1 , R 2 ]), α ∈ (2β, 1). It is then an easy task to show the membership of function F in W 2β,p H,K (Ω), β ∈ (0, 1/2) under the following regularity assumptions i) for any ρ ∈ C α (Ω), α ∈ (2β, 1), w ∈ W 2β,p (Ω), ρw ∈ W 2β,p (Ω) and satisfies the estimate ρw W 2β,p (Ω) ≤ C ρ C α (Ω) w W 2β,p (Ω) ;
ii) operator Φ maps C α (Ω) into C α ([R 1 , R 2 ]) .
As for as the boundary conditions involved by assumption (H13) are concerned, we observe that they are missing when (K) = (N), while in the remaining case they are so complicated that we like better not to explicit them and we limit to list them as F satisfies boundary conditions (K).
Of course, when needed, such conditions can be explicitly computed in terms of the data and function k 0 defined in (3.20).
THE TWO-DIMENSIONAL CASE
In this section we deal with the planar identification problem P(K) related to the disk Ω = {x ∈ R 2 | |x| < R} where R > 0. Operators A, B, C are defined by (1.2) simply replacing the subscript 3 with 2:
According to (1.3) for the two-dimensional case, we assume that the coefficients a i,j of A have the following representation 
