Abstract. We derive a probabilistic representation for the Fourier symbols of the generators of some stable processes.
Introduction and main results
The connection between fractional operator in space and diffusion with long jumps has been pointed out by many researchers (see for example [1; 5; 7] and the references therein). It is well known that the compound Poisson process is a continuous time stochastic process with jumps which arrive, according to a Poisson process, with specific probability law for the size. Our aim is to characterize the jumps distribution in order to obtain singular limit measure characterizing fractional powers of operators.
Let N (t), t > 0 be a Poisson process with rate λ > 0. Let Y j , 0 ≤ j ≤ n be n + 1 i.i.d. random jumps such that Y j ∼ Y for all j, where the symbol "∼" stands for equality in law. It is well known that The latter is quite familiar in the representation of the fractional power of the Laplacian. Indeed, the fractional Laplace operator can be defined pointwise:
where C d (α) is a constant depending on d and α ∈ (0, 1), f is a suitable test function, C 2 function with bounded second derivative for instance. In this short paper, we construct continuous random walks with exponential and Gaussian jumps driven by pseudo-differential operators with Fourier multiplier Φ γ (ξ) which converges to |ξ| β with β ∈ (0, 2) as γ → 0. In particular, we first consider the random jump Y = γe X ∈ [γ, ∞) where X ∼ Exp(α) and α, γ > 0. We have that P {Y ∈ A} = A ν Y (dy) with ν Y (y) = αγ α y −α−1 1 (y≥γ) . By "symmetrizing", we get that
is the density of Y * = ǫ Y with Rademacher law P {ǫ = +1} = p, P {ǫ = −1} = q for the random variable ǫ where, we obviously assume that p + q = 1. For p = q, formula (1.4) takes the form
and Y * is therefore written as
with probability 1/2, −γe X , with probability 1/2.
We write the corresponding compound Poisson process as follows
with X j ∼ X, ǫ j ∼ ǫ and γ j = γ for all j = 0, 1, 2, . . .. We also assume that all the random variables we are dealing with are taken to be independent, that is
We recall that the symbol d − → stands for "converges in distribution" and state the following results. Theorem 1. Let H α j (t), t > 0, j = 1, 2 be two independent stable subordinators. For given p, q ≥ 0 such that p + q = 1, α ∈ (0, 1),
with t * : t → λΓ(1 − α)t and generator
The Weyl's fractional derivatives appearing in (1.9) are defined as follows:
We consider "good" functions f : R → [0, 1] whereas, we obtain the RiemannLiouville derivatives (left-handed and right-handed respectively) by considering f : R + → [0, 1] and f : R − → [0, 1] respectively. In the integrals above, for example, one can write f (z)1 (z≥0) and f (z)1 (z≤0) and obtain the operator governing the (totally) positively and negatively skewed stable process, that is q = 0 and p = 0 respectively in (1.9).
Remark 1.
A stable subordinator is a one-dimensional non-decreasing Lévy process with E exp(−µH α t ) = exp(−tµ α ), α ∈ (0, 1). We observe that H α j (0) = 0 for j = 1, 2 and therefore the process (1.8) converges (in distribution) to a totally positively (if q = 0, P {ǫ j = +1} = 1, ∀ j) or negatively (if p = 0, P {ǫ j = −1} = 1, ∀ j) skewed stable process. Furthermore, for a given process X t , t > 0 we notice that X θt runs slower than X t as well as θ is less that 1.
with t * : t → αλCt and generator
where
We now introduce the reciprocal gamma random variable E α , α > 0 with
−1/x dx (the reciprocal gamma process has interesting connections with stable subordinators and Bessel processes, see for example [3] ). We also consider the (normal) random vector
2 E α for some γ > 0 and define the process
where ǫ j ∼ ǫ ∀ j, ǫ has Rademacher law as above, Y j ∼ Y ∀ j and Eǫ j ǫ j ′ = 0 for all j, j ′ such that j = j ′ . We notice that
and therefore, for large x,
After some calculations we explicitly write the law of Y ∈ R d as follows
We are now ready to present the next result.
Theorem 3. Let S β (t) ∈ R d , t > 0 be an isotropic stable process with β ∈ (0, 2). Then, for α ∈ (0, 1),
Ct and infinitesimal generator
Compensated Poisson and fractional Laplace operator
Let us consider the Lévy process F t , t > 0, with associated Feller semigroup
for all functions in the domain
dx is the Fourier transform of f , Φ(·) is continuous and negative definite. We say that T t is a pseudo-differential operator with symbol exp(−tΦ) and, Φ is the Fourier multiplier (or Fourier symbol) of A, (Af )(ξ) = −Φ(ξ) f (ξ). Furthermore (as in [4] ), we write
It is well known that, for Φ(ξ) = |ξ| α , formula (2.1) gives us the fractional power of the Laplace operator which can be also expressed as
where "p.v." stands for the "principal value" of the singular integrals above near the origin. For α ∈ (0, 1), the fractional Laplace operator can be defined, for f ∈ S (the space of rapidely decaying C ∞ functions), as follows
This representation comes out by considering straightforward calculations and removes the singularity at the origin ( [2] ). Indeed, from the second order Taylor expansion of the smooth function f (f ∈ S ) we obtain (2.6)
which is integrable near the origin provided that α ∈ (0, 1). The constant C d (α) must be considered in order to obtain (−△) α f (·)(ξ) = |ξ| α f (ξ). 
for all f ∈ S (T s = e sA is the Feller semigroup of F t , t > 0).
Formula (1.2) can be obtained by considering the following characteristic function
Therefore, we get that
If Y j ∼ Y are symmetric random variables such that EY j = EY = 0 for all j = 1, 2, . . ., than ν Y (y) = ν Y (−y) and
where we also include those density law ν Y (·) for which (2.8) holds as principal value. If (2.8) holds true, then formula (1.2) takes the form
and the integral converges depending on ν Y (·). If we choose ν Y (dy) = 2α|y| −2α−1 dy for instance, then the integral must be understood in the principal value sense and we get the fractional Laplace operator as formula (2.4) entails.
Proof of Theorem 1
The characteristic function of (1.7) is written as follows
From this, we immediately get
We recall that the Lévy symbol of a stable subordinator is a mapping from R → C which takes the form
for α ∈ (0, 1). The Fourier symbol (depending on γ) of the characteristic function of A(t/γ α ) is therefore given by
For γ → 0 we obtain
and, from (2.1) we arrive at
The fact that the Lévy process (1.8) has infinitesimal generator (1.9) comes directly from the characteristic function
where t * = λΓ(1 − α)t > 0. Thus, we get that
which coincides with Φ(ξ) in (3.2).
In the last calculations we have used the fact that
, ξ ∈ R, t ≥ 0 and thus, Ee −iξH
The Fourier transforms of the Weyl's fractional derivatives, for α ∈ (0, 1), are given by ( [6] )
Proof of Theorem 2
For p = q = 1/2 and α ∈ (0, 2) we obtain that
where, we recall that
We explicitly have that
By taking the limit for γ → 0, we obtain
where, due to the fact that (cos(y) − 1) |y| −α−1 ≤ y 2 |y| −α−1 by Taylor expansion near the origin, we obtain that
and |ξ| α is the Fourier multiplier of the infinitesimal generator of a stable symmetric process. Indeed, for the symmetric stable process S β (t), t > 0, β ∈ (0, 2), we have that
= |ξ| β and (2.1) holds with
where σ = (cos πβ/2) −1 . The Fourier symbol of the Riesz operator (4.2) is written as (see formula (3.4 
Therefore, from (4.1), we conclude that
in distribution, where Ee
and t * = αλCt, t > 0. Furthermore, the generator of S α (t * ) with α ∈ (0, 2) is
We notice that, for α ∈ (0, 1), the constant αλC equals
where we have used (3.1).
Proof of Theorem 3
We have that
where we used the fact that Y j ∼ Y for all j. Therefore, we obtain that
and Y ∼ ν Y , see formula (1.14). The Fourier symbol corresponding to the characteristic function (5.1) is given by which is the generator of the isotropic stable process S 2α (t * ) with
Ct, t > 0.
