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Abstract
Timedelay is an important aspect in themodelling of genetic regulation due to slowbiochemical reactions such as gene transcription
and translation, and protein diffusion between the cytosol and nucleus. In this paper we introduce a general mathematical formalism
via stochastic delay differential equations for describing time delays in genetic regulatory networks. Based on recent developments
with the delay stochastic simulation algorithm, the delay chemical master equation and the delay reaction rate equation are developed
for describing biological reactions with time delay, which leads to stochastic delay differential equations derived from the Langevin
approach. Two simple genetic regulatory networks are used to study the impact of intrinsic noise on the system dynamics where
there are delays.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A genetic regulatory network (GRN) consists of a number of genes that interact and regulate the expression of
other genes by the gene derivatives, i.e. proteins. The change in expression of a gene is controlled by the stimulation
and inhibition of proteins in transcriptional, translational and post-translational processes. Due to small numbers of
transcriptional factors and other key signalling proteins, there is considerable experimental evidence that noise plays a
very important role in gene regulation. In recent years there is an accelerating interest in the development of stochastic
models and simulation methods for describing the functions of intrinsic noise, due to the uncertainty of biochemical
reactions, and extrinsic noise, due to ﬂuctuations in the environment.Although the stochastic simulation method (SSA)
is a statistically exact method for simulating the dynamics of GRNs based on detailed biochemical reactions [10], the
large computational time of the SSA is a barrier in the applications of this method to large biological systems. In order
to improve the efﬁciency of the SSA, the -leap methods have been proposed by using Poisson [10] or binomial [20]
random variables. In addition, stochastic differential equations (SDEs) have been used in stochastic simulations based
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on the chemical master equation [12]. Recently, Burrage et al. [8] have proposed multi-scale methods that include the
SSA, -leap methods and SDEs in a sophisticated way for simulating chemical systems when there are wide ranges of
molecular numbers.
In current approaches for modelling GRNs, it is assumed that each reaction ﬁres in the system immediately with the
SSA being used to determine the small waiting time for the next reaction. This assumption is valid for fast reactions
such as dimerization, binding reactions and phosphorylations. On the other hand, slow reactions such as transcription
and translation involve a number of multi-stage reactions. In an important recent experiment on mouse, Hirata et al.
[13] have shown that there is a time lag of about 15min in the peaks between the mRNA molecules and proteins of
the gene hes1. For the gene her1 in zebraﬁsh, it will take approximately 21min from the initiation of transcription
to the arrival of the mature mRNA molecule in the cytoplasm, and about 2.8min from the initiation of translation to
the emergence of a complete functional protein molecule [15]. However, such time delays were ignored in the current
approaches for stochastic modelling of GRNs. In order to deal with these time delays in discrete stochastic systems,
Barrio et al. [3] have proposed the delay SSA (DSSA), the counterpart of the SSA for describing the dynamics of GRNs
more accurately.
It will not be surprising that we will have the same problems of large computational time in the application of the
DSSA.Aimed at improving the efﬁciency of the DSSA, here we develop the delay chemical master equation and delay
reaction rate equation that will be the basis for the development of multi-scale methods for GRNs with time delay.
We will introduce stochastic delay differential equations (SDDEs) for GRNs based on the Langevin approach when
the propensity functions associated with the reactions are relatively large. We emphasize that these SDDEs represent
intrinsic noise in a biological system due to the uncertainty of knowing when and what reaction occurs. This work
will enrich the application ﬁelds of SDDEs that have already been used in modelling complex systems in population
dynamics, epidemiology, immunology, physiology, cell kinetics andmathematical ﬁnance [5,14]. Based on the progress
of efﬁcient methods for simulating SDDEs [2,6,7,14,16], we will use two simple systems to study the impact of time
delay on the dynamics of GRNs and discuss the implementations of variable time delays. The rest of this paper is
organized as follows: Section 2 will discuss discrete simulation methods SSA and DSSA. Section 3 will introduce
SDDEs for GRNs. Simulation results will be presented in Section 4.
2. Discrete stochastic simulation methods
When applying stochastic simulation algorithms for simulating biochemical reaction systems, it is assumed that a
well-stirred chemical reaction system contains N molecular species {S1, . . . , SN } with non-negative number Xi(t) of
the species Si at time t. These species of molecules chemically interact inside some volume at a constant temperature
through reactions {R1, . . . , RM}.
For each reactionRj (j=1, . . . ,M),wedeﬁne apropensity functionaj (x) in a given stateX(t)=(X1(t), . . . , XN(t))
= x and use aj (x) dt to represent the probability that one reaction Rj will ﬁre somewhere inside  in the inﬁnitesimal
time interval [t, t + dt). In addition, a state change vector j is deﬁned to characterize reaction Rj . The element ij
of j represents the change in the number of species Si due to reaction Rj . The N × M matrix  with elements ij is
called the stoichiometric matrix.
The SSA is a statistically exact procedure for generating the time and index of the next occurring reaction in
accordance with the current values of the propensity functions. In the SSA, we draw two independent random numbers
r1 and r2 from the uniform distribution in the unit interval U(0, 1), and then take the time of the next reaction to be the
current time plus , where
= 1
a0(x)
ln
(
1
r1
)
, (1)
and a0(x) is the sum of the values of all propensity functions
a0(x) =
M∑
k=1
ak(x).
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The index of the next reaction is the value of j that satisﬁes
j−1∑
k=1
ak(x)< r2a0(x)
j∑
k=1
ak(x). (2)
Then the system is updated by
x(t + ) = x(t) + j . (3)
The SSA assumes that the next reaction will ﬁre in the next reaction time interval [t, t + ) with small values of . For
systems including both fast and slow reactions, however, this assumption may be not valid if the slow reactions take a
much longer time than the fast reactions. The large reaction time of slow reactions should be realized by time delay if
we hope to put both fast and slow reactions in a system consistently and to study the impact of slow reactions on the
system dynamics. Most recently Barrio et al. have proposed the DSSA by including the time delay in the simulations
of GRNs [3]. This method uses a similar approach as that in the SSA for deciding the next reaction and a temporary
next reaction time. The system will be updated at this temporary next reaction time if the next reaction has no time
delay, otherwise the update will take place at some time later according to the time delay of the selected reaction and
the temporary next reaction time. This method is given in detail as follows.
Step 1: Generate one random number r1 from the uniform distribution U(0, 1) and calculate a temporary reaction
time required for the next reaction
= 1
a0(x)
ln
(
1
r1
)
, (4)
where a0(x) =∑Mj=1aj (x).
Step 2: Select a reaction based on the current system state at t whose index satisﬁes
j−1∑
k=1
ak(x)< r2a0(x)
j∑
k=1
ak(x). (5)
Step 3: If the selected reaction has no time delay, update the system as
x(t + ) = x(t) + j . (6)
Otherwise set a record to update the system at td = t + Tj +  if the selected next reaction has time delay Tj .
Step 4: For all reactions having time delay, check if there is any reaction Rj that is scheduled to ﬁre in the time
interval [t, t + ), and update the system based on
x(t + ) = x(t) + j .
3. SDDEs via the master equation
The SSA describes the evolution of a discrete nonlinear Markov process. This stochastic process has a probability
density function that is the solution of a differential equation (the chemical master equation). This master equation can
be used to write down an ODE that describes the deterministic behaviour of the mean associated with the SSA or a
SDE that represents the intrinsic noise in continuous form. In a similar manner the DSSA described in Section 2 will
have corresponding representations as delay differential equations or SDDEs.
The discussion in this section is aimed at providing the theoretical background for constructing SDDEs that faithfully
represent intrinsic noise (in a continuous form) arising from delayed reactions. Here it is assumed that a well-stirred
chemical reaction system contains N molecular species {S1, . . . , SN } with number Xi(t) of the species Si at time t.
Among the M reaction channels, the ﬁrst M1 reactions {R1, . . . , RM1} are assumed to have time delay {T1, . . . , TM1},
respectively, and the last M − M1 reactions have no time delay. From the description of the DSSA in the previous
section, the state vector X(t) is a non-negative N-dimensional jump stochastic process but is not a Markov process
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any more due to the time delay. Here we are interested in the conditional probability function based on the initial state
X(t0) and the states involved with the time delay X(t) = (t) (t t0), given by
P(x, t) ≡ Prob{X(t) = x|X(t0) = x0, and X(t) = (t), t t0}. (7)
For GRNs with time delay, the master equation should be based on the current system state at time t for reactions
without time delay and the system state at t − Tj for the reaction channel Rj with time delay Tj . In order to derive the
time evolution equation of the probability function (7), we take a time increment dt that is so small that the probability
for two or more reactions to occur in dt is negligible compared to the probability for at most one reaction. It is assumed
that the reaction time of a reaction without time delay is dt, while for a reaction with time delay Tj the reaction time is
dt + Tj . Then the probability of the system being in state x at t + dt is given by
P(x, t + dt) = P(x, t) −
M1∑
j=1
∑
xi∈I (x)
aj (xi )P (x, t; xi , t − Tj ) dt
+
M1∑
j=1
∑
xi∈I (x)
aj (xi )P (x − j , t; xi , t − Tj ) dt
−
M∑
j=M1+1
aj (x)P (x, t) dt +
M∑
j=M1+1
aj (x − j )P (x − j , t) dt , (8)
where P(x, t; xi , t − Tj ) is the probability that the system is both in the state x at t and in the state xi at t − Tj , and
I (x) is the set of all possible system states. The second term on the right-hand side is the probability that no reaction
will ﬁre in [t −Tj , t + dt) for the reaction channel Rj with time delay Tj and the system is in the state x at t + dt . Here
we should consider all the possible states xi at t − Tj because the system evolves in the time period [t − Tj , t) based
on the reactions of other reaction channels. For the case of one reaction, the third term also considers all the possible
system states at t − Tj for the reaction with time delay Tj but the system should be in the state x − j at t. The last two
terms are the probabilities for reactions without time delay, in which only the system states at t should be included in
the master equation.
When dt → 0, this leads to the delay chemical master equation

t
P (x, t) = −
M1∑
j=1
∑
xi∈I (x)
aj (xi )P (x, t; xi , t − Tj ) +
M1∑
j=1
∑
xi∈I (x)
aj (xi )P (x − j , t; xi , t − Tj )
−
M∑
j=M1+1
aj (x)P (x, t) +
M∑
j=M1+1
aj (x − j )P (x − j , t). (9)
The value of aj (xi )P (x− j , t; xi , t −Tj ) is the probability that one reaction of Rj (with time delay Tj ) ﬁres at t −Tj
and at the same time the system states are x − j at time t and xi at time t − Tj , respectively. Here the probability
P(x− j , t; xi , t − Tj ) measures the strength of coupling of the system states at t and t − Tj . If the reaction number in
the time period [t − Tj , t] is relatively small, this probability is critical to the system behaviour and the DSSA must be
employed. However, if the time delays are large and there are a relatively large number of reactions in the time interval
[t − Tj , t), it is reasonable to assume that the coupling of the system states at t and t − Tj is weak and the probability
can be approximated by
P(x − j , t; xi , t − Tj ) ≈ P(x − j , t) × P(xi , t − Tj ). (10)
Here we should re-emphasize that the above assumption is based on the fact that there are a relatively large number
of reactions ﬁring in the time period [t − Tj , t]. This is an appropriate application area of SDEs. In addition, this
assumption is only for the coupling of systems states but does not connect to the importance of time delay in the system
dynamics. In fact time delay still plays a very important role in the evolution of system dynamics through reactions
that are represented by the ﬁrst two items in (9). Similar consideration can be applied to the ﬁrst item in (9).
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Based on assumption (10), we can obtain the mean of the propensity functions for reactions with time delay,
given by
aj (x(t − Tj )) =
∑
xi∈I (x)
aj (xi )P (xi , t − Tj ). (11)
Then the delay chemical master equation can be simpliﬁed as

t
P (x, t) = −
M1∑
j=1
a(x(t − Tj ))P (x, t) +
M1∑
j=1
a(x(t − Tj ))P (x − j , t)
−
M∑
j=M1+1
aj (x)P (x, t) +
M∑
j=M1+1
aj (x − j )P (x − j , t). (12)
In the case that there is no delay equation (12) reduces to the well-known chemical master equation associated with
the SSA, namely

t
P (x, t)
M∑
j=1
aj (x − j )P (x − j , t) −
M∑
j=1
aj (x)P (x, t). (13)
If we multiply the delay chemical master equation (12) by all of the states at t, sum over all these system states, and
then re-index the summation on the right-hand side, we can obtain the equations for the mean of X(t)
dX(t)
dt
=
M1∑
j=1
vjaj (X(t − Tj )) +
M∑
j=M1+1
vjaj (X(t)). (14)
When all molecular numbers are very large and ﬂuctuations are not important, we can get the delay reaction rate
equation, given by
dX(t)
dt
=
M1∑
j=1
vjaj (X(t − Tj )) +
M∑
j=M1+1
vjaj (X(t)). (15)
Note, if there are no delays, (15) is an ODE describing the standard chemical kinetics rate equations. However, if
intrinsic noise is still important but there are large enough numbers of molecules we would expect a representation
described by an SDDE. This would be then a completely natural generalization of the SSA case where a SDE describes
the evolution of the molecular concentrations. In order to see how this comes about we apply the explicit Euler method
with constant stepsize h to the delay reaction rate equation (15), giving
X(tn + h) = X(tn) + h
M1∑
j=1
vjaj (X(tn − Tj )) + h
M∑
j=M1+1
vjaj (X(tn)). (16)
In theSSAsettingGillespie [10] introduced the concept of Poisson -leapmethods in order to speed up the computational
performance of the SSA. But it can also be used as a convergent technique to describe the evolution of molecular
concentrations when noise is still important but the representation is continuous rather than discrete. In this method a
larger time step than that taken in the SSA is used and a number of reactions are allowed to ﬁre within this step with a
frequency drawn from a Poisson distribution. We can adopt the same approach for the DSSA and this gives rise to the
delay Poisson -leap method, given by
X(tn + h) = X(tn) +
M1∑
j=1
vjP (aj (X(tn − Tj ))h) +
M∑
j=M1+1
vjP (aj (X(tn))h), (17)
where P() is a Poisson random variable with mean .
T. Tian et al. / Journal of Computational and Applied Mathematics 205 (2007) 696–707 701
In order to understand the behaviour of this scheme as aj (X(t))h?0, we note that if the mean of the Poisson random
variables in (17) is very large, a Poisson random variable P(aj (X(t))h) can be approximated by the Gaussian random
variable with mean and variance aj (X(t))h [10], namely
P(aj (X(t))h) ≈ N(aj (X(t))h, aj (X(t))h)
= aj (X(t))h +
√
aj (X(t))hN(0, 1).
Then the discrete stochastic processes X(t) in (17) can be approximated by the following continuous processes with
Gaussian random variables
X(tn + h) = X(tn) + h
M1∑
j=1
vjaj (X(tn − Tj )) + h
M∑
j=M1+1
vjaj (X(tn))
+
M1∑
j=1
vj
√
aj (X(tn − Tj ))hIj +
M∑
j=M1+1
vj
√
aj (X(tn))hIj , (18)
where Ij ∼ N(0, 1). When h → 0, this gives rise to systems of SDDEs that describe the evolution of chemical
concentrations for GRNs with time delay
dX =
M1∑
j=1
vjaj (X(t − Tj )) dt +
M∑
j=M1+1
vjaj (X(t)) dt
+
M1∑
j=1
vj
√
aj (X(t − Tj )) dWj(t) +
M∑
j=M1+1
vj
√
aj (X(t)) dWj(t), (19)
whereWj(t) is theWiener processwhose increment is aGaussian processWj(t)=Wj(t+t)−Wj(t) ∼
√
tN(0, 1).
In the case that there are no delays this corresponds to the so-called chemical Langevin equation (see [9])
dX =
M∑
j=1
vjaj (X(t)) dt +
M∑
j=1
vj
√
aj (X(t)) dWj(t). (20)
Rather than perturbing the aj (X(t))h in the above ansatz we perturb the X(t) itself. In the case of no delays this leads
to a modiﬁed form of the chemical Langevin equation
dX =
M∑
j=1
vjaj (X(t)) dt +
N∑
j=1
bj (X(t)) dWj(t), (21)
where the bj are the columns of B =
√
vDv and D is a diagonal matrix
D = diag{a1(X(t)), . . . , aM(X(t))}.
A similar approach in a delay setting leads to the SDDE
dX =
M1∑
j=1
vjaj (X(t − Tj )) dt +
M∑
j=M1+1
vjaj (X(t)) dt +
N∑
j=1
bj (X(t)) dWj(t), (22)
where the matrix B = (bik)N×N is the principal square root of the matrix DA satisfying B(t) =
√
DA, and
matrix DA is a diagonal matrix deﬁned by
DA = diag{a1(X(t − T1)), . . . , aM1(X(t − TM1)), aM1+1(X(t)), . . . , aM(X(t))}.
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4. Modelling and numerical implementations
Before discussing implementational aspects an issue that we should address is that of the time delays in GRNs
being variable. For example, the time delay in the transcription of the gene her1 in zebraﬁsh is known to vary over a
relatively wide range of values [15]. Variable time delays have already been considered in both a deterministic setting
[18] and a stochastic setting [19]. In the deterministic setting, it has been assumed that a slow reaction with time delay
can ﬁre at any time in a speciﬁc interval and never ﬁre outside it. The time delay is uniformly distributed and realized
deterministically by taking the average of function values in a speciﬁc time interval [18]. The following four types of
implementations for time delays will be tested in this paper.
(A) The time delay has a ﬁxed value.
(B) The time delay is a uniformly distributed random variable in a speciﬁc time window [Tj − dj , Tj + dj ] with mean
Tj . The value of X(t − Tj ) in (19) or (22) is replaced by the average of function values over this speciﬁc window.
(C) We use the same uniform distribution as above, but will generate a sample r at each step from the uniform
distribution U(0, 2dj ) and the function value of X(t − Tj ) in (19) or (22) is replaced by X(t − Tj − dj + r).
(D) The time delay is a Gaussian random variable N(Tj , 2), where the variance 2 is chosen so that all the generated
samples should lie in the speciﬁc time window [Tj − dj , Tj + dj ]. In this approach, the values of the generated
time delay is focused more about Tj , the mean of the time delay.
In deterministic implementations such as (A) and (B), we choose a stepsize h in order that both Tj/h and (Tj + dj )/h
are integers. Then tn − Tj is a grid point. However, tn − Tj may be not a grid point if the time delay Tj is a sample
generated from random variables in variable implementations such as in (C) or (D). In this case we use interpolation
to approximate function values at tn − Tj . Suppose r is a generated time delay and satisﬁes tk < tn − r < tk+1, then the
function value y(tn − r) is approximated by
y(tn − r) ≈ y(tk) + y(tk+1) − y(tk)
tk+1 − tk (tn − r − tk).
Note that since ourmethods are loworder and the trajectories are noisy there is no need to use higher order interpolational
schemes.
Next, we consider numerical methods for solving d-dimensional SDDEs with multiple time delays in the form
dX = g0(t, X(t), X(t − T1), . . . , X(t − Tm)) dt
+
d∑
j=1
gj (t, X(t), X(t − T1), . . . , X(t − Tm)) dWj(t), (23)
where the Wj(t) are the Wiener process. We choose stepsize h in order that the nk = Tk/h (k = 1, . . . , m) are
integers—note this puts a restriction on the nature of the Tk . Let
N0 = max
1km
{ni}
and consider the equidistant time discretization
th = {tn : n = −N0,−N0 + 1, . . . , 0, 1, . . . , N}.
The class of Euler methods for solving (23) is given by
Xn+1 = Xn + 	g0(tn+1, Xn+1, Xn+1−n1 , . . . , Xn+1−nm)h + (1 − 	)g0(tn, Xn,Xn−n1 , . . . , Xn−nm)h
+
d∑
j=1
gj (tn,Xn,Xn−n1 , . . . , Xn−nm)Wnj . (24)
This class contains the explicit Euler method if 	=1 [1,6] and the semi-implicit method if 	=0 [14]. The convergence
order of this class of methods is of strong order 0.5 [1,6,14] and this class can be applied to solve non-stiff SDDEs or
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SDDEs with a stiff drift term. However, it is difﬁcult to design and/or to implement high-order methods or fully implicit
methods. For example, we must calculate multiple stochastic Itô integrals when using the explicit method with strong
order 1.0, even for solving SDDEs with a one-dimensional Wiener process [14]. Thus, in the next section the explicit
Euler method is used for solving SDDEs arising from GRNs. Based on a quick preliminary simulation of the stiffness
of our problems, we use a stepsize h = 0.01 or 0.005 in order to ensure good accuracy and stability properties.
5. Simulation results
This section presents numerical simulations of the SDDE models for two GRNs. The ﬁrst model describes the
dynamics of the transcriptional factor TF-A in mammalian cells [18]. A DDE model was developed for the time delay
due to the protein transport from the cytosol to nucleus, given by
dx(t)
dt
= g(x(t − T )) − kdx(t) + Rbas, (25)
with
g(x) = kf x
2
x2 + Kd ,
where x is the concentration of the transcriptional factor, kd = 0.1/min is the degradation rate, Rbas = 0.01M/min
is the basal transcriptional rate, Kd = 10 M2, and a delay T = 120min is the averaged time for the transport of the
transcriptional factor. Unlike the bistable systems generated from double-negative feedbacks [21], this is a bistable
system generated by a positive feedback. A small synthesis rate kf = 0.1M/min is used when t ∈ [0, 200] and this
system only has basal activities. After t = 200, this synthesis rate is increased to kf = 20 M/min and the system
jumps to the other steady state but exhibits a “staircase” transition between the two steady states due to the time delay.
Similar to the discussion in [11], we use the factors=10, 50, 100 and 500 for transferring concentration to molecular
numbers. Then the reaction rates are Rbas = 0.01molecule/min, kf = 0.1 (20)molecule/min and Kd = 102.
The initial condition is x(t) = 0 (t ∈ [−120, 0]). Fig. 1 gives four simulations of the deterministic model based on
different values of .
In order to realize the functions of noise in the system behaviours, we use the framework (19) from Section 3 that
gives rise to the following SDDE:
dx = (g(x(t − )) − kdx + Rbas) dt +
√
g(x(t − )) dW1(t) −
√|kdx| dW2(t). (26)
We note that for this system with one single equation, the SDDE based on the approach (22) is given by
dx = (g(x(t − )) − kdx + Rbas) dt +
√
g(x(t − )) + kdx dW(t). (27)
Fig. 1 also gives stochastic simulations with different values of based on the SDDE (26). These stochastic simulations
are based on the sameWiener path in each case.This stochastic system is stabilized at the two steady stateswith relatively
smaller ﬂuctuations than those at the intermediate states where the system is unstable.As with the stochastic simulations
in [11], noise has larger impact on the system dynamics if the molecular numbers in the system are smaller. When
= 10, ﬂuctuations are large even when the system is in the steady state with high gene expression levels.
We also simulated the two stochastic models (26) and (27) and calculated the mean and variance of the simulations
at t = 600 where the system is in an unstable intermediate state and at t = 1000 where the system is in a steady state
based on 10 000 simulations. We found a little difference between the means and variances from these two stochastic
models. Hereafter we just use the Langevin approach (19) for testing different implementations of time delays and for
simulating the second GRN.
Fig. 2 gives simulations of the stochastic model (26) with different implementations of variable time delays. These
simulations are obtained from the sameWiener path and=50. Fig. 2A gives a stochastic simulation based on the ﬁxed
time delay, which is similar to that in Fig. 2B where the time delay at each step is a sample from the Gaussian random
variable N(120, (10/6)2). Based on the uniform distribution, Fig. 2C gives a simulation in which the function value
g(t − 120) was replaced by the average of the function values in the time interval [t − 130, t − 110]. This simulation
is slightly different from that in Fig. 2D in which the time delay at each step is a sample from the uniformly distributed
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Fig. 1. Simulation of (25) and (26) with time delay based on different values of  (solid line: deterministic simulations; dash-line: stochastic
simulations based on SDDE (26)).
random variable [110, 130]. Fluctuations in simulations based on the uniformly distributed random variable (Figs. 2C
and D) are smaller than those obtained by using either the ﬁxed time delay or the Gaussian random variable time delay
(Figs. 2A and B).
The second system that we will consider here describes the oscillation in gene expression and translation. Biological
experiments have reported the time delays in the transcription and translation in the Hes1 and Her1 genes in mouse
and zebraﬁsh, respectively, and these delays have been used in deterministic models to realize oscillations in gene
expression levels [4,13,15,17]. Here we will consider the deterministic model for the gene her1 in zebraﬁsh [15],
given by
dp(t)
dt
= am(t − Tp) − bp(t), (28)
dm(t)
dt
= g(p(t − Tm)) − cm(t), (29)
with
g(p) = k
1 + p2/p20
,
where p(t) and m(t) are the protein number and mRNA molecule number, respectively, Tm = 12 and Tp = 2.8 are
the time delays for transcription and translation, respectively, a = 4.5 and k = 33 are the maximal synthesis rates,
b=0.23 and c=0.23 are degradation rates, and p0 =10. The autorepression of the gene product to the gene expression
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Fig. 2. Simulation of the ﬁrst stochastic model: (A) ﬁxed time delay with T = 120; (B) uniformly distributed time delay that is averaged over a
window t ∈ [110, 130]; (C) variable time delay generated by a uniformly distributed random variableU(110, 130); (D) variable time delay generated
by the Gaussian random variable N(120, (10/6)2). Here x(t) = 0 (t ∈ [−120, 0]).
together with the time delays will generate oscillations in the numbers of proteins and mRNA molecules. Monk [17]
and Bernard et al. [4] showed that sustainable oscillations need the Hill factor to be greater than 4.1
Based on the Langevin approach (19), we can construct the SDDE for the second system, given by
dp(t) = [am(t − Tp) − bp(t)] dt +
√|am(t − Tp)| dW1(t) −√|bp(t)| dW2(t),
dm(t) = [g(p(t − Tm)) − cm(t)] dt +
√
g(p(t − Tm)) dW3(t) −
√|cm(t)| dW4(t). (30)
Both the deterministic and stochastic simulations (with ﬁxed time delay) are presented in Fig. 3 with different synthesis
rate a but with all other parameters the same. Deterministic simulations indicate that the oscillations generated from
both time delay and autorepression are robust to the variation of the synthesis rate a. The system can still exhibit
oscillatory behaviour even when the value of a decreases by 10-fold. However, a 20-fold decrease in this synthesis rate
will generate a damped oscillation.
When the stochastic nature in gene expression is taken into account, oscillation still can be observed in the dynamics
but with variable amplitudes and periods. Fluctuations will be relatively larger when the value of the synthesis rate
a is smaller. Thus, intrinsic noise will have signiﬁcant impact on the system dynamics when protein numbers in the
system are low.A very interesting observation is that the stochastic system can still maintain oscillatory behaviour with
a 20-fold decrease in the synthesis rate a, although the deterministic model can only generate a damped oscillation
with this very small synthesis rate.
Finally, we note that the simulations are quite quick. One simulation for models 1 and 2 takes t1 =6.9 and t2 =20.7 s,
respectively, on a Sun workstation with a 500MHz CPU. Programs are written in MATLAB.
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Fig. 3. Simulation of the second system with time delay (solid line:p(t); dash-line:m(t)). Herep(t)=10 (t ∈ [−2.8, 0]) andm(t)=1 (t ∈ [−12, 0]).
6. Conclusion
In this paper we have studied SDDEs for describing the dynamics of GRNs with time delay. Based on the recent
progress in the DSSA, we have developed the delay chemical master equation for describing biological reactions. The
delay reaction rate equation has been derived based on the assumption of the independence of system states. SDDEs
have been introduced from the delay reaction rate equation based on two types of the Langevin approach. In addition,
different types of variable time delays have been simulated. Using two GRNs, we have studied the impact of intrinsic
noise on the system dynamics. For a bistable network maintained by positive feedback, noise has signiﬁcant impact on
the unstable intermediate state. For an oscillating system generated by time delays, noise can increase the robustness
properties of the system to maintain the oscillating expression pattern.
As both fast reactions and slow reactions coexist in biological systemswith time delays, fully implicit methods should
be developed in order to address the stiffness of such stochastic systems. In addition, the model systems discussed in
this paper are very simple and the simulation outputs from two different Langevin approaches are similar. More work
is needed to compare the difference between the two types of the Langevin approach. Finally, it would be important
to develop stochastic models for GRNs by using SDDEs and to emphasis the importance of time delay in the system
evolution. All of these are the topics for future work.
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