We prove the existence of a smooth curve of periodic traveling wave solutions for the Zakharov system. We also show that this type of solutions are nonlinear stable by the periodic flow generated for the system mentioned before. An improvement of the work of Ya Ping [37] is made, we prove the stability of the solitary wave solutions associated to the Zakharov system.
Introduction
In this essay we study the periodic Zakharov system
where u = u(x, t) ∈ C, v = v(x, t) ∈ R and x, t ∈ R. This system was introduced by Zakharov in [38] to describe the long wave Langmuir turbulence in a plasma. The function u = u(x, t) represents the slowly varying envelope of the highly oscillatory electric field and v denotes the deviation of the ion density from the equilibrium.
The goal of this paper is to establish the existence and nonlinear stability of periodic traveling wave solutions for the Zakharov system. More precisely, we are interested in solutions for (1.1) of the form u(x, t) = e −iωt e i c 2 (x−ct) φ ω,c (x − ct) and v(x, t) = ψ ω,c (x − ct), (1.2) where ω, c ∈ R and φ ω,c , ψ ω,c : R → R are periodic smooth functions with the same fundamental period L > 0. As far as we know any result of stability for this type of waves has been established before. The first work about existence and nonlinear stability of periodic waves was made by Benjamin in [9] , where he studied periodic waves of cnoidal type for the Korteweg-de Vries equation. This work had some gaps on central parts of the stability theory that was revised and complemented by Angulo, Bona and Scialom in [5] . In the last few years some papers about the nonlinear stability on the periodic case have appeared in the literature, see for instance [2, 3, 4, 6, 7, 18, 19, 22, 27, 28] .
Substituting the type of solutions given in (1.2) in the system (1.1), we get that φ = φ ω,c and ψ = ψ ω,c have to satisfy the next system of ordinary differential equations,
Integrating the first equation of the system (1.3) and substituting on the second one, we obtain after some algebra that the solution φ has to satisfy
where F is the polynomial given by ; k and ψ ν (ξ) = − η ; k .
Here, k 2 = and dn denotes the Jacobi elliptic function of dnoidal type. This solutions are constructed with the same fixed minimal period L > 0, not necessarily large.
With respect to the well-posedness problem for the Zakharov system, on the periodic case, this was studied by Bourgain in [12] , where a global well-posedness result was obtained for initial data (u(0), v(0), v t (0)) ∈ H per . It is worth to note that in the periodic case there exists another more general result about well-posedness for the Zakharov system obtained by Takaoka in [34] , but for our purpose the result established by Bourgain is good enough. See also Guo and Shen [21] , where the existence of classical periodic solutions for the system (1.1) is proved. On the continuous case the Cauchy problem associated to the Zakharov system in one and several dimensions have been studied extensively, see for instance [1, 8, 13, 15, 20, 25, 29, 30, 32, 33] .
In order to establish the spectral properties of some linear operators which appear in the proof of the stability, we use the Floquet theory, more precisely we use the Oscillation Theorem (see Magnus and Winkler [26] ). Our spectral analysis depends basically of the next periodic and semi-periodic eigenvalue problems associated to the Lamé equation, given respectively by
and
where λ ∈ R, m ∈ N, sn denotes the Jacobi elliptic function of snoidal type and K is the complete elliptic integral of the first type (see Byrd and Friedman [14] ). Recently, Neves in [28] proved that is possible to characterize the eigenvalues of the Hill operator
we know explicitly one of the eigenfunctions associated to this eigenvalue (in this case, Q is a C 2 periodic function with period π). Unfortunately, we only had access to this work when we already had concluded our spectral results using the associated Lamé equation. We are completely sure that this new theory can be use to obtain the spectral properties of the operator studied in this paper.
To obtain our result of stability for the dnoidal wave solutions, we rewrite the Zakharov system as
and we adapt to the periodic case the ideas established by Benjamin [10] , Bona [11] and Weinstein [36] , then we impose the restriction
where v(x, 0) = v 0 (x), to obtain that the dnoidal waves with c ∈ (−1, 1) fixed and ν >
by the periodic flow of the system (1.4). Here, L 2 per is given by
With regard to the existence and stability of solitary wave solutions for the Zakharov system, there exists a result obtained by Ya Ping in [37] , this work is not completely right. In [37] the author considered the equivalent system
Therefore, the solitary wave solution V (x, t) = ϕ ω,c (x − ct) is given by
per denote the collection of all functions f : R → C which are C ∞ and periodic with period 2L > 0. The collection P ′ of all continuous linear functionals from P into C is the set of periodic distributions. If Ψ ∈ P ′ then we denote the value of Ψ at ϕ by Ψ(ϕ) = Ψ, ϕ . Define the functions Θ k (x) = exp(πikx/L), k ∈ Z, x ∈ R. The Fourier transform of Ψ is the function Ψ : Z → C defined by the formula Ψ(k) = 1 2L Ψ, ϕ , k ∈ Z. So, if Ψ is a periodic function with period 2L, we have
For s ∈ R, the Sobolev space of order s, denoted by
is the set of all f ∈ P ′ such that
We also note that H s per is a Hilbert space with respect to the inner product
In the case
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per and g ∈ H s per , with s ≥ 0, it follows that f, g s = (f, g). Additionally, in the particular case s = 1 2 we will denote the pairing f, g s simply by f, g . One of Sobolev's Lemmas in this context states that if s > 
, that is, f is a measurable function and
For more details see Iorio and Iorio [24] . Finally, we say that
Existence of dnoidal wave solutions
In this section we show the existence of a smooth curve of dnoidal wave solutions, with the same fundamental period, for the Zakharov system. In this case, we are interested in solutions for the system (1.1) in the form given in (1.2). Since u is a periodic function (with period L), for c = 0 we suppose that there exists m ∈ N such that L = 4πm c . Note that for c = 0 we obtain immediately that u is a L-periodic function. Substituting (1.2) in (1.1), we have that φ = φ ω,c and ψ = ψ ω,c have to satisfy (1.3) . Integrating the first equation in (1.3) we obtain
Using the fact that φ 2 and ψ are periodic we get that a 0 = 0. Therefore
Integrating (3.2), we have that for all c = 1
We assume in our theory that the constant of integration a 1 is zero. Thus, substituting (3.3) in the second equation of (1.3) we have that
Now, multiplying (3.4) by φ ′ and integrating once, we arrived at
where A φ is a constant of integration. Then,
where F is a polynomial given by
Suppose that F has roots ±η 1 and ±η 2 (note that F is even) and without loss of generality that 0 < η 2 < η 1 . Thus, we can write
Assume also that 1 − c 2 > 0, then the left side of (3.5) is not negative, therefore we have that
Since we are interested in positive solutions, from the last inequality we obtain η 2 ≤ φ ≤ η 1 . Using (3.5) we get that the η j 's satisfy
From the last system, we get the restriction 4ω + c 2 < 0.
and assume that ̺(0) = 1. Thus, we can rewrite the equation (3.5) as
Finally, define χ through the relation ̺ 2 = 1 − k 2 sin 2 χ, with χ(0) = 0, then (3.6) can be reduce to
From (3.7) we obtain after some algebra that,
Using the identity (3.8), we obtain from the definition of the Jacobi elliptic functions (see Byrd and Friedman [14] ) that
; k , where we use the fact that k 2 sn 2 + dn 2 = 1. Coming back to the variable φ we obtain that
and using (3.3) we arrive at
Now, since dn has fundamental period 2K, where K = K(k) is the complete elliptic integral of the first type (see Byrd and Friedman [14] ), we obtain that φ e ψ have fundamental period given by
Fix ω and c such that 1 − c 2 > 0 and 4ω + c 2 < 0. Additionally, define
Then η
We express T ψ and T φ as functions of the parameter η 2 ,
is strictly decreasing (we prove this fact later) we obtain
L . Then, it follows from the analysis given above that there exists a unique
Remark 3.1 The formula (3.9) and (3.10) contains, at least formally, the solitary wave solutions for the system (1.1) found by Ya Ping in [37] . In fact, if
Then, (i) there exist intervals I(ν 0 ) and B(η 2,0 ) around ν 0 and η 2,0 respectively, and a unique smooth function Λ :
for all ν ∈ I(ν 0 ), η 2 = Λ(ν) and
Furthermore, we can chose
The dnoidal waves ψ(·; η 1 , η 2 ) and φ(·; η 1 , η 2 ) given by (3.9) and (3.10), and determined by
, have fundamental period L and satisfy (3.3) and (3.4). Furthermore, the map
is smooth for all integer n ≥ 1.
(iii) The map Λ : I(ν 0 ) → B(η 2,0 ) is strictly decreasing. Therefore, from (3.11), ν → k(ν) is a strictly increasing function.
Proof: The proof of this theorem follows the same ideas of the Theorem 2.1 in Angulo [4] , we will use the Implicit Function Theorem. For this, consider the open set
and Γ : Ω −→ R defined as
where
From the hypothesis, we have that Γ(η 2,0 , ν 0 ) = 0. We proof that dΓ dη < 0 in Ω. In fact, we use the next relation
where E = E(k) is the complete elliptic integral of the second type and k ′2 = 1 − k 2 is the complementary modulus. Deriving (3.12) with respect to η, we obtain that
(3.14)
Then from (3.13) and (3.14) we obtain
Thus,
Since the last inequality always holds, we obtain that Additionally, since ν 0 was chosen arbitrarily in I = 2π 2 L 2 , +∞ and from the uniqueness of Λ, we extend Λ to I. The part (ii) is immediate, using the smoothness of the function involved. Now, we prove that Λ is an strictly decreasing function. For this note that Γ(Λ(ν), ν) = L for all ν ∈ I(ν 0 ) then, using again the Implicit Function Theorem we get that
Since ∂Γ ∂η < 0, we just have to prove that ∂Γ ∂ν < 0 in I(ν 0 ). In fact, since
From (3.13), we arrived at
Since the last inequality always holds for any k ∈ (0, 1) (see Byrd and Friedman [14] ), we obtain the desired result.
Finally, deriving k with respect to ν, we obtain
which proves that ν → k(ν) is strictly increasing function, this finishes the proof of the theorem.
The next result will be used in the prove of the stability of the dnoidal waves solutions. 
Proof: Using the facts that
Since k → K(k)E(k) and ν → k(ν) are strictly increasing functions we obtain
This finishes the proof of the corollary.
Spectral Analysis
In this part of the paper, we study some spectral properties of various operators which will be necessary to obtain our result of stability. First, note that the system (1.1) can be rewritten as
Therefore, we have the Hamiltonian structure ∂U ∂t = JE ′ (U ) where U = (v, V, u) t , J is the linear skew-symmetric operator given by
and E is the energy functional define as
We also use the functionals Q 1 and Q 2 defined as
A standard analysis proves that E, Q 1 and Q 2 are conserved quantities of the system (4.1), i.e., 
It is worth to note that if η 2 → 0 + , then η 1 → √ 2αν and therefore k → 1 − . Since dn(u, 1 − ) = sech(u), E(1) = π 2 and K(1) = +∞ we arrive at
which is the solitary wave solution for (4.4). Now, using the Theorem 3.2 we have that there exist periodic traveling waves for (4.1) given by
and ϕ ω,c (ξ) = − cη
The next operators will be useful in the proof of the stability of the dnoidal wave solutions:
We will study the spectral properties of the operators
where σ ess (L i ) and σ disc (L i ) denote, respectively, the essential spectrum and the point spectrum of L i (see Reed and Simon [31] ). Write
where L = − 
The problem (4.9) determines that the spectrum of L i is a countable set of eigenvalues {λ n : n = 0, 1, 2, 3, ...} with
where the double eigenvalues are counted twice and λ → +∞ when n → ∞. We denote by χ n the eigenfunctions associated to the eigenvalue λ n . It is clear from the conditions
be extended to all (−∞, +∞) as a continuous differentiable function with period L.
We know from the Floquet theory that the periodic eigenvalue problem (4.9) is related to the study of the next semi-periodic eigenvalue problem consider in [0, L]
which also is a self-adjoint problem and therefore determines a sequence of eigenvalues {µ n : n = 0, 1, 2, 3...} with
where the double eigenvalues are counted twice and µ n → +∞ when n → ∞. We denote by η n the eigenfunction associated to the eigenvalue µ n .
Theorem 4.1 Let φ ν = φ and ψ ν = ψ the dnoidal waves given by Theorem 3.2. Then,
has its fist three eigenvalues simple, where zero is the second one with associated eigenfunction φ ′ . Furthermore, the rest of the spectrum is constitute by a discrete set of eigenvalues which are double.
(ii) The operator
has zero as its first eigenvalue which is simple with associated eigenfunction φ. Furthermore, the rest of the spectrum is constitute by a discrete set of eigenvalues.
Proof: (i) The proof is based on the Floquet Theory (see Eastham [17] , Mangnus and Winkler [26] ). Deriving (3.4) and using (3.3) we have that L 3 φ ′ = 0. Then zero is an eigenvalue of L 3 with associated eigenfunction φ ′ . Since φ ′ has exactly two zeros on [0, L), we get that zero is either the second or the third eigenvalue of L 3 . We will prove that zero is in fact the second one. For this we have to study the periodic problem
η1 . Then, from the explicit form of ψ and the relation k 2 sn 2 +dn 2 = 1,we have that the problem (4.10) is equivalent to [26] ). We will show that this intervals are the first three. First, observe that ρ 1 = 4 + k 2 and Λ 1 (x) = cn(x; k)sn(x; k) satisfy the problem (4.11). Furthermore, following Ince [23] we have that the functions
which have period 2K, are the eigenfunctions of (4.11) with eigenvalues given by
Since Λ 0 does not have zeros in [0, 2K], it follows that ρ 0 is the first eigenvalue of (4.11). Furthermore, since Λ 2 has two zeros in [0, 2K) and ρ 1 < ρ 2 , we have that ρ 1 is the second eigenvalue of (4.11) and ρ 2 is the third. We also have that ρ 0 , ρ 1 and ρ 2 are simple. Now, since the eigenvalues of (4.10) and (4.11) are related as
we can see λ as a function of ρ, which is increasing. Since
, we have that λ(ρ 1 ) = 0 = λ 1 and since λ 0 < λ 1 < λ 2 , we obtain that
This finishes the proof of the part (i).
(ii) Using (3.4) and (3.3) we have that L 4 φ = 0. Thus, zero is an eigenvalue of L 4 with associated eigenfunction φ. Since φ does not have zeros in [0, L] we obtain that zero is the first eigenvalue of L 4 and it is simple.
Nonlinear Stability for the Dnoidal Wave Solutions
In this section we study the nonlinear stability properties of the periodic traveling wave solution Φ(ξ) = (ψ(ξ), ϕ(ξ), φ(ξ)) where ψ, ϕ and φ are given by (4.6), (4.7), φ(ξ) = e i c 2 ξ φ(ξ) and 1 − c 2 > 0. First, we define the type of stability in which we are interested:
Initially, observe that the system (4.1) has two basic symmetries: translations and rotations. This means that if (v(x, t), V (x, t), u(x, t)) is a solution of (4.1), then the pair of functions
and (v(x, t), V (x, t), e −is u(x, t))
are also solutions, for any real constants y and s. So, our notion of stability will be modulus these symmetries. More precisely, Definition 5.1 We say that the orbit generated by Φ(ξ), namely
is stable in X by the flow generated by the system (4.1), if for all ǫ > 0, there exists δ > 0 such that for any
we have that the solution (v, V, u) of the system (4.1) with (v(0),
and inf
Otherwise, we say that Φ X-unstable.
Next, we present our result of stability for the dnoidal waves.
Theorem 5.2 Let L > 0 and 1 − c 2 > 0 be fixed numbers. Consider the smooth curve of periodic traveling wave solutions for the system (4.1), ν → (ψ ν , ϕ ν , φ ν ), determined by the Theorem 3.2 and
is stable in X by the periodic flow generated by the system (4.1), if the initial datum
Proof: Consider (ψ ν , ϕ ν , φ ν ) the solution of (4.1) given by Theorem 3.2.
and (v, V, u) the global solution for (4.1) corresponding to this initial data, we define for t ≥ 0 and ν > 
where we denote by T c the bounded linear operator define as
Then, the deviation of the solution u(t) from the orbit generated by Φ is measure by
Therefore, from (5.3) we have that for each t the inf Ω t (y, θ) is attained in (θ, y) = (θ(t), y(t)). Consider the perturbation of the periodic wave (ψ, ϕ, φ)
By the property of minimum of (θ, y) = (θ(t), y(t)), we obtain from (5.4) that p(x, t) = Re(ξ(x, t)) and q(x, t) = Im(ξ(x, t)) satisfy the compatibility relations
Now, consider the continuous functional B defined in X as
where E, Q 1 and Q 2 were defined in (4.2) and (4.3). Then, from (5.4) and (5.5), we get
Using the facts that cψ − ϕ = d 0 and 6) with
The estimates for (L 3 p, p) and (L 4 q, q) will be obtain from the next theorems. 
We prove that α 0 ≥ 0 using Lemma E.1 in Weinstein [35] (which works on the periodic case). We first show that the infimum is attained. In fact, since φ ν is bounded we have that α is finite, thus there exists
Therefore the infimum is attained. We show now that α 0 ≥ 0. In fact, L 3 has the spectral properties required to use Lemma E.1, we need to find χ such that L 3 χ = φ ν and (χ,
Using the Corollary 3.3 we obtain that
Therefore (χ, φ ν ) < 0, which proves that α 0 ≥ 0. This finishes the proof of part (a).
(b) Using the part (a), we have that α ≥ 0. Suppose that α = 0. Using a similar argument as in part (a) we obtain that there exists
′ ) = 0. Then, from the theory of Lagrange Multipliers, there exists λ, θ and δ such that
Since (L 3 f, f ) = 0, we obtain that λ = 0. From the fact that
The last inequality implies δ = 0, thus
Therefore θ = 0 and consequently there exists s ∈ R \ {0} such that f = sφ ′ ν , which is absurd. Therefore α > 0, which finishes the proof of the theorem. 
which implies θ = 0. Since zero is a simple eigenvalue of L 4 , there exists s ∈ R \ {0} such that g = sφ, which is absurd. This finishes the proof of the theorem.
Our goal is to estimate the terms (L 3 p, p) and (L 4 q, q), where p and q satisfy (5.5). Using Theorem 5.4 and definition of L 4 , we have that there exists C 0 > 0 such that
Now, we estimate (L 3 p, p). Suppose with out loos of generality that φ ν L 2 per = 1. Denote p ⊥ = p− p , where p = (p, φ ν )φ ν , then from (5.5) we obtain that (p ⊥ , φ ν ) = 0 and (
Since (L 3 φ ν , φ ν ) < 0, it follows that L 3 p , p ≥ − C 2 ξ for all t ≥ 0. Therefore we obtain the inequality (5.2).
Finally, using (5.6) and the analysis made above for ξ we obtain that
dx ≤ ǫ and
Using the two last inequalities, the Cauchy-Schwarz inequality and (5.9) we arrive at (5.1), which proves that (ψ, ϕ, φ) is stable with respect to small perturbations that preserves the L This finishes the proof of the theorem.
Stability for the Solitary Wave Solutions
In this section we improve the result established by Ya Ping in [37] , to obtain a correct stability result for the solitary wave solutions associated to the Zakharov system. With regard to the Cauchy problem associate to the system (1.1) we address the reader to the work of Colliander in [16] , where is obtained a result of global well-posedness for initial data (u, v, v t )(0) ∈ H 1 (R) × L 2 (R) × H −1 (R). Proof: The proof follows the same ideas of Theorem 5.4. We only observe that in this case ∆B(t) = (L 3 p, p) + (L 4 q, q) + 1 2 R 1 − c 2 γ + 2φp
Note that the constant d 0 does not appear because the decaying properties of the solitary wave solutions imply that d 0 = 0. The rest of the proof follows similarly as the result obtained on the periodic case.
