Introduction
One of the major difficulties in automatic speech recognition (ASR) is the extreme variability of the speech signal at acoustic-phonetic level and across-speakers. Pattern recognition approaches try to handle this variability by being data driven, but generally ignore acoustic-phonetic features. Several researchers have proposed the use of a knowledge/rule based approach to continuous speech recognition (De Mori & Lam, 1986; Aikawa, 1986; Bulot & Nocera, 1989) , spectrogram reading (Fohr, Carbonell & Haton, 1989; Zue & Lamel, 1986; Komori, Hatazaki, Tanaka, Kawabata & Shikano, 1989) , speech understanding systems (De Mori & Kuhn, 1992) , and speech verification (Diest, Compernolle & Oosterlinck, 1989) .
In its purest form, a knowledge based system involves the direct and explicit incorporation of expert's speech knowledge into the classification process. The expert is the linguist/phonetician who attempts to describe and quantify the acoustic events, in the form of production rules into phonetic description. This knowledge is usually derived from careful examination and study of speech spectrograms to identify a set of acoustic features that capture the phonetically relevant information in the speech signal. With this knowledge, computer scientists/engineers develop algorithms to extract these features. To combine these features and develop a classifier, a set of rules (heuristic) are developed that articulate the correspondence between the features and the sound.
The aim in knowledge based approach to ASR is to separate the knowledge used in the reasoning process, from the strategy, or reasoning mechanism on that knowledge, using an inference engine to fire the rules (Mariani, 1989) . This knowledge may be represented as production rules in the form of IF condition THEN action. This can be associated by a weight representing, as a heuristic, the confidence measure that can be associated with the conclusion of a given rule. The main problem is in the acquisition and classification of the knowledge from the expert to formulate the appropriate production rules. A further difficulty is in putting this knowledge into a framework which can maintain trainability and optimality. Knowledge based systems have already been applied successfully in the medical field (Buchanan & Shortliffe, 1985; Horn, Compton, Lazarus & Quinlan, 1985) , since the rules are generally, completely correct. Unfortunately in speech recognition, the rules are never completely correct due to the variability of the speech signal and thus the need to develop additional rules to handle the exceptions.
Despite these difficulties, the main catalyst for pursuing knowledge based ASR systems has been the considerable number of acoustic-phonetic studies of speech. The spectrogram reading experiments Cole, Rudnicky, Zue & Reddy, 1980) indicate that a spectrogram does indeed contain information needed for speech recognition and if the ability of trained phonetician to identify sounds or phonemes directly from spectrograms is suitably coded, then a good high-performance phonetic recognition system can be developed (Zue, 1985) . In addition, from the study of time domain speech signals and the generation of various derivatives of the primary signal, it has been shown that features also exist in the time domain that can identify phonemes (O'Kane, Gillis, Rose& Wagner, 1986; ).
Artificial intelligence is generally based on developing a model that incorporates the knowledge used by the human expert. This paper proposes to bypass the expert and instead generate classification models inductively by the use of C4.5 induction system to capture the structure and characteristics of the speech signal explicitly from the database. The expert only needs to provide the basic structure of the classification and the knowledge itself can then be induced from examples in the agreed structure. Thus the rules are generated via the examples rather than via the explicit articulation by the expert. From these rules and classification results, the expert can analyse the suitability of the selected feature set for the specific recognition task. The main advantage of this approach is in the provision of a framework that allows for trainability and optimality. Thus the production rules are generated from the features that provide the most information about a classification. In general, the production rules are in the form of IF condition THEN action.
The proposed classification system generates a set of production rules from examination of hand segmented and labelled speech database. To induce the knowledge all that is required is to nominate a set of features. During the training phase, the feature extraction framework (Samouelian, 1992) extracts these features from the continuous speech on a frame by frame basis, and the C4.5 induction system then generates a set of production rules from the examples in the database in the form of decision tree. The classification is performed at the frame level, using an inference engine (Horn, 1991) to execute the decision tree and classify the firing of the rules. The motivation here is to develop a flexible classification system that allows the generation of production rules from any combination of different feature sets, including traditional acoustic-phonetics, speech specific or spectrally based features or parameters. This approach also provides a simple method for analysing the many acousticphonetic theories using real speech data.
The remainder of the paper is organised as follows. Section 2 introduces the knowledge based approach to speech recognition. Section 3 discusses the advantages of inductive systems for speech recognition and describes C4.5 system, while section 4 presents the training and classification strategy. Classification results for a relatively small corpus of Australian accented English consonants (plosives, liquids and nasals), for a combination of feature sets, for speaker dependent and a single multi-speaker classification, are presented at the phonetic class and phoneme levels, in section 5. The classification results on the TIMIT database, using MFCC feature set, for speaker dependent and independent modes, are also presented in this section. Performance evaluation of the classifier using four different feature extraction modules are covered in section 6. The evaluation of the performance of the classifier compared with other published results are presented in section 7 and section 8 concludes the paper.
Knowledge Based Approaches to Speech Recognition
The two critical components of any ASR system that can claim to use knowledge are the feature extraction component and the classification component. This paper concentrates on the classification component. There are various approaches reported in the open literature that can be examined along these two components.
1) Feature extraction component.
The researchers advocating the use of knowledge in feature extraction claim that better feature extraction is necessary for speech recognition. Some mimic the ability of a trained phonetician/linguistic to successfully read spectrograms and identify acoustic 'events'. This uses knowledge in the feature extraction component of the ASR, that is it determines the features that need to be extracted and where to extracts these features from. The implication here is that the spectrogram contains all the necessary acoustic-phonetic information/cues to identify the sound elements. By examining the expert at work, the acoustic-phonetic cues identified and used by the expert, plus the decision making process are observed. The next step is the development of feature detectors that can identify and extract these cues from the speech signal. The expert's decision making process is encapsulated in a set of rules for classification. (Lamel & Zue, 1984; Zue & Lamel, 1986; De Mori & Lam, 1986; Espy-Wilson, 1986 Bulot & Nocera, 1989) . The main problem here is that spectrogram reading knowledge is tied with the ability of experts to see 'events' in the spectrogram and determine the corresponding sounds or phones.
Generally it is difficult to compute these 'events'. Cole et al (1983) developed FEATURE, which is a feature based speaker independent isolated letter recognition system. By performing spectrogram reading experiments to identify letters and digits, the knowledge about reliable features that can distinguish between confusable items were identified. Thus acoustic features that were needed to identify phonetic events were identified and automatically extracted from the speech signal (Cole, Stern & Lasry, 1986) . Furthermore, the knowledge of variability in speech was also incorporated by using estimates of the variance and covariance of feature values across letters, within speakers and across speakers.
Others (O'Kane, 1981 (O'Kane, , 1983 Demichelis, De Mori, Laface & O'Kane, 1983; Mead & O'Kane; Kenne et al., 1990) have proposed the use of speech waveform reading expertise of the trained phonetician/linguistic to provide an alternative recognition knowledge. To capture the expert's knowledge, the expert provides the rationale for the speech segmentation and labelling decisions. Related waveform analysis techniques are then developed from which feature detectors extract the appropriate features. From the primary features, secondary and higher order derivatives are extracted. These features complemented by additional features derived from the wideband speech spectrogram, are then combined into a set of rule firing activities. When the value of a derivative is above or within a specified range, the rule is said to fire.
2) Classification component
Phone recognition performance is an indicator of word recognition performance (Lamel & Gauvain, 1993) . Phone recognition system can achieve good performance through accurate classification (Robinson, Hochberg & Renals, 1994) .
Researchers advocating the use of knowledge in the classification component claim that to increase the robustness of the classifier you need to use an inference engine with a set of rules incorporating both the classification strategies and the knowledge of the expert. These have been used to label unknown speech segments. Still, the identification, development and formulation of the rules is performed manually by utilising the expert. Thus, there is a strong reliance on the ability of the expert and the rule developer to identify and extract correctly the events in the speech pattern. (Stern, Eskenazi & Memmi, 1986; Carbonell, Fohr, Haton, Lonchamp & Pierrel, 1984; Carbonell, Damestoy, Fohr, Haton & Lonchamp, 1986; De Mori & Lam, 1986; Green & Wood, 1986; Mizoguchi, Tsujino & Kakusho, 1986; Fohr et al., 1989) . The main disadvantage of this technique is that we still need to formulate hundreds of rules, which are generally interrelated and very difficult to manage. Aikawa (1986) proposed an automatic rule generation approach from the database, for consonant discrimination. This approach allows the effectiveness of the features used to be quickly evaluated by examining the rules for the actual features that are utilised. This is similar to the approach proposed in this paper.
Inductive Systems
Empirical learning systems use a set of labelled (pre-classified) examples, each described by a set of attributes and construct a mapping from the attribute values to classes (Quinlan, 1996) . The essence of induction is to use a known set of examples and match it to a theory that explains both these examples and, hopefully, other unseen examples as well (Quinlan, Compton, Horn & Lazarus, 1986) . The inductive tool used in this paper is an implementation of C4.5 (Release 5) a descendant of ID3, which in turn is based on Hunt's Concept Learning System (Hunt, martin & Stone, 1966) . Inductive learning produces decision trees that use attributes (features) that provide the most information about a classification and these are chosen as discriminating attributes. The attributes, which can be discrete or continuous, collectively provide a description space, an item being the description of a particular class (phoneme, word or language) in terms of its value for each attribute.
In addition, a small set of mutually exclusive classes is postulated. Every speech frame belongs to exactly one class. The information about the class is obtained from the hand labelled database. Quinlan et al (1986) describe the induction task as: "given a training set of items or object descriptions, each of whose class is known, find a rule that expresses an item's class in terms of its values of the attributes.". The rules should correctly classify the training and unseen data, thus the rule cannot be a simple tabulation of known items, but it must generalise from them.
The decision tree can serve two purposes. It can be used to classify a set of unlabelled attributes, and it can provide an insight into the reason for that decision or classification (Kohavi, 1996) . There are several advantages for using C4.5 for speech processing (Samouelian, 1996) . These include:
1. Examination of speech database containing many examples allows generalisations of the rules and the capturing in the rules of all the speech variability. 2. The decision tree generated by the inductive learning is more robust than a binary decision tree generated by ad-hoc methods (Breiman, Friedman, Olshen & Stone, 1984) . 3. The production rules generated from decision trees provide a productive mean of examining the significance of a nominated feature set. This has the potential of optimising the number of features that need to be extracted for the recognition application on hand. 4. A decision tree can be generated from the combination of any number of features/parameters to develop an optimum set of features, for the recognition task on hand. These feature may be derived from any number of competing signal processing techniques used in current ASR techniques.
3.1 The C4.5 Program C4.5 uses top down algorithm for inducing decision trees by following divide and conquer strategy (Quinlan, 1993) . This tree is built in a recursive manner by continuing to subdivide the data until all members of the collection of items are of the same class. For discrete value attributes, a branch corresponding to each value of the attribute is formed, whereas for continuous valued attributes, a threshold t is found, thus forming two branches. The threshold value is found so that it maximises the splitting criterion of the data. The default criterion is gain ratio, which is based on entropy (Quinlan, 1996) . The eventual outcome is a tree in which each leaf carries a class name, and each interior node specifies an attribute to be tested with a branch corresponding to each possible value of the attribute.
If the data contains noise, it may be futile to continue subdividing the data and thus a stopping criterion is used to allow for these cases. The shortcoming of using a set of attributes to describe the classification in the training set may mean that no decision tree can correctly classify all items in the training set. Instead of continuing the training until absolutely correct performance is obtained, the process is halted when no overall improvement is observed over a few iterations.
In cases when all or the majority of attributes are numeric, induction generally produces a very large and unnecessarily complex decision tree. To simplify the complex tree, after the entire tree is constructed, C4.5 uses pruning to identify a subtree that contributes little to predictive accuracy and it replaces each by a leaf (Quinlan, 1987) . The problem with this approach is that a significant branch may be pruned off specially if there are not sufficient examples in the training set. The accuracy of these trees can be greatly increased by using Ripple Down Rules (RDR) to maintain the tree after induction (Horn, 1991) . Fig. 1 shows a small section of a pruned decision tree for phoneme classification of nasals. Each leaf is shown as c(r1/r2), where:
c -the most frequent class at the leaf r1 -the number of items at the leaf r2 -misclassification at the leaf
For example, the first branch freqF1 > 1950.6 : /n/ (307.0/35.7) indicates that IF attribute F1 > 1950.6 Hz THEN the leaf is classified as phoneme /n/. Note that from a total of 307 items being classified using the training data, about 36 items are misclassified at that leaf. This indicates a classification error rate of 11.6% at that leaf.
The program C4.5rules converts the unpruned decision trees into a set of pruned production rules by forming a rule corresponding to each path from the root of the tree to each of its leaves. A default class is set to the class that is the least covered by the rules. Fig. 2 shows a selection of pruned rules generated from the unpruned decision tree shown in Fig. 1 .
(INSERT FIGURE 2 ABOUT HERE)
It should be noted that there is no one-to-one correspondence between the decision tree and the pruned rules. Each production rule consists of:
• A number.
• The threshold values of the attributes.
• The classification result.
• A confidence factor (CF). 3.2 Production Rules from Spectral Parameters Fig. 3 and Fig. 4 show examples of typical intra-class production rules for the mel frequency cepstral coefficients (MFCC) and discrete Cosine transform (DCT) modules (refer to sections 4.2.1 and 4.2.2 for details). Although these spectral parameters do not convey meaningful phonetic information, they do provide insight into the ability of C4.5 to generate production rules from these features.
(INSERT FIGURE 3 ABOUT HERE) (INSERT FIGURE 4 ABOUT HERE)
Training and Classification Strategy

Database
Two speech databases were selected for investigation. The first was an Australian English speech database consisting of 20 speakers. Each speaker read 195 sentences from prepared text, only once. The sentences were devised and collected by National Acoustic Laboratories in Sydney, Australia. The recordings were made in an anechoic quiet room, using B & K 4155 microphone placed at 23 cm away from the speaker, at 15° angle. The speech was sampled at 40 KHz, and digitised into 16-bit samples. For final analysis through the various front-end signal processing modules, the digitised signal was down sampled to 16 KHz. Speakers 1, 2 and 3 were used for the majority of the experiments, while speakers 4, 8, 9 and 15 were used for a single multi-speaker experiment giving 585 training sentences and 780 test sentences. All the speakers had a typical Australian dialect. Table I shows the classification of the speakers in the database.
(INSERT TABLE 1 ABOUT HERE)
The second database was TIMIT, which is one of the standard speech corpora used for evaluation of phone recognition systems. It is divided into 462 training and 168 test speakers. Each speaker utters two calibration sentences (sa) and eight sentences (si and sx) which are used in this evaluation, giving 3696 training sentences (71,627 tokens) and 1344 test sentences (25,949 tokens).
The task chosen was to classify a subset of 26 phones from 61 TIMIT symbols to map onto broad phonetic classification of consonants (plosives, liquids and nasals) and their corresponding 13 phones. Thus the subset TIMIT symbols were mapped onto a set of 3 symbols (P, L, N) and a set of 13 symbols (p, b, t, d, k, g, m, n, ng, r, l, y and w Note that the closure intervals of the stops were merged with the stop release bcl, b; dcl, d; gcl, g; pcl, p; tcl, t; kcl, k. Other researchers (Lee & Hon, 1988 , 1989 have chosen to set the closure intervals of stops to silence.
Front-end Signal Processing
Four different front-end signal processing modules have been used to train and test the classification system (Samouelian, 1992 (Samouelian, , 1993 (Samouelian, , 1994a (Samouelian, , 1994b Table III shows the feature set used in the various feature extraction modules. Note that the aim here was to demonstrate that C4.5 induction system has the ability to generate a set of production rules from any nominated feature set.
(INSERT TABLE 3 ABOUT HERE)
Mel Frequency Cepstral Coefficients
The MFCC is mainly used in HMM, Neural networks (NN) and dynamic time warping (DTW) recognition systems, but hardly in knowledge based ASR systems. Thus it was selected as part of the feature modules. For the Australian English database, the input speech was down sampled to 16 KHz and pre-emphasised by a first-order filter (1-0.95z -1 ) (Song & Samouelian, 1993) .
The signal was then processed by a 256 point (16 ms) Hamming window with a frame shift of 80 points (5 ms). A 256 point FFT was performed on each windowed speech portion. A set of 24 mel scaled triangular filter bank was applied to the FFT power spectrum. The logenergy of the 24 outputs was then calculated and transformed to 12 MFCC coefficients by discrete cosine transform (Davis & Mermelstein, 1980) . where S j is the output of the jth mel filter imposed on the power spectrum.
In order to increase the robustness of the acoustic features, a raised Sine function was used to weight the MFCC (Juang, Rabiner &Wilpon, 1987) .
Twelve delta MFCCs were also computed to represent the transitional information.
The value of G was chosen to make the variances of the MFCC and delta MFCC equal. Finally, an energy term was included taking the total number of coefficients per frame to 25.
For the TIMIT database, the signal was sampled at 16 KHz, and pre-emphasised by a firstorder filter (1-0.97z -1 ). The signal was then processed by a 400 point (25 ms) Hamming window with a frame shift of 160 points (10 ms). FFT was performed on each windowed speech portion and a set of 24 mel scaled triangular filter bank was applied to the FFT power spectrum. The log-energy of the 24 outputs was then calculated and transformed to 12 MFCC coefficients by discrete cosine transform. 12 delta MFCC and an energy term were appended making the total number of coefficients per frame to 25.
Discrete Cosine Transform
Auditory models have the potential to provide more robust front-end signal processing under noisy environment. Since MFCC performs well for HMM systems, it was decided to use an auditory front end (Samouelian, 1990) and modify it such that the synchrony output is transformed by discrete cosine transformation to produce a set of coefficients similar to MFCC. The speech was sampled at 16 kHz, normalised across the whole utterance and then fed to a 32 auditory filterbank (channels). The output of the filterbank was then processed by the non-linearities and synchrony stage of the auditory model. The synchrony output was blocked into 256 sample frames and shifted by 80 samples. All of the values in each of the 32 channels were squared and added. The log of the 32 outputs was then calculated and transformed to 12 coefficients (DCT) by discrete cosine transform. 12 delta DCTs were computed to represent the transitional information and an energy term was included taking the total number of coefficients per frame to 25.
Feature
As indicated earlier (section 2), traditional knowledge based systems use features extracted from the time and frequency domains. The FEATURE module consisted of 10 time domain features that were extracted directly from the speech waveform. Each frame was 256 samples long and was shifted forward by 128 samples. The samples were normalised and then pre-emphasised using a first-order filter:
The samples were then multiplied by a Hamming window, defined as:
where N is the number of samples per frame. The following 10 features were then calculated:
i) RMS (rms) ii) Voicing (voicing). If the rms value exceeded 100, the frame was labelled as voiced. iii) Energy per frame (energy) iv) Max Amplitude (max_amp). This the maximum amplitude per frame. v) AC peak to peak (ac_pp). this is the difference between the maximum and minimum peak amplitudes per frame. vi) Envelope (envelope) vii) Auto_peak (auto_peak). This is the maximum auto-correlation coefficient value. viii) Zero Crossing Rate (zcr) ix) Local_diff_p (local_diff_p). The difference in amplitude between the maximum peak and the previous minimum peak per frame (refer to Fig. 5 ). x) Local_diff_n (local_diff_n). The difference in amplitude between the maximum peak and the following minimum peak per frame (refer to Fig. 5 ).
Note that the Local_diff_p and Local_diff_n.are derived features based on the maximum amplitude.
(INSERT FIGURE 5 ABOUT HERE)
Note that no attempt was made to optimise these features, and some features were similar, eg. rms, energy and voicing.
Traj
This module was developed to obtain features typically used in spectrogram reading experiments. The TRAJ module is an auditory based formant tracking technique that extracts formant and formant transition information from the output of the auditory model (Samouelian, 1990) . It extracts straight line segments from the cochleogram (synchrony output of the auditory model) and sketches out the formant trajectories as a two dimensional representation without explicitly labelling the formants as F1, F2, F3 or F4. The formant frequencies are estimated by examining each track of the cochleogram for a local maxima. The corresponding auditory channel is then transformed to a formant frequency based on the look up table shown in Table IV . The direction of the formant trajectories are determined over several tracks and labelled as rising (R), level (L), falling (F) and none (N). (INSERT TABLE 4 ABOUT HERE) Figure 6 shows the cochleogram, along with the computed formant frequencies, using TRAJ and ESPS formant tracker, for the utterance "He found a group who were vulnerable to the disease", spoken by an adult female, Australian speaker.
(INSERT FIGURE 6 ABOUT HERE)
A good formant tracker is always difficult to produce. The simplified formant tracking technique was prone to errors due to two main reasons. The first was that the formant tracks could be discontinuous since the technique did not include a smoothing algorithm to join these tracks together. For example, the formant tracker consistently failed for the occlusion part of the plosives and there were also some discontinuity in the formant tracks at the frame level for the remaining consonants. These frames were removed from the training and test data to minimise the contradictory set of rules that may be generated from these frames. The second reason was the use of arbitrary (although informed) definition of the expected frequency range for each formant (the range was derived from vowel formant frequency information). Thus if F2 was lower than expected, then it might be labelled as F1, or if it was higher, then it might be labelled as F3. However, if these formant values were consistent in the training and test data, the classification performance of the consonants would not deteriorate significantly. Still, it would have been better to label appropriate energy peaks within the cochleogram as the absolute values of formant frequencies instead of using the quantised values based on the auditory channel number.
Feature Extraction Framework
The feature extraction framework allows the collection of attributes or feature set nominated to describe the particular phoneme or phonetic class. These attributes were either a value form a small discrete set (e.g. F1, F2) or were real numbers. During the training phase, the data file generated from the feature extraction framework was used to train the system, while during the classification phase, the test file was classified by the decision tree.
Training
A block schematic of the training and classification strategy is shown in Figure 7 .
(INSERT FIGURE 7 ABOUT HERE)
During the training phase, the feature extraction framework extracted the nominated set of features from the continuous speech on a frame by frame basis. The time aligned phonetically labelled files were then used to associate each frame with its corresponding label and generate a training data file. This data file contained labelled examples in the form (X,a), where X was a feature vector and a was the corresponding class. This file was then used by the C4.5 program to generate a decision tree.
Frame Based Classification Results
In ASR experiments generally many speakers are used to train and test. In these experiments, due to the small number of speakers in the Australian database, speakers 1, 2 and 3 were used for the majority of the experiments. The 195 sentences of a single speaker was used to train the decision tree. The test data consisted of 390 test sentences from the other two speakers that did not form part of the training data. This was repeated for each individual speaker. In addition, speakers 4, 8, 9 and 15 were used for a single multi-speaker experiment where speakers 1, 2 and 3 were used for training and 4, 8, 9 and 15 for testing, giving 585 training sentences and 780 test sentences.
Classification was performed at the frame level and the performance was evaluated by comparing each classified frame against the reference frame derived from the hand labelled data. This procedure allowed the correct identification of substitutions and insertions per frame. An inference engine (written in Prolog) was used to execute the decision tree. Table  V shows the 3 class and 13 class speaker dependent classification results, for each of the four feature modules, for individual speakers and across the speakers 1, 2 and 3, at the frame level.
( INSERT TABLE 5 ABOUT HERE)
Tables VI shows the 3 class and 13 class speaker independent classification results, for each of the four feature modules, for individual speakers and across the speakers 1, 2 and 3, at the frame level.
(INSERT TABLE 6 ABOUT HERE)
Classification Results on Variations to TRAJ Feature Extraction Module
To evaluate the classification performance as a function of the feature set, attributes of the FEATURE and TRAJ were combined to see if classification accuracy of the TRAJ module could be improved. This resulted in four new feature modules as shown in Table VII.   (INSERT TABLE 7 ABOUT HERE) It can be seen from Table VIII that the performance of the classifier for the speaker dependent mode can be improved by the choice of the feature combinations. An overall classification improvement of 6.4% was achieved by the inclusion of the features zcr and rms (t1_TRAJ). By the inclusion of two additional features, envelope and auto_peak, the classification improved by a further 3.2% for an overall improvement of 9.6% (t2_TRAJ, t3_TRAJ and t4_TRAJ).
Similarly, for speaker independent classification, it can be seen from Table IX that an overall classification improvement of 4.5% was achieved by the inclusion of the features zcr and rms (t1_TRAJ). By the inclusion of two additional features, envelope and auto_peak, the classification improved by a further 1.4% (t2_TRAJ).
It is clear from the above results, even on a relatively small database of 3 speakers, that the feature selection plays a significant role in determining the performance of the classification system.
Multi-Speaker Training Classification Results
To test the ability of the induction system to adequately generalise the rules across several speakers, the training database was expanded to include more than one speaker. If we compare the performance of decision trees trained on one speaker (speaker 1) and three speakers (speakers 1, 2 and 3), and tested on the test data of speakers 4, 8, 9 and 15, the average classification rate improves by 5.1% when we use the decision tree trained on three speakers. This indicates that adding more speakers to the database improves the ability of the decision tree to generalise.
Discriminant Feature Set
To identify a discriminant set of features one only needs to examine the production rules generated from the decision tree. Table XI shows the nominal and discriminant features for the FEATURE module, for the decision tree trained on speaker 2. From the ten (10) nominated features only five (5) were required to discriminate among the 3 broad consonant classes and a 6th feature (rms) was required to discriminate among the 13 consonant phonemes.
(INSERT TABLE 11 ABOUT HERE)
Minimum Set of Features
From a closer examination of the production rules for the FEATURE module, the 3 most discriminant features were identified for the 3 class consonant classification, namely zcr, local_diff_n and auto_peak. To test the validity of this finding, a new decision tree was trained on these 3 features extracted from speaker 2 database. Table XII shows the speaker dependent and independent classification results for the full (10) and minimum (3) set of features.
(INSERT TABLE 12 ABOUT HERE) By using only 3 features, the average speaker dependent 3 class classification was degraded by 7.7% while the average speaker independent 3 class classification was marginally improved by 1.3%. Leung, Chigier & Glass (1993) have demonstrated that features selection and classification techniques influence the final classification performance. To compare the classification performance of the induction system with other systems in the open literature, it was decided to use the MFCC module, which is generally used by the speech community as a front-end processor, to carry out additional experiments on the TIMIT database. Using the si and sx sentences and the whole of the training speakers (3696 sentences), two decision trees were generated, one for the 3 class set and the other for the 13 class set. These were tested on the whole of training sentences and on the whole of test data (1344 sentences). Since the classification was at the frame level, it was decided to post-process the classified frames by performing error correction to eliminate "obvious" single errors at the frame level, as shown in Table XIII.   (INSERT TABLE 13 ABOUT HERE) Table XIV shows frame level, 3 and 13 class speaker dependent and independent classification results, with no error and single error correction. Using single frame error correction, the MFCC feature, for the 3 class case, produced speaker dependent and independent frame level classification of 99.2% and 89.9% correct, respectively. Similarly for the 13 class phone case, the speaker dependent and independent classification results were 97.9% and 60.6% correct, respectively.
Performance on TIMIT Database
Note that single frame error correction improves the classification results, for the test sentences, between 6.7% for the 3 class set to 10.3% for the 13 class set. Similar improvements occur for the training sentences (2.2% and 6.0%, respectively).
(INSERT TABLE 14 ABOUT HERE)
Performance Evaluation
For the relatively small Australian English database, the classification approach described in this paper, for the 3 class case, produced the best average speaker dependent classification results for the feature sets MFCC and DCT (94.8% and 94.6% correct, respectively). Similarly for the speaker dependent classification of the 13 class phones, MFCC and DCT again gave the best average classification results (86.2% and 85.2% respectively).
For the speaker independent classification, for the 3 class case, FEATURE was the best feature set for classification (69.1% correct), while for speaker independent classification, all the feature modules performed very poorly. It seems that there was not sufficient training data to allow the decision tree to generalise adequately.
For the TIMIT database, the results presented in the previous section cannot be directly compared with other TIMIT results published in the open literature, since these generally report on the phoneme level classification using either the full 61 phones or a reduced subset (51, 48 or 39). In these experiments a subset of 26 phones were used from the 61 TIMIT symbols. However, it is useful to compare classification results obtained by other researchers. Leung, Chigier & Glass (1993) report a phone classification rate of 78% correct using perceptually based linear prediction (PLP) as the feature set and multi-layer perceptron (MLP) as the classifier. They used 610 speakers for training and 20 speakers for testing. This deviates from the recommended division of the TIMIT data to 462 training and 168 test speakers, and thus it cannot be directly compared with the others. However, this is one of the best classification results reported on the TIMIT corpus. Robinson (1994) reported 72.8% correct phone classification on 61 TIMIT symbol and 78.6% correct on a reduced set of 39 symbols. He also provides a comprehensive analysis of his recurrent net phone recogniser ans compares the results with others reported in the literature. Robinson, Hochberg & Renals (1994) report 74.2% correct phone recognition using a combination of different input representations as the feature set, a recurrent neural net to classify the phonemes at the frame level and HMM framework to decode the phone string, Young and Woodland (1993) reported 76.7% correct on 39 TIMIT symbols using HTK's HMM system developed by Woodland and Young (1993) .
For the full TIMIT phone set, Zue et al (1989) report 70% classification rate for the task of labelling segmented speech, while Digalakis et al (1989) report 73%. Lee and Hon (1989) reported 73.8% correct with 7.72% insertion errors for the reduced set of 39 phonemes, for segmentation and labelling task. For a 51 phoneme set, Levinson et al (1989) reported 52% accuracy with 12% insertions. Hataoke and Waibel (1989) reported 60.5% correct for the task of classifying 16 English vowels. Robinson and Fallside (1991) reported a frame by frame classification rate of 66%, for the 61 TIMIT phones, using four different offsets to preprocess the training data so that they cover the variability in the windowed speech better. In terms of direct comparison with the approach proposed in this paper, the target for the full set of the TIMIT data is to achieve 66% or better. At the moment with 26 symbols reduced to 13 phones, we have achieved only 60.6%. So there is still room for improvement in the inductive classifier.
Discussion
For the small Australian database, the classification performance drops sharply between speaker dependent and independent modes. If we examine the results obtained for the best performing feature set (MFCC), there is a drop of 33.1% ( 94.8% to 63.4%) for the 3 class case and a drop of 72.5% (86.2% to 23.7%) for the 13 class case, between speaker dependent and independent modes. This immediately raises the question whether the number of speakers in the training database was sufficient to allow the decision tree to generalise adequately. To examine this point, we can compare with the TIMIT results, for the MFCC feature set. For the speaker dependent mode, there is a classification improvement of 2.3% (94.8% to 97.0%) for the 3 class case and 6.6% (86.2% to 91.9%) for the 13 class case. Similarly for the speaker independent mode, there is a classification improvement of 31.2% (63.4% to 83.2%) for the 3 class case and 112% (23.7% to 50.3%) for the 13 class case.
These results indicate that C4.5 can learn well from the training data, but it needs sufficient training set to build a decision tree that can adequately generalise and cope with the test data. It is also interesting to note that as the number of classes increases from 3 to 13, the performance is correspondingly degraded by 5.3% and 39.5% between speaker dependent and independent modes.
It should also be noted that in these experiments the initial occlusion was merged with the plosives instead of setting it to silence. This is a more difficult task of classifying stops. Robinson (1994) reports a drop of 4.3%, in phone classification results between RN39A and RN39B just due to this factor.
A second important issue that needs to be addressed is how do we adopt the proposed framework for phoneme recognition. That is how do we migrate from single choice frame labels to phoneme recognition. In a frame based HMM system, the speech segments are identified during the search process, rather than explicitly. Thus HMM utilises the log probability associated with each phone and then uses the search algorithm (Viterbi) to find the best phone string. In the proposed approach, one way to emulate this would be to extract the confidence factor associated with each rule and tag it to each frame. Finally, there are no individual models representing each phone, and thus algorithms such as dynamic programming cannot be easily used to dynamically time align the incoming frames with the reference models. These issues will need to be resolved before this approach can provide an alternative viable ASR technique instead of becoming simply another frame level classification technique.
Conclusion
This paper demonstrated a novel inductive learning approach to phoneme classification of the phonetic consonant classes of plosives, liquids and nasals, for a combination of feature sets using C4.5 induction system. The experimental results indicate the ability of this approach to build reliable decision trees that can be used to perform the classification task on the unknown utterances.
The induction system will provide a useful framework to determine the relevance of a selected feature set for the classification task. It will also provide a valuable insight to researchers trying to understand the model that maps unlabelled examples into class labels. The approach will also allow the integration of acoustic-phonetic features with short term spectral features, if need be, to optimise the classification performance. Figure 6 The sentence "He found a group who were vulnerable to the disease", spoken by an adult female, Australian speaker. a) Input speech signal. b) The phonemic and word level transcription. c) cochleogram. d) Computed formant frequency estimates from cochleogram (using TRAJ). e) Computed formant frequency estimates from wideband spectrogram (using ESPS). TRAJ  t1_TRAJ  t2_TRAJ  t3_TRAJ  t4_TRAJ  F1  F1  F1  F1  F1  F2  F2  F2  F2  F2  F3  F3  F3  F3  F3  F4  F4  F4  F4  F5  F5  F5  trajF1  trajF1  trajF1  trajF1  trajF1  trajF2  trajF2  trajF2  trajF2  trajF2  trajF3  trajF3 Please find enclosed a revised contribution as per the reviewers comments for re-consideration for publication in Computer Speech and Language. The original contribution was entitled "Phoneme Recognition Using Inductive Inference". I have changed the title of the paper to reflect the comments by the referees and it is now entitled "Frame Level Phoneme Classification Using Inductive Inference" by A. Samouelian. The revision includes classification results on the whole of the TIMIT database for 3 class (plosives, liquids and nasals) and 13 phoneme consonant classes as per your suggestion.
I look forward to hearing from you.
Yours sincerely
Ara Samouelian
