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MULTISPEED KLEIN-GORDON SYSTEMS IN DIMENSION THREE
YU DENG
Abstract. We consider long time evolution of small solutions to general multispeed Klein-Gordon
systems on R × R3. We prove that such solutions are always global and scatter to a linear flow,
thus extending partial results obtained previously in [4, 5, 15]. The main new ingredients of our
method is an improved linear dispersion estimate exploiting the asymptotic spherical symmetry
of Klein-Gordon waves, and a corresponding bilinear oscillatory integral estimate.
1. Introduction
In this paper we consider a system of quasilinear, multispeed Klein-Gordon equations in space
dimension three, namely
(∂2t − c2α∆+ b2α)uα = Qα(u, ∂u, ∂2u), 1 ≤ α ≤ d, (1.1)
where the speeds cα and masses bα are arbitrary positive numbers, and Q is a quadratic, quasilinear
nonlinearity satisfying a suitable symmetry condition.
We are mostly interested in the behavior of small solutions to (1.1), which has been studied in
many previous works. A typical phenomenon that happens for such solutions is global regularity
and scattering, which is suggested by the dispersive nature of linear Klein-Gordon equation; to
justify this one needs to combine the standard energy estimate with a suitable pointwise decay
estimate to pass to arbitrarily long times. The difficulty of this process depends on the dimension
(with higher dimensional cases being generally easier), and on the exact combination of speeds cα
and masses bα (which determines the structure of the so-called “resonance set”). The easiest case
is a single Klein-Gordon equation in 3D, and was first settled independently by Klainerman [20]
and Shatah [24] (see also Guo [9] for the Euler-Poisson system, which linearizes to Klein-Gordon).
In the case of (1.1) with the same speed (cα = 1) and multiple masses, Hayashi-Naumkin-Wibowo
[13] obtained global existence in 3D, and Delort-Fang-Xue [3] proved the same result in 2D under
a non-resonance assumption. Note that the above works are more or less based on physical space
analysis.
The case of (1.1) with multiple speeds, even in 3D, is significantly more challenging. In recent
years there have been works developing new, Fourier-based techniques to solve these problems (see
a brief discussion in Section 1.2 below). These include for example Germain [4] where a specific case
of (1.1) with the same mass was considered in 3D, and Ionescu-Pausader [15], where the general
system (1.1) was studied in 3D, with speeds and masses (bα, cα) satisfying two nondegeneracy
conditions. Moreover, the techniques involved in all these works have also been used in analyzing
many other dispersive equations or systems which are not necessarily Klein-Gordon, see for example
[5], [6], [7], [8], [14], [16].
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In this paper we will completely solve the small data problem of (1.1) in 3D, removing the
assumptions made in [15]. More precisely, we will prove the following
Theorem 1.1. Consider the system (1.1) in R× R3. We make the following assumptions.
(1) The nonlinearity Qα in (1.1) has the form
Qα(u, ∂u, ∂2u) =
d∑
β,γ=1
3∑
j,k,l=1
(
Ajkαβγuγ +B
jkl
αβγ∂luγ
)
∂j∂kuβ +Q′α(u, ∂u), (1.2)
where A and B are tensors symmetric in α and β with norm not exceeding one, and Q′α
is an arbitrary quadratic form (of constant coefficient) of u and ∂u;
(2) The initial data u(0) = g, ∂tu(0) = h satisfy the bound
‖(g, ∂xg, h)‖HN + ‖(g, ∂xg, h)‖Z ≤ ε ≤ ε0, (1.3)
where N = 1000, the norm
‖u‖Hk = sup
|β|≤k
‖Γβu‖L2 , Γ = (∂i, xi∂j − xj∂i)1≤i<j≤3, (1.4)
the Z norm is defined in Definition 2.1, and ε0 is small enough depending on bα and cα.
Then we have the followings:
(1) The system (1.1) has a unique solution u, with prescribed initial data, such that
u ∈ C1tHNx (R× R3 → Rd), ∂xu ∈ C0tHNx (R× R3 → Rd); (1.5)
(2) We have energy bound and decay estimates
‖u(t)‖HN + ‖(∂x, ∂t)u(t)‖HN . ε, (1.6)∑
|µ|≤N/2
(‖Γµu(t)‖L∞ + ‖Γµ(∂x, ∂t)u(t)‖L∞) . ε
(1 + |t|) log20(2 + |t|) ; (1.7)
(3) There exist Rd valued functions w± verifying the linear equation
(∂2t − c2α∆+ b2α)w±α = 0, (1.8)
such that we have scattering in slightly weaker spaces.
lim
t→±∞
(‖u(t) − w±(t)‖HN−1 + ‖(∂x, ∂t)(u(t)− w±(t))‖HN−1) = 0. (1.9)
Remark 1.2. Note that ε0 depends on (bα, cα) in a way that is not necessarily continuous. This
is because the proof relies heavily on the structure of the nonlinear phase function
Φ(ξ, η) =
√
c2α|ξ|2 + b2α ±
√
c2β |ξ − η|2 + b2β ±
√
c2γ |η|2 + b2γ ,
which could be sensitive to small changes in cα and bα. For example, when bα+bβ 6= bγ, the constant
K0 in Section 1.1.2 (which ultimately determines ε0) will depend on the value of θ = |bα+ bβ− bγ |,
and our argument does not rule out the theoretical possibility that K0 → ∞ when θ → 0 (on the
other hand, if bα + bβ = bγ then we have a different argument that gives a finite K0).
We believe that this annoyance is of technical nature, and can be avoided by more careful analysis
of Φ. However, since this is not very relevant to the main idea of this paper, and will make the
proof unnecessarily long, we have chosen to state Theorem 1.1 as it is.
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1.1. Notations and choice of parameters.
1.1.1. Notations. We fix an even smooth function ϕ : R → [0, 1] that is supported in [−8/5, 8/5]
and equals 1 in [−5/4, 5/4]. It is well-known (see for example [23]) that we can assume ϕ ∈ G4(R),
where Gσ is the Gevrey space,
Gσ(Rd) =
{
f ∈ C∞(Rd) : sup
x∈K
|∂αf(x)| ≤ C |α|K (σ|α|)!
}
, ∀ compact K ⊂ Rd.
Abusing notation, we will regard ϕ as a radial function on R3 by ϕ(x) = ϕ(|x|); We then have
ϕ ∈ G6(R3). Next, define
ϕk(x) := ϕ(x/2
k)− ϕ(x/2k−1) for any k ∈ Z, ϕI :=
∑
m∈I∩Z
ϕm for any I ⊆ R,
and define functions like ϕ≤B similarly. For any x ∈ Z define
x+ := max(x, 0), x− := −min(x, 0).
Let the set
J := {(k, j) ∈ Z× Z+ : k + j ≥ 0},
and for any (k, j) ∈ J let
ϕ
(k)
j (x) =
{
ϕj(x), if j > max(0,−k);
ϕ≤j(x), if j = max(0,−k).
Let Pk denote the operator on R
3 defined by the Fourier multiplier ξ → ϕk(ξ); let P≤B (respectively
PI) denote the operators on R
3 defined by the Fourier multipliers ξ → ϕ≤B(ξ) (respectively
ξ → ϕI(ξ)). For (k, j) ∈ J let
(Qjkf)(x) := ϕ
(k)
j (x) · Pkf(x); fjk := Qjkf, f∗jk := P[k−2,k+2]Qjkf. (1.10)
Let Λα =
√
b2α − c2α∆ be the linear phase, and define
Λα(ξ) :=
√
c2α|ξ|2 + b2α, 1 ≤ α ≤ d; b−α = −bα, c−α = cα, Λ−α = −Λα.
Let P = Z ∩ ([1, d] ∪ [−d,−1]); for σ, µ, ν ∈ P, we define the associated nonlinear phase
Φσµν(ξ, η) := Λσ(ξ)− Λµ(ξ − η)− Λν(η), (1.11)
and the corresponding parallel phase
Φ+σµν(α, β) := Φσµν(αe, βe) = Λσ(α)− Λµ(α− β)− Λν(β),
where e ∈ S2 and α, β ∈ R.
For later purposes, we also need the spherical harmonics decomposition, which is described
below. Let (r, θ, ϕ) be polar coordinates for ξ and Y mq be spherical harmonics, and note ∆S2Y
m
q =
−q(q + 1)Y mq . For any function f , we have the expansion
f(ξ) =
∞∑
q=0
q∑
m=−q
fmq (r)Y
m
q (θ, ϕ), (1.12)
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and may define accordingly
Slf :=
∞∑
q=0
q∑
m=−q
ϕl(q)f
m
q (r)Y
m
q (θ, ϕ) (1.13)
for l ≥ 1, and with ϕ0 replaced by ϕ≤0 for l = 0. Note that Sl commutes with each Pk and Qjk.
1.1.2. Choice of parameters. Throughout the proof, we will fix some parameters as follows:
N = 1000, δ = 1/990, N0 = 10
10;
D0 ≫B 1, K0 ≫D0 1, ε0 ≪K0 1,
(1.14)
where B := {(bα, cα)}. Note that δ = 1/(N − 10). In addition, let A denote any large absolute
constant such that A≪ N0 (say A ∼ 105), whose exact value may vary at different places; in the
same way, let o denote any small constant, so for example o≪ δ4.
1.2. Description of the methods.
1.2.1. Energy estimates and decay in L∞. Letting vσ = (∂t − iΛσ)uσ, we can reduce (1.1) to
(∂t + iΛσ)vσ = Nσ(v, v), ν ∈ P, (1.15)
where Nσ is some quasilinear quadratic term. The starting point of our analysis is an energy
estimate of form
∂tE ≈
∫
R3
∂Nv · ∂Nv · ∂2v, E ≈ ‖v‖2HN . (1.16)
To obtain this, which is needed even in local theory, one need to perform suitable symmetrization
which relies on the assumption that the nonlinearities Qα are symmetric.
Next, from (1.16) and Gronwall we can estimate the energy E = E(t) by
E(t) . E(0) exp
(∫ t
0
‖∂2v‖L∞
)
.
To bound the energy globally, it then suffices to study decay estimates of form
‖∂2v(t)‖L∞ . (1 + |t|)−1−δ . (1.17)
1.2.2. Space localization and the Z norm. The idea of obtaining (1.17) is to introduce the profile
fσ(t) = e
itΛσvσ(t)
by taking back the linear flow. Under the scattering ansatz, fσ is expected to settle down (thus
uniformly bounded) for long time, and also enjoy localization in space. This localization is captured
in a carefully designed “Z-norm” which was used in [15]; see also similar localization bounds in [4]
and [5]. One then has the linear dispersion estimate
‖vσ(t)‖L∞ = ‖e−itΛσfσ(t)‖L∞ . (1 + |t|)−1−δ‖fσ(t)‖Z , (1.18)
provided that the Z norm is chosen correctly.
Proving that ‖fσ(t)‖Z is uniformly bounded is achieved by using the Duhamel formula
f̂σ(t, ξ) = f̂σ(0, ξ) +
∫ t
0
∫
R3
eisΦσµν(ξ,η)m(ξ, η)f̂µ(s, ξ − η)f̂ν(s, η) dηds. (1.19)
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Here one can notice that, at least in the approximation when the inputs fµ and fν are Schwartz,
the main contribution of the integral (1.19) comes from the vicinity of the stationary set
R := {(ξ, η) : Φσµν(ξ, η) = ∇ηΦσµν(ξ, η) = 0}.
This set R, which is called the spacetime resonance set, was first introduced in [6] and plays a
crucial role in the analysis.
Using this strategy, in [15], the authors were able to perform a robust stationary phase analysis
near R, and proved small data scattering of (1.1) under the additional assumptions that
(cα − cβ)(c2αbα − c2βbβ) ≥ 0, 1 ≤ α, β ≤ d; (1.20)
bα + bβ − bγ 6= 0, 1 ≤ α, β, γ ≤ d. (1.21)
Below we will briefly discuss why these two assumptions are needed in [15], and how we are able
to remove them in the current paper.
1.2.3. Spherical symmetry and rotation vector fields. It is clear that the choice of the Z norm is
the crucial component in the scheme described above; in particular, it should be strong enough
such that (1.18) holds, and also weak enough such that the “second iteration”, namely the output
function fσ of (1.19) assuming the input functions fµ and fν are Schwartz and independent of
time, has bounded Z norm.
Following [15], let
‖f‖Z = sup
j,k
‖fjk‖Zjk ,
where fjk is obtained by localizing f at frequency scale ∼ 2k and space scale ∼ 2j . In [15] it turns
out that, in order for (1.17) to hold, the Z norm has to incorporate strong space localization, and
has to be (almost) as strong as
‖f‖Zjk = 2j‖f‖L2 .
Moreover, we can see from a simple volume counting argument that, to guarantee that the sec-
ond iteration belongs to this space, it is necessary that the phase Φ is nondegenerate, namely
det(∇2ηΦσµν) 6= 0 on the spacetime resonance set R. This is why (1.20) has to be assumed in [15];
it is a convenient algebraic condition that implies this non-degeneracy. In the absence of (1.20),
the best control we can prove for the output function of (1.19) (i.e., the strongest Z norm possible)
is uniform bound in the norm ‖f‖Z′jk = 25j/6‖f‖L2 , which is not strong enough to imply (1.18).
To overcome this obstacle, we will introduce the rotation vector fields, as included the vector
field set Γ in (1.4). The idea of using such vector fields goes back to Klainerman [20], [21] (see also
[22]); in the current situation, we have
‖e−itΛfjk‖L∞ . (1 + t)−1−δ2(1/2+δ)j(‖fjk‖L2 + ‖Ωfjk‖L2), (1.22)
at least when j ≤ (1− δ2)m and |k| . 1, where Ω is the rotational part of Γ. Note that we gain a
power 2(1/2−δ)j at the price of using one Ω, which in particular allows us to close the argument with
the weak 25j/6 power in the Z norm. For the proof of the improved linear dispersion inequality
(1.22), see Proposition 2.4 below.
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1.2.4. A bilinear lemma. The above arguments are only for the second iteration. In general, the
input functions fµ and fν are not really Schwartz, which causes trouble when trying to localize
η to the vicinity of the “space resonant set” where ∇ηΦ = 0, in the study of the integral (1.19).
In [15], this was solved by using the (strong) Z norm and an orthogonality trick; these arguments
will not be sufficient here, due to our Z norm being strictly weaker.
This issue is solved in the current paper by exploiting further the rotation vector fields Ω; here
note that at least for medium frequencies (i.e. frequencies ∼ 1, which is where spacetime resonance
takes place), we have
sup
θ∈S2
‖f(ρθ)‖L2ρ . sup
|α|≤2
‖Ωα0 f‖L2 ,
thus we can gain a factor of δ2, provided that we can somehow restrict the direction vector of η
in (1.19) to a region of size δ in S2. This motivates the second main technical tool in this paper,
namely the bilinear integration lemma, Lemma 6.1 below, which holds under very mild conditions,
and effectively allows one to restrict to | sin∠(ξ, η)| . 2−(1/2−ǫ)m for medium frequencies. With
this additional gain, we can then close the Z norm estimate using Schur’s bound; for details see
Section 6.
We remark that the use of rotation vector fields in this paper, and in particular the gain in
both linear (Proposition 2.4) and bilinear (Lemma 6.1) estimates, is a quite general feature and
has since been applied to different dispersive models, see [1], [2]; see also [17] and [18] for slightly
different uses of vector fields.
1.2.5. Low frequencies, and sharp integration by parts. The other assumption (1.21) in [15] was
used to ensure that (0, 0) 6∈ R. This greatly simplifies the analysis by allowing to integrate by
parts in s (and obtain enough gain) for all low frequency inputs.
Without (1.21), one has to study low frequency inputs on a case by case basis; moreover, the
point (0, 0), which can now be resonant, can actually be very degenerate, meaning it is possible
to have(∇αηΦ)(0, 0) = 0 for |α| ≤ 3 (which is clearly a disadvantage in terms of stationary phase
analysis). One example is when
Φ(ξ, η) =
√
|ξ|2 + 1−
√
2|ξ − η|2 + 4 +
√
|η|2 + 1 = ξ · η/2 +O(|ξ|4 + |η|4).
To see the effect of this degeneracy, we consider a “rescaled Schwartz” component fj,−j localized
in frequency at scale ∼ 2−j and in space at scale ∼ 2j . Suppose that |s| ∼ 2m in (1.19), and that
the inputs are
f̂µ(s, ξ − η) = 2cjχ(2j(ξ − η)), f̂ν(s, η) = 2cjχ(2jη)
with j = m/4 and some constant c, then in the region where |η| ∼ |ξ − η| ∼ 2−j and |ξ| ∼ 2−3j ,
we have |Φ| . 2−m, so the oscillation factor eisΦ is irrelevant, thus the output will be a rescaled
Schwartz function supported at frequency scale |ξ| ∼ 2−3j with L∞ξ norm bounded by
2m2−3j22cj = 2(3j)(2c+1)/3.
If we start with c = 0 (imagine cutting off a Schwartz function at scale |ξ| ∼ 2−j), then in finitely
many iterations we obtain a profile with form 2cjχ(2jξ), where c can be arbitrarily close to 1
(which is the unique fixed point of the map c 7→ (2c + 1)/3). Therefore, if we were to choose
‖f‖Zjk = 2j2λk‖f‖L2 as in [15], then we must have λ ≥ 1/2. On the other hand, it can be proved
that when λ ≥ 1/2, the best decay rate for ‖e−itΛνf‖L∞ is precisely t−1, which is not integrable.
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Note that this cannot be helped by the use of rotation vector fields Ω, since it does nothing to
rescaled Schwartz functions.
In this paper, we circumvent this difficulty by adding a log factor and choosing
‖f‖Zjk = 2j2k/2〈j〉N0‖f‖L2 .
Note that this makes the decay rate integrable, and does not violate the above intuitions. The
drawback is that, when integrating by parts with low frequencies, we have to be precise “up to
log factors”. In order to achieve this, we use a sharp integration by parts lemma, Proposition 2.2,
which requires that we integrate by parts A times with A depending on the functions themselves.
This lemma is proved in Section 2, and the analysis of low frequencies is carried out in Section 5.
1.2.6. Remarks on the two dimensional case. The study of (1.1) in two dimensions will be much
harder, and one should not expect a general result as the one in this paper. In fact, with carefully
chosen speeds and masses, one can construct a Klein-Gordon system that is expected to blowup in
finite time even for small data, on a heuristic level (though actually constructing blowup solutions
would also be hard). On the other hand, for generic choices of speeds and masses, one has correct
non-degeneracy and separation conditions (see [1]; see also [2], [4] and [5] for other models), and
can still expect global well-posedness and scattering. See [1] for a system that exhibits the typical
behavior for generic Klein-Gordon systems in two dimensions.
1.2.7. Plan of this paper. In Section 2 we define the relevant notations and in particular the Z
norm, and prove the crucial linear dispersion bound. In Section 3 we prove the energy bound, and
reduce Theorem 1.1 to the main Z norm estimate, namely Proposition 3.4. In Section 4 we make
several reductions and get rid of some easy instances of Proposition 3.4; we then discuss the low
frequency case in Section 5, and the medium frequency case, which requires more care, in Section
6. The high frequency case is much easier and is dealt with in Section 7. Finally, in Section 8 we
collect some auxiliary facts about the phase function and spherical harmonics decomposition that
will be used throughout this paper.
2. Norms and basic estimates
2.1. The definition of Z norm. Recall the notations defined in Section 1.1.1, and also the vector
field set Γ as in (1.4). We will define the Z norm as follows.
Definition 2.1. Fix (j, k) ∈ J , define the norm
‖f‖Zjk =

sup
|µ|≤N/2+2
〈j〉N02min(k/2,0)2j‖Γµf‖L2 , |k| ≥ K0;
sup
|µ|≤N/2+2
(
25j/6〈j〉−N0‖Γµf‖L2 + 〈j〉N02j‖Γ̂µf‖L1
)
, |k| < K0.
(2.1)
Also define the full Z norm by
‖f‖Z = sup
(j,k)∈J
‖fjk‖Zjk , (2.2)
and the X norm by
‖f‖X = sup
|µ|≤N
‖Γµf‖L2 + ‖f‖Z .
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Notice that by (2.1) we have
‖f‖Zjk . ‖f‖Zjk′ , |k| < K0 ≤ |k′| ≤ OK0(1), (2.3)
if f̂ is supported in |ξ| ≤ OK0(1); this simple observation will be convenient later.
2.2. Linear and bilinear estimates.
Proposition 2.2 (Sharp integration by parts). Suppose K,λ ≥ 1 and ǫj are positive parameters,
and h(η) is some compact supported function on R3, verifying
‖∂µη h(η)‖L1 . (CN)!λN (2.4)
for some C ≥ 1, and N and all |µ| ≤ N . Moreover, let Φ = Φ(η) ∈ GC be a function such that
|∂ηΦ(η)| ≥ ǫ1; |∂µηΦ(η)| ≤ ǫ|µ| (2.5)
holds for each 2 ≤ |µ| ≤ n and at each point η where h or one of its derivatives is nonzero, then
we have the estimate ∣∣∣∣ ∫
R3
eiKΦ(η)h(η) dη
∣∣∣∣ . e−γMγ , (2.6)
where
M = min(Kǫ21/ǫ2,Kǫ1ǫ2/ǫ3, · · · ,Kǫ1ǫn−1/ǫn,Kǫ1ǫn,Kǫ1/λ), (2.7)
and γ is small enough depending on C. In particular, if we can choose ǫj = ǫ
n−j+1
l , then we have
M = min(Kǫ
n+1
n ,Kǫ/λ).
If we fix a direction θ ∈ S2 and replace the ∂η in (2.4) and (2.5) by the directional derivative
θ · ∂η, then the same result will remain true (uniformly in θ).
Proof. First consider the case when we have a directional derivative, and assume that it is ∂1. We
will integrate by parts in η1 a total of N times, where N is a large integer to be determined. Let
the differential operator D be defined by
Du =
∂1u
∂1Φ
; D(eiKΦ) = iKeiKΦ,
then its dual D′ would be
D′u = −∂1
(
u
∂1Φ
)
.
Therefore, integrating by parts, we obtain∣∣∣∣ ∫
R3
eiKΦ(η)h(η) dη
∣∣∣∣ ≤ K−N∥∥(D′)Nh∥∥L1 . (2.8)
In order to bound (D′)Nh, we will use the following explicit formula, namely
(D′)Nh =
N∑
r=0
∑
α0+···+αr=N−r
Ω(n, r;α0, · · · , αr) · ∂α01 h ·
∂α1+21 Φ · · · ∂αr+21 Φ
(∂1Φ)r+N
, (2.9)
where the coefficient
|Ω| ≤ 3N (N + 1)!.
The formula (2.9) is easily proved by induction.
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Now, using (2.5), (2.4) and (2.9), we have
K−N
∥∥(D′)Nh∥∥
L1
. ((3C + 3)N)! ·K−Nλα0 · ǫ−N−r1
n−2∏
j=0
ǫ
rj
j+2. (2.10)
Here we denote by rj the number of q ≥ 1 such that αq = j. Let
ρ := r −
n−2∑
j=0
rj ≥ 0; α0 +
n−2∑
j=0
jrj ≤ N − r − (n− 1)ρ. (2.11)
We now denote Kǫ1/λ =M0 and Kǫ1ǫj/ǫj+1 =Mj, where ǫn+1 = 1. We could then solve that
ǫj = (M1 · · ·Mj−1K)
j−n−1
n+1 (Mj · · ·Mn)
j
n+1 ;
λ = (M1 · · ·MnK)
1
n+1M−10 .
Plugging into (2.10) we obtain
K−N
∥∥(D′)Nh∥∥
L1
. ((3C + 3)N)!K−N (M1 · · ·MnK)
α0
n+1M−α00 × (M1 · · ·Mn)
−N−r
n+1 ×
× K n(N+r)n+1
n−2∏
j=0
(M1 · · ·Mj+1K)
rj (j−n+1)
n+1 (Mj+2 · · ·Mn)
rj (j+2)
n+1
= ((3C + 3)N)!Kσ
n∏
j=0
M
τj
j , (2.12)
where
σ = −N + α0 + n(N + r)
n+ 1
+
n−2∑
j=0
rj(j − n+ 1)
n+ 1
≤ 0,
and τ0 = −α0 ≤ 0, and
τj =
α0 −N − r
n+ 1
−
n−2∑
i=j−1
ri +
1
n+ 1
n−2∑
i=0
ri(i+ 2) ≤ −ρ ≤ 0
for 1 ≤ j ≤ n, and
n∑
j=0
τj =
−α0 − n(N + r)
n+ 1
+
n
n+ 1
n−2∑
i=0
ri(i+ 2)−
n−2∑
i=0
ri(i+ 1)
= − nN
n+ 1
− 1
n+ 1
(
α0 +
n−2∑
i=0
ri(i+ 1) + nρ
) ≤ − n
n+ 1
N,
all the inequalities being consequences of (2.11). This then implies that
K−N
∥∥(D′)Nh∥∥
L1
. ((3C + 3)N)!min(M0, · · · ,Ml)−
nN
n+1 .
If we now choose N appropriately, an easy computation will show that∣∣∣∣ ∫
R3
eiKΦ(η)h(η) dη
∣∣∣∣ . e−γMγ (2.13)
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for γ small enough.
Now suppose the directional derivative is replaced by the full gradient. By (2.5), we have that
h(η) = h(η) ·
(
1−
3∏
j=1
ϕ0(2ǫ
−1
1 ∂jΦ(η))
)
,
so we only need to bound the integral with h replaced by h1 = h · ϕ0(2ǫ−11 ∂1Φ)ϕ0(2ǫ−11 ∂2Φ) (the
other similar terms are bounded in the same way).
Since (2.5) now holds with ∂η replaced by ∂1 at each point where h1 or one of its derivative is
nonzero (possibly with different constants), we only need to show that h1 also verifies the bound
(2.4), but with λ replaced by the maximum of λ and each ǫj+1/ǫj (again, let ǫn+1 = 1). Using
Leibniz rule, we can further reduce to proving the same result for ϕ0(2ǫ
−1
1 ∂2Φ) but with λ replaced
by the maximum of ǫj+1/ǫj , the L
1 norm replaced by the L∞ norm, and restrict to the subset
where h or one of its derivatives is nonzero (note that ϕ0(2ǫ
−1
1 ∂1Φ) is estimated in the same way).
Now, using (??) we have
∂µη (ϕ0(2ǫ
−1
1 ∂2Φ)) =
N∑
r=0
(2ǫ−11 )
r
∑
T
Ω(T ) · (∂j1 · · · ∂jrϕ0)(2ǫ−11 ∂2Φ) ·
r∏
q=1
∂
µq
x ∂jq∂2Φ, (2.14)
here the summation is taken over all tuples
T = (µ1, · · · , µd, j1, · · · , jd),
and we have
r∑
i=1
|µi| = N − r, |Ω(T )| ≤ (N + 1)!.
Let, for each 0 ≤ j ≤ n− 2, the number of q’s such that |µq| = j be rj, then we will have
ρ = r −
n−2∑
j=0
rj ≥ 0,
n−2∑
j=0
jrj ≤ N − r − (n− 1)ρ.
Therefore, since we are in the set where the second part of (2.5) holds, we can bound
∥∥∂µη (ϕ0(2ǫ−11 ∂2Φ))∥∥L∞ . ((3C + 8)N)! · ǫ−r1 n−2∏
j=0
ǫ
rj
j+2 . ((3C + 8)N)!ǫ
−r
1
n−2∏
j=0
(ǫ1(λ
′)j+1)rj
. ((3C + 8)N)!ǫ−ρ1 (λ
′)N−nρ
. ((3C + 8)N)!(λ′)N ,
where λ′ is the maximum of ǫj+1/ǫj , since we have ǫ
−1
1 . (λ
′)n. This completes the proof. 
Remark 2.3. When n = 1, we will also use a slightly more general version that allow
|∂µηΦ(η)| . (CN)!(λ′)N
for some λ′ ≥ 1. In this case we simply rescale to reduce to the case proved above, and obtain that
(2.6) holds with M = min(K(λ′)−2ǫ2,Kǫ/λ).
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Proposition 2.4 (Improved dispersion decay). Suppose ‖f‖X . 1, and that 〈t〉 ∼ 2m. Also let
Λ = Λν with ν ∈ P and fix (j, k) ∈ J .
(1) If k ≤ −K0, we have
sup
|µ|≤N/2+2
∥∥eitΛΓµSlf∗jk∥∥L∞ . 〈j〉−N0 min(2−j+k, 2−(3m−j+k)/2). (2.15)
(2) If |k| < K0 and |j −m| ≤ A logm, we have
sup
|µ|≤N/2+2
∥∥eitΛΓµSlf∗jk∥∥L∞ . 2−m〈m〉−N0+A. (2.16)
(3) If |k| < K0, and |j −m| ≥ A logm, we have
sup
|µ|≤N/2+2
∥∥eitΛΓµSlf∗jk∥∥L∞ . 2−3m/2−j/3min(2l〈m〉N0+A, 24δ(m+j)). (2.17)
(4) If k ≥ K0 and |j −m| ≤ A logm, we have
sup
|µ|≤N/2+2
∥∥eitΛΓµSlf∗jk∥∥L∞ . 〈m〉−N0+A2−m+3k/2. (2.18)
(5) If k ≥ K0 and |j −m| ≥ A logm, we have
sup
|µ|≤N/2+2
∥∥eitΛΓµf∗jk∥∥L∞ . 2−(3m+j)/2min(24k+l〈m〉−N0+A, 22δ(3m+j)). (2.19)
Proof. First we recall the standard dispersion estimate for the Klein-Gordon flow
‖PkeitΛf‖L∞ . 2−3m/2(1 + 23k)‖f‖L1 , (2.20)
see [15], Lemma 5.2.
Now (2.16) is a direct consequence of Hausdorff-Young and the definition of the Z norm; the
bounds (2.15) and (2.18) are also easily deduced. In fact, when (j, k) ∈ J and k ≤ −K0, from
Hausdorff-Young we have∥∥eitΛΓµf∗jk∥∥L∞ . ∥∥Γ̂µf∗jk∥∥L1 . ‖ϕ[k−2,k+2](ξ)‖L2‖Γ̂µfjk‖L2 . 〈j〉−N02−j+k, (2.21)
while using (2.20) and Ho¨lder we have∥∥eitΛΓµf∗jk∥∥L∞ . 2−3m/2‖Γµfjk‖L1 . 2−3(m−j)/2‖Γµfjk‖L2 . 〈j〉−N02−(3m−j+k)/2. (2.22)
Similarly we have (2.18).
Now we prove (2.17) in the case j ≤ m−A logm. The case j ≥ m+A logm only needs minor
changes. Let Γµfjk = F and Γ
µf∗jk = F
∗; if |x| ≤ 2m〈m〉−A, recall that
(eitΛF ∗)(x) =
∫
R3
eitΛ(ξ)+ix·ξψ(ξ)F̂ (ξ) dξ, (2.23)
where ψ(ξ) = ϕ[k−2,k+2](ξ) is a cutoff because |k| ≤ K0. Since F (z) is supported in |z| ∼ 2j (unless
j = max(−k, 0), in which case j = O(1) and the estimate will be trivial), we may rewrite the above
expression as (
eitΛF ∗
)
(x) =
∫
R3
ψ0(2
−jz)F (z) dz
∫
R3
ei(tΛ(ξ)+(x−z)·ξ)ψ(ξ) dξ, (2.24)
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with another cutoff ψ0(z) supported in the region |z| ∼ 1. Now fix any z such that |z| ∼ 2j , we
can use Proposition 2.2 with
K = 2max(m,j), n = 1, ǫ, λ ∼ 1
to bound the ξ-integral by 2−10m, which is clearly enough for (2.17). The same argument also
applies for |x| ≥ 2m〈m〉A.
Therefore, to prove (2.17), we may assume |x| ∼ 2r where |r − m| ≤ A logm; without loss of
generality we may also assume x = (α, 0, 0), where α = |x|. Decomposing F into SlF as in (1.13),
we may also assume l ≤ 7δm, since otherwise we have
‖SlF‖L2 . 2−Nl/2 sup
|ν|≤N/2
‖ΩνSlF‖L2 . 2−7m/2,
from which (2.18) follows easily. Since the ψ in (2.23) is radial, we may write ψ(|ξ|)ŜlF (ξ) =
g(|ξ|, ξ/|ξ|), then we have(
eitΛSlF
∗
)
(x) =
∫
R
∫
S2
ei(tΛ(ρ)+αρθ
1)ρ2ψ1(ρ)g(ρ, θ) dρdω(θ), (2.25)
where dω is the surface measure on S2 and ψ1 is another cutoff.
Since g is (qualitatively) a Schwartz function of ρ and θ, we may decompose g = g1 + g2, where
for each θ, Fρg1(ρ, θ)(τ) is supported in the region |τ | .M0, and Fρg2(ρ, θ)(τ) is supported in the
region |τ | ≫M0, where M0 = 2j〈m〉A/8. To estimate g2, we only need to estimate∫
|τ |≫M0
∣∣(Fρg(ρ, θ))(τ)∣∣ dτ
uniformly in θ. But for each fixed τ with |τ | ≫M0 we have
(Fρg(ρ, θ))(τ) =
∫
R
e−iρτg(ρ, θ) dρ =
∫
R
e−iρτψ(ρ) dρ
∫
R3
ψ0(2
−jz)SlF (z)e
−iρ(θ·z) dz.
Now if we fix z, then the integral in ρ can be bounded by (|τ |+ 2m)−10, which will be acceptable.
Therefore in (2.25) we may replace the function g by g1. Using (8.12) and also noticing the bounded
Fourier support of g1(·, θ) for each θ, we have
‖g1‖L∞θ L∞ρ .M
1/2
0 ‖g1‖L∞θ L2ρ .M
1/2
0 ‖g1‖L2ρL∞θ . 2
lM
1/2
0 ‖g1‖L2ρL2θ . (2.26)
If, in the integral (2.25), we restrict to the region |(θ1)2 − 1| ≥ 1/100, since the function θ 7→ θ1
has no critical point in this region, we can integrate by parts in θ many times to bound the left
hand side of (2.25) by 2−10m, which implies (2.18). Therefore, in (2.25), after replacing g by g1,
we may also cutoff in the region |θ1 − 1| ≤ 1/50 (the case |θ1 + 1| ≤ 1/50 is treated in the same
way), on which we can use (θ2, θ3) as local coordinates, so that the integral (2.25) reduces to
I =
∫
R×R2
ei
(
tΛ(ρ)+αρ
√
1−(θ2)2−(θ3)2
)
ψ1(ρ)ψ2(θ
2, θ3)h(ρ, θ2, θ3) dρdθ2dθ3, (2.27)
where ψ1 and ψ2 are cutoff functions, and h is obtained from g1 after change of variables.
Now, recall α ∼ 2r, let
ǫ′ = 2−r/2〈m〉2A; ǫ′′ = 2max(j−m,−m/2)〈m〉2A, (2.28)
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we proceed to estimate (2.27) in the region where |θ2| + |θ3| & ǫ′. After inserting a cutoff (1 −
ϕ0)((ǫ
′)−1θ2, (ǫ′)−1θ3), we will use Proposition 2.2 to integrate by parts in (θ2, θ3), for any fixed ρ,
choosing
K = α, n = 1, ǫ ∼ ǫ′, λ ∼ (ǫ′)−1,
so that I is bounded by exp(−γ〈m〉Aγ/2), which is . 2−10m if A is large enough. Here we have
used that 2l ≤ 27δm ≤ (ǫ′)−1 and ‖∂µθ h(ρ, θ)‖L2θ . 2
|µ|l, which is because g1(ρ, ·) is still a linear
combination of spherical harmonics of degree . 2l.
Now, in (2.27), we will restrict to the region where |θ2|+ |θ3| ≪ ǫ′, and then fix θ2 and θ3. Let
Ξ(ρ) := ∂ρ
(
Λ(ρ) + t−1αρθ1
)
= Λ′(ρ) + t−1αθ1,
we will then consider the part where |Ξ(ρ)| & ǫ′′. In this case, we will use Proposition 2.2, and set
K = t, n = 1, ǫ ∼ ǫ′′, λ ∼ max(M0, (ǫ′′)−1)
to bound I . 2−10m. Here we have used ‖∂µρ h(ρ, θ)‖L2 .M |µ|0 , because Fρg1(ρ, θ)(τ) is supported
in |τ | .M0.
Therefore, we can restrict to the region |Ξ(ρ)| . ǫ′′. Using Ho¨lder and (2.26), we have
|I| . (ǫ′)2min (ǫ′′‖g1‖L∞θ L∞ρ , (ǫ′′)1/2‖g1‖L∞θ L2ρ) . (ǫ′)22lmin (ǫ′′M1/20 , (ǫ′′)1/2)‖g1‖L2ρL2θ ,
which implies
|I| . 〈m〉A2(j−3m)/22l‖F‖L2 . 2l〈m〉N0+A2−3m/2−j/3 (2.29)
by (2.1). Since we trivially have
sup
|µ|≤N/2+2
∥∥eitΛΓµSlf∗jk∥∥L∞ . 2−(N/2−2)l,
(2.17) follows by interpolation.
Finally, (2.19) is proved in the same way as (2.17), with changes made in a few places: since
k ≥ K0 and ρ = |ξ| ∼ 2k, in (2.25) the factor ρ2 will count as 22k, and the measure of the set
where |Ξ(ρ)| . ǫ′′ is now 23kǫ′′ instead of ǫ′′ since |Λ′′(ρ)| ∼ 2−3k. Moreover in (2.28) we can set
ǫ′ = 2−(r+k)/2〈m〉2A instead of 2−r〈m〉2A, thus in total we have a loss of 24k compared with the
proof of (2.17), thus we have
sup
|µ|≤N/2+2
∥∥eitΛΓµf∗jk∥∥L∞ . 2−(3m+j)/224k+l〈m〉−N0+A.
Since we trivially have
sup
|µ|≤N/2+2
∥∥eitΛΓµf∗jk∥∥L∞ . min(2−(N/2−2)k , 2−(N/2−2)l),
we easily get (2.19) by interpolation. 
Corollary 2.5. Suppose f = f(x) is a function with ‖f‖X . ε, and let v = eitΛf with Λ equaling
one of the Λα, then we have∑
|µ|≤N/2
‖Γµv‖L∞ . ε
(1 + |t|) log(N0−2)(2 + |t|) . (2.30)
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Proof. Let 1 + |t| ∼ 2m, and we decompose
v =
∑
(j,k)∈J
eitΛf∗jk. (2.31)
Now (2.15)-(2.19) in particular implies∥∥eitΛΓµf∗jk∥∥L∞ . ε(1 + 2k/2)−1(max〈m〉, 〈j〉)−N02−max(m,j)
for each |µ| ≤ N/2. Therefore
‖Ωµv‖L∞ .
∑
(j,k)∈J
ε(1 + 2k/2)−1max(〈m〉, 〈j〉)−N0 · 2−max(m,j)
. ε
∑
j≥0
2−max(m,j)max(〈m〉, 〈j〉)−N0 ·
∞∑
k=−j
(1 + 2k/2)−1
. ε
∑
j≥0
2−max(m,j)(max〈m〉, 〈j〉)−(N0−1)
. ε2−m〈m〉−(N0−2), (2.32)
which is what we need. 
Proposition 2.6 (Basic bilinear estimates). For the bilinear operator T defined by
FT (f, g)(ξ) =
∫
R3
K(ξ, η)f̂ (ξ − η)ĝ(η) dη, (2.33)
we have the followings:
(1) If ‖F−1ξ,ηK‖L1 ≤ 1, and
p, q, r ∈ [1,∞], 1
r
=
1
p
+
1
q
,
then we have
‖T (f, g)‖Lr . ‖f‖Lp‖g‖Lq . (2.34)
(2) If K satisfies
sup
ξ
∫
R3
|K(ξ, η)|2 dη + sup
η
∫
R3
|K(ξ, η)|2 dξ . 1,
then we have
‖T (f, g)‖L2 . ‖f‖L2‖g‖L2 . (2.35)
(3) Suppose f and g are radial, and that K is bounded by 1 and is supported where
|ξ| ∼ 2k, |ξ − η| ∼ 2k1 , |η| ∼ 2k2 ; |Φ(ξ, η)| ≤ ǫ,
where Φ = Φσµν is defined in (1.11). Then we have
‖T (f, g)‖L2 . min
(
2k/2, 2−min(k,0)/2ǫ1/2
)
2−(k1+k2)‖f̂‖L1‖ĝ‖L1 . (2.36)
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Proof. (1) This is standard; see [15].
(2) We may assume that F = f̂ and G = ĝ are nonnegative. Let FT (f, g) = H, by Cauchy-
Schwartz we have
|H(ξ)|2 .
∫
R3
K(ξ, η)F (ξ − η)G2(η) dη ·
∫
R3
K(ξ, η)F (ξ − η) dη.
The second factor is bounded by ‖F‖L2 by Cahchy-Schwartz again, thus we have
‖H‖2L2 . ‖f‖L2 ·
∫
R3
∫
R3
K(ξ, η)F (ξ − η)G2(η) dηdξ,
where the last integral equals∫
R3
G2(η) dη
∫
R3
K(ξ, η)F (ξ − η)dξ .
∫
R3
G2(η) · ‖f‖L2 dη = ‖f‖L2 · ‖g‖2L2 ,
so this proves (2).
(3) Let |f̂(ξ − η)| = F (|ξ − η|) and |ĝ(η)| = G(|η|), we may assume ξ = (λ, 0, 0) and ξ − η =
(x, y, z), so that
|FT (f, g)(ξ)| ≤
∫
R3
F (
√
x2 + y2 + z2)G(
√
(λ− x)2 + y2 + z2) dxdydz.
Make the change of variables
ρ =
√
x2 + y2 + z2, τ =
√
(λ− x)2 + y2 + z2, θ = tan−1 z
y
,
the (inverse) Jacobian being
J−1 :=
∣∣∣∣∣∣
ρx ρy ρz
τx τy τz
θx θy θz
∣∣∣∣∣∣ = 1ρτ(y2 + z2)
∣∣∣∣∣∣
x y z
x− λ y z
0 −z y
∣∣∣∣∣∣ = λρτ ,
so we have
|FT (f, g)(ξ)| ≤ 2π
λ
∫
|Φ|≤ǫ
ρτF (ρ)G(τ) dρdτ. (2.37)
Note that
‖F (ρ)‖L1ρ ∼ 2−2k1‖f̂‖L1 ; ‖G(τ)‖L1τ ∼ 2−2k2‖ĝ‖L1(,
this implies that
|FT (f, g)(ξ)| . 2−k−k1−k2‖f̂‖L1‖ĝ‖L1 ,
which implies the first part of (2.36) by Ho¨lder; as for the second part, choose a suitable function
J(λ) with ‖J‖L2 = 1, we have
‖T (f, g)‖L2 . 2k1+k2
∫
|Φ|≤ǫ
F (ρ)G(τ)J(λ) dρdτdλ,
then we fix ρ and τ and notice |∂λΦ| ∼ 2min(k,0), so the measure of {λ : |Φ| ≤ ǫ} is bounded by
2−min(k,0)ǫ, then use Ho¨lder to conclude. 
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3. Proof of Theorem 1.1: Reduction to Z-norm estimate
Let u be a solution to (1.1) on [0, T ]. We define the function v with value in C2d by
vν = (∂t − iΛν)uν , ν ∈ P, (3.1)
where u−α = uα; so we have v−α = vα. Moreover, let the corresponding profile f be
fν(t) = e
itΛνvν(t), 0 ≤ t ≤ T. (3.2)
Proposition 3.1. Suppose g, h : R3 → Rd are such that ‖(g, ∂xg, h)‖HN ≤ ε0, then there exists a
unique solution u to (1.1) such that
u ∈ C1tHNx ([0, 1] ×R3 → Rd), ∂xu ∈ C0tHNx ([0, 1] × R3 → Rd); u(0) = g, ∂tu(0) = h. (3.3)
Moreover, if ‖(g, ∂xg, h)‖Z ≤ ε0, then we have f(t) ∈ C([0, 1]→ Z), where f(t) = (fν(t)) is defined
as in (3.2) above.
Proof. This is proved, with slightly different parameters, in [15], Proposition 2.1 and 2.4; the proof
in our case is basically the same. 
With Proposition 3.1, we can reduce the proof of Theorem 1.1 to the following a priori estimate.
Proposition 3.2. Suppose u is a solution to (1.1) on a time interval [0, T ] with initial data
u(0) = g and ut(0) = h such that
u ∈ C1tHNx ([0, T ] × R3 → Rd), ∂xu ∈ C0tHNx ([0, T ] × R3 → Rd), (3.4)
and let f(t) be defined accordingly. Assume
‖(g, ∂xg, h)‖X ≤ ε ≤ ε0, sup
0≤t≤T
‖f(t)‖X ≤ ε1 ≪ 1,
then we have
sup
0≤t≤T
‖f(t)‖X . ε3/21 + ε.
3.1. Control of energy. From now on we will fix a solution u as described in Proposition 3.2,
and the corresponding f ; in this section we will recover the energy bounds.
Proposition 3.3. We have
sup
0≤t≤T
sup
|µ|≤N
‖Γµf(t)‖L2 . ε3/21 + ε. (3.5)
Proof. Recall that
‖Γµf(t)‖L2 ∼ ‖Γµu(t)‖L2 + ‖Γµ(∂x, ∂t)u(t)‖L2 ,
the proof is basically the same as in [15]; we will present it here since the norms involved are
different. Define the energy
E(t) =
∑
|µ|≤N
∫
R3
( d∑
α=1
(|∂tΓµuα|2 + b2α|Γµuα|2 + c2α|∇Γµuα|2) + (3.6)
+
d∑
α,β=1
3∑
j,k=1
Sjkαβ(u, ∂u)∂jΓ
µuα · ∂kΓµuβ
)
dx,
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where
Sjkαβ(u, ∂u) =
d∑
γ=1
3∑
l=1
(
Ajkαβγuγ +B
jkl
αβγ∂luγ
)
.
Note that in the whole time interval [0, T ] the HN based norms are small, we thus have
E(t) ∼ ‖Γµu(t)‖2L2 + ‖Γµ(∂x, ∂t)u(t)‖2L2 .
Now using (1.1) and the symmetry assumption of S, and integrating by parts, we may compute
that
1
2
∂tE(t) = 1
2
∑
|µ|≤N
d∑
α,β=1
3∑
j,k=1
∫
R3
∂tS
jk
αβ(u, ∂u) · ∂jΓµuα · ∂kΓµuβ
−
∑
|µ|≤N
d∑
α,β=1
3∑
j,k=1
∫
R3
∂jS
jk
αβ(u, ∂u) · ∂tΓµuα · ∂kΓµuβ
+
∑
|µ|≤N
d∑
α,β=1
3∑
j,k=1
∂tΓ
µuα ·
[
Γµ(Sjkαβ(u, ∂u)∂j∂kuβ)− Sjkαβ(u, ∂u)Γµ∂j∂kuβ
]
+
∑
|µ|≤N
d∑
α=1
∂tΩ
µuα · ΓµQ′α(u, ∂u).
Now, using the equation (1.1) again to eliminate ∂2t terms and using Leibniz rule, we can bound
the time derivative by
|∂tE(t)| . E(t) ·
(
sup
|µ|≤N/2
‖Γµu(t)‖L∞ + sup
|µ|≤N/2
‖Γµ(∂t, ∂x)u(t)‖L∞
)
.
Next, since we have
∂tuα =
vα + v−α
2
; uα =
i
2
Λ−1α (vα − v−α), (3.7)
and also vσ(t) = e
−itΛσfσ(t) for ν ∈ P with the bound ‖fσ(t)‖X . ε1, we can use Corollary 2.5 to
deduce that
sup
|µ|≤N/2
‖Γµu(t)‖L∞ + sup
|µ|≤N/2
‖Γµ(∂t, ∂x)u(t)‖L∞ . ε1
(1 + |t|) log20(2 + |t|) , (3.8)
and hence (note that E(t) . ε21)
|∂tE(t)| . ε
3
1
(1 + |t|) log20(2 + |t|) .
Since E(0) . ε2 and the weight (1 + |t|)−1(log(2 + |t|))−20 is integrable in t, this proves (3.5). 
18 YU DENG
3.2. Duhamel formula, and control of Z norm. By definition of v and (1.1), we know that
(∂t− iΛσ)vσ equals a (constant coefficient) quadratic form involving at most the second derivative
of u. Using also (3.7) and Duhamel formula, we obtain the equation
f̂σ(t, ξ)− f̂σ(0, ξ) =
∑
µ,ν∈P
∫ t
0
∫
R3
eisΦσµν(ξ,η)mσµν(ξ, η)f̂µ(s, ξ − η)f̂ν(s, η) dηds (3.9)
for each σ ∈ P. The weight
mσµν =
20∑
i=1
∑
k,k1,k2
(1 + 2max(k,k1,k2))ψσµν,i,0kk1k2
(
ξ
2k
)
ψσµν,i,1kk1k2
(
ξ − η
2k1
)
ψσµν,i,2kk1k2
(
η
2k2
)
, (3.10)
where the ψ’s have the same compact support and are bounded uniformly in G6.
The proof of Proposition 3.2 is now reduced to the following Z norm estimate.
Proposition 3.4. Fix a choice of (σ, µ, ν). Suppose
m ≥ 0, (j, k), (j1 , k1), (j2, k2) ∈ J ; max(m, j, |k|, j1 , j2, |k1|, |k2|) :=M.
Let 2m − 1 ≤ a ≤ b ≤ 2m, and define the quantity J by
Ĵ(ξ) =
∫ b
a
∫
R3
eisΦσµν(ξ,η)mσµν(ξ, η)Fx(fµ)∗j1k1(s, ξ − η)Fx(fν)∗j2k2(s, η) dηds, (3.11)
then we have
‖Jjk‖Zjk . 〈M〉−20ε21. (3.12)
4. Proof of Proposition 3.4: The setup
First, for each |β| ≤ N/2 + 2 we have1
Γ̂βJ(ξ) =
∑
|β1|+|β2|≤|β|
∫ b
a
∫
R3
eisΦσµν(ξ,η)mβ1β2σµν (ξ, η)Fx(Γβ1fµ)∗j1k1(s, ξ − η)Fx(Γβ2fν)∗j2k2(s, η) dηds,
(4.1)
where mβ1β2σµν is obtained from mσµν by applying Ω, and has the same form as (3.10) with uniform
bounds for each |µ| ≤ N/2 + 2. In (4.1), we further decompose fµ into Sl1fµ and fν into Sl2fν ,
and reduce to estimating I, where
Î(ξ) =
∫ b
a
∫
R3
eisΦ(ξ,η)m(ξ, η)F̂ (s, ξ − η)Ĝ(s, η) dηds, (4.2)
where the (σ, µ, ν) subindices are omitted, and
F = (Γβ1Sl1fµ)
∗
j1k1 , G = (Γ
β2Sl2fν)
∗
j2k2 .
1Strictly speaking we should commute Γσ with Qjk, but commutators (produced by ∂x and Qjk) are lower order
and can be estimated easily so we omit them.
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4.1. Bounds for F , G and their time derivatives.
Proposition 4.1. We have the following bounds for F and ∂tF ; similar bounds will hold for G
and ∂tG.
(1) For F we have
‖F‖L2 . 2−(N−4) max(k1,l1)/2ε1;
‖F̂‖L∞ . 2−j1/4ε1, if k1 ≥ −K20 ;
‖F̂‖L∞ . 2l12(−3k1−j1)/2〈j1〉−N0ε1, if k1 ≤ −K20 .
(4.3)
(2) If k1 ≤ −K0 we have
‖F‖L2 . 〈j1〉−N02−j1−k1/2ε1 . 〈j1〉−N02−j1/2ε1;
‖e−itΛµF‖L∞ . 〈j1〉−N0 min(2−j1+k1 , 2−(3m−j1+k1)/2)ε1;
‖e−itΛµF‖L∞ . max(〈m〉, 〈j1〉)−N02−max(m,j1)ε1.
(4.4)
(3) If |k1| < K0 we have
‖F‖L2 . 2−5j1/6〈j1〉N0ǫ1, and ‖F̂‖L1 . 2−j1〈j1〉−N0ε1;
sup
θ∈S2
‖F̂ (ρθ)‖L2ρ . 2l12−5j1/6〈j1〉N0ǫ1, sup
θ∈S2
‖F̂ (ρθ)‖L1ρ . 22l12−j1〈j1〉−N0ǫ1;
‖e−itΛµF‖L∞ . 2l12−3m/2−j1/3〈m〉N0+Aε1, if |j1 −m| ≥ A logm;
‖e−itΛµF‖L∞ . 〈m〉−N02−j1ε1, if |j1 −m| ≤ A logm.
(4.5)
(4) If k1 ≥ K0 we have
‖F‖L2 . 〈j1〉−N02−j1ε1;
‖e−itΛµF‖L∞ . 〈j1〉−N0+A24k1+l12−(3m+j1)/2ε1, if |j1 −m| ≥ A logm
‖e−itΛµF‖L∞ . 〈m〉−N0+A2−j1+3k1/2ε1, if |j1 −m| ≤ A logm.
(4.6)
(5) For ∂tF we have
‖∂tF‖L2 . 〈m〉Amin(2−(3m+k1)/2, 23k1/2)ε21 . 〈m〉A2−9m/8ε21;
‖∂̂tF‖L∞ . 〈m〉A22l1 min(2−(3m−j1−k1)/2, 2(2k1+j1/2))ε2.
(4.7)
Proof. The L2 bound in (4.3) follows from the energy bound; for the Fourier L∞ bound when
k1 ≥ −K20 , we may assume k1 ≤ 6δj1, and decompose F̂ into spherical harmonics as in (1.12),
assuming also l1 ≤ 6δj1; using Proposition 8.2 we obtain that
‖F̂‖L∞ . 2j1/2+l12−(5/6−o)j1ε1 . 2−j1/4ε1.
The case k1 ≤ −K20 is settled in the same way, the only difference being that now ‖G(|ξ|)‖L2ξ ∼
2−k1‖G‖L2
R
for radial G supported in |ξ| ∼ 2k1 , which introduces an additional factor of 2−k1 . Also,
the bound on supθ∈S2 ‖F̂ (ρθ)‖L2ρ in (4.5) follows from the same arguments, but without using one
dimensional Sobolev, and the Fourier L1 bound follows from directly summing over the angular
modes (there are ∼ 22l1 of them).
20 YU DENG
Next, notice that everything else appearing in (4.4), (4.5) and (4.6) follows from either Definition
2.1 and Ho¨lder, or Proposition 2.4, so we only need to prove (4.7). We start with the L2 bound;
recall from (3.9) we have that
∂̂tF (t, ξ) = Sl1P[k1−2,k1+2]Qj1k1
∑
γ,τ∈P
∑
j2,k2,j3,k3
∑
|β2|+|β3|≤|β1|
∫
R3
eisΦµγτ (ξ,η)
×mβ2β3µγτ (ξ, η)Fx(Γβ2fγ)∗j2k2(s, ξ − η)Fx(Γβ3fτ )∗j3k3(s, η) dη,
similar to (4.1). Again we make the further Sl2 and Sl3 decompositions and reduce to estimating
I ′ = ϕ[k1−2,k1+2](ξ)
∫
R3
eisΦ(ξ,η)m(ξ, η)K̂(s, ξ − η)L̂(s, η) dη,
where we assume max(k2, k3, l2, l3) ≤ 6δm, and
K = (Γβ2Sl2fγ)
∗
j2k2 , L = (Γ
β3Sl3fτ )
∗
j3k3 ,
which satisfy the bounds in (4.3)-(4.6) above. Now we have
‖I ′‖L2 . 23k1/2‖I ′‖L∞ . 23k1/2‖K‖L2‖L‖L2 . 23k1/2ε21;
moreover, using Proposition 2.6, we have
‖I ′‖L2 . (1 + 2k2 + 2k3)min
(‖K‖L2‖e−isΛτL‖L∞ , ‖L‖L2‖e−isΛγK‖L∞). (4.8)
If max(k2, k3) ≤ −K20 then (4.8) gives ‖I ′‖L2 . 2min(κ1,κ2)ε21, where
κ1 = −3m/2 + (j2 − k2)/2 − j3 − k3/2, κ2 = −3m/2 + (j3 − k3)/2− j2 − k2/2.
Assume j2 ≥ j3, then
κ2 ≤ −3m/2− j2/2− (k2 + k3)/2 ≤ −3m/2−max(k2, k3) ≤ −3m/2− k1/2,
thus the L2 bound in (4.7) holds. Otherwise, if min(k2, k3) ≥ −K20 , then (4.8) implies ‖I ′‖L2 .
2−1.9mε21 if max(j2, j3) ≥ (1− o)m, and
‖I ′‖L2 . min
{
24k2+l22−3m/22−10max(k3,l3), 24k3+l32−3m/22−10max(k2,l2)
}
ε21
if max(j2, j3) ≤ (1 − o)m, which clearly suffices. Finally if k2 ≥ −K20 ≥ k3, then we may also
assume k2 > −K0. If j2 ≥ (1−o)m then (4.8) gives the correct bound as before, and if j2 ≤ (1−o)m
we have by (4.3) and (4.6) that
‖I ′‖L2 . min
{
24k2+l22−3m/22−j3/2, 2−3m/22j32−10max(k2,l2)
}
ε21,
which again suffices.
This proves the L2 bound in (4.7). As for the L∞ bound, we simply use the fact that∥∥FSlf∗jk∥∥L∞ . 22l+j/2−k‖fjk‖L2
which can be shown by using the spherical harmonics decomposition in (1.12) as above. 
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4.2. Easy cases. We now begin to prove the estimate of I. By (4.8), we have the following basic
estimate
‖I‖L2 . 2m sup
a≤s≤b
(1 + 2k1 + 2k2)min
(‖F (s)‖L2‖e−sΛτG(s)‖L∞ , ‖G(s)‖L2‖e−sΛσF (s)‖L∞), (4.9)
which will be used repeatedly below.
First, we will get rid of the case when
j ≥ max(−k,min(j1, j2),m+ [k]) +A logM,
where [k] := min(max(k1, k2), 0), and recall that A ≪ N0 is some absolute constant. In fact,
assuming j1 ≤ j2, we have
Ijk(x) =
∫
R3
ϕk(ξ)e
ix·ξ dξ
∫ b
a
∫
R3
eisΦ(ξ,η)m(ξ, η)F̂ (s, ξ − η)Ĝ(s, η) dηds (4.10)
for |x| ∼ 2j . Fixing s and η, we analyze the integral in ξ, which is∫
R3
ϕk(ξ)e
i(x·ξ+sΦ(ξ,η))m(ξ, η)F̂ (s, ξ − η) dξ,
by using Proposition 2.2, choosing
K = |x|, n = 1, ǫ ∼ 1, λ ∼ 2max(0,−k,j1),
and noticing |∇ξΦ| . 2[k], so that we can bound the output ‖Ijk‖L2 . 2−10Dε21.
Next, suppose j ≥ 5m/2. From above, we may also assume that either M ≥ m2 (in which case
max(j1, k2, k1, k2) ≥M and the estimates are trivial), or
j ≤ |k|+A logm, or min(j1, j2) ≥ j −A logm.
In the former case, we only need to prove ‖Î‖L∞ . 25j/6ε21, which follows from estimating both F
and G factors in L2 in (4.2), using (4.3). In the latter case, we simply use (4.9) and Proposition
4.1, and exploit the fact j ≥ 5m/2 to conclude.
Now, assuming j ≤ 5m/2, we can easily treat the case when max(k1, l1, k2, l2) ≥ 6δm or when
max(j1, j2) ≥ 4m, using (4.3) and (4.4) respectively. Thus from now on we will assume the
inequalities
j ≤ 5m/2, max(k1, k2, l1, l2) ≤ 6δm, M ≤ 4m, (4.11)
and
j ≤ max(−k,min(j1, j2),m+ [k]) +A logm. (4.12)
For simplicity, from now on we will use the symbol X  Y to denote X ≤ Y + A logm (and
similarly for X ≻ Y ).
5. Low frequencies
In this section we consider the case max(k1, k2) ≤ −K0. By (2.3), we may assume k ≤ −K0
also. Define F˜ = 〈j1〉N0F and G˜ = 〈j2〉N0G, and I˜ = 〈j1〉N0〈j2〉N0I; we then only need to prove
2κ := L = 2j+k/2ε−21 ‖I˜jk‖L2 . 〈M〉−30
(〈j1〉 · 〈j2〉
〈j〉
)N0
. (5.1)
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In each case below, we will prove that either L . 2−o·m, or L . 〈M〉A and min(j1, j2) ≥ o ·m;
either will imply (5.1). During the proof we will use ρi to denote some constants that depend only
on B.
5.1. First reduction. First assume j ≻ m + max(k1, k2). We then must have either j 
min(j1, j2), or j+k  0. In the first situation we may, without loss of generality, assume k ≤ k1+6,
and use (4.9), estimating F˜ in L2, to bound that
κ  j + k
2
+m− j1 − k1
2
−max(j2 − k2, (3m− j2 + k2)/2)  0.
Moreover we will actually have κ ≤ −m/10, unless |j2 − k2 −m| ≤ m/5 and |j − j1| ≤ m/10, in
which case we must have min(j1, j2) ≥ o ·m, so (5.1) is true.
In the second situation we have j + k  0, thus if we define 2κ′ = ε−21 ‖P̂k I˜‖L∞ , then κ  κ′ − j.
Since we have assumed that j  m + k1+k22 , we can directly use Young’s inequality (estimating
both F˜ and G˜ in L2) to bound
κ′  m− j1 − k1
2
− j2 − k2
2
 m+ k1 + k2
2
 j.
Again, we would actually have κ′ ≤ j−o ·m from above, unless |j1+k1|+ |j2+k2|+ |k1−k2| ≤ o ·m,
which means we only need to consider the case
j1, k1, j2, k2 = o ·m, j,−k = (1 + o)m. (5.2)
This would imply that that F˜ and G˜ are in Schwartz space with suitable Schwartz norm bounded
by 2o·mε1, so we will treat the integral in η in (4.2) as a standard oscillatory integral with phase
sΦ(ξ, η). Using Van der Corput lemma (see Proposition 8.1), we can bound this integral for each
ξ by 2−m/10ε21 (which would imply κ
′  j −m/10 since j ≥ (1− o)m), unless Λµ+Λν = 0. In this
final scenario we have |Φ(ξ, η)| & 1, so we can integrate by parts in s to obtain
F I˜(ξ) =
∫
R3
eiΦ(ξ,η)
m(ξ, η)
iΦ(ξ, η)
F̂ (s, ξ − η)Ĝ(s, η) dη
∣∣∣∣s=b
s=a
−
∫ b
a
∫
R3
eisΦ(ξ,η)
m(ξ, η)
iΦ(ξ, η)
∂̂sF (s, ξ − η)∂̂sG(s, η) dsdη
−
∫ b
a
∫
R3
eisΦ(ξ,η)
m(ξ, η)
iΦ(ξ, η)
F̂ (s, ξ − η)∂̂sG(s, η) dsdη. (5.3)
Denote the three terms by Î0, Î1 and Î2 respectively, by symmetry, we only need to consider I0
and I1. Since |Φ| & 1, (4.9) will remain true for the particular bilinear operator involved in I0 and
I1; combining this with Proposition 4.1 we conclude that κ  max(κ1, κ2) where
2κ1 = ε−21 ‖I0‖L2 , κ1  j +
k
2
−max (m+ j1
2
,
3m− j1 + k1
2
)  −m
8
,
2κ2 = ε−21 ‖I1‖L2 , κ2  j +
k
2
+m+min
(−3m− k1
2
,
3k1
2
)−m  −m
8
,
(5.4)
which again implies (5.1).
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Now we will assume j  m+max(k1, k2). Note that from the above proof, we can also assume
j ≻ min(j1, j2). If j + k  0, we may assume j1 ≥ j2 and use (4.9), estimating F˜ in L2, to get
κ  j
2
+m− j1 − k1
2
− 3m
2
+
j2 − k2
2
 0,
which is because
−j1 + j2
2
− k1 + k2
2
≤ −max(j1, j2)
2
− k1 + k2
2
≤ −max(k1, k2)
2
.
This proves (5.1) when j1, j2 ≥ o ·m, and if j2 ≤ o ·m then either the stronger bound κ ≤ −o ·m
holds, or we have (5.2). In any case this contribution will be acceptable.
Now we have
max(−k,min(j1, j2)) ≺ j  m+max(k1, k2).
If bσ − bµ − bν 6= 0, then |Φ| & 1, so we may integrate by parts in s as in (5.3), and estimate the
terms I0, I1 and I2 in the same way as before, and notice that (5.4) is still true in this situation,
so (5.1) still holds.
Now we assume bσ − bµ − bν = 0. We will first treat the easier part when k2 − k ≤ −D0; under
this assumption we have |k1 − k| ≤ 6 and hence |∇ηΦ(ξ, η)| ∼ 2k. We may then assume that
max(j1, j2)  m+ k or we could integrate by parts in η and choose
K = 2m, n = 1, ǫ ∼ 2k, λ ∼ 2max(j1,j2)
in Proposition 2.2 to bound ‖I˜‖L2 . 2−10mε21.
If j1  max(j2,m+ k), since we also have j  m+ k, we will use (4.9), estimating F˜ in L2, to
get
κ  j + k
2
+m− j1 − k
2
−m  0,
and again we will have κ ≤ −D/10 unless j2 ≥ m/10, thus this contribution will also be acceptable.
On the other hand, if j2  max(j1,m+ k), we will have κ  min(κ1, κ2), where
κ1  j + k
2
+m− j1 − k
2
− j2 + k2  m− j1 + k2
is obtained from estimating F˜ in L2, and
κ2  j + k
2
+m− 3m
2
+
j1 − k
2
− j2 − k2
2
 −m+ j1 − k2
2
is obtained from estimating G˜ in L2. Now at least one of κ1 and κ2 must be  0, therefore we
will get the desired bound up to a logarithmic loss, which we can always recover (meaning we have
min(κ1, κ2) ≤ −o ·m) unless
j1, k = o ·m, j, j2,−k2 = (1 + o)m.
In this final scenario, we will integrate by parts in s to produce I0, I1 and I2 terms. Notice that
|ζ| := |ξ − η| ∼ 2k, we have Φ(ξ, η) = Φ(ξ, 0) + η ·Ψ(ξ, η), where Φ(ξ, 0) is a fixed nonzero analytic
function of |ξ|2. Using Taylor expansion and a scaling argument, we can see that
m˜(ξ, η) =
m(ξ, η)
Φ(ξ, η)
ψ1(2
−k(ξ − η))ψ2(2−k2η),
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where ψ1 is supported in |ξ| ∼ 1 and ψ2 in |ξ| . 1, verifies the bound ‖Fm˜‖L1 . 2o(m), so we can
close the estimate by integrating by parts in time and repeating the arguments in (5.3) and (5.4)
above.
From now on, under the assumption max(k, k1, k2) ≤ −K0, we can assume
max(min(j1, j2),−k) ≺ j  m+ k1; |k1 − k2| ≤ D0; k ≤ k1 +D0.
Also recall that at point (0, 0), we may expand the phase function as
Φ(ξ, η) =
c2σ
2bσ
|ξ|2 − c
2
µ
2bµ
|ξ − η|2 − c
2
ν
2bν
|η|2 +O(|ξ|4 + |η|4). (5.5)
5.2. Second reduction. Here we assume c2µ/bµ + c
2
ν/bν = 0. Since bµ + bν 6= 0, we must have
ρ2 := −c4µ/(8b3µ)− c4ν/(8b3ν) 6= 0. The phase function is now expanded as
Φ(ξ, η) = ρ0|ξ|2 + ρ1(ξ · η) + ρ2|η|4 +O(|η|6 + |ξ||η|3), (5.6)
for some constants ρ0 and ρ1 with ρ1ρ2 6= 0. Note that |η| ∼ |ξ − η| ∼ 2k1 , we will first exclude
the case k1 ≤ k +D0. In fact, in this case we would have |∇ηΦ| ∼ 2k in the region of integration,
under which assumption every estimate is exactly the same as the case when k2− k ≤ −D0, which
was studied at the end of Section 5.1 above, and we will get acceptable contributions. Therefore,
we may assume below that k1 ≥ k +D0.
(1) First, assume 3k1 ≤ k−D20, then we will have |∇ηΦ(ξ, η)| ∼ 2k in the region of integration.
Moreover, We have |∇νηΦ(ξ, η)| . 2(4−|ν|)k1 in the region of interest for 2 ≤ |ν| ≤ 4. Now if
max(j1, j2) ≺ m+ k, we will use Proposition 2.2 and take
K = 2m, n = 3, ǫ ∼ 2k, λ ∼ 2max(j1,j2)
and deduce that
‖Ijk‖L2 . exp(−c(min(2m+4k/3, 2m+k−j1 , 2m+k−j2))c)ε21
which will be sufficient, since
m+ 4k/3  m+ k + k1  m+ k − j1 ≻ 0.
Therefore by symmetry, we may assume j1  max(j2,m+ k). We then use (4.9), estimating F˜ in
L2, to obtain an estimate (note also that j  m+ k1)
κ  (m+ k1) + k
2
+m− j1 − k1
2
− 3m− j2 + k1
2
 0. (5.7)
Moreover, we have κ ≤ −m/10 unless j2 ≥ m/10, which proves (5.1).
(2) Next, assume 3k1 ≥ k+D20, then we will have |∇ηΦ(ξ, η)| ∼ 23k1 in the region of integration.
Moreover, We have |∇νηΦ(ξ, η)| . 2(4−|ν|)k1 in the region of interest for 2 ≤ |ν| ≤ 4. Now if
max(j1, j2) ≺ m+ 3k1, we will use Proposition 2.2 and take
K = 2m, n = 3, ǫ ∼ 23k1 , λ ∼ 2max(j1,j2)
and deduce that
‖Ijk‖L2 . ǫ21 exp(−γ(min(2m+3k1−j1 , 2m+3k1−j2))γ)ε21
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which will be sufficient. Therefore by symmetry, we may assume j1  max(j2,m+ 3k1). We then
use (4.9), estimating F˜ in L2, to obtain (note also that j  m+ k1)
κ  (m+ k1) + 3k1
2
+m− j1 − k1
2
− 3m− j2 + k1
2
 0, (5.8)
and also notice that either j2 ≥ o ·m or κ ≤ −o ·m, which again proves (5.1).
(3) Now assume |3k1 − k| ≤ D20. We may also assume that k1 ≻ −m/4, since otherwise we may
assume j1 ≥ j2  −k1, and directly use (4.9), estimating F˜ in L2, to bound
κ  m+ k1 + 3k1
2
+m− j1 − k1
2
− 3m− j2 + k1
2
 m
2
+ 2k1  0,
which implies (5.1) since min(j1, j2) ≥ |k1| ≥ m/5. Now we will have
∇ηΦ(ξ, η) = ρ1ξ + 4ρ2|η|2η +O(25k1), (5.9)
as well as
Φ(ξ, η) = ρ1(η · ξ) + ρ2|η|4 +O(26k1). (5.10)
Choose a cutoff ψ1(τ) supported in |τ | ≪ 1 such that 1 − ψ1 = ψ2 is supported in |τ | & 1 (the
implicit constants here may depend on B).
We next consider the contribution where the factor ψ2(2
−3k1(ρ1ξ + 4ρ2|η|2η)) is attached to
the weight m(ξ, η). In this situation we will have |∇ηΦ| ∼ 23k1 and |∇νηΦ(ξ, η)| . 2(4−|ν|)k1 for
2 ≤ |ν| ≤ 4, thus when max(j1, j2) ≺ m+ 3k1, we will be able to use Proposition 2.2 with
K = 2m, n = 3, ǫ ∼ 23k1 , λ ∼ 2max(j1,j2)
to obtain sufficient decay. Note that a new difficulty arises with the introduction of the ψ2 factor,
but one have ∣∣∂νηψ2(2−3k1(ρ1ξ + 4ρ2|η|2η))∣∣ . (C|ν|)!2−k1|ν|
which can be proved by rescaling. Therefore, we may assume that max(j1, j2)  m + 3k1, which
allows us to repeat the proof in part (2) above. Here one should note that (4.9) still holds for the
modified bilinear operator, because the function
χ(2−3k1ξ)χ(2−k1η)ψ2(2
−3k1(ρ1ξ + 4ρ2|η|2η))
has its inverse Fourier transform bounded in L1, which is again easily seen by rescaling, so that
we can still use Proposition 2.6.
Now suppose that ψ1(2
−3k1(ρ1ξ + 4ρ2|η|2η)) is attached to m(ξ, η). In this contribution we
always have |Φ| ∼ 24k1 . Moreover, if we consider the function
m˜(ξ, η) =
24k1m(ξ, η)
Φ(ξ, η)
ψ1(2
−3k1(ρ1ξ + 4ρ2|η|2η))χ(2−3k1ξ)χ(2−k1η), (5.11)
then it will have inverse Fourier transform bounded in L1 (simply by rescaling and using the
expansion (5.10)), thus we will be able to integrate by parts in s to produce the I0, I1 and I2 terms
but with additional cutoff factors, then use the variant of (4.9) with multiplier m˜ and Proposition
4.1 to obtain (by symmetry) κ  max(κ1, κ2), where
2κ1 = ε−21 ‖I0‖L2 , κ1  m+ k1 +
3k1
2
− 4k1 −max(j1, j2)− k1
2
− 3m−min(j1, j2) + k1
2
 0
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and
2κ2 = ε−21 ‖I1‖L2 , κ2  m+ k1 +
3k1
2
+m− 4k1 − 3m
2
− k1
2
−m = −m
2
− 2k1  0.
Moreover, we have either κ ≤ −m/10 or min(j1, j2) ≥ |k1| ≥ m/10. Therefore we have finished
the proof in the case when c2µ/bµ + c
2
ν/bν = 0.
5.3. The final case. Assume here that c2µ/bµ + c
2
ν/bν 6= 0. In this case we have
Φ(ξ, η) = ρ0|ξ|2 + ρ1ξ · η + ρ3|η|2 +O(|ξ|4 + |η|4) (5.12)
with ρ1ρ3 6= 0. If k1 ≥ k + D20, then we will have |∇ηΦ| ∼ 2k1 , so we can argue exactly as in
Section 5.2 above; the situation will be the same if k1 ≤ k+D20, and if we insert a cutoff to restrict
to the region |ρ1ξ + 2ρ3η| & 2k. Note that in the latter case, the introduction of this cutoff will
not affect the use of Proposition 2.6 as in the derivation of (4.9), as will be shown below.
Next, suppose k1 − k ≤ D20, and we attach some cutoff supported in the region where |ρ1ξ +
2ρ3η| ≪ 2k, and ρ21 − 4ρ0ρ3 6= 0. Then we will have |Φ| ∼ 22k, so we can integrate by parts in s
and argue as in Section 5.2 above. Here one should note that (4.9) still holds, because the function
m˜(ξ, η) =
22km(ξ, η)
Φ(ξ, η)
ψ1(2
−k(ρ1ξ + 2ρ3η))ψ2(2
−kξ)ψ3(2
−kη)
will have its inverse Fourier transform bounded in L1 due to scaling.
In the only remaining scenario we have ρ21− 4ρ0ρ3 = 0, so for some constants ρ4 and ρ5 we have
Φ(ξ, η) = ρ4|η−ρ5ξ|2+O(24k). We have also assumed that k1−k ≤ D20 and |η−ρ5ξ| ≪ 2k. (again
these constants may depend on B).
(1) Suppose |k|  m/6. If |k|  m/2, then we can directly use (4.9), estimating F˜ in L2, to
bound
κ  (m+ k) + k
2
+m− j1 − k
2
− j2 + k  2m+ 4k  0,
which implies (5.1) because min(j1, j2) ≥ |k| ≥ m/3. Thus we may assume −m/2 ≺ k  −m/6.
By inserting suitable cutoff functions to the weight m(ξ, η), we may consider the integral in the
regions where |η − ρ5ξ| ∼ 2−r for |k| ≤ r ≺ m/2, and where |η − ρ5ξ| . 2−m/2〈m〉A.
In the first situation we have |∇ηΦ| ∼ |∇ξΦ| ∼ 2−r. Suppose max(j1, j2) ≺ m − r, we will use
Proposition 2.2, setting
K = 2m, n = 1, ǫ ∼ 2−r, λ ∼ 2max(j1,j2,r),
to bound (say) κ ≤ −10m (here the restriction λ ≥ 2r is due to the newly introduced cutoff factor
ψ(2r(η − ρ5ξ))). Moreover, if j ≻ m− r, we may also assume j ≻ j1, so we can integrate by parts
in ξ with fixed η exactly as in the estimate of (4.10), where we choose, in Proposition 2.2,
K = 2m, n = 1, ǫ ∼ 2j−m, λ ∼ 2max(r,j1),
to obtain sufficient decay (note that j ≻ m− r ≻ max(r,m/2)).
Now we have j  m− r  max(j1, j2). Suppose j1 ≥ j2, we then use (4.9), estimating F˜ in L2,
to bound
κ  (m− r) + k
2
+m− (m− r)− k
2
−m = 0,
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and recover the logarithmic loss because min(j1, j2) ≥ |k| ≥ m/7. Here we still need to verify the
validity of (4.9) with weight
m˜(ξ, η) = m(ξ, η)ψ1(2
−kξ)ψ2(2
−kη)ψ3(2
l(η − ρ5ξ)).
Now by the algebra property of the norm ‖F−1M‖L1 , we only need to bound this norm for the
function
n(ξ, η) = ψ1(2
−kξ)ψ3(2
l(η − ρ5ξ)),
which is easily estimated by a linear transformation and rescaling.
In the second situation above, we must have j  m/2, otherwise we could bound the integral
in the same way as in the estimate of (4.10). Therefore we may assume j1 ≥ j2, and use (4.9),
estimating F˜ in L2, to bound
κ  m
2
+
k
2
+m− j1 − k
2
− 3m
2
+
j2 − k
2
 0.
Since min(j1, j2)  m/6, this proves (5.1).
(2) Suppose |k| ≺ m/6. By inserting suitable cutoff functions, we will consider the integral in
regions where |η − ρ5ξ| ∼ 2−r, for |k| ≤ r ≺ 3|k|, and where |η − ρ5ξ| . 23k〈m〉A. First suppose
r ≺ 3|k|, then we will have |∇ηΦ| ∼ 2−r as well as |∇ξΦ| ∼ 2−l, and note that r ≺ m/2. This will
allow us to assume that max(j1, j2)  m− r  j, since if max(j1, j2) ≺ m− r, we will be able to
use Proposition 2.2 to integrate by parts in η, setting
K = 2m, k = 1, ǫ ∼ 2−l, λ ∼ 2max(j1,j2,r)
to obtain sufficient decay, and if j ≻ m− r we will be able to integrate by parts in ξ just as above,
having assumed that j ≻ min(j1, j2).
Now that we have max(j1, j2)  m− r  j, we may assume j1 ≥ j2 and use (4.9), estimating F˜
in L2 to bound
κ  j + k
2
+m− j1 − k
2
−m  0.
Since either κ ≤ −m/10 or j1 ≥ j2 ≥ m/20, this proves (5.1).
Finally, let us assume |k| ≺ m/6 and we are in the region |η − ρ5ξ| . 23k〈m〉A. Since now
|∇ηΦ| . 23k〈m〉A, we must have j  m+ 3k (otherwise we integrate by parts in ξ as before; note
also that 3k ≺ m/2). In this situation we need much more careful analysis of the phase function,
which we will carry out now.
recall that
Φ(ξ, η) =
2∑
α=1
2∑
β=0
σα,β|ζβ |2α +O(26k), (5.13)
where ζ0 = ξ, ζ1 = ξ − η and ζ2 = η, and the coefficients are
σ1,0 =
c2σ
2bσ
, σ1,1 = −
c2µ
2bµ
, σ1,2 = − c
2
ν
2bν
; (5.14)
σ2,0 =
c4σ
8b3σ
, σ2,1 = −
c4µ
8b3µ
, σ2,2 = − c
4
ν
8b3ν
. (5.15)
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Now, in order for the quadratic term to be a perfect square (which we have assumed before), we
must have σ1,0σ1,1 + σ1,1σ1,2 + σ1,2σ1,0 = 0, or equivalently
bσ
c2σ
− bµ
c2µ
− bν
c2ν
= 0. (5.16)
Recall also that
bσ − bµ − bν = 0. (5.17)
Now we compute the fourth-order term; note that apart from an error of at most O(26k), we may
assume η = ρ5ξ, and that ρ5 = −σ1,0/σ1,2. We again have two situations.
(A) Suppose the c’s are not all equal, then in particular no two of the c’s can be equal, and we
can compute ρ7 = (c
2
σ − c2µ)/(c2ν − c2µ). Therefore we may assume
ξ = (c2ν − c2µ)v, η = (c2σ − c2µ)v; ξ − η = (c2ν − c2σ)v,
where |v| ∼ 2k. Up to a constant we may also assume
bσ =
1
c2ν
− 1
c2µ
, bµ =
1
c2ν
− 1
c2σ
, bν =
1
c2σ
− 1
c2µ
.
Therefore we may compute
2∑
β=0
σ2,β|ζβ |4 = λ|v|4,
where up to a constant
λ = (cσcµcν)
6
∑
cyclic
c2µ − c3ν
c2σ
= −(cσcµcν)4(c2σ − c2µ)(c2µ − c2ν)(c2ν − c2σ) 6= 0. (5.18)
This means that Φ(ξ, η) = ρ6|ξ|4 +O(26k), and also that the function
m˜(ξ, η) =
24km(ξ, η)
Φ(ξ, η)
ψ(2−kξ)ψ1(2
−3k(η − ρ7ξ)),
where ψ is supported in |ξ| ∼ 1 and ψ1 supported in |ξ| . 1, has inverse Fourier transform bounded
in L1 (with bounds depending on B), by a linear transformation and rescaling argument. Therefore,
we can integrate by parts in s, producing I0, I1 and I2 terms, and use the variant of (4.9) with
multiplier m˜ to bound κ  max(κ1, κ2), where
2κ1 = ε−21 ‖I0‖L2 , κ1  (m+ 3k) +
k
2
− 4k − j1 − k
2
− 3m/2 + j2 − k
2
 −m
2
− k ≤ −m
4
,
2κ2 = ε−21 ‖I1‖L2 , κ2  (m+ 3k) +
k
2
+m− 4k − 3m/2− k
2
−m = −m
2
− k ≤ −m
4
,
(5.19)
which proves (5.1).
(B) Suppose that cσ = cµ = cν , and bσ − bµ − bν = 0. By extracting a constant we may assume
cσ = 1; by symmetry we may assume bµ, bν > 0, so
Φ(ξ, η) =
√
|ξ|2 + b2σ −
√
|ξ − η|2 + b2µ −
√
|η|2 + b2ν ,
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which implies that ρ5 = bν/bσ and that Φ(ξ, η) = ∂ηΦ(ξ, η) = 0 at the point η = ρ5ξ for all ξ.
Now, if we expand Φ as a power series of ξ and η− ρξ, the constant term will be 0 and the second
order term will be ρ7|η− ρ5ξ|2; moreover, each term of degree four or higher must contain at least
two factors of η − ρ5ξ. Therefore, if we restrict to regions where |η − ρ5ξ| ∼ 2−r for r ≺ m/2, we
will have |∇ηΦ| ∼ |∇ξΦ| ∼ 2−r, regardless of the relationship between r and k. In this situation
we can thus repeat the previous arguments and assume j  m − r  max(j1, j2) and close the
estimate using (4.9) as before.
Now we may restrict to the region where |η − ρ7ξ| . 2−m/2〈m〉A, so we have j  m/2. Under
this assumption we may then assume j1 ≥ j2 and deduce
κ  m
2
+
k
2
+m− j1 − k
2
− 3m
2
+
j2
2
− k
2
 0.
Moreover, we have either κ ≤ −o·m or min(j1, j2) ≥ o·m, unless j1, j2, k = o·m and j = (1/2+o)m.
In this final scenario, we will not insert any cutoff to the integral as above; instead we will use a
special argument as follows.
Note that
I˜jk(x) =
∫ b
a
∫
(R3)2
ei(sΦ(ξ,η)+x·ξ)ϕj(x)ϕk(ξ)m(ξ, η)F̂ (s, ξ − η)Ĝ(s, η) dξdη ds.
Since j1, j2 and k are all o(m) in absolute value, the function χ(2
−kξ)m(ξ, η)F̂ (ξ − η)Ĝ(η) will
be bounded in a suitable Schwartz norm by 2o·m. Now we make a change of variables and let
η − ρξ = ζ, then we will be estimating, for fixed s, an integral of form∫
(R3)2
ei(sΨ(ξ,ζ)+x·ξ)φ(ξ, ζ) dξdζ, (5.20)
where φ is a function with Schwartz norm bounded by 2o·m and
Ψ(ξ, ζ) = ρ8|ζ|2 +
3∑
q,r=1
ζqζrhqr(ξ, ζ),
with hq,r(0, 0) = 0, so that we have |∇ζΨ| ∼ |ζ| where |ξ| + |ζ| is small. Now, if we cutoff in
the region |ζ| & 2−2m/5, we will be able to integrate by parts in ζ to obtain sufficient decay; if
we cutoff in the region |ζ| ≪ 2−2m/5, we will then fix ζ and integrate by parts in ξ, noting that
|sζqζr| . 2m/5 and |x| ∼ 2j & 22m/5, to obtain sufficient decay for this integral. This completes
the proof in the final scenario and thus finishes the proof of (5.1).
6. Medium frequencies
In this section we consider the case when max(k, k1, k2) < K
2
0 , and max(k1, k2) > −K0. By
(2.3), we may also assume max(k1, k2) < K0.
First we shall prove the crucial bilinear lemma introduced in Section 1.2.4. This allows us to
restrict the angular variable under very mild restrictions, and will be used frequently in the proof
below.
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Lemma 6.1. Restrict the integral (4.2) by adding two cutoff functions and forming
I ′ :=
∫
R3
eitΦ(ξ,η)ψ1(2
κΦ(ξ, η))ϕk(ξ)m(ξ, η)ψ2(2
υ sin∠(ξ, η))F̂ (s, ξ − η)Ĝ(s, η) dη, (6.1)
where |t| ∼ 2m, ψ1 is Schwartz, ψ2(z) is supported in |z| ∼ 1. Assume that
max(k1, k2) ≥ −2K20 , κ ≺ m, max(0, k1, k2) := k, max(l1, l2) := l < m/10, j1 − k1 ≺ m,
then we have |I ′| . 2−20mε21, in each of the following three cases:
(1) When |k1 − k2| ≤ 6, υ ≺ (m+ k)/2− k, and m+ k ≻ 2l.
(2) When |k − k1| ≤ 6, υ ≺ (m+ k2)/2− k, and m+ k2 ≻ 2l.
(3) When |k − k2| ≤ 6, |k1| ≺ (m− l)/2 and υ ≺ (m− l)/2.
Proof. Let max(k1, k2) := k3. By symmetry, we may assume ξ = |ξ|e1 where |ξ| ∼ 2k, and ei are
coordinate vectors; we then make several reductions. Fix a time s, let
ρ = |η|, θ = ∠(e1, η), φ = ∠(η − (η · e1)e1, e2);
ρ′ = |ξ − η|, θ′ = ∠(e1, ξ − η), φ′ = ∠(ξ − η − ((ξ − η) · e1)e1, e2)
be the spherical coordinates, we expand as in (1.12)
F (s, ξ − η) =
∑
q.2l1
1∑
m=−q
fmq (ρ
′)Y mq (θ
′, φ′); G(s, η) =
∑
q′.2l2
q′∑
m′=−q′
gm
′
q′ (ρ)Y
m′
q′ (θ, φ),
and fix a choice (ρ, q, q′,m,m′). Using the Fourier transform of ψ1 we can write
eitΦ(ξ,η)ψ1(2
κΦ(ξ, η)) =
∫
R
2−κψ̂1(2
−κr)ei(t+r)Φ(ξ,η) dr (6.2)
and restrict |r| . 2(m+κ)/2, then fix one r; similarly decomposing
fmq (ρ
′) =
∫
R
eiσρ
′
f̂mq (σ) dσ,
we may assume |σ| . 2(m+j1)/2 (otherwise f̂mq (σ) decays rapidly), and then fix σ. After absorbing
m(ξ, η) into cutoff functions, we reduce to a θ integral
I ′′ =
∫
S2
ei(t+r)Λ(ρ
′)+σρ′ψ2(2
υ sin θ)Y mq (θ
′, φ′)Y m
′
q′ (θ, φ) dθdφ, (6.3)
where Λ = Λν for some ν ∈ P, ρ′, θ′ and φ′ are functions of θ and φ with fixed ρ. Let H =
(t + r)Λ(ρ′) + σρ′, note that (ρ′, θ′, φ′) is smooth in θ, and ∂θ((ρ
′)2) = −2|ξ|ρ sin θ by the law of
cosines. Using the formula
dn
dxn
f(g(x)) =
n∑
p=0
∑
α1+···+αp=n−p
A(n, p;α1, · · · , αp) · f (p)(g(x))
p∏
i=1
g(αi+1)(x), (6.4)
which can be proved by induction, we deduce that
|∂θρ′| ∼ 2k−υ, |∂θH| ∼ 2m+k−υ, |∂αθ (θ′, φ′)| . (Cα)!2αk3 ;
|∂αθH| . (Cα)!2αk32m+k, |∂αθ ρ′| . (Cα)!2αk32k
(6.5)
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in case (1), and that
|∂θρ′| ∼ 2k2−υ, |∂θH| ∼ 2m+k2−υ, |∂αθ (θ′, φ′)| . (Cα)!2αk3 ;
|∂αθH| . (Cα)!2αk32m+k2 , |∂αθ ρ′| . (Cα)!2αk32k2
(6.6)
in case (2), and that
|∂θρ′| & 22k3−k1−υ, |∂θH| & 2m+2k3−υ, |∂αθ (θ′, φ′)| . (Cα)!2α(2k3+n);
|∂αθ ρ′| . (Cα)!2k12α(2k3+n), |∂αθH| . (Cα)!2m+2k12α(2k3+n), n = max(−k1,−2k1 − υ)
(6.7)
in case (3). We then integrate by parts in θ, using Proposition 2.2 and Remark 2.3, setting
K = 2m+k, n = 1, ǫ ∼ 2−υ, λ ∼ 2max(l1+k3,l2,υ), λ′ = 2k3
in case (1),
K = 2m+k2 , n = 1, ǫ ∼ 2−υ, λ ∼ 2max(l1+k3,l2,υ), λ′ = 2k3
in case (2), and
K = 2m+2k1 , n = 1, ǫ ∼ 22k3−2k1−υ, λ ∼ 2max(υ,l2,l1+2k3+n), λ′ ∼ 22k3+n
in case (3), so that we can bound |J ′| . exp(−γ〈m〉Aγ) with some fixed constant γ and conclude
the proof, provided A is chosen large enough. 
6.1. Mixed inputs. Suppose min(k1, k2) ≤ −K20 . By symmetry, we may assume −K0 < k1 < K20
and k2 ≤ −K20 . If k ≤ −K0, using Proposition 8.1 we have |Φ(ξ, η)| & 1, so we can integrate by
parts in s, then use Proposition 4.1 to conclude, in the same way as estimating (5.3); thus we will
now assume k ≥ −K0, so we need to prove
‖Ijk‖L2 . 〈m〉−100〈j〉N02−5j/6ε21, ‖Îjk‖L1 . 2−j〈j〉−N0〈m〉−100ε21. (6.8)
First note that, if j ≤ (1+o)max(m,min(j1, j2)) and we use a cutoff to restrict |Φ(ξ, η)| & 2−m/9,
we can then integrate by parts in s to get I0, I1 and I2 terms as in (5.3). Consider for example
Î1(ξ) =
∫ b
a
∫
R3
eisΦ(ξ,η)
Φ(ξ, η)
ψ(2m/9Φ(ξ, η))m(ξ, η)∂̂sF (s, ξ − η)Ĝ(s, η) dηds,
where ψ is some cutoff; recall as in the proof of Lemma 6.1 that
ψ(2m/9Φ)
Φ
=
∫
R
eirΦχ(2−m/9r) dr (6.9)
for some χ ∈ G6, and that we can restrict |r| . 〈m〉A2m/9, so we can include the cutoff ψ(2m/9Φ)
as part of the phase. We then use (4.9) to bound
‖I1‖L2 . 2m/9 sup
|r|.2m/8
∥∥∥∥ ∫ b
a
∫
R3
ei(s+r)Φm(ξ, η)∂̂sF (s, ξ − η)Ĝ(s, η) dηds
∥∥∥∥
L2
. 2(10/9+o)m2−9m/82−max(m,j)ε21 . 2
−(1+o)jε21.
In the same way, we can bound I0 and I2 using Proposition 4.1, so this term will be acceptable.
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Next suppose j2 ≺ j; by (4.12) we may also assume j  m and j2 ≺ m. Since |∇ηΦ(ξ, η)| ∼ 1,
using Proposition 2.2, we must have j1  m. Using Proposition 4.1 and (4.9), we obtain
‖I‖L2 . 2m〈m〉A · 2−m−k1/2 · 26δm2−3m/2ε21 . 2−8j/9ε21,
which proves the first half of (6.8); as for the second half, note that the above estimate would
actually give ‖I‖L2 . 2−(1+o)mε21 if |k1| ≤ (1 − 1/20)m, and when |k1| ≥ (1 − 1/20)m, we would
have
‖Î‖L∞ . ε12m23k1/2‖F‖L2 . 2k1〈m〉Aε21
using (4.3) and (4.4). Note that from above we can also assume |Φ(ξ, η)| . 2−m/9 and hence
|Φ(ξ, ξ)| . 2−m/9 (which restricts ξ to some set of volume at most 2−m/18), so we could close by
Ho¨lder, using also Proposition 8.1.
Now suppose j  j2. We may also assume j  m, since otherwise we must have min(j1, j2)  j,
and the proof would be similar as below with trivial modifiactions. To prove the first part of (6.8),
we simply use Proposition 4.1 and (4.9) to bound
‖I‖L2 . 2m · 〈m〉−N02−m · 〈j2〉N02−5j2/6ε21 . 〈j〉N0/22−5j/6ε21;
now we work on the Fourier L1 bound. If j1 − k1  m, this would follow from estimating both F
and G factors in Fourier L1 norm, using (4.4), (4.5) and Ho¨lder; so we will assume j1 − k1 ≺ m
(so in particular j1  m and hence j  m).
Note that we may assume |Φ| ≤ 2−m/9 as above; actually since |k1| ≤ m/2, using (4.7), the
bound can be improved to |Φ| ≤ 2−m/4 by the same argument. Next we treat the case when
|Φ| . 2ρ0 where ρ0 = k1 −m/15. If k1 +m/2  k, this means |k1| ≥ (1/2 − 6δ)m, which restricts
|Φ(ξ, ξ)| . 2−2m/5. If we moreover assume |∇ξΦ| ∼ 2−r, then this restricts ξ, by Proposition 8.1,
to a set of volume . 2min(−r,r−2m/5). Moreover we may assume j  m− r if r ≺ m/2 (or otherwise
we integrate by parts in ξ, using the smallness of ∇ξΦ), thus we have
‖Îjk‖L1 . 2−(5/6−o)m2min(−r,r−2m/5)/2ε21 . 2−(1+o)(m−r)ε21 . 2−(1+o)jε21.
If k1 + m/2 ≻ k, using Proposition 6.1, we can restrict that | sin∠(ξ, η)| . 2−ρ, where ρ =
(1/2 − δ − o)m. Now we write α = ±|ξ|, β = ±|η|, and fix s and the direction vectors ξ̂ = θ and
η̂ = φ, so that we reduce to an integral
2m2−2ρ
∫
R
F̂ (αθ − βφ)Ĝ(βφ)m(α, β) dβ,
where m(α, β) is bounded and supported in the region where |Φ+(α, β)| . 2ρ0 , and also |α− β| .
2k1 ; note that we have omitted the exponential factor after taking absolute values. By Schur’s
test, we only need to bound the integrals∫
R
m(α, β)F̂ (αθ − βφ) dα,
∫
R
m(α, β)F̂ (αθ − βφ) dβ.
By (4.3) and the fact that |∂βΦ+| ∼ 1, we know that the first integral is trivially bounded by ε1,
and the second integral is bounded by 2−k1+ρ0ε1. This gives the bound
‖Îjk‖L1 . 2m224δm2−2ρ(2−k1+ρ0)1/22−j2ε21 . 2−(1+o)jε21.
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Now we are left with the case when |Φ| & 2ρ0 with ρ0 as above. Since also |Φ| . 2−m/4, we
must have |k1| ≥ 2m/9, so ξ is already restricted to a region of volume . 2−m/9; by Ho¨lder, we
only need to bound ‖I‖L2 . 2−(17/18+o)mε21. Notice that |k1| ≤ m/2 (since j1 − k1 ≤ m), we will
integrate by parts in s. The boundary term I0 is clearly acceptable by (4.9); the term I1 where
the derivative falls on F is estimated in the same way as I0, where one uses (2.15) to deduce that
‖eisΛ∂tF‖L∞ . 2−3m/223j1/22−3m/22−k1/2 . 2−5m/22j1 . 2−3m/22k1ε21
and get
‖I1‖L2 . 2m−ρ02−5m/62−3m/22k1ε31 . 2−mε31.
Finally, using (4.7) and (4.9) as well as the trick used in (6.9), we can bound ‖I2‖L2 . 2κε21 with
κ ≤ −ρ0 +m−m− 3m/2 ≤ −(17/18 + o)m.
6.2. Medium frequency output. Here we assume k > −K0, so we need to prove the bound
‖Ijk‖L2 . 2−5j/6〈j〉Aε21, ‖Îjk‖L1 . 2−(1+o)jε21. (6.10)
The case when j ≻ m or min(j1, j2)  m can be treated in the same way as in Section 6.1 above;
if |Φ| & 1, we can integrate by parts in s. Neither case requires new arguments, so we will now
focus on the main contribution when j  m, min(j1, j2) ≺ m and |Φ| ≪ 1. We next separate two
different situations.
6.2.1. The case of large j’s. Here we assume j2 = max(j1, j2)  m/3. Note that j  m; we will
insert a cutoff function to restrict |∇ξΦ(ξ, η)| ∼ 2−r. If r ≻ min(m − j,m/2), then either we can
fix η (or ξ − η) and integrate by parts in ξ as in the arguments before, or we have j  min(j1, j2)
In the latter case we can use the same arguments in Section 6.1 above, using Proposition 4.1 and
(4.9) to close. Below we will assume r  min(m− j,m/2).
Using Lemma 6.1, we can assume | sin∠(ξ, η)| . 2−(1/2−o)m (note that when |k| . 1, the
insertion of a cutoff of form ψ(2r∇ξΦ) will not change this bound, as seen in the proof of Lemma
6.1). Fix a time s, the direction vectors ξe and ηe of ξ and η, let α = ±|ξ| and β = ±|η|, we reduce
to an integral of form ∫
R
eisΦ˜(α,β)m(ξ, η)F̂ (ξ − η)Ĝ(η) dβ,
where ξ and η are functions of α and β respectively, and
Φ˜(α, β) = Φ+(α, β) +O(2−(1−o)m);
for notations see Section 8.1. Now we choose a parameter ρ ≤ (1 − o)m, and consider the region
where |Φ+(α, β)| ∼ 2−ρ, or when |Φ+(α, β)| . 2−(1−o)m; in the first situation we integrate by parts
in s, producing the I0, I1 and I2 terms, in the second situation we will estimate the integral I
directly. In estimating all these terms we shall use Schur’s lemma.
For the term with |Φ+(α, β)| . 2−(1−o)m, we will use Propositions 4.1 to bound
|F̂ | . ε1; sup
ηe
‖Ĝ‖L2β . 2
−(5/18−6δ)mε1,
then use Propositions 8.1 and to bound
sup
α
∫
R
1E(α, β) dβ . 2
−(1/3−o)m; sup
β
∫
R
1E(α, β) dα . 2
−(1−o)m2r,
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using the fact that |∂αΦ+| ∼ 2−r, where E is the set where |Φ+(α, β)| . 2−(1−o)m. Putting these
into Schur’s lemma, and considering that ηe ranges in a ball centered at ξe with radius 2
−(1−o)m/2,
we obtain
ε−21 ‖I‖L2 . 2m2−(1−o)m2−(5/18−6δ)m(2−(1/3−o)m)1/2(2−(1−o)m2r)1/2 . 2−(17/18−6δ−o)m2r/2,
which is bounded above by 2−(17/18−6δ−o)j .
For the term I0, the estimate is the same as above; simply replace 2
−(1−o)m by 2−ρ and repeat
the argument above. For I1 and I2, we shall estimate them in the same way as I0, but with the
additional time integral which counts as 2m; however, for the term with ∂s derivative, we have
from (4.7) that
‖∂tG‖L2 . 2−(3/2−o)mε21, ‖∂̂tF‖L∞ . 2−(1−12δ−o)mε21,
which is almost 2m better than the corresponding G and F factors, so this cancels the time
integration.
Finally, considering the Fourier L1 bound, we may assume j2 ≤ m/2, otherwise it would directly
follow from the L2 bound we proved above (where for ‖G‖L2 we have a bound of 2−5m/12ε1 instead
of 2−5m/18ε1). Now since j2 ≤ m/2, we can assume |∇ηΦ| . 2−m/3, since otherwise we can
integrate by parts in η (or equivalently β) to get 2−20m decay; also we can assume |Φ(ξ, η)| .
2−m/3, since otherwise we can integrate by parts in s, using the trick in (6.9) and the bound
‖∂tG‖L2 . 2−(3/2−o)mε21 to close. Now using (8.5) and (8.6), we can restrict ξ to a region of
volume . 2−m/6, so we use the L2 bound obtained above and Ho¨lder to obtain a good L1 bound.
6.2.2. The case of small j’s. Assume j′ = max(j1, j2) ≺ m/3. In particular we know that |∇ηΦ| ≪
1, so we are close to one of the spacetime resonance spheres described in Proposition 8.1, say
(α0, β0).
Recall that | sin∠(ξ, η)| . 2−(1/2−o)m; in the discussion below we will further assume |∂2βΦ+| ≪ 1,
where α = ±|ξ| and β = ±|η|. In fact, when |∂2βΦ+| & 1 we have a non-degenerate oscillatory
integral (which is exactly the case in [?]), so for example we have |β−Ri(α)| . 2−(1/2−o)m (instead
of 2−m/3〈m〉A), and the proof will be completed in the same way as below, and every estimate will
be strictly better.
Now we will fix a time s, and restrict ||ξ| − α0| ∼ 2−2l with 0 ≤ l ≤ m/2, or ||ξ| − α0| . 2−m,
using suitable cutoff functions. We are thus considering the integral
H(s, ξ) =
∫
R3
eisΦ(ξ,η)m(ξ, η)F̂ (s, ξ − η)Ĝ(s, η) dη.
As the first step, we can use Lemma 6.1 to restrict | sin∠(ξ, η)| . 2−m/2〈m〉A. We then fix the
direction vectors ξe and ηe, noticing that ηe stays in a set with volume 2
−m〈m〉A with fixed ξe,
and let α = ±|ξ| and β = ±|η|. We then have Φ(ξ, η) = Φ+(α, β) + O(2−m〈m〉A); with suitable
choice of A, this remainder will be safely ignored. Below we will consider the integral∫
R
eisΦ
+(α,β)m(ξ, η)F̂ (s, ξ − η)Ĝ(s, η) dβ.
Next, recall that
∂βΦ
+(α, β) = P (α, β) · (β −R1(α)) · [(β −R2(α))2 −Q(α)],
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by our assumptions, we may assume that β is to R3(α) (the case of R4 is similar).
If we restrict |β − R3(α)| & 2−µ by inserting some cutoff function, where µ ≺ max(m3 , m−l2 ),
then we have, by elementary calculus, that |∂η1Φ| & 2−min(2µ
′,µ′+l) and |∂2η1Φ| . 2−min(µ
′,l). We
then set in Proposition 2.2 that
K = 2m, n = 2, ǫ1 ∼ 2−min(2µ′,µ′+l), ǫ2 ∼ 2−min(µ′,l), λ ∼ 2max(µ,j′),
and check that the choice of parameters (in particular the choice that µ′ ≺ max(m/3, (m − l)/2))
guarantees sufficient decay.
Now, suppose |β −R3(α)| . 2−µ0〈m〉A, where µ0 = max(m3 , m−l2 ), then we have
|Φ+(α, β) − Φ+(α,R3(α))| . 2−m〈m〉A,
which can be checked using the expressions of Φ+. Using the support of β and ηe, we can already
bound ‖Î‖L∞ . 2−m/3〈m〉Aε21. To bound the L2 and Fourier L1 norms we let
λ = (∂αΦ)(α0, R2(α0))
as in Proposition 8.1, we will consider the case when λ 6= 0 and when λ = 0.
(1) Suppose λ 6= 0. If we assume |α−α0| . 2−2l with l  m/2, then we directly use the Fourier
L∞ bound obtained above and the smallness of support to conclude; therefore we may assume
||ξ| − α0| ∼ 2−2l with l ≺ m/2. From part (5) of Proposition 8.1, we have that |Φ+(α,R3(α))| ∼
2−2l, while
|Φ(ξ, η) − Φ+(ξ,R3(|ξ|))| . 2−m〈m〉A,
so we have that |Φ(ξ, η)| ∼ 2−2l, thus we will integrate by parts in s. The boundary term I0 can
be estimated in L2 norm (using Ho¨lder) by 2κε21, where
κ  A logm− l + 2l − 4m
3
 −5j
6
(notice that the 2−4m/3 factor is due to the support of β and ηe together), and the Fourier L
1
norm would be bounded by 2κ
′
, where
κ′  A logm− 2l + 2l − 4m
3
 −5j/4,
which will be acceptable. As for I1 (I2 is the same), we will have one more time integration, but
the Fourier L∞ norm of ∂sF (or ∂sG) will be 2
m better than the corresponding function themselves
(F or G) due to (4.7), so the proof will go exactly the same way.
(2) Suppose λ = 0. We may again assume ||ξ| − α0| ∼ 2−2l with l ≺ m/2; we next consider the
case when
j ≻ max(2l,m− l,m− µ0, l + µ0) = max(2l,m− l)
where we recall µ0 = max(m/3, (m − l)/2). We then fix η and s, and repeat the argument of
integrating by parts in ξ as before; for a fixed point x with |x| ∼ 2j , we analyze the inegral∫
R3
ei(sΦ+x·ξ)χ
(
2n1
(
η − η · ξ|ξ|2 ξ
))
χ
(
2µ
(η · ξ
|ξ| −R3(|ξ|)
))̂˜
f(ξ − p3(ξ))̂˜g(p3(ξ)) dξ.
Note that with the cutoff functions, we have
|∇ξΦ(ξ, η)| . 2−µ + |∇ξΦ(ξ, p3(ξ))| . 2−µ + 2−l,
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the last inequality following easily from the proof of Proposition 8.1. Now we can set in Proposition
2.2 that K = 2m, ǫ = 2j−m, k = 1, L = 2100M and λ = max(j′, l + µ, n1) to obtain a decay of
2−100Mε21. Note that taking each derivative of the cutoff function
χ
(
2µ
(η · ξ
|ξ| −R3(|ξ|)
))
may cost us up to 2max(2l,l+µ); this can be proved using the same argument as the proof of Propo-
sition 2.2.
Now we may assume j  max(2l,m − l). Using this and the bound for ε−21 ‖Î‖L∞ we already
have, we can bound ε−21 ‖I‖L2 without integrating by parts in s by 2κ, where
κ  m− l − 4m/3  −5l/3  −5j/6
when l ≥ m/3 (the Fourier L1 bound follows from Ho¨lder), and
κ  m− l − 4m/3  −5(m− l)/6  −5j/6
when 3m/11 ≤ l ≤ m/3 (the Fourier L1 bound also follows from Ho¨lder). Finally when l ≤ 3m/11,
we note that |Φ| ∼ 2−3l so we can intgrate by parts in s to bound ε−21 ‖I‖L2 by 2max(κ1,κ2), where
κ1  3l − l − 4m/3  −(m− l)−m/10  −j −m/10,
and
κ2  m+ 3l − l − (4m/3) −m  −j −m/10.
6.3. Low frequency output. In this section we assume k ≤ −K20 . As before, we can now exclude
the cases when j ≻ m, or when min(j1, j2)  m; we may then assume | sin∠(ξ, η)| . 2−(m+k)/2
due to Lemma 6.1. The rest of the proof then goes in the same way as in Section 6.2, making
necessary changes due to the fact that |ξ| ≪ 1. We will only sketch the arguments here.
To be precise, if j1 ≥ (1/2 − o)m, we can first fix the angle ∠(ξ, η), then reduce to a one-
dimensional integral as before (note that |∂αΦ+| & 1 here), so that we can use Schur’s test and
integration by parts in time to obtain ‖I‖L2 . 2−κε21, where
κ ≤ k + ρ− (m+ k)− ρ/2− (ρ/2)/2 − 5/6(1/2 − o)m ≤ −(1 + o)m,
where ρ is such that |Φ+(α, β)| ∼ 2ρ as in Section 6.2.1, and the first 2k factor is due to the fact
that
‖Î‖L2 . 2k sup
θ∈S2
‖Î(αθ)‖L2α ,
when Î is supported where |ξ| ∼ 2k.
Now let us assume max(j1, j2) ≤ (1/2 − o)m. Again we must have | sin∠(ξ, η)| . 2−(m+k)/2,
and again the relation
Φ(ξ, η) = Φ+(α, β) +O(2−(1−o)m)
holds. After fixing the directions of ξ and η and reducing to the one-dimensional integral, notice
that when |Φ+| + |∂βΦ+| ≪ 1 we have |∂2βΦ+| & 1 by Proposition 8.1, thus under the condition
max(j1, j2) ≤ (1/2 − o)m we can restrict |β − p(α)| . 2−(1/2−o)m where β = p(α) is the unique
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solution to ∂βΦ+(α, β) = 0, thus obtaining ‖Î‖L∞ . 2−(1/2−o)mε21 in exactly the same way as
Section 6.2.2, and again we have
Φ+(α, β) = Φ
+(α, p(α)) +O(2−(1−o)m);
notice that |∂αΦ+(α, p(α))| & 1, we can then analyze the size of |Φ+(α, p(α))| and integrate by
parts in s (and use (4.7) to bound the L∞ norm of ∂̂sF and ∂̂sG) when necessary, as we did in
Section 6.2 above. Compared with that case, the L∞ bound here is better, and the volume bound
for {α : |Φ+(α, p(α))| ∼ 2−ρ} is also better with fixed ρ. This completes the proof.
7. High frequency case
In this section we assume k := max(k, k1, k2) ≥ K0. By Proposition 8.1, we have either |Φ| &
2−2k, or min(k, k1, k2) ≥ −D0. In the latter case we also have that, either cσ = cµ = cν and
bσ − bµ − bν = 0, or |∇ηΦ| & 2−4k.
Now, if |Φ| & 2−2k, we simply integrate by parts in s and estimate the corresponding I0, I1 and
I2 terms as before; for example by a variant of (4.9) we have
‖I0‖L2 . 23k · 26k2−9m/8ε21 . 2−(1+o)mε21
and
‖I1‖L2 . 2m+3k · 2−(1−o)m2−9m/8ε21 . 2−(1+o)mε21.
If |Φ| . 2−2k and |∇ηΦ| & 2−4k, then we may assume j1 ≥ (1− o)m− 4k, thus we can use Lemma
6.1 to restrict | sin∠(ξ, η)| . 2−(1/2−o)m; we then insert cutoff functions to restrict |Φ| ∼ 2−γ ,
integrate by parts in s, and use Schur’s lemma as before, to obtain ‖I‖L2 . 2max(κ0,κ1)ε21, where
κ0 = γ − (1− o)m+ 8k − γ − 5m/6 ≤ −(1 + o)m
and
κ1 = γ − (1− o)m+ 8k − γ − 9m/8 ≤ −(1 + o)m.
Finally, when cσ = cµ = cν = 1 (say) and bσ − bµ − bν = 0, then we have |Φ| & 2−2k so we can
argue as above, unless |ξ|, |η|, |ξ − η| ∼ 2k, in which case we have
|∇ξΦ| ∼ |∇ηΦ| ∼ 2−3k|η − ρξ|
for some ρ, as in Proposition 8.1. Using the same integration by parts argument (in ξ or η) as above,
we may assume that j  m − 3k − l  max(j1, j2), where |η − ρξ| ∼ 2l; moreover we can assume
| sin∠(ξ, η)| . 2−(1/2−o)m by Lemma 6.1, so we may insert cutoff functions to restrict |Φ| ∼ 2−γ ,
then exploit the localization in the angular variable to reduce to one-dimensional integral, and
then integrate by parts in s so get that ‖I‖L2 . 2max(κ0,κ1)ε21 where
κ0 = γ − (1− o)m+ (3k + l)− γ −max(j1, j2) ≤ −3j/2,
κ1 = γ +m− (1− o)m+ (3k + l)− γ − 9m/8 ≤ −(1 + 1/20)j,
so in any case we get the desired estimate.
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8. Auxiliary results
8.1. Properties of phase functions. Let Φ = Φσµν and Φ
+ be defined as in Section 1.1.1.
Define the spacetime resonance set
R = {(ξ, η) : Φ(ξ, η) = ∇ηΦ(ξ, η) = 0}, (8.1)
and also assume
|ξ| ∼ 2k, |ξ − η| ∼ 2k1 , |η| ∼ 2k2 ; max(k, k1, k2) := k.
Proposition 8.1. (1) Suppose |k| ≤ K20 and (ξ, η) = (αe, βe) for some e ∈ S2, then we have
sup
µ≤3
|∂µβΦ+(α, β)| & 1, (8.2)
and the same holds for ∂α. If moreover min(k, k1, k2) ≤ −D0, then the range µ ≤ 3 above can be
improved to µ ≤ 2. Note that (8.2) implies the measure bound
sup
α
|{β : |Φ(α, β)| ≤ ǫ}| . ǫ1/3 (8.3)
for bounded α, β by well-known results; see for example [1], Section 8.
(2) If cσ, cµ and cν are not all equal, then the set
R = {(αθ, βθ) : θ ∈ S2, (α, β) ∈ R}, (8.4)
where R ⊂ R2 is a finite set. If cσ = cµ = cν , then if bσ − bµ − bν 6= 0 then R = ∅; otherwise
R = {(ξ, ρξ)}, where ρ = bν/bσ. In this case we have
|∇ηΦ| ∼ (1 + 25k1)−1|η − ρξ|
if |k1 − k2| = O(1), and |∇ηΦ| & 2−2k otherwise.
(3) Suppose k ≥ max(k1+D0,D20/2), then we have |Φ|+ |∇ηΦ| & 2−2k1 ; if |k1− k2| ≤ 2D0 and
k1 ≥ D20/2, then either |Φ|+ |∇ηΦ| & 2−4k1 , or cσ = cµ = cν and bσ − bµ − bν = 0.
(4) For α 6= 0, there exist smooth functions R1(α) and R2(α), strictly positive functions P (α, β),
and a function Q(α) which has only simple zeros, such that
∂βΦ
+(α, β) = ±P (α, β) · (β −R1(α)) · [(β −R2(α))2 −Q(α)]. (8.5)
Moreover, near each point where Q(α) = 0, we have that R1(α) − R2(α) is bounded away from
zero. We will also define
R3(α) = R2(α) +
√
|Q(α)|, R4(α) = R2(α) −
√
|Q(α)|.
(5) Suppose at some point α0 we have Q(α0) = 0 = Φ+(α0, R2(α0)). Let also λ = (∂αΦ)(α0, R2(α0)),
then we have
Φ+(α,R3(α)) = λ(α− α0) + λ′|α− α0|
3
2 +O(|α− α0|2), (8.6)
where λ′ may take different values depending on whether α > α0 or α < α0, but is always nonzero;
the same thing happens for R4. Moreover, when λ = 0, we also have
|∂α(Φ+(α,R3(α)))| ∼ |α− α0|1/2. (8.7)
MULTISPEED KLEIN-GORDON SYSTEMS IN DIMENSION THREE 39
Proof. (1) we only need to prove that there is no (α, β) where ∂jβΦ
+ = 0 for all j ≤ 3, unless
α = β = 0. In fact, if ∂jβ∂βΦ
+(α, β) = 0 for j ≤ 2, we must have µν < 0, since the function√
ax2 + b is strictly convex; if we write β − α = γ, we will obtain
c2νβ√
c2νβ
2 + b2ν
=
c2µµ√
c2µγ
2 + b2µ
,
c2νb
2
ν
(c2νβ
2 + b2ν)
3/2
=
c2µb
2
µ
(c2µγ
2 + b2µ)
3/2
, (8.8)
and
c2νβ
(c2νβ
2 + b2ν)
5/2
=
c2µµ
(c2µγ
2 + b2µ)
5/2
. (8.9)
By elementary algebra, these three equations will force cν = cµ, bτ + bσ = 0 and β = γ, but in this
case we clearly have Φ+(α, β) 6= 0.
For the case when min(k, k1, k2) ≤ −D0, we again only need to show that there is no (α, β) where
∂jβΦ
+ = 0 for all j ≤ 2, and min(|α|, |β|, |α − β|) ≤ 2−D0 . In fact, using part (2) below, we only
need to consider spacetime resonance other than (0, 0) with αβ(α − β) = 0, unless cσ = cµ = cν
and bσ − bµ − bν = 0 (in this latter case we must have β = ρα using the notation in (2), in which
case we can directly compute ∂2βΦ
+ 6= 0); clearly we cannot have β = 0 or α − β = 0, and when
α = 0 then β = γ as above, so we can repeat the arguments to show that now ∂βΦ
+ = ∂2βΦ+ = 0
implies cν = cµ and bν + bµ = 0, so that Φ
+(0, β) 6= 0.
(2) If ∇ηΦ = 0, then η and ξ−η must be collinear, so we have ξ = αθ and η = βθ, where θ ∈ S2,
and Φ+(α, β) = ∂βΦ
+(α, β) = 0.
First assume cµ 6= cν , then we have |∂βΛµ(α− β)| = |∂βΛν(β)| := k, and hence
α− β = ±bµk
cµ
√
c2µ − k2
, Λµ(α− β) = bµcµ√
c2µ − k2
and similarly for β, so we get(
bµcµ√
c2µ − k2
+
bνcν√
c2ν − k2
)2
= c2σ
(
bµk
cµ
√
c2µ − k2
+
bνk
cν
√
c2ν − k2
)2
+ b2σ,
which reduces to a polynomial equations in k that is not an identity (since cµ 6= cν), so we only
have a finite number of k’s.
Now assume cµ = cν = 1, then with ρ = bν/bσ, it is easy to check that ∂βΦ
+ = 0 implies
β = ρα. Plugging this into Φ+ = 0, we obtain an equation for α that is an identity when cσ = 1
and bσ − bµ − bν = 0; thus this equation has at most two solutions when cσ 6= 1, and no solution
when cσ = 1 and bσ − bµ− bν 6= 0. Finally the bound on |∇ηΦ| when cµ = cν follows from the fact
that ξ 7→ ∇Λµ(ξ) is diffeomorphism whose Jacobian matrix has an inverse bounded by (1 + |ξ|)−3
pointwise.
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(3) In the first case, we may assume cσ = cν , otherwise we would have |Φ| & 2k. Now if
cσ = cν = 1 and cµ < 1, we would have
|∇ηΦ| ≥ |η|√|η|2 + b2nν − c
2
µ|ξ − η|√
c2µ|ξ − η|2 + b2µ
≥ 1− cµ
2
;
if cµ > 1 we would have
|Φ| ≥ max(cµ|ξ − η|, |bµ|)−
∣∣|ξ| − |η|∣∣ +O(2−k) & 1.
If cµ = 1, we may directly compute that |∇ηΦ| & 2−2k1 .
In the second case, assume |Φ| + |∇ηΦ| ≪ 2−4k1 , then we must have cµ = cν = 1, since when
cµ 6= cν we have |∇ηΦ| & 1; this in turn implies |η − ρξ| . 2−k1 where ρ = bν/(bµ + bν) (or
|ξ| . 2−k1 if bµ + bν = 0, which is easily seen to be impossible). Plugging into |Φ| ≪ 2−4k1 , we see
that the only possibility is cσ = 1 and bσ − bµ − bν = 0.
(4) When cµ = cν , the unique solution of ∂βΦ
+(α, β) = 0 is β = ρα with ρ = bν/(bµ + bν), and
∂2βΦ
+(α, β) 6= 0; below we will assume cµ 6= cν .
After squaring, the equation ∂βΦ+(α, β) = 0 becomes
c4µ(β − α)2
c2µ(β − α)2 + b2µ
=
c4νβ
2
c2νβ
2 + b2ν
. (8.10)
Assume α > 0, note that (8.10) has at least two roots β: a unique solution exists in (0, α), and
when c1 > c2, a unique solution exists in (α,+∞), and when c1 < c2, a unique solution exists in
(−∞, 0). These two solutions are both simple, and depends smoothly on α, and exactly one of
them actually solves the equation ∂βΦ
+(α, β) = 0, depending on the signs of bµbν .
On the other hand, (8.10) simplifies to a polynomial equation of β with degree four, so it has at
most four roots. If we quotient out the two roots mentioned above, we are left with a quadratic
equation
P (α)β2 +Q(α)β +R(α) = 0,
where P (α) > 0. After completing the square, we can then write ∂βΦ
+(α, β) in the form of (8.5).
It is also clear from above that R1 and R2 are always separated. Next, note that ∂α∂βΦ
+(α, β) 6= 0;
if we choose β = R2(α), it then follows that Q(α) = 0 and Q
′(α) = 0 cannot happen at the same
point.
(5) First, note that
∂α(Φ
+(α,R2(α)))α=α0 = λ+ (∂βΦ
+)(α0, R2(α0)) = λ,
we thus have Φ+(α,R2(α)) = σ(α − α0) + O(|α − α0|2). Next, since we are close to the point
(α0, R2(α0)), we will have
Φ+(α,R3(α)) − Φ+(α,R2(α)) =
∫ √|Q(α)|
0
P (α, β +R2(α)) · (β2 −Q(α)) dβ,
where P is (say) smooth and strictly positive. We then compute, with α close to α0, that this
integral equals some c|Q(α)|3/2 plus an error of O(|Q(α)|2), where c is nonzero but may depend
on the sign of Q(α). Since Q(α) has a simple zero at α0, this proves (8.6). The proof of (8.7) is
similar, and will be omitted here. 
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8.2. The spherical harmonics decomposition.
Proposition 8.2. For each function f on R3, let its spherical harmonics decomposition be as in
(1.12) and define Sl as in (1.13). Then we have
‖Slf‖Lp . ‖f‖Lp (8.11)
uniformly in l, for 1 ≤ p ≤ ∞, and also
‖Slf‖L∞ . 2l
(
sup
r
r−2
∫
|ξ|=r
|f |2 dω
)1/2
. (8.12)
Proof. In what follows we will assume f is a function on S2, because we can always use polar
coordinates (ρ, θ) ∈ R+ × S2 and then fix ρ. For the standard identities about zonal harmonics,
the reader may consult [25], Chapter 4.
(1) Assume l ≥ 1. Recall the zonal harmonics Zqθ (θ′) of degree q, and define
K(θ, θ′) =
∑
q≥0
ϕ(2−lq)Zqθ (θ
′),
then we have
Slf(θ) =
∫
S2
f(θ′)K(θ, θ′) dω(θ′).
Therefore (8.11) would follow from a bound of ‖K(θ, ·)‖L1 uniform in θ, which would be a conse-
quence of the pointwise inequality
|K(θ, θ′)| . min(22l, 2−l|θ − θ′|−3). (8.13)
When |θ − θ′| . 2−l the bound (8.13) will be trivial, since we have |Zqθ (θ′)| . 2q + 1 for each q.
Now we assume ǫ = |θ − θ′| ≫ 2−l, let λ = θ · θ′ = 1− ǫ2/2, and write αr = Zqθ (θ′). Then we have
the generating function identity
∞∑
q=0
αqρ
q =
1− ρ2
(ρ2 − 2λρ+ 1)3/2 (8.14)
for 0 ≤ ρ < 1. Since the function ρ2 − 2λρ + 1 never vanishes when ρ ∈ C and |ρ| < 1, the right
hand side of (8.14) will have a unique holomorphic continuation to the unit disc in C, and it must
equal the left hand side. If we now choose ρ = exp( iy−1N ) for each y ∈ R, and let h(y) be the
Fourier transform of ϕ(x)ex (which is Schwartz because ϕ has compact support), we will get
K(θ, θ′) =
∞∑
q=0
e−
q
N αq
∫
R
h(y)ei
q
N
y dy
=
∫
R
h(y) dy ·
∞∑
r=0
αq(e
iy−1
N )q
=
∫
R
h(y)
1− e 2(iy−1)N(
1− 2λe iy−1N + e 2(iy−1)N )3/2 dy.
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Now, if ρ = exp( iy−1N ), we will have |1− ρ2| . N−1〈y〉. For the denominator we have
|1− 2λρ+ ρ2| = |ρ− ρ+| · |ρ− ρ−| ≥ (1− |ρ|)2 ∼ N−2
where ρ± = λ± i
√
1− λ2, so the integral for |y| & Nǫ will be bounded by
N−1N3(Nǫ)−3
∫
|y|&Nǫ
〈y〉−4 . N−1ǫ−3.
In the region |y| ≪ Nǫ, we will have | arg(ρ)| ≪ ǫ and | arg(ρ±)| = arccos(λ) ∼ ǫ, which implies
|1− 2λρ+ ρ2| ∼ ǫ2 (note also that 1≪ Nǫ), which allows us to bound the integral by
N−1ǫ−3
∫
|y|.Nǫ
〈y〉−4 . N−1ǫ−3,
and the proof is complete.
(2) Recall that {Y mq } form an orthonormal basis for the space of spherical harmonics of degree
r (with L2 inner product), where −q ≤ m ≤ q, then we have
Zqθ (θ
′) =
q∑
m=−q
Y mq (θ)Y
m
q (θ
′). (8.15)
Assume l ≥ 1, since
Slf(θ) =
∫
S2
(∑
q
ϕ1(2
−lq)Zqθ
)
(θ′)f(θ′) dω(θ′),
we only need to bound the L2θ′ norm of
∑
q ϕ1(2
−lq)Zqθ for each θ. Since Z
q
θ and Z
q′
θ are orthogonal
for q 6= q′, from (8.15) and the properties of Zrθ we can deduce∥∥∥∥∑
q
ϕ1(2
−lq)Zqθ
∥∥∥∥2
L2
.
∑
q.2l
q∑
m=−q
|Y mq (θ)|2 ∼
∑
q.2l
|Zqθ (θ)| ∼
∑
q.2l
(2q + 1) ∼ 22l,
which is exactly what we need. 
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