Few-shot learning is a very promising and challenging field of machine learning as it aims to understand new concepts from very few labeled examples. In this paper, we propose attentional framework to extend recently proposed few-shot learning with graph neural network [1] in audio classification scenario. The objective of proposed attentional framework is to introduce a flexible framework to implement selectively concentration procedure on support examples for each query process. we also present an empirical study on confidence measure for few-shot learning application by combining posterior probability with normalized entropy of the network's probability output. The efficiency of the proposed method is demonstrated with experiments on balanced training set of Audio set for training and a 5-way test set composed of about 5-hour audio data for testing.
Introduction
The ability of machine learning approaches to learn effective features from vast datasets is proven, however, it is still very challenging to train a conventional end-to-end supervised model, such as deep learning models, from limited data or even very few examples. Few-shot classification aims to learn a classifier to recognize unseen classes during training with limited labeled examples, which is of great significance both academically and industrially. Most research work on fewshot learning focus on image process, natural language processing, etc. [1, 2, 3, 4, 5, 6, 7] . In this work, we introduce few-shot learning to audio classification application. Analysis of environmental audio sounds has been a popular topic which has the potential to be used in many applications, such as public security surveillance, smart homes, smart cars and healthcare monitoring, etc. In real application of audio classification [8, 9] , there are in practice usually a large number of different categories but very few examples per category, few-shot classification models would help alleviate expensive data collection and labeling as they only require very limited training data to achieve reasonable performance. In contrast to standard classification problem, in few-shot learning, the classes can be split into training classes and test classes, while the training classes have sufficient classes and data for metric representation learning, and in test process, the novel or unseen test classes have only a few labeled data. A q -shot K -way classification in few-shot learning means that we have K novel classes and q examples in each novel class. For either training classes or test classes, the few-shot model is trained by support and query sets, where a support set is formed by sampling q examples from each of K classes and a query set is formed by sampling from the rest of the K classes' samples. The 5-shot 5-way audio classification process is illustrated in Figure 1 .
Generally speaking, few-shot learning is an approach to classification that works with only a few human labeled examples. In standard few-shot learning, examples in support set are treated equally, as all examples equally contribute to the prediction result of query sample. Actually, for different test sample cases, different support examples maybe more important than others. For example, examples similar with the query case may be specified to have a greater weight and an increased contribution to the prediction in comparison to the irrelevant examples in support set. To achieve the above goal, we propose attentional mechanism to extend recently proposed few-shot learning with graph neural network [1] in audio classification scenario. First, we employ the Soundnet convolutional neural network [14] pre-trained on unsupervised video data to extract low-level acoustic features. Then we apply few-shot audio classification learning with attentional graph neural network, which predicts an attention vector to weight different examples according to their importance. Graph neural networks (GNNs) [10, 12, 13] are capable of processing arbitrary graphs, which have been used to model a variety of structural data. In [1] , GNNs have also been used to model relationships between images for few-shot classification, which defined a graph neural network architecture that generalizes several of the typical few-shot learning models. Finally, confidence measure is computed for the real application by combining posterior probability with normalized entropy of the network's probability output.
The rest of the paper is organized as follows: In section 2 GNNs based few-shot learning as baseline method is briefly introduced. Section 3 describes the proposed few-shot audio classification with attentional graph neural networks. In section 4 experiments are presented and the results will be discussed. We will draw some conclusions in section 5. 
Few-shot learning with graph neural networks
We first formulate the few-shot learning problem following the definitions in previous works [1, 11] . In contrast to standard classification problem, the classes are split into two types in few-shot learning: the training classes that have sufficient classes and data for few-shot learning, while the novel or unseen test classes that have only a few labeled data. The success of few-shot learning approaches relies on effectively transferring the representation learned in the training classes to the novel test classes. In other words, the few-shot learning problem can be formulated as learning a metric function I from training set, which can generalize to novel classes in the inference process. For q -shot, K -way classification learning, we are given a support set )} , ( , ), , {( For graph neural networks based few-shot learning, the architecture associate S with a fully-connected graph ) ,
where nodes V v a correspond to the samples present in S , and E is the set of undirected edges. The algorithm is formally implemented by the following iterative procedure: 1) For each sample S x i with known label i y , the one-hot encoding of the label is concatenated with the features of the sample at the input of the GNN, where the initial node feature vector is constructed by:
the initial feature vector, and ) (l h is a one-hot encoding of the corresponding label. For testing sample x with unknown label, we set the label variable 0 for full uncertainty.
2) A graph is constructed by taking each sample as a node, and the adjacency matrix ) ( k A is learned by:
(1) The trainable adjacency is then normalized by using a softmax along each row, then the generator family is updated by
3) The new features
and generator family as equation (2).
where A is adjacency operator; In this work, we apply attention mechanism to actively select the samples of support set for effective few-shot learning. Attention mechanism is an effective means of guiding the model to focus on a partial set of most relevant features for each input instance. An illustration of the motivation for attentional network relates to the few-shot procedure is shown in Figure 1 . It works by generating weight coefficients for the given features in an input-adaptive manner, to allocate more weights to the features that are found to be relevant for the given input. As shown in b) and c) in Figure 1 , for the specific class 1 C and the corresponding examples
,the elements of the support set equally contribute to predict the class label of test sample in the standard few-shot learning process, while our proposed method actively weight those support sets as input via attention mechanisms, such as high weight for
for the testing case.
Few-shot audio classification 3.2.1. Acoustic features extraction
We explored Soundnet convolutional neural networks with 8 convolution layers [14] to directly extract the acoustic representation from the raw audio waveforms. As a 1D convolution network, Soundnet can extract local audio features effectively. It consists of full convolutional layers and pooling layers as shown in Figure 4 , so it could deal with variable length audio waves. The features extracted from middle layers of the Soundnet achieve significant improvement over the traditional audio features on the audio )) , [14] . Since convolution networks have great generalization ability, in this work, we extract features from the conv5 layer of Soundnet directly as the short-time acoustic features. The mean of all conv5 features are used as the feature representation vector of each segment example. Figure 4 : The structure of the Soundnet. The number inside of the layer is the number of filters. The standard graph neural networks for few-shot learning assume all instances in the support set contribute equally and independently to the query sample's label. The attentional graph neural network is a generalization, where a different weight scalar value is allowed for each example. The architecture asserts that each example contributes independently but not necessarily equally to the prediction of query example. Similar to human perception process, the attention mechanism in our model highly weight the input samples which are more contribute to classification while ignoring the unrelated samples. As shown in Figure 5 , The attentional weight is computed after the first layer of the GNN by using a softmax attention over all nodes of the graph called global attention or the nodes from each separate class called intra-class attention. Here, the attention mechanism weights the input samples, then update the feature representation. Proposed global attention and intra-class attention are described as follows: a) Global attention: For attentional learning, similar with active learning formulation in [1] , a function ) ( i x g parametrized by a three layer neural network is applied to project each vector node to a scalar value, then attention weights can be obtained after applying softmax over these scalar values:
Attentional graph neural networks learning
b) Intra-class attention: In contrast to global attention, we can also apply the attentional learning into every class k S ,
Then attentional class label values are given by multiplying the above attention weights by the one-hot label vectors, and the current representation
Next, the attentional information will be fed into the following layer as input feature, and the attentional GNNs can be trained end-to-end by back propagation to more effectively learn few-shot classification metric.
Confidence measures
The field of few-shot learning is making fast progress but there is still a gap between performance and practice application requirement on the challenging task. Confidence measures (CM) [15, 16, 17, 18, 25] for few-shot classification are used to evaluate reliability of classification results which does not directly try to improve the classification accuracy, but detects incorrect classifications to increase the usability of practical user-friendly systems. It is straight-forward that the posterior probability output corresponding to prediction class from graph neural network is a good candidate for CM since it is an absolute measure of how well the classification result is. As the limited classification performance in few-shot classification scenario, we present an empirical study and analysis on further confidence score improvement in section 4.2.2 to satisfy the requirement of real application. From the experiment, we can see another confidence score that takes the probability distribution into account is the normalized entropy of the network's probability output:
Implicit to this measure is the belief that as approximated posterior class probabilities get closer, mis-classifications are more probable. Since this confidence score can provide complementary information, better performance will be achieved if linearly combining normalized entropy into posterior probability as equation (7), which is adequate for achieving robust estimations of CM. ))
where D is the hybrid CM weight factor, and it is set to 0.8 in our experiment. Initially, we also evaluate the feasibility of entropy of attention weight as confidence measure as shown in section 4.2.2, but did not achieve the desired effect.
Experimental results

Dataset
Two datasets were used in the experiments: a) balanced training set of Audio Set dataset [19] for training; Audio Set contains over 2 million 10 seconds audio clips extracted from YouTube videos, which consists of 527 classes of audio with a hierarchy structure. In the balanced evaluation training sets, 22,176 segments from distinct videos chosen each class to have the same number of examples. Audio Set is a large scale weakly labeled dataset of sound clips, and is defined for tasks such as audio tagging to perform multi-label classification on fixed-length audio chunks. Because single segments can have multiple labels (on average 2.7 labels per segment), we only choose the first label as class tag for few-shot learning training. As the multiple labels for one segment, Audio set is not feasible to be partly selected as test set for few-shot learning experiment. b) a 5-way test set [20] collected from real-life scenario for testing, which are about 5 hours in total and 1 hour of each class including: pure speech, speech with various background noises, music sound, environment noise and animal sounds. For testing process, the audio signal of each class is uniformly segmented into nonoverlapping 10s long clips.
In our experiment, the few-shot classification model are trained from available large amount of audio data and classes, and transfer the knowledge and metric to the classification of 5-way new unseen classes, which is to mimic the requirement in real application scenarios. Table 1 : test set classification accuracy with 95% confidence intervals.
Evaluation
Few-shot audio classification performance
We evaluate our models by performing different typical qshot, 5-way experiments on the dataset. For every few-shot task, we sample 5 random classes from the training set during training and employ 5-way classes from test set during testing, and from each class we sample 1, 5, 10 random samples, respectively. An extra sample to classify is chosen from one of that 5 classes. We train at most 6000 iterations for each model and the model that achieves the best performance using 10fold cross validation is used as the final training model. 15000 times random tests on test set are performed for accuracy performance evaluation.
In this study, we employ the open source software by [21] to provide baseline setup, where three blocks are used in this work with parameter nf=96. For attentional learning, a network is used consisting of three one-dimensional convolutions layers followed by a softmax layer resulting in a N dimensional attention weight, where N is the number of support samples. The experimental results are presented at Table 1 , we can see graph neural networks can obtain reasonable accuracy in few-shot audio classification scenario; and our proposed attentional framework can further improve the performance by extending the model more power on data sample weighing. As the more flexible attention capability, global attentional GNN can achieve the better performance compared with intra-class attentional GNN. Further, experimental results demonstrate the proposed framework's robustness on different q -shot cases, on the other hand, 5-shot case get better relative accuracy improvement than that of 1shot and 10-shot cases, showing moderate size of support examples is an important factor to explore capability of the proposed framework.
Figure 6: Confusion matrix of 5-way 5-shot test-set prediction based on intra-class attentional GNN.
We also evaluated intra-class attentional GNN on the test set and computed the fraction of labels of a certain class with respect to their predictions shown in this color-coded confusion matrix representation. As shown in Figure 6 , animal sounds and music sounds were predicted to be from the correct class with probabilities larger than 88%, while environment noise, non-pure speech and pure speech are easily miss-classified from each other. Generally speaking, balanced accuracy can be achieved via the proposed framework for few-shot audio classification application. In this section, we further use t-SNE [22] to project probability output vector representations and attention weights onto a 2-d space for visual comparisons and CM analysis. We employ the scikit-learn [23] t-SNE implementation with all parameters kept default. As shown in Figure 7 a), the probability output distributions differ between correctly and incorrectly classified examples, and dominant class of distribution is inclined to correct classification result, while uniform distribution usually lead to incorrect classification case. So we can see entropy of probability output is a good candidate of CM score. As it is difficult to compute multi-class AUC score alone applying entropy based CM score, we compute and compare the baseline posterior probability CM and proposed hybrid CM in this paper, respectively. By our experimental result as shown in Table 2 , evaluated by the balanced average across all classes of AUC [24] , entropy score derived from probability output distributions provide an additional information to alone softmax classifier posterior probabilities, and hybrid CM are effective score to be translated to reliable confidence measures. Table 2 
Confidence measures
: Performance comparison in confidence measures
We also analyze the distribution of the attention weight, however, from b) and c) in Figure 7 , either global attention weight or intra-class attention weight can not provide valuable knowledge for confidence measures to distinguish between correctly and incorrectly classified examples.
Conclusions
Few-shot learning is a very important field of machine learning for many real applications. In this paper, we proposed attentional graph-based models, and the experimental results demonstrate the ability of the framework to operate well on audio classification tasks. The proposed few-shot audio classification with attentional GNNs effectively transfers the metric representation learned in the training class to the novel classes. Further, the suggested hybrid confidence measures can improve the AUC performance and helps us to develop user-friendly and robust few-shot classification application system. 
