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Abstract
We first study the drift parameter estimation of the fractional Ornstein-Uhlenbeck
process (fOU) with periodic mean for every 12 < H < 1. More precisely, we extend the
consistency proved in [6] for 12 < H <
3
4 to the strong consistency for any
1
2 < H < 1
on the one hand, and on the other, we also discuss the asymptotic normality given
in [6]. In the second main part of the paper, we study the strong consistency and
the asymptotic normality of the fOU of the second kind with periodic mean for any
1
2 < H < 1.
Keywords: Fractional Ornstein-Uhlenbeck processes; Least squares estimator; Malliavin
calculus.
1 Introduction
Consider the fractional Ornstein-Uhlenbeck process (fOU) X = {Xt, t > 0} given by the
following linear stochastic differential equation
dXt = −αXtdt+ dBHt , X0 = 0, (1)
where α is an unknown parameter, and BH =
{
BHt , t > 0
}
is a fractional Brownian motion
(fBm) with Hurst parameter H ∈ (0, 1).
The drift parameter estimation problem for the fOU X observed in continuous time and
discrete time has been studied by using several approaches (see [15, 12, 13, 4, 9, 10]).
In a general case when the process X is driven by a Gaussian process, [7] studied the
non-ergodic case corresponding to α < 0. They provided sufficient conditions, based on
the properties of the driving Gaussian process, to ensure that least squares estimators-
type of α are strongly consistent and asymptotically Cauchy. On the other hand, using
Malliavin-calculus advances (see [17]), [11] provided new techniques to statistical inference
for stochastic differential equations related to stationary Gaussian processes, and they used
their result to study drift parameter estimation problems for some stochastic differential
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equations driven by fractional Brownian motion with fixed-time-step observations (in par-
ticular for the fOU X given in (1) with α > 0). Similarly, in [21] the authors studied an
ergodicity estimator for the parameter α in (1), where the fractional Brownian motion is
replaced with a general Gaussian process having stationary increments.
Recently, [6] studied a drift parameter estimation problem for the above equation (1)
with slight modifications on the drift. More precisely, they considered the following frac-
tional Ornstein Uhlenbeck process with periodic mean function
dXt =
(
p∑
i=1
µiϕi(t)− αXt
)
dt+ dBHt , X0 = 0 (2)
where BH is a fBm with Hurst parameter 1
2
< H < 1, the functions ϕi, i = 1, . . . , p
are bounded by a constant C > 0 and periodic with the same period ν > 0, and the
real numbers µi, i = 1, . . . , p together with α > 0 are considered unknown parameters.
The motivation comes from the fact that such equation can be used to model time series
which are a combination of a stationary process and periodicities. In [6] the authors
proposed the least squares estimator (LSE) to estimate θ := (µ1, . . . , µp, α)
⊤ based on the
continuous-time observations {Xt, 0 6 t 6 nν} as n → ∞. For the sake of simplicity,
we assume that the functions ϕi, i = 1, . . . , p are orthonormal in L
2([0, ν], ν−1dt), i.e.∫ ν
0
ϕi(t)ϕj(t)ν
−1dt = δij . We also choose ν = 1.
Let us consider the LSE θ̂n of θ given in [6] by
θ̂n := Q
−1
n Pn (3)
where
Pn :=
(∫ n
0
ϕ1(t)dXt, . . . ,
∫ n
0
ϕp(t)dXt,−
∫ n
0
XtdXt
)⊤
, Qn =
(
Gn −an
−a⊤n bn
)
with
Gn :=
(∫ n
0
ϕi(t)ϕj(t)dt
)
16i,j6p
;
a⊤n :=
(∫ n
0
ϕ1(t)Xtdt, . . . ,
∫ n
0
ϕp(t)Xtdt
)
; bn :=
∫ n
0
X2t dt.
Let us describe what is known about the asymptotic behavior of θ̂n: if
1
2
< H < 3
4
, then
• as n→∞,
θ̂n −→ θ, (4)
in probability, see [6, Theorem 1];
• as n→∞,
n1−H
(
θ̂n − θ
)
converges in law to a normal distribution, (5)
see [6, Theorem 2].
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In the first main part of our paper we extend the convergence in probability (4) proved
when 1
2
< H < 3
4
to the almost sure convergence for every 1
2
< H < 1. More precisely, we
establish the strong consistency for the LSE θ̂n for every
1
2
< H < 1. On the other hand,
in Theorem 3 we correct the covariance matrix of the normal limit distribution given in [6,
Theorem 1] because the proof of [6, Proposition 5.1] relies on a possibly flawed technique
in line -2 page 13.
Our second main interest in this paper is to estimate the drift parameters of the frac-
tional Ornstein Uhlenbeck process of the second kind with periodic mean, that is the
solution of the following equation
dX
(1)
t =
(
p∑
i=1
µiϕi(t)− αX(1)t
)
dt+ dY
(1)
t , X0 = 0 (6)
where Y
(1)
t :=
∫ t
0
e−sdBHas with at = He
t
H and BH is a fBm with Hurst parameter 1
2
< H <
1. The parameter estimation for the fOU of the second kind without periodicities is well
studied in several recent papers (see [11, 2, 3, 8]).
Let θ˜n be the LSE of θ defined by
θ˜n = Q˜
−1
n P˜n (7)
where
P˜n :=
(∫ n
0
ϕ1(t)dX
(1)
t , . . . ,
∫ n
0
ϕp(t)dX
(1)
t ,−
∫ n
0
X
(1)
t dX
(1)
t
)⊤
; Q˜n =
(
Gn −a˜n
−a˜⊤n b˜n
)
with Gn is given as in above, and
a˜⊤n :=
(∫ n
0
ϕ1(t)X
(1)
t dt, . . . ,
∫ n
0
ϕp(t)X
(1)
t dt
)
; b˜n :=
∫ n
0
(X
(1)
t )
2dt.
Let us now describe the results we establish for the asymptotic behavior of the LSE θ˜n: if
1
2
< H < 1, then
• as n→∞,
θ˜n −→ θ,
almost surely, see Theorem 5;
• as n→∞,
√
n(θ˜n − θ) law−→ N (0,M⊤Σ M)
see Theorem 8.
Our article is structured as follows. In section 2, we establish the strong consistency
for the LSE θ̂n for every
1
2
< H < 1. Moreover, we discuss the asymptotic normality given
in [6]. Section 3 is devoted to study the strong consistency and the asymptotic normality
for the LSE θ˜n for any
1
2
< H < 1. Finally, some basic elements of Malliavin calculus
with respect to fBm which are helpful for some of the arguments we use, and some of the
technical results used in various proofs are in the Appendix.
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2 LSE for fOU with periodic mean
From (3) and (2) we can write (see [6] for details)
θ̂n = θ +Q
−1
n Rn (8)
with an explicit expression of the matrix Q−1n
Q−1n =
1
n
(
Ip + γnΛnΛ
⊤
n −γnΛn
−γnΛ⊤n γn
)
and
Rn :=
(∫ n
0
ϕ1(t)dB
H
t , . . . ,
∫ n
0
ϕp(t)dB
H
t ,−
∫ n
0
XtδB
H
t
)⊤
,
where
Λn = (Λn,1, . . . ,Λn,p)
⊤ :=
(
1
n
∫ n
0
ϕ1(t)Xtdt, . . . ,
1
n
∫ n
0
ϕp(t)Xtdt
)⊤
and
γn :=
(
1
n
∫ n
0
X2t dt−
p∑
i=1
Λ2n,i
)−1
.
On the other hand, it is readily checked that we have the following explicit expression for
the solution X of (2)
Xt = h(t) + Zt, t > 0, (9)
where
h(t) := e−αt
p∑
i=1
µi
∫ t
0
eαsϕi(s)ds, Zt := e
−αt
∫ t
0
eαsdBHs . (10)
Moreover the process Z is a fOU, that is solution of the following equation
dZt = −αZtdt+ dBHt , Z0 = 0. (11)
The following result establishes the strong consistency of the LSE θ̂n.
Theorem 1 Assume that 1
2
< H < 1. Then
θ̂n −→ θ
almost surely as n→∞.
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Proof. Using the decomposition (8) we can write θ̂n = θ+(nQ
−1
n )
(
1
n
Rn
)
. By combining
this with Propositions 2 and 10 below the result follows at once.
Proposition 2 Assume that 1
2
< H < 1. Then, as n→∞
1
n
Rn −→ 0
almost surely.
Proof. Since
sup
t>0
|ϕi(t)| 6 C <∞, i = 1, . . . , p (12)
we have
E
[(∫ n
0
ϕi(t)dB
H
t
)2]
= H(2H − 1)
∫ n
0
∫ n
0
ϕi(u)ϕi(v)|u− v|2H−2dudv
6 H(2H − 1)C2
∫ n
0
∫ n
0
|u− v|2H−2dudv = C2n2H .
Then ∥∥∥∥ 1n
∫ n
0
ϕi(t)dB
H
t
∥∥∥∥
L2(Ω)
6 CnH−1.
Combining this with the fact that
∫ n
0
ϕi(t)dB
H
t is Gaussian and Lemma 12 in the Appendix,
we obtain for every i = 1, . . . , p
1
n
∫ n
0
ϕi(t)dB
H
t → 0
almost surely as n→∞.
Let us now compute the limit for the last component of 1
n
Rn. Using the link between the
divergence integral and the path-wise integral we have∫ n
0
XtδB
H
t =
∫ n
0
XtdB
H
t −H(2H − 1)
∫ n
0
∫ t
0
DsXt(t− s)2H−2dsdt. (13)
By (9) and (11) we can write
1
n
∫ n
0
XtdB
H
t =
1
n
∫ n
0
(h(t) + Zt)(dZt + αZtdt)
=
1
n
∫ n
0
h(t)dZt +
α
n
∫ n
0
h(t)Ztdt+
α
n
∫ n
0
Z2t dt+
1
n
∫ n
0
ZtdZt
=
1
n
∫ n
0
h(t)dZt +
α
n
∫ n
0
h(t)Ztdt+
α
n
∫ n
0
Z2t dt+
1
n
∫ n
0
ZtdZt
=
Znh(n)
n
− 1
n
∫ n
0
h′(t)Ztdt+
α
n
∫ n
0
h(t)Ztdt+
α
n
∫ n
0
Z2t dt+
Z2n
2n
.
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Furthermore
h(t) = h˜(t)− e−αth˜(0) (14)
and
Z(t) = Z˜(t)− e−αtZ˜(0) (15)
where
h˜(t) := e−αt
p∑
i=1
µi
∫ t
−∞
eαsϕi(s)ds (16)
which is periodic with period 1, and
Z˜t := e
−αt
∫ t
−∞
eαsdBHs
which is a stationary and ergodic process (see [5]). Then the ergodic theorem implies that,
almost surely
lim
n→∞
1
n
∫ n
0
h′(t)Ztdt = lim
n→∞
Znh(n)
n
= lim
n→∞
α
n
∫ n
0
h(t)Ztdt = lim
n→∞
Z2n
2n
= 0;
lim
n→∞
α
n
∫ n
0
Z2t dt = α
1−2HHΓ(2H).
Thus, almost surely
lim
n→∞
1
n
∫ n
0
XtdB
H
t = α
1−2HHΓ(2H).
Combining this with (13) and
lim
n→∞
H(2H − 1)
n
∫ n
0
∫ t
0
DsXt(t− s)2H−2dsdt = α1−2HHΓ(2H)
we deduce that, almost surely
lim
n→∞
1
n
∫ n
0
XtδB
H
t = 0
which completes the proof.
Let us now discuss the asymptotic normality of the LSE θ̂n of θ.
6
Theorem 3 Assume that 1/2 < H < 3/4. Then
n1−H(θ̂n − θ) law−→ N (0,M⊤ΣM) (17)
where the matrix M is defined in Proposition 10, and
Σ :=
(
G −a
−a⊤ b
)
with
a⊤ :=
(
H(2H − 1)
∫ 1
0
∫ 1
0
ϕi(u)h˜(v)|v − u|2H−2dudv
)
16i6p
;
G :=
(∫ 1
0
∫ 1
0
ϕi(u)ϕj(v)dudv
)
16i,j6p
; b := H(2H − 1)
∫ 1
0
∫ 1
0
h˜(u)h˜(v)|v − u|2H−2dudv.
Proof. From (8) we have
n1−H
(
θ̂n − θ
)
=
(
nQ−1n
) (
n−HRn
)
.
From Proposition 10 we have nQ−1n → M almost surely. Then, to prove (17) it is sufficient
to show that, as n→∞
n−HRn =
(
n−H
∫ n
0
ϕ1(t)dB
H
t , . . . , n
−H
∫ n
0
ϕp(t)dB
H
t ,−n−H
∫ n
0
XtδB
H
t
)
law−→ N (0,Σ).
According to (9)
n−H
∫ n
0
XtδB
H
t = n
−H
∫ n
0
ZtδB
H
t + n
−H
∫ n
0
h(t)dBHt .
Moreover, it follows from [12] that if 1/2 < H < 3/4, n−1E
[(∫ n
0
ZtdB
H
t
)2]
converges to a
positive constant as n→∞. This implies that, as n→∞
E
[(
n−H
∫ n
0
ZtdB
H
t
)2]
−→ 0.
It is also clear that for every 1 6 i 6 p
E
[(∫ n
0
ϕi(t)dB
H
t
)(∫ n
0
ZtδB
H
t
)]
= 0.
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Indeed, this follows from the fact that the first integral can be viewed as an element in
the first Wiener chaos and the second integral as an element in the second Wiener chaos.
Hence it remains to check(
n−H
∫ n
0
ϕ1(t)dB
H
t , . . . , n
−H
∫ n
0
ϕp(t)dB
H
t ,−n−H
∫ n
0
h(t)dBHt
)
law−→ N (0,Σ).
By using (14) and the fact that the functions h˜, ϕi, i = 1, . . . , p are periodic functions with
period 1 it is enough to prove that if fk, k = 1, . . . , q are periodic real valued functions
with period 1, then for every H > 1/2 we have, as n→∞(
n−H
∫ n
0
fk(t)dB
H
t
)
16k6q
law−→ N
(
0,
(∫ 1
0
∫ 1
0
fk(x)fl(y)dxdy
)
16k,l6q
)
.
Because the left-hand side is a Gaussian vector it is sufficient to check the convergence of
its covariance matrix. Since the functions fk, k = 1, . . . , q are periodic with period 1, we
have for every 1 6 k, l 6 q, i > 1
E
[∫ i
i−1
fk(t)dB
H
t
∫ i
i−1
fl(t)dB
H
t
]
= H(2H − 1)
∫ 1
0
∫ 1
0
fk(t)fl(s)|t− s|2H−2dsdt.
Hence, for every 1 6 k, l 6 q
E
(∫ n
0
fk(s)dB
H
s
∫ n
0
fl(t)dB
H
t
)
=
n∑
i,j=1
E
(∫ i
i−1
fk(s)dB
H
s
∫ j
j−1
fl(t)dB
H
t
)
= H(2H − 1)
[
n
∫ 1
0
∫ 1
0
fk(x)fl(y)|y − x|2H−2dxdy
+
n∑
i 6=j=1
∫ 1
0
∫ 1
0
fk(x)fl(y)|j − i+ y − x|2H−2dxdy
]
.
Furthermore, for every x, y ∈ [0, 1]
n∑
i<j=1
|j − i+ y − x|2H−2 =
n∑
i<j=1
(j − i+ y − x)2H−2
=
n−1∑
i=1
n∑
j=i+1
(j − i+ y − x)2H−2
=
n−1∑
m=1
(n−m) (m+ y − x)2H−2 .
We have (m+ y − x)2H−2 ∼
∞
m2H−2, and m (m+ y − x)2H−2 ∼
∞
m2H−1. Hence, since H >
1
2
, we get
n
n−1∑
m=1
(m+ y − x)2H−2 ∼
∞
n2H
2H − 1;
n−1∑
m=1
m (m+ y − x)2H−2 ∼
∞
n2H
2H
.
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This implies that, as n→∞
n−2H
n∑
i<j=1
|j − i+ y − x|2H−2 −→ 1
2H − 1 −
1
2H
=
1
2H(2H − 1) .
Similarly,
n−2H
n∑
j>i=1
|j − i+ y − x|2H−2 −→ 1
2H(2H − 1) .
As a consequence, as n→∞
n−2HE
(∫ n
0
fk(s)dB
H
s
∫ n
0
fl(t)dB
H
t
)
−→
∫ 1
0
∫ 1
0
fk(x)fl(y)dxdy
which implies the desired result.
Remark 4 It seems challenging to obtain the limiting behaviour of our estimator in the
case H > 3
4
, and the same phenomena is present even in the case of fOU-process without
periodicities (see, e.g. [12, 21]). On the other hand, this is in analogue with the quadratic
variations of the fractional Brownian motion in which case the limit distribution is not
normal in the case H > 3
4
.
3 LSE for fOU of second kind with periodic mean
From (6) and (7) we can write
θ˜n = θ + Q˜
−1
n R˜n, (18)
where
R˜n :=
(∫ n
0
ϕ1(t)dY
(1)
t , . . . .,
∫ n
0
ϕp(t)dY
(1)
t ,−
∫ n
0
X
(1)
t δY
(1)
t
)⊤
,
and
Q˜−1n =
1
n
(
Ip + ηnΓnΓ
⊤
n −ηnΓn
−ηnΓ⊤n ηn
)
with
Γn = (Γn,1, . . . ,Γn,p)
⊤ :=
(
1
n
∫ n
0
ϕ1(t)X
(1)
t dt, . . . ,
1
n
∫ n
0
ϕp(t)X
(1)
t dt
)⊤
and
ηn :=
(
1
n
∫ n
0
(X
(1)
t )
2dt−
p∑
i=1
Γ2n,i
)−1
.
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Theorem 5 Assume that 1/2 < H < 1. Then
θ˜n −→ θ (19)
almost surely as n→∞.
Proof. By (18) we have θ˜n − θ =
(
nQ˜−1n
)(
1
n
R˜n
)
. Thus the convergence (19) is a direct
consequence of Propositions 6 and 7 below.
Proposition 6 Assume that 1
2
< H < 1. Then the sequence 1
n
R˜n almost surely to 0 as
n→∞.
Proof. Applying Proposition 13 and (12), we have for every i = 1, . . . , p
E
[(∫ n
0
ϕi(t)dY
(1)
t
)2]
6 C2
∫ n
0
∫ n
0
rH(u, v)dudv
= C2E[(Y (1)n )
2].
Thanks to [5, 8],
E
[
(Y (1)n )
2
]
= O(n) as n→∞. (20)
Thus ∥∥∥∥ 1n
∫ n
0
ϕi(t)dY
(1)
t
∥∥∥∥
L2(Ω)
= O(n−1/2).
Hence we can apply Lemma 12 to obtain, as n→∞
1
n
∫ n
0
ϕi(t)dY
(1)
t → 0 (21)
almost surely for every i = 1, . . . , p.
In order to compute the variance of the last component of 1
n
R˜n, observe that we may write
the solution of (6) as follows
X
(1)
t = h(t) + Z
(1)
t (22)
where the function h is defined in (10), and
Z
(1)
t := e
−αt
∫ t
0
eαsdY (1)s . (23)
Hence ∫ n
0
X
(1)
t δY
(1)
t =
∫ n
0
h(t)dY
(1)
t +
∫ n
0
Z
(1)
t δY
(1)
t .
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As in (21),
1
n
∫ n
0
h(t)dY
(1)
t → 0
almost surely as n→∞.
From [2, Lemma 3.1] we have∫ n
0
Z
(1)
t δY
(1)
t
law
=
∫ n
0
Z˜
(1)
t δG˜t (24)
where the processes Z˜(1) and G˜ are well defined in (34) and (35) respectively.
Moreover, it follows from [2, Theorem 3.2] that there exists a positive constant λ(θ,H) > 0
such that, as n→∞
E
[(
1√
n
∫ n
0
Z˜
(1)
t δG˜t
)2]
−→ λ(θ,H). (25)
Combining (24), (25), (33) and Lemma 12 we conclude that, almost surely
lim
n→∞
1
n
∫ n
0
Z
(1)
t δY
(1)
t = 0
which finishes the proof.
Proposition 7 Assume that 1
2
< H < 1. Then, as n→∞
nQ˜−1n −→M :=
(
Ip + ηΓΓ
t −ηΓ
−ηΓt η
)
, (26)
almost surely, where
Γ = (Γ1, . . . ,Γp)
t :=
(∫ 1
0
ϕ1(t)h˜(t)dt, . . . ,
∫ 1
0
ϕp(t)h˜(t)dt
)t
;
η :=
(∫ 1
0
h˜2(t)dt+
(2H − 1)H2H
α
β ((α− 1)H + 1, 2H − 1)−
p∑
i=1
Λ2i
)−1
,
with h˜ is given in (16).
Proof. Define
X¯
(1)
t = h˜(t) + Z¯t
(1)
where
Z¯t
(1)
= e−αt
∫ t
−∞
e(α−1)sdBas = Z
(1)
t + e
−αtZ¯0
(1)
.
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Since the process Z¯(1) is ergodic (see [14]), as n→∞
1
n
∫ n
0
(Z¯
(1)
t )
2dt → E(Z¯(1)0 )2
almost surely. Hence
1
n
∫ n
0
(Z
(1)
t )
2dt → E(Z¯0(1))2. (27)
almost surely as n→∞. Moreover
E(Z¯
(1)
0 )
2 = H−2(α−1)HE
(∫ a0
0
s(α−1)HdBs
)2
= H−2(α−1)HH(2H − 1)
∫ a0
0
∫ a0
0
s(α−1)H t(α−1)H |s− t|2H−2dsdt
=
(2H − 1)H2H
α
β((α− 1)H + 1, 2H − 1).
Thus,
lim
n→∞
1
n
∫ n
0
(X
(1)
t )
2dt = lim
n→∞
1
n
∫ n
0
(X¯
(1)
t )
2dt
=
∫ 1
0
h˜(t)2dt+
(2H − 1)H2H
α
β((α− 1)H + 1, 2H − 1),
On the other hand, we also have
lim
n→∞
Γn,i = lim
n→∞
1
n
∫ n
0
X
(1)
t ϕi(t)dt = lim
n→∞
1
n
∫ n
0
X¯
(1)
t ϕi(t)dt
= E
[∫ 1
0
X¯
(1)
t ϕi(t)dt
]
=
∫ 1
0
h˜(t)ϕi(t)dt+
∫ 1
0
E
[∫ t
−∞
ϕi(t)e
−α(t−s)dY (1)s
]
dt,
=
∫ 1
0
h˜(t)ϕi(t)dt
Furthermore,
lim
n→∞
ηn = lim
n→∞
(
1
n
∫ n
0
(X
(1)
t )
2dt−
p∑
i=1
Γ2n,i
)−1
=
(∫ 1
0
h˜(t)2dt+
(2H − 1)H2H
α
B((α− 1)H + 1, 2H − 1)−
p∑
i=1
Γ2i
)−1
= η.
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Using the fact that the functions ϕi; i = 1, . . . , p are orthonormal in L
2[0, 1] and the Bessel
inequality we get
p∑
i=1
Γ2i =
p∑
i=1
(∫ 1
0
ϕi(t)h˜(t)dt
)2
6
∫ 1
0
h˜2(t)dt.
This implies that the limit η is well defined and finite, which completes the proof.
Let us now study the asymptotic normality of the LSE θ˜n of θ.
Theorem 8 Assume that H ∈ (1/2, 1). Then, as n→∞
√
n(θ˜n − θ) law−→ N (0,M⊤Σ M) (28)
where the matrix M is defined in Proposition 7, and
Σ :=
(
G −a
−a⊤ b
)
with
a⊤ :=
(∫ 1
0
∫ 1
0
ϕi(x)h˜(y)
∞∑
m∈Z
rH(x, y +m)dxdy
)
16i6p
;
G :=
(∫ 1
0
∫ 1
0
ϕi(x)ϕj(y)
∞∑
m∈Z
rH(x, y +m)dxdy
)
16i,j6p
;
b :=
∫ 1
0
∫ 1
0
h˜(x)h˜(y)
∞∑
m∈Z
rH(x, y +m)dxdy + σ
2.
Proof. We can write
√
n
(
θ˜n − θ
)
=
(
nQ˜−1n
)( 1√
n
R˜n
)
From (26) we have nQ˜−1n → M almost surely as n→∞. Then, to prove (28) it is sufficient
to show that, as n→∞
1√
n
R˜n
law−→ N (0,Σ).
Hence by using the main results of [20] and [19] together with the fact that 1√
n
R˜n is a vector
of multiple integrals it is sufficient to check the convergence of the covariance matrix of
1√
n
R˜n as n→∞.
Since X(1) admits the decomposition (22), and
1√
n
∫ n
0
Zt
(1)δY
(1)
t
law−→ N (0, σ2) (see [2]),
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and for every 1 6 i 6 p
E
(∫ n
0
ϕi(t)dY
(1)
t
∫ n
0
Zt
(1)δY
(1)
t
)
= E
(∫ n
0
h(t)dY
(1)
t
∫ n
0
Zt
(1)δY
(1)
t
)
= 0,
it remains to prove that, if f and g are two periodic functions with period 1 then, as
n→∞,
1
n
E
(∫ n
0
f(s)dY (1)s
∫ n
0
g(t)dY
(1)
t
)
−→
∫ 1
0
∫ 1
0
f(x)g(y)
∑
m∈Z
rH(x, y +m)dxdy. (29)
Thanks to (36),
E
(∫ n
0
f(s)dY (1)s
∫ n
0
g(t)dY
(1)
t
)
=
n∑
i,j=1
E
(∫ i
i−1
f(s)dY (1)s
∫ j
j−1
g(t)dY
(1)
t
)
= n
∫ 1
0
∫ 1
0
f(x)g(y)rH(x, y)dxdy
+
n∑
i 6=j=1
∫ 1
0
∫ 1
0
f(x)g(y)rH(x+ i, y + j)dxdy.
We also have for every x, y ∈ [0, 1]
1
n
n∑
i<j=1
rH(x+ i, y + j) =
1
n
n∑
i<j=1
rH(x, y + j − i)
=
1
n
n−1∑
m=1
(n−m)rH(x, y +m)
=
n−1∑
m=1
rH(x, y +m)−
n−1∑
m=1
mrH(x, y +m).
Since rH(x, y + m) ∼ H(2H − 1)H2(H−1)e−( 1H−1)(m+y−x) as m → ∞, we deduce that for
every fixed x, y ∈ [0, 1]
∞∑
m=1
rH(x, y +m) <∞,
and as n→∞,
1
n
∞∑
m=1
mrH(x, y +m) −→ 0.
Combining these convergences with the fact that rH is symmetric we conclude (29), which
completes the proof.
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4 Appendix
In this section, we briefly recall some basic elements of Malliavin calculus with respect to
fBm which are helpful for some of the arguments we use. For more details we refer to
[1, 17, 18]. We also give here some of the technical results used in various proofs of this
paper.
Let BH =
{
BHt , t > 0
}
be a fBm with Hurst parameter H ∈ (0, 1) that is a centered
Gaussian process with the covariance function
RH(t, s) =
1
2
(
t2H + s2H − |t− s|2H) .
It is well-known that the covariance function RH can be represented as
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u)du
where, in the case when H > 1
2
, the kernel KH has a explicit expression given by
KH(t, s) = cHs
1
2
−H
∫ t
s
(u− s)H− 32uH− 12du, s < t,
where cH = (H − 12)
(
2HΓ( 3
2
−H)
Γ(H+ 1
2
)Γ(2−2H)
) 1
2
.
We denote by E the set of step R−valued functions on [0,T ]. Let H be the Hilbert space
defined as the closure of E with respect to the scalar product〈
1[0,t], 1[0,s]
〉
H = RH(t, s).
We denote by | · |H the associated norm. The mapping 1[0,t] 7→ Bt can be extended to an
isometry between H and the Gaussian space associated with B. We denote this isometry
by
ϕ 7→ B(ϕ) =
∫ T
0
ϕ(s)dBs. (30)
When H ∈ (1
2
, 1), it is well known that the elements of H may not be functions but
distributions of negative order. It will be more convenient to work with a subspace of H
which contains only functions. Such a space is the set |H| of all measurable functions ϕ on
[0, T ] such that
|ϕ|2|H| := H(2H − 1)
∫ T
0
∫ T
0
|ϕ(u)||ϕ(v)||u− v|2H−2dudv <∞.
If ϕ, ψ ∈ |H| then
E
[
B(ϕ)B(ψ)
]
= H(2H − 1)
∫ T
0
∫ T
0
ϕ(u)ψ(v)|u− v|2H−2dudv. (31)
15
We know that (|H|, 〈·, ·〉|H|) is a Banach space, but that (|H|, 〈·, ·〉H) is not complete. We
have the dense inclusions L2([0, T ]) ⊂ L 1H ([0, T ]) ⊂ |H| ⊂ H. Let us introduce the linear
operator K∗H between E and L2[0, T ] defined by
(K∗Hϕ)(s) =
∫ T
s
ϕ(t)
∂KH
∂t
(t, s)dt.
The operator K∗H is an isometry that can be extended to H. Moreover, the process W =
{Wt, t ∈ [0, T ]} given by
Wt := B
H((K∗H)
−1(1[0,t])) (32)
is a Brownian motion. In addition, the processes BH and W are related through the
integral representation
BHt =
∫ t
0
KH(t, s)dWs.
Let S be the set of all smooth cylindrical random variables, which can be expressed as
F = f(BH(φ1), . . . , B
H(φn)) where n > 1, f : R
n → R is a C∞-function such that f and all
its derivatives have at most polynomial growth, and φi ∈ H, i = 1, . . . , n. The Malliavin
derivative of F with respect to BH is the element of L2(Ω,H) defined by
DsF =
n∑
i=1
∂f
∂xi
(BH(φ1), . . . , B
H(φn))φi(s), s ∈ [0, T ].
In particular DsB
H
t = 1[0,t](s). As usual, D
1,2 denotes the closure of the set of smooth
random variables with respect to the norm
‖F‖21,2 = E[F 2] + E
[|DF |2H].
Moreover, for any F ∈ D1,2W ,
K∗HDF = D
WF,
where DW denotes the Malliavin derivative operator with respect to W , and D1,2W the
corresponding Hilbert space.
The Skorohod integral with respect to BH denoted by δ is the adjoint of the derivative
operator D. If a random variable u ∈ L2(Ω,H) belongs to the domain of the Skorohod
integral (denoted by domδ), that is, if it verifies
|E〈DF, u〉H| 6 cu
√
E[F 2] for any F ∈ S,
then δ(u) is defined by the duality relationship
E[Fδ(u)] = E
[〈DF, u〉H],
16
for every F ∈ D1,2. In the sequel, when t ∈ [0, T ] and u ∈ domδ, we shall sometimes write∫ t
0
usδB
H
s instead of δ(u1[0,t]). If g ∈ H, notice moreover that
∫ T
0
gsδB
H
s = δ(g) = B
H(g).
It is known that the multiple Wiener integrals satisfy a hypercontractivity property, which
implies that for any F having the form of a finite sum of multiple integrals, we have(
E
[|F |p])1/p 6 cp,q (E[|F |2])1/2 for any p > 2. (33)
One can also develop a Malliavin calculus for any continuous Gaussian process G of the
form (see [1])
Gt =
∫ t
0
K(t, s)dWs
where W is a Brownian motion and the kernel K satisfying supt∈[0,T ]
∫ t
0
K(t, s)2ds < ∞.
Consider the linear operator K∗ from E to L2[0, T ] defined by
(K∗ϕ)(s) = ϕ(s)K(T, s) +
∫ T
s
[ϕ(t)− ϕ(s)]K(dt, s).
The Hilbert space HG generated by covariance function of the Gaussian process G can
be represented as HG = (K∗)−1(L2[0, T ]) and D1,2G (HG) = (K∗)−1(D1,2W (L2[0, T ])). For any
n > 1, let Hn be the nth Wiener chaos of G, i.e. the closed linear subspace of L
2(Ω)
generated by the random variables {Hn(G(ϕ)), ϕ ∈ H, ‖ϕ‖H = 1}, and Hn is the nth
Hermite polynomial. It is well known that the mapping IGn (ϕ
⊗n) = n!Hn(G(ϕ)) provides a
linear isometry between the symmetric tensor product H⊙n and subspace Hn. Specifically,
for all f ∈ H⊙pG , f ∈ H⊙qG and p, q > 1, one has
E
[
IGp (f)I
G
q (g)
]
= δpqq!〈f, g〉H⊗q
G
.
We say that the kernel K is regular if for all s ∈ [0, T ), K(.,s) has bounded variation on
the interval (s, T ], and ∫ T
0
|K|((s, T ], s)2ds < ∞.
For regular kernel K, put K(s+, s) := K(T, s) − K((s, T ], s). For any ϕ ∈ E , define the
seminorm
‖ϕ‖2Kr =
∫ T
0
ϕ(s)2K(s+, s)2 +
∫ T
0
(∫ T
s
|ϕ(t)||K|(dt, s)
)2
ds.
Denote by HKr the completion of E with respect to seminorm ‖‖Kr.
The following proposition establishes the relationship between path-wise integral and Sko-
rokhod integral.
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Proposition 9 [1] Assume K is a regular kernel with K(s+, s) = 0 and u is a process in
D
1,2
G (HKr). Then the process u is Stratonovich integrable with respect to G and∫ T
0
utdGt =
∫ T
0
utδGt +
∫ T
0
(∫ T
s
DsutK(dt, s)
)
ds.
Proposition 10 [6, Proposition 4.2] Assume that 1
2
< H < 1. Then, as n→∞ we obtain
that nQ−1n converges almost surely to
M :=
(
Ip + γΛΛ
t −γΛ
−γΛt γ
)
with
Λ = (Λ1, . . . ,Λp)
t :=
(∫ 1
0
ϕ1(t)h˜(t)dt, . . . ,
∫ 1
0
ϕp(t)h˜(t)dt
)⊤
and
γ :=
(∫ 1
0
h˜2(t)dt+ α−2HHΓ(2H)−
p∑
i=1
Λ2i
)−1
,
where h˜(t) := e−αt
∑p
i=1 µi
∫ t
−∞ e
αsϕi(s)ds.
Lemma 11 [2] Let B˜t = Bt+H − BH be the shifted fractional Brownian motion. Then
there exists a regular Volterra-type kernel L˜, in above sense, so that for the solution of the
following stochastic differential equation
dZ˜
(1)
t = −αZ˜(1)t dt+ dG˜t, Z˜(1)0 = 0, (34)
where the Gaussian process
G˜t =
∫ t
0
(
KH(t, s) + L˜(t, s)
)
dW˜s (35)
with W˜ is a Brownian motion as in (32).
In addition, {Z(1)t , t ∈ [0, T ]} law= {Z˜(1)t , t ∈ [0, T ]} with Z(1) is given in (23).
We also need the following technical results.
Lemma 12 [16] Let γ > 0 and p0 ∈ N. Moreover let (Zn)n∈N be a sequence of random
variables. If for every p > p0 there exists a constant cp > 0 such that for all n ∈ N,
(E|Zn|p)1/p 6 cp.n−γ,
then for all ε > 0 there exists a random variable ηε such that
|Zn| 6 ηε.n−γ+ε almost surely
for all n ∈ N. Moreover, E|ηε|p <∞ for all p > 1.
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Proposition 13 Assume that 1
2
< H < 1. Let f : [0,∞) → R be a function of class C1.
Then ∫ t
s
f(r)dY (1)r =
∫ at
as
f(a−1u )e
a−1u dBu
where a−1u = H log(u/H). Moreover, for every f, g of C1
E
(∫ t
s
f(r)dY (1)r
∫ v
u
g(r)dY (1)r
)
= H(2H − 1)
∫ at
as
∫ av
au
f(a−1x )g(a
−1
y )e
−a−1x e−a
−1
y |x− y|2H−2dxdy
=
∫ t
s
∫ v
u
f(w)g(z)rH(w, z)dwdz
In particular, we obtain
E
(
(Y
(1)
t − Y (1)s )(Y (1)v − Y (1)u )
)
=
∫ t
s
∫ v
u
rH(w, z)dwdz
where rH(x, y) is a symmetric kernel given by
rH(w, z) = H(2H − 1)H2(H−1) e
−(1−H)(w−z)/H
(1− e−(w−z)/H)2(1−H)
.
Proof. Combining integration by parts and change of variable u = ar we obtain∫ t
s
f(r)dY (1)r =
∫ t
s
f(r)e−rdBar
= f(t)e−tBat − f(s)e−sBas −
∫ t
s
(
f(r)e−r
)′
(r)Bardr
= f(t)e−tBat − f(s)e−sBas −
∫ at
as
(
f(r)e−r
)′
(a−1u )Bar(a
−1)′(u)du
= f(t)e−tBat − f(s)e−sBas −
∫ at
as
(
f(a−1u )e
−a−1u
)′
(u)Bardu
=
∫ at
as
f(a−1u )e
−a−1u dBu
which proves (36). Using (36) we get
E
(∫ t
s
f(r)dY (1)r
∫ v
u
g(r)dY (1)r
)
= H(2H − 1)
∫ at
as
∫ av
au
f(a−1x )g(a
−1
y )e
−a−1x e−a
−1
y |x− y|2H−2dxdy
Making now change of variable w = a−1x and z = a
−1
y we obtain (36).
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