A method for numerical calculation of the e ective conductivity of a periodic array of cells is presented. Knowledge of bases for the space of solutions to the electrostatic equation in a cell is assumed. The method involves projection of the electric potential on these bases. Applications are made on two-dimensional two-phase tilings where polygons meet in bow-tie shaped corners and the conductivity ratio between the phases is high. Examples of numerical accuracy are given.
I. INTRODUCTION
The calculation of transport properties, e.g., electrical conduction, in random composite materials has attracted much interest in recent years. These calculations are of importance in applications, but can seldom be carried out with accuracy due to di cult mathematical and computational problems 1, 2, 3]. Often one has to resort to e ective medium approximations 4] or establish bounds 5] within which the conductivity must lie.
Another possibility is to approximate random composites with ordered composites, i.e., periodic arrays of cells. Ordered materials can allow for accurate calculations and enable a detailed study of the in uence of material parameters on the e ective conductivity. Calculations on ordered materials date back at least a century 6]. In two dimensions Perrins et al. 7 ] calculated transport properties of a hexagonal array of non-intersecting disks in a matrix. Following Rayleigh 8] they expanded the electric potential in a series of functions satisfying the electrostatic equation within a cell. Self-consistency leads to an in nite set of linear equations which was truncated and solved. A square array of superconducting discs was treated in the same manner by McPhedran 6] . Bao et al. 9 ], on the other hand, used three series of functions satisfying the electrostatic equation in di erent parts of a cell to calculate the conductivity of a centered rectangular array of non-intersecting rectangles in a matrix. Trigonometric expansions and identi cation at boundaries gave linear equations which were truncated and solved.
Milton et al. 10 ], in a numeric optimization procedure, obtained the conductivity of square arrays of possibly intersecting circular disks and squares in a matrix. Complex power series, centered in corners, were matched at points on the phase boundaries. The power series exponents were chosen as integer multiples of a constant number. Fogelholm et al. 11] investigated current and equipotential lines on a square array of squares by replacing the material with a resistor network. Yet another approach was presented by Gu and Tao 12] . They calculated the conductivity of a rectangular array of non-touching polygons in a matrix using the method of transformation elds 13]. The transformation eld was expanded in a polynomial series within a cell. Fourier expansion and self-consistency again lead to linear equations which were truncated and solved.
The methods mentioned above apply successfully for matrices with well separated inclusions. But if the inclusions come close to each other or touch numerical di culties lead to deteriorated accuracy. This e ect is most pronounced when the conductivity ratio of the phases is high. Judging by results presented this problem seems to be general, although only two authors states it explicitly 7, 10]. Special di culties occur when inclusions meet at so called bow-tie shaped corners 10]. Such corners have diverging current densities 14, 15] and give rise to regions with high power dissipation in inhomogeneous media 16, 17] , possibly initializing breakdown. Keller 14] 18 ] used this series to calculate the conductivity of a tiling of diamonds with unit cells in a rectangular array. Their method involved projection of the electric potential upon an orthonormalized linear combination of functions from this series.
In section II of this paper we will give a simpli ed and improved formulation of the method used in Ref. 18] and introduce a more e cient and general scalar product for the projection. This leads to an algorithm for calculating the e ective conductivity of periodic arrays of cells. In section III we apply the method to four di erent rectangular and centered rectangular two-phase arrays of cells involving bow-tie shaped and regular corners. Very accurate results are in some cases achieved in spite of the high ratio between the conductivities of the two phases.
II. PROJECTION OF THE ELECTRIC POTENTIAL
We start this section with a classi cation of cell boundaries. Let a periodic two-dimensional composite material be subjected to an external electric eld. The electric potential function within a cell is denoted (r) and the scalar conductivity function is (r). The boundary of , called C, is oriented clockwise and parameterized by its arc-length t. If the cell is invariant under orthogonal mirror re ections and if the eld is applied parallel to one of the symmetry axes the boundary C can be divided into segments C i of possibly three types: C I , C II , and C III such that (t) + (a ? t) = d 1 r (t) ? r (a ? t) = 0 C i C I ; r (t) n(t) = 0
where (t), r (t), and (t) are the restrictions of (r), r (r), and (r) to C, a = minft : t 2 C i g + maxft : t 2 C i g, and d 1 and d 3 are constants determined by the strength of the applied eld. The conductivity (t) and the normal vector n(t) obey (t) = (a ? t) and n(t) = n(a ? t) on a segment of type C I .
Cells invariant under orthogonal mirror re ections may, when subjected to a eld, have boundary segments that belong to more than one of the three types of Eq. (1). The re ection symmetries and the periodicity of r can give both r (t) n(t) = 0, i.e., no normal component of the current, and r (t) ? r (a ? t) = 0, i.e., symmetric currents, on the same segment. Now we seek (r) satisfying the boundary conditions of Eq. (1). We assume that C consists of segments of type C III and of either or both of types C I and C II . Let f n (r)g be a basis for the space of solutions to the electrostatic equation r (r)r n (r)] = 0 (2) in . Let N = P N n=1 a n n be the projection of into the subspace spanned by the N rst n . De ne the scalar product on the space of solutions to Eq. (2) (f; g) = 1 2
where the integrals go over all boundary segments of the indicated types. That this expression really is a scalar product is shown in the Appendix. Projecting on m we get ( ; m ) = N X n=1 a n ( n ; m ) ; (4) since ? N is orthogonal to our subspace. We note that ( ; m ) can be calculated under the assumptions of Eq. (1). This turns Eq. (4) into a system of linear equations from which a n (N) can be solved. N converges to as N ! 1. The formalism also allows us to calculate a distance from to N ( ? N ; ? N ) = ( ; ) ? N X n;m a n a m ( n ; m ) ;
which can serve as a measure of the convergence. An approximation of the e ective conductivity e could now be calculated from the relation < (r)r N (r) >= e < r N (r) >, where <> denote averaging over . If the cells are invariant under orthogonal mirror re ections e can also be calculated as the current owing through a segment connecting two lattice points on a line perpendicular to the applied eld, divided by the length of the segment and the eld strength. Variants of this method will be used in section III.
We conclude this section by noting that if the cells lack symmetry properties the division of C into segments of the types C I , C II , and C III may not be possible. Instead we can nd segments where (t) ? (a ? t) = d 1 ; r (t) ? r (a ? t) = 0; (6) and the conductivity (t) and the normal vector n(t) obey (t) = (a ? t) and n(t) = ?n(a ? t). The extension of the scalar product Eq. (3) to encompass boundaries of this general type is easily done.
III. FOUR SIMPLE TILINGS
A. Bow-tie Shaped Corners We will apply our formalism to the two-phase tilings depicted, together with choices of quarter cells and origins, in Figs. 1-3 . It is su cient to show only a quarter of a cell since all cells are invariant under orthogonal mirror re ections. Further, it is su cient to specify f n g only on this quarter cell since a unit voltage will be considered applied over the tilings with busbars resulting in electric elds which are either symmetric or antisymmetric with respect to the mirror planes. Great care will be devoted to nding f n g where the functions not only satisfy Eq. (2) in the quarter cells, but also satisfy the boundary conditions on boundary segments containing the origin. Such bases simplify the calculation of the matrix elements of Eq. (4) and hopefully increase the accuracy.
In the gures white areas have conductivity wh , hatched areas have conductivity ha , and the ratio s 2 wh = ha 1. All tilings are parametrized with an angle . Numerical results for wh = 100, ha = 1, and di erent choices of will be presented. The number N of functions n that can be used in the calculations depends on the orientation of the functions in the space of solutions. When large parts of some functions lie in subspaces spanned by other functions it will be di cult to solve Eq. (4) numerically and N must be taken small. When the functions n are almost normal to each other N can be taken higher. For each tiling below we will take as high N as possible, though we note that the accuracy of e does more depend on how fast the coe cients a n of Eq. (4) converge to zero than on the value of N.
First consider the rectangular array of cells of Fig. 1 . This is the same tiling as treated in Ref. 18 The calculations presented in Table I were done with N ranging from 14 to 36. The conductivity e was calculated as the current owing through the quarter cell times cot( ), i.e., divided by the width of the quarter cell and by the average eld strength. The current owing through the quarter cell, in turn, was taken both as the current through DB and as the current through DC. The di erent e achieved in these two ways coincide at least up to the number of digits presented. Another estimate of the accuracy came from multiplying e with the similarly calculated conductivity d e of the dual tiling with opening angle d = =2 ? and comparing the result with the product wh ha . These two quantities should be equal 19, 20] and here they coincide up to the number of digits presented. The measure of convergence of Eq.( 5) ranged from 10 ?5 to 10 ?12 , indicating that the square root of this number may be used as a crude measure of the magnitude of the error. We believe that the accuracy achieved in Table I Fig. 2 . This tiling is similar to the one just treated, but its cells are placed in a centered rectangular array. AB and DC are still segments of type C III and AD of type C II , but BC is now a segment of type C I . We choose d 3 = 1 on AB, d 3 = 0 on DC, and t = 0 at A. This gives d 1 = 1 on BC and a = 2AB + BC. We use the same f n g as in the previous example. In Table I + rf i (t) ? rf j (t) rg i (t) ? rg j (t) (t)dt;
where the sum goes over all boundaries between adjacent subsets. f i (t) denote the limit function value on the boundary C ij of the restriction of function f(r) to i . f (n?1)m+i = i n g can be chosen as a basis for the space of solutions in .
As a last example we apply our formalism with the extension of Eq. (13) 
IV. DISCUSSION AND CONCLUSIONS
We have presented a method for calculation of the e ective conductivity of a periodic array of cells. The presentation was limited to two dimensions, although a generalization of the method to three dimensions is straight-forward. A homogeneous electric eld was assumed applied to the array. The cell boundaries were divided into segments. The electric potential was projected, through numerical integration, on a series of solutions to the electrostatic equation.
First the method was applied to arrays of two-phase cells with orthogonal mirror re ection symmetries and touching, bow-tie shaped, corners. Function series in polar coordinates with the origin placed in a vertex of a corner were chosen as bases for the spaces of solutions. The choice of origin was not unique. The tilings studied had at least two types of corners. We centered the functions in the corner where the current was supposed to be largest. The other corners were placed at the cell boundary. High accuracy was in some cases achieved though the degree of accuracy seemed to be related to the relative importance of the corner types. This was illustrated in the tiling of Fig. 3 , where the accuracy increased dramatically as ! =4, i.e., as the corners at Q and at P were straightened out, see Table I .
The formalism was extended to allow for di erent bases in di erent parts of the cell, e.g., one base for every corner. Very accurate calculations with two bases were made on a tiling of well separated diamonds. Conductivity calculations of materials with close to touching corners probably requires a ner division of the cell into regions of di erent sizes and shapes.
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APPENDIX
We must show that Eq. (3) is positive de nite. For this purpose we introduce the expression I C f(t) (rf(t) n(t)) (t)dt = 1 2
where the equality follows from the assumptions (t) = (a ? t) and n(t) = n(a ? t).
If (f; f) = 0 we have from Eq. rf(t) n(t) = 0
and we see that expression (17) is zero. Rewriting expression (17) using Gauss' theorem in two dimensions we get I C f(t) (rf(t) n(t)) (t)dt = Z Z (rf(r) rf(r)) (r)dr + Z Z f(r) (r (r)rf(r)]) dr; (19) where the second expression on the right hand side is zero because of Eq. (2). This means (rf(r)) 2 = 0 in , and that f(r) is a constant. But since from above f(t) = 0 on C III , f must be zero. Fig. 1 . Fig. 2. Fig. 3 Table 2 : E ective conductivity of the tiling of Fig. 4 for di erent volume fractions f wh of white phase and di erent ratios s 2 wh = ha . The conductivity of the hatched phase ha is one. 
