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Sir C. V. Raman comenzó a interesarse por la dispersión de la luz en sustancias líquidas 
durante un viaje a Europa en 1921. Al cruzar el Mediterráneo en barco a vapor quedó 
profundamente impresionado por el color azulado del mar, de forma que tras regresar a la 
India inició una serie de experimentos con los que pretendía analizar la luz dispersada por 
distintos líquidos. Fue en el transcurso de estos trabajos cuando, estudiando una muestra 
de benceno junto con sus colaboradores Krishna y Venkatesvaran,1 observó una serie de 
líneas espectrales cuya frecuencia estaba desplazada respecto a la esperada. 2 Escasa­
mente un mes más tarde y de forma independiente, Mandershtam y Landsberg publicaron 
resultados similares en la interacción de la luz sobre una muestra de cuarzo. 3 Corría el 
año 1928. Aunque Sir Raman no estaba al corriente de ello, el físico Austríaco Smekal 
había predicho ya en 1923 la existencia de estas líneas espectrales cuya realidad acababa 
de ser verificada experimentalmente. El éxito de los primeros experimentos permitió de­
terminar con claridad que el nuevo fenómeno, conocido más tarde como efecto Raman, 
constituía una herramienta excelente para el estudio de las excitaciones moleculares y su 
estructura. Sin embargo aún hubieron de transcurrir treinta años para que, impulsado 
por el descubrimiento del láser en 1960, el estudio del efecto Raman se generalizara a 
la investigación de las excitaciones eléctricas, magnéticas y vibracionales de los sólidos 
cristalinos para convertirse en una de las técnicas más potentes de la espectroscopia de 
sólidos.
2 CAPÍTULO 1. INTRODUCCIÓN
La espectroscopia Raman consiste en la dispersión inelástica de la luz debida a su 
interacción con las excitaciones del medio (emisión o absorción de fonones, magnones, 
polaritones etc.), que en el caso que nos atañe es un sólido cristalino. La interacción no 
se produce de forma directa, sino a través de los estados electrónicos fundamentales del 
sistema. A lo largo de este trabajo centraremos nuestra atención en la dispersión Raman 
mediada por fonones ópticos en semiconductores cristalinos. El proceso de emisión de un 
fonón (dispersión Stokes) más probable (Raman resonante) puede describirse mediante 
tres pasos sucesivos:
1. El fotón incidente, de frecuencia ojl y vector de ondas &£,, interacciona con los 
estados electrónicos del cristal, creando un par electrón-hueco virtual.
2. Bien el electrón o bien el hueco emiten un fonón de frecuencia wvh{<¡ph) y momento 
¿jfph, pasando, en su caso, a un nuevo estado virtual.
3. El nuevo par electrón hueco se recombina, emitiendo un fotón de frecuencia ljs =  
ul -  wPh(qPh) y momento ks -  kL -  qph.
Las distintas etapas de la interacción se representan esquemáticamente en la Figura 1.1.
El proceso resonante se manifiesta con un marcado aumento de la probabilidad de 
emisión Raman y se produce cuando la dispersión tiene lugar en las proximidades de 
un punto crítico (punto en el que la densidad de estados es singular) de la estructura 
electrónica de bandas del cristal, es decir, siempre que la energía del fotón incidente 
(resonancia de entrada) o dispersado (resonancia de salida) coincida con la energía de 
una transición interbanda. El análisis del comportamiento resonante de la dispersión 
Raman aporta información sobre las interacciones que intervienen en el proceso, en nuestro 
caso interacción electrón-fonón y electrón-fotón, así como sobre los modos de vibración 
(fonones) y los estados electrónicos del sistema. Por otra parte, las reglas de selección 
que rigen estos procesos permiten establecer una relación entre la polarización de la luz 
incidente y dispersada y las propiedades de simetría de las excitaciones inducidas en el 
sólido. Es posible ampliar aún más la información obtenida si sometemos el cristal a 
algún tipo de perturbación que modifique sus estados electrónicos o vibracionales. Esto
3puede conseguirse mediante campos eléctricos o magnéticos, variando su temperatura, 
sometiéndolo a presión, o incluso modificando de forma controlada su composición o su
-----------------------   Fotón ,
------------- + - E le c tr ó n
Fonón „- — ■ ^  nueco
F ig u ra  1.1: Diagramas de Feynman de un proceso Raman resonante con emisión de un fonón
(Stokes). (a) El fonón interacciona con el hueco, (b) El fonón interacciona con el electrón.
estructura durante el crecimiento cristalino.
Al aplicar un campo magnético intenso se producen cambios profundos en los estados 
electrónicos del cristal. La energía queda cuantizada en niveles de Landau y la densi­
dad de estados adquiere un carácter unidimensional. Estos cambios se manifiestan en 
el espectro Raman mediante un incremento importante de la eficiencia de dispersión. 
Por otra parte, la posibilidad de obtener un aumento resonante de la señal Raman crece 
considerablemente, puesto que cada nivel de Landau constituye un punto crítico unidi­
mensional. Estudiando la variación de la intensidad del espectro Raman en función del 
campo magnético aplicado (magneto-Raman) obtendremos fuertes resonancias5,6,8 cuya 
dependencia con la energía del láser refleja directamente las características de la estructura 
de bandas del cristal.
La tecnología de semiconductores se ha orientado en los últimos años hacia la ob­
tención de materiales con mayor densidad de estados electrónicos, lo que se consigue
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mediante el confinamiento de los portadores de carga en alguna de las direcciones del 
espacio. En la Figura 1.2 se representa esquemáticamente la evolución de la densidad de 
estados a medida que aumenta el confinamiento (sistemas tridimensionales (3D), bidimen- 
sionales (2D), unidimensionales (ID) y cerodimensionales (OD)). Hoy en día es posible el
ID
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F ig u ra  1.2: Evolución de la densidad de estados electrónicos a medida que aumenta el confi­
namiento del sistem a. 3D corresponde a un sistem a tridimensional, 2D a uno bidimensional, ID  
unidimensional y OD cerodimensional.
crecimiento controlado de capas semiconductoras de espesor comparable a la longitud de 
de Broglie de los electrones en el cristal, de forma que sus estados electrónicos reflejan 
la cuantización de la energía, consecuencia del confinamiento. El estudio de los efectos 
cuánticos en dispositivos semiconductores se remonta a 1957. Ese año, J. R. Schrieffer, 
10 estudiando la corriente de electrones en una unión metal-óxido-semiconductor (MOS), 
formuló la posibilidad de que su movimiento estuviera cuantizado debido a la forma del 
potencial en la interfase. Este descubrimiento marcó el inicio del desarrollo de las estruc­
turas semiconductoras de comportamiento cuántico, pero la tecnología de crecimiento de
5cristales debía aún alcanzar la madurez suficiente para controlar el diseño de las estruc­
turéis cuánticas con la perfección adecuada a las nuevas exigencias. A partir de esa fecha, 
el avance de las técnicas de crecimiento de películas delgadas, Epitaxia de Haces Mole­
culares11,12 (MBE), Epitaxia Metalo-Orgánica en Fase Gaseosa14 (MOVPE), Epitaxia en 
Fase Líquida15 (LPE) etc., preparó el camino para un desarrollo sin precedentes en el 
área de las heterouniones y dispositivos cuánticos. Estas técnicas han continuado perfec­
cionándose, permitiendo hoy en día el control de la anchura de las capéis semiconductoras 
con precisión atómica. 16
Una de las estructuras cuánticas más revolucionarias fue propuesta por Esaki y Tsu 
en 1970. 17 Idearon el crecimiento de capas delgadas de materiales semiconductores de 
distintas características, repetidos de forma periódica para formar lo que hoy conocemos 
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F ig u ra  1.3: Representación esquemática de la estructura de bandas de un pozo cuántico de 
G aA s/A lA s.
primeras muestras (pozos cuánticos de GaAs/GaAlAs), 18 se llevaron a cabo experimen-
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tos de absorción y efecto túnel resonante que permitieron probar la cuantización de los 
estados electrónicos de la estructura. 19,20 A partir de estos experimentos, el estudio y 
aplicación de superredes semiconductoras y pozos cuánticos ha superado las expectativas 
más optimistas, de forma que hoy en día constituyen el elemento base dispositivos como 
láseres (en reproductores de Compact Disk) y transistores de bajo ruido y alta movilidad 
(HEMT). 13
Las superredes son sistemas de gran interés que presentan dos tipos de propiedades 
complementarias. Por una parte, si la longitud de onda de de Broglie de los portadores de 
carga es mayor que la anchura de la capas que forman la superred, los efectos cuánticos 
adquieren un protagonismo especial en la determinación de la estructura electrónica del 
sistema. La superred presenta además características propias cuyo origen se encuentra 
en la repetición periódica de las capas que la forman. Al superponer una estructura de 
período d sobre la periodicidad natural del cristal, aparecen efectos nuevos diferentes de 
los que cabría esperar del análisis aislado de los materiales que forman cada capa. En 
el espacio de momentos, la nueva periodicidad se refleja en la aparición de una minizona 
de Brillouin de tamaño 2ir/d en la dirección de crecimiento. Esta propiedad conduce a 
cambios profundos en la dispersión de energía y en el comportamiento de las excitacio­
nes del sólido, cambios que han sido observados, por ejemplo, en fonones y plasmones. 
22-24 Ariemás de superredes y pozos cuánticos, los últimos avances en la tecnología de 
micrograbado o nanolitografía han permitido obtener estructuras en las que es posible ob­
servar efectos cuánticos uni- y cero- dimensionales (hilos cuánticos25 y puntos cuánticos26
Después de un breve estudio de la dispersión Raman resonante en un cristal tridimen­
sional, en este trabajo nos centraremos en el análisis de las características esenciales del 
espectro Raman de un pozo cuántico en-presencia de un campo magnético intenso. La 
cuantización de los estados electrónicos debido al confinamiento del pozo, junto con la 
acción del campo magnético, dan lugar a una densidad de estados cerodimensional que 
enriquece la información contenida en el espectro Raman resonante. Sin embargo, como 
veremos en los próximos capítulos, la complejidad del espectro dificulta enormemente su
7interpretación. Esta situación conduce a la necesidad de desarrollar un modelo teórico 
que permita analizar la estructura relevante del experimento.
En la primera parte de esta memoria (Capítulos 2 al 4) se introducen las herramientas 
teóricas básicas que se utilizarán posteriormente en los Capítulos 5 al 7 para estudiar las 
características del espectro Raman resonante en presencia de un campo magnético in­
tenso. En el Capítulo 2 nos proponemos dar una visión general de la estructura cristalina 
y propiedades electrónicas de los cristales semiconductores. La estructura de bandas de 
energía de este tipo de materiales se analiza en la Sección 2.3, dentro del marco de la 
teoría k • p . En la Sección 2.4 se estudia la estructura de bandas de un pozo cuántico 
utilizando la aproximación de la función envolvente. Finalmente, se considera el efecto de 
un campo magnético sobre los estados electrónicos, tanto en materiales másicos como en 
pozos cuánticos. En el Capítulo 3 se estudian las excitaciones elementales que intervienen 
en la dispersión Raman por fonones (fotones y fonones) así como su interacción, particu­
larizando en la segunda parte de este capítulo al caso de pozos cuánticos y superredes. El 
desarrollo teórico concluye en el Capítulo 4, donde se definen las magnitudes que carac­
terizan la dispersión Raman resonante de primer orden. En el Capítulo 5 se desarrolla un 
modelo teórico que permite calcular la eficiencia Raman en materiales másicos en presen­
cia de un campo magnético intenso. Este capítulo introduce los elementos básicos que se 
utilizan en el Capítulo 6, donde se presenta una teoría semejante aplicable al estudio de la 
dispersión Raman en pozos cuánticos. El modelo se utiliza en el Capítulo 7 para analizar 
en detalle dos pozos cuánticos de GaAs/AlAs de anchura diferente. En el Capítulo 8 se 
analizan los efectos excitónicos más relevantes en el espectro Raman, estudiando con de­
talle las reglas de selección de los procesos doblemente resonantes. Finalmente se resumen 
las conclusiones fundamentales de este trabajo.
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E structura cristalina y  de bandas de 
los cristales sem iconductores
Debido a su importancia tecnológica, los semiconductores III-V pertenecen al grupo 
de materiales más estudiados. Son fáciles de crecer en capas delgadas y, dado que en la 
mayoría de ellos el gap de energía prohibida se encuentra en el rango del espectro visible 
o infrarrojo próximo, pueden ser analizados mediante técnicas ópticas con los láseres de 
colorante disponibles. Por las razones expuestas, dirigiremos el estudio del efecto Raman 
resonante a este tipo de materiales. A modo de introducción, repasaremos brevemente su 
estructura cristalina y de bandas, y desarrollaremos un modelo que permite calcular los 
niveles de energía de un pozo cuántico teniendo en cuenta la complejidad de las bandas 
en los semiconductores III-V. Finalmente, estudiaremos el comportamiento del cristal en 
presencia de un campo magnético aplicado en la dirección de crecimiento del pozo.
2.1 Estructura cristalina
Centraremos nuestra atención en los semiconductores formados por unión de un ele­
mento del grupo III de la tabla periódica (catión) con otro del grupo V (anión). Los 
átomos de cada grupo se unen a través de un enlace iónico-covalente entre los cuatro 
orbitales híbridos sp3 de cada átomo, por lo que estos semiconductores tienen un cierto
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2  —
•  A (DI) 
O  B (Y)
F ig u ra  2.1: Celda cúbica unidad de la estructura del ZnS.
carácter polar. Los orbitales se disponen de forma tetraédrica, y en la estructura re­
sultante cada ion se encuentra en el centro de un tetraedro regular cuyos vértices están 
ocupados por iones del otro tipo. Esta disposición permite que cada átomo comparta un 
promedio de cuatro electrones con su vecino para formar el enlace. El resultado es la 
red característica del sulfuro de zinc o cinc blenda (ZnS): dos redes cúbicas centradas en 
las caras (fcc), una de aniones y la otra de cationes, desplazadas una respecto de la otra 
a lo largo de la diagonal del cubo según el vector r  =  J ( l l l ) ,  donde a es la constante 
de la red cúbica (Figura 2.1). A diferencia de la estructura de diamante característica 
de semiconductores como el germanio y el silicio, el sulfuro de cinc carece de simetría 
de inversión, debido a que las dos redes fcc que forman el cristal están constituidas por 
átomos diferentes.
2.2. ESTRU C TU RA ELECTRÓNICA DE BANDAS 11
2.2 E s t r u c tu r a  e lec tró n ica  d e  b a n d a s
— -o—---
r  =  (o,o,o)
x  =  —  (o ,o ,i)  a  — ( i , i ,o )
¿O Oo
L =  — (0.5,0.5,0.5)¿o
W =  — (1,0.5,0)Oo
K =  — (0.75,0.75,0)Oo
A = —(o,o, (), 0 < ( < 1«o
A = — [írírí], 0 < , f < 0 . 5
2 = — 0 < Í < 1<x<}
2 x
Z =  — [1,1 — ^,0], 0 <  ¿ <  0.5 <*o
Q =  —  [1 -  <f,0.5,<í], 0 <  £ <  0.5Oq
F ig u ra  2.2: Primera zona de Brillouin de una red fcc.
En la Figura 2.2 se representa la primera zona de Brillouin de una red fcc, resaltando 
las direcciones de mayor simetría. La simetría de la red cristalina influye directamente en 
las propiedades de los electrones en el cristal. Mediante argumentos de simetría es posible 
caracterizar sus estados vibracionales y electrónicos, así como su comportamiento ópti­
co. 27 Para determinar estos estados sería necesario, en principio, resolver una ecuación 
de Schrodinger en la que se tuvieran en cuenta la energía cinética de cada una de las 
partículas del sistema y sus interacciones: iones, electrones de valencia, interacción entre 
los iones, interacción electrón-electrón e interacción electrón-ion. Este enfoque nos lleva 
al planteamiento de un problema de muchos cuerpos de difícil solución y que requiere 
un poder de cálculo imposible de abordar si se tiene en cuenta el número de partículas 
que intervienen en nuestro sistema, que es del orden del número de Avogadro 1023).
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Afortunadamente, no necesitamos conocer la función de onda y la energía de cada una de 
las partículas, sino que nos basta con calcular los estados macroscópicos del sólido. Este 
cálculo suele abordarse utilizando dos aproximaciones bien conocidas:
• A proxim ación adiabática. Debido a la diferencia de masa entre los iones y los 
electrones (la masa de un ion de galio, por ejemplo, es cinco órdenes de magnitud 
mayor que la del electrón), podemos despreciar en una primera aproximación la 
energía cinética de los iones y suponer que permanecen en reposo en sus posiciones 
de equilibrio de la red cristalina. El problema queda simplificado al estudio del 
movimiento de los electrones bajo el potencial periódico creado por los iones en 
reposo y la interacción de los electrones entre sí. Esta aproximación es válida si se 
pretende describir un estado del semiconductor en el que las vibraciones de la red 
son despreciables. La influencia de estas vibraciones (fonones) sobre el movimiento 
electrónico puede estudiarse posteriormente mediante teoría de perturbaciones.
Aunque la aproximación adiabática facilita considerablemente la tarea de encontrar 
el estado fundamental del sólido, nuestro sistema consta aún de un número inmane­
jable de electrones interaccionando de forma compleja. La siguiente aproximación 
nos permitirá reducir significativamente los grados de libertad del problema.
• A proxim ación de un electrón. Mediante esta aproximación se trata de encontrar 
la mejor forma de describir la energía de un sistema de muchas partículas en función 
de las propiedades de un modelo en el que interviene un único electrón. Para ello 
se elige como función de onda del problema de muchas partículas una combinación 
lineal de determinantes de Slater construidos en la base de estados de un electrón. 
Una forma de garantizar que obtenemos la combinación lineal adecuada para descri­
bir el estado fundamental del sólido consiste en resolver de forma autoconsistente la 
conocida ecuación de Hartree-Fock. 28 El efecto de la interacción electrón-electrón 
aparece en forma de un potencial medio que apantalla la interacción de los electrones 
con los iones de la red.
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Estas aproximaciones permiten escribir la ecuación de autovalores del sistema como:.
/  ^ 2 \
I P  +  V( r )  ) <¡>{r) =  E<f>(r) , (2.1)
\ 2mo
donde p =  —¿ftV es el operador momento, mo la masa del electrón libre y ^ (f) es la 
función de onda del electrón en el cristal. El potencial efectivo V ( r ) tiene la periodicidad 
de la red cristalina (V(r +  R) =  V ( f ), donde R  es un vector de la red) e incluye tanto 
el potencial cristalino como el potencial de Hartree-Fock derivado de las interacciones 
electrón-ión y electrón-electrón de forma autoconsistente. Debido a que el Hamiltoniano 
es invariante bajo traslaciones por vectores de la red, la Ecuación (2.1) tiene como solución 
las funciones de B loch28:
í ( f ) =  e’*r“ „í(? ) . (2.2a)
E  =  En(k) , (2.2b)
donde la función un¡r(r) tiene la periodicidad de la red. La energía, como función del 
vector de ondas está cuantizada en bandas caracterizadas por el índice n.
Hasta ahora no hemos considerado el efecto del acoplamiento spin-órbita; sin embargo, 
en muchos semiconductores la estructura de bandas está fuertemente influida por esta 
interacción, que puede escribirse como29:
í s o  =  ¿ ^ y ( f ) > < ^ ‘ *  •  ( 2 - 3 )
donde las componentes de a son las matrices de Pauli:
" ■ '(!  l )  '■ ’¡ )  ; " " 0  - ”)  ■ <2,)
Finalmente, la ecuación de Schródinger con esta nueva interacción será:
f e  +  W )  +  X ^  ' * )  =  E ^ ? ' S) ’ {2-5)
donde la función <f>n ¡^ (r, s) es un espinor que puede escribirse en forma de un vector con
dos componentes:
K k ( r ’s ) =  I 1 • (2-6)
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El problema inicial en el cálculo de la estructura de bandas es encontrar el potencial V ( f )  
característico de cada sistema; para ello se han desarrollado distintos métodos, entre los 
que destacan los métodos semiempíricos, que determinan el potencial de la red a través 
de la comparación con el experimento, y los métodos ab initio, que parten de funciones 





F ig u ra  2.3: Estructura de bandas del GaAs calculada por el método del pseudopo- 
tencial no local.
En la Figura 2.3 aparece la estructura de bandas del arseniuro de galio (GaAs) como 
representante de los semiconductores III-V. 30 En la figura se ha tomado el vector de ondas 
perteneciente a la primera zona de Brillouin (ZB) de la red cristalina. En estos materiales
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hay ocho electrones de valencia por celdilla unidad que contribuyen en la formación del 
enlace, tres pertenecientes al catión (Ga) y los otros cinco al anión (As). Cada orbital s o 
p de un átomo se hibridiza con otro del átomo vecino dando lugar a dos nuevos orbitales, 
uno enlazante y otro antienlazante. Debido a la contribución de las distintas celdas del 
cristal, los niveles de energía resultantes se ensanchan para formar bandas. Dos de los 
ocho electrones de valencia ocupan los niveles enlazantes tipo s y constituyen las bandas 
más profundas. Los seis restantes ocupan completamente tres orbitales enlazantes tipo p, 
dando lugar a las bandas superiores. Las bandas de energía que provienen de orbitales 
antienlazantes están completamente vacías, y la de menor energía (normalmente de tipo 
s) forma la banda de conducción del material.
En los materiales III-V el máximo de la banda de valencia se encuentra en el punto 
r  de la primera zona de Brillouin, que coincide con el origen de energía de la Figura 
2.3. En algunos compuestos (GaAs,InP, InSb, etc.) el mínimo de la banda de conducción 
se encuentra también en el punto T y por lo tanto son de gap directo; en otros (GaP, 
AISb, AlAs, etc.) está en los puntos L o X  y son de gap indirecto. Cada banda tiene 
propiedades de simetría características. En el punto T, considerando el spin del electrón 
y la interacción spin-órbita, la primera banda de conducción tiene simetría Te y está 
doblemente degenerada, mientras que la primera banda de valencia está cuatro veces 
degenerada y tiene simetría Tg. Esta degeneración se rompe al alejamos del centro de 
la zona de Brillouin, dando lugar a dos bandas de diferente curvatura denominadas de 
huecos pesados (hh) y huecos ligeros (lh), cada una doblemente degenerada. Finalmente, 
la tercera banda de valencia tiene simetría T7 y recibe el nombre de spin-órbita (spin-orbit 
splitted, split-off, so). La doble degeneración de las bandas a lo largo de toda la zona de 
Brillouin es debida a la invariancia del sistema bajo inversión temporal (degeneración de 
Kramers). 31
2.3 Método k • p
En muchos de los problemas físicos que se abordan en el estudio de los semiconductores 
no es necesario conocer con detalle las bandas de energía a lo largo de toda la zona de
16 CAPÍTULO 2. ESTRUCTURA CRISTALINA Y  DE BANDAS DE  .
Brillouin, sino únicamente en las cercanías de un valor determinado del vector de ondas 
k. Esta situación se da con especial frecuencia en los semiconductores, puesto que sus 
portadores de carga están localizados normalmente en una pequeña región del espacio k , 
aquella accesible mediante las distintas técnicas experimentales. Desde el punto de vista 
del estudio del efecto Raman resonante, los valores más interesantes del vector de ondas 
se encuentran en las proximidades de los puntos críticos, donde la densidad conjunta de 
estados,
I V r W E ) - a ( E ) l l  ' • < 2 J)
es singular. Para abordar este tipo de situaciones se utiliza el método k • p.  Su punto 
de partida es la ecuación de Schródinger (2.5) y permite calcular las bandas de energía 
cerca de un cierto valor de k mediante teoría de perturbaciones. En nuestro caso nos 
centraremos en el cálculo de bandas alrededor del punto T (k =  0), región de la zona de 
Brillouin que investigaremos* mediante dispersión Raman de primer orden.
Las bandas de energía y los estados electrónicos se determinan desarrollando las fun­
ciones de onda s), solución de la ecuación de Schródinger (2.5), como combinación
lineal de las funciones de Luttinger. 33 Estas funciones se definen como producto de una 
onda plana y la parte periódica de la función de Bloch correspondiente a la banda n en 
el punto T, y forman una base ortonormal completa:
Xnk(r,s)  =  etkfun0{r,s)  , (2 .8)
donde s =  ± 1 /2  representa el spin del electrón. Con el fin de simplificar la notación 
omitiremos a partir de aquí el índice s, incorporándolo al número cuántico n. En base a 
esto, las soluciones del problema propuesto en la Ecuación (2.5) pueden expresarse como:
= Y , Cnn'^'>Xn'k(? ) ■ (2-9)
n'
Sustituyendo esta expresión en la Ecuación (2.5) y proyectando el resultado sobre el estado 
^noí^), obtenemos un sistema de Ecuaciones que permite calcular tanto los coeficientes
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Cnn‘(k) como la energía En de cada banda en función del vector de ondas k:
E{(&.(0)-«.(E) + g)í„. + ií.p„.
+di? ( m f >  * «' SL +d d  (<5 * - 0 •
(2.10)
Para llegar a este resultado hemos tenido en cuenta que las funciones u„<o(r ) son solución
  _
del problema de autovalores para k =  0 con energía i£n/(0). El vector pnni es el elemento 
de matriz del operador impulso entre las funciones Bloch unq y  un¡o de las bandas n y n' 
en el punto k =  0:
Pnn> =  J  K o (r )  -p*un/0(r) dr , (2.11)
vc
donde Vc es el volumen de la celda unidad. Los demás elementos de matriz que aparecen 
en la ecuación se definen de forma análoga.
Hasta este punto^el desarrollo es exacto, y si dejamos que los índices n y vi recorran 
todas las bandas obtenemos un sistema de ecuaciones que nos permite determinar las 
relaciones de dispersión del cristal para un valor arbitrario de k. Sin embargo, conviene 
recordar que nuestro interés se centra en el estudio de las bandas de energía cerca del punto 
r ,  donde el valor de k es próximo a cero. En esta región, los términos del Hamiltoniano 
proporcionales a k serán pequeños y podremos tratarlos com o una perturbación. 
Otra aproximación usual consiste en restringir el número de bandas consideradas en el 
sistema de ecuaciones, 3S>36»29 limitándolo a aquellas que, por su cercanía, pueden tener 
mayor influencia sobre las bandas cuya energía queremos calcular.
Analicemos atentamente la Ecuación (2.10). El primer sumando es el término pa­
rabólico, que representa la energía de la banda n sin tener en cuenta la influencia de las 
demás bandas. El segundo sumando se denomina interacción k • p ; su influencia en la 
determinación de la energía es fundamental y de él toma el nombre el método de cálculo 
de bandas que estamos desarrollando. El tercer término es la interacción spin-órbita in­
dependiente de k y  finalmente aparece la interacción spin-órbita dependiente de k. Este 
último sumando es, en general, despreciable frente a los demás.
Desde el punto de vista de la teoría k - p , es posible calcular la dispersión de energía de
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un electrón en un sólido com o si se t r a ta ra  de un e lec tró n  lib re  cuyo m ovim ien to  
e s tá  p e r tu rb a d o  p o r  el té rm in o  p roporc ional a k • p  y la  in te racc ió n  spin- 
ó rb ita . El -efecto del potencial periódico del cristal se introduce a través de los elementos 
de matriz del operador impulso. Debido a la degeneración de las bandas de energía y a
S O
F ig u ra  2 .4: Representación esquemática de la estructura de bandas de un semicon­
ductor III-V en las proximidades del punto I \
su proximidad, normalmente será necesario resolver el problema de autovalores utilizando 
la teoría de perturbaciones para estados degenerados. Como es natural, al abordar un 
problema real no podemos tener en cuenta la influencia de todas las bandas de energía, 
sino que es necesario restringir el tamaño del sistema de ecuaciones teniendo en cuenta las
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características particulares del material que queremos estudiar. En la Figura 2.4 hemos 
representado esquemáticamente la estructura de bandas de un semiconductor III-V de 
gap directo (GaAs, InP, InSb) cerca del punto I \  En el dibujo se señalan las diferencias 
de energía entre las bandas más relevantes (E q y Ao). En general, en materiales de gap 
pequeño, como el InAs, GaSb, GaAs o el InP, es suficiente considerar para el cálculo de 
bandas de energía las bandas de valencia T7 (so) y T8 ( h h j h )  y la primera banda de 
conducción r 6. Debido a su simetría, se utilizan combinaciones lineales de las funciones 
X  t ,  X  | ,  Y  T, Y  i,  Z  T, Z 1 para caracterizar la banda de valencia, mientras que 
para la banda de conducción son más adecuados los estados 5  f y S  | .  Las flechas f 
y i  representan los espinores de spin 1/2 con tercera componente ±1/2 . En esta base, 
la banda de conducción y las tres primeras bandas de valencia se obtendrán después de 
diagonalizar una matriz k-p 8x8 . La influencia de las bandas más alejadas puede tratarse 
como una perturbación (teoría de perturbaciones de Lówdin35).
Despreciemos por el momento la interacción spin-órbita frente al término k-p , de forma 
que el spin del electrón sea un buen número cuántico del sistema. En esta aproximación, 
es posible dividir la matriz 8 x 8 en dos bloques 4 x 4 ,  uno para cada spin. Utilizando la 
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Las constantes A, B , L', M , N \  P  y Ev que aparecen en la matriz son reales y representan 
sumas de elementos de matriz del operador momento p =  —ih V  entre estados de las 
distintas bandas, incluyendo bandas alejadas. 36 El elemento de matriz P  aparece con 
frecuencia en la literatura y se define como:
P = - i — {S\px \X)  =  - . — (51^110 =  - i — {S\pz \Z)
TTIq 772 o  777 o
(2.13)
El factor de fase —i se ha incluido en la definición para que P  sea una cantidad positiva
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real. Una buena aproximación para P  viene dada por:
2ich2 
P  « ------  ,
moa (2.14)
donde a es la constante de la red cúbica y m0 la masa del electrón libre.
Para completar el cálculo de bandas falta considerar la interacción spin-órbita (Ecuación 
(2.3)). En la base S  |  (1)5 X  T ( i) , Y  í  (1), Z  T (I), esta interacción no es diagonal, pero 
puede diagonalizarse escogiendo una base con la simetría adecuada, como es la formada 
por las funciones de momento angular total j  =  1/2 y 3/2. A pesar de que el momento 
angular total j  y su componente en la dirección de cuantización m;- (tomada como di­
rección z o [001]) no son buenos números cuánticos del cristal cúbico, sus propiedades 
de transformación bajo las operaciones de simetría del cristal son las adecuadas. Estas 
funciones pueden relacionarse con combinaciones lineales de las funciones de la base an­
terior, como puede verse en la Tabla 2.1. Los índices s, v y c se refieren a la banda de
p e  
1 6
p v  1 7
rs <
1 + i \2 ’ ' 2/OOl 5 1 )  c_1/2
1 _ i \2 ’ 2/001 S T) c1/2
3 + 3\
2 ’ 2/001 ± . { X  +  iY)T¡) v^{ hh+)
3 , 1 \
2’ ‘ 2/0O1 ^ { { X  + i Y ) [ - 2 Z  T]) (/A+)
3 _ 1 \
2’ 2/001 ^ [ ( X - « T ) T + 2 Z 1 ] )  v_l/3 (lh~)
3 _3 \
2’ 2/001 j . ( X - i Y ) l )  v_,„(hh~)
1 +  1) : 2’ '2/001 j - [ ( X  + i Y )i + Z  t i )
1 - 1) : 2’ 2/001 X [ ( x  -  iY)  1 - Z  l \ )
T ab la  2.1: Representación de las funciones de onda \ j } mj) de las bandas de 
conducción y valencia en la base de momento angular j  = 1/2, 3 /2 .
split-off, valencia y conducción respectivamente. Salvo que se indique lo contrario, los 
elementos de la base se tomarán en el orden en que aparecen en la Tabla 2.1. Lejos del 
punto T las propiedades de transformación de las funciones de onda se modifican y su
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representación en la base de momento angular deja de tener sentido. Sin embargo, este 
resultado es válido en primer orden en k siempre que el vector de ondas sea paralelo al 
eje de cuantización.
A
Utilizando los elementos de matriz del operador p  que aparecen en el Hamiltoniano 
(2.12) y definiendo paxa la interacción spin-órbita la constante Ao (Figura 2.4):
el Hamiltoniano completo puede escribirse eñ seis bloques:
/  rr II IT \H c c  H c y  H C3
H l  Hvv Hva 
H l  HL Ha
(2.16)
V íiss
y recibe el nombre de Hamiltoniano de Kane. Los elementos no diagonales reflejan el 
acoplamiento entre las distintas bandas y el símbolo f indica el adjunto de la matriz 
correspondiente. La expresión completa de estas matrices en la base de funciones de 
momento angular l / 2 y 3 / 2 s e  incluye en el Apéndice A.
Si el sistema se encuentra sometido a algún tipo de perturbación, representada por 
el potencial U ( r ), el cálculo de niveles de energía puede realizarse en el espacio real 
haciendo uso de la aproxim ación de la m asa efectiva. 37 En esta aproximación, 
cada una de las componentes del operador momento Uka del Hamiltoniano H  se sustituye 
por la correspondiente derivada con respecto a las coordenadas espaciales —ihd/dxa. De 
esta forma se obtiene un sistema de ecuaciones diferenciales que determinan las energías 
E  y las funciones de onda envolventes Fj (r )  del sistema perturbado. La ecuación de 
autovalores será:
8
¿ 2  +  ? (? )% .}  M r )  =  E4¡{?) , (2.17)
j ' = 1
donde los índices j  y j* recorren todos los elementos del Hamiltoniano H.  La función de 
onda en el espacio real viene dada por
8
$ =  2  M r ) u j ( r )  , (2.18)
;=i
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y las funciones Uj(f)  han sido definidas en la Tabla 2.1. La aproximación de la masa 
efectiva queda así generalizada al caso en que el efecto de las bandas alejadas no pueda 
despreciarse. Para describir la influencia de la perturbación U (f)  en las bandas de energía, 
es necesario resolver simultáneamente este sistema de ocho ecuaciones diferenciales aco­
pladas. Sin embargo, en el estudio de la banda de valencia de algunos materiales como el 
GaAs suele explotarse el hecho de que, en las proximidades del punto T, tanto la banda de 
conducción como la de split-off se encuentran a una distancia considerable de las bandas 
de huecos pesados y ligeros (1519 y 340 meV respectivamente). Si no nos alejamos mucho 
del centro de la zona de Brillouin, la energía de las bandas cambiará sólo en unas decenas 
de meV, y podremos considerar en algunos cálculos la influencia de la banda de split-off y 
la banda de conducción como una perturbación. De esta forma, el sistema queda reducido 
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F ig u ra  2.5: Dispersión de las bandas de energía a lo largo de tres direcciones diferentes en el espacio 
de momentos, calculada mediante el Hamiltoniano de Luttinger Hvv utilizando los parámetros 
característicos del GaAs (71 =  7.1, 72 =  2 .1,73 =  2.938) . Se señala el carácter de hueco pesado 
(u/i/,) o ligero (t;^) predominante en cada banda.
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toniano resultante corresponde al bloque Hvv de la Ecuación (A.l) (Apéndice A), y 
recibe el nombre de H am iltoniano de Luttinger. 33,34 Más adelante utilizaremos 
este Hamiltoniano paxa estudiar las bandas de energía del cristal bajo la acción de un 
campo magnético; suele expresarse en función de un conjunto de parámetros llamados 
parám etros de Luttinger, 71, 72 y 73. Su relación con los parámetros de Kane se 
incluye asimismo en el Apéndice A.
Los términos del Hamiltoniano proporcionales a k2 describen la dispersión isotrópica y 
parabólica de las bandas, con una masa efectiva para las bandas de huecos pesados y ligeros 
promediada en todas las direcciones. Los demás términos determinan la dependencia de 
la energía con la dirección, así como la interacción entre las distintas bandas. Su influencia 
destruye la isotropía del sistema, hasta el punto en que la banda de huecos pesados es 
más ” ligera” (tiene mayor curvatura) que la de los huecos ligeros en la dirección [011], 
conservando la curvatura esperada en la dirección [100], como se muestra en la Figura 2.5. 
Hasta ahora hemos estudiado las características de las bandas de energía en materiales 
másicos. Una vez introducido el formalismo de la teoría k-p y la aproximación de la masa 
efectiva, pasaremos a analizar cómo se modifican estos niveles de energía en un sistema 
en el que los electrones se encuentran confinados en una dirección (pozo cuántico).
2.4 Estructura de bandas de un pozo cuántico
Un pozo cuántico cuadrado (QW) es una estructura formada por una capa delgada de 
un semiconductor, al que llamaremos A, encerrada entre dos capas de otro semiconductor 
B  con una banda de energía prohibida diferente. Los pozos cuánticos más estudiados son 
aquellos en los que la discontinuidad de las bandas de energía en las interfases se reparte 
entre la banda de valencia y de conducción de tal forma que tanto los electrones como los 
huecos se encuentran confinados en el material A. 39 Este es el caso de pozos cuánticos de 
GaAs/GaAlAs, GalnAsP/InP, GalnAs/AlInAs y GaSb/AlSb (QW de tipo I, ver Figura 
2.6). Cuando el espesor de la capa de semiconductor A es lo suficientemente pequeño 
(unos cientos de angstrom), se alcanza el régimen cuántico y la energía de los portadores 
de carga adquiere valores discretos. En estas condiciones el sistema se comporta como si
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F ig u ra  2.6: Representación esquemática de la estructura de bandas de un pozo 
cuántico de tipo I.
se tra tara de un gas cuasibidimensional. La existencia de niveles de energía discretos en 
pozos cuánticos ha sido demostrada a través de numerosos experimentos, como el efecto 
túnel resonante, experimentos de transporte y medidas ópticas. 18-20
Para calcular los niveles de energía del pozo cuántico utilizaremos la aproximación 
de la masa efectiva37 en combinación con el Hamiltoniano de Kane36 (Ecuación (2.16)) 
introducido en la sección anterior. En este contexto, desarrollaremos un modelo de una 
sola banda que incorpora la complejidad de las bandas de energía de los semiconductores 
III-V y el tratam iento adecuado de las condiciones de contorno en la interfase de los 
materiales A  y B.  40
En los modelos más sencillos, el movimiento de los electrones (o huecos) en la dirección 
de crecimiento del pozo cuántico (dirección z) se describe mediante un Hamiltoniano 
efectivo de una sola banda en el que el potencial de confinamiento se incluye por medio de 
una función escalón. En esta aproximación, el valor de la masa efectiva de los portadores
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refleja la influencia del potencial cristalino sobre los estados electrónicos. Puesto que 
el pozo y la barrera están constituidos por materiales diferentes, el valor de la masa 
efectiva dependerá de la posición. Esta dependencia deberá tenerse en cuenta al resolver 
el problema de autovalores y, en particular, al plantear las condiciones de contorno del 
problema: continuidad de la función de onda y conservación de la corriente de probabilidad 
a través de la interfase. Si queremos incorporar a la teoría el acoplamiento con otras 
bandas, es necesario tener en cuenta que su influencia modificará tanto la masa efectiva 
como las condiciones de contorno.
En la Sección 2.3 vimos que el modelo multibanda adecuado para describir los niveles 
de energía de un semiconductor depende de las propiedades características del semicon­
ductor que se desee investigar. Para un material como el GaAs resulta adecuado el modelo 
de Kane, 36 que tiene en cuenta las bandas de conducción, huecos pesados, ligeros y split- 
off. Determinaremos la dispersión de las bandas de energía del pozo cuántico siguiendo 
dos pasos sucesivos. Primero calcularemos la energía y los estados de las distintas sub- 
bandas para kxy =  y/k* +  k* =  0 y posteriormente extenderemos este resultado al caso 
general kxy ^  0.
1. Estados del QW  en kxy =  0:
Igualando en el Hamiltoniano (A.l) del Apéndice A las componentes kx y ky del 
vector de onda del electrón a cero, es posible separar la matriz en dos bloques 4 x 4  
independientes H\ y Hi.  Estos bloques viene dados por:
(  Ec +  Bckl 0 7 l ÍPkz >
0 Ev +  Bhhkl 0 0
J \ i P K  0 Ev +  Blhk] - ^ | (Blh- B . ) k ¡
v - j f P k ,  0 - ^ { B lh- B . ) k l  E,  +  B,k¡ )  
(2.19)
H2 =  Hl  , (2.20)
donde # 1(2) corresponde a las bandas c |  ( i) , h h ^ ~ \  lh+(~\ so+ (Tabla 2.1). 
Los autovalores de estéis dos matrices son idénticos y bastará con que estudiemos
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una de ellas. En su definición hemos utilizado las constantes:
n2
Bc =  A! -f- 
Bhh =  M  +
2m0 ’
h2
2mo * , .
2 (2-21)
B ik =  i (M  +  2I' +  ¿ - )  ,
o ZTTIq
B,  =  I(L ' +  2Af +  £ - )  .
0 ¿TTIq
Las energías Ec, Ehhr Eih y Es =  Ev — Ao dan la posición de los bordes de las bandas 
de conducción, hueco pesado, hueco ligero y split-off respectivamente, mientras que 
las constantes 'Bc, Bhh> Bih y Ba determinan su curvatura en el punto T. El valor 
de estos parámetros es diferente en el material que forma el pozo (P) y en el de la 
barrera (B). Paxa aplicar la aproximación de la función envolvente es necesario que 
la estructura de ambos materiales sea semejante, de forma que la variación de la 
función de Bloch a través de la interfase sea pequeña y pueda considerarse continua. 
Supondremos que éste es nuestro caso y tomaremos el elemento de matriz P  igual 
para ambos materiales. Sustituyendo kz por el operador — id/dz,  las energías y 
funciones de onda del pozo cuántico se obtendrán resolviendo un sistema de cuatro 
ecuaciones diferenciales acopladas, una para cada banda (Ecuación (2.17)). Sin em­
bargo, al analizar el Hamiltoniano (2.19) se observa que la banda de huecos pesados 
está desacoplada del resto. Las subbandas de energía del pozo correspondientes a 
la banda de huecos pesados pueden calcularse entonces con un modelo parabólico 
de una banda, caracterizada por la masa efectiva m Zhh =  1 /Bhh en la dirección de 
crecimiento. La ecuación de autovalores correspondiente viene dada por:
■ ( 2 ' 2 2 )
La función de onda del hueco debe ser continua a través de la interfase. La condición 
de contorno para la derivada se obtiene integrando la ecuación de autovalores (2 .22)
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en una pequeña región que englobe la discontinuidad, es decir:
c o n 5 - + 0  • <2-23>






La primera condición se refiere a la continuidad de la función de onda y la segunda 
establece la continuidad de la corriente de probabilidad a través de la interfase.
Dado que estamos considerando un pozo cuántico cuadrado, el Hamiltoniano que 
determina los niveles de energía permanece invariante al sustituir z  por — z. Esta 
propiedad permite elegir las soluciones de la ecuación de autovalores con paridad 
definida. La energía de los estados discretos se obtiene resolviendo la ecuación 
trascendente:
K b K P x <mL  mL
tan (Kpd/2)  estados pares,
v ' ' (2.25)
—cot {Kpd/2)  estados impares,
donde d es la anchura del pozo y las constantes Kp(p) se relacionan con la energía 
a través de las expresiones:
K P =  E m P J h J y K B =  \¡2(Vh,  -  E ) m f j k 2 .
Las funciones de onda del pozo para los estados discretos (0 <  |jE| <  Vhh) se recogen 
en el apéndice B.
En la Figura 2.7 hemos representado las funciones de onda del pozo de los dos pri­
meros estados. En una ordenación creciente de energía, los estados pares e impares 
se suceden alternativamente, comenzando siempre por un estado par. Debido a la 
forma del potencial, los huecos quedan localizados en el pozo con una pequeña pro­
babilidad de penetrar en la barrera, probabilidad que decae exponencialmente con 
la distancia de penetración y aumenta a medida que la anchura del pozo disminuye.
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F ig u r a  2 .7: Autofunciones del pozo correspondientes a los dos primeros niveles de 
energía para la banda de conducción de un pozo cuántico de G aA s/A lA s de 50 Á.
Si las bandas de conducción, huecos ligeros y split-off estuvieran desacopladas, los 
estados del pozo correspondientes se obtendrían de forma análoga, sustituyendo 
la masa efectiva m 2hh por un valor adecuado a cada banda. Sin embargo, en el 
Hamiltoniano de Kane, los términos no diagonales no son despreciables y es necesario 
tener en cuenta el acoplamiento entre estas bandas para calcular los niveles del pozo 
de forma realista. Este cálculo nos -obliga a resolver un sistema de tres ecuaciones 
diferenciales acopladas. Con el fin de simplificar el problema buscaremos la forma 
más adecuada de describirlo mediante un modelo de una sola banda. 40 La pro­
yección a una sola banda es posible haciendo uso de la aproximación de la masa 
efectiva y se obtendrá en el límite en el que los términos cuadráticos en kz pueden
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despreciarse (límite de bandas planas). Esto equivale a eliminar las soluciones con 
vector de ondas grande, es decir, aquellas que oscilan rápidamente y que carecen de 
sentido físico en el marco de la aproximación de la masa efectiva. 40 La ecuación de 
autovalores en este límite puede escribirse como:
(
Ec ~ ñ iPk-
1 \  
7 T n -







(  C* ^Vc
Vlh
\  )
=  E Vlh (2.26)
Comenzaremos estudiando la banda de conducción. Proyectar el Hamiltoniano so­
bre esta banda consiste en eliminar, mediante el sistema de ecuaciones (2.26), las 
funciones (pih. y  <pai y  obtener una ecuación en la que sólo interviene ipc:
+
cP<pt
- I W — L  ,
3 \ e - E F b) E  -  ( £ p(s> -  A0P(S>) 1 dz*
=  { E -  £ f (B V c  • (2.27)
Con la condición de que tanto la función de onda (pc como la cantidad
d<pc (2.28)
\ E  -  £ P(S) E -  ( E ™  -  AP<B>))  dz 
sean continuas a través de la interfase. Estas condiciones adquieren un aspecto más 
familiar si definimos una masa m i ^  que caracteriza a la banda de conducción a 
una energía dada E:
1 2 P 2 /  2 1+ (2.29)
Z h 2 \ E -  E ^ b) E -  ( E ^ B) -  A p(b>)
Con esta definición, las condiciones (2.27) y (2.28) pueden expresarse de forma 
análoga a como lo hicimos para la banda de huecos pesados (2.22, 2.24):
h2 <P
<Pc =  ( E -  £ f (sV < (2.30)
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La solución se obtiene resolviendo una ecuación trascendente del tipo (2.25), con la 
única diferencia de que ahora la masa efectiva depende de la energía.
Con la banda de huecos ligeros se procede de forma análoga, aunque el resultado es 
un poco más laborioso. Eliminando del sistema de ecuaciones (2.26) las funciones 
<pc y ipa obtenemos una ecuación diferencial que determina (fihi
2 1 
3 Ec {3) -  E
1 +  i-
E P'B - E ^ r  = (s-  Efwyptk. (2.32)
2 { E ^ b) -  &Pa(B)) -  E \
Igual que en el caso anterior, podemos definir una masa efectiva dependiente de la 
energía que caracteriza la banda de huecos ligeros:
4 P 2
m í ? '  3 A2 E P{B) -  E 1 +  i-
E P{[B) -  E
(2.33)
2 (EB{B) -  A0P(S)) -  E_
Sin embargo, en este caso las condiciones de contorno no tienen por qué garantizar 
la continuidad de la función de onda (p¡h(z), sino de las cantidades40:
1 dipih
mP(B) dz*lh






2 (Eb<b > -  A0p<fl>) -  E \
La continuidad de la función se recupera al despreciar el acoplamiento de la banda 
de huecos ligeros con la de split-off.
Teniendo en cuenta estas condiciones de contorno, la energía del sistema se obtiene 
resolviendo la ecuación trascendente:
K b
E f  - E  E p -  E
K P I tan(7<"pd/2) estados pajes, 
x (2.35)
—cot(iípd/2) estados impares,
donde es necesario sustituir en la definición de las constantes K p  y K b la masa 
efectiva dada en la ecuación (2.33).
La forma usual de expresar los niveles del pozo consiste en definir el origen de energía 
en el mínimo o máximo de la banda que estemos estudiando, y su signo se elige de 
forma que todos los estados tengan energía positiva. Esto equivale a tomar para la
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F ig u r a  2.8: Primer nivel de energía de un pozo cuántico en función de la anchura 
del pozo, d. Con trazo discontinuo aparece el resultado de un modelo de bandas 
parabólicas, mientras que la línea continua incluye los efectos de no parabolicidad. 
Ambas líneas coinciden en el caso de huecos pesados.
GaAs /  AlAs
 n o  p a r a b ó l i c o
 p a r a b ó l i c o
e l e c t r ó n
h u e c o  l i g e r o
h u e c o  p e s a d c r
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banda de conducción los valores =  0, E f  =  VC1 E% =  — Eq y E„ =  Vc — Eq 
mientras que en la banda de valencia tendremos E¿ =  _Eq } E f  — —Vih+ E q , E„ =  0 
y =  —Vih con E  —* —E.  Las constantes Vc y  Yih representan el salto de energía 
(band offset) entre el pozo y la barrera correspondiente a las bandas de conducción 
y huecos ligeros respectivamente. Las Ecuaciones (2.25) y (2.35) sólo son válidas 
cuando la energía de los niveles del pozo es menor que la altura de la barrera, es 
decir, para estados confinados en el interior del pozo. En la Ecuación (2.35) existe 
además una segunda limitación: la energía dé los estados no puede sobrepasar el 
valor |A o ya que, debido a la proximidad de la banda de split-off, para este valor 
de la energía la masa efectiva de la banda Ih (Ecuación (2.33)) se hace infinita, con 
lo que el modelo que hemos obtenido deja de tener sentido.
En la Figura 2.8 se representa la energía de la primera subbanda del pozo cuántico 
para las bandas de conducción, hh y Ih. La línea continua representa el resultado 
del modelo que acabamos de describir. 40 Como referencia se presenta en trazo 
discontinuo la energía calculada con un modelo parabólico (masa efectiva indepen­
diente de la energía). Al tener una masa efectiva diferente, las bandas de huecos 
pesados y ligeros se separan, rompiéndose su degeneración en el punto T. El ni­
vel fundamental pertenece siempre a la banda de huecos pesados, puesto que su 
masa efectiva el mayor que la de huecos ligeros en la dirección de confinamiento. 
El carácter del segundo nivel de energía depende de la relación de masas entre las 
bandas hh y Ih, de la altura de la barrera y de la anchura del pozo. Tanto en 
la banda de conducción como en la de valencia, el acoplamiento con bandas más 
alejadas tiende a disminuir la energía del primer nivel confinado respecto al modelo 
parabólico, debido esencialmente a que la masa efectiva de los portadores aumenta. 
Sin embargo, este efecto puede quedar parcialmente compensado por la modificación 
que el acoplamiento entre bandas introduce en las condiciones de contorno.
Para referirnos a las funciones de onda de los distintos niveles del pozo cuántico 
utilizaremos la notación (pVi1 donde i =  hh, /A, so, e hace referencia al tipo de banda 
y v es un número cuántico que numera las funciones del pozo en orden creciente de
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energía.
2. E stados del QW  en k^  0:
Para calcular los niveles de energía del pozo cuántico en puntos cercanos al centro 
de la zona de Brillouin describiremos la banda de valencia mediante el Hamiltoniano 
de Luttinger (F w), tratando el acoplamiento con la banda de conducción como una 
perturbación. 35 Esto es posible si la banda prohibida del semiconductor es lo 
suficientemente ancha.
Los nuevos autoestados serán combinación lineal de las funciones con i =  hh, 
Ih obtenidas en el apartado anterior para k^  =  0. Para calcularlos es necesario 
resolver el problema de autovalores definido por el Hamiltoniano:
Hmi =









\ —S* Ehh j
(2.36)
Ehh =  
Eih =
h2kl
5—  M 71 -  27ü)^ +  -9—^(71 +  72) +  V(z)Z 772o ZTTIq
K { h  +  272)kz +  xy (71 — 72) +  V(z)
(2.37)
2m0 2m<j
Los términos no diagonales dan lugar a la mezcla entre bandas y son:
h2 1
S  =  - V 3 — (kx -  ik y ) - ( j3k2 +  kz73) ,
TTIq ¿
h2 72 + 73
+  >/3;
2mo 2 
h2 72 ~ 73
(kx — ikyf




donde k2 =  —id/dz  y hemos tomado la energía de la banda de valencia como posi­
tiva, con el origen de energía en su máximo (Ev =  0, H  —> — H  en el Hamiltoniano 
Hw).  Los parámetros de Luttinger tienen un valor diferente en el pozo y la ba­
rrera, por lo que dependen de la coordenada z. Con el fin de mantener el carácter
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hermítico del Hamiltoniano, se ha tomado simétrico respecto a los parámetros 7  y
A
el operador kz.
La ecuación de autovalores será:
E  = E°<¡,°mj(z) , (2.39)
m 'j= ± 1/2 , ± 3 /2
donde las nuevas funciones envolventes vienen dadas por:
- (2-4°)Vi
y los coeficientes C® se obtienen resolviendo el determinante secular:
Det ( ( w \H\<pu¡) -  S ^ S i j )  =  0 . (2.41)
La expresión completa de los elementos de matriz (<Pvi\H\<p¡*j) se encuentra en el 
Apéndice B.
>
Como resultado de la diagonalización del Hamiltoniano H  se obtiene la dispersión 
de las bandas de valencia para kxy 0 (Figura 2.9). Como puede observarse en 
la figura, la dispersión de las bandas en las direcciones [11] y [01] no coincide. 
Esta anisotropía es debida a la diferencia entre los parámetros de Luttinger 72 y 
7 3 , que destruye la simetría axial del Hamiltoniano. El efecto recibe el nombre 
inglés de warping (torsión). La diferencia entre estos dos parámetros es pequeña en 
materiales como el GaAs y en occisiones es posible despreciarla, tomando 72 — 73 ~  
0 (aproximación axial86). El acoplamiento entre las bandas produce otro efecto 
interesante: en el punto =  0 la banda Ih tiene curvatura cóncava, lo que significa 
que su masa efectiva es positiva, como la del electrón en la banda de conducción. Al 
alejamos del centro de la zona de Brillouin, la banda tiene un punto de inflexión en 
el que la masa efectiva se hace infinita, pasa posteriormente a ser convexa y cambia 
de signo para valores mayores del vector de ondas.
Con el fin de simplificar el cálculo de la dispersión de las bandas de energía en 
el pozo cuántico y facilitar la clasificación de los estados, es conveniente tener en 
cuenta las propiedades de simetría del Hamiltoniano y de las funciones Debido
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a la simetría del pozo, sus funciones de onda tienen paridad definida. Estudiando 
detenidamente la paridad de los elementos de matriz del Hamiltoniano H , vemos que 
tanto los elementos diagonales Ehh,ih como el elemento no diagonal R  son pares, por 
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F ig u r a  2.9: Dispersión de las bandas de energía de un pozo cuántico en las direccio­
nes [01] y [11]. Se representan las tres primeras subbandas indicando su componente 
más importante (hh,lh).
es impar (proporcional a kz) y acopla estados de paridad diferente. Representando 
los elementos pares mediante un signo +  y los impares mediante un — obtenemos
CAPÍTULO 2. ESTRUCTURA CRISTALINA Y  DE BANDAS D E .
(2.42)
la siguiente distribución de paridades en el Hamiltoniano de Luttinger:
-  + “ +
+  -  +  ~
\  "  +  “  +  /
donde los elementos nulos de la diagonal secundaria se han tomado como impa­
res. Las componentes de los autovectores correspondientes a una matriz con estas 






\  +  J
(2-43)
Ordenando los elementos de la base <fi de forma adecuada, podemos separar el Ha­
miltoniano en dos bloques independientes. El primer bloque se obtiene tomando 
para la banda v3/2 funciones pares, para u1/2 funciones impares, a u_1/2 le correspon­
derían funciones pares y a la banda v_3/2 de nuevo funciones impares. El segundo 
bloque se obtendría de forma análoga, pero comenzando con las funciones impares 
(v3/2 —* impares, u1/2 —* pares, u_1/2 —* impares y v_3/2 —> pares). Para cada sub- 
banda se obtienen dos estados degenerados de paridad diferente con la estructura 
mostrada en (2.43), cada uno perteneciente a uno de los bloques.
Es posible extender esta notación a la banda de conducción, aunque en la aproxi­
mación considerada se encuentre desacoplada de la banda de valencia. Con este fin 
incluimos en la base los estados c_1/2 y cx/2. Para el primer bloque tendrán paridad 
-|— y en el segundo — h  Si asociamos a cada bloque un núm ero cuántico b 
que tome el valor 1 para el primer bloque y 2 para el segundo, la paridad de las 
componentes de un estado puede determinarse mediante la relación:
—  ( —1b^, mj — ( 1) (2.44)
donde rrij es la tercera componente del momento angular. Esta clasificación de las 
componentes según su paridad es útil en el estudio de las interacción electrón-fonón
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y electrón fotón en la dispersión Raman (Capítulo 6), ya que simplifica el análisis 
de las reglas de selección.
Hay que tener en cuenta que las autofunciones del Hamiltoniano de Luttinger así 
obtenidas sólo satisfacen completamente las condiciones de contorno en la interfase 
para kxy =  0. La aproximación realizada será adecuada si nos mantenemos cerca 
del centro de la zona de Brillouin.
2.5 Estructura electrónica del pozo cuántico en un 
campo magnético
Tras estas consideraciones sobre la estructura de bandas de los pozos cuánticos, pasa­
remos a estudiar la infuencia de un campo magnético externo en la estructura electrónica 
de estos materiales. Comenzaremos analizando la solución propuesta por Landau42 paxa 
determinar el movimiento de un electrón libre en un campo magnético.
En presencia de un campo magnético B, el Hamiltoniano del electrón libre:
H  = £ r  (2-45)¿ T T I q
se convierte en:
H  =  ^ r ^ + C Á '>2 + ^ - § - É  • <2-46)¿ T T Iq  TTIq
donde A  es el potencial vector asociado al campo magnético (B =  V  x A) y se ha tenido 
en cuenta que el electrón tiene carga —e. S  =  Uafe representa el spin del electrón, con
autovalores Kms =  ± f i/2. Si el campo se aplica en la dirección z (B  =  B- z )  y expresamos
el potencial vector en el gauge de Landau:
A = ( 0 , B x , 0 )  , (2.47)
el Hamiltoniano resultante puede escribirse como:
=  [vi +  (Pv+ eBx)2 + p^ ] +  d r  S*B
TTIq
(2.48)
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El movimiento es libre en la dirección del campo magnético (z ) y en la dirección y, por 
lo que la función de onda del electrón será de la forma:
<£(f) =  eKPvye*PMZ f (x )x (m a) , (2.49)
donde hemos escogido la dirección z  como dirección de cuantización del spin y x{m >) es un 
espinor de spin 1/2. Introduciendo esta función en la ecuación de autovalores H<¡> =  E <¡>, 
obtenemos una ecuación diferencial para la función f (x)  y la energía del electrón en el 
campo magnético:
Px  , 1 «r e t —\    ( rr< Pz ^+  -m 0u;c [x — xq) f (x)  = [ E - ^ - -  — m aB  f (x)  . (2.50)
V ¿m  o T TIq  J2mo 2
Esta es la ecuación de autovalores de un oscilador armónico de frecuencia ljc — eB/rno 
centrado en el punto xo =  67 wc recibe el nombre de frecuencia ciclotrónica y
A =  y/%]eB es el radio de la órbita ciclotrónica o radio de Landau. Para un campo de 
20 T, el radio A toma un valor de 57Á y aumenta rápidamente al disminuir el campo. La 
función de onda del electrón será por tanto:
u„(x -  x0)x(m,)
(2.51)
donde las funciones HN(x) son los polinomios de Hermite. La energía del estado corres­
pondiente a esta función de onda es:
(2.52)
donde N  =  0,1,2... es el número cuántico de Landau que caracteriza cada estado, /ib =  
he/2m0 es el magnetón de Bohr y ge =  2 el factor de Landé del electrón libre. Por lo 
tanto, en presencia de un campo magnético la energía del electrón libre queda cuantizada 
en bandas de energía unidimensionales (como función de pz) separadas una energía hu>c 
constante, proporcional al campo magnético aplicado (Figura 2.10). Cada estado queda 
caracterizado por cuatro números cuánticos: ÍV, py y ma. Puesto que py no aparece 
en la expresión de la energía, los estados están degenerados en este número cuántico.
, =  %uc(N  +  - )  +  PBgarnaB  +N , P z , m
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F ig u r a  2 .10: Dispersión de las bandas de energía de un electrón libre en un campo 
m agnético aplicado en la dirección z en función de kz = pz /Ti.
El grado de degeneración puede calcularse teniendo en cuenta que el centro de la órbita 
ciclotrónica, xo, debe estar contenido en el cristal. Si el cristal se extiende una longitud 
L x y Ly a lo largo de los ejes x e y tendremos que:
- f  < X 0  =
A 2 P y  L ,
h 2
(2.53)
Por supuesto, las dimensiones de la muestra deben ser lo suficientemente grandes como 
para que podamos despreciar los efectos de borde en el cálculo de autovalores. Por otra 
parte, los valores permitidos de py están uniformemente distribuidos en el espacio de 
momentos y separados una distancia 2 rh /L y (condiciones de contorno periódicas aplicadas 
al eje y). La degeneración de cada nivel de Landau será igual al número de valores posibles
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que puede tomar py, es decir,
(2.54)
A pesar de que el número cuántico py no interviene en la expresión de la energía, será 
necesario tenerlo en cuenta en el estudio de perturbaciones que rompan la degeneración 
de los niveles de Landau. Este puede ser el caso de un campo eléctrico o la aplicación de 
tensión uniaxial.
El spin del electrón produce una degeneración adicional: todos los estados salvo el 
fundamental (N  =  0 , pz =  0 , m 3 =  —1 / 2 ) están doblemente degenerados, puesto que 
los estados con índices N ,  m 3 =  1 / 2  tienen la misma energía que los estados ÍV -f 1 , 
m 3 =  —1 / 2 . Si mantenemos fijos el momento y el spin del electrón, y representamos
LxLy V*'3 
2 ttA2 ”  2ttA2
8 
?  6 
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F ig u ra  2 .11 : Niveles de Landau de un electrón libre en función del campo magnético.
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la energía de los distintos estados en función del campo magnético B  (Figura 2.11), 
obtendremos un conjunto de rectas de pendiente diferente que convergen en un origen 
común a campo cero. Estas rectas representan la dispersión de los niveles de Landau en 
función del campo magnético. A campo fijo, la diferencia de energía entre dos niveles de 
Landau contiguos es constante e igual a hujc.
Una forma más general de calcular las autofunciones y autovalores del Hamiltoniano 
se consigue utilizando el formalismo de segunda cuantización. Para ello se definen dos 
operadores:
a =  ;^=(¿r -  =  -^=(ks +  iky) , (2.55)
con:
Kkx — px — Pyi fi>kz — pz . (2.56)
Los operadores a y a* satisfacen las relaciones de conmutación:
[a,at] =  l, [ a X \  =  [ « \k z\ =  o . . (2.57)
Si escribimos el Hamiltoniano H  en función de estos operadores obtenemos:
H  =  huc(á'a +  i )  +  ^  . (2.58)
¿  Z T T Iq
Los operadores a y a* tienen el significado usual de operadores de creación y destrucción, 
lo que significa que, aplicados a un estado |N)  de energía En =  hujc(N  +  1/2), cumplen 
las relaciones:
á|iV) =  v ^ liV  — 1), 0*1//) =  VÑ+1\N + 1 )  . (2.59)
Una de las magnitudes que reflejan con mayor claridad los cambios introducidos por el
campo magnético en la energía del electrón libre es la densidad de estados electrónicos. En 
ausencia de campo, la densidad de estados del electrón es proporcional a la raiz cuadrada 
de su energía, p oc y/E  (línea de.puntos en la Figura 2.12). En un campo magnético los 
distintos niveles de Landau representan puntos singulares de tipo unidimensional en la 
densidad de estados. Cada nivel de Landau contribuye con una cantidad proporcional
a l / y / E  — hujc(N  +  1/2), que se refleja en la Figura 2.12 como una divergencia (línea 
continua).














F ig u ra  2 .12: Densidad de estados de un electrón libre en presencia de un campo 
magnético (línea continua) en comparación con la densidad de estados en ausencia de 
campo (línea discontinua).
Para estudiar las bandas de energía de un sólido en presencia de un campo magnético 
es necesario generalizar los resultados obtenidos por Landau para incluir la influencia 
del potencial cristalino sobre los estados electrónicos. En el contexto de un modelo pa­
rabólico, esto se consigue sustituyendo la masa del electrón libre por la masa efectiva m e 
característica del electrón en esa banda. En el caso en que la dispersión de energía fuera 
anisotrópica, la frecuencia ciclotrónica vendrá dada por iüCe = e B / m xy)t, donde m xye es la 
masa reducida en el plano perpendicular al campo magnético. La masa m 2e en la dirección 
paralela al campo intervendría en la expresión de la energía cinética. El factor de Landé 
del electrón libre debe sustituirse también por un factor g efectivo, <7*. Estos cambios se
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reflejará en la pendiente de los niveles de Landau en función del campo magnético, que 
aumentará o disminuirá dependiendo de la curvatura de la banda en la dirección perpen­
dicular al campo. La degeneración de spin a la que hacíamos alusión queda rota, puesto 
que el producto ¡j-bqI no coincidirá en general con la energía ciclotrónica. La energía 
tomará la forma:
(2.60)
Consideremos ahora el efecto combinado de un pozo cuántico crecido en la dirección 
z  y un campo magnético aplicado en la dirección de crecimiento. El potencial de confina­
miento del pozo afecta únicamente el movimiento del electrón en la dirección z, cuanti- 
zando su energía. Dado que en el Hamiltoniano del sistema el movimiento del electrón en 
las distintas direcciones del espacio está desacoplado, para tener en cuenta el efecto del 
pozo cuántico basta sustituir en la Ecuación (2.60) la energía cinética p*/2mZe el corres­
pondiente al nivel del pozo i/, Ev, y en la función de onda, la contribución del electrón 
libre en la dirección z, exp(ipzz /ñ ) i por la función de onda del electrón en el pozo cuántico, 
<pu(z). Finalmente tenemos:
(2.61)
donde Ly es la longitud del cristal a lo largo del eje y. Si representamos los niveles de 
energía en función del campo, obtenemos un conjunto de niveles de Landau que se repite 
para cada uno de los distintos estados confinados en el pozo (Figura 2.13). En el caso en 
que la masa efectiva sea independiente de la energía, los estados con el mismo índice de 
Landau N  pero distinto nivel del pozo u tendrán la misma pendiente en función del campo 
magnético. Es importante resaltar que el movimiento del electrón queda completamente 
cuantizado por la acción conjunta del campo magnético y el pozo cuántico. El pozo 
cuantiza la componente z del movimiento, mientras que el campo magnético cuantiza el 
movimiento del electrón en el plano xy. Como consecuencia del confinamiento, la densidad 
de estados electrónicos se anula salvo en los puntos en los que la energía coincide con los
EN,u,mt =  EV +  huCe(N  +  - )  +  HBdlm,
i^/,p„,AT,m1(r) =  - 4 = e í f tV » W  • u"(x -  xo)x(™s)
V Li/
1 D^
P'N,px,mt =  KUcÁN +  —) +  fÍB9em a d"
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F ig u ra  2 .13: Niveles de Landau del electrón en la banda de conducción para las 
tres primeras subbandas confinadas de un pozo cuántico (u =  1,2,3) .  Se muestra la 
variación de la energía en función del campo magnético aplicado en la dirección de 
crecimiento. Aproximación parabólica.
niveles discretos que son puntos críticos para los que la densidad de estados se
hace infinita. En la Figura 2.14 se representa de forma esquemática la densidad de estados 
en función de la energía refucida E/hüjc.
En el caso que nos atañe, de pozos cuánticos de semiconductores III-V, es necesario 
describir el efecto del campo magnético sobre las bandas de energía del cristal mediante 
los modelos de bandas que hemos explicado en la Sección 2.4. A lo largo de este trabajo 
utilizaremos el Hamiltoniano de Luttinger para describir el comportamiento de las bandas 
de huecos pesados y ligeros y trataremos la banda de conducción mediante un modelo 
parabólico.
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F ig u r a  2 .14: Densidad de estados electrónicos de un pozo cuántico en un campo 
magnético aplicado en la dirección de crecimiento.
En presencia de un campo magnético, el Hamiltoniano de Luttinger incluye en sus 
elementos diagonales dos términos proporcionales al campo magnético y a las constantes 
k y q, que representan las contribuciones isotrópica («) y anisotrópica (q) a los factores g 
de la banda de valencia. 44 Igual que en el caso de electrones libres, es posible describir la 
acción del campo magnético mediante el formalismo de segunda cuantización, utilizando 
los operadores de creación y destrucción definidos en la Ecuación (2.55). Introduciendo 
en los términos diagonales del Hamiltoniano (2.36) las constantes k y q, el Hamiltoniano
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del sistema toma la forma:
H  =
5* E+ 0 R
RT 0 Eg - S
(2.62)
0 R' - S * Ekh )  
donde los términos diagonales se definen como:
Eth =  ^T^xÍT1 -  *12%  +  V(z)  +  %uc(7l +  72)(afa +  i )  ±  A»«(|íc +  y ? )  ,
Efh -  2~ ^ z(/^ 1 +  272)¿z +  V ( z )  +  M T i  “  72 )(a ta +  | )  ±  ^ c(^/c +  | $ )  ,
(2.63)
y los términos no diagonales dan lugar a la mezcla entre bandas y son:
S =  - V 3 r ^ — a i ( 7 3£x +  i , 7 3)
,  A  771 o  Z
i? =  Tica 7 2 + 7 3  .2  , 7 2 -  73 a + s1  •
(2.64)
2 2
Las autofunciones de este Hamiltoniano pueden escribirse como combinación lineal de 
funciones de la forma
e*Pyy<pv(z)uN(x -  x0)vmj , (2.65)
donde las funciones ipv{z ) son autofunciones del pozo cuántico y uN[x — xo) son las fun­
ciones de onda del oscilador armónico definidas en la Ecuación (2.51). El Hamiltoniano 
de Luttinger no mezcla estados con distinto py, por lo que constituye un buen número 
cuántico del sistema. Por otra parte, si despreciamos la diferencia 72—73 frente al término 
proporcional a 72 +  73 en la definición de R  (aproxim ación axial), es posible escribir 
las autofunciones del Hamiltoniano como:
1
n iP y
+  <!>-?£ (Z ) Un - l V - l f 2 +  t ó n (^)UnU-3/2 (2 .66)
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en la base de momentp angular 3/2, |j, m j ) .  Las funciones son combinaciones lineales 
de las funciones del pozo similares a las de la Ecuación (2.40):
^  =  (2-67)
«'i
El superíndice b se ha incluido en la definición para indicar el bloque al que pertenece 
la función de onda según su paridad (Ecuación (2.44)). a  es un número cuántico que 
numera los diferentes estados.
En la aproximación axial, el Hamiltoniano de Luttinger mezcla cuatro niveles de 
Landau diferentes con índices N  — n, n — l ,n  — 2 y n  — 3, cada uno correspondiente a una 
banda diferente. El número cuántico n recibe el nombre de núm ero cuántico orbital 
de Landau y es un buen número cuántico del sistema. La inclusión en el Hamiltoniano 
del término anisotrópico proporcional a 72 — 73 produce el acoplamiento de niveles de 
Landau que difieren en el índice N  en cuatro unidades, dando lugar a nuevos fenómenos 
de anticruze. Sin embargo, el corrimiento absoluto de las bandas de energía que produce 
es inferior al 10%, 47 por lo que despreciaremos su efecto.
Como puede verse en la Ecuación (2.66), es posible relacionar el número orbital de 
Landau n de un estado con el número de Landau N  de una cualquiera de sus componentes 
mediante la expresión: n =  N  +  mj +  3/2, donde la constante 3/2 se ha introducido paxa 
definir n positivo (N  =  0, =  —3/2 — ► n =  0).
Considerando la aproximación parabólica para la banda de conducción, tanto el spin 
m a como el nivel del pozo v  son buenos números cuánticos. En este caso, la función de 
onda del electrón en esta banda puede escribirse como:
(2.68)
Alternativamente, podemos utilizar la notación desarrollada al final de la Sección 2.4 y 
definir la función de onda de la banda de conducción como:
*n,py >
de forma equivalente a la de la banda de valencia, donde b indica el bloque al que pertenece 
la función según la paridad del estado del pozo y a  sustituye a los índices c y v. De esta
$Z„m j  =
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forma perdemos parte de la información contenida en la definición (2.68), pero extendemos 
la notación al caso más general en el que la banda de conducción no pueda considerarse 
parabólica.
Cada estado del Hamiltoniano tiene paridad definida. Teniendo en cuenta que la 
paridad de las funciones de Landau uN es (—1)^, un estado con número orbital de Landau 
n, perteneciente al bloque b y caracterizado por el número cuántico a  tendrá paridad:
• ( - l )4+m-’+3/2 =  Xa( - l ) n+‘ ,
+1 si a  G banda de valencia (2.69)
—1 si a  £ banda de conducción,
donde wa — <
donde se ha utilizado la Ecuación (2.44) para determinar la paridad de las funciones del 
pozo. En la Figura 2.15 se representan los niveles de energía de la banda de valencia de 
un pozo cuántico de 100 Á en función del campo magnético. Comparando este resultado 
con la Figura 2.13 se observan claras diferencias. Los niveles de Landau de las distin­
tas subbandas no varían linealmente con el campo magnético, y su curvatura depende 
fuertemente del valor del campo y de la distancia entre las subbandas de pozo pesado y 
ligero.
POZO CUÁNTICO EN UN
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F ig u r a  2.15: Niveles de Landau de la banda de valencia de un pozo cuántico de 
G aA s/A lA s de 100 Á en función del campo magnético aplicado en la dirección de 
crecimiento. El acoplamiento entre las distintas subbandas se ha tenido en cuenta 









E xcitaciones elem entales y  su  
interacción
En el estudio de la dispersión Raman por fonones hay dos interacciones que desempe­
ñan un papel crucial: la interacción electrón-radiación ( H e r ) ,  responsable de la absorción 
y emisión de un fotón, y la interacción electrón-fonón (H ep ), que describe la dispersión 
de un par electrón-hueco debido a la emisión o absorción de un fonón.
Utilizaremos el formalismo de segunda cuantización para expresar los operadores de 
interacción en función de operadores de creación y destrucción de un electrón en el estado 
i de la banda A (cj •, ca,¿). Teniendo en cuenta la aproximación de electrones libres y la 
periodicidad del cristal, es fácil demostrar que los dos Hamiltonianos de interacción que 
estudiaremos pueden escribirse como superposición de operadores monoelectrónicos de la 
forma69:
tfí„« =  £ / ( ñ ) e " ' ’v ' , (3.1)
/
donde / ( f )  es una función con la periodicidad de la red. Si representamos los estados 
electrónicos mediante las funciones |A,i) de un electrón en el estado i de la banda A, 
podremos escribir el Hamiltoniano de interacción como:
Hini =  5 > ' ,  j | / ( ? )  X) ¿ t,. cx,i . (3.2)
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A continuación deduciremos la expresión de H e r  y H e p  utilizando el formalismo de 
segunda cuantización.
3.1 Fotones e interacción electrón-radiación
Para deducir el Hamiltoniano cuántico del campo electromagnético en el vacío e intro­
ducir el concepto de fotón, partiremos de las ecuaciones de Maxwell de la electrodinámica 
clásica.
En ausencia de fuentes, es posible describir el campo electromagnético mediante el 
gauge de Coulomb o transversal, en el que tanto el potencial escalar como la divergencia 
del potencial vector se anulan:
(p(r) =  0; V • Á(r) =  0 . (3.3)
Los campos eléctrico y magnético de la radiación se obtienen a partir del potencial vector
*
mediante las relaciones:
5  =  V x I ¡  S = ~  , (3.4)
donde hemos expresado las cantidades características del campo electromagnético en el 
Sistema Internacional de Unidades. A partir de las ecuaciones de Maxwell se deduce que 
el potencial vector satisface la ecuación de ondas:
v 2á - ¥ w = 0  - m
donde es c la velocidad de la luz en el vacío.
Para cuantizar el campo de radiación electromagnética supondremos que se encuentra 
encerrado en un volumen V  (por ejemplo una caja de lado L  =  \ /V ) ,  que en caso nece­
sario haremos tender a infinito. El potencial vector en el interior de este volumen puede
desarrollarse en serie de Fourier como una superposición de ondas planas:
A  =  Y ,  • (3.6)
Dado que el potencial vector es transversal a la dirección de propagación del campo, 
el producto k • A es nulo y podemos expresar A  como combinación lineal de dos vectores
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ortononnales, en general complejos, e%ti y e¿t2, perpendiculares a k:
A* =  A¡tt ie^i +  A¡tt 2^ x,2 > (3.7)
y que representan la polarización de la radiación electromagnética.
Es inmediato ver que las Ecuaciones (3.5), (3.6) y (3.7) implican
^*,a +  c2|« |2A*,a =  0 , a  =  1,2 ,
donde se ha utilizado la notación A  para indicar la segunda derivada temporal de A. 
Como consecuencia,
A*,a(<) =  A*,a( w(k) =  ck .
Paja cuantizar el campo utilizaremos las variables canónicas reales Qz,a Y Px,a defini­
das como:
fíz ,a =  V V £o {AXja -f A£a) , (3.8a)
Px,a =  -iu{Z)y/vT0 (Az,a -  A¿a) =  Qx<a , (3 .8b)
donde £0 es la constante dieléctrica del vacío. El Hamiltoniano clásico del campo elec­
tromagnético en función de las variables Qz,a Y Pz,a se obtiene a partir de la energía del
sistema:
I  f (e0E 2 +  | - ) d V  ,
¿ J v  f1 o
donde /¿o es la permitividad magnética del vacío. Utilizando las Ecuaciones (3.4), (3.6), 
(3.7) y (3.8) e integrando tenemos:
=  +  • (3-9)
¡t,a ' '
Este Hamiltoniano describe el campo electromagnético como una serie osciladores armónicos 
independientes de frecuencia u (k)í. La cuantización del campo se obtiene siguiendo el pro­
cedimiento usual, es decir, transformando las cantidades Qz,a Y P*,a en operadores Q¡t,a 
Y Pz,a e imponiendo las relaciones de conmutación:
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A partir de aquí podemos definir dos nuevos operadores, a*i0f y a^Q,
= V 2 M í )  (“ («) +  * A « )  . (3.10a)
=  ~  - (3-10b)
en función de los cuales la expresión cuántica del Hamiltoniano (3.9) de la radiación 
electromagnética es:
”  1N (3.11)
Los operadores a^a y a t a cumplen las relaciones de conmutación
\Pri,Of) ~  a^,a' j
y actúan como operadores de creación y destrucción de los modos de vibración de frecuen­
cia u>(«). Estos modos de vibración que cuantizan el campo electromagnético reciben el 
nombre de fo tones, y están caracterizados por un vector de onda /c, una frecuencia lj(k) 
y una polarización e,?tCr.
Hemos realizado la deducción del Hamiltoniano cuántico para el campo electromagnético 
en el vacío. La generalización al caso de un medio material se realiza sustituyendo la ve­
locidad de la luz en el vacío por la correspondiente en el medio, c —> c/77 siendo 77 el índice 
de refracción del medio. En los diagramas de Feynman representaremos un fotón que 
evoluciona libremente mediante una línea discontinua:
K , a
Para determinar el Hamiltoniano de interacción electrón-radiación, partiremos del 
Hamiltoniano que representa el movimiento de los electrones del cristal en un campo
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electromagnético. Utilizando de nuevo el gauge de Coulomb tenemos:
F  =  [p“' +  e^ ' ) ] J +  y  - (3-12)
donde V  es el potencial de Hartree-Fock.
En el gauge de Coulomb queda garantizado que A, a pesar de ser una función de la 
posición, conmute con el operador momento. El Hamiltoniano resultante puede dividirse 
en dos partes: la primera corresponde al movimiento de. los electrones en el cristal y la 
segunda representa la interacción del electrón con la radiación,
s, ^  s.
Electrones Interacción electrón-radiación
Puesto que estamos interesados en estudiar procesos lineales, la contribución del 
término proporcional a A puede despreciarse. Por lo tanto, dentro de la aproximación
A
lineal el Hamiltoniano de interacción electrón radiación viene dado por:
HEr =  X )  * Pi • (3-14)
TTIq  ^
Utilizando las Ecuaciones (3.7), (3.8) y (3.10), este Hamiltoniano puede escribirse en 
función de los operadores de creación y destrucción de un fotón. Finalmente obtenemos 
la expresión:
¿  E £  [.-"a. ■ s 4* + •  f, »*.] I p.1»
* l X,a
Durante un proceso Raman resonante la radiación electromagnética interacciona dos 
veces con los electrones: en primer lugar se absorbe (destruye) un fotón de frecuencia 
a;¿, momento y polarización e¿, creándose un par electrón-hueco en el cristal. En la 
segunda interacción se emite (crea) un fotón caracterizado por las cantidades tJs, «5 y ¿5. 
Si en la Ecuación (3.15) separamos los procesos de creación (H^R) y destrucción (HgR) de 
fotones y utilizamos el formalismo de segunda cuantización (Ecuación (3.2)), obtenemos
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para la absorción y emisión de un fotón las expresiones:
(3.16)
Para expresar este resultado en el sistema de unidades Gaussiano basta con sustituir 
e / \ / 47r£o por e.
El Hamiltoniano de interacción electrón-radiación actúa como una perturbación sobre 
el Hamiltoniano electrónico, que representamos en el capítulo anterior en la base de fun­
ciones de momento angular 1/2 y 3/2 (Ecuación (2.16)). La interacción electrón-radiación 
inducirá transiciones entre un estado electrónico inicial |7) y otro final \F) siempre que la 
amplitud de probabilidad del proceso,A
<F|ffEB|7) , (3.17)
sea distinta de cero. Para investigar las reglas de selección de esta transición despre­
ciaremos la dependencia espacial del potencial vector, tomando e±ti!'f  «  1 (aproximación 
dipolar). Esta aproximación es adecuada para describir la mayor parte de los procesos que 
vamos a tratar, puesto que el momento de la luz visible es muy pequeño comparado con 
las dimensiones de la primera zona de Brillouin (unos tres órdenes de magnitud menor). 
Sin embargo, es necesario tener presente que el momento de la luz, aunque pequeño, puede 
inducir transiciones observables experimentalmente en determinados procesos doblemente 
resonantes. 6,43 Un análisis en profundidad de las reglas de selección para transiciones Ín­
ter e intrabanda entre niveles de Landau fue desarrollado por Trebin, Rossler y Ranvaud48 
para materiales con la estructura del sulfuro de zinc. Más adelante comentaremos sus re­
sultados, pero es conveniente familiarizarse primero con el cálculo mediante un modelo 
más sencillo. Consideremos un proceso de absorción, es decir, destrucción de un fotón 
con creación de un par electrón-hueco. En la aproximación dipolar la amplitud de proba­
bilidad de esta transición desde el estado inicial |J) al estado final \F) es proporcional al
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elemento de matriz:
( m - m  . (3.i8)
El estado inicial será aquel en el que los electrones ocupen completamente la banda de
valencia, mientras que en el estado final tendremos un electrón en la banda de conducción y
un hueco en la banda de valencia. La amplitud de probabilidad será por tanto proporcional 
al elemento de matriz:
{c\eL ’p\v)  . (3.19)
Utilizando la definición de las funciones |u) y |c) de la Tabla 2.1 y recordando que
P  =  -¿-J-(SIjM X ) =  =  - i ± - ( S \ p z \Z) , (3.20)
772o  TTIq TTIq
podemos calcular con facilidad el valor de estos elementos de matriz. El resultado se 
recoge en la Tabla 3.1 para el caso de polarización circular y radiación incidente a lo 
largo del eje z. Las reglas de selección se resumen en la condición Arrij =  ± 1  para luz 
circularmente polarizada (é±), donde es la tercera componente del momento angular de 
los estados electrónicos. Para describir un proceso de emisión, basta trasponer y conjugar
e+ =  -j=(ex +  iey) e_ =  - j=(ex -  te„)
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Tabla 3.1: Reglas de selección para un proceso de absorción en la aproximación dipolar (bandas 
parabólicas). Se ha considerado luz circularmente polarizada.
los elementos de matriz que aparecen en la tabla.
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Estudiemos a continuación el proceso de absorción en un sistema formado por un pozo 
cuántico, con un campo magnético en la dirección de crecimiento (eje z). Por simplicidad, 
consideraremos de momento la energía del sistema dentro de un modelo parabólico de 
bandas. La absorción de un fotón excitará un electrón desde la banda de valencia hasta la 
banda de conducción c, nivel de Landau Ne y subbanda del pozo i/c, dejando en la banda 
v un hueco caracterizado por los números cuánticos N& y La amplitud de probabilidad 
de este proceso es proporcional al producto:
(c|eL • p\v) • (Ne\Nh) • (iu W )  , (3.21)
donde el elemento de matriz del operador momento aparece multiplicado por la integral de 
solapamiento de las funciones de onda del pozo (|z/)) y de los niveles de Landau (|iV)) en 
la banda de conducción (e) y de valencia (v ). Como consecuencia de la ortogonalidad de 
las funciones del oscilador armónico, la transición será permitida únicamente si Ne =  1V¿. 
Por el contrario, las funciones del pozo cuántico correspondientes a estados en la bandaA
de conducción y de valencia no son ortogonales: la diferencia en la masa efectiva de 
electrones y huecos y la altura finita de la barrera hacen que el elemento de matriz 
{vcWh) se anule únicamente cuando las dos funciones \vk) y  |i/e) tienen distinta paridad. 
Sin embargo, la probabilidad de la transición disminuye rápidamente para estados de la 
banda de conducción y de valencia correspondientes a distintas subbandas del pozo.
Si tenemos en cuenta la no parabolicidad de las bandas de energía, los estados elec­
trónicos serán una combinación lineal de funciones de la forma N).  Debido a
la mezcla entre estados de distintas subbandas, las reglas de selección que acabamos de 
deducir se relajan en cierta medida. La nueva situación puede describirse de forma general 
mediante el Hamiltoniano (A .l) del Apéndice A. Recogiendo los resultados de Trebin et 
al., 48 el elemento de matriz de la transición dipolar eléctrica para el caso de absorción 
viene dado en función del operador velocidad como:
(F\eL • p\I)  oc (F\e+v- +  e-v+ +  ezvz \I) , (3.22)
donde v =  dH/dhk y  se han utilizado las cantidades e2, e± =  (ex ±  íey) / \ / 2; vz y 
£± =  (£r i  ivy) / V 2 , que son las componentes del vector de polarización e de los fotones
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y del operador velocidad. Analizaremos el proceso de absorción para luz circularmente 
polarizada. Con esta elección, el momento angular del fotón está bien definido, lo que nos 
permitirá separar las transiciones ópticas entre distintas bandas eligiendo luz polarizada 
a la derecha o a la izquierda. Para que la notación no induzca a error, conviene resaltar 
que las constantes ex, ey y ez son las componentes del vector de polarización ex, a lo largo 
de los ejes x, y  y z. Por lo tanto, si la luz incide en la dirección z y  e+ =  1 tendremos 
radiación circularmente polarizada a la izquierda (ex, =  e_), y en el caso de que e_ =  1, 
estará polarizada a la derecha (ex, =  e+). Las componentes u+, u_ y vz pueden relacionarse 
fácilmente con el Hamiltoniano del sistema y los operadores de creación y destrucción (a, 
a*) que actúan sobre los niveles de Landau:
l d H
h dk
• < 3 ' 2 s )
XdH \  
v-  =  ñ d Ü  =  h [a' H] ■
Utilizando este resultado, podemos escribir los elementos de matriz de la transición como:
(F\v.\I)  =  j (F \á \ l )  ( E ¡ - E f ) ,
(3.24)
(F |v+|/)  =  ^(Fla*!/) (Ei -  Ef ) ,
donde E¡. y Ep  son las energías de los estados electrónicos |7) y IT1) en presencia de un 
campo magnético y un pozo cuántico en la dirección z. Nos limitaremos a comentar las 
reglas de selección del proceso para transiciones interbanda en la configuración de Faraday 
( / || B)  con luz circularmente polarizada. Consideraremos el Hamiltoniano del sistema 
dentro de la aproximación axial.
En el Capítulo 2 representamos los estados electrónicos del sistema mediante la función 
, caracterizada por los números cuánticos n, ky, 6, a , donde n es el número cuántico 
orbital de Landau, ky =  pyfh el vector de ondas en la dirección y, b determina la paridad de 
las funciones del pozo y a  numera los distintos estados. Por conservación de la cantidad de 
movimiento durante la interacción electrón-fotón, en la aproximación dipolar obtenemos 
la condición trivial AAry =  Ky «  0. De la ecuación (3.24) se deduce la segunda regla de
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selección: las transiciones permitidas se producirán entre estados de la banda de valencia y 
de conducción con An =  ± 1. Mediante la ecuación n =  N + r r i j + Z / 2  es posible relacionar 
n con los números cuánticos N  y my de cada una de las componentes del estado 
Esto nos permite obtener las reglas de selección que gobiernan estas componentes durante 
la transición. La condición An =  ± 1  nos indica que, o bien el número cuántico de Landau 
se conserva ( A N  =  0) y el momento angular cambia en una unidad (my =  ± 1), o bien 
cambian simultáneamente el nivel de Landau ( A N  =  ±2) y el momento angular (my =  
qpl). Las demás posibilidades quedan excluidas por conservación del spin. Las transiciones 
con A N  =  ±2 son debidas a términos del Hamiltoniano de orden superior en teoría de
(ne, kVe,be, a e|e± • p\nht kyh, bh, a h)
1 / -  -X  
e+ X ^  leV' e_ — ^ _ (er iey)
A  ky =  0A
nc -  nh =  1 
be — bh =  —1
A ky =  0 
ne -  nh =  - 1  
be — bh =  1
roy. ~  mÍH =  1 
AiV =  0
mú -  mÍR =  - 1
A N  =  0
Tabla 3.2: Reglas de selección para una transición dipolar entre los niveles de Landau de un pozo 
cuántico en presencia de un campo magnético aplicado en la dirección de crecimiento (B || [001]).
Se ha considerado la configuración de Faraday (k || B)  y luz circularmente polarizada (e±). Los 
estados electrónicos se caracterizan mediante los números cuánticos n, b, ky y a.  Las reglas de 
selección de las componentes que intervienen en la transición se incluyen en las dos últimas líneas.
perturbaciones que no consideraremos en este trabajo, y que dan lugar a transiciones con 
una amplitud de probabilidad muy pequeña. Las componentes que intervienen en las 
transiciones más intensas cumplen por tanto las condiciones A N  =  0 y Amy =  ± 1, de 
forma equivalente a lo que ocurría en el modelo parabólico. Por último, la paridad de las 
funciones del pozo debe conservarse. En el capítulo anterior, aprovechando la simetría de 
inversión del pozo cuántico, separamos el Hamiltoniano en dos bloques independientes y
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dedujimos una expresión para la paridad de las funciones del pozo que componen cada 
estado:
Paridad =  wbtTnj =  ( - l ) 6+m' +f . (3.25)






Figura 3.1: Transiciones magnetoópticas interbanda en la aproximación axial para un pozo 
cuántico. Se presentan las transiciones permitidas con luz circularmente polarizada e± entre dos 
niveles de Landau de la banda de valencia (Hamiltoniano de Luttinger) y la banda de conducción 
(modelo parabólico) en el caso de un pozo cuántico con dos estados confinados tipo Ih y dos hh.
Ab =  y las transiciones se producen siempre entre estados de la banda de valencia 
de uno de los bloques (6* =  1, 2) y estados de la banda de conducción del bloque com­
plementario (be =  2,1).  Las reglas de selección se resumen en la Tabla 3.2 y se utilizarán 
más adelante para analizar las transiciones permitidas en un proceso Raman.
1,0, + 3 / 2 > + l 2 , 1. + 1 /  2> + l 1.2, -  1 / 2 > + l 2 , 3 , - 3 / 2 >
l2,0,  + 3 /2>+ |  1,1,+ 1 / 2 > + l 2 , 2 , - 1 /2>+l  1, 3 , - 3 / 2 >
b-1
b=2
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3.2 Fonones e interacción electrón-fonón
En el Capítulo 2 utilizamos la aproximación adiabática para desacoplar el movimiento 
iónico y electrónico, considerando que los iones permanecen en reposo en sus posiciones de 
equilibrio dentro de la red cristalina. Despreciando la interacción ion-ion, obtuvimos un 
potencial efectivo V ( r ) que determinaba el movimiento de los electrones en el cristal. En 
esta sección estudiaremos el movimiento iónico, determinando la frecuencia de los modos 
normales de vibración del cristal (fonones) y su influencia sobre el sistema de electrones 
mediante la deducción del Hamiltoniano de interacción electrón-fonón.
Representaremos la red de iones mediante un modelo con N  celdas elementales con 
condiciones de contorno cíclicas. La posición instantánea del ion a  en la celda n puede 
escribirse como:
Rn,a +  =  -^ n +  +  ^n.a(f) » (3.26)
donde el vector i?n,a representa la posición de equilibrio del ion y un,a es el desplaza­
miento instantáneo de esta posición. Representaremos la interacción ion-ion mediante la 
energía potencial $ ( r ). Esta función depende de las coordenadas de los iones, y podremos 
desarrollarla en serie de Taylor alrededor de sus posiciones de equilibrio. Si los desplaza­
miento uniC, son pequeños en comparación con el parámetro de red, podemos interrumpir 
la serie en los términos cuadráticos, despreciando los de orden superior (aproximación 
armónica). Por otra parte, dado que en las posiciones de equilibrio de los iones el po­
tencial toma su valor mínimo, los términos lineales del desarrollo se anulan. El término 
constante se elimina definiendo adecuadamente el origen del potencial iónico. El potencial 
puede escribirse finalmente como:
$ = E  • (3-27)
n,cr,¿ n^a',»7
La suma se extiende a todos los nodos de la red cristalina (n =  1, . . . ,  N),  los iones de la 
celda unidad (a =  1, . . .  ,r) y las distintas componentes del vector posición (z =  x , y , z).
Las derivadas segundas del potencial:
d2§
=  -s— V —  , (3.28)n,a,i
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son constantes que caracterizan las fuerzas interiónicas. El Hamiltoniano iónico se obtiene 
incluyendo la energía cinética del sistema:
H\on =  2 ^ y ^ y ^n,a,í "b n^,cr,t un,o,i Wn'.a.i'| , (3.29)
n,a,i nf,a‘,i'
donde Ma es la masa del ion en la posición a. La solución de la ecuación de movimiento 
del ion (n ,a):
. . . .
Ma Ünt0lti =  = — $  rija,i Un',a',¿' > (3.30)
uun,a,i . . ..
puede escribirse en forma de ondas planas:
• (3-31)
Introduciendo esta solución de nuevo en la ecuación de movimiento y resolviendo la 
ecuación de autovalores resultante:
=  - iv (9 ) , (3.32)
'  a '
podremos determinar las constantes ca¿ y la frecuencia de los modos normales de vibración 
co. Por comodidad hemos utilizado la notación vectorial para las constantes cat¿. La matriz 
■D^  es una matriz hermítica de orden 3 x 3  definida como:
D a' f ( q )  =  —  -  —  V  (3.33)
“’* y VM aMa, v ’
que se denomina matriz de fuerza. Para llegar a esta expresión hemos tenido en cuenta 
que, debido a la simetría de traslación del potencial, sus derivadas no dependen
de la posición absoluta n y v! de los átomos en el cristal, sino únicamente de la diferencia 
n — n'. Las soluciones no triviales de la Ecuación (3.32) determinan 3r frecuencias de 
vibración cjj(qf), donde r es el número de átomos por celda unidad. Cada una de estas 
frecuencias define una rama. En tres de ellas, tiende a cero cuando el vector de ondas 
q —► 0 y se conocen con el nombre de ramas acústicas. Las 3(r — 1) ramas restantes 
reciben el nombre de ramas ópticas. A cada rama j  =  1, . . . ,  3r y a cada átomo a  le 
corresponde un autovector ea¿ que cumple las propiedades:
23 • eaJ. ( q) = ¿ 2 3  ‘ = Si ’i' ’ (3-34)
0 = 1  1 = 1
64 CAPÍTULO 3. EXCITACIONES ELEMENTALES Y  SU INTERACCIÓN
éaj(q)  =  Z  A - q )  . (3.35)
La primera es la condición de ortonormalidad de los vectores y la segunda se obtiene de 
la hermiticidad de la matriz D% . U tilizado este conjunto de vectores, el desplazamiento 
de los modos de vibración de frecuencia uj  puede expresarse como:
=  . (3.36)
Una oscilación arbitraria de los átomos del cristal puede escribirse como combinación
lineal de todos los modos normales de vibración del sistema:
«„lQ(í) =  - ^ = ^ í 3 i,,-(í)éi,a( í ) e I’-í " . (3.37)
a j.í
Los coeficientes del desarrollo, Qj,q(t) reciben el nombre coordenadas normales y cumplen 
la relación:
Q iA t)  =  • (3.38)
Introduciendo la Ecuación (3.36) en el Hamiltoniano del sistema y tras una serie de 
transformaciones, obtenemos:
Hior. =  \  £  {<?-,-(<) Q iÁ t )  +  <•$(«) <?;.,-«} . (3.39)
De esta forma llegamos a la conclusión de que, en la aproximación armónica, es posible des­
cribir las vibraciones de un átomo en una celdilla como combinación lineal de oscilaciones 
colectivas desacopladas, de frecuencia V j ( q ) ,  caracterizadas por las coordenadas normales 
Qj,q(t). La cuantización de los modos de vibración se consigue siguiendo un procedimiento 
semejante al utilizado para la cuantización del campo electromagnético: transformando 
las coordenadas generalizadas en operadores introduciendo el operador impulso
PiAt)  =  , (3.40)
e imponiendo las reglas usuales de conmutación. Definiremos los operadores de creación 
y destrucción mediante las relaciones:
dt-  =  -■ ■ />.l;(j‘) Q t . - » P , . f l  ,
J ,g  /Ofc, , ( /T) 1 q JiíJ ’V¿nuj(q)   ^ ^3 4 1 ^
•
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F ig u r a  3 .2: Curvas de dispersión de los modos vibracionales del GaAs en las direcciones de mayor 
simetría, obtenidas mediante dispersión de neutrones. 54
Estos operadores permiten escribir el Hamiltoniano del sistema como superposición de 
osciladores armónicos que vibran a las frecuencias propias del sistema:
(3.42)
Los modos colectivos de vibración son excitaciones elementales de la red de iones y se 
designan con el nombre de fonones. Cada fonón queda caracterizado por su frecuencia de 
vibración momento q y polarización ea¿. En un diagrama de Feynman se representan
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con el símbolo:
q ,
En los semiconductores con la estructura de la cinc-blenda hay dos átomos por celda 
unidad (a =  2), que dan lugar a seis ramas diferentes: tres acústicas y tres ópticas. En 
las ramas acústicas los dos átomos vibran en fase, mientras que en las ópticas vibran 
en oposición de fase. En el punto T de los semiconductores polares, las ramas ópticas 
se dividen en una longitudinal y dos transversales degeneradas. La relación entre las 
frecuencias de estas ramas viene dada por la ecuación de Lyddane-Sachs-Teller:
w2o — /  l  uto > (3.43)¿qoo J
donde s(0) y £(oo) son las constantes dieléctricas estática y dinámica respectivamente.
Estamos interesados en estudiar el efecto Raman mediado por fonones ópticos longi­
tudinales (LO) en materiales III-V, por lo que es conveniente tratarlos con mayor pro­
fundidad. Designemos con la letra A  las cantidades que caracterizan al catión y con la 
letra B  las que caracterizan al anión en una estructura tipo zinc-blenda (Figura 3.3). El 
desplazamiento relativo del átomo A  respecto al B  en la celda unidad n —ésima puede 
obtenerse en el formalismo de segunda cuantización combinando las ecuaciones (3.37) y 
(3.41):
Ü reí(n) =  « n ,B — Ün,A =
¿l o M Í )  Zl o M )
y/MÉ \ [M a
(3.44)
<7
Esta expresión adquiere una forma más adecuada haciendo uso de dos relaciones entre los 
vectores ¿ l o , A  y  z l o , b -  La primera se obtiene teniendo en cuenta que, en una vibración 
óptica, el centro de masas del sistema anión-catión permanece en reposo. Utilizando la
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F ig u ra  3.3: Movimiento de los átomos de la red para fonones ópticos longitudinales (LO).
ecuación (3.36) tendremos:
V M a ¿loM )  ~  ~ \ / M b eLO,B{<¡) • (3.45)
La segunda proviene de la condición de ortonormalidad (Ecuación (3.34)):
\ ^ l o , a \2 +  \ & l o , b ^  =  1 • (3.46)
Estas propiedades nos permiten definir un vector unitario que caracteriza el estado de 
polarización de los fonones LO: •
I A/f.
(3.47)
Introduciendo la definición de masa reducida de la celda unidad:
Ma Mq
Ma + M b ’
(3.48)
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el desplazamiento relativo de los átomos A y  B  para un fonón LO toma la forma:
(3.49) 
donde
=  ]] 2NM-üjL0(Í) '
Para estudiar la interacción electrón-fonón es necesario ir más allá de la aproximación 
adiabática. La vibración de los átomos en la red cristalina produce un cambio 6 V (r ) en 
el potencial electrónico efectivo, que afecta el movimiento de los electrones en el cristal. 
Con ayuda de un desarrollo de Fourier es posible separar la perturbación SV{f)  en suma 
de dos contribuciones:
S V (r ) =  ÍV“ (?) +  5Vla( r ) . (3.50)
Con los superíndices ca y la denotamos las contribuciones de corto y largo alcance respec­
tivamente. La interacción de corto alcance fue introducida por Bardeen y Shockley45 para 
estudiar la movilidad electrónica en el silicio. Debido a que la deformación intrínseca de la 
celdilla unidad produce un cambio en el potencial cristalino, recibe el nombre de potencial 
de deformación. El término de largo alcance sólo es diferente de cero en semiconductores 
polares, es de tipo coulombiano y fue estudiado en profundidad por Frohlich. 46 A 
continuación analizaremos con detalle el efecto de cada una de estas contribuciones sobre 
el movimiento electrónico.
3.2.1 Interacción vía Potencial de Deformación
Como hemos visto, en los fonones ópticos el centro de gravedad de la celda elemental 
permanece en reposo mientras los dos átomos de cada celda vibran en oposición de fase. 
En el rango de longitud de onda larga, el movimiento de los átomos es similar en celdas 
vecinas, por lo que el efecto global sobre la red es equivalente a la vibración en oposición 
de fase de las dos subredes cristalinas fcc que determinan la posición de cationes y anio­
nes. La deformación de la celdilla unidad da lugar a un cambio 6Vca( r ) en el potencial 
cristalino proporcional al desplazamiento relativo de las dos subredes, üre/, calculado en
u,ei(n) =  5 2  “<>(«) ( 4  +  Lf}
€
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la Ecuación (3.49). Las constantes de proporcionalidad reciben el nombre de potenciales 
de deformación49,50:
5Vea( f )  =  VDp - ü „ i ( r ) donde VDP =  - ^ ~  . (3.51)OUrei
El Hamiltoniano correspondiente a la interacción electrón-fonón vía potencial de defor­
mación se obtiene sumando la perturbación S V ^ if )  para cada uno de los electrones del 
cristal. Si consideramos los procesos de creación o destrucción de un fonón con vector de 
onda fijo q, el Hamiltoniano de interacción viene dado por:
H d p  =  £ í V " “ (r,)
' r i (3-52)
=  «o Y ,  ^ p ( r )  ■ k - e - ’ ?4  +  e: e!^ d f  .
I
Utilizando paja los electrones el formalismo de segunda cuantización (Ecuación (3.2)), 
obtenemos finalmente para los procesos con creación (if¿p) y destrucción (H^p ) de un 
fonón:
H i p  =  U0 £  é„-. (A', j \VDp ( n  i) ¿x¡¡ d\  ,
A,A1
(3.53)
N¿p  =  «o £  e: • (X',j\VDP( n  i) ¿{.j £ a , ¿ d r  ,
A,A1
donde ef  es el vector de polarización del fonón. Dado que en un proceso Raman de pri­
mer orden q es pequeño y que la interacción es de corto alcance, podemos desarrollar 
la exponencial en serie de Taylor, quedándonos con el término de orden cero en q. Esta 
simplificación nos permitirá estudiar el valor de los elementos de matriz de la interacción 
en la aproximación dipolar. El operador Vdp se transforma como un vector bajo las ope­
raciones de simetría del cristal. Por lo tanto, los elementos de matriz e?- (X,j\VDp(r  )|A, i) 
son proporcionales a:
e ,-(A ',i|r |A ,¿) . (3.54)
En las proximidades del punto T podemos representar los estados electrónicos mediante 
las funciones de Bloch en k «  0 (Tabla 2.1). Las transiciones intrabanda para la banda
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de conducción se anulan por razones de simetría:
(S\r |S> =  (S| V
\ Z /
| 5 ) = 0  , (3.55)
mientras que el acoplamiento entre la banda de valencia y la de conducción es proporcional 
a Uu(q)/ 69 por lo que puede despreciarse en los semiconductores III-V. En la banda 
de valencia, algunos de estos elementos de matriz no se anulan. Su valor se recoge en la 
Tabla 3.3 para estados de las bandas hh y  Ih.
(X'\f\X) 1- 2 ’ 2
1- - I )  
'2 ’ 2
1- I )  
l2 ’ 2 } I" - )  2 ’ 2
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Tabla 3.3: Reglas de selección para la interacción electrón-fonón vía potencial de deformación.
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En esta tabla se han utilizado las abreviaturas:
Dx =  d0{Z\x\Y)  =  d0{Y\x\Z) 
Dy =  d0{X\y\Z)  =  dQ(Z\y\X)  
Dz =  d0(Y\z\X)  =  d0(X\z\Y)
(3.56)
y  do es una constante llamada potencial de deformación del fonón óptico.
A partir de esta tabla se deduce fácilmente que la interacción electrón-fonón vía poten­
cial de deformación, con fonones LO polarizados a lo largo-de la dirección [001], sólo acopla 
los estados vfh con estados de la banda • í -  Este resultado puede resumirse mediante la 
matriz D \  expresada en la base A, Y, Z:
(  o i  o N
DI =dc 1 o o 
0 0 0 y
(3.57)




5 3  4 ' j  ¿ v  ¿í
A,A' • J
(3.58)
donde es la constante de acoplamiento electrón-fonón. Supongamos que el estado 
|A,í) representa un estado electrónico excitado ¿, con un electrón en la banda de con­
ducción c y un hueco en la banda de valencia v (par electrón-hueco), mientras que el 
estado final | A', j) corresponde a un estado j ,  con un electrón en la banda é  y  un hueco en 
la banda v'. En ese caso, la constante de acoplamiento para la interacción vía potencial 
de deformación toma la forma:
(3.59)
donde De =  0 para transiciones intrabanda en la banda de conducción y Dh viene dada 
por la expresión (3.57).
(A',;|De{re)e-"’r‘8v y  -  D h(fh) e ^ 6 c^ \X,i)
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3.2.2 Interacción vía Frohlich
En los cristales polares, las dos subredes cristalinas que los forman tienen carga 
eléctrica de signo opuesto. El movimiento relativo de una subred respecto a la otra origina 
un campo eléctrico macroscópico que se acopla fuertemente a los electrones del cristal. 
En el caso de fonones LO, asociada a este campo aparece una polarización longitudinal 
proporcional al desplazamiento relativo de los átomos28:
Hn - un - ^  Mf) , (M0,
que crea en el punto r el potencial:
Utilizando la definición de urej(r ) (Ecuación (3.49)) y teniendo en cuenta la relación:
, (3.62)
podemos escribir el potencial como:
. (3.63)
La energía que un electrón adquiere por interacción con el potencial $  será sencillamente:
SV‘° =  - e $ ( f )
=  ^  £  S S Í f L Í  e-V ' [¿t +  , (3-64)
f  ^
con la constante de Frohlich definida como:
0, — , ' , , ^ ( - 2 - . - j ^ )  . (3.66)
El Hamiltoniano de interacción Frohlich se obtiene sumando la contribución de cada uno 
de los electrones del cristal al potencial SVla. Finalmente obtenemos:
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Consideremos separadamente los procesos de creación (Hp)  y destrucción (Hp)  de 
un fonón de momento q,  expresado mediante el formalismo de segunda cuantización. 
De forma similar a como se hizo para el potencial de deformación (Ecuación (3.58)), 
puede definirse una constante de acoplamiento electrón fonón en función de la cual el 
Hamiltoniano de la interacción Frohlich toma la forma:
(3.67)
con la constante de acoplamiento:
(3.68)
A diferencia del carácter tensorial de la interacción vía potencial de deformación, la cons-
A
tante de acoplamiento Frohlich es un escalar.
En el caso en que q —* 0, las contribuciones del electrón y el hueco se cancelan entre sí, 
por lo que la interacción Frohlich se conoce también como interacción dipolar prohi­
bida.
3.3 Fonones en pozos cuánticos y superredes
Las propiedades vibracionales de pozos cuánticos y superredes presentan características 
nuevas que han sido estudiadas con gran detalle durante los últimos años. 52,53 La teoría 
que describe las vibraciones de tipo acústico a través de capas de distintos materiales fue 
desarrollada por Rytov en 1955 dentro del marco de una teoría elástica y continua, con la 
intención de analizar la propagación de ondas sísmicas a través de medios estratificados. 
Muchos de los modelos utilizados con posterioridad para estudiar fonones en superredes 
semiconductoras se basan en sus conclusiones.
Las relaciones de dispersión de los fonones en un cristal dependen de las características 
del material que se considere, y en una superred semiconductora están relacionadas con
CptLO
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las propiedades vibracionales de los materiales que la forman. La reducción de la simetría 
traslacional en la superred permite la observación, mediante técnicas ópticas, de modos 
que en los materiales masivos estaban prohibidos. A modo de ejemplo, estudiaremos 
las características de los modos de vibración en un sistema particular, como puede ser 
una superred de GaAs/AlAs, con un pozo de GaAs de anchura d\ y barrera de AlAs 
de anchura ¿2* Los parámetros dinámicos de red de estos materiales (constante de red, 
constante de fuerza) son semejantes, pero la diferencia entre la masa del átomo de Galio 
y la del Aluminio es significativamente grande: el Al tiene una masa de 27 urna frente a 
las 70 urna del Ga.
Consideremos en primer lugar la propagación de fonones acústicos en la superred. Su 
frecuencia es inversamente proporcional a la raíz cuadrada de la densidad del cristal, por 
lo que en su cálculo interviene únicamente el promedio de las masas del Al, Ga y As, ésta 
última con un valor de 75 urna. Como la diferencia de densidades de los materiales del pozo 
y la barrera no es muy grande, las frecuencias de vibración de los fonones correspondientes 
se diferencian únicamente en un 15%. Esta diferencia modifica la dispersión de los fonones 
en la superred respecto a sus constituyentes, pero el cambio es pequeño y puede estudiarse 
mediante teoría de perturbaciones. De esta forma, los modos de vibración acústicos se 
comportan como si se propagaran en un cristal con las características de ambos cons­
tituyentes promediadas. Podremos entonces aprovechar la periodicidad de la superred 
para representar su dispersión en la zona reducida de Brillouin, de longitud 27r/(c?i +  d2). 
En esta representación obtenemos los llamados fonones replegados (folded phonons). La 
perturbación debida a la diferencia de masas da lugar a la aparición de zonas prohibidas 
(minigaps) para un valor del vector de ondas dado por la relación:
7r
q =    —m  con m =  1 ,2 , . . .  , (3.69)
di +  d2
correspondientes ai centro y borde de la minozona de Brillouin. Partes de la rama acústica 
original se se convierten así en ramas “ópticas” de la superred, en el sentido de que su 
frecuencia de vibración no tiende a cero cuando q —* 0. Esta característica permite la 
observación, mediante distintas técnicas espectroscópicas, de regiones de la rama inac­
cesibles en materiales masivos. En condiciones de retrodispersión, las nuevas reglas de
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selección permiten observar los modos replegados con vector de ondas próximo al centro 
de la minizona de Brillouin de la superred, es decir,
2 7T
q =  - ——r- m  con m  =  0 ,1 ,2 ,.. .  (3.70)
di +  02
El caso de las ramas ópticas es diferente. La frecuencia de sus modos de vibración 
es inversamente proporcional a la raiz cuadrada de las masas de Galio y Aluminio. La 
diferencia entre estas masas da lugar a una variación tan grande en la frecuencia de los 
modos ópticos en uno y otro material, que no es posible tratarla mediante teoría de 
perturbaciones. En este caso, los modos de vibración no pueden propagarse a lo largo de 
la superred, sino que se encuentran localizados en cada material (confined phonons).
La clave principal para estudiar correctamente los modos de vibración confinados en 
un pozo cuántico o superred está determinada, por el tratamiento de las condiciones de 
contorno en las interfases. En los últimos años, el problema se ha abordado mediante 
distintos modelos. El modelo electrostático, por ejemplo, impone la continuidad del po- 
tendal electrostático a través de la interfase. Sin embargo, en lo que respecta al patrón 
de vibradones y el potencial electrostático mismo, los resultados que se obtienen están 
en completa contradicción con las conclusiones experimentales59-62 y con cálculos mi­
croscópicos. 55-58 Este primer modelo obtiene la continuidad electrostática a expensas de 
la continuidad mecánica.
De forma alternativa, puede comenzarse con un modelo que parte de una ecuación de 
movimiento mecánica para la amplitud de las vibraciones, 63 e imponer la continuidad 
de las tensiones en la interfase. Este procedimiento conduce a un patrón de vibraciones 
correcto, pero introduce discontinuidades en el potencial electrostático. Ambos modelos 
son claramente incompatibles. Sin embargo, las condiciones de continuidad electrostática 
y mecánica pueden satisfacerse simultáneamente combinando ambas aproximaciones. 65 
Para ello es necesario tener en cuenta el acoplamiento entre los campos mecánicos y 
eléctricos de forma que, en un caso general, los modos longitudinales y transversales 
quedan también acoplados. En el caso particular de un pozo cuántico o superred crecida 
en la dirección [001] y para vibraciones longitudinales con qxy =  (?*, ?y,0) =  0, es posible 
obtener una expresión analítica para el potencial eléctrico y el desplazamiento, tanto
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F ig u ra  3.4: Representación esquemática del replegamiento de la dispersión de un material masivo 
en la zona de Brillouin reducida, para una superred de período d =  2a\ +  2a2 - a i y a2 son los 
parámetros de red de los materiales que la forman. Hay que destacar que para que los fonones 
. ópticos sean de tipo ” replegado” , deben propagarse a través de los dos materiales que forman la 
superred, por lo que la diferencia de masas de los cationes de ambos materiales debe ser mucho 
menor que las del Aluminio y el Galio de las estructuras G aA s/A lA s, en donde serían de tipo  
confinado.
en el caso de modos pares como en el de impares. A continuación desarrollaremos los 
argumentos básicos que conducen a esta expresión. 61,65
En ausencia de cargas libres y despreciando efectos de retardo, el campo y el despla­
zamiento eléctricos deben satisfacer las ecuaciones:
V x ¿  =  0; V- J5 =  0; D  =  eÉ  , (3.71)
donde e es la constante dieléctrica del material, que incluye contribuciones electrónicas 
y vibracionales. Estas ecuaciones indican que el campo eléctrico deriva de un potencial
CT
ÍC011
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escalar $  y el campo D  de un potencial vectorial V, que satisfacen las ecuaciones:
eV 2$  =  0 y £-1 V x V  x V  =  0 . (3.72)
La condición s(o;) =  0 permite obtener las relaciones de dispersión para fonones longitudi­
nales confinados, mientras que e~l =  0 nos da los fonones confinados de tipo transversal.
61 *
Analicemos las características asociadas a los modos longitudinales confinados en una 
capa de anchura d con mayor detalle. Tomando el centro de la capa como origen, podemos 
desarrollar el potencial $  en serie de Fourier:
* (* * )-  E  *+(?>') + ,  (3.73)
con:
$ +(g,F) =  $ +e’^ y'^cos qzz  ,
. . .  (3.74)
r ) =  ^«e’^ '^sen qzz  .A
El vector p representa la posición en el plano perpendicular a la dirección de crecimiento, 
definida como eje z. Teniendo en cuenta que la polarización P  y, como consecuencia, el 
campo electrostático E , son proporcionales al desplazamiento relativo de los átomos, ure/, 
y que E  =  —V $ , el desplazamiento será proporcional al gradiente del potencial. Suponi­
endo que los modos vibracionales están completamente confinados, el desplazamiento se 
anula en la interfase de los materiales que forman la superred. A partir de las componentes 
pares del potencial ($+) obtenemos las condiciones:
c o s ^  =  0 ,
sen2^  =  0 .
Estas ecuaciones no pueden satisfacerse simultáneamente salvo en el caso qxy =  0, para el 
que obtenemos los valores posibles de qz:
7r
qz =  —m; con m  =  2 ,4 ,6 , . . .  (3.76)
d
Si consideramos fonones excitados por interacción con la luz, aún cuando qxy sea distinto
de cero, su valor será mucho menor que ir/d  en las superredes más usuales (d 100
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Á). Por lo tanto, de las condiciones de contorno que acabamos de deducir, la segunda 
es más fuerte que la primera, que deberá satisfacerse mediante la mezcla de otros modos 
alrededor de la interfase. Aplicando los mismos argumentos sobre los coeficientes impares 
del desarrollo de Fourier obtenemos:
x
qz = - m \  con m  =  1 ,3 ,5 ,.. .  (3.77)
En la Figura 3.5 se representan de forma esquemática el potencial y el desplazamiento
mm  = 1 2
m ¿m 3
F ig u ra  3.5: Representación esquemática del potencial electrostático $  y del desplazamiento
mecánico ure¡ para distintos modos ópticos confinados. 61
relativo para distintos valores de m. En las gráficas puede observarse claramente que en 
las interfases las condiciones de contorno- satisfechas corresponden a urei =  0, y que el 
potencial debe ser máximo en esos puntos.
Un desarrollo detallado de la teoría que acabamos de esbozar65 permite obtener, en el 
caso qxy = 0, una expresión analítica para el Hamiltoniano de interacción electrón-fonón 
que cumple las condiciones de contorno electrostáticas y mecánicas. Cuando qxy <C /<f,
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aunque la expresión exacta no es analítica, puede sustituirse por una función que satisface 
las condiciones de contorno de forma aproximada.
El resultado final para el Hamiltoniano de interacción electrón-fonón en el formalismo 
de segunda cuantización toma la misma forma que antes:
S e p  =  £  S*i c [ , .  h , i  { d l + d - f }  , (3.78)
pero la constante de acoplamiento tiene un nuevo valor. 64,65 Paxa la interacción vía 
poten cia l de deform ación se obtiene:
QA J _
0 A,« — 2a0
( \ ' J \ D e(re)uz(ze) e~'qxy'p*5vy  -  D h(fh)uz(zh)e Wiy’p'‘óc,c'|A, i) (3.79)
mientras que para Frohlich tendremos:
s x f  =  -  * ,(* » )  i) (3.80)
Como hemos visto antes, la componente qz del vector de ondas está cuantizada y toma 
los valores irm/d. La constante Cq se define como:
C. = .I— CF (3.81)
y la dispersión de los fonones se obtiene a partir de la relación:
(3.82)
donde /? es una constante con unidades de velocidad (¡3 «  103 — 104 m /s). A partir de 
este Hamiltoniano y haciendo tender la anchura d de la capa semiconductora a infinito, 
obtenemos correctamente el caso límite correspondiente a materiales masivos. 64
El potencial $g{x) y el desplazamiento uz de las Ecuaciones (3.79) y (3.80) vienen 
dados por:
e9x»zsenh
$ + (— m) =  (—1)T eos ^ z  — e qsy* cosh qxyz
e“^yzsenh qxy \
z < -  §
— -  < z  <  -  2 2
\ <Z
(3.83)
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donde m =  2 ,4 ,6 , . . .  (modos pajes). A los modos impares les corresponden las compo- 
nentes impares del potencial:
,7T
”») =  4
eqi',x cosh íxy2
(—l ) 2 1^ sen -f e~qxv* sinhq^z
z  <  —-  N  2
- f  < Z <  f  
§ <  z
(3.84)
—e9*»* cosh
y derivando esta expresión se obtiene la componente z  del desplazamiento que, por sim­
plicidad, escribimos paira qxy =  0:
u2(z) =
0
( - l j ^ s e n s f s
M > i
- l < z <  §
(3.85)




, [ (“ 1) 2 eos zf-z 
si Tíi — 1 ,3 ,6 , .. . .
Este resultado está de acuerdo con distintos cálculos microscópicos55-58 y la simetría 
de los modos de vibración obtenidos coincide con los resultados experimentales. 23,62
C apítulo 4
D ispersión Ram an por fonones
La dispersión Raman consiste en la dispersión inelástica de la luz debida a la creación 
(Stokes) o destrucción (anti-Stokes) de una excitación en el sistema. Las excitaciones 
del material que pueden intervenir en este proceso son, entre otras, fonones, plasmones, 
magnones, fluctuaciones de carga o. de spin, etc. Sin embargo, por razones históricas, 
es frecuente en la literatura referirse con el nombre de efecto Raman a la interacción 
inelástica de la luz con los fonones ópticos, mientras que el proceso mediado por fonones 
acústicos recibe tradicionalmente el nombre de dispersión Brillouin. En este trabajo nos 
limitaremos al estudio de la dispersión Raman por fonones ópticos.
En la Figura 4.1 se muestra un espectro típico de radiación recogido en un experimento 
Raman. La luz incide con energía Uujl y polarización e i y en la radiación de salida se 
observa que, además de la resonancia correspondiente a la dispersión elástica (dispersión 
Rayleigh), aparecen otras dos líneas cuya distancia a la línea central coincide con la energía 
de un fonón de frecuencia fi. El fotón dispersado de energía Hu>s =  1íwl — corresponde 
a un proceso Stokes (creación de un fonón en el cristal), mientras que la línea de menor 
intensidad, de energía %us =  fiuL +  hQ, corresponde a un proceso anti-Stokes (destrucción 
de un fonón). Los procesos anti-Stokes sólo son importantes a temperaturas relativamente 
altas, para las que el número de fonones excitados en el cristal es considerable. A partir de 
un estudio de la forma, intensidad y posición de la línea Raman, así como de la polarización 
de la luz incidente y dispersada, es posible obtener información sobre las excitaciones que
81
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A N T I - S T O K E S STOKES
I—I
F ig u ra  4 .1 : Representación esquemática de un espectro Raman Stokes y anti-Stokes. La reso­
nancia centrada en h u í  se debe a la dispersión elástica de la luz incidente (dispersión Rayleigh).
intervienen en el proceso y sobre los distintos mecanismos de dispersión. En este trabajo 
nos ocuparemos de la dispersión Raman mediante fonones ópticos longitudinales (LO), 
cuya energía se encuentra en el rango de unas decenas de meV.
La intensidad de la línea Raman es una función de la energía de la radiación incidente. 
Cuando la energía del fotón, TtoJL, se aproxima a un punto crítico en la primera zona de 
Brillouin, se produce un aumento resonante de la intensidad de la línea Raman. En este 
capítulo estudiaremos con detalle el proceso de dispersión Raman resonante, definiendo la 
eficiencia de la dispersión como una medida de la intensidad de la línea Raman. Veremos 
que durante el proceso de dispersión se produce la excitación de estados electrónicos vir­
tuales que se dispersan por su interacción con los fonones del cristal. Nos concentraremos 
en los procesos Stokes de primer y segundo orden.
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4.1 Eficiencia de la dispersión Raman
Si en el proceso de dispersión interviene únicamente un fonón, hablaremos de dispersión 
Raman de primer orden, y en el caso de que haya dos o más fonones dispersados tendre­
mos procesos de orden superior (multi-fonón). Centrémonos primero en un proceso de 
primer orden tipo Stokes, Durante la dispersión debe conservarse la energía:
Tuül =  Uus +  hujj . (4.1)
Los índices L y S hacen referencia a la radiación incidente y dispersada respectivamente, 
mientras que j  se refiere al fonón dispersado.
Al mismo tiempo, debido a la invariancia de traslación característica de la estructura 
cristalina, el vector de ondas también se conserva. En general:.
kl =  «5 +  5  +  G , (4*2)
donde G es un vector de la red recíproca. En un semiconductor a baja temperatura los 
procesos con (5 =  0 son los más probables. 31
En un experimento de dispersión Raman, la energía de la luz incidente se encuentra 
comprendida típicamente entre 1 y 3 eV. La energía de los fonones, de unos pocas decenas 
de milielectronvoltio en el caso de fonones ópticos, es despreciable frente a la energía de 
los fotones que intervienen en el proceso. Para este rango de energía, el momento de la 
luz:
«. =  —  ; i =  L ,S  , (4.3)
C
es del orden de 106 cm_1, una cantidad asimismo despreciable frente a la extensión de 
la zona de Brillouin, 2t / clq «  108 cm"1. Por esta razón, en general es posible hacer la 
aproximación dipolar, tomando kl «  ks «  0. En la geometría de retrodispersión (Figura 
4.2), en la que «  — «s> el vector de ondas del fonón cumple la relación:
q «  2kl «  0 , (4.4)
lo que significa que mediante dispersión Raman de primer orden sólo es posible excitar 
fonones cercanos al punto T de la zona de Brillouin.
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F ig u ra  4 .2: Radiación incidente y dispersada en el sólido en un experimento realizado en confi­
guración de retrodispersión.
A
Consideremos ahora un proceso de orden superior (multi-fonón) en el que intervienen 
dos o más fonones. Las ecuaciones de conservación de la energía y momento son ahora:
hfjüL = hus + ÜUj ,
j (4.5)
«L =  *5 +  2 ^ #  ,
J
con lo que la ecuación (4.4) se transforma en:
E, s  ^ 0 • (4-6)
j
Por lo tanto, en un proceso multi-fonón los vectores de onda de cada uno de los fonones
pueden abarcar toda la zona de Brillouin, con el único requisito de que su suma sea
aproximadamente cero.
El mecanismo de dispersión de la luz por medio de fonones puede comprenderse de 
forma sencilla considerando las características macroscópicas del medio dispersivo. 51 Los
4—►
semiconductores tienen una susceptibilidad X elevada, por lo que el campo eléctrico de la 
radiación incidente:
É  =  e£,£ o «,'(*i 'r'- ,-‘ 0 , (4-7)
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induce una fuerte polarización en el medio:
P  =  £0 X É  . (4.8)
Al vibrar, los fonones alteran periódicamente la posición de equilibrio de los átomos, 
modulando la susceptibilidad a través de las fluctuaciones espaciales y temporales de la 
posición:
Uj =  n0e'V ' - Uit> . (4.9)
Hay casos en los que la simetría de los fonones es tal que no modifican el valor de la 
susceptibilidad, al menos a primer orden. Entonces se dice que los modos de vibración no 
son activos Raman. Sin embargo, en general será posible desarrollar la susceptibilidad en 
serie de Taylor de potencias de Uj quedándonos con el primer orden del desarrollo:
*■**■* d  X  , x
x = X o + d ^ u’ • (4-10)
A
El primer sumando del desarrollo da lugar a una polarización que oscila con la misma 
frecuencia que la radiación incidente (ver Ecuación (4.8)) y contribuye a la dispersión 
elástica de la luz (dispersión Rayleigh). En el siguiente término, las vibraciones de los 
átomos se reflejan en la polarización a través de la modulación de la susceptibilidad a la 
frecuencia de vibración del fonón, tovk:
4-*
P  =  U0£0 E0 (4.11)
ouj
El momento dipolar resultante conduce a la emisión de luz de frecuencia uílíluj y vector de 
ondas ±  q dependiendo de que se trate de un proceso Stokes (—) o anti-Stokes (+)• De
esta forma recuperamos la conservación del momento y de la energía que comentábamos
al inicar el capítulo.
La magnitud que se utiliza usualmente para caracterizar los procesos de dispersión 
Raman es la eficiencia de dispersión, que desde un punto de vista macroscópico tiene 
el significado de potencia dispersada por unidad de longitud, dirigida hacia un ángulo 
sólido d d s  y con frecuencia comprendida entre u>s y +  dus t normalizada a la potencia 
incidente (Figura 4.3):
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F ig u r a  4 .3: Magnitudes macroscópicas que intervienen en la eficiencia de dispersión Raman.
(P S  d P  1 1
(LüsdQs Pl L duJsdUls
(4.12)
siendo L una longitud típica del volumen en el que se produce la dispersión.
Por otra parte, desde el punto de vista microscópico un proceso de dispersión Raman 
puede interpretarse como una transición desde un estado iniciad |/) ,  en el que el sistema 
electrónico del cristal está en su estado fundamental y existe un fotón de momento « ¿ y  
polarización e^, a un estado final |jF), en el que el sistema electrónico vuelve a estar en su 
estado fundamental, pero se ha modificado el estado vibracional del cristal, a la vez que 
el fotón incidente se sustituye por un fotón dispersado de momento ks y polarización es. 
Si llamamos V f i  a la probabilidad por unidad de tiempo de que se produzca la transición 
|/)  —► \F), el número de fotones dispersados con vector de ondas comprendido entre «s y 
¿s +  d?Ks por cada fotón incidente y por. unidad de longitud recorrida en el cristal será:
dNs = - T ' P n j ^ í í í  , (4-13)
uLjr ' (2 jt)3
donde ul = c/ t]l es la velocidad del fotón incidente en el cristal con índice de refracción
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tjl. Teniendo en cuenta que ks =  Vs^s/c  podremos escribir el elemento diferencial como:
d3^  =  u 2s dtisdus  , (4-14)
En un experimento Raman se analiza únicamente el número de fotones recogidos en el 
ángulo sólido dQs en un determinado intervalo de frecuencia de la radiación dispersada 
por lo que en la ecuación (4.13) la suma debe extenderse al resto de números cuánticos que 
determinan el estado final del sistema, es decir, a todas las configuraciones vibracionales 
de la red que no pueden discriminarse experimentalmente (Fj),
De forma equivalente, podemos expresar la ecuación (4.13) en términos de energía de 
los fotones dispersados por energía del fotón incidente:
d S = ^ - d N s . (4.15)
hU>L
Desde el punto de vista microscópico el proceso queda caracterizado por medio de la 
eficiencia de dispersión por unidad de ángulo sólido, energía dispersada y longitud:
cPS V  Mgfrrá
d u sd tls  (2t t )3 v l  c 4
. (4.16)
Fj
Los resultados experimentales se expresan representando la eficiencia de dispersión para 
una determinada configuración en función de la radiación incidente o de otras variables 
continuas del sistema (perfil de resonancia).
La probabilidad por unidad dé tiempo para un proceso de dispersión Rñman puede 
obtenerse utilizando la regla de oro de Fermi. 67 En general tendremos:
O-ir
V f i  =  y  \WF1\2 6(ñwL -  hus  -  £  M  - (4-17)
i
donde aparece de forma explícita la conservación de la energía en el proceso de dispersión. 
W f i  es la amplitud de probabilidad para la transición del estado inicial |7) al estado final 
|F),  que obtendremos mediante teoría de perturbaciones. Para comparar los resultados 
teóricos con las medidas experimentales usuales para la eficiencia de dispersión Raman es 
necesario integrar la expresión (4.16) al rango de frecuencias de la radiación dispersada 
estudiado en el experimento. Llevando a cabo esta integral y utilizando la Ecuación (4.17),
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obtenemos la eficiencia de dispersión por unidad de ángulo sólido y unidad de longitud, 
que será la cantidad que utilizaremos para caracterizar el proceso de dispersión Raman:
dS u LUs VlVs y
düs  (2x)J c4 (huLy £  i^ i5 (4-18)
4.2 Dispersión Raman de primer orden. Amplitud 
de probabilidad
Consideremos conjuntamente el sistema formado por fotones, fonones y electrones. El 
Hamiltoniano de este sistema será:
H =  H0 +  HI , (4.19)
donde H q =  H r  +  Hp  +  H e  es el Hamiltoniano que describe la evolución libre de fotones, 
fonones y electrones.y ifj  =  H e r  +  H e p  representa las interacciones electrón-radiación y 
electrón-fonón.
Desde el punto de vista de la teoría de perturbaciones, la dispersión Raman por un 
fonón LO es un proceso de tercer orden. La amplitud de probabilidad correspondiente 
puede escribirse como:
"'"-g (ü,-*,)(«.-6) ' <4'M)
donde la suma recorre todos los autoestados de H q . En el estado inicial tendremos un 
fotón (ujl, « l ,  ¿ l), el sistema electrónico se encuentra en su estado fundamental y habrá 
n(üJio) fonones de frecuencia cjlo, siendo t i(ulo)  el número de ocupación de los fonones 
LO. En el estado final tendremos un fotón (u>5 , «5, es), ti(u;lo) +  1 fonones de frecuencia 
(jJeo y el sistema electrónico vuelve a su estado fundamental. Estos estados inicial y final 
pueden representarse de forma simbólica como:
1-0 =  |lL ,0 s ;n (w LO);0 ) ,
(4.21)
\ F )  =  |0l,1s;ti(ü;lo) +  1; 0) .
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Introduciendo el valor de H¡ en la Ecuación (4.20), se obtienen seis contribuciones dife­
rentes. No obstante, en condiciones de resonancia (E¡ próximo a Ea¿)  todos los términos 
menos uno pueden despreciarse, y la amplitud de probabilidad se simplifica:
ttt =  v -' *s;n +  11 Q | n +  1, /?)
FI “ j (ñus -  Ep +  *T¿)
x  (Q¿»Qs?n +  ljOlffEplOLiOgt^tt) (4.22)
(Kul — Ea +  ¿ra) 
x (0¿, Os; n; 01^^11^,05,71, a) .
Si hacemos actuar al Hamiltoniano H e p  sobre el estado del fonón, obtendremos el factor 
y/n{<jJLo) +  1- Manteniendo en la notación únicamente los estados que caracterizan al 
sistema electrónico, el resultado puede escribirse de forma más compacta como:
(4.23)
Por lo tanto, el proceso de dispersión Raman de primer orden puede representarse 
mediante tres pasos sucesivos:
1. El fotón incidente se absorbe, creando un par electrón-hueco en el estado intermedio
Ia )-
2. Debido a la interacción electrón-fonón, bien el electrón o bien el hueco se dispersan, 
emitiendo un fonón y pasando al estado \¡3).
3. El par electrón-hueco se recombina, emitiendo un fotón dispersado.
En cada una de las interacciones se conserva la cantidad de movimiento, pero la energía se 
conserva únicamente en el proceso global de dispersión. Estos tres pasos pueden resumirse 
en los diagramas de Feynman de la Figura 4.4.
En general, el par electrón hueco, excitado tras la absorción de un fotón de energía haj ,^ 
corresponde a un estado virtual del cristal, es decir ^  Ea. No obstante, puede darse 
el caso de que estas dos energías coincidan, con lo que el par electrón-hueco será real. En 
estas condiciones se produce un aumento resonante en la eficiencia de dispersión Raman, 
que puede comprenderse de forma cualitativa con ayuda de la relación de incertidumbre
(hus — Ep +  tYp)(huiil — Ea +  ir a)
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fleo i
H er H er
H ep
( b )
-   -------------— Fotón
Fonón
E l e c t r ó n
Hueco
F ig u ra  4 .4: Diagramas de Feynman de un proceso Raman de primer orden con emisión de un 
fonón. (a) Se dispersa el electrón, (b) Se dispersa el hueco.
A
de Heisenberg. 69 Según esta relación, el tiempo de vida media de un par electrón-hueco 
virtual en el cristal será tanto mayor cuanto menor sea la diferencia h u í  — Ea. Por otra 
parte, cuanto mayor sea el tiempo de vida media del par, mayor será la probabilidad 
de que interaccione con un fonón, dispersándose a otro estado. Esto explica el aumento 
resonante de la eficiencia Raman en las proximidades de las transiciones interbanda. La 
situación que acabamos de describir corresponde a una reso n an c ia  de e n tra d a , puesto 
que es el fotón incidente el que coincide con una transición interbanda perm itida en el 
cristal. Analizando le Ecuación (4.23) vemos que en estas condiciones el segundo factor 
del denominador adquiere su valor mínimo. Otra forma de alcanzar las condiciones de 
resonancia se consigue cuando el par electrón-hueco dispersado es real, es decir hu>s = Ep. 
En ese caso obtendremos una reso n an c ia  de salida. Finalmente, existe la posibilidad 
de que en un determinado proceso las resonancias de entrada y de salida se produzcan 
simultáneamente (dob le  reso n an c ia ). Los dos estados intermedios |a) y \/3) serán rea­
les, lo que dará lugar a un incremento de la eficiencia Raman mucho mayor que en el 
caso de resonancia simple. Por supuesto, para que estos procesos sean observables la
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transición tiene que ser permitida, es decir, los tres elementos de matriz que aparecen 
en el numerador de la Ecuación (4.23) deben ser distintos de cero. En la Figura 4.5 se
(c)
F ig u r a  4 .5: Representación esquemática de distintos procesos Raman de primer orden en condi­
ciones de resonancia, (a) Resonancia de entrada, (b) Resonancia de salida, (c) Doble resonancia. 
Las transiciones resonantes se han representado mediante una línea continua.
representan esquemáticamente tres procesos resonantes diferentes en la dispersión Raman 
de primer orden. Las dobles resonancias en este tipo de procesos (DRRS) fueron obser­
vadas hacia mediados de los años 80 en una muestra constituida por pozos cuánticos de
G aA s/A U G a^A s. 72' 74
Para que la dispersión Raman doble resonante vía Frohlich tenga lugar, es necesario 
elegir la concentración de aluminio y la anchura del pozo de forma que la separación
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entre los estados confinados hhl y hh3 coincida con la energía de un fonón. En la Figura 
4.6 se representa esqemáticamente este proceso para un pozo cuántico de GaAs/AlAs. 
Cuando un fotón de energía hu/jr =  E g +  £ 3/1/1 +  E \e incide sobre la muestra, crea un par 
electrón-hueco real. A continuación, el hueco interacciona con un fonón vía Fróhlich y es





F ig u r a  4 .6 : Representación esquemática de un proceso de dispersión Raman doble resonante 
inducido vía Fróhlich en un pozo de G aA s/A lA s. La transición doble resonante tiene lugar entre 
los estados h h l y hh3 de la banda de valencia, resaltados en trazo grueso. En la figura se incluyen 
únicamente los estados confinados más significativos.
dispersado a la subbanda lhh . Finalmente, el par electrón-hueco se recombina, emitiendo 
un fotón de energía Kljs =  Eg +  £i/iA +  £ ie. Como la diferencia de energía entre los estados 
hhl y hh3 coincide con lo energía de un fonón, el segundo estado intermedio es también 
un estado real, y la doble resonancia tiene lugar.
En la Figura 4.7 se ha representado un proceso similar, mediado esta vez por la
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F ig u r a  4 .7: Representación esquemática de un proceso de dispersión Raman doble resonante vía 
potencial de deformación en un pozo de G aA s/A lA s. La transición doble resonante tiene lugar 
entre los estados h h l  y Ih 1 de la banda de valencia. En la figura se han incluido únicamente los 
estados confinados más significativos.
interacción electrón-fonón por potencial de deformación. En este caso, la muestra debe 
diseñarse de tal forma que la diferencia de energía entre las subbandas hhl y Ihl de la 
banda de valencia coincida con la energía de un fonón. El fotón incidente crea un par 
electrón-hueco de energía Eg +  Euh +  E u . A continuación el hueco emite un fonón de 
frecuencia htoio =  E\hh — Euh y se dispersa a la subbanda 1 hh, emitiendo finalmente un 
fotón de energía hus = Eg + E\hh +  E \a.
También han sido observadas dobles resonancias en un proceso Raman de primer orden 
utilizando presión uniaxial. 76 Al aplicar presión uniaxial en la dirección [001] sobre un 
semiconductor como el GaAs, se consigue romper la degeneración de las bandas hh y Ih en
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el punto T de la zona de Brillouin, y para un valor determinado de la presión la diferencia 
de energía entre estas dos bandas es del orden de un fonón LO. La interacción electrón- 
fonón vía potencial de deformación acopla las bandas Ih y hh, por lo que, eligiendo la 
configuración de polarización adecuada, estaremos en condiciones de observar la doble 
resonancia. Es posible también utilizar campos eléctricos o magnéticos para variar la 
energía de las bandas de forma continua y llegar a las condiciones de doble resonancia.
7 ,8,91
Finalmente, la eficiencia Raman se suele expresar en función de la polarizabilidad 
Raman a:
/72C *2
I2 , (4.24)3 VS=  usu Ldusdtls Vl ^ loVcM*
donde Vc representa el volumen de la celda elemental. Comparando esta expresión con la
Ecuación (4.16) junto con la probabilidad *Prz (Ecuación (4.17)) obtenemos:
y v 2
a =  —  y/2wL0 VCM- - ¿ z z -  WFi(q, Ss , SL) . (4.25)
u>L h3,22ir*
Las reglas de selección asociadas a un determinado mecanismo de dispersión pueden 
estudiarse escribiendo la polarizabilidad en función del tensor Raman:
(4.26)
En un proceso de dispersión de un fonón LO en condiciones de retrodispersión sobre la 
superficie (001) de un semiconductor III-V, la componente z  del tensor Raman toma la 
forma:
R l o ,d p = o-d p  0 0
0 0 0
para la interacción vía potencial de deformación, y:
(4.27)
R l o ,f = (4.28)0 flf 0
^ 0  0 GLp j
si la interacción es vía Fróhlich, donde aop y clf son las polarizabilidades correspondientes 
a dichos procesos.
C apítulo 5
D ispersión Raman resonante de 
prim er orden con 
cam po m agnético intenso: 
Sem iconductores m ásicos
En muchos experimentos de espectroscopia Raman, a la hora de interpretar un espectro 
y obtener información sobre la muestra no es suficiente comprender cualitativamente los 
mecanismos de dispersión. En un sistema complejo, como puede ser un semiconductor 
sometido a la acción de un campo magnético, se obtienen un gran número de resonancias 
de distinta intensidad para cuyo análisis es necesario desarrollar un modelo teórico que 
tenga en cuenta los diferentes mecanismos de interacción electrón-fonón. 9
En este capítulo, calcularemos la eficiencia de dispersión Raman en el caso de un semi­
conductor sometido a la acción de un campo magnético intenso en la dirección [001]. Para 
ello nos basaremos en el modelo propuesto por Trallero-Giner et al., 9 y procederemos al 
cálculo en dos pasos sucesivo. En primer lugar, aproximaremos la estructura de bandas 
del semiconductor mediante un modelo de tres bandas parabólicas. La simplificación que 
supone considerar las bandas en el contexto de un modelo parabólico, permite compren­
der con mayor facilidad las reglas de selección implicadas en el proceso de dispersión y
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la posibilidad de dobles resonancias inducidas por la acción del campo magnético. En el 
cálculo tendremos en cuenta una posible anisotropía de las bandas de valencia, hecbo que 
no se consideró en el modelo parabólico desarrollado en la Ref. 9 y que es característico 
de los semiconductores III-V. Posteriormente, generalizaremos los resultados incluyendo 
la complejidad de las bandas de energía mediante el Hamiltoniano de Luttinger y com­
pararemos los resultados obtenidos en ambas aproximaciones. Describiremos los estados 
electrónicos intermedios mediante pares electrón-hueco sin correlacionar, introduciendo 
posteriormente una corrección excitónica a la energía. Los resultados se utilizarán final­
mente para analizar la dispersión Raman en semiconductores III-V, particularizando al 
caso del GaAs en las proximidades del punto Eq.
Este modelo se desarrolla con la intención de comparar el resultado con los espectros 
de magneto-Raman de materiales másicos y al mismo tiempo nos servirá de base para la 
comprensión del modelo bidimensional que estudiaremos más adelante.
5.1 Modelo parabólico
Como vimos en el Capítulo 4, el Hamiltoniano total del sistema formado por el sólido 
y el campo de radiación puede escribirse como suma de tres contribuciones:
H  = H0 + H er  + Hep  , (5.1)
donde H e r  y H ep  son los Hamiltonianos de interacción electrón-radiación y electrón- 
fonón respectivamente. Hq es el Hamiltoniano sin perturbar que engloba la energía de 
los electrones en el crismal bajo la acción del campo magnético, junto con la energía de 
fonones y fotones. Utilizando los resultados obtendos en los Capítulos 2 y 3, podemos 
escribir este Hamiltoniano en función de los operadores de creación y destrucción de las 
distintas partículas:
Hq =  Y^  +  2 ) +  ^ 2  +  9) +  X ]  +  2 ) ’ (5*2)
K,c q j A,i
donde a\ - y dj  - son los operadores de creación de fotones y fonones respectivamente, con 
la misma notación utilizada en el capítulo anterior. c* ,• es el operador de creación de un
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electrón en la banda i con número cuántico a  y energía EQti.
En el contexto de la aproximación de la función envolvente y considerando bandas 
parabólicas, las energías Ea,i se obtienen como autovalores del Hamiltoniano (2.48) del 
electrón en un campo magnético. En el gauge de Landau se tiene:
' h2 d 2 h2 d2 h2 d2 M B  d
\
2mxyi dx2 2mxyi dy2
+
2mZ{ dz2 m xyi dy
* +  — g¡SZB  =  Ea¿<f>Qti ,
2,771 Xyi
donde hemos sustituido la masa del electrón libre por la masa efectiva del electrón en la 
banda ¿, teniendo en cuenta una posible anisotropía en la dirección z respecto al plano 
xy. g* es el factor de Landé efectivo del electrón en la banda i. El número cuántico 
a  incluye el número cuántico de Landau del estado de la banda correspondiente, las 
componentes del vector de onda ky =  py/h  y kz =  pz/% así como la tercera componente 
del spin h m s =  ázh/2.
Como solución de la Ecuación (5.3) obtenemos la energía y la función envolvente de 
cada estado (Ecuaciones (2.49), (2.50), (2.51) y (2.52)):
H2k2. 1
^Ni ,kZi ,m Jf- =  2^   ^ 2  ^ PBgiTftsiB j
1 z’ Í5.4)
uNi(x - X o i ) x ( m SÍ) ,
donde xq,- =  X2kyi dependiendo de que se trate de electrones (—) o huecos (+). u;Ci =
e B / m xyi es la frecuencia ciclotrónica del electrón en la banda i y A =  y/%leB el radio de 
su órbita.
Para calcular la eficiencia de dispersión Raman en presencia de un campo magnético 
utilizaremos un modelo de tres bandas: una banda de conducción, c y dos bandas de 
valencia que se corresponden con las bandas de huecos pesados (v^h) y huecos ligeros 
(vih). Partiremos de la ecuación (4.23) que nos da la amplitud de probabilidad de la
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transición del estado inicial |7) al estado final IF):
w „  -  V ^ T T T  £  ' , (5.5)
"  (Hüjs — Ep +  tTp)(hujL — Ea +  tVQ)
La suma se extiende a todos los estados electrónicos intermedios |a) y |/?), que considerare­
mos como pares electrón-hueco. En el estado inicial, los electrones ocupan completamente 
la banda de valencia. Por interacción con el campo de radiación se produce la absorción 
de un fotón de frecuencia vector de onda kl y polarización ¿ i, creándose un par 
electrón-hueco virtual (estado |a)). La función de onda del par electrón-hueco se obtiene 
como producto de las funciones de onda del electrón (e) y del hueco (h) en la banda 
correspondiente, y la energía del par será la suma de sus energías individuales:
Ea =  E1 +  ^ í- +  ^ ^ !:- +  nuc,(N, +  b  +  huCh(Nh +  h  +  iiBB{g¡m,,+g'hm ,k) , (5.6)
¿TClz€ ¿77lZh ¿ ¿
Ia ) =  y U I e '{kveS+kxe2)e t(*y'»y+*''»z) u Ne(x  -  x 0e)u Nh(X -  s 0f c ) x ( ™ » jx ( ™ s j |c , i / )  f (5 .7 )
siendo Eg la energía prohibida entre la banda de valencia y la de conducción. Las funciones 
|c) y |u) representan la parte periódica de las funciones Bloch (Tabla 2.1). Utilizando la 
Ecuación (3.14) en la aproximación dipolar (« «  0) y la función de onda definida en 
la Ecuación (5.7), obtemos los elementos de matriz de la interacción electrón-radiación. 
Para la absorción del fotón incidente se tiene:
(a | i f ¿ R |° )  =  ^ V { A S l 5
y para la emisión del fotón dispersado:
(5.8)
1 6 / 27v% *(0|#Efll/?> = ^ V ^ S's 'P SWÍ - (5-9)
donde hemos tenido en cuenta la ortogonalidad de las funciones de onda del oscilador 
armónico en la aproximación dipolar.
El elemento de matriz de la interacción electrón-fonón correspondiente a la emisión de 
un fonón se obtiene a partir del Hamiltoniano
=  4 (5-1Q)
x,x>
5.1. MODELO PARABÓLICO 99
deducido en el Capítulo 3 (Ecuaciones (3.58) y (3.67)). El conjunto de números cuánticos 
de nuestro problema es ahora |¿) =  |Ne, Nhl kyei Jcyh, kZe1kZh,m Se, m afl) con un electrón y 
un hueco en las bandas c y v respectivamente (|A) =  |c, t/)). La constante de acopla­
miento f  depende del tipo de interacción que consideremos (potencial de deformación 
o Fróhlich). Estudiaremos el espectro Raman que se deriva de cada uno de estos procesos 
por separado.
5.1.1 Interacción vía potencial de deformación
Para calcular el elemento de matriz de la interacción electrón-fonón vía potencial de 
deformación, partiremos de la expresión (3.59) para la constante de acoplamiento del par 
electrón-hueco con el fonón:
Si'f(q)  =  ^  (A ',j|í)e(re) e - ’” *5„v  -  |A, i) . (5.11)
¿CLq
Según vimos en el Capítulo 3 (Tabla 3.3), la interacción vía potencial de deformación 
sólo acopla bandas de valencia diferentes (hh± <-* Ih.*) y el elemento de matriz de la 
interacción para un estado de la banda de conducción, (c|De(re)|c), se anula por razones 
de simetría. Por lo tanto, el proceso de dispersión tiene lugar exclusivamente en la banda 
de valencia. Utilizando la función de onda (5.4), sus elementos de matriz vienen dados 
por:
( X J \ H e p \Xi *) =  — . SKh¿vh-?vSk*h’k*h-?* (5.12)
x J  uN'h(x -  x'Qh)e iqxXuNh(x -  xoh)dx  , 
donde D v¡ =  (v\Dh\v') y la integral tiene solución analítica:
f  uN'h(x -  x'Qh) e~'qxX uNh(x -  xofl)dx  =  e~'x2q*(kvh~32 )K NhtN¡i( - \ q yi -Xqx) . (5.13)
J  —OO
cuyo valor depende de la función K nim(p) definida como100:
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con p =  (psiPy) y  <t> =  arctan(^). Las funciones L™(x) son los polinomios de Laguerre. 
1°1 Introduciendo el valor de los elementos de matriz (5.8), (5.9) y (5.12) en la Ecuación 
(5.5), obtenemos la expresión final de la amplitud de dispersión:
WFI =  yW a-to) I 1 e2- 2xh y  • ?>■') -D:; fa-fe* • p\c)
47T£0 rn l  4 ^  V v s V W ^ s ^ l  2 a 0
x y -  K hji( - X gy, - \ qi)Sq,,0S„fi (5‘15)
+  hü,'i (N  +  |  -  h i ) ) { ^ ¡  +  *ücj(N +  i  -  fis¡)) ’
donde los índices i, j recorren las bandas de valencia y hemos utilizado las abreviaturas:
i
fiwns) ~  Eg„ -  +  g'ki)m,' +  irk . .
P LES F* = -----------------------------------^ ---------------i --------------------- , k  =  i , j  . (5.16)
pZk es la masa reducida del par electrón-hueco en la banda k correspondiente a la dirección 
z  y  wCk =  e B / f ! ^ .
Para obtener la expresión (5.15) se ha tenido en cuenta la conservación del spin y la 
aproximación dipolar, tomando /c¿ «  ks ~  0. Como indican los índices de la función K  en 
la Ecuación (5.15), el nivel de Landau se conserva durante la transición. Esto es debido a 
que, tanto en el proceso de absorción como en el de emisión de un fotón (Ecuaciones (5.8) 
y (5.9)), el nivel de Landau de la banda de valencia y de conducción deben coincidir. El 
hecho de que el electrón se mantenga en el mismo estado durante la dispersión determina 
que el nivel de Landau de la banda de valencia también se conserve, como queda reflejado 
en el diagrama de Feynman representado en la Figura 5.1.
A bajas temperaturas, el número de fonones en el cristal será pequeño, y podremos 
simplificar la expresión (4.23) de la amplitud de probabilidad del proceso Raman tomando 
M ^lo) ~  0. Realizando las sumas en las componentes ky y kz del vector de ondas de 
forma explícita, es posible obtener una expresión compacta de la eficiencia de dispersión. 
Los valores de ky están limitados por la condición de que el centro de la órbita ciclotrón 
debe encontrarse en el interior del cristal. Mediante la Ecuación (2.53) evaluamos en el 
Capítulo 2 el número de estados con ky diferente, y la suma sobre ky vendrá dada por:
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N , Ky, Kz
flCO fleo
N , - K y - q y , - K z - q z
fleo
F ig u ra  5.1: Diagrama de Feynman de un proceso de dispersión Raman resonante de primer 
orden en presencia de un campo magnético. Para la interacción electrón fonón por potencial de 
deformación, la dispersión del fonón se produce únicamente en la banda de valencia.
Debido a la conservación del vector de ondas, durante el proceso de dispersión se crean 
únicamente fonones muy próximos al centro de la zona de Brillouin. Haciendo la apro­
ximación ^ k  0, debido a la ortogonaiidad de las funciones del oscilador armónico, la 
integral (5.13) toma simplemente el valor újvht;v¿- Este resultado es exacto para un pro­
ceso en la configuración de retrodispersión: si la luz incide a lo largo de la dirección z y es 
dispersada en la misma dirección, tanto el momento del fotón como el del fonón tendrán 
únicamente componente a lo largo de este eje, por lo que qx =  qy =  0 y la integral toma 
el valor £¿vhl./v'.
La suma en k, puede transformarse en una integral:
Y - > —  Ut r  2- J '
y evaluarse de forma explícita. Desarrollando el integrando hasta segundo orden en qz, 9 
la amplitud de probabilidad toma la forma:
Wfi =  2 2  Io( i , j )RDp(i3Li,(3sj) (5.18)
102 CAPÍTULO 5. DISPERSIÓN RAMAN RESONANTE  . . .  (3D)
donde se han definido las funciones9:
(5.19)
(5.20)
La dependencia de la amplitud de probabilidad con el campo magnético aparece de forma 
explícita, as  =  47T£0/i2/m 0e2 y Ry =  K2/2moa% son el radio de Bohr y el Rydberg del 
átomo de hidrógeno respectivamente. La relación entre la masa reducida en las direcciones 
z y xy interviene en la expresión final a través del factor de anisotropía a*, definido como:
OCk =  ----------- ,  k  =  2 ,  J  .
P*yk
La amplitud de probabilidad es proporcional al campo magnético B , por lo que la 
eficiencia de dispersión aum entará cuadráticam ente con el cam po. Esta depen­
dencia puede ser atribuida a la cuantización del movimiento en el plano xy. La eficiencia 
de dispersión Raman se obtiene a partir de la amplitud de probabilidad mediante la 
Ecuación (4.18):
(5.21)
Las reglas de selección del proceso Raman de primer orden se obtienen del análisis del 
elemento de matriz:
{c\éL -p\v i)D°‘ (v j |e |-p |c )  . (5.22)
Consideremos un experimento realizado en condiciones de retrodispersión, en el que la luz 
es dispersada por la superficie (001) de un semiconductor III-V. Supongamos además que 
se aplica un campo magnético en la configuración de Faraday: B  || ki  || — B. En ese 
caso, como hemos visto en el capítulo anterior, la interacción electrón-fonón vía potencial 
de deformación sólo acopla estados de la banda de huecos pesados con huecos ligeros, 
de acuerdo con los resultados de la Tabla 3.3: |3/2, ± 3 /2 ) |3/2, qpl/2). Las reglas de
27r2g2c4ft4m2 L ' fe"
. . .  ... iV2  (c|e¿ • p > i) D*  (v ,|ej • p\c) up\/3  
0   (hoJihoJs)'17 modotlsVL
o / o a  '  MsBRy aB ^  (a ,-fe  — N  — 1 )-/»  -  (a,-fe,- - N -  !)-»<» 
DP( t o c M *  A ± 0 «  -  a - ' ) ( N  +  1) +  ( a j ' f c  -  c f ' f a )
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e+ -»/2 e^r e_ — ^ - ( e r iey)
Transición (c|e+ -p\v) Transición (c|e_ -p > )
vhk c l i ^ Pñ vth -*■ c t i ^ Pñ
v7h~*c T
.mQ P
* h Vá «i* c i
.T U q  P
vZ -* c T • roo /2  D l T V 3 P
■ -> c 1
.m0 Í2
~K~y 3
Tabla 5.1: Reglas de selección para un proceso de absorción en la apro­
ximación dipolar (bandas parabólicas). Se ha considerado luz circularmente 
polarizada.
selección correspondientes a la interacción electrón-fotón se recogieron en la Tabla 3.1, 
que repetimos aquí para mayor claridad (Tabla 5.1). Teniendo esto en cuenta, podemos 
determinar con facilidad las transiciones para las que el elemento de matriz (5.22) es 
distinto de cero. Las transiciones permitidas en el caso de polarización circular aparecen 
en la Tabla 5.2. Hay que destacar que no es posible separar los procesos correspondientes 
a spin diferente: para cada polarización son posibles transiciones en las que intervienen 
estados de la banda de conducción tanto con spin hacia arriba como hacia abajo.
Las reglas de selección de la transición —> Vj vía potencial de deformación pueden 
resumirse en las siguientes condiciones sobre los números cuánticos que caracterizan los 
distintos estados:
A j =  ji -  jj =  0, ± 1  ,
A m 3 =  m3e — m ,h =  0 ,
A N  =  0 , (5.23)
I 2 para z(cr~,a+)z 
A rrij =  rriji -  m.j. =  <
—2 para z(cr+,a  )z
donde hemos utilizado la notación usual z (a±,cr:f)z para indicar la configuración de re-
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(c l®+ ' P\v i) D V¡ (Uj 1 e * - p |c ) (c |e_  • p\vi)  £>* (uj-le; • p  |c)




Vkk - *  Vto
.m lP *
* 37i2 ^  (1)
■ m l P 2 , , t ,
1 3S2 ¿0 (T)
• 2m gi>2
* 3 h 2 * (T)
•2 m 0P 2 4 m
1 3h 2 ^
v kh -  v ik
v ik -*  v 7k
v t  ->■ v hk
v tk  -*  v 7>
; m l p 2  ¿  / t \
’ 3h2 *  (T)
■m op 2  , , n
z n 2
. 2toqP 2
* Z%2 * (1)
•2m 0-P2 J
* 3h2 d° (T)
Tabla 5.2: Valor del elemento de matriz (c|e¿ • p |v,-) DJJj (v;-|¿5 • p |c) para 
las distintas transiciones permitidas en un proceso Raman de primer orden 
mediado por la interacción vía potencial de deformación. Las ñechas indican 
el spin de la función de onda del electrón en la banda de conducción.
trodispersión con luz incidente en la dirección —z  y polarización circular cruzada. Las 
configuraciones de spin paralelo cr^z)  están prohibidas.
A continuación consideraremos la posibilidad de obtener dobles resonancias en este 
tipo de procesos. Como vimos en el Capítulo 4, las condiciones de doble resonancia se 
obtienen en el caso en que la energía de la radiación incidente y dispersada coincidan con 
dos transiciones electrónicas interbanda. En esta situación, la diferencia de energía entre 
los estados intermedios a  y  /3 involucrados en el proceso Raman debe coincidir con la 
energía de un fonón:
Ea —  Ep  =  Hüjlo i
y los denominadores de la Ecuación (5.5) se anulan salvo en su parte imaginaria, con lo que 
la contribución de la doble resonancia ai proceso de dispersión es enormemente grande. 
La condición de doble resonancia puede alcanzarse aplicando un campo magnético lo 
suficientemente intenso: por acción del campo, la degeneración de las bandas de valencia 
en el punto T se rompe y las bandas de huecos pesados y ligeros se separan. Debido a
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que cada una de estas bandas tiene una masa efectiva diferente, es posible encontrar un 
campo magnético de intensidad adecuada para que su separación coincida con la energía 
de un fonón. 8 El valor de este campo se obtiene utilizando las Ecuaciones (5.5) y (5.16):
hiJLO +  Egj — Eg- —  7¡T~)
B%r  = ------------------’----------   * ^  m,iJ , (5.24)
/íb (2ÍV +  1) -  jK Jj) +  nB(g'hx -  g'hj)
donde se ha tenido en cuenta la posibilidad de que a los estados i y j  de la banda de 
valencia les corresponda una energía prohibida diferente. Debido a que la densidad de 
estados del sistema es divergente en kz =  0, la mayor contribución a la eficiencia de 
dispersión corresponde a estados con kz «  0. Teniendo esto en cuenta, la frecuencia de 
la radiación incidente a la que ocurre la doble resonancia puede escribirse en función del 
campo magnético como:
hu ? R =  Eg +  ^ ^ ( N + h  +  v BB % % :  +  g-h¡)m,  . (5.25)
fíxyi ¿
El último sumando suele ser despreciable frente a los demás, por lo que la frecuencia de 
resonancia es prácticamente independiente del nivel de Landau (Ecuación (5.24)).
5.1.2 Interacción vía Fróhlich
En este caso, la interacción electrón-fonón está caracterizada por la constante de aco­
plamiento que obtuvimos en el Capítulo 3 (Ecuación (3.68)):
S x f  =  ~  ^ M A ' , ; )  , (5.26)
I w
donde Cf es la constante de Fróhlich. En este tipo de interacción, tanto la banda de 
conducción como la de valencia intervienen en el proceso de dispersión. Utilizando las 
funciones de onda de los estados intermedios (Ecuación (5.7)), el elemento de matriz de
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la interacción Fróhlich para la emisión de un fonón viene dado por:
(A ',i| |A, j ) =
ükyh ,k'yh $ k lh  ,kye - q y fik'Xe ,kx¿ - q x I < N e , N > S M y ,  ~ M x )
-  ¿Ne,Nihy.,k'yeS k " eSk.y h _íySKhtkth_qx e - ' ^ ^ - ^ K N ^ i - X q y ,  -X qx) j
Cp
x — p= .
q W
(5.27)
Por^  lo tanto, si alguna de las componentes qx o qy del momento del fonón es distinta 
de cero, la función K n,N' tomará un valor diferente de cero, y la interacción Fróhlich 
permitirá acoplar estados con distinto número cuántico de Landau N .
La interacción del electrón con los fonones del cristal da lugar a un nuevo estado ex­
citado que recibe el nombre de polarón. 31 La importancia de este efecto depende del 
carácter polar del material y se refleja en un cambio en la autoenergía de los estados 
electrónicos. Este cambio puede tenerse en cuenta como un aumento en la masa efectiva 
del electrón, 32 que en presencia de un campo magnético da lugar a una disminución de 
la pendiente de los niveles de Landau. La interacción electrón-fonón adquiere especial re­
levancia cuando es de tipo resonante, es decir, en el caso en que la energía que separa dos 
niveles de Landau coincida con la de un fonón LO. En estas circunstanciéis puede produ­
cirse la transición del electrón desde el estado de energía superior al de menor energía, con 
emisión de un fonón LO. La excitación elemental resultante de esta interacción se conoce 
como magnetopolarón y da lugar a un cambio brusco en la pendiente de los niveles de 
Landau en función del campo magnético (anticruces). En lo que sigue, despreciaremos el 
efecto del magnetopolarón en los niveles de energía.
Dado que la interacción electrón-fotón conserva el nivel de Landau y que la emisión 
de un fonón se realiza de forma alternativa en la banda de conducción y de valencia, el 
nivel de Landau permanece constante durante el proceso de dispersión Raman, incluso 
en el caso en que qx ó qy sean distintos de cero (ver Figura 5.2). Por otra parte, en la 
configuración de retrodispersión las componentes qx y qy del momento del fonón serán 
cero, por lo que K n \ n =  y  las expresiones finales de la amplitud de probabilidad se





F ig u ra  5.2: Diagramas de Feynman que contribuyen a la eficiencia de dispersión Raman resonante 
de primer orden en un proceso tipo Fróhlich. El fonón puede ser dispersado bien en la banda de 
conducción (a) o bien en la de valencia (b).
simplifican significativamente.
Recogiendo estos resultados, obtenemos la amplitud de probabilidad del proceso:
Wfi =
e2 2t H ^  (c|e£, • p  |ut-) (ut- |e |  • p  |c) Cp V 2/3
47T£:o rnl E xV r t s T j L ^ J I  qy/v2irX1
1 í 1x
?  (tA  +  tecAN  +  i  -  f e ) ) l  tA  +  + i  -  f e )N * 1
1
0  .(^v + | - f e )
(5.28)
donde el índice i recorre las distintas bandas de valencia. La suma en ky se ha hecho 
explícitamente utilizando la Ecuación (5.17). Transformando la suma en kz en una integral 
e integrando, podemos escribir la amplitud de probabilidad como:
W fi  =  ^  A 0( i ) R F(flLi ,Ps j ) (5.29)
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donde:
f e ( f e . f e )  =  7TT%





[ ( f e  - N -  !)■'* +  ( f e  -  JV -  !)»/■] 
[ ( f e  -  N -  i ) ( f e  -  W -  *)]«*
- 3
(5.30)
¿\/2 (c|¿L-p|ü,-)(t;,-|e|-p|c) |CF | „  , 2
°W  r,sVL (hwLhusY1' • m o q V V ^ ’
(5.31)
La amplitud de dispersión Raman para este tipo de interacción es también proporcional 
al campo magnético B.
Es interesante resaltar dos características fundamentales del proceso Raman vía Fróhlich 
en materiales másicos. Por una parte, la eficiencia de dispersión es proporcional a ql por 
lo que, como ya habíamos adelantado en el Capítulo 3, es un proceso prohibido en la 
aproximación dipolar. Por otra parte, la amplitud de probabilidad es proporcional a la 
diferencia de masas efectivas del electrón en las bandas de valencia y de conducción. Las 
contribuciones del electrón y el hueco al proceso Fróhlich se cancelan parcialmente, y las 
resonancias serán muy débiles en aquellos semiconductores en los que la curvatura de las 
bandas de conducción y de valencia sea similar.
Puesto que la interacción Fróhlich es diagonal, las reglas de selección del proceso Ra­
man quedan determinadas por l'as transiciones permitidas durante la interacción electrón- 
fotón y pueden resumirse en las siguientes relaciones entre los números cuánticos que 
caracterizan a cada estado:
A; =  0 ,
A m,  =  0 , ,
(5.32)
A N  =  0 ,
A rrij =  0 .
En la Tabla 5.3 se resumen las transiciones posibles para luz circularmente polarizada en la 
configuración paralela, mientras que la configuración cruzada queda prohibida. Mediante 
la interacción Fróhlich no es posible acoplar bandas diferentes, por lo que con las aproxi­
maciones que hemos realizado, los procesos doblemente resonantes están prohibidos.
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( c \ e +  • p \ v i ) { v j \ e *  • p|c) (c|e_ ’ P \ C)
V{ -+ V j * (+ ,+ )* v ¡ -► V j
v hh v hh
v Th v ih 
v 7o ~ *  v 7o
T  <*>
m“p2 (T)3h2 u ;
2< P 2 m
3 S2 U;
VAA -* VU
v th - *  v ?h 
v to -+ v fo
m°p 2 (T) n1 u ;
m°P ’ (4) 3S U;
2m % P 2 . . 
3 h3 u ;
Tabla 5.3: Valor del elemento de matriz (c|et -p | v « ) ( v j •p\c) para las dis­
tintas transiciones permitidas en un proceso Raman de primer orden mediado 
por la interacción Fróhlich. Las flechas indican el spin de la función de onda 
del electrón en la banda de conducción.
5.2 Modelo no parabólico. Hamiltoniano de Luttin- 
ger
Si queremos elaborar un modelo realista para la dispersión Raman, tendremos que 
renunciar a describir las bandas de energía del semiconductor de forma sencilla mediante 
la aproximación parabólica. Debido fundamentalmente a la degeneración de las bandas 
de hueco pesado y hueco ligero en el punto T, los estados electrónicos no pueden apro­
ximarse simplemente por el producto de funciones Bloch puras por la función envolvente 
correspondiente. Al alejarnos del centro de la zona de Brillouin el carácter de las bandas 
se mezcla, dando como resultado una combinación lineal de las funciones base de partida. 
La aplicación de un campo magnético rompe parte de la degeneración de las bandas de 
energía, cuantizándolas en niveles de Landau que a su vez se mezclan entre sí. Como vimos 
en el Capítulo 2, las bandas de energía pueden describirse adecuadamente mediante un 
modelo más general que tenga en cuenta este acoplamiento. Utilizando un Hamiltoniano 
k • p para los estados de la banda de valencia, vemos cómo el número cuántico de Landau 
N  deja de ser un buen número cuántico y la dependencia de los niveles de energía con el
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campo magnético se modifica. El acoplamiento entre las bandas se refleja en un espaciado 
no uniforme de las resonancias observadas a campo magnético constante.
A pesar de la complejidad de las bandas de energía, es posible extender los resultados 
obtenidos en este capítulo utilizando un Hamiltoniano más realista. Para estudiar los 
efectos de la no parabolicidad en el espectro Raman consideraremos el acoplamiento entre 
las bandas de huecos pesados y ligeros mediante el Hamiltoniano de Luttinger 4 x 4 de 
la Ecuación (A.3) del Apéndice A. Supondremos que la banda de energía prohibida del 
semiconductor es ancha, lo que nos permite representar la banda de conducción mediante 
un modelo parabólico. La influencia de la banda de split-off sobre los niveles de energía 
suele ser pequeña y no la tendremos en cuenta en los cálculos. Finalmente, describiremos 
el sistema en la aproximación axial, lo que equivale a despreciar el acoplamiento entre 
niveles de Landau cuyo índice difiere en cuatro unidades. 47 Con estas aproximaciones, 
los estados de la banda de valencia pueden representarse en la base de momento angular 
3/2 mediante la matriz (2.62), donde el potencial V(z)  es cero en el caso del semiconductor 
másico que estamos considerando. En el contexto de este modelo, las funciones de onda
del sistema vienen dadas por una combinación lineal de las funciones (Ecuación
(5.4)):
eik-'z ■ un. 3v3/,  +  C ° ^  u
4* ^ - 1/2 un-iV-i/2 4* 3/2 ^n -^3/2 1 (5.33)
—  ^ r ikv^y P'k*bZ . n v
~  y i f z  wn -Em + 3 /2 Fum >
m =± 3/2,±1/2
donde, como es habitual, hemos tomado vm =  |3/2,m ) y n es el número cuántico orbital 
de Landau. La magnitud de los coeficientes del desarrollo, C™ n,*,h, determinará la im­
portancia relativa de cada banda en la mezcla. A cada uno de estos estados le corresponde 
una energía que denominaremos EQ,n¿ t .
Los estados de la banda de conducción vendrán dados por:
«** ^  > (5.34)
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con m  =  ± 1 /2 , Cm =  11/2, m) y N  =  n — m — 3/2.
Al calcular los elementos de matriz de las interacciones electrón-fotón y electrón- 
fonón, obtendremos como resultado combinaciones lineales de los elementos de matriz 
correspondientes al caso parabólico. Paja la interacción electrón-fotón tendremos, en el 
caso de absorción:
H # £ r I ° )  mo Vl u LV Skyk'k^  K* l ík’h’k«  ',*IX
X C m n’"k‘h8t ," nk^ m+ 3 m (c\?L  - p > m )
(5.35)
m =± 3/2,±1/2
y para la emisión de un fotón:





Consideraremos la interacción electrón-fonón de nuevo separadamente para procesos 
vía potencial de deformación y vía Fróhlich.
5.2.1 Interacción vía potencial de deformación
Utilizando la definición de la constante de acoplamiento para la interacción electrón- 
fonón vía potencial de deformación y teniendo en cuenta las funciones de onda (5.33) y 
(5.34), el elemento de matriz de la interacción para un proceso con creación de un fonón 
viene dado por:
K * . ' * v „ ^ x
x £  C’ma'nh^ C aj n' ^ D l 2 , K Nm^ J - X qv, - X qi) ,
(5.37)
™ / _  ±3/2 ’ — ±1/2
con iYm =  nh -  (m +  3/2) y =  ríh -  (m' +  3/2).
Sustituyendo los elementos de matriz de cada interacción en la expresión (5.5), obte­
nemos la amplitud de probabilidad del proceso. Para simplificar las expresiones finales
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realizaremos explícitamente la suma en ky y consideraremos la configuración de retro- 
dispersión, con lo que qx =  qy =  0 y =  Sn^ i. Dado que la interacción vía potencial
de deformación está permitida en la aproximación dipolar y teniendo en cuenta que el 
vector derondas del fonón es muy pequeño, tomaremos qz «  0. La integral en kz no puede 
llevarse a cabo analíticamente, puesto que tanto la energía como los coeficientes 
dependen de esta variable y no tienen una expresión analítica sencilla. La amplitud de 
probabilidad puede escribirse como:










(nwL -  +  iTa)(hUs -  + ¿r„0
Con el fin de simplificar la expresión final se han definido las funciones:
£a jv (eL )=  X  (CI®L •PlU^ )^mn,A' ^ , n-(m+3/2) , (5.39)
m =± l/2,±3/2
< & / ’& ) =  E  M s ’s-p\c}C-ma'’n‘-k-SN,n._im+¡m , (5.40)
m = ± l / 7 , ±  3/2
cE' = E . (5.4i)
’ — j2
K¿s  es una constante que depende de las características de la radiación incidente y 
dispersada en el cristal y es proporcional al campo magnético aplicado. Viene dada por:
(5.42)flBBRyÜB
T}LVs {hu>LñvsY/7 7rm0ao
La energía Ejf kg es la energía del par electrón hueco y se obtiene como suma de la 
energía del electrón y del hueco correspondiente:
=  E* +  E°»,k, +  £  +  ÜU" (N +  i )  +  reg irá , .B  . (5.43)
Con el índice de Landau N  nos referiremos siempre a la banda de conducción, mientras 
que el número cuántico orbital de Landau n caracteriza el estado de la banda de valencia.
De la misma manera que en el modelo parabólico, las transiciones mediadas por la 
interacción potencial de deformación tienen lugar únicamente en la configuración de pola­
rización cruzada, con z(a~,cr+)z y z(<j+,ít_)z. En la configuración z(cr~,cr'i’)z es posible
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acoplar niveles de la banda de valencia con A n =  n — n' =  2, mientras que z(cr+, a~)z  aco­
pla aquellos con A n =  —2, de forma que el nivel de Landau de las componentes implicadas 
en la transición se conserve: AN  =  0. Puesto que N  no es un buen número cuántico para 
los estados de la banda de valencia, el nivel de Landau de la banda de conducción puede 
diferir en 0, 1, 2 ó 3 unidades del valor del número orbital de Landau. Para comprender las 
reglas de selección del proceso con mayor claridad, analicemos con detalle la dispersión en 
una configuración particular. Si el fotón incidente está polarizado a derechas (e¿ =  e+), la 
interacción electrón-fotón puede crear un par electrón-hueco, con el hueco perteneciente 
a la banda u_3/2 o bien v_1/2 (Tabla 5.1). Supongamos que el electrón es excitado a un 
estado de la banda de conducción con número cuántico de Landau N.  En ese caso, puesto 
que la interacción electrón-fotón es proporcional a úw,n-(m+3/2), el número cuántico orbital 
de Landau que caracteriza al hueco, n, puede tomar los valores N  ó N  +  1, para spin 
(i) Y (T) respectivamente. Analicemos ahora el fotón dispersado. Dado que ¿5 =  e_, el 
hueco puede pertenecer a las bandas v1/2 ó u3/2. Como el electrón permanece en el mismo 
estado a lo largo del proceso de dispersión, n‘ podrá tomar los valores N  +  2 ó N  -j- 3 para 
spin ( |)  y (t) respectivamente. El spin del electrón se conserva durante el proceso, por lo 
que las transiciones permitidas en esta configuración de polarización serán aquellas con 
A n =  —2, siempre que la interacción electrón-fonón vía potencial de deformación permita 
el acoplamiento de los estados implicados. Estudiando la expresión (5.41) vemos que éste 
es precisamente el caso, y  la transición es posible. Mediante un análisis similar se obtiene 
el resultado An =  2 para la configuración de polarización z(cr_ ,<7+)z. Hay que resaltar 
que las reglas de selección del proceso vía potencial de deformación seguirían siendo las 
mismas aún en el caso en que qx ó qy fueran no nulos, puesto que los valores de Nm y Nm> 
en la expresión (5.37) quedan determinados por las reglas de selección de la interacción 
electrón-fotón y el elemento de matriz Dvm¡, de forma que el proceso Raman es permitido 
únicamente cuando Nm =  Nmi.
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5.2.2 Interacción vía Fróhlich
Para la interacción Fróhlich con emisión de un fonón obtenemos el elemento de matriz: 
(^ l i l  P ep  l i^ í )  ~
-  Sn. jíi¿k , . 8 k„ S k, ^ - , „ S k - , h e - A2,' (*»»-^)x
x Y ,  C™'n"’k'k C Í '< y - 'K Nm¡N^ - \ q y, - \ q i ) \  ■
m = ± 3 / 2  / q V V  ’
± 1 / 2
(5.44)
con N'm =  n'h — (m +  3/2). De la misma forma que en el caso anterior, los valores de 
n'h Y nh queclan determinados por la interacción electrón-fotón, que conserva el nivel de 
Landau. Por lo tanto tendremos =  nh y N r =  N. Como venimos haciendo hasta 
ahora, obtendremos la amplitud de probabilidad paja un proceso en configuración de 
retrodispersión, es decir, con (qx =  qy =  0). Utilizando las funciones y G
definidas por las Ecuaciones (5.39) y (5.40), la amplitud de probabilidad puede escribirse 
como:
« ' r ,  -
a,n N , m $ n , J c g , m ,  «
v G ' ' T ( é s )A
[Sws Ea,n,k, +  \ )  +  iiBB g*m , +  iTa
m = ±  3 / 2 , ± 1 / 2
Sws E a,¡n,k.-q, ñ u C' { N  +  \ )  +  tiB B g;m , +  iTa>\
(5.45)
donde la constante K [ s  viene dada por:
(5.46)
Nuevamente obtenemos como resultado que, incluso teniendo en cuenta la interacción 
entre las bandas de energía, un proceso de dispersión Raman vía Fróhlich sólo es posible 
en la configuración de polarización paralela, £(<7 ,^ c7±)^. A diferencia de la interacción
tsf _   J;____2Cp
LS ~  flSOL ( f i u s f o s ) 11* x q m o W  M  ^  B
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vía potencial de deformación, el número cuántico orbital de Landau se conserva a lo largo 
del proceso (An =  0), debido a que la interacción Fróhlich sólo permite transiciones 
intrabanda.
Estudiemos la posibilidad de obtener dobles resonancias. En la Sección 5.1.2 vimos 
que, por su carácter escalar, la interacción Fróhlich no puede inducir dobles resonancias, 
al menos en el seno de un modelo de bandas parabólicas. Si tenemos en cuenta la mezcla 
entre bandas la situación es diferente. Consideremos el elemento de matriz de interac­
ción electrón-fonón vía Fróhlich calculado en la Ecuación (5.44). En la configuración de 
retrodispersión la interacción conserva el nivel de Landau, puesto que la función K n^ i 
se convierte en una función delta. A pesar de esto, es posible obtener transiciones entre 
estados con a y a '  diferente. Esta posibilidad surge debido a que la interacción electrón- 
fonón cambia el momento del electrón o del hueco en la cantidad qz. Dado que la mezcla 
entre las distintas bandas depende de kz, la suma
C» a , n , k t  ,n ,kz - q x m  J
m = ±  1/2,±3/2
es distinta de cero. 43 Sin embargo, debido a la conservación del momento, el valor de qz 
es muy pequeño comparado con la extensión de la primera zona de Brillouin, por lo que 
los estados a y a '  son prácticamente ortogonales, y la contribución de la doble resonancia 
al espectro Raman será pequeña.
Otra posibilidad que'permite conectar estados con a  diferente e incluso entre distintos 
niveles de Landau es la existencia de un valor finito del momento del fonón en el plano 
xy. Este valor puede provenir de distintas contribuciones: pérdida de la configuración de 
retrodispersión, interacción con las impurezas del cristal, etc. 6,8
Como resultado del modelo, se representa en la Figura 5.3 la eficiencia de dispersión 
Raman en función del campo magnético para una muestra de GaAs. Se ha considerado 
la configuración de polarización z (<t ~, <t ~ ) z . En el cálculo se han utilizado los parámetros 
de la Tabla 5.4. En las distintas resonancias se indica la componente Ih o hh implicada 
en la transición, así como el número cuántico orbital de Landau correspondiente. En la 
figura aparecen únicamente picos fifi, debido a dos razones diferentes. Si nos fijamos en 
la Tabla 3.1 del Capítulo 3, vemos que las transiciones ópticas para estados de la banda
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cr a
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F ig u ra  5.3: Eficiencia de dispersión Raman resonante de primer orden en función del campo 
magnético para una muestra de GaAs. La energía de la radiación incidente se ha mantenido fija a 
un valor de 1640 meV.
hh son y/3 veces más intensas que las de la banda lh. En un proceso Raman vía Fróhlich, 
la luz interacciona dos veces con estados de la misma banda. Esto produce una diferencia 
en la amplitud de probabilidad en uno y otro caso de un factor 3. Puesto que la eficiencia 
de dispersión es proporcional a la amplitud de probabilidad al cuadrado, finalmente se 
obtiene una diferencia de un factor 9 en la intensidad de las resonancias hh respecto a 
los picos lh. Por otra parte, la amplitud de probabilidad del proceso Raman vía Fróhlich 
es proporcional al factor (m2f. — m 2J / ( m 2|. +  m 2J ,  donde i = hh,lh  (Ecuación (5.30)). 
Utilizando los parámtros de Luttinger de la Tabla 5.4 podemos calcular las masas efectivas










7i -  272
Por lo tanto, el factor de proporcionalidad dependiente de la masa es unas dos veces mayor
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Parámetros de Luttinger Banda de conducción
7i=7.138 m e =  0.0665 £,=1519 meV
72= 2.138 £= -0 .44 r = l  meV
73= 2 .938
K =  1.2
Tabla 5.4: Parámetros del GaAs utilizados en el cálculo del perfil de resonancia de la Figura 5.3.
para las transiciones e —► hh que para las resonancias e —► lh, lo que elevado al cuadrado 
hace que la eficiencia de dispersión sea cuatro veces menor para las resonancias lh.
El efecto combinado de estas dos contribuciones hace que las resonancias lh tengan 
una intensidad casi veinte veces inferior a los picos hh y no se observen en el espectro. En 
le Figura 5.3 se incluye con trazo discontinuo la contribución de la banda lh, multiplicada 
por un factor 10.
5.3 Corrección excitónica a la energía
Hasta ahora hemos descrito los estados intermedios que intervienen en el proceso 
Raman como pares electrón-hueco no correlacionados. Sin embargo, la atracción Coulom- 
biana entre el electrón y el hueco del par juega un papel importante tanto en la determi­
nación de la energía de los estados intermedios como en su función de onda. Estos efectos 
se interpretan introduciendo una nueva cuasipartícula, el excitón , y su importancia rela­
tiva disminuye a medida que aumenta el campo magnético y el nivel de Landau del estado 
considerado. Desafortunadamente, no es posible encontrar una solución analítica exacta 
del Hamiltoniano del sistema con campo magnético que incluya la atracción Coulombiana 
entre el par electrón-hueco. Existen distintas aproximaciones válidas en los límites de 
campo magnético débil e intenso (energía de ligadura del excitón mucho mayor o mucho 
menor que la energía ciclotrón respectivamente), 110»104'105 en las que la interacción menos 
relevante en cada caso es tratada como una perturbación. Nosotros nos centraremos en
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el limite de campos altos, (B >  5 T, para la mayoría de los semiconductores de interés5). 
En este límite podemos suponer que la interacción de Coulomb afecta únicamente el mo­
vimiento del electrón en la dirección del campo magnético. En base a esta aproximación, 
la energía del nivel fundamental del excitón puede obtenerse como una corrección a los
niveles de Landau resolviendo la ecuación de Schródinger5:
( - | é +yw)/w = £/(z) ’ (5'48)
donde V(z)  es un potencial de Coulomb efectivo, que depende únicamente de la coorde­
nada z y  viene dado por:
e2
V(*) = — 7 rrr • (5-49)e{a*BaN +  \z\)
La constante aB es el radio de Bohr efectivo, a*B =  £as//x, donde ¡jl es la masa reducida del
par electrón-hueco, an depende del número cuántico de Landau y del campo magnético,
y viene dado por: __________
/2  n +  1 huc cnN
aw =  V ^ r - ^  ’ (5-50)
donde R* =  /i/e 2 Ry es el Rydberg efectivo del excitón. La ecuación (5.48) puede resol­
verse utilizando un método variacional, con la función de prueba:
/(* )  =  . (5.51)
Minimizando la energía obtenemos la condición
— -p— — 1 +  (1 +  x) er Ei (—x) , x =  2f3a.QaN (5.52)
4 a/v
para el parámetro variacional 0.  La función Ei (x) es la función exponencial integral. 
101 La energía de ligadura del estado fundamental del excitón correspondiente al número 
cuántico de Landau N  viene dada en función de x como:
^ \  2
E(x)  = R; ■ (5.53)
2a¡v J  2an u ^ (l 2:)
La corrección excitónica obtenida por este método disminuye al aumentar N  y  es del 
orden de unos pocos meV. 5
Capítulo 6
D ispersión Ram an resonante de
primer orden con
cam po m agnético intenso:
Pozos cuánticos
Desde los trabajos de Esaki y Tsu17’18 las propiedades físicas de pozos cuánticos y 
superredes han sido estudiadas en profundidad. Tanto las investigaciones centradas en 
sus propiedades de transporte77,78 como las que se han realizado sobre sus propiedades 
ópticas79-81 han aumentado el interés tecnológico de estas estructuras. Los pozos cuánticos 
de tipo I, en los que electrones y huecos quedan confinados en el mismo material, han 
sido estudiados de forma exhaustiva. La investigación es especialmente intensa en hetero- 
estructuras de GaAs/AlxGai_xAs, materiales que presentan la ventaja adicionad de que la 
similaridad de su parámetro de red garantiza la calidad cristalina del sistema durante el 
proceso de crecimiento. La acción de un campo magnético sobre estas estructuras ha sido 
abordada experimentalmente utilizando sobre todo técnicas de fotoluminiscencia, 82,83 y 
analizada a través de diversos trabajos teóricos. 84-86 Asimismo se han realizado estudios 
de su estructura electrónica y modos vibracionales mediante dispersión Raman, 60,87 tanto 
aplicando campos eléctricos88 como magnéticos. 89
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Hemos visto en el Capítulo 2 que en un pozo cuántico la reducción de las dimensiones 
efectivas del sistema destruye la degeneración de las bandas de huecos pesados y ligeros 
en el punto T, por lo que cada banda da lugar a resonancias diferentes. Esta característica 
permite estudiar sus estados electrónicos separadamente. Por otra parte, ai aplicar un 
campo magnético en la dirección de crecimiento del pozo cuántico, los estados electrónicos 
quedan completamente cuantizados, lo que aumenta considerablemente la eficiencia Ra­
man y la información contenida en el espectro. El efecto del campo magnético es en 
cierta medida equivalente a cambiar el valor del vector de ondas del electrón y del hueco, 
90 y constituye una forma de recorrer las bandas de energía alejándonos del punto T. 
Sin embargo, la complejidad de los estados electrónicos, cuantizados en subbandas que 
interaccionan entre sí, aumenta la dificultad para interpretar los datos experimentales. 
Esta situación conduce a la necesidad de elaborar un modelo teórico lo suficientemente 
detallado, que permita analizar la estructura relevante del experimento y relacionar las 
características de las resonancias obtenidas con las propiedades básicas de los materiales 
que forman el pozo y la barrera, sus estados electrónicos y las distintas interacciones que 
intervienen en el proceso de dispersión.
A continuación estudiaremos la dispersión Raman resonante de primer orden en pozos 
cuánticos en presencia de un campo magnético paralelo a la dirección de crecimiento. 
Desarrollaremos la teoría en dos grados diferentes de aproximación, según el esquema 
seguido en el capítulo anterior. En base a esta estructura, describiremos en primer lugar 
las bandas de energía del semiconductor mediante un modelo parabólico; posteriormente 
investigaremos los cambios que es necesario introducir si se tiene en cuenta la interacción 
entre las bandas. Cada sección consta de dos partes, la primera dedicada al estudio de 
la dispersión Raman vía potencial de deformación y la segunda centrada en la dispersión 
vía Fróhlich.
6.1 Modelo parabólico
Para describir los estados electrónicos del pozo cuántico, debemos incluir el potencial 
de confinamiento de las barreras en la dirección de crecimiento, que tomaremos como
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dirección z. Los estados electrónicos de este sistema se han obtenido en el Capítulo 2 
(Sección 2.4) utilizando la aproximación de la masa efectiva y el modelo de Kane para 
tener en cuenta la interacción entre las bandas de energía. Aunque en esta sección desarro­
llaremos un modelo parabólico de la dispersión Raman en pozos cuánticos, es conveniente 
tener en cuenta la complejidad de la estructura de bandas en el cálculo de las subbandas 
del pozo para kx =  ky =  0, tal y como se hizo en el Capítulo 2. Esta consideración nos 
acerca más a la situación existente en un pozo cuántico real y no constituye un aumento 
significativo de la complejidad del desarrollo teórico. Para simplificar las expresiones 
obtenidas recurriremos, cuando sea necesario, a un modelo de pozo cuántico con barreras 
infinitas, que permite obtener la energía y funciones de onda de los estados confinados 
mediante una expresión analítica sencilla. Esta aproximación es adecuada para describir 
las subbandas de menor energía en pozos cuánticos anchos y profundos, y en todo caso 
nos permitirá obtener una imagen sencilla de la física esencial del problema, así como la 
energía de cada subbanda de forma aproximada. Siguiendo la notación introducida en el 
Capítulo 2, denotaremos la función de onda de los estados electrónicos confinados en el 
pozo como (pVii donde el índice u =  1, 2 . . .  se refiere a la subbanda del pozo e i =  e,h 
hace referencia a la banda de conducción (e) o de valencia (h), con h =  hh,lh para las 
bandas de hueco pesado y ligero. Las funciones de onda correspondientes se recogen en 
el Apéndice B.
La energía del par electrón hueco en el estado a  se obtiene como suma de las energías 
del electrón y el hueco correspondiente (Ecuación (2.61)):
Ea =  +  -EWe.i/e.m,*. =  Eg +  E„h +  EUe
+  fiuCh(Nh +  i )  +  huCt(Ne +  i )  +  iiBB(g*em 3e +  g*hm aft) ,
y la función de onda del par será el producto de sus respectivas funciones de onda:
=  $Nh,kyh,i/h,mth$Ne,ky€,ve,mte =
=  ^ - e ikyhV e'ky*y<pVh(z) (pUe(z) uNh(X -  xoh)uNe(x -  x0c)x(m sJ x (m aJ  .
-Lt,
(6.2)
e-,» . ~ " ' < p „ l, ' p V' ( t i f fH[tx X k ) n . \ ' ,h) x ( m , j
'y
Siguiendo la misma línea que en el capítulo anterior, calcularemos en primer lugar la 
amplitud de probabilidad Wp¡ del proceso Raman (Ecuación (4.23)) para la transición
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del estado inicial |7) al estado final |.F), considerando como estados intermedios pares 
electrón-hueco. A partir de la Ecuación (3.14) y utilizando las funciones de onda (6.2), 
obtenemos los siguientes elementos de matriz para los procesos de absorción y emisión de 
un fotón respectivamente:
 -----7t^ = \ I  „ 2  , . , T / ( C1 ^  * P\V) K h,kye- ^ L NhG ,
l e /  27rfi
m0 \/ÍT€o V Vl^lV
  (6.3)
donde la función GUetl/h es la integral de solapamiento de las funciones del pozo para el 
electrón y el hueco:
=  J  <pl.<p*kdz . (6.4)
Consideremos por un momento la función GUetUh para un pozo cuántico con barreras 
infinitas. En ese caso, la probabilidad de encontrar el electrón o el hueco en la barrera es 
cero y su función de onda es independiente de la masa, por lo que GUeiUh toma el valor 
SVetUh. Este no es el caso de un pozo cuántico real, en el que hay una cierta probabilidad 
de que el electrón y el hueco penetren en la barrera, probabilidad que dependerá de su 
altura, la anchura del pozo y la masa efectiva de los portadores de carga. Puesto que tanto 
electrones como huecos pesados y ligeros tienen una masa efectiva diferente y se encuentran 
confinados en pozos de distinta altura, su función de onda se repartirá de forma diferente
entre el pozo y la barrera. Como consecuencia, la integral de solapamiento GVityVh será
distinta de cero aún en el caso de que las dos funciones correspondan a distintas subbandas 
(z/e Vh). Adicionalmente, debemos tener en cuenta la simetría del pozo cuántico. Las 
funciones tienen paridad definida, tzu =  (—1)1+1/, por lo que su solapamiento será nulo 
cuando i/e y i/h tengan distinta paridad. Por otra parte, el valor de Gv<tyVh será tanto mayor 
cuanto más parecidas sean las funciones <¿>„e y <pUh1 lo que se refleja en que su penetración 
en la barrera debe ser similar. Para analizar el solapamiento del electrón con las bandas de 
hueco pesado y ligero consideremos un caso particular, pero representativo, consistente en 
un pozo cuántico de GaAs/AlAs, cuyos parámetros característicos aparecen en la Tabla 
6 . 1 .
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La masa del lh en la dirección z es similar a la del electrón, por lo que, en principio, 
cabe esperar que sus funciones de onda sean parecidas. Sin embargo, también es necesario 
tener en cuenta que el confinamiento en la banda de conducción es mayor que en la de 
valencia (V^  >  Esto provoca que, aún teniendo masas similares, el hueco ligero
penetre en la barrera con mayor facilidad que el electrón, por lo que sus funciones de onda 
diferirán tanto más cuanto menor sea la anchura del pozo.
parámetros GaAs AlAs
e 9 1519 meV 3100 meV
0.34 rao 0.4 rao
™zXh 0.092 0.194 rao°^
m Ze 0.066 mj¡a^ 0.133 m0(a)
Ao 341 meV 275 meV
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Tabla 6.1: Parámetros relevantes en el cálculo de las subbandas del pozo 
cuántico GaAs/AlAs con campo magnético. 102
En el caso del hueco pesado estos dos efectos se compensan. Por una parte, la masa del




























F igu ra  6 . 1 : Integral de solapamiento G Vt>Vs para las bandas de hueco pesado y ligero en función 
de la anchura del pozo. Se ha tom ado ut =  1,2 y ^  =  1 ,2 ,3 .
hueco pesado en la dirección z es mucho mayor que la del electrón, lo que disminuye su 
penetración en la barrera. Al mismo tiempo, el potencial de confinamiento es menor, lo 
que aumenta la penetración. El efecto combinado de estas dos contribuciones hace que 
finalmente la integral GVñtUh sea ligeramente mayor para huecos pesados que para huecos 
ligeros, como puede observarse en la Figura 6.1. La diferencia no es significativa para 
pozos anchos, pero comienza a ser de consideración si la anchura es menor de 25 A. Como 
vemos en la Figura 6.1, el valor de la integral disminuye drásticamente entre niveles del 
pozo con distinto índice. A pesar de esto, su contribución a la eficiencia Raman puede 
ser muy grande si nos encontramos en condiciones de doble resonancia. ,2_'4
El Hamiltoniano de la interacción electrón-fonón dependerá del tipo de interacción
6.1. MODELO PARABÓLICO 125
que consideremos. Como ya hemos dicho, analizaremos las interacciones vía potencial de 
deformación y vía Fróhlich separadamente.
6.1.1 Interacción vía potencial de deformación
Partiremos de la expresión (3.58) para la interacción electrón-fonón, considerando la 
constante de acoplamiento adecuada a un pozo cuántico que obtuvimos en el Capítulo 3 
(Ecuación (3.79)):
Sxí  =  ^  , (6.5)
’ ¿CLQ
donde el desplazamiento uz viene dado por la Ecuación (3.85). Utilizando las funciones 
(6.2) y considerando un proceso de emisión de un fonón obtenemos la siguiente expresión 
para el elemento de matriz de la interacción:
(A',y|íí¿p|A,¿) =  — DI, x
donde se ha tenido en cuenta que (c\Dh\c) =  0 y los índices i , j  se refieren a las bandas 
de valencia. FUiy  es la integral de solapamiento de las funciones del pozo de la banda de 
valencia moduladas por uz , y depende del vector de ondas del fonón a través de uz:
F*¡yj(q) = JvliUtWvv'.dz . (6.7)
Su expresión analítica se recoge en el Apéndice C. La función uz es par para modos
impares e impar paxa modos pares. Teniendo esto en cuenta, la integral FUiy.(q)  será 
distinta de cero para funciones del pozo con la misma paridad si el modo del fonón es 
impar, y para modos pares será no nula si las funciones del pozo tienen paridad diferente. 
En la Figura 6.2 se representa la integral FUiy  en función de la anchura del pozo para
i =  hh y j  =  lh. Se han considerando tres estados del pozo cuántico diferentes (u =  1, 2
y 3) y el primer fonón confinado. Puede observarse que la contribución de la integral a la 
amplitud de dispersión disminuye rápidamente al aumentar el índice v y es mucho menor 
si la transición se produce entre estados de diferentes subbandas.
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F ig u ra  6 .2 : Representación de la integral FViy  en función de la anchura del pozo para estados 
de la banda de valencia de huecos pesados (:) y ligeros (j ). En el cálculo se ha considerado u =  1 ,2  
y 3 y el primer fonón confinado.
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Para obtener la amplitud de probabilidad del proceso Raman resonante utilizaremos 
la Ecuación (6.6) junto con los elementos de matriz (6.3). Procediento de igual forma que 
en el capítulo anterior, podemos realizar la suma en ky explícitamente (Ecuación (5.17)). 
Si además consideramos la configuración de retrodispersión, qx = qy = 0, finalmente 
tendremos:
WF, = - Y ,
i ?  {E*. +  £„  + hü«{N + k -  f a ) ) ( E «  + Es. + hüc¡(N  +  i  -  0 SJ))
J
(6 .8 )
donde los índices i y j  recorren las bandas de valencia y la constante viene dada
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por:
tj-d p t • "\ 2 (c\eL • p |v¿> DJg (Vi|c3 • p \c) WoV^  f¿BB
(*.•?) =  ^ 7 ---------- (huLhus yn ----------- ^  ** a° —VsVL
(6.9)
d es la anchura del pozo cuántico y tanto h{S)k como uCk han sido definidas en el Capítulo 
5 (Ecuación (5.16)).
Consideremos un proceso que se lleva a cabo en la configuración de Faraday (B  || «¿) 
y en el que la luz incide con polarización circular. Si ignoramos por un momento el 
confinamiento de los electrones en la dirección z, las reglas de selección del proceso Raman 
serán las mismas que las obtenidas para los materiales másicos, puesto que los elementos 
de matriz que las determinan coinciden en ambos casos. Tendremos por lo tanto:
A¿ =  0,±1 ,
Am, =  m 3e — m3h =  0 
AiV =  0 ,
A rrij — rriji — m; =  <
(6.10)
2 para z(cr , <7+)z 
—2 para z(cr+,cr~)z
y  las configuraciones de spin paralelo (¿(o^, o ±)z) están prohibidas. La dispersión Rziman 
vía potencial de deformación es interbanda, es decir, acopla la banda de huecos pesados 
con la de huecos ligeros.
La diferencia que introduce el confinamiento en la dirección z viene dada por el pro­
ducto de los elementos de matriz de las funciones del pozo:
GUey. FViy. (q2)GUe(I/, (6 .11)
Por una parte, la función GUetUi obliga a que los estados confinados en la banda de con­
ducción y de valencia tengan la misma paridad. Dado que el electrón permanece en el 
mismo estado durante el proceso de dispersión, las funciones tpVi y <pvt. deben tener también 
la misma paridad. Por lo tanto, paja que la integral F„.y sea distinta de cero, el m odo  
del fonón excitado en un proceso vía  potencial de deformación debe ser impar:
Kl'hh _  TV¡h »
modo confinado del fonón impar.
(6.12)
128 CAPÍTULO 6. DISPERSIÓN RAMAN RESONANTE . . .  (2D)
En este capítulo designaremos el modo confinado del fonón con la letra p.
Las reglas de selección se simplifican si tomamos como estados intermedios las funcio­
nes de onda de un pozo cuántico con barreras infinitas. En ese caso, la probabilidad de 
encontrar el electrón en la barrera es nula y su función de onda viene dada por:
. sen^rz para 1/ =  2 ,4 ,6 . . .
V» =  \ l ¿ x \  .  (6-1,3)
eos ^jz  para u =  1,3,5
con energía:
K2 7T2l/2
' =  2  ^ ^
donde m Zi es la masa efectiva del electrón en la banda i a lo largo de la dirección z. 
El solapamiento de las funciones del pozo en la banda de valencia y de conducción se 
convierte en una función delta: GVet„h =  SUetl/h. Como el electrón permanece siempre 
en el mismo estado, esto implica que Vhh =  v\h, Y Ia transición conserva el nivel del 
pozo. Si además consideramos un pozo lo suficientemente ancho como para despreciar el 
confinamiento de los fonones y tomamos uz =  1, la función F„tV toma el valor 1 y la suma 
en el índice 1/  puede llevarse a cabo de forma explícita. El resultado final para la amplitud 
de probabilidad teniendo en cuenta estas aproximaciones es:
W r , =  ~  Y , K ?sP ( i J ) T é j F - Z
1
2 A sj
4EoiEoj A2Li -  A2Sj 
7T coth (ttj45¿) — ) — A — ( x c°th (kAl,) —




y E0k =  h27r2/2m 2k(P.
La ecuación (6.9) da la misma dependencia de la amplitud de probabilidad con el 
campo magnético que en el caso de semiconductores másicos. Dado que la eficiencia 
de dispersión es proporcional a |W f/|2> aumentará cuadráticamente con B. En el caso 
de pozos cuánticos, la eficiencia de dispersión también depende de la anchura del pozo 
(dS/clQ ex d“2), dependencia que puede atribuirse al confinamiento espacial de electrones
'•L(S)k =
_  huL(S) ~  Egk +  hüjCk(N  +  +  fjLBBjg* +  gj)m3k +  iTk
Eok
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y huecos en la dirección de crecimiento. Por una parte, la amplitud de probabilidad de 
un proceso Raman de primer orden es proporcional al volumen ocupado por electrones y 
huecos, es decir, L2d , mientras que la densidad de estados es proporcional al producto 
L2B  (Ecuación (5.17)), de donde se obtiene finalmente la dependencia Wpi — B/d.
De las Ecuaciones (6.8) y (6.1) puede calcularse la frecuencia a la que aparecen los 
picos resonantes:
ñwL(s) =  Egk +  ^i/e +  Evk +  táck(N  +  +  Psis l  +  9h,)m sB > (6-17)
con k =  hh, lh y m s =  ±1/2 . Debido al gran número de parámetros que determinan la 
energía, es posible obtener en la misma posición resonancias correspondientes a transicio­
nes entre estados diferentes (degeneración accidental), situación que experimentalmente 
puede confundirse con dobles resonancias. Una degeneración accidental puede eliminarse 
cambiando el campo magnético, la configuración de polarización o estudiando una mues­
tra con un pozo de anchura o barrera ligeramente diferente. El modelo que acabamos de 
desarrollar se ha aplicado al sistema particular de un pozo cuántico de GaAs/AlAs, cuyos 
parámetros característicos se han dado ya en la Tabla 6.1 (página 123). La intensidad 
relativa de las resonancias Raman correspondientes a transiciones diferentes está gober­
nada, en cierta medida, por la dependencia del tiempo de vida con el campo magnético, el 
nivel de Landau y la anchura del pozo. En este trabajo hemos asumido una dependencia 
parabólica de T con el nivel de Landau, según la relación:
T(N) =  1.2 -  0.47(iV +  1) +  0.26(JV +  l ) 2 , (6.18)
independientemente de el carácter pesado o ligero de la banda involucrada en la transición. 
Esta relación se obtuvo a partir del trabajo experimental de Calle et al., 91 ajustando la 
anchura de las resonancias correspondientes a distintos niveles de Landau mediante una 
parábola. El resultado de este ajuste aparece en la Figura 6.3. Sin embargo, en otros 
experimentos se ha encontrado más adecuado considerar una dependencia lineal de T con 
el nivel de Landau, diferente para huecos pesados y ligeros.92
La cuantización del spin se ha tenido en cuenta a través de los factores g*. Si se 
conoce su valor experimental, puede utilizarse directamente para determinar los niveles
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F ig u ra  6.3: Anchura de las resonancias en función del número cuántico de Landau para una 
muestra de G aA s/A lA s de 100 A. La línea continua corresponde a la parábola definida en la 
Ecuación (6.18).
de energía en función del campo magnético aplicado. Como factores g hemos considerado 
la diferencia entre las dos componentes de spin de las subbandas de huecos pesados y 
ligeros en el límite B —* 0 para N  fijo, es decir, g3/2 =  6/c y g1/2 = 2/c, donde k, = 1.2 para 
el GaAs. Estos valores son excesivamente grandes si se aplican al primer nivel de Landau 
(N  =  0) debido a las contribuciones excitónicas, 93 aunque la estimación es razonable 
para niveles de Landau de índice mayor. 107
En la Figura 6.4 se representa la eficiencia de dispersión Raman en unidades arbitrarias 
para la configuración z(<j+ , a~)z  en función del campo magnético. Los cálculos se han 
llevado a cabo para pozos cuánticos de cuatro anchuras diferentes y fijando la energía de 
la radiación incidente dos fonones por encima de la banda prohibida del GaAs (huji = 
Eg -r 2ñljlo), energía a la que, para los sistemas considerados, se observan únicamente 
resonancias de entrada. Las transiciones correspondientes a la banda de huecos pesados
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F ig u ra  6.4: Eficiencia de dispersión Raman en función del campo magnético calculada mediante 
la Ecuación 6 .8 . Se ha considerado la configuración de dispersión z{cr~ , <r+ )z  para cuatro anchuras 
de pozo diferentes.
se han señalado como hh y las de huecos ligeros como lh, indicando el nivel de Landau y 
el spin del estado. La fluctuación de la intensidad de las resonancias en función del campo 
magnético en el pozo cuántico contrasta con el comportamiento monótono observado en 
los semiconductores másicos. 8,9 De acuerdo con las reglas de selección del proceso (Tabla 
3.1), en esta configuración de polarización las resonancias de entrada tienen lugar con 
estados de las bandas hh~ y lh~, cada una correspondiente a un spin diferente del electrón. 
En cuanto a la banda de conducción, hemos considerado únicamente la contribución a la 
eficiencia de dispersión del primer nivel del pozo. El segundo nivel se encuentra a una 
energía mucho mayor y no interviene en las resonancias estudiadas. En la figura aparecen
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únicamente resonancias correspondientes a la primera subbanda de hueco pesado y ligero. 
La segunda es impar y su solapamiento con el electrón es cero, mientras que las bandas 
superiores aparecen a una energía que queda fuera de la región analizada. En los dos 
primeros perfiles de magneto-Raman, para pozos de anchura d =  90,100 Á, se observan 
las resonancias de entrada de los niveles N  =  0 ,1 ,2 . . .  de la banda de hueco pesado. 
La banda de huecos ligeros se encuentra a mayor energía y no tiene un comportamiento 
resonante, por lo que no aparece en el espectro. A medida que aumentamos la anchura del 
pozo, las resonancias se desplazan a un valor mayor del campo magnético, lo que significa 
que la energía de las subbandas del pozo es cada vez menor a campo cero. Debido a 
la dependencia de la eficiencia de dispersión con 1/d2, la intensidad de las resonancias 
debe disminuir al aumentar d; sin embargo, en la figura se observa el efecto contrario. 
La razón de este comportamiento contradictorio tiene su origen en el desplazamiento de 
las resonancias a un valor mayor del campo, con lo que la dependencia con d queda 
enmascarada por un aumento de la intensidad proporcional a B 2. Estudiemos ahora 
con detalle el comportamiento de la resonancia N  =  0 de la banda de huecos ligeros, que 
aparece en los pozos con d =  110,120 Á. Como hemos visto, al disminuir d las resonancias 
se desplazan a un valor del campo más intenso, y en la figura puede observarse que el 
pico lh se desplaza con mayor rapidez que la resonancia hh. Esto es debido a que la 
pendiente de los niveles de Landau de la banda de huecos ligeros en función del campo 
es menor que la de los hh, es decir, su masa efectiva en la dirección xy es mayor. Como 
consecuencia, una pequeña variación en la escala de energías (debida a un cambio en el 
valor de d) produce un corrimiento mayor para el lh en la escala de campo magnético. 
Las resonancias de la banda de huecos ligeros presentan una segunda característica que es 
necesario destacar. A pesar de que aparecen a campo magnético menor que las resonancias 
hh con el mismo índice de Landau, su intensidad es mayor. Este es un resultado general 
relacionado con las reglas de selección en un pozo cuántico. Las resonancias de entrada 
correspondientes a estados de la banda de huecos pesados tienen sus resonancias de salida 
a través de estados de la banda de huecos ligeros, que se encuentran a mayor energía. 
Esta disposición de las bandas hace que el denominador de la Ecuación (6.8) adquiera un
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F ig u ra  6.5: Eficiencia de dispersión Raman resonante en función del campo magnético para las
configuraciones z ( a ~ , a Jr)z  y z ( a + , a~ ) z .  Se ha considerado un pozo de G aAs/AlAs de 120 Á.
valor relativamente grande. Por otra parte, si la resonancia de entrada corresponde a un 
estado lh, la de salida se realizará a través de un estado hh, que se encuentra a menor 
energía. La transición está por tanto más próxima a la configuración de doble resonancia, 
por lo que su contribución a la eficiencia de dispersión Raman aumenta.
En la Figura 6.5 se compara la eficiencia de dispersión para las dos configuraciones 
con polarización circular cruzada, en un pozo de GaAs/AlAs de 120 A. Debido a la cuan- 
tización del spin, las resonancias correspondientes a la configuración z(a+,a~)z  aparecen 
a campo mayor. A pesar de esto, son menos intensas que en la configuración z(cr~, crJr)z. 
Esta discrepancia se explica teniendo en cuenta que la contribución del spin a la energía 
cambia la separación de los estados que intervienen en las resonancias de salida, de forma
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que para la configuración z (a~ ,a+)z el valor del denominador en la expresión (6.8) dis­
minuye y la eficiencia de dispersión aumenta.
En la Figura 6.6 se representa la eficiencia de dispersión llaman en función de la energía 
de la radiación incidente para las dos configuraciones de polarización relevantes. El campo 
magnético se ha fijado a un valor de 10 T y se comparan los perfiles de resonancia de tres 
pozos de 80, 100 y 120 Á. La disminución de la intensidad de las resonancias al aumentar 
d se aprecia ahora con claridad, puesto que el campo magnético permanece constante. 
En la región de energías representada aparecen en un mismo espectro resonancias de 
entrada y de salida, cuya posición se desplaza hacia energías más pequeñas a medida que 
d aumenta. Por lo tanto, aumentar d equivale a reducir la escala de energías. En la 
Figura 6.6(a) aparece una degeneración accidental de las resonancias hh f  N  =  1 (in) y 
hh l  N  =  0 (out) para el pozo de 80 Á, que desaparece al cambiar la configuración de 
polarización (Figura 6.6(b)).
Estudiemos ahora las condiciones en las que es posible obtener un proceso doblemente 
resonante. Cuando las resonancias de entrada y de salida correspondientes a una misma 
transición tienen lugar a la misma energía, la eficiencia de dispersión Raman aumenta 
rápidamente. Como vimos en el Capítulo 4, esta situación de doble resonancia puede 
alcanzarse si la diferencia de energía entre dos transiciones electrónicas permitidas coincide 
con la energía de un fonón (Hujlo)> lo que en la práctica se logra cambiando el campo 
magnético y eligiendo adecuadamente la anchura del pozo cuántico. La condición de doble 
resonancia se obtiene a partir de la Ecuación (6.17). El campo magnético necesario para 
obtener una doble resonancia es:
d í j \  ____________ huLO +  EVi — EUj____________
w ( )  w ( 2 JV +  1) ( ^ - ^ ) - m  ( < / ? - < / > , .  ’ }
donde i , j  =  hh,lh1 i ^  j , y la energía de la radiación incidente correspondiente a la 
doble resonancia será:
hu[, =  Eg +  EUe + EUi H (N  4- —) +  fiB (g*e +  g*)TnaeBN , (6.20)
fiXyi ¿
ecuaciones semejantes a las obtenidas en materiales másicos (Ecuaciones (5.24) y (5.25)). 
La Ecuación (6.19) permite calcular la anchura (dc) del pozo necesaria para obtener una
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F ig u ra  6 .6 : Eficiencia de dispersión Raman (en unidades arbitrarias) en función de la energía de 
la radiación incidente (h u ¿ — Eg)/huiLo para tres anchuras del pozo diferentes en la configuración 






































136 CAPÍTULO 6. DISPERSIÓN R A M A N  RESONANTE  . . .  (2D)
doble resonancia a un campo magnético dado. En el caso de un pozo de barreras infinitas, 
existe una expresión analítica para este valor de d:
dc(B) =
h2A í_l_____1_\
2 Vm r¿ m tj  )
1 / 2
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F igu ra  6.7: Eficiencia de dispersión Raman en la configuración z(<j+ ,cr )z  en las proximidades 
de una doble resonancia.
En la Figura 6.7 se representa la eficiencia de dispersión Raman en la configuración 
z(cr+, cr~)z en las proximidades de una doble resonancia (B  ~  B n = 11 T). Si el campo 
magnético es menor que B /v, la resonancia de entrada con la banda de huecos ligeros 
(lh~) tiene lugar después que la resonancia de salida con el hueco pesado (hh+). En 
cambio, para B  > B n la- diferencia de energía entre los dos niveles es menor que la 
energía de un fonón, por lo que la resonancia de salida con el hueco pesado aparece 
después que la resonancia de entrada con el hueco ligero. Este comportamiento es debido 
a que ambas bandas tienen una masa efectiva diferente en el plano xy, lo que se refleja
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en una pendiente diferente de los niveles de Landau en función del campo magnético. En 
la Figura 6.8(a) se representa la energía de las transiciones ópticas en un pozo cuántico 
de GaAs/AlAs de 40 Á que intervienen en la doble resonancia mostrada en la Figura 6.7. 
Las líneas continuas corresponden a transiciones de la primera banda de huecos pesados 
a la banda de conducción (hh+ —> e, línea continua), para estados con número cuántico 
de Landau desde 0 hasta 3. Las transiciones asociadas a la primera subbanda de huecos 
ligeros (lh~ —> e, línea discontinua) aparecen alrededor de 1790 meV a campo cero. Estas 
energías determinan la posición de las resonancias de entrada en el espectro Raman de 
la Figura 6.7. Con una línea discontinua con puntos se ha superpuesto la energía de las 
transiciones hh+ —> e más la energía de un fonón LO (ñ/i++lLO), que indica la posición 
de las resonancias de salida. La doble resonancia se produce cuando las resonancias de 
entrada Ih coninciden con las de salida hh. Los puntos de corte se señalan en la figura con 
un círculo. A campos magnéticos bajos, la separación en energía de los estados hh y Ih del 
mismo nivel de Landau es mayor que la energía de un fonón. Sin embargo, la energía de la 
banda de huecos ligeros aumenta más lentamente con el campo que la de huecos pesados, 
por lo que las bandas tienden a juntarse hasta igualar su diferencia a la de un fonón, 
produciéndose la doble resonancia. En la configuración de polarización complementaria 
(Figura 6.8(b)) el valor del factor g contrarresta en cierta medida la diferente masa efectiva 
entre las dos bandas, y los estados hh y Ih discurren prácticamente paralelos en función 
del campo. La condición de doble resonancia se alcanza en esta configuración a un valor 
mayor del campo.
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F ig u ra  6 .8 : Energía de las transiciones ópticas que intervienen en el proceso doblemente resonante
de la Figura 6.7. (a) configuración z(<r+ , cr~)z, (b) configuración z(a  ,cr+ )z.
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6.1.2 Interacción vía Frohlich
Para determinar el elemento de matriz de la interacción electrón-fonón vía Frohlich, 
partiremos de la expresión (3.67) y utilizaremos la constante de acoplamiento (3.80) apro­
piada para los modos confinados en un pozo cuántico:
Sxf  =  « -* » * « .,.. -  *,(**) , (6.22)
donde p =  (x, y)  y qz está cuantizado (qz =  irp/d). La expresión del potencial viene 
dada por las Ecuaciones (3.83) y (3.84) paja los modos pares e impares. Utilizando las
funciones (6.2) obtenemos:
(A'JI H e p  IA, i ) =
x KN.,Ní(^qv, -A qx)F„,y,(q) -  Sn.,ní ¿ e" X
X K NhíK{ - \ q v - \ q x)FUhK{ q ) \ ^ ^  .
(6.23)
La función FViy.{q)  es la integral de solapamiento de las funciones del pozo de la banda 
de valencia (i =  Ih, hh) o de conducción (i =  e) moduladas por el potencial
Fuitu\{q) =  J<P*Vi $*(*) dz . (6.24)
El resultado de la integral se recoge en el Apéndice C.
La paridad de la función depende del modo confinado que consideremos. Para 
modos pares (p — 2 ,4 ,6 . . .)  es par y para modos impares (p =  1 ,3 ,5 ...)  impar. Por lo 
tanto, la integral FUiy  será distinta de cero para funciones del pozo de la misma paridad 
si el modo es par y de paridad diferente si el modo es impar. Es necesario destacar 
una característica importante de la interacción Frohlich en pozos cuánticos. Dado que la 
componente qz del momento del fonón está cuantizada y toma siempre un valor no nulo, la 
interacción es perm itida en la aproxim ación dipolar (qx =  qy =  0), a diferencia de 
lo que ocurría en materiales másicos. Sin embargo, la interacción sigue siendo intrabanda, 
aunque ahora puede tener lugar entre subbandas diferentes del pozo cuántico.
En la Figura 6.9 se representa el valor de F„i)Ui en función de la anchura del pozo para 
estados de la banda de conducción, huecos pesados y huecos ligeros. Se ha considerado
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el primer fonón confinado par (p =  2) con qx =  qy =  0. La contribución a la eficiencia 
Raman es máxima para estados de la banda hh, y aumenta al aumentar la anchura del 
pozo. Su valor absoluto disminuye drásticamente cuando consideramos dos estados de 
subbandas diferentes (1 y 3 en la figura).
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F ig u ra  6.9: Integral FVit„i en función de la anchura del pozo para estados de la banda de con­
ducción, huecos pesados y huecos ligeros con u =  1 , 3, m  =  2 y qx =  qy = 0 .
Este resultado, junto con los elementos de matriz de la interacción electrón-fotón, nos 
permiten obtener la amplitud de probabilidad del proceso Raman. Realizando explícitamente 
la suma en ky y haciendo la aproximación dipolar obtenemos:
w FI = Y , k D i) T g ^ g : > ' x
• ‘' i
+ E + hüCi(N  + i  -  ,3Lt))(EV, -r Eu, +  hüCi(N  + \  -  0Si))
(6 .25)
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donde i recorre las bandas de valencia y la constante K [ s (i) se define como:
r/F C'f F l o  (c|e¿ -p[p.-) K l e j  - p |c )  ,  p  _ B  | . .
K L S \ l ) ~  /T7\  ñ.  %------ R y a Bfi B , ( 6 .26 )
La dependencia de la amplitud de probabilidad con el campo (W fi  oc 5 )  se mantiene, 
pero su variación con la anchura del pozo desaparece, ya que la dependencia oc 1/d se 
cancela con el valor del fonón confinado qz oc 1/d.
Consideremos, como en la sección anterior, un pozo cuántico crecido en la dirección 
(001) de un cristal cúbico en la configuración de Faraday (B  || — k l  || +¿), y estudiemos 
las reglas de selección del proceso en la geometría de retrodispersión. Los cambios in­
troducidos en la amplitud de probabilidad por el confinamiento en la dirección z  vienen 
dados por las integrales de solapamiento GVetUi y Fv.y  , cuyas expresiones se encuentran 
en el Apéndice C . Los demás índices están sometidos a las mismas reglas de selección 
que en los materiales másicos:
A; = 0
A 771, =  0 .
( 6 .27 )
A N  =  0
Arrij  =  0  ,
es decir, la interacción conserva el nivel de Landau, el spin y el momento angular, así 
como su tercera componente, por lo que el proceso de dispersión es intrabanda. Por otra 
parte, para que el producto
Gue G¡// y. Fyj,i/ &uj,l>j > j  e, Ih, hh
sea distinto de cero, todas las funciones del pozo implicadas en la transición deben tener la 
misma paridad. Como consecuencia, la integral FUjy. se realiza siempre entre funciones de 
la misma paridad y su contribución será distinta de cero para modos pares del fonón con­
finado. Por lo tanto, e n  l a  i n te r a c c ió n  F r o h l ic h  só lo  se  e x c i t a n  m o d o s  c o n f in a d o s  
pares. Para estudiar la intensidad relativa de las distintas resonancias, es necesario tener 
en cuenta que en el numerador de (6.25) aparece una diferencia de dos contribuciones: la 
integral de solapamiento de las funciones de la banda de conducción menos las de la banda 
de valencia. Esta diferencia puede dar como resultado una resonancia muy débil si ambas
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contribuciones son semejantes. En la Figura 6.10 hemos representado la diferencia entre 
los elementos de matriz de los estados de la banda de valencia respecto a los de la banda 
de conducción. La mayor contribución corresponde a transiciones entre las subbandas 
1 y 3, puesto que su diferencia respecto al elemento de matriz del electrón es mayor y 
sus valores no se cancelan. Además, la intensidad final de la resonancia correspondiente 
disminuye debido a la integral de solapamiento GVti¡/h, que toma un valor pequeño si la 
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F ig u ra  6 .10: Diferencia FUitl/i — Fv%^ % para i =  hh, Ih y el primer fonón par confinado en función 
de la anchura del pozo. Se han utilizado los elementos de matriz de la Figura 6.9
Para calcular la eficiencia de dispersión del proceso, es necesario sumar la contribución 
de todos los estados vibracionales finales que no pueden resolverse experimentalmente. La 
suma queda restringida a ios íonones confinados con > 0 y la expresión resultante viene
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dada por:
(6.28)
donde se ha tenido en cuenta que q2 =  irp/d y la suma en p se extiende a todos los modos 
confinados pares. S^s toma el valor:
(6.29)
En pozos cuánticos estrechos (d <  50 Á), los distintos modos confinados pueden re­
solverse con claridad. Debido a la dispersión de los fonones en el semiconductor, a cada 
uno le corresponderá una frecuencia propia bien definida. En ese caso, la eficiencia de 
dispersión debe calcularse paxa un modo del fonón determinado (p fijo). Pero si el pozo es 
lo suficientemente ancho, de forma que la separación entre modos sea inferior a la anchura 
de sus respectivas resonancias, puede realizarse la aproximación no dispersiva, tomando 
tjjq =  u>lo y  sumando las contribuciones provenientes de los distintos modos para obtener 
la contribución total al valor de dS/dPl.
El hecho de que la interacción Frohlich sea permitida entre subbandas del pozo dife­
rentes, abre paso a la posibilidad de obtener un proceso Raman doblemente resonante. 
Para que las condiciones de doble resonancia se satisfagan, el pozo cuántico debe ser lo 
suficientemente ancho como para que la diferencia de energía entre la primera y la tercera 
subbanda coincida con la energía de un fonón. Esta condición se cumplirá con mayor fa­
cilidad para las subbandas hh, puesto que su mayor masa efectiva hace que se encuentren 
más próximas unas de otras.
En la Figura 6.11 se representa la eficiencia de dispersión en función de la energía de 
la radiación incidente para pozos cuánticos de 135, 145 y 150 Á de anchura, manteniendo 
el valor del campo magnético constante a 8 T. Se ha considerado la configuración de 
polarización ¿r(cr+, cr+)z. Debido a las reglas de selección del proceso Raman vía Frohlich, 
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F ig u ra  6 .11: Eficiencia de dispersión calculada en la configuración z(cr+ ,cr+)z  en las proximidades 
de una doble resonancia en función de la energía de la radiación incidente. El campo magnético se 
ha mantenido constante a un valor de 8T.
con conservación de la paridad. Las resonancias del espectro corresponden por tanto 
a transiciones intrabanda. En la muestra de 145 A la diferencia de energía entre el 
primer y tercer nivel del pozo de la banda de huecos pesados coincide aproximadamente 
con la energía de un fonón. En estas condiciones, se se obtiene una doble resonancia 
para la transición hh3 —► hh 1, que a un campo de 8 T aparece a una energía del láser 
Ej + 1-94Tiwio. En el modelo parabólico que acabamos de desarrollar, los niveles de 
Landau dependen linealmente del campo magnético. Puesto que a estados de la misma 
banda les corresponde la misma masa efectiva, tendrán la misma pendiente en función 
del campo, de forma que la condición de doble resonancia se cumple simultáneamente 
para los distintos niveles de Landau, independientemente del valor del campo magnético. 
En la Figura 6.11 pueden observarse picos doblemente resonantes correspondientes a los 
niveles de Landau ¿V = 0, 1 y 2 (señalados como (in) (out), puesto que las resonancias
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de entrada y salida ocurren a la misma energía). La diferencia en la intensidad de los 
picos es debida a la dependencia de la anchura de línea con el nivel de Landau, que se ha 
tomado cuadrática (Ecuación (6.18)). Si consideramos un pozo cuántico con una anchura 
ligeramente diferente, la separación entre los estados hhl y hhZ cambia y la condición de 
doble resonancia se pierde. En la figura se observa cómo se separan las resonancias de 
entrada y de salida en las muestras de 135 y 150 Á. La energía de la radiación incidente a 
la que se obtienen dobles resonancias varía linealmente con el campo magnético aplicado 
y viene dada por:
TieB 1
hujL =  Eg +  EVe +  EVhh d---------(N  +  - )  +  fiB(<7fi +  Qh)171^  5 (6.30)
donde, en nuestro caso, ue =  — 3.
6.2 Modelo no parabólico
Para comparar los resultados teóricos con estructuras semiconductoras reales es nece­
sario tener en cuenta la complejidad de sus bandas de energía. En esta sección generaliza­
remos los resultados del modelo parabólico representado las bandas de valencia mediante 
el Hamiltoniano de Luttinger.
En un pozo cuántico, la interacción entre las bandas no sólo mezcla los distintos 
niveles de Landau, sino también las distintas subbandas del pozo, tal y como vimos en el 
Capítulo 2. La función de onda es ahora una combinación lineal de las funciones $N,ky,v,m, 
(Ecuación (6.2)). Representando las funciones Bloch en la base de momento angular 3/2 
se tiene:
'a,b — vrry
+ ^-i6/2n(^)Wn-iU-i/2 +  t í ¡ 7 { z ) u nV^,2j  
= 4 = e 'M ]T r mb’nu„-(m+m)vm ,
V y m=±3/2,±l/2
donde se ha utilizado una notación similar a la desarrollada en el Capítulo 5 (Ecuación 
(5.33)). Denotaremos la energía correspondiente a este estado como Ea ,^n- Las funciones
K X  =  ~ J ^ eXkyV ' {^>*fcn(z )un-3 3^/2 +  <j>v2n(z)un- 2vll2
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son combinaciones lineales de las funciones del pozo para la banda de huecos pesados 
(m =  ±3 /2 ) y la de huecos ligeros (m =  ±1/2):
=  E < S Í " W * )  > con m =  ± | ,  ± \  . (6.32)
El índice b =  1,2 indica el bloque al que pertenecen según la paridad de las funciones 
^m6,n (Capítulo 2), que se obtiene mediante la relación:
=  ( - l ) Hm+I , (6.33)
donde m es la tercera componente del momento angular.
Los estados de la banda de conducción vendrán dados por:
=  - j = e ' k” V , (6.34)
con m =  ±1 /2 , Cm =  11/2,m¿) y N  =  n — m — 3/2. A cada uno de estos estados
le corresponde la energía £jv,í/e,m y la paridad de la función <pU(¡ se obtiene mediante la
relación TUe =  (—I)"**1.
Con estos estados, el elemento de matriz de la interacción electrón-fotón para procesos 
de absorción y emisión viene dado por:




m + R\P) -  ^  ~ ^ = = ^ I X
E  í Af>i-(>»+»/»)(,,m|é’s  -PlC'> / dz
. — J.-J /O /<»
(6.36)
x
m = ±  3 / 2 . ± l / 2
Para que la integral de solapamiento de las funciones del pozo del electrón y el hueco sea 
distinta de cero, su paridad debe coincidir, por lo que ue debe tener la misma paridad que 
b +  m +  3/2.
A continuación estudiaremos por separado la interacción electrón fotón vía potencial 
de deformación y vía Frohlich.
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6.2.1 Interacción vía potencial de deformación.
Teniendo en cuenta las funciones de onda (6.32) y (6.34) y la definición de la constante 
de acoplamiento de la interacción vía potencial de deformación, obtenemos el elemento 
de matriz:
Ve V h ’
X
m,m —
E  DZ  K n- nl . - ■ í « . “■i,nh u* dz ■
,/  ¿3/2 ^1 “ ±1/2
(6.37)
para un proceso con emisión de un fonón. Con el fin de abreviar la expresión final del 
elemento de matriz se han utilizado las definiciones Nm =  rih — (m  -f 3/2) y N^, =  
K  ~  (TO' + 3/2).
Para obtener la expresión final de la amplitud de probabilidad del proceso, podemos 
realizar la suma en ky y tener en cuenta la configuración de retrodispersión, sustituyendo 
N n ,m  por 5n,m- Para simplificar el resultado definiremos las funciones:
=  E  ■ ¿ K )  V n-(~+3/2, J ^  ,
m =  ±l/2±3/2




a '  ,b' ,a,b E  DZ  / W * ' n u* dz .
m-m/=±3/2
Con estas definiciones se obtiene la siguiente expresión para la amplitud de probabi­
lidad:
w f i = k e í - E E E
• ^ e , ,0,4 ■ (6.39)
La constante KP¡ viene dada en este caso por:
rjsVL (huLñus)1'2 rnodo
(6.40)
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La energía es la energía del par electrón-hueco:
^N^m, =  Eg +  Ea,b,n +  E„a +  ñuCe(N  +  - )  +  . (6.41)
A pesar de la mezcla entre bandas, las reglas de selección del proceso de dispersión se 
mantienen en cierta medida. Como en el modelo parabólico, las transiciones son posibles 
únicamente en la configuración cruzada, es decir, z(<r~,a+)z y z(<t+,(T~)z , mientras que 
las configuraciones paralelas están prohibidas. La primera configuración acopla estados 
con An =  2 y la segunda aquellos con An =  —2, de forma que en cada interacción se 
conserve el nivel de Landau de la componente involucrada: A N  =  0. Debido a la mezcla 
entre las bandas de valencia, el número cuántico de Landau de la banda de conducción 
puede diferir de n en 0,1,2 ó 3 unidades. En el modelo parabólico obtuvimos una regla 
de selección adicional, basada en la conservación de la paridad de los estados del pozo 
cuántico. Ahora esta regla de selección se relaja, y su importancia depende de la mezcla 
de las distintas subbandas a un campo magnético dado. Atendiendo a la simetría de los 
estados es posible obtener una condición similar, aunque menos restrictiva. Para que la 
interacción electrón-fotón tenga lugar, las funciones deben ser distintas de cero, por
lo que la paridad del estado (pVe debe coincidir con la del estado <¡>%,b’n para la componente 
de momento angular m  que interviene en la transición, es decir, (—l)"* =  (—l)6+m+5‘. 
Ahora bien, debido a las reglas de selección del potencial de deformación, la tercera 
componente del momento angular cambia en dos unidades durante la transición, es decir, 
Am  =  ±2 para z(a*, a ±)z. El electrón permanece siempre en el mismo estado, por 
lo que las componentes inicial y final del estado de la banda de valencia implicadas en 
la transición deben tener la misma paridad. De aquí se deduce que A b — 0. Para  
cada configuración de polarización la transición tien e lugar entre estados de 
la banda de valencia pertenecientes al m ism o bloque b.
Al considerar el acoplamiento entre las bandas, la clasificación de los estados de la 
banda de valencia en cuanto a su carácter de hueco pesado o ligero deja de tener sentido. 
Esta clasificación solamente tiene validez en la región de campo magnético bajo (B —► 0), 
donde la mezcla entre bandas es lo suficientemente pequeña como para identificar el 
carácter de cada estado. Nos referiremos por tanto a los estados a campo magnético arbi-
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F ig u ra  6.12: Eficiencia de dispersión Raman en función de la energía de la radiación incidente 
para una muestra de G aA s/A lA s con d =  100 A en distintas configuraciones de polarización (a) 
z { c ~ , a~ )z y (b) :(cr~, a * ) z  con un campo magnético aplicado de 5 y 10 T . Las flechas señalan
las distintas transiciones electrón-hueco.
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trario según su carácter a campo magnético bajo, indicando la banda (hh,lh) y la sub- 
banda del pozo (u =  1, 2,3. . . )  correspondiente. A cada estado se le asocia entre paréntesis 
el número cuántico orbital de Landau, n, que corresponde al nivel de Landau de su com­
ponente hh~. Para clasificar las resonancias de un espectro Raman sin ambigüedad es 
necesario incluir más información sobre los estados. Indicaremos con una flecha el spin 
del estado de la banda de conducción y el nivel de Landau N  correspondiente, añadiendo 
sobre el número cuántico orbital n un superíndice +  ó — para indicar el signo de la tercera 
componente del momento angular involucrada en la transición. Finalmente indicaremos 
entre paréntesis la naturaleza de entrada o de salida de la resonancia como (in) o (out) 
respectivamente. En la Figura 6.12 aparecen cuatro espectros en función de la energía de 
la radiación incidente calculados para una muestra de GaAs/AlAs de 100 Á. Se han con­
siderado las configuraciones de polarización circular cruzada y los picos se han clasificado 
según la notación que acabamos de explicar. El factor próximo a las curvas indica que el 
espectro ha sido multiplicado por ese valor para mayor claridad. En comparación con los 
espectros obtenidos mediante la aproximación parabólica, se observa un claro aumento 
del número de resonancias permitidas. Esto es debido a la relajación de las reglas de 
selección por causa de la mezcla entre bandas. Cada cada banda puede intervenir ahora 
en dos transiciones diferentes para cada configuración de polarización. Los efectos de no 
parabolicidad se observan asimismo comparando los espectros correspondientes a distinta 
configuración de polarización. Su diferencia no consiste ya en un simple corrimiento de 
las resonancias debido a la cuantización del spin, sino que no hay una correspondencia 
clara entre las resonancias de ambos espectros, apareciendo incluso nuevos picos.
6.2.2 Interacción vía Frohlich
Con las funciones de onda (6.32) y (6.34) para estados de la banda de valencia y 
conducción y teniendo encuenta la constante de acoplamiento de la interacción Frohlich
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para un pozo cuántico, obtenemos el siguiente elemento de matriz:
H+p \ X, j ) =
X K N e W Í ^ q y ,  -><qx) J<p*ve $ q d z
~  tiNe,Ni¿kye,ky,J k ’yh,kyh-qy X
X Y ,  C - a , n h  C™n'hKNm,NU(-* q y ,  -  Ag.) / « r A n f c « ,  < C ' n'h * z )  x





correspondiente a un proceso con emisión de un fonón. Se han utilizado las abreviaturas 
Nm =  nn — (m +  3/2) y — (m +  3/2), de forma análoga a como se hizo para el
elemento de matriz de la interacción vía potencial de deformación.
Esta expresión se simplifica en la configuración de retrodispersión, en la que qx =  
qy =  0, lo que nos permite sustituir K ntm por £„,m. Expresaremos el resultado utilizando 
la función definida en la Ecuación (6.38) y sustituiremos la función F  por una
definición adecuada a la interacción Frohlich:
= E Í 4>Tb’n^ - r ^ ‘-ndz . (6.43)
m =±l/2,±3/2 J
Con estas definiciones es posible obtener una expresión compacta para la amplitud de 
probabilidad:
w f ¡ =  k [ s ■ e
W,n a,a/ b,b
X
^ a ,a l ^b,b, F i / ,e ,i/« F Q’\b',ct,b
(6.44)
(huL -  E aN'X,ma +  iTg)(hu,s ~  E Z ’X  +  zT«')
donde la constante K [ s  se define como:
ffF _  Cf IuLO 4 RydBHB B_ 
LS q y / Vy  moy/hushwL d
(6.45)
Las transiciones mediadas por la interacción Frohlich son posibles en las polarizacio­
nes z(cr±,cr:t)z y están prohibidas en la configuración cruzada. Durante el proceso de
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dispersión se conservan tanto el número cuántico orbital de Landau del estado, n como 
el número de Landau de las componentes implicadas N:
A n =  A N  =  0 .
Por otra parte, el acoplamiento se produce únicamente entre estados de la banda de 
valencia pertenecientes al mismo bloque 6, de forma que la paridad de las funciones del 
pozo se conserve durante la interacción. Debido al confinamiento de los fonones en el 
pozo cuántico, la integral de solapamiento F  entre las funciones del pozo de la banda 
de valencia está modulada por la función Esto permite acoplar subbandas con a  y 
a' diferentes. Estas transiciones serán mucho más intensas que en los semiconductores 
másicos, puesto que ahora no están prohibidas en la aproximación dipolar. La posibilidad 
de transición intersubbanda favorece la aparición de dobles resonancias en el espectro de 
magneto-Raman.
En la Figura 6.13 aparece la eficiencia Raman en función de la energía de la ra­
diación incidente para B =  0 y una muestra de GaAs/AlAs de 100 Á. Se ha considerado 
únicamente la configuración z(cr~,a~)z, puesto que a campo cero los estados con distinto 
spin están degenerados. Las distintas resonancias se han clasificado utilizando la misma 
notación desarrollada en la sección anterior para la interacción vía potencial de defor­
mación. De forma similar a lo que ocurría en materiales másicos, en la figura se observa 
que las resonancias con subbandas tipo Ih tienen una intensidad mucho menor que aque­
llas en las que intervienen subbandas hh. Sin embargo, ambos tipos de resonancia son 
ahora lo suficientemente intensas como para ser observadas. La disminución en la efi­
ciencia de dispersión de las resonancias Ih es debida de nuevo a la menor intensidad de 
sus transiciones ópticas (Tabla 3.1, lo que provoca una diferencia de un factor 9 entre las 
resonancias Ih y hh. Su intensidad queda también determinada por la contribución a la 
eficiencia de dispersión F  (Ecuación (6.43)) que aparecen en el numerador de la Ecuación 
(6.44). Debido a la mezcla entre estados, es difícil determinar hasta que punto se cancelan 
las contribuciones de la banda de conducción y la de valencia. En cualquier caso, como 
vimos en la Figura 6.10, la función F toma un valor similar para estados Ih y hh. Por lo 
tanto, a diferencia de lo que ocurría en materiales másicos, la similitud entre las masas
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F ig u ra  6.13: Eficiencia de dispersión Raman en función de la energía de la radiación incidente 
calculada de acuerdo con la ecuación (6.44) para una muestra de G aA s/A lA s de 100 A. Se ha 
tomado B =  0 y la configuración z ( a ~ , a ~ )z  de polarización.
efectivas del electrón y del hueco ligero no introduce un factor de cancelación adicional, 
lo que permite la observación de las resonancias Ih en el espectro de magneto-Raman.
En la Figura 6.13 se observa también que la resonancia de salida el —► hh 1 es signi­
ficativamente más intensa que la resonancia de entrada correspondiente. Esto es debido 
a que se encuentra próxima a la configuración de doble resonancia: cuando la luz disper­
sada resuena con la transición electrónica el —► hh 1, la energía de la radiación incidente 
es del orden de la energía de la transición el —> /iA3, y su contribución a la eficiencia de 
dispersión es mucho mayor. Una situación similar explica la intensidad de la resonancia 
de entrada el — hhZ respecto a la de salida. La transición el —► hh2 está prohibida por 
paridad.
En la Figura 6.14 se representa la eficiencia Raman en función de la energía del láser 
para un campo magnético de 10 T. En la Figura 6.14(a) aparece la configuración de polari-
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Figui-a 6 .14: Eficiencia de dispersión Raman calculada para una muestra de G aA s/A lA s de 100 
A en las dos configuraciones de retrodispersión con luz circularmente polarizada permitidas en la 
interacción Frohlich. El campo magnético se ha mantenido constante a 10 T . (a)z(<7 + , a T )z  y (b) 
z (a~ ,cr~)z.
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zación z(<j +, cr+)z y en la 6.14(b) la configuración z(cr~, a~)z. En la región de energías 
representada aparecen tanto resonancias de entrada como de salida. Las resonancias de 
salida son más intensas que las de entrada debido, como en el caso B  =  0, a una dismi­
nución en el valor de los denominadores de la Ecuación (6.44). Las componentes ligera 
y pesada de los distintos estados favorecen la aparición de resonancias nuevas en compa­
ración con el resultado obtenido en el modelo parabólico, lo que enriquece la información 
contenida en el espectro. Un ejemplo de este tipo de tansiciones aparece en la Figura 
6.14(b) señalada como el —* Ihl f N  = 0 (3“ ) (in) y (out), transición en la que no in­
terviene la componente ligera del estado, sino su componente hh+ con spin hacia arriba. 
La mezcla entre bandas permite que algunas transiciones asociadas a bandas que hemos 
clasificado como ligeras (a campo 0), presenten una resonancia de intensidad similar o 
incluso mayor a la de las bandas hh. A pesar de esta posibilidad, las reglas de selección 
del proceso limitan notablemente el número de transiciones posibles.
GaAs/AIAs-QW 
i  (cr.cr) z 
d =  25  Á 
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F igu ra  6.15: Eficiencia Raman para cuatro modos del fonón diferentes: p =  2 , 4 , 6  y 3. La línea 
a trazos representa ei corrimiento de las resonancias de salida debido a la dispersión de fonón.
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En la Figura 6.15 se representa la eficiencia de dispersión en función de la energía de 
la radiación incidente para una muestra de GaAs/AlAs de 25 Á. En una muestra con 
un pozo tan estrecho, es posible resolver con claridad en el espectro Raman la posición 
de los distintos modos confinados. El espectro se ha calculado para los primero cuatro 
modos pares (p =  2 ,4 ,6 ,8 ). El pequeño corrimiento de los picos al pasar de un espectro 
a otro es debido a la dispersión de los modos del fonón. Como puede verse, sólo se 
excitan fonones pares. Esto es debido al hecho de que, en el modelo desarrollado, se han 
descrito los estados de un semiconductor con la estructura des sulfuro de cinc mediante 
el Hamiltoniano característico de materiales con la estructura del diamante. Esto supone 
despreciar los términos lineales, impares bajo inversión, que caracterizan los materiales 
con la estructura de la cinc-blenda. De esta forma los autoestados del Hamiltoniano tienen 
paridad definida en el contexto de la aproximación de la función envolvente, y los modos 
impares están prohibidos.
6.3 Corrección excitónica a la energía
Hasta ahora hemos descrito los estados excitados del cristal como pares electrón hueco 
sin correlacionar, cuya función de onda se obtiene como producto de las funciones de cada 
una de las partículas que componen el par, mientras que su energía es la suma del electrón 
y el hueco. Es bien sabido que a través de la interacción de Coulomb, el par electrón hueco 
puede formar un estado ligado, el excitón. En un sistema estrictamente bidimensional, 
la energía de ligadura del estado fundamental del excitón es cuatro veces mayor que 
la correspondiente a materiales másicos, 70 y por tanto, es de esperar que los efectos 
excitónicos tengan cierta importancia en la determinación de los estados electrónicos de un 
pozo cuántico. El problema general del movimiento de un excitón en un campo magnético 
lo abordaremos en el Capítulo 8, en donde veremos la necesidad de tener en cuenta los 
efectos excitónicos para explicar un experimento concreto. En este punto consideraremos 
suficiente aplicar la expresión deducida por Akimoto y Hasegawa71 para la energía de
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ligadura del excitón en el límite de campos magnéticos elevados.
Eexc58 ~ w( w r ^ í v T I ) )  ’ (6 '46)
donde R ’ = ¡j.xyRy¡e2 es el Rydberg efectivo del excitón. La constante D se introduce 
para tener en cuenta que el sistema considerado no es estrictamente bidimensional, sino 
que el excitón está parcialmente confinado a lo largo de la dirección de crecimiento. D 
toma valores comprendidos entre 1/4, para un sistema bidimensional, y 1 si el sistema es 
tridimensional. La corrección es válida para campos magnéticos superiores a 5 T en los 
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F ig u ra  6.16: Energía de las transiciones electrónicas de la subbanda hh 1 en función del campo 
magnético. En trazo discontinuo aparece el resultado de aplicar la corrección excitónica E exe a los 
primeros cuatro niveles de Landau, tomando D =  0.6.
electrónicas  de una  muestra de GaAs/AlAs de 40 A en función del campo magnético. En 
t razo discont inuo  aparece el resultado de aplicar la corrección excitónica de la Ecuación 
(6.46) tomando D = 0.6. Para mayor claridad se han dibujado únicamente los primeros
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cuatro niveles de Landau de la subbanda hhl. La influencia del excitón sobre los niveles 
de energía disminuye rápidamente al aumentar el número cuántico de Landau.
C apítulo 7 
R esultados Experim entales
A lo largo de este capítulo se estudiarán con detalle los espectros de magneto-Raman 
correspondientes a dos muestras consistentes en pozos cuánticos múltiples de GaAs/AlAs.
7.1 Descripción de las muestras
La primera muestra, a la que nos referiremos como m uestra A, consta de 80 períodos, 
cada uno consistente en 44 Á de GaAs y 44 Á de AlAs. La segunda o m uestra B está 
formada por 100 períodos con pozo y barrera de 99 Á cada uno. Ambas fueron crecidas 
mediante la técnica de epitaxia de haces moleculares sobre sustratos de GaAs sin dopar, 
orientados en la dirección (001). Mediante este método es posible obtener muestras muy 
puras y de gran movilidad, controlando la anchura de las interfases con precisión de una 
monocapa, requisito necesario para observar los efectos cuánticos debidos al confinamiento 
de los electrones, característicos de los pozos cuánticos. Por otra parte, los sisteméis de 
GaAs/Al As presentan la ventaja de que la similaridad de su parámetro de red garantiza 
la calidad cristalina del sistema, que crece sin tensionar.
Debido a las características particulares de su estructura de bandas, tanto los elec­
trones como los huecos quedéin confinados en el GaAs. Un parámetro determinante en 
el cálculo de la estructura de bandas del pozo cuántico es la forma en que la diferencia 
de energía de la banda prohibida de uno y otro material se reparte entre las bandas de
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conducción y de valencia (band offset). A pesar de su importancia, no existe todavía 
consenso en el valor de este parámetro, que en pozos de GaAs/Al As se encuentra entre el 
65 y el 70%96,40 de la discontinuidad para la banda de conducción. La disposición de las 








F ig u ra  7 .1: Representación esquemática de la discontinuidad de las bandas de valencia y con­
ducción en una muestra de G aA s/A lA s, con los datos más característicos.
7.2 D e s c r ip c ió n  d e l s is te m a  e x p e r im e n ta l
Sobre las muestras A y B se han llevado a cabo medidas de magneto-Raman utilizando 
la geometría de Faraday, con el campo magnético paralelo a la dirección de crecimiento. 
Las medidas se tomaron en configuración de retrodispersión, con la luz dispersada en el 
sentido del campo. Las muestras se mantuvieron a una tem peratura de unos 10 K en un 
criostato óptico de flujo constante de Helio líquido, situado en el interior de la bobina 
de un imán superconductor. Como fuente de luz monocromática se utilizó un láser de
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Titanio-Zafiro bombeado de forma continua por un láser de argón (Ar+).
La luz dispersada por la muestra se analizó utilizando un monocromador doble (Spex 
1404) a modo de filtro espectral, y la posición del espectrómetro se fijó a la frecuencia del 
primer modo del fonón LO del GaAs observado en cada muestra (corrimiento Stokes de 
unos 294 cm-1). La anchura de la línea detectada puede controlarse mediante las rendijas 
de entrada y de salida del espectrómetro. Una vez fijada la energía de la radiación inci­
dente, se midió la intensidad de la radiación dispersada en función del campo magnético, 
variando su intensidad de forma continua desde 0 a 14 T.
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F ig u r a  7.2: Montaje experimental para la medida de la eficiencia de dispersión Raman en función 
del campo magnético. Pu representa el láser de Argón y F el de Titanio-Zafiro. M =  espejo; P 
=  polarizador, girador de polarización; V =  lámina de A/4; A =  filtro atenuador; Z =  imagen 
intermedia real de la muestra; S =  espectrómetro; D =  detector.
En la Figura 7.2 se muestra un esquema del montaje experimental. El láser se encuen­
tra montado sobre una mesa a una cierta distancia del imán con el fin de protegerlo de 
la acción del campo magnético. La luz emitida por el láser de Titanio-Zafiro, polarizada
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linealmente según el eje horizontal, se lleva mediante dos espejos sobre un banco óptico 
y se hace pasar a través de un polarizador circular (P,V). A continuación se sitúa un 
filtro neutro (A) para atenuar convenientemente la intensidad de la luz que incide sobre 
la muestra, que se focaliza sobre ésta mediante la lente fi. La muestra se encuentra en el 
interior del imán (señalada con una x en el esquema). La luz dispersada por la muestra se 
recoge con un espejo Í2 , creando un haz paralelo. Mediante la lente Í3 se forma una imagen 
intermedia que es llevada finalmente a la ventana de entrada del espectrómetro mediante 




F ig u ra  7.3: Detalle del montaje de la muestra en el interior del imán. La luz atraviesa el agujero 
perforado en el espejo f2 e incide sobre la muestra con incidencia normal. La radiación dispersada se 
recoge mediante el espejo formando un haz paralelo que se dirige al monocromador. (configuración 
de retrodispersión).
nar la luz circularmente polarizada. En la Figura 7.3 se representa con detalle el montaje 
de la muestra en el interior del imán. La luz del láser atraviesa el agujero perforado en 
el espejo f4 e incide sobre la muestra con incidencia normal. La radiación dispersada se 
recoge mediante el espejo, formando un haz paralelo que se dirige hacia el monocroma­
dor. De esta forma se consigue la configuración de retrodispersión con un alto grado de 
aproximación, puesto que, a pesar de que se recoge luz dispersada que forma un pequeño
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ángulo (de unos 35°), el cristal presenta un índice de refracción alto, por lo que el ángulo 
de la luz en su interior es mucho menor.
Para que la utilización de luz polarizada no conduza a error, la polarización de la luz 
se referirá a un eje fijo, el que va del espectrómetro al imán (eje z), cuyo sentido coincide 
con el del campo magnético aplicado. La luz polarizada a derechas a lo largo de este eje 
se denotará como <r+, mientras que ar~ denota luz polarizada a la izquierda.
7.3 E n e rg ía  d e  las re so n a n c ia s  en  fu n c ió n  d e l c a m p o



















F igu ra  7.4: Intensidad Raman en función del corrimiento Raman para la muestra A en la con­
figuración de polarización ¿(cr*, <r+ )z. La posición de los distintos fonones confinados pares se 
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Antes de comenzar las medidas de magneto-Raman propiamente dichas, es necesario 
determinar con precisión la frecuencia de los fonones del sistema, con el fin de situar
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F ig u ra  7.5: Intensidad Raman en función del corrimiento Raman para la muestra B en la confi­
guración de polarización z(cr+ , cr+ )z. No es posible resolver con claridad la posición de los distintos 
fonones confinados.
el monocromador en la posición adecuada. En las Figuras 7.4 y 7.5 se representa la 
intensidad Raman en función del corrimiento Stokes de la línea de emisión respecto a la 
energía del láser (Raman shift) para las muestras A y B en la configuración de polarización 
¿(cr+, a +)z. En la muestra más estrecha (muestra A) se observa de forma bien diferenciada 
la posición de cada uno de los modos confinados pares, como corresponde a las reglas 
de selección del proceso en la configuración de polarización paralela. Por lo tanto, en 
las medidas de magneto-Raman analizaremos únicamente los cambios en la intensidad 
de la línea de emisión correspondiente al primer fonón observado. En cambio, en la 
muestra B no es posible resolver los distintos modos, por lo que será necesario considerar 
la contribución conjunta de todos ellos a la eficiencia Raman. Una vez localizada la 
posición del fonón, estamos en condiciones de realizar espectros de magneto-Raman y 
analizar las resonancias observadas en función del campo magnético. Las Figuras 7.6 y





































15 0 5 10 15
M a g n e t i c  F i e l d  ( T )  M a g n e t i c  F i e l d  ( T )
F ig u ra  7.6: Energía de las resonancias de magneto-Raman en función del campo magnético apli­
cado. Los datos se corresponden con la muestra A (G aAs/AlAs-44 A) para las cuatro configuracio­
nes de polarización estudiadas. Los triángulos indican la posición de las resonancias experimentales 
y las líneas representan la energía de las transiciones obtenidas como resultado del cálculo teórico.
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7.7 representan la energía del láser a la que aparecen las resonancias en función del campo 
magnético para los dos pozos cuánticos múltiples estudiados. Los triángulos indican la 
posición de las resonancias observadas experimentalmente. En el eje y se representa la 
energía de la radiación incidente a la que aparecen las resonancias y en el eje x el campo 
magnético correspondiente. Para la muestra A, los resultados se presentan para cuatro 
configuraciones de polarización z(flr± ,<7,± ) z  y mientras que la muestra B apa­
recen únicamente la configuración paralela de polarización. Las curvas teóricas han sido 
calculadas utilizando el Hamiltoniano de Luttinger 4 x 4  para la banda de valencia y un 
modelo parabólico para la banda de conducción, según se ha explicado en los capítulos 
precedentes. Con el fin de ajustar los datos experimentales, se ha realizado la corrección 
excitónica desarrollada para sistemas cuasibidimensionales con campos magnéticos inten­
sos (Ecuación (6.46)). Los parámetros utilizados en el cálculo de las curvas aparecen en la 
Tabla 7.1 y serán analizados más adelante. Concentremos ahora nuestra atención en los 
diagramas de energía en función del campo (Figuras 7.6, y 7.7). Las resonancias pueden 
clasificarse en dos grupos relacionadas con transiciones de la banda de conducción a la 
banda de huecos pesado o ligeros. Por otra parte, cada resonancia puede tener lugar a 
través del canal de entrada o de salida, es decir, bien la energía de la luz incidente o bien 
la de la dispersada pueden coincidir con una transición óptica. Para mayor claridad, en 
las figuras se indica el número cuántico de Landau que interviene en las resonancias de 
salida que tienen lugar con la banda hh. Las líneas teóricas correspondientes se han dibu­
jado con trazo continuo; las que tienen lugar con la banda Ih a través de la vía de salida 
aparecen con trazo discontinuo. Las resonancias de entrada pueden localizarse restando a 
estas curvas la energía de un fonón (36.7 meV). Aparecen en la gráfica con trazo punteado 
para la banda hh y discontinuo con puntos para la banda Ih. En el límite B  —► 0, las 
resonancias de entrada convergen a la energía de un punto crítico, mientras que las de 
salida se encuentran desplazadas un fonón a energías mayores.
Las resonancias del espectro de magneto-Raman que presenta la muestra A (Figura 
7.6) corresponden en su mayor parte a resonancias de entrada en las que están implicadas 
transiciones e l —*■ hhl.  De todas formas, para energías superiores a 1760 meV es posible
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parámetros GaAs AlAs
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Tabla 7.1: Parámetros utilizados en el cálculo de la estructura de bandas y 
eficiecia de dispersión Raman de las muestras A y B.
observar resonancias relacionadas con transiciones de salida el —> hhl. La primera sub- 
banda Ih se encuentra a unos 50 meV de la subbanda hAl, una energía considerable, pero 
comparable con la energía del fonón LO del GaAs. Dado que la masa efectiva en el plano 
xy es mayor para la banda Ih que para la hh, la separación entre los estados con mismo 
índice de Landau tiende a disminuir a medida que aumentamos el campo. Dependiendo 
de la configuración de polarización, las resonancias de entrada Ih (líneas discontinuas con 
puntos) y las de salida hh (línea continua) de la Figura 7.6 discurren prácticamente pa­
ralelas o incluso pueden llegar a cortarse, aunque siempre bajo un ángulo muy pequeño
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y para campos magnéticos por encima de 5 T. Según lo explicado en la Sección 6.1.1, 
cabría esperar un aumento adicional de la intensidad del espectro Raman relacionado con 
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F ig u ra  7.7: Energía de las resonancias de magneto-Raman en función del campo magnético 
aplicado para la muestra B (G aA s/A lA s-99Á ). Los triángulos corresponden a las resonancias ex­
perimentales y las líneas muestran el resultado del cálculo teórico.
los estados Ih (resonancia de salida) y estados hh (resonancia de entrada). En este caso, 
sin embargo, esta situación próxima a la doble resonancia favorece especialmente las tran­
siciones relacionadas con la banda hh a lo largo de un rango de energías muy amplio. Este 
comportamiento se atribuye a que los niveles Ih están caracterizados por una anchura de 
línea significativamente mayor que la de los A A, además del hecho de que las dos líneas 
discurren prácticamente paralelas a medida que aumentamos el campo. Por esta razón,
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las resonancias hh a. través de la vía de salida son más intensas que las correspondientes 
resonancias de entrada para energías de excitación por encima de 1760 meV. Unicamente 
en casos aislados hemos observado resonancias Ih a través del canal de entrada. Otro 
efecto que apoya el hecho de que las resonancias de salida sean más intensas que las de 
entrada, es el aumento de la anchura de línea con el índice de Landau. 103 En la región en 
la que las resonancias hh (in) y (out) aparecen simultáneamente, los índices de Landau de 
las resonancias de salida son siempre menores que las de entrada, con una diferencia entre 
ambas de unas tres unidades. Esta diferencia provoca la supresión de las resonancias de 
entrada en favor de las de salida.
Como puede verse en la Figura 7.7, la dependencia de la energía de las resonancias 
con el campo magnético para la muestra B es mucho más compleja que la obtenida para 
la muestra A. Esto es debido a que las subbandas hhl y Ihl se encuentran separadas esca­
samente 16 meV, una distancia cuatro veces menor que en la muestra A. La proximidad 
de estas subbandas aumenta considerablemente el carácter no parabólico de la banda de 
valencia, debido a la fuerte mezcla entre sus componentes Ih y hh. Por otra parte, los 
estados electrónicos de esta muestra presentan una anchura mucho menor, lo que permite 
observar resonancias de entrada con un índice de Landau al menos de 8. De acuerdo 
con la discusión desarrollada en la Sección 6.2.2, debido a la diferencia en la fuerza de 
oscilador de las distintas transiciones interbanda, la intensidad de las resonancias que 
implican estados Ih debe ser unas diez veces menor que las que provienen de estados hh. 
Es aquí donde la mezcla entre bandas desempeña un papel crucial, puesto que aumenta 
el número de canales resonantes de forma que es posible observar los estados Ih gracias 
a sus componentes hh. Por otra parte, en la muestra B también se observa una mayor 
intensidad de las resonancias de salida respecto a las de entrada a la misma energía de la 
radiación incidente.
Los efectos de la mezcla entre bandas se observan claramente en la configuración 
z(cr~, <j") para la muestra B. Son la causa de resonancias y fenómenos de anticruce entre 
las bandas de energía observadas que no aparecerían en un modelo parabólico de bandas. 
Un ejemplo es la resonancia e * hh+ n =  2, señalada con los triángulos oscuros en la
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Figura 7.7. Esta transición sufre un corrimiento abrupto a energías mayores para un valor 
del campo entre 9 y 10 T, manteniendo su pendiente prácticamente constante. En este 
comportamiento están implicados dos estados diferentes de la banda de valencia, así como 
los cambios que se producen en las componentes que intervienen en la transición a medida 
que aumenta el campo magnético. Las resonancias observadas a campo bajo corresponden 
a transiciones con la primera banda hh, y está dominada por la componente |3/2, + 3 /2 ). 
La contribución de esta componente al estado hh disminuye a medida que aumenta el 
campo. La resonancia observada a campo alto converge a la primera subbanda Ik para 
B  —> 0, donde domina su componente |3/2, —1/2). Para campos magnéticos mayores, 
la componente predominante es |3/2, + 3 /3 ), por lo que ambas resonancias compiten en 
intensidad, la primera decreciendo y la segunda aumentando con el campo, hasta que 
alrededor de 10 T, la segunda domina. Un comportamiento similar se produce en la tran­
sición e f —► hh+ n =  3 (círculos oscuros) alrededor de 6 T. Para comprender este tipo 
de discontinuidades es útil analizar la fuerza de oscilador de las transiciones implicadas y 
la intensidad relativa de los picos en el perfil de magneto-Raman. La fuerza de oscilador 
de una transición óptica es proporcional a |C?£’£jv|2, donde G es la función definida por la 
Ecuación (6.38). Su dependencia con el campo magnético aparece en la Figura 7.8 paja 
las transiciones relevantes en el comportamiento de anticruce. En la región de campos 
magnéticos pequeños, la transición e hh+ n — 2 (línea continua) domina, pero su 
fuerza decrece rápidamente para campos magnéticos mayores, acercándose a la mitad de 
su valor inicial alrededor de 6 T. Esto es debido al aumento de su componente |3/2, —1/2), 
que no contribuye a las resonancias en la polarización z{g~, a~)z. Por otra parte, a cam­
pos mayores de 5 T aparecen otras dos resonancias prácticamente a la misma energía y de 
intensidad comparable a ésta. Una de ellas corresponde a la transición e ► lh~ n =  2, 
que acopla con la banda de conducción a través de su componente 13/2, + 3/2). La otra es 
la transición e J,—► hh~ n — 3, que acopla mediante su componente |3 /2 ,+1/2). Ambas 
están prohibidas a campo cero, pero a campos mayores la aportación de componentes 
de otras bandas permite su observación. Su fuerza de oscilador en función del campo 
magnético aparece en la Figura 7.8 con trazo discontinuo, y se hace comparable a la línea
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F ig u ra  7.8: Fuerza de oscilador en función del campo magnético para las transiciones e 
hh+ n =  3 (línea continua) y [e | - +  lh~ n =  2] +  [e [ —* hh~n  =  3] (línea a trazos) de la 
muestra B. Estas transiciones son responsables de la discontinuidad en la energía marcada con 
círculos oscuros alrededor de 6 T en la Figura 7.7.
sólida en la región de campos altos en la que se observa la discontinuidad en el diagrama 
de energías. La intensidad final está también influida por la cancelación parcial de las 
contribuciones del electrón y el hueco a la eficiencia de dispersión, así como por la diferente
anchura de las resonancias.
7.4 M a sa s  e fec tivas  y d isp e rs ió n  de la  b a n d a  de  va­
len c ia
El cálculo de las subbandas del QW para las dos muestras estudiadas se ha llevado a 
cabo mediante el modelo desarrollado en el Capítulo 2, es decir, teniendo en cuenta la no 
parabolicidad de las bandas /A, so y de conducción. De las medidas realizadas se deduce
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que no es posible despreciar el acoplamiento entre estas bandas si se desean reproducir 
adecuadamente los datos experimentales. Las masas efectivas m zik y mz< obtenidas de 
esta forma aparecen en la Tabla 7.2. Con el fin de ajustar las energías experimentales
parameters Muestra A Muestra B
Anchura del GaAs 43.6 Á 97 Á
0.090 mo 0.076 mo
(®)mx 0.086 m0 0.072 77io
mz* 0.073 mo 0.069 77i0
__ (a) m z\ 0.073 m0 0.068 77i0
D 0.75 0.7
r (4.5 +  3TV) meV (0.5 4- -3N)  meV
aRef.. 96
Tabla 7.2: Parámetros obtenidos del ajuste del modelo teórico a los datos 
experimentales de las Figuras 7.6 y 7.7. Se han incluido asimismo las masas 
calculadas de acuerdo con la Ref.. 96
representadas en las Figuras 7.6 y 7.7 se han utilizado dos parámetros libres, la constante 
de dimensionalidad D (Ecuación (6.46)), que da una medida del grado de confinamiento 
del excitón en el pozo, y la masa efectiva del electrón en el plano perpendicular al campo, 
m xye. Los demás parámetros relevantes, bien se obtienen directamente del Hamiltoniano 
de Luttinger o bien se han tomado de la literatura (ver Tabla 7.1).
Las masas m Za y  mxy< toman un valor significativamente distinto, anisotropía inducida 
por la no parabolicidad de la banda de conducción. Los valores obtenidos pueden compa­
rarse con el cálculo realizado por Ekenberg96 para la masa efectiva del electrón en pozos 
cuánticos incluyendo la no parabolicidad de la banda de conducción y su anisotropía. En 
concordancia con estos cálculos, observamos un aumento considerable de la masa efectiva 
del electrón sobre su valor en materiales másicos, y confirmamos experimentalmente la 































122 104 6 80








0 2 4 6 8 10 12
M a g n e t i c  F i e l d  ( T )
F ig u r a  7.9: Dependencia de la masa reducida del par electrón-hueco con el campo magnético 
para los niveles de Landau N  = 1 , 2 y 3. (a) Muestra A. (b) Muestra B. Curvas calculadas a partir 
de los ajustes de las resonancias de magneto-Raman, restando la contribución excitónica.
174 CAPÍTULO 7. RESULTADOS EXPERIMENTALES
los estados confinados en el pozo como los efectos de la cuantización debida al campo 
magnético. De los datos recogidos en la Tabla 7.2 puede observarse que la masa m xy€ 
sufre un aumento considerablemente mayor que la masa m Z€ con respecto a su valor en el 
material másico (Tabla 5.4). Por otra parte, el factor de anisotropía (mrye/m Ze) es mayor 
para la muestra A, como cabía esperar debido que la primera subbanda aparece a mayor 
energía.
Una vez bien caracterizada la banda de conducción a través de la masa efectiva, 
analizaremos el efecto de la no parabolicidad de la banda de valencia en función del 
campo magnético. Para ello, hemos calculado a partir de los datos experimentales una 
masa efectiva dependiente del campo que caracteriza al par electrón-hueco. La masa 
se ha obtenido a partir de la pendiente de las transiciones interbanda teóricas para los 
niveles de Landau N  =1, 2 y 3, restando a cada estado al contribución excitónica. En las 
Figuras 7.9(a) y 7.9(b) se representa su valor para las dos muestras estudiadas. Con trazo 
continuo aparece la masa reducida del par electrón-hueco pesado, mientras que la masa del 
par electrón-hueco ligero aparece en trazo discontinuo. La variación de estas masas con el 
campo magnético es similar en ambas muestras, con valores mayores para la muestra A, 
como acabamos de explicar. La masa reducida del par e — hh aumenta ligeramente con 
el campo, tanto más cuanto mayor es el nivel de Landau considerado. Por el contrario, 
la masa del par e — Ih disminuye rápidamente al aumentar el campo magnético. Esto es 
una consecuencia del comportamiento tipo anticruce entre los estados Ih y hh de la banda 
de valencia. El valor de las masas de las dos bandas se aproxima a medida que aumenta 
el campo magnético. Debido a su acoplamiento, las bandas se curvan de forma que la 
masa mxyth se hace mayor que la masa m para campos magnéticos superiores a 14 T. 
También es interesante destacar que el valor de la masa reducida del par e — Ih es mayor 
que la propia masa del electrón para campo pequeño (ver Tabla 7.2), aunque decrece por 
debajo de este valor para campos mayores de 4 T. Esto implica que la masa efectiva del 
Ih es negativa a campo magnético pequeño, se hace infinita (banda plana) y cambia de 
signo para campos mayores. Un comportamiento similar se discutió en el Capítulo 2 al 
estudiar la curvatura de las bandas en función del vector de ondas.
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F ig u ra  7 .10: Relaciones de dispersión de los estados hh 1 (línea continua) y Ihl  (línea discontinua) 
en función de kxy calculadas mediante el Hamiltoniano de Luttinger con los datos de la Tabla 7.1. 
Los triángulos representan los puntos experimentales obtenidos según el m étodo explicado en el 
texto.
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Analizando el Hamiltoniano que describe las bandas de energía, vemos que es posible 
hacer en cierta medida un paralelismo entre campo magnético y vector de ondas. De 
esta forma podemos convertir el comportamiento de la energía en función del campo 
en dispersión de las bandas en función de kxy =  yjk\  +  k^ . Con este propósito, hemos 
sustraído la banda de conducción y la banda de energía prohibida de las transiciones 
experimentales y corregido su valor debido a los efectos excitónicos. Las energías de la 
banda de valencia resultantes de esta operación dependen del campo magnético! Para 
convertir esta dependencia en una dependencia con el vector de ondas hemos utilizado la 
relación90:
S b w H )  • <” >
Los triángulos de la Figura 7.10 representan la dispersión de la banda de valencia en 
función de kxy obtenida por este procedimiento para las muestras A y B. Se han utilizado 
las resonancias más pronunciadas de los datos experimentales que aparecen en las Figuras 
7.6 y 7.7. En la Figura 7.10 se han representado también la energía de las subbandas 
hhl (trazo continuo) y Ihl (línea discontinua) en función de kxy obtenidas teóricamente 
mediante el Hamiltoniano de Luttinger en ausencia de campo magnético. El acuerdo 
entre los puntos experimentales y la curva teórica puede considerarse como una prueba 
de consistencia de los parámetros utilizados en el cálculo.
7.5 Perfiles de magneto-Raman
Una vez calculada la energía de las transiciones ópticas, es posible utilizar el modelo 
desarrollado en el capítulo precedente para obtener los espectros de magneto-Raman a 
cada energía. En la Figura 7.11 aparecen los perfiles correspondientes a la muestra A. En 
la columna de la izquierda se presentan los resultados experimentales y en la de la derecha 
el cálculo teórico correspondiente, utilizando los parámetros de la Tabla 7.1. El resultado 
se muestra para dos energías de excitación diferentes y las configuraciones de polarización 
z(cr+, cr+)z y z(a~, a~)z.  Las curvas teóricas han sido calculadas para campos magnéticos 
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F ig u ra  7.11: Perfiles de magneto-Raman correspondientes a la muestra A para cuatro energías 
de excitación diferentes. En la columna de la izquierda aparecen los datos experimentales y en la 
de la derecha los teóricos. Las configuraciones de polarización consideradas se indican en la figura.
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de niveles de Landau que es necesario incluir en el cálculo aumenta rápidamente. Por 
otra parte, por debajo de este límite la corrección excitónica utilizada, aplicable a campos 
altos, deja de tener validez. En la Figura 7.11 se comparan los resultados teóricos con 
los experimentales para la muestra A. Se observa que todas las resonancias que aparecen 
pueden explicarse mediante el modelo teórico utilizado, incluida la intensidad relativa 
de las distintas transiciones. A esta energía, las resonancias corresponden a transiciones 
electrón-hh con distinto nivel de Landau y son resonancias de entrada. La diferencia 
principal entre las distintas polarizaciones viene dada por el spin de las distintas compo­
nentes hh involucradas. La no parabolicidad de las bandas se refleja principalmente en la 
dependencia del desdoblamiento debido al spin con el nivel de Landau, que impide definir 
un valor efectivo de g que describa el efecto del spin sobre las distintas transiciones. Las 
resonancias Ih no se observan en el canal de entrada debido a que su vida media es muy 
pequeña.
En la Figura 7.12 se presentan los perfiles de resonancia para la muestra B, situando 
de nuevo a la izquierda los resultados experimentales y a la derecha los resultados teóricos. 
En contraste con la muestra A, la forma e intensidad de las resonancias dependen ahora 
fuertemente de la energía de la radiación incidente y del campo magnético, dificultando 
enormemente la identificación de las transiciones que intervienen en cada pico. La com­
plejidad de los perfiles proviene de la fuerte mezcla entre las bandas hh y Ih y aumenta 
para energías de excitación superiores a 1620 meV, región en la que tanto las resonancias 
de entrada como las de salida contribuyen al espectro. A pesar de esta complejidad, se 
obtiene un acuerdo cualitativo entre la teoría y el experimento que permite clasificar las 
distintas resonancias. La intensidad de los picos asociados a estados hh es mayor que la 
que proviene de estados Ih, y las resonancias de entrada son menos intensas que las de 
salida.
Para que sea posible una comparación cuantitativa entre el experimento y la teoría 
sería necesario desarrollar un modelo que tuviera en cuenta la dependencia del tiempo de 
vida de los distintos estados con el nivel de Landau y el campo magnético. En el análisis 
de los perfiles de magneto-Raman hemos encontrado que la anchura de las resonancias
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F ig u ra  7 .12: Perfiles de magneto-Raman correspondientes a la muestra B para cuatro energías de 
excitación diferentes. El resultado del cálculo teórico se presenta en la columna de la derecha con 
el fin de compararlo con el experimento. Se han considerado dos configuraciones de polarización 
diferentes, indicadas en la figura.
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aumenta con la energía y el nivel de Landau. Sin embargo, queda fuera del propósito 
de este trabajo obtener una expresión analítica para esta dependencia. La forma de las 
resonancias observadas puede reproducirse adecuadamente utilizando una dependencia 
lineal de T con N , 103 dependencia que aparece en la Tabla 7.2.
C apítulo 8
E fectos excitónicos
Hasta ahora hemos estudiado la dispersión Raman resonante en pozos cuánticos me­
diante una serie de experimentos en los que se ha abarcado un amplio rango de energías y 
campos magnéticos. En su realización y análisis posterior, hemos prestado mayor atención 
a la posición de los picos resonantes que a su intensidad relativa, despreciando la pequeña 
aportación de la luminiscencia al espectro Raman. Mediante la teoría elaborada ha sido 
posible obtener información sobre las reglas de selección del proceso Raman, interpretar 
los espectros de magneto-Raman en distintas configuraciones de polarización y analizar 
con detalle la estructura electrónica del pozo cuántico y su dependencia con el campo 
magnético, obteniendo como resultado unas masas efectivas que están en buen acuerdo 
con otros experimentos81 y cálculos teóricos. 96
En este capítulo analizaremos los espectros de magneto-Raman obtenidos en condi­
ciones de doble resonancia. 91*116 A diferencia de lo que hemos hecho en los capítulos 
precedentes, nos fijaremos en un rango de energías muy restringido, analizando con detalle 
los espectros Raman en función del corrimiento Raman a un campo magnético y energía 
dados. Con el fin de interpretar los resultados experimentales, veremos que es necesario 
considerar excitones como estados intermedios en el proceso de dispersión Raman.
Las propiedades de los excitones en sistemas bidimensionales fueron tratadas extensa­
mente en 1966 por Shinada y Sugano, 70 al estudiar el espectro óptico de semiconductores 
altamente anisotrópicos, en los que la masa del excitón a lo largo del eje de anisotropía
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puede considerarse infinita. La teoría, desarrollada en principio para explicar el espectro 
de absorción de semiconductores laminares, ha sido utilizada posteriormente para estu­
diar los efectos excitónicos en superredes88 y pozos cuánticos. 106 Como es bien sabido, la 
influencia de la interacción coulombiana sobre los estados electrónicos del cristal aumenta 
considerablemente en materiales bidimensionales con respecto a los materiales másicos. 
Cuando el excitón tiene libertad de movimiento en las tres direcciones espaciales (3D), 
su energía de ligadura viene dada por, 66
p3D _  p R y
e2n2 ’
donde n =  1, 2, 3 , . . .  es el número cuántico principal del excitón, p su masa reducida y s 
la constante dieléctrica del material. En sistemas estrictamente bidimensionales (2D), la 
energía de ligadura se obtiene mediante la expresión70:
p2D  _  V-xyRy 
n e2{n +  1)2 ’
donde ahora n =  0,1, 2 , . . .  y pxy es la masa reducida del excitón en el plano xy. Compa­
rando estas dos ecuaciones, vemos que la energía de ligadura del estado fundamental del 
excitón 2D  es cuatro veces mayor que en los sistemas 3D. Como consecuencia, cabe espe­
rar que los efectos excitónicos cobren mayor relevancia en materiales en los que los elec­
trones están confinados, aún cuando el confinamiento sea sólo parcial. La teoría elaborada 
por Shinada y Sugano ha sido ampliada por Akimoto y Hasegawa71 para incluir el efecto 
de un campo magnético de intensidad arbitraria. Desgraciadamente esta teoría, elaborada 
en el marco de la aproximación WKB, permite únicamente el tratamiento numérico de 
las funciones de onda y autoenergías del sistema excitónico, resultados de difícil manejo 
en una teoría Raman.
8.1 Descripción del experimento
Con el fin de estudiar los resultados experimentales de magneto-Raman, se ha anali­
zado un multipozo cuántico de GaAs/AlAs crecido en la dirección [001], 91 con pozo y 
barrera de 92 A.
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F ig u r a  8 .1 : Posición de los picos de fotoluminiscencia en función del campo magnético para una 
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F ig u ra  8 .2 : Posición de los picos de fotoluminiscencia en función del campo magnético para una 
muestra de G aA s/A lA s de 92 Á. Se ha utilizado luz circularmente polarizada a la izquierda (cr~).
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Las energías de las transiciones electrónicas se obtuvieron analizando la muestra me­
diante fotoluminiscencia de excitación (PLE) para distintos valores del campo magnético 
y utilizando luz circularmente polarizada. En las Figuras 8.1 y 8.2 se representa la energía 
de los píeos de luminiscencia en función del campo magnético aplicado, con luz polari­
zada en las configuraciones <7+ y a~ respectivamente. Las líneas representan un ajuste 
teórico de las transiciones electrónicas siguiendo el método expuesto en los Capítulos 2 y 
6. La línea continua indica la energía de las transiciones e — hh, mientras que la de trazo 
discontino corresponde a transiciones e — Ih. En las figuras aparecen hasta cuatro estados 
excitados, cada uno relacionado con un número cuántico de Landau diferente.
Para estudiar las dobles resonancias en el espectro de magneto-Raman, se ha escogido 
el estado fundamental de la banda de huecos ligeros (IhO) como canal de salida. Puesto 
que estamos en resonancia de salida, las dobles resonancias en las que esté implicado el 
estado IhO se obtendrán cuando la energía del láser coincida con una transición electrónica 
permitida. En las Figuras 8.1 y 8.2 hemos representado la energía del láser en función 
del campo magnético mediante una línea continua, señalada como ZñO+lLO. A conti­
nuación se midió la intensidad Raman en función del corrimiento Raman para distintos 
valores del campo magnético y de la energía de la radiación incidente, restando el fondo de 
luminiscencia. El experimento se llevó a cabo en configuración de retrodispersión, utili­
zando la geometría de Faraday y polarización circular paralela para la radiación incidente 
y dispersada. En la Figura S.3'se ha representado la intensidad Raman en función del 
corrimiento Raman para distintos valores del campo magnético aplicado, manteniendo 
constante la energía de la radiación incidente. El rápido aumento de la intensidad del 
pico es debida a que nos encontramos en las proximidades de una resonancia, a la que nos 
acercamos a medida que el campo aumenta. La Figura 8.4 representa la misma resonancia 
para distintos valores de la energía del láser, manteniendo esta vez constante el campo 
magnético.
Representando la intensidad del pico Raman en función del campo magnético aplicado 
obtendremos el espectro de magneto-Raman correspondiente. El resultado aparece en las 
Figuras 8.5 y 8.6 para las configuraciones de polarización f(<r+,cr+)z y z(cr~,cr~)z respec-
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F ig u ra  S.3: Intensidad llam an en función del corrimiento Raman
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F ig u ra  8.4: Intensidad Raman en función del corrimiento Raman para
energía de la radiación incidente en las proximidades de una resonancia.
configuración de polarización r(cr+ , crT)z.
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F i g u r a  8.5: Eficiencia de dispersión Raman en función del campo magnético en unidades a rb itra ­
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F i g u r a  8.6 : Eficiencia de dispersión Ram an en función del campo magnético en unidades a rb i t ra ­
rias. Polarización i(cr+ , a^)z .  En la figura se señalan los estados relacionados con cada  uno de los 
picos resonantes.
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tivamente. En ambas gráficas las resonancias aparecen siempre que la energía del láser 
coincide con uno de los estados excitados de la banda Ih. Obtenemos picos relacionados 
con los estados Ihl y lh2 en la configuración z(cr+,<r+)z y con los Ihl , lh2 y IhZ para 
z(cr~, cr~)z. En cambio, ninguna de las resonancias observadas corresponde a un estado 
de la banda hh. El análisis de estos espectros nos lleva a las siguientes conclusiones:
• Las resonancias observadas no corresponden a resonancias de entrada simples, pues­
to que en ese caso aparecerían picos relacionados con la banda hh con intensidad 
similar o incluso mayor que los de la banda Ih. Corresponden por tanto a dobles 
resonancias.
• El canal de entrada de las dobles resonancias observadas coincide con los distintos 
estados excitados de la banda /A, mientras que el estado fundamental IhO es el canal 
de salida.
• El proceso de dispersión es intrabanda, con un cambio arbitrario en el número 
cuántico de Landau.
Con el fin de comprender estas conclusiones experimentales, hemos estudiado el pro­
ceso de dispersión Raman resonante mediante dos aproximaciones diferentes. En primer 
lugar, comenzaremos analizando detalladamente las características de las dobles reso­
nancias obtenidas mediante el modelo desarrollado en los capítulos precedentes, en el 
que hemos considerado pares electrón-hueco como estados intermedios en el proceso de 
dispersión. Posteriormente veremos la necesidad de extender este modelo, teniendo en 
cuenta la influencia de los efectos excitónicos sobre el espectro de magneto-Raman.
8.2 Pares electrón-hueco libres como estados inter­
medios del proceso de dispersión
Podríamos comenzar el análisis de la dispersión Raman doblemente resonante basándonos 
en un modelo sencillo de bandas parabólicas. Sin embargo, como vimos en la Sección 6.1.2,
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F ig u ra  8.7: Dispersión de los niveles de energía de las bandas de valencia y conducción en función 
del campo magnético. Cada color representa un nivel de Landau en la banda de conducción y un 
nivel orbital de Landau en la de valencia. Se ha representado únicamente el primer estado confinado 
de la banda de conducción. Con trazo continuo se dibujan los estados de la banda de valencia que 
pertenecen al bloque 6 =  1 y con trazo continuo aquellos del bloque 6 =  2 .
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un modelo tan simplificado permite transiciones únicamente entre subbandas del pozo 
cuántico de la misma paridad, separadas la energía de un fonón. La observación de dobles 
resonancias en el espectro Raman queda así restringida a muestras con una estructura 
de bandas acorde con estas exigencias. 72-74 Por otra parte, el número cuántico de 
Landau se conserva durante el proceso de dispersión, por lo que este modelo no permitiría 
reproducir los resultados experimentales. Es necesario, por tanto, describir las bandas de 
energía con mayor detalle, teniendo en cuenta la mezcla entre las distintas subbandas, 
como explicamos en la Sección 2.5. En la Figura 8.7 se representan los niveles de energía 
de la banda de valencia y de conducción de la muestra de GaAs/AlAs en función del 
campo magnético. Las transiciones electrónicas permitidas entre las distintas bandas, 
calculadas teniendo en cuenta las reglas de selección del proceso de absorción, se han 
representado ya en las Figuras 8.1 y 8.2. Consideremos la posibilidad de obtener una doble 
resonancia. Dado que el experimento se ha realizado con luz circularmente polarizada en 
la configuración paralela, el proceso de dispersión tiene lugar vía Fróhlich. Basándonos 
en las reglas de selección que dedujimos en el Capítulo 6, es posible conectar estados de 
distintas subbandas siempre que, según su paridad, pertenezcan al mismo bloque. La 
transición tiene lugar entre estados con el mismo número cuántico orbital de Landau. En 
la figura se señalan las bandas que intervienen en dos dobles resonancias posibles, que 
aparecen a un campo magnético de 6.4 y 8.5 T. Para mayor claridad, se han utilizado 
líneas de colores para los distintos niveles de Landau N  de la banda de conducción y para 
las subbandas con distinto número cuántico orbital de Landau n en la de valencia. En esta 
banda, se ha asignado una línea de trazo continuo a los estados pertenecientes al bloque 
6 =  1 y de trazo discontinuo a aquellos que provienen del bloque 6 =  2. En la banda 
de conducción se ha representado únicamente la primera subbanda del pozo cuántico, 
incluyendo la corrección excitónica desarrollada en la Sección 6.1.2. Debido a la mezcla 
entre bandas, a un campo magnético determinado es posible acoplar estados que a campo 
cero corresponderían a las bandas de hh y /A, transición prohibida en el modelo parabólico. 
Por lo tanto, en el seno de esta teoría es posible obtener procesos doblemente resonantes, 
que conectan subbandas del pozo diferentes. A pesar de que el número de transiciones
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doblemente resonantes permitidas aumenta con respecto al modelo parabólico, la teoría 
no reproduce de forma sistemática las características del experimento. Por una parte, el 
nivel de Landau se conserva, y por otra, las transiciones son intersubbanda, en contra de 
las observaciones experimentales.
Para explicar la dispersión entre niveles de Landau diferentes es necesario considerar un 
proceso de orden superior, en el que, además de la dispersión electrón-fonón, intervenga 
una segunda interacción. Este nuevo proceso puede ser debido a la dispersión de los 
electrones con las impurezas del material o con la rugosidad de las interfases que separan 
los materiales de la barrera y del pozo. Diversos cálculos realizados en GaAs111 indican 
que la dispersión por impurezas es importante únicamente cuando su concentración es lo 
suficientemente grande. Dado que el experimento se ha realizado sobre una muestra sin 
dopar, es más probable que la dispersión tenga lugar por interacción con la rugosidad 
del medio. A pesar de que este proceso es de orden superior al que hemos analizado 
hasta ahora (cuarto orden en teoría de perturbaciones), puede llegar a dominar si nos 
encontramos en las proximidades de una resonancia. 88 La amplitud de probabilidad de 
la dispersión vendría dada por:
( E . - E r m - E r ^ - E r )  ' ( Í U )
donde el Hamiltoniano de interacción Hi incluye ahora la interacción del electrón con la
rugosidad de las interfases, Hr:
H¡ =  Her +  Hep +  Hr . (8-2)
Esta interacción es de tipo elástico y puede tener lugar tanto en la banda de conducción
como en la de valencia.
En la Figura 8.8 aparecen dos diagramas de Feynman característicos del proceso de 
cuarto orden que permitirían transiciones entre estados correspondientes a distintos ni­
veles de Landau. La interacción Hr se representa mediante una cruz. En el diagrama 
se observa que la dispersión entre distintos niveles de Landau está permitida cuando las 
interacciones Hr y Hep tienen lugar en bandas diferentes, una en la de conducción y la
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otra en la de valencia. En el seno de este modelo, los procesos doblemente resonantes in­
dicados en la Figura 8.7 simplemente pasan a ser ahora triples resonancias, y aparecerán 
en un espectro de magneto-Raman como picos de gran intensidad. Por lo tanto, a pesar 
de considerar un proceso de orden superior, la mayor contribución al espectro Raman 
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F ig u ra  8 .8: Dos diagramas de Feynman que contribuyen en un proceso de dispersión Raman por 
un fonón LO considerando la interacción del electrón (a) y del hueco (b) con la rugosidad de las 
interfases en el pozo cuántico. La interacción elástica se representa mediante una cruz. En estos 
dos diagramas las transiciones entre distintos niveles de Landau están permitidas.
tos experimentales sugieren que para asignar los picos de mayor intensidad a transiciones 
entre niveles de Landau diferentes, es necesario tener en cuenta los estados excitónicos 
como estados intermedios en el proceso de dispersión Raman.
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8.3 Excitones como estados intermedios del proceso 
de dispersión
La interacción coulombiana entre el electrón y el hueco siempre está presente, y los 
excitones constituyen los verdaderos estados intermedios del proceso de dispersión. En los 
capítulos precedentes hemos visto que es posible describir la dispersión Raman resonante 
en función del campo magnético mediante un modelo que considera pares electrón-hueco 
libres. Esta descripción nos ha servido para determinar adecuadamente la posición e 
intensidad relativa de las resonancias de entrada y de salida en el proceso Raman. De­
safortunadamente, la teoría desarrollada hasta ahora no explica las características del 
experimento descrito en este capítulo, en el que se realiza un estudio detallado de los pro­
cesos doblemente resonantes en el espectro Raman. Por esta razón, hemos considerado 
conveniente estudiar la dispersión teniendo en cuenta las modificaciones introducidas por 
los efectos excitónicos.
El tratamiento de los excitones en presencia de un campo magnético es un problema 
difícil de abordar, incluso en materiales másicos. 10'1»105 En esta sección desarrollaremos 
un modelo sencillo del excitón en un pozo cuántico cuando se aplica un campo magnético 
intenso. Consideraremos bandas parabólicas, con las masas efectivas del electrón y el 
hueco obtenidas mediante el cálculo de bandas que hemos explicado con anterioridad, y 
cuyo resultado aparece en las Figuras 8.1 y 8.2. El efecto de la mezcla entre subbandas en 
el espectro Raman es esencialmente el de permitir transiciones ocasionales entre estados 
electrónicos excitados, a las que les corresponde una fuerza de oscilador pequeña. Dado 
que estas transiciones no han sido observadas en el experimento, despreciaremos el efecto 
de la mezcla entre bandas, concentrándonos en el cálculo de la energía y función de onda 
del excitón en la aproximación de la masa efectiva.
El efecto del pozo cuántico sobre el excitón es el de limitar su movimiento en la 
dirección de crecimiento (eje z). Puesto que en el caso del GaAs el valor medio del radio del 
excitón es de unos 150 Á, en un pozo cuántico de 92 Ásu movimiento queda prácticamente 
limitado al plano xy. Teniendo esto en cuenta, despreciaremos la dependencia de la
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interacción coulombiana con la coordenada z, tomándola estrictamente bidimensional. 
Tendremos entonces:
Vml =  ' (8-3) 
donde p =  y /x 2 +  y2 es la coordenada relativa del par electrón-hueco en el plano xy. Con 
el fin de aprovechar la simetría cilindrica del pozo cuántico, expresaremos la posición del 
electrón y el hueco en coordenadas cilindricas, (z,p),  y escribiremos el potencial vector 
del campo magnético en el gauge simétrico:
Í = i ¿ x f = | ( - j í , i , 0 )  , (8.4)
donde hemos tomado el campo en la dirección z. Mediante la transformación de gauge
introducida por Yang y Sham, 106 es posible expresar el Hamiltoniano del excitón en
función de las coordenadas relativas y del centro de masas del par electrón-hueco:
p =  P h - p t  ,
5  _  m x y J e + m syhp h (8 ‘5 )TLXy -- .
^ x y e T  ^rvh
El Hamiltoniano del excitón bidimensional en un campo magnético puede escribirse en­
tonces como:
„  h 2 d  i  d  . . .  . h 2 d  1 d  . . .  .
HeIe — — IT-o--------o----- V V{2e ) --------   1"2 o z e m 2e o z e 2 OZfi m Zh dzh.
2 i /  a \  1 a „ ,.p- e2h 1 (  d  \  1 p xy¡ d  P x y i^ Ch
(8 .6)
2 Pxyh p \ r  dp J ' 2 i "  Ph. Ch d(f> 8 ÍTTCqP 
donde p xyh es la masa reducida del par electrón-hueco en el plano xy , con h =  hh,lh. 
La constante ph  tiene dimensiones de masa, definida como pk  =  Tr^ xyh^ x y e/ ( rirlxyh ~ m xye) 
y QCh es la frecuencia ciclotrónica del par. Los dos primeros términos determinan el 
movimiento a lo largo de la dirección de crecimiento del pozo cuántico, e incluyen el 
potencial de confinamiento en lá banda de valencia y de conducción. A continuación 
aparecen una serie de términos que representan la interacción del par electrón-hueco con 
el campo magnético. El último sumando corresponde a la interacción coulombiana.
Con el fin de analizar si el modelo excitónico es capaz de describir las características del 
experimento realizado, simplificaremos los cálculos trantando la interacción coulombiana
194 CAPÍTULO 8. EFECTOS EXCITÓNICOS
como una perturbación al movimiento del par electrón-hueco. Esta aproximación está 
justificada para campos intensos, es decir, cuando el radio de la órbita ciclotrónica es 
menor que el radio del excitón (alrededor de 8 T). Las soluciones del Hamiltoniano sin 
perturbar serán de la forma:
$o{p,Z',zh) , (8.7)
donde las funciones <p¡,(z) son las funciones de onda del electrón en el pozo cuántico 
definidas en el Apéndice B (Ecuaciones (B.l) y (B.2)). <f>) es autofunción del
operador de momento angular
d
1  =  ~ xKd i
y del Hamiltoniano de interacción con el campo magnético:
Hmag — 1 ^ +o \ r  ñ I * o * '*’ C^h —  +
2Pxyh P \  °PJ  2 * Ph
d , 
d i 8





donde M (a, 6; x) representa la función hipergeométrica confluyente, N  =  0 , 1 , 2 , . . .  es el 
número cuántico de Landau del par electrón-hueco y / su momento angular en unidades 
de /i, que puede tomar cualquier valor entero.
La energía del Hamiltoniano sin perturbar viene dada por71:
E„ehtN,i — Ev% +  EVh +  Eg +  E%¡ 
=  EUe +  EVh +  Eg +  huCh M +  W + 1 _  Usa. i
2 f*h ,
(8 .10)
Calcularemos las autofunciones y autovectores del excitón utilizando teoría de pertur­
baciones hasta segundo orden para la interacción coulombiana:
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Para garantizar la ortogonalidad de las funciones de onda del excitón, hemos ortogona- 
lizado la base obtenida utilizando el método de Gram y Schmidt. 115 Los elementos de 
matriz que aparecen en las Ecuaciones 8.11 y 8.12 pueden calcularse de forma analítica y 
se recogen en el Apéndice D.
8.3.1 Cálculo de la amplitud de probabilidad
Analizaremos en primer lugar la amplitud de probabilidad correspondiente a un pro­
ceso Raman de primer orden (Ecuación (4.23)). En la aproximación dipolar, la interacción 
excitón-radiación viene dada por109,110:
H e r  =  S= =  \ ¡ r,2*hv  h.c. (8.13)TTSo y Tl^ l V “  L a'Km 0 v/4tt_w „
donde c* ^  es el operador de creación de un excitón con momento K  en el estado a. a 
representa los distintos números cuánticos que caracterizan a un excitón, con el electrón 
en la banda de conducción c y subbanda del pozo vt y el hueco en la banda de valencia v 
y  subbanda del pozo i/h, en el estado ÍV, l.
La función de onda ¡ sin perturbar evaluada en p =  0 viene dada por:
«JuíO) = ,  (8.14)
por lo que sólo serán excitados estados con momento angular 0.
Para la interacción excitón-fonón vía Frohlich se obtiene una expresión similar a la 
que aparece en la Ecuación (3.67):
a,a1
donde la constante de acoplamiento 5 a i  es:
a r,A
S2‘f  = l» í(* .)«■*"**...' -  $ d z H ) e - ^ S c , \ « , K )  .
(8.16)
En la configuración de retrodispersión, el vector de ondas del fonón en el plano xy es 
cero. En estas condiciones, la interacción excitón-fotón no es capaz de conectar distintos
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estados excitados, puesto que son ortogonales entre sí. Por lo tanto, no será posible 
obtener transiciones entre estados correspondientes a distinto nivel de Landau. Para 
explicar las transiciones entre distintos estados excitados es necesario recurrir de nuevo 
a un proceso de orden superior, que supondremos ocasionado por interacción del excitón 
con la rugosidad de la interfase. La amplitud de probabilidad de este proceso viene dada 
por la Ecuación (8.1). Podemos expresar la interacción Hr como un desarrollo de Fourier 
de la forma38:
Hr =  J ]  +  AIhe - iq' ^ ]  . (8.17)
<fiy
Esta ecuación representa el desarrollo de Fourier de un interacción general con el par 
electrón-hueco, que tiene lugar en el plano xy. Un desarrollo de este tipo ha sido utilizado 
previamente para explicar distintos resultados de dispersión Raman en materiales masivos, 
o0?111 superredes de GaAs/AlAs, 112’113 y GaAs con tensión uniaxial. 114 Nuestra intención 
no es la de analizar esta interacción en detalle y nos centraremos en el cálculo de los 
procesos más intensos, es decir, los triplemente resonantes. La amplitud de probabilidad 
viene dada por:
w  y ^  k f  m  V  ________________________________ w.q(°)________
F! , A '., LS “  — EU'hjy + iTm ){Uujs — £ v aiIv" +  ¿IV»)
¿V.JV'.jV" ( o . l o j
, QN'AMffaw ( « ) 'X < ___ :--------------------------4------------------------ -------
1 hus — E<híN, +  ¿IV# hu í — E v<;htlw/ +  ¿IV#
donde la constante K [ s W  Y función Gvy  han sido definidas previamente en las Ecua­
ciones (6.26) y (6.4) respectivamente. Las funciones Y Qn',n { Í :y) vienen dadas
por:
~  ^ hyfc( í ) W ( 0 ^ . )  , (8.19)
£ / V ' , j v ( < f x y )  =  M ^ I n ' ^  —  Q x v k )  T  A [ h I[y>i^ ( Q x  y J  , (8.20)
donde la función Fvy(q)  ha sido definida en la Ecuación (6.24) y
• i8'21)
para l =  e, h y Q Xy¡ — ^ryTTlryi/í^rye d- ^ry^)*
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Restringiendo el cálculo a los procesos triplemente resonantes tenemos:
W =  V  I<F(h T
’ e*A’ e,AtfyN1
Qn ^N’^ xv) _  G ^ n ÍQi:y)  [
(8.22)
ñus — Ei/h,Nf +  *T^ ñuL — E„ehj f  +  *TV J
8.3.2 Resultados del modelo
En las Figuras 8.9 y 8.10 se ha representado la eficiencia de dispersión Raman en 
función del campo magnético calculada sustituyendo la Ecuación (8.22) en la Ecuación 
(-LIS) (línea continua). Se han considerado las configuraciones de polarización z (a +)cr'h)z 
y z (<t ~,<t ~ ) z  respectivamente. Se han utilizado los datos de la Tabla 8.1. Con el fin de
parámetros Muestra GaAs/AlAs
Anchura efectiva de GáAs 92 Á
0.075 m0
m Ze 0.069 m0
m ry hh 0.28 m0
0.34 m0





Tabla 8.1: Parámetros efectivos utilizados en el modelo parabólico de bandas 
para calcular los estados excitónicos de un multipozo de GaAs/AlAs de 92 Á.
facilitar la comparación, en la parte superior de las figuras se representa la eficiencia de 
dispersión obtenida experimentalmente.
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M a g n e t ic  F i e ld  (T)
F igu ra  8.9: Eficiencia de dispersión Raman para un proceso triple resonante mediado por la 
interacción con un fonón LO e interacción con la rugosidad de las interfases. Se ha tenido en 
cuenta la configuración de polarización paralela z(<7+ , cr+ )z.
Los picos corresponden a transiciones triplemente resonantes entre los distintos estados 
excitados Ih. Las resonancias asociadas con las subbandas hh, al no ser triples, son un 
orden de magnitud más pequeñas. La teoría no sólo reproduce correctamente la posición 
de las resonancias en función del campo magnético, sino también su intensidad relativa 
en ambas configuraciones de polarización.
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F ig u ra  8.10: Eficiencia de dispersión Raman para un proceso triple resonante mediado por la 
interacción con un fonón LO e interacción con la rugosidad de las interfases. Se ha tenido en cuenta 
la configuración de polarización paralela z(<r“ , a~)z .
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transiciones electrónicas como en el de los perfiles Raman en función del campo magnético.
Se llevó a cabo un estudio experimental sistemático en dos pozos cuánticos múltiples 
de GaAs/AlAs consistentes en 100 períodos de 99/99 Á y 80 períodos de 44/44 Á. Los 
datos experimentales obtenidos nos han proporcionado una serie de resonancias Raman 
en función del campo magnético en un rango amplio de energías que permiten el estudio 
de la no parabolicidad de las bandas.
Se ha comparado el modelo desarrollado con los experimentos realizados, obteniéndose 
un buen acuerdo en los parámetros de masa efectiva y su anisotropía, tanto en electrones 
como en huecos. Después de un ajuste de los parámetros de la estructura de bandas para 
obtener las transiciones experimentales, se utilizaron dichos parámetros en el cálculo de 
los perfiles Raman en función del campo magnético, encontrándose un acuerdo satisfac­
torio. De la comparación con el experimento se ha obtenido, mediante la transformación 
hu>e(N  +  1/2) =  fi2fcjiy/2mo, la dispersión de las bandas en la dirección xy, coincidiendo 
prácticamente teoría y experimento.
Una medida detallada de la dispersión Raman resonante permite la obtención de 
espectros en condiciones de doble resonancia. En la última parte de esta Memoria, hemos 
intentado explicar la ruptura de las reglas de selección observada en estos espectros. Una 
primera aproximación en base a la teoría electrón-hueco libre desarrollada anteriormente, 
explica la posibilidad de obtener transiciones entre distintas subbandas, pero a pesar de 
la mezcla el número cuántico de Landau se conserva durante el proceso de dispersión. La 
inclusión de impurezas o de rugosidad en la interfase (o cualquier otro defecto que pueda 
producir ruptura en la conservación del vector de ondas del fonón) hace posible la aparición 
de dobles resonancias, pero desgraciadamente su posición no coincide con la observada 
en el experimento. Ello hace necesario incluir la interacción electrón-hueco. En este 
sentido, se desarrolla una teoría excitónica en campos magnéticos intensos, considerando 
la interacción culombiana en teoría de perturbaciones. Para que la aproximación sea buena 
en el nivel fundamental del excitón a campos magnéticos moderados, es preciso desarrollar 
hasta segundo orden en teoría de perturbaciones tanto la energía como la función de onda, 
necesaria para el cálculo de la eficiencia Raman. El acuerdo alcanzado con el experimento
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La labor realizada en este trabajo ha consistido en el estudio de la dispersión Raman 
de primer orden en campos magnéticos intensos, fundamentalmente en heteroestructuras 
semiconductoras.
Después de desarrollar las herramientas básicas necesarias, hemos abordado el pro­
blema del cálculo de la eficiencia de dispersión y estructura electrónica en materiales 
másicos y pozos cuánticos.
La extensión del modelo de dispersión Raman en campos magnéticos existente para 
materiales másicos, incluyendo la anisotropía y la dependencia con la tercera componente 
del vector de ondas (/:z), nos muestra claramente la importancia de estos factores y su 
implicación en un espectro de dispersión Raman: la integración en kz modifica sustan­
cialmente el espectro.
Posteriormente hemos abordado el cálculo de la dispersión Raman en pozos cuánticos 
considerando el campo magnético en la dirección de crecimiento del pozo. La transfor­
mación trivial en comparación con un modelo tridimensional es la cuantización de kz. 
Esto hace que la integración en kz se convierta en una simple suma en los diferentes esta­
dos del pozo, pero al mismo tiempo, ai romperse la degeneración existente entre huecos 
ligeros y pesados en el punto T de la zona de Brillouin, el nivel de mezcla aumenta extra­
ordinariamente haciendo más importante aún la inclusión de la no parabolicidad debido 
a los efectos de mezcla.
En el marco de un modelo parabólico de tres bandas y teniendo en cuenta el confi­
namiento de los fonones ópticos, se ha estudiado la física elemental del problema, reglas 
de selección debido a las interacciones electrón-fotón y electrón-fonón, particularizando 
el cálculo a pozos cuánticos formados con heteroestructuras GaAs/AlAs. Los dos proce­
sos de interacción electrón-fonón, es decir potencial de deformación y Fróhlich, han sido 
tratados separadamente, obteniéndose que en el primer caso solamente pueden observarse 
los modos confinados impares, y en el segundo los modos confinados pares.
A continuación se tuvieron en cuenta los efectos de mezcla, tanto en el cálculo de las
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es excelente, tanto en la posición de las resonancias como en su intensidad relativa.
Como continuación del trabajo desarrollado en esta Memoria, estamos elaborando un 
modelo de dispersión Raman de segundo orden en pozos cuánticos y campos magnéticos 
intensos. Este modelo incluye los efectos de mezcla y no parabolicidad, con el ánimo de 
estudiar una región más amplia de la zona de Brillouin. Al mismo tiempo, pretendemos 
finalizar también el cálculo de la dispersión Raman en campos magnéticos paralelos.
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A péndice A  
Elem entos de matriz del 
H am iltoniano de Kane 8 x 8
Las funciones de onda de la banda de valencia y conducción pueden representarse en 
la base de momento angular j  =  3/2, 1/2. Tomando el eje de cuantización del spin en la 
dirección [001] estas funciones vienen dadas por la expresión que aparece en la Tabla A.l.
r v 1 8
I _ i \
2 ’ 2 /00 1 S  i)  c - l / 2
2 ’ 2 )  001 5T> cj/a
3 , 3 \
2 » ' 2 /  OOl
3 , I \
2 > ' 2 /  001 ^ [ ( X  +  ¿y) | - 2 2  Ti) v„2(ZA+)
3 _ 1 \
2 > 2 /0 01 J-[(X  _  ¿K) T + 2 2  i ] )
3 _3 \
2 ’ 2 /0 0 1  ’ v_3l2(hh~)
1 +  I \
2 » “  2 /OOl ¿ . { (X  +  iY) 1 + 2  t i )  «,/, (so+)
I _ I \
2 ’ 2 /0 0 1  ' J-[(X  -  iY)  T - 2  1]) ( ío -)
rvL i
Tabla A .l: Representación de las funciones de onda \ j, rr i j ) de las bandas de 
conducción y valencia en la base de momento angular j  =  1/2, 3/2.
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La matriz de Kane puede descomponerse en seis bloques:
/  u  u  zr \
\
Hcc H„ Ha
H l H e Hv,
H l H l H„ J
(A.l)
Los bloques diagonales relacionan las bandas de conducción (c), las de huecos pesados y 
ligeros (v) y las de split-ofF (s) entre sí, mientras que los elementos no diagonales reflejan el 
acoplamiento entre bandas de distinta simetría. El símbolo f indica el adjunto del bloque 
correspondiente. En la base de funciones de momento angular j  =  1/2,3/2 definidas en 
la Tabla A.l,  los elementos de matriz de cada uno de estos bloques son:
Hrr =
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(A.3)
H„  =
1 i ( T  +  Q ) - A 0 +  C
V 0 - ( T  + <5) -Ao  +  C
(A.4)
H e  =
( F  +  Fa) F? -  f;
(f :  -  f:)F\ +  F2
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V2
En estas expresiones hemos utilizado las abreviaturas: 
T(k)  =  (L' +  M)(kl + kl) +  2Mk¡





— Ev + 2mf
=  r= N \ k x — iky)k2
v 3
=  ^  -  *J) -  2iN'kcky]
F-i(k) =  - j= B (k x - i k y) 
F2(k) =  +
<?(*) (Bkxky +  iPkz)
(A.7)
(A.8)
Las constantes A \  B, L', M, N* y P  se obtienen como suma de elementos de matriz del 
operador momento entre las distintas bandas. En muchas ocasiones y en especial cuando 
se estudia la banda de valencia bajo la acción de un campo magnético, la matriz Hvv se 
expresa en función de otro conjunto de parámetros, 71, 72 y 7 3 , llamados parámetros de 
Luttinger, que se relacionan con los de Kane mediante las ecuaciones:
2m0
n2
7i =  ¿ -  +  i ( I '  +  2AÍ)¿TTLq o
9 72 = x(i'-M)ZTTIq o
h2 _  1
2 m073 6
(A.9)
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La matriz H vv así expresada recibe el nombre de Hamiltoniano de Luttinger.
A péndice B
Funciones de onda de un pozo  
cuántico
Debido a la simetría de inversión que presenta el potencial de un pozo cuántico 
simétrico, es posible clasificar los autoestados del electrón en el pozo según su paridad:
1. Estados pares
ip+(z) = A+ <
2. Estados impares
<p~(z) = A -  <
eKB(z+d/ 2) c o s K p d / 2  z  < —d/2
eos K p z  —d/2  <  z  <  d /2
e ~ K B{z-d/2) c o s K p d / 2  d /2  < z
eKBÍz+d/2F sen K p d / 2  z  <  —d/2
sen K p z  —d/2  <  z  < d /2
—e- KB(z~d/ ‘2) gen K p d / 2  d /2  < z
EB.lF
EB.2F
Las constantes A_ y A+ se determinan exigiendo que la función de onda satisfaga las 
condiciones de contorno Edel tipo.definido en la Ecuación E2.24FF junto con la condición 
de normalización y vienen dadas por:
—=- =  -=^-(Kpd/2 + sen K p d / 2  eos K p d /2 )  + —-  eos2 K p d / 2  ,
t  V  ' *  EB.3F
—=- = —— [ K p d / 2  — sen K p d / 2  eos K p d / 2 )  + ——sen2 K p d / 2  .
A i  I \p  K p
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Teniendo en cuenta la definición de estas funciones de onda, podemos calcular los 
elementos de matriz que determinan el Hamiltoniano de Luttinger para el pozo EEcuación 
E2.36FF. Para los elementos diagonales tenemos:
h2k l
Efih — + xy
2 m0
*2k l  ___
1,14 2 ra0
(7 i +  72) ,
EB.4F
E ih = ^ - ^ E 7 1 - 7 2 F ,
y para los elementos no diagonales obtenemos:
S  = ^ ^ - E ^ - 2^ F 7 3 /  ^uhhj-<pulhdz
m O J - i n f t v  d z
R  = %/3 72 + 7 3
+ V 3
2777o 2
ft2 72 -  73
E&* — 2/:yF: EB.5F
2777o
Ekx + iky f /oo V vhhV v*  d z
•00




y>i~7-<Pj dz  = —AiA j  x
—00 dz
21<B
7 7—sen I<Pi d /2  eos I<Pj d / 2 +
K bí + d\B,
I<Bjsen {I<Pi -  I<Pj )d /2  K Bjsen Etfp. + JO* Fd/2
K Px -  I<Pj I<Pi + JO*
z impar, j  par EB.6F
X <
2 I<Bj eos K  ptd/2sen K Pjd / 2 —
K bí + K bj
I<Bjsen E/O, -  tfp,Fd/2 /^sen E / ^  + I<Pj)d /2
I<Pi -  K P} K Pi +  I<Pj
dz =  Gi¿ ,
>
donde la función G{¿ se define en el Apéndice C EEcuación EC.5FF.
1 par, j  impar
(B.7)
A péndice C
Potencial del fonón confinado
Para los modos pares obtenemos:
.7r
e^'senh qxy f
<!>+E— mF = < E—1FT cos ? ~ z  — e qxy* cosh. qxyz
z < - 1  








mF =  ^ E—lj^^sen Zj-z + e 9xy2 sinhgxy2r_ d .d
-e  9*»x coshgxy|
* < “ !
— 2 <  z  <  2 
f  <  Z
EC.2F
y derivando esta expresión se obtiene la componente z  del desplazamiento, que escribire­
mos por simplicidad para qxy = 0:
uz(z) oc <
para m  = 2,4, 6,... y
u z(z) oc <
0
( - 1 ) ? +Is e n 2 fz
0
0
( - l j ^ c o s  Zfz
o
* < - f
- f  < Z < 2
I  < z
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si m  = 1,3,5,__
Las integrales de solapamiento de las funciones del pozo vienen dadas por:
G íj = / (p* <pj dz  = AiAj  x
J — oo
eos K p id ¡el  eos Kp-d¡2-\-
sen { K Pi -  K Pj) d /2_ sen ( K Pi + K Pj)d/ 2
/Cp. + üTp,.
z, j  pares EC.5F
x <
•sen K p {d /  2 sen Kp} d/2-\-
I<Bi + I<Bj
sen (Kp¡ — K p j )d /2  sen(Kp¡ 4- Kp} )d/2
2, j  impares
/0>, -  I<Pj I<Pi + I<Pj
Los elementos de matriz de las funciones del pozo con el potencial del fonón confinado 
dependen del tipo de interacción que consideremos:
1. Potencial de deformación:
-  J v i  UAZ) v¡dz > EC.6F
donde qz = m7r/d. Incluiremos la expresión únicamente para modos impares, puesto 
que son los que intervienen en el proceso Raman de primer orden en el caso de 
interacción vía Potencial de Deformación. Para modos impares Em imparF la función 
uz es par, por lo que tenemos:
Fx,j pares(m  imparF = A{Ajqz
y para las impares:
impares(m  im par) =  A{Ajq2
eos (Kpi + K p j ) d / 2 eos{Kpi — K p} )d /2
[ ( K ñ  + K p , Y  -  q¡) ( K P¡ -  K Pjy  -  q¡FJ
'eos( K P¡ -  K Pj)d/ 2 eos( K ñ  + K Pj) d / 2
EC.7F
I ( K Pi -  K P¡ y  -  q¡ { K Pi + K Pj y  -  q¡)
E0 .8F
2. Interacción Fróhlich:
F¡.Á?) =  í v i  $ i ( z ) Vi dz  > EC.9F
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donde qz = mf/¿. Consideraremos los modos pares, que intervienen en un proceso 
Raman de primer orden vía interacción Frohlich. Para estados pares tendremos:
Fi,j pares(ra  p a r)  =  2 A i A j X
¡ (I<Pi + K P.Fsen ( K Pi + I<Pj)d /2  (I<ñ  -  K Pj)sen(I<Pi -  K Pj)d /2  
* \  (K Pl +  K p , y  -  +  { K P i - K PlY - q l
_j_2 -?xy¿/2senk Qxyd/2 eos K Pid / 2 eos K Pjd / 2 
Kbí + Kpj + qxy
_ Efot +  k p¡ F cosh fai<V2sen ( K Pi +  I<P¡ )d ¡2
( K Pi +  K Piy  +  qly
_ - a,..d/2fc»senhg*y¿/2cosE/Q> + K Pj)d/2
( K Pi +  K Pjy  +  q¡y
_  -  K Pj)coshqxyd / 2 s e n ( K P¡ - I < Pj)d/2
( K P i- K Piy + q l
(C.10)
i x y
_  gxgSenhfcv¿/2cos (K P, -  K Pj)d/2  \
( K Pi -  K Pi)* +  qly j  ' 
y paja estados impares:
F i j  i m p a r e s ( m  ~  2 A ¿ A j  X
; EK P¡ +  I iP¡Fsen ( K P¡ +  K Pj)d/2  {I<P¡ -  K Pj)senEüf* -  ^ F d /2
Etf*  + -  q] + (K p ¡ - K Pjy - q ¡
_0„, j/2 senh qxyd /2  eos ÜQ» d /2  eos I<P¡ d /2  
Kb¡ +  Kb¡ +  9t¡i
- a,„ j /2 (g P. +  ■&>,) cosh ?T»d/2sen ( K Pi +  K Pi)d /2  
( K Pi +  K Pjy  +  q¡y
- llr„d/2 <l*ysellh<!*vd/ 2cos (K Pi + k p M I 2 
( K P¡ +  K P¡y  +  qly
_  - Q„M 2 K^ Pi -  K p , )co sh q xyd / 2 s e n ( K P, -  K P¡)d /2
( K Pi -  K Piy  +  qly
_  J/ 2 írySenhqIyd / 2 c o s ( K Pt -  I<Pj)d/2
( K Pi -  K Pl Y  +  q,2xy
(C .ll)
APÉN D IC E C. P O TE N C IA L DEL F O NÓ N  CONFINADO
A péndice D
Elem entos de m atriz de la 
interacción coulom biana
Los elementos de matriz que aparecen en el desarrollo perturbativo de la energía y 
función de onda del excitón EEcuaciones E8.11F y E8.12FF pueden calcularse de forma 
analítica. Dado que la luz excita únicamente estados con momento angular 0, tomaremos 
/ = 0. Los elementos de matriz correspondientes vienen dados por:
/po > * > F  , _ *  y ,  V i v \ i r(¿ + í)r(|  + M-¿)
( n ,o\ í t s p \Fm ,o) ) ( i  J a  r ( M  +  i ) r ( | - í )  ’
con N  < M .
Los elementos de matriz de la interacción excitón-fonón han sido definidos ya en el 
Apéndice C EEcuaciones EC.6F y EC.6FF.
215
APÉN D IC E D. ELEM ENTOS DE M A T R I Z  D E  LA  .
BIBLIOGRAFÍA 217
Bibliografía
1J. A. Koningstein, Introduction to the theory of  the Raman effect, D. Reidel Publish., 
Dordrecht-Holland E1972F.
2Nature, 31 March, 21 April 1928.
3Die Naturwissenschaften, 6 May, 1928.
4B. Jusserand and M. Cardona in Light Scattering in Solids V, Topics in Applied Physics, 
Vol. 66 pag. 50. Springer-Verlag, Berlín E1989F.
5T. Ruf, R. T. Phillips, A. Cantarero, G. Ambrazevigius, M. Cardona, J. Schmitz y U. 
Rossler, Phys. Rev. B 39, 13378 E1989F.
6T. Ruf, C. Trallero-Giner, R. T. Phillips y M. Cardona, Solid State Commun. 72, 67 
E1989F.
7F. Agulló-Rueda, E. E. Mendez y J. M. Hong, Pys. Rev. B 38, 12 720 E1988F.
8T. Ruf, R. T. Phillips, C. Trallero-Giner y M. Cardona, Phys. Rev. B 41, 3028 E1990F.
9C. Trallero Giner, R. Ruf y M. Cardona, Phys. Rev. B 41, 3028 E1990F.
10J. R. Schrieffer en: Semiconductor Surface Physics. Ed.: R. H. Kingston. University of 
Pennsylvania Press, Filadelfia, p. 55 E1957F.
11 A. Y. Cho y J. R. Arthur, Prog. Solid State Chem. 10, 157 E1975F.
12L. L. Chang y K. Ploog, eds., Molecular Beam Epitaxy and Heterostructures, Proc.
Erice 1983 Summer School. Martinus Nijhoíf, The Hague, 1985.
13W. T. Tsang, C. Weisbuch, R. C. Miller y R. Dingle, Appl. Phys. Lett. 35, 673 E1979F.
14P. D. Dapkus, Annu. Rev. Matter. Sci. 12, 243 E1982F.
15D. C. Tsui y R. A. Logan, Appl. Phys. Lett. 35, 99 E1979F.
218 BIBLIOGRAFÍA
16A. C. Gossard, IEEE J. Quantum Electron. QE-22, 1649 E1986F.
17L. Esaki y R. Tsu, I B M  J. Res. Develop. 14, 61 E1970F.
18L. Esaki, L. L. Chang y R. Tsu, en Proc. l £ h Int. Conf. on Low Temperature Physics, 
Ed. Eizo Kanda EKeigaku, Tokyo, 1971F, pág. 551.
19R. Dingle, W. Wiegmann y C. H. Henri, Phys. Rev. Lett 33, 827 E1974F.
20L. L. Chang, L. Esaki y R. Tsu, Appl. Phys. Lett. 45, 494 E1973F.
21K. v. Klitzing, G. Dorda y M. Pepper, Phys. Rev. Lett. 45, 494 E1980F.
22C. Colvard, R. Merlin, M. V. Klein y A. C. Gossard, Phys. Rev. Lett. 45, 298 E1980F.
23A. K. Sood, J. Menéndez y M. Cardona, Phys. Rev. Lett. 54, 2111 E1985F.
24G. Fásol, N. Mestres, H. P. Hughes, A. Fischer y K. Ploog, Phys. Rev. Lett. 56, 2517 
E1986F.
25P. A. Knipp, T. L. Reinecke, Phys. Rev. B ERCF 48, 5700 E1993F.
26L. Banyai, Y. Z. Hu, M. Lindberg, S. W. Koch, Journal de Physique C2, 225 E1988F.
27L. M. Falicov en Group Theory and Its Applications EUniv. Chicago Press, Chicago 
1966F.
280. Madelung, Introduction to Solid State Theory, Vol. 2 de Springer series in Solid 
State Sciences ESpringer-Verlag, Berlin, Heidelberg, 1978F.
29E. O. Kane en Handbook on Semiconductors, Ed. T. S. Moss. Tomo 1 ENorth Holland, 
Amsterdam, 1982F, pág. 193.
30S. R. Chelikowsky y M. L. Cohén, Phys. Rev. B 14, 556 E1976F.
31C. Kittel en Quantum Theory of  Solids EWiley, New York, 1963F.
32Polarons and Excitons, Editado por C. G. Kuper y G. D. Whitfield, EOliver y Boyd, 
Edinburgh, 1966F.
BIBLIOGRAFÍA 219
33J. M. Luttinger y W. Kohn, Phys. Rev. 97, 869 E1955F.
34J. M. Luttinger, Phys. Rev. 102, 1030 E1956F.
35P. Lowdin, J. Chem. Phys. 19, 1396 E1951F.
36E. O. Kane en Semiconductors and Semimetals, Eds. R. K. Williardson y A. C. Beer. 
Tomo 1 EAcademic Press, New York 1966F, pág. 75.
37G. Bastard, Phys. Rev. B 24, 5693 E1981F.
38N. Binggeli y A. Baldereschi, Phys. Rev. B ERCF 43, E14 734F E1991F.
39G. Bastard y J. A. Brum, IEEE J. Quantum Electron QE-22, 1625 E1986F.
40G. C. La Rocca y M. Cardona, Phys. Stat. Sol. B 167, 115 E1991F.
41K. Greipel, Subbandzustánde in QWs unter dem Einfluft von Druck und akustischen 
Phononen, Tesis Doctoral, Universidad de Regensburg, 1991.
42L. Landau, Z. Phys. 64, 629 E1930F.
43G. C. La Rocca, T. Ruf y M. Cardona, Phys. Rev. B 41, 12 672 E1990F.
44T. Ruf, Ramanstreuung in hohen Magnetfeldem, Tesis Doctoral presentada en la Fa­
cultad de Física de la Universidad de Stuttgart junto con el Instituto Max Planck für 
Festkórperforschung en 1990.
45J. Bardeen y W. Shockley, Phys. Rev. 80, 72 E1950F.
46H. Frohlich, Advances in Physics 3, 325 E1954F.
47S. R. Yang, D. Broido y L. J. Sham, Phys. Rev. B 32, 6630 E1985F.
48H. R. Trebin, U. Róssler y R. Ranvaud, Phys. Rev. B 20, 686 E1979F.
49G. L. Bir y G. E. Pikus, Soviet Physics Solid State 2, 2039 E1961F.
50J. Menendez y M. Cardona, Phys. Rev. B 31, 3696 E1985F.
220 BIBLIOGRAFÍA
51 Light Scattering in Solids II, Topics in Applied Physics, tomo 50, Ed. M. Cardona y 
G. Güntherodt ESpringer, Berlín, 1982F.
52B. Jusserand y M. Cardona, en Light Scattering in Solids V, Topics in Applied Physics , 
tomo 66, Ed. M. Cardona y G. Güntherodt ESpringer, Berlín, 1989F.
53M. Cardona, Superlattices Microstruct. 5, 27 E1989F.
54D. Strauch y B. Dorner, J. Phys.: Condens. Matter 2, 1457 E1990F.
55E. Molinari, A. Fasolino y K. Kunc, Superlatt. and Microstruct. 2, 396 E1986F.
56H. Rücker, E. Molinari y P. Lugli, Phys. Rev. B 44, 3463 E1991F.
57Huang y B. Zhu, Phys. Rev. B 38, 13 377 E1988F.
58Z. V. Popovic, M. Cardona, E. Richter, D. Strauch, L. Tapfer y K. Ploog, Phys. Rev. 
B 41, 5904 E1990F.
59J. E. Zucker, A. Pinczuk, D. S. Chemla, A. C. Gossard y W. Wiegmann, Phys. Rev. B 
29, 7065 E1984F.
60A. K. Sood, J. Menéndez, M. Cardona y K. Ploog, Phys. Rev. Lett. 54, 2111 E1985F.
61M. Cardona, Superlatt. Microstruct. 7, 183 E1990F.
62D. J. Mowbray, M. Cardona y K. Ploog, Phys. Rev. B 43, págs. 1598 y 11 815 E1991F.
63M. Babiker, J. Phys. C 19, 683 E1986F.
64C. Trallero Giner y F. Comas, Phys. Rev. B 37, 4583 E1988F
65C. Trallero-Giner, F. García Moliner, V. R. Velasco y M. Cardona, Phys. Rev. B 45, 
11 944 E1992F.
66G. H. Wannier, Phys. Rev. 52, 191 E1937F.
6/L. D. Landau y E. M. Lifshitz, Quantum Mechanics, Course of  Theoretical Physics, 
Tomo 3 EPergamon Press, Oxford, 1977F.
BIBLIOGRAFÍA 221
68R. J. Elliott, Phys. Rev. 108, 1384 E1957F.
69W. Limmer, Resonante Raman-Streuung an LO-Phononen in II-VI-Halblei tem, Tesis 
doctoral, Universidad de Regensburg, Alemania, 1988.
70M. Shinada y S. Sugano, J. Phys. Soc. Japan, 21, 1936 E1966F.
710. Akimoto y H. hasegawa, J. Phys. Soc. Japan, 22 181 E1967F.
72R. C. Miller, D. A. Kleinman y A. C. Gossard, Solid State Commun. 60, 213 E1986F.
73R. C. Miller, D. A. Kleinman, C. W. Tu y S. K. Sputz, Phys. Rev. B 34, 7444 E1986F.
74D. A. Kleinman, R. C. Miller y A. C. Gossard, Phys. Rev. B 35, 664 E1987F.
75H. Haug y S. W. Koch, Quantum Theory of  the Optical and Electronic Properties of  
Semiconductors, World Scientific, 1990.
'6F. Cerdeira, E. Anastassakis, W. Kauschke y M. Cardona, Phys. Rev. Lett. 57, 3209 
E1986F.
77T. Ando, A. B. Fowler y F. Stern, Rev. Mod. Phys. 54, 437 E1982F.
78H. León y F. Comas, Phys. Status Solidi B 149, 533 E1988F.
79R. Dingle, en Festkórperprobleme XV, Advances in Solid State Physics, editado por H. 
J. Queisser EVieweg, Braunschweig, 1975F, p.21.
80Light Scattering in Solids V, editado por M. Cardona y G. Güntherodt, Topics in 
Applied Physics Vol. 66 ESpringer, Heidelberg, 1989F.
81C. Rogers, J. Singleton, R. J. Nicholas, C. T. Foxon y A. Woodbridge, Phys. Rev. B 
34, 4002 E1986F.
82G. Belle, J. C. Maan y G. Weimann, Solid State Commun 56, 65 E1985F.
83Q. X. Zhao, P. O. Holtz, B. Monemar, T. Lundstróm, J. Wallin y G. Landgren, Phys. 
Rev. B 48, 11 890 E1993F.
222 BIBLIOGRAFÍA
84M. Altarelli y G. Platero, Surface Science 196 E1988F.
85F. Ancilotto, A. Fasolino y J. C. Maan, Phys. Rev. B 38, 1788 E1988F.
86D. A. Broido y L. J. Sham, Phys. Rev. B 31, 888 E1985F.
87T. Suemoto, G. Fásol y K. Ploog, Phys. Rev. B 34, 6034 E1986F.
88A. J. Shields, C. Trallero-Giner, M. Cardona, H. T. Grahn, K. Ploog, V. A. Haisler, D. 
A. Tenne, N. T. Moshegov y A. I. Toropov, Phys. Rev. B 46, 6990 E1992F.
89V. F. Sapega, V. I. Belitsky, T. Ruf, H. D. Fuchs, M. Cardona y K. Ploog, Phys. Rev.
B 46, 16 005 E1992F.
90N. J. Pulsford, R. J. Nicholas, P. Dawson, K. J. Moore, G. Duggan y C. T. B. Foxon, 
Phys. Rev. Lett. 63, 2284 E989F
91F. Calle, J. M. Calleja, F. Meseguer, C. Tejedor, L. Viña, C. López y K. Ploog, Phys. 
Rev. B 44, 1113 E1991F.
92A. Cros, T. Ruf, J. Spitzer, A. Cantarero y M. Cardona, Phys. Rev. B, enviado
93V. F. Sapega, M. Cardona, K. Ploog, E. L. Ivchenko y D. N. Mirlin, Phys. Rev. B 45,
4320 E1991F.
94G. E. W. Bauer y T. Ando, Phys. Rev. B 38, 6015 E1988F.
95 Model 3900 C W  Ti:Sapphire Láser - Instruction Manual, Spectra-Physics, Láser Pro­
ducts División, 1089.
96U. Ekenberg, Phys. Rev. B 40, 7714 E1989F.
97R. J. Elliott y R. Loudon, J. Phys. Chem. Solids 15, 196 E1960F.
98M. Altarelli y N. O. Lipari, Phys. Rev. B 7, 3798 E1973F.
"M . Altarelli y N. O. Lipari, Phys. Rev. B 9, 1733 E1974F.
100V. I. Belitsky, M. Cardona, I. G. Lang y S. T. Pavlov, Phys. Rev. B 46, 15 767 E1992F.
BIBLIOGRAFÍA 223
101 Handbook of Mathematical Functions, Ed. M. Abramowitz e I. A. Stegun. EDover, New 
York, 1972F.
102Physics of  Group I V  Elements and III-V Compounds, editado por 0. Madelung, M. 
Schultz y H. Weiss, Landolt-Bomstein Vols. 17a y 22a ESpringer-Verlag, Berlin, 1982 y 
1987F.
103A. García, A. Cantarero, V. Belitsky, en elaboración.
104M. Altarelli y N. 0. Lipari, Phys. Rev. B 7, 3798 E1973F.
105M. Altarelli y N. 0. Lipari, Phys. Rev. B 9, 1733 E1974F.
106S.-R. Eric Yang y L. J. Sham, Phys. Rev. Lett. 58, 2598 E1987F.
107G. E. W. Bauer y T. Ando, Phys. Rev. B 37, 3130 E1988F.
108L. J. Sham en High Magnetic Fields in Semiconductor Physics II, Springer Series in 
Solid-State Sciences, Vol. 87. Editor: G. Landwehr ESpringer, Berlin 1989F.
109R. J. Elliott y R. Loudon, J. Phys. Chem. Solids 8, 382 E1959F.
110R. J. Elliott y R. Loudon, J. Phys. Chem. Solids 15, 196 E1960F.
111C. Trallero-Giner, A. Cantarero, M. Cardona y M. Mora, Phys. Rev. B 45, 6601 E1992F.
112W. Kauschke, A. K. Sood, M. Cardona y K. Ploog, Phys. Rev. B 36, 1612 E1987F.
113A. Alexandrou, M. Cardona y K. Ploog, Phys. Rev. B 38, 2196 E1988F.
114A. Alexandrou, C. Trallero-Giner, G. Kanellis y M. Cardona, Phys. Rev. B 40, 1013 
E1989F.
115G. H. Golub y C. F. Van Loan, en Matriz  Computations, editado por The Johns Hopkins 
University Press, ELondon, 1989F.
116J. M. Calleja, L. Viña, A. Cros, A. Cantarero, T. Berendschot, sin publicar.
224
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ABREVIATURAS Y SÍMBOLOS
a# Radio de Bohr del excitón.
do Constante de red.
A Potencial vector del campo magnético.
a, a* Operadores de creación y destrucción asociados a los niveles de Landau.
b Número cuántico. Indica el bloque al que pertenecen los estados del
pozo cuántico según su paridad.
B  Como índice hace referencia al material de la barrera en un pozo
cuántico.
B  Campo magnético.
c Velocidad de la luz en el vacío.
c Como índice hace referencia a la banda de conducción.
c  T ( 1 ) ,
c±1/2 Parte periódica de la función Bloch de la banda de conducción con
spin r E1/2F, |  E-1/2F.
C f Constante de Fróhlich.
d Anchura del pozo.
do Constante del pontencial de deformación para el acoplamiento de las
bandas de valencia mediante un fonón óptico. 
dCl Elemento de ángulo sólido.
d S / d d  Eficiencia Raman.
Di' Elemento de matriz del potencial de deformación entre las bandas de
valencia v y v'.
D P  Como índice, potencial de deformación.
D R R S  Dispersión Raman doble resonante.
D  Constante de dimensionalidad del excitón.
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e Carga elemental Ee > 0F.
e Vector de polarización de la luz.
E  Energía.
E  Campo eléctrico.
E q Primera transición directa en el punto T entre la banda de valencia y
' de conducción.
E v Energía de los estados confinados del pozo cuántico.
Eg Energía prohibida entre la banda de valencia y de conducción.
EN,kz,ms Energía de un electrón en un campo magnético en la dirección z.
F  Como índice, Fróhlich.
F ( a , b; z F Función hipergeométrica confluyente.
ge Factor de Landé del electrón libre.
g * Factor de Landé efectivo del electrón en la banda i.
hh Hueco pesado.
H  Operador Hamiltoniano.
Hso  Hamiltoniano de la interacción spin-órbita.
Hp  Hamiltoniano del campo de fonones libres.
H r  Hamiltoniano del campo de fotones libres Ecampo de la radiación elec­
tromagnéticaF.
H e r  Hamiltoniano de interacción electrón-radiación.
H e p  Hamiltoniano de interacción electrón-fonón.
j  Momento angular total del electrón.
Je Vector de ondas.
k • p Método perturbativo de cálculo de bandas.
kz Operador —i d / d z .
Lx, L y, L z Longitud del cristal en las direcciones x , y , z .
Ih Hueco ligero.
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LO  Fonón óptico longitudinal.
rrij Componente del momento angular a lo largo de la dirección de cuan-
tización.
mo Masa del electrón libre.
m Zi Masa efectiva del electrón en la banda i en la dirección z.
m xyi Masa efectiva del electrón en la banda i en el plano xy.
M * Masa reducida de la celda primitiva unidad.
M a(b ) Masa del catión EaniónF.
MBE Epitaxia de haces moleculares.
MOVPE Epitaxia metalorgánica en fase gaseosa.
N  Número cuántico de Landau.
n  Número cuántico orbital de Landau.
p  Operador impulso.
P , Q , P '  Elementos de matriz del operador impulso.
P  Como índice hace referencia ai material del pozo.
q Vector de onda del fonón.
qxy, qz Vector de onda del fonón en el plano xy  y en la dirección z.
q Contribución anísotrópica al factor g en el Hamiltoniano de Luttinger.
r Vector de posición.
R  Elemento no diagonal del Hamiltoniano de Luttinger, par en el ope­
rador kz .
Ry Rydberg del excitón.
R* Rydberg efectivo.
so  Banda de split-off.
S ^ f  Constante de acoplamiento del par electrón-hueco con el fonón.
S  Elemento no diagonal del Hamiltoniano de Luttinger, impar en el ope­
rador kz .
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uN Función de onda del oscilador armónico.
ü Desplazamiento del átomo de su posición de equilibrio.
v Banda de valencia.
U±l/2,±3/2j
v fhivhh Parte periódica de la función de Bloch para la banda de valencia con
tercera componente del momento angular ±1/2 E/AF, ±3/2 EhhF.
V  Volumen del cristal.
Vc Volumen de la celda primitiva unidad.
Vhh-,Vih,Ve Discontinuidad de las bandas hh, Ih y c debida a las características 
diferentes de los materiales que forman el pozo y la barrera de un pozo 
cuántico o superred.
Wpi  Amplitud de probabilidad de la transición |/F —> |FF.
x0 Centro de la órbita ciclotrónica.
YiyTn Armónicos esféricos.
kxy Vector de ondas del electrón en el plano xy.
Zcv Desidad conjunta de estados.
a  Número cuántico. Hace referencia a los distintos estados de la banda
de valencia.
<pVi Función de onda del pozo cuántico correspondiente a la subbanda v
de la banda i.
$v,ky,N,mt Función de onda de un electrón en un pozo cuántico con campo magnético
aplicado en la dirección z. Aproximación parabólica.
®n'ly Función de onda de un electrón en un pozo cuántico con campo magnético
aplicado en la dirección z. Aproximación no parabólica.
T Centro de la zona de Brillouin.
Tj Anchura de línea asociada al tiempo de vida media del par electrón-
hueco en el estado j .
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7i ? 72 > 73 Parámetros de Luttinger.
6íj Delta de Kronecker.
Ao Separación de energía de la banda de split-off.
£o Constante dieléctrica del vacío.
cE0F Constante dieléctrica estática del medio.
eEooF Constante dieléctrica dinámica del medio.
fio Permitividad magnética del vacío.
fiB Magnetón de Bohr.
Masa reducida del par electrón-hueco en el estado i. 
t]l (S) Indice de refracción del medio a la frecuencia de la luz incidente Edis­
persadaF.
k Vector de onda del fotón.
k Contribución isotrópica al factor g en el Hamiltoniano de Luttinger.
A Radio de la órbita ciclotrónica.
p Vector de posición en el plano xy.
Kb,mj Paridad de las componentes rrij de la función de onda de un pozo
cuántico pertenecientes al bloque 6.
Kn,b,a Paridad de la función
xEmaF Espinor de dos componentes.
X Tensor de susceptibilidad.
(jjc Frecuencia ciclotrónica.
coCi Frecuencia ciclotrónica del electrón en la banda i.
¡Z'Ci Frecuencia ciclotrónica del par electrón-hueco en el estado i.
uj Frecuencia del fotón,
ljlo Frecuencia del fonón longitudinal óptico.
cüj(q) Frecuencia del fonón de la rama j  con vector de ondas q.
<t Matrices de Pauli crx, ay y a z.
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