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Causality is a fundamental concept in multiple disciplines. Causal ques-
tions arise in fields ranging from medical research to engineering, philosophy
to physics. The last few decades have witnessed the development of a mathe-
matical model of probabilistic causation by Judea Pearl and many others. In
this modeling framework, directed acyclic graphs arise as natural objects to
capture causal relations between random variables. The directed acyclic graph
that captures the causal relations between variables is called the causal graph
of the system.
A fundamental problem is to learn the causal graph over a set of observed
variables. In this thesis, we propose new algorithms for learning causal graphs
in various settings: 1) First, we consider the setting where the observational
data is available, but we are not allowed to perform new experiments without
any unobserved common causes in Chapter 2, and with an unobserved common
cause in Chapter 3 on two discrete/categorical variables. 2) Second, we
ix
consider the scenario where we are allowed to perform experiments, but these
experiments have a cost associated with them and our goal is to minimize this
cost for learning the causal graph in Chapter 4, and when there are unobserved
common causes and we want to minimize the number of experiments to learn
both the causal graph on the observed variables and the location of latents
in Chapter 5. After the causal graph is learned, the next problem is to fit a
functional model that can sample from the causal model. 3) Third, in Chapter
6 we suggest the use of neural networks, specifically generative adversarial
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Causality is one of the fundamental concepts in science and philosophy.
It is essential for understanding the natural mechanism and planning. There
are various frameworks for modeling causal systems. One of the two well
established frameworks is the potential outcomes framework developed by
Rubin [59], which is frequently used in the statistics literature today. The
main objective is to deal with the phenomenon called the fundamental problem
of causal inference: A patient can only be assigned a single treatment, and
we never get to see the outcome of a different assignment for that particular
patient. Various techniques are used to estimate the average causal effect of a
treatment within the Rubin model (also called Neyman-Rubin model). The
second framework is developed by Judea Pearl and others. The key ingredient
of the Pearlian framework is the use of directed graphs for representing the
causal relations between a set of random variables, where each node of the graph
is a random variable. Pearl developed a mathematical theory of causation,
which can model the effect of randomized experiments. His theory extends
Bayesian networks by equipping them with the capability to capture causal
relations.
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In this thesis, we operate within the Pearlian regime. We are interested in
developing novel techniques for learning the causal relations between variables,
which boils down to learning the causal graph.
The causal inference techniques for learning causal graphs can be divided
into two large categories1: Data-driven learning techniques and experimental
(interventional) learning techniques.
Data-driven techniques attempt to extract the most information about
the causal structure given observations (samples) of the variables in a sys-
tem. This thread may have started from the independent discovery of the
IC [135] and PC algorithms [126], which almost identically, and contrary to
previously held beliefs, showed the possibility of recovering causal relations
from purely observational, non-experimental data. These algorithms are also
called constraint-based as they find the class of equivalent causal graphs that
satisfy the conditional independence (CI) statements that hold in the data.
Although these methods work on general causal graphs and helps us extract
the most complete causal picture one can obtain from observational data using
CI tests, additional assumptions on the data generating model may help us
identify more than what constraint-based methods can offer. For example, if
we assume that the data comes from an Additive Noise Model (ANM), i.e.,
if the exogenous variables’ influence on the effect variable is additive, causal
direction between two variables can be identified except for a measure zero set
1A third thread contains the score-based techniques that identify the DAG that maximizes
a score such as likelihood. In this thesis, we are not interested in this regime.
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of parameters [54], whereas IC/PC cannot be used in this case. Along these
lines a plethora of methods are developed [124, 54, 81, 106].
Experimental learning techniques can be used when PC/IC algorithms
are insufficient 2, or if we cannot make extra assumptions such as additive noise
models, and we can set-up, perform experiments and collect additional data.
As these experiments are costly, one important research problem is to design
the set of experiments that allows us to reason about the underlying causal
system with minimum number of interventions [34].
We contribute to both literatures by proposing new algorithms to
infer causal relations under various setups. Our first two contributions are on
learning the causal graph between two discrete variables with and without causal
sufficiency using entropy. The next contribution is on designing experiments
for learning the underlying causal graph that optimize the total experimental
cost. The next contribution is on designing an efficient set of interventions
to learn the causal graph when latent variables are present in the system.
Finally we design an adversarial training scheme for learning causal implicit
generative models, when the causal graph is known. We specifically focus
on the application of image generation from labels, where we see this as a
causal process and develop architectures to sample from both observational
and interventional image distributions.
2This can for example happen when the causal graph is a tournament, i.e., when there is
no non-edge in then causal graph.
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1.1 Learning from Data: Entropic Causal Inference
Our first contribution is within the observational learning framework.
As mentioned before, within the Pearlian framework [105] it is possible to
discover some causal directions between variables using only observational data
with conditional independence tests. The PC algorithm [126] and its variants
fully characterize which causal directions can be learned in the general case.
For large graphs, GES algorithm [23] provides a score-based test to greedily
identify the highest scoring causal graph given the data. Unfortunately, these
approaches do not guarantee the recovery of true causal direction between every
pair of variables, since typically data could be generated by several statistically
equivalent causal graphs.
A general solution to the causal inference problem is to conduct experi-
ments, also called interventions. An intervention forces the value of a variable
without affecting the other system variables. This removes the effect of its
causes, effectively creating a new causal graph. These changes in the causal
graph create a post-interventional distribution among variables, which can be
used to identify some additional causal relations in the original graph. The
procedure can be applied repeatedly to fully identify any causal graph [49],
[50], [56], [122].
Unfortunately, for many problems, it can be very difficult to create
interventions since they require additional experiments after the original data
collection. Researchers would still like to discover causal relations between
variables using only observational data, using so-called data-driven causality.
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Several recent works [22, 120] have developed such methods. To be able to
make any conclusions on causal directions in this case, additional assumptions
must be made about the mechanisms that generate the data.
We consider the problem of identifying the causal direction between
two discrete random variables using observational data. Unlike many of the
previous works, we keep the most general functional model but make an
assumption on the unobserved exogenous variable: Inspired by Occam’s razor,
we assume that the exogenous variable is simple in the true causal direction.
We quantify simplicity using Rényi entropy. Our main result is that, under
natural assumptions, even though the exogenous variable has low H0 entropy
(cardinality) in the true direction, it must have high H0 entropy in the wrong
direction. We establish several algorithmic hardness results about estimating
the minimum entropy exogenous variable. We show that the problem of finding
the exogenous variable with minimum entropy is equivalent to the problem
of finding minimum joint entropy given n marginal distributions, also known
as the minimum entropy coupling problem. We propose an efficient greedy
algorithm for the minimum entropy coupling problem that provably finds a local
optimum. This gives a greedy algorithm for finding the exogenous variable with
minimum H1 (Shannon Entropy). Our greedy entropy-based causal inference
algorithm has similar performance to the state of the art additive noise models
in real datasets. One advantage of our approach is that we make no use of the
values of the random variables but only their distributions. Our method can
therefore be used for causal inference for both ordinal and categorical data,
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unlike additive noise models.
1.2 Learning from Data: Entropic Latent Variable Dis-
covery
One of the most important challenges for the current causal inference
algorithms is the existence of latent (unobserved) variables. Latent variables
are especially prevalent in biology: Biological signals, such as blood pressure, or
fMRI images, are confounded by unobserved factors, see e.g. [46] and references
therein.
Consider the following problem: we are given two discrete random
variables X, Y over m and n states respectively. Suppose we want to construct
a third random variable Z, such that X and Y are independent conditioned
on Z. Without any constraints this can be trivially achieved: Simply picking
Z = X or Z = Y ensures that X ⊥⊥ Y |Z . However, this requires that the
random variable Z is as complex as X or Y . We therefore ask the following
question: is there a simple Z that makes X, Y conditionally independent?
Suppose we measure the complexity of Z by its cardinality (equivalently, its
Renyi entropy for α = 0). Then, a non-trivial answer to this question would
require us to find a random variable Z with k states, where k < min{m,n} that
renders X, Y conditionally independent. This problem of recovering a small
cardinality latent variable Z is closely related to Probabilistic Latent Semantic
Analysis (pLSA), non-negative matrix factorization (NMF) and Latent Dirichlet
Allocation (LDA). In this chapter we show that a solution to this problem can
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also be used for causal inference in the presence of latent variables: Suppose,
given two dependent random variables X, Y , that our objective is to decide if
there is a direct causal relation between the two, or if the observed correlation
is spurious, i.e., due to an indirect path via a latent variable.
Our main theoretical result is that it is always possible to distinguish
the latent causal graph from the triangle causal graph (see Figure 3.1) where
Z is latent, if the latent variable has cardinality (aka Renyi entropy for α = 0)
less than min{m,n}, except for a measure zero set of joint distributions. We
also study this problem using an alternate simplicity metric of Shannon entropy
instead of cardinality. In this case, our problem becomes: Given two discrete
variables X, Y with m,n states, respectively, what is the minimum entropy
variable Z with k states that assures X ⊥⊥ Y |Z ? We conjecture that an
identifiability result also holds in this case even when k ≥ n, thus permitting us
to study a larger class of latent Z. More precisely, we expect most distributions
generated from the triangle graph with small entropy Z to require a large
entropy Z to satisfy conditional independence X ⊥⊥ Y |Z .
With these observations, our main algorithmic contribution is as follows:
To solve the problem of recovering the minimum entropy Z that renders the
observed variables X, Y conditionally independent, we propose an algorithm to
minimize the loss I(X;Y |Z) + βH(Z). The parameter β allows us to discover
a tradeoff between the simplicity of variable Z and how much of the dependence
between X, Y it can explain away. We show that our algorithm always outputs
a stationary point of the loss function. Moreover, for β = 1, we are able to show
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convergence of the algorithm, and that it converges to either a local minimum
or a saddle point. We also empirically demonstrate that it converges much
faster than gradient descent and recovers better solutions after convergence.
1.3 Learning with Experiments: Cost-Optimal Learning
of Causal Graphs
Randomized trials are the golden standard for causal inference since
they lead to reliable conclusions with minimal assumptions. The problem is
that enforcing randomization to different variables in a causal inference problem
can have significant and varying costs. A causal discovery algorithm should
take these costs into account and optimize experiments accordingly.
In this chapter, we formulate this problem of learning a causal graph
when there is a cost for intervening on each variable. We use interventions, i.e.,
experiments as described in the structural equation modeling framework [105,
126]. To perform each intervention, a scientist randomizes a set of variables and
collects new data from the perturbed system. For example, suppose the scientist
wants to discover the causal graph between a set of patient features, such as diet
and blood sugar, and diabetes. Suppose she decides to perform an intervention
on the diet variable. This entails forcing the desired dietary restrictions on
a random subset of the participating patients. Next, suppose she decides to
perform an intervention on the blood sugar variable. This intervention requires
the scientist to adjust the blood sugar directly, for example through injection of
glucose rather than through diet control. An intervention on the blood sugar is
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arguably harder to perform than a dietary restriction. Hence, the blood sugar
variable should be assigned a larger intervention cost than the diet variable.
Performing an intervention on the variable diabetes is impractical and also
unethical. Hence it should be potentially given the cost of infinity.
For learning the causal relations, randomized experiments can be used
in the most general setting, where we do not have to make assumptions on
the data generating model3. Recently, researchers have been interested in
developing efficient experimental designs, i.e., the set of experiments to perform
on the physical system for learning the causal graph associated with the system
most efficiently [56, 50]. The problem of finding the minimum experimental
design for learning a causal graph is motivated by the fact that experiments
are in general costly: Each experiment requires a new population of units and
administration of the treatment on this population. Researchers have also been
interested in finding the minimum intervention design under the constraint
that each intervention randomizes a small number of variables [122]. However,
a general framework that can incorporate various types of interventional costs
have not been proposed.
In the second part of the chapter, we consider the problem of learning
a causal graph over a set of variables with interventions, where each variable
is associated with a cost. We study the cost-optimal causal graph learning
problem: For a given skeleton (undirected version of the causal graph), design
3Clearly, Pearlian framework is associated with a set of assumptions, e.g., the causal
graph is acyclic.
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the set of interventions with minimum total cost, that can uniquely identify any
causal graph with the given skeleton. We show that this problem is solvable in
polynomial time. Later, we consider the case when the number of interventions
is limited. For this case, we provide polynomial time algorithms when the
skeleton is a tree or a clique tree. For a general chordal skeleton, we develop
an efficient greedy algorithm, which can be improved when the causal graph
skeleton is an interval graph.
1.4 Learning with Experiments: Experimental Design
for Learning Causal Graphs with Latent Variables
One of the most popular assumptions in causal inference research is
that the data-generating model is causally sufficient, which means that no
latent (unmeasured) variable affecting more than one observed variable exists.
In practice, this is a very stringent condition since the existence of latents
affecting more than one observed variable, and generating what is called
confounding bias, is one of the main concerns of empirical scientists that do not
believe that association is the same as causation. The problem of causation is
deemed challenging in most of the empirical fields because scientists recognize
that not all the variables influencing the observed phenomenon being studied
can be measured. The general question that arises is then how much of the
surface, observed behavior of the system is truly causal, or whether it is due to
some external, unobserved forces (Pearl, 2000). Answering this question in a


















Figure 1.1: (a), (b): Different causal graphs that cannot be distinguished
using observational data. (c): A bipartite causal graph between genes and
phenotypes with multiple latent variables.
how nature works, and for better decision-making.
To account for the latent variables, the IC* [135] and FCI [126] al-
gorithms were introduced, which showed the possibility of recovering causal
structures even when latent variables may be confounding the observed behav-
ior 4. One of the main challenges faced by this family of algorithms is that only
ancestral relations can be learned – namely, whether intervening on a variable
has a causal influence on another, but not necessarily direct. For instance,
Fig. 1.1(a),(b) depict two data-generating models that is not distinguishable
from passive data whether A directly causes C or only indirectly (there exists
no separator between A and C due to the presence of the latent L). Despite
the practical challenges of recovering ancestral relations (e.g., finite samples,
selection bias, missing data), we now have a complete characterization of what
structures are recoverable from observational data [2, 126, 143].
4Hereafter, we refer to a latent variable as any variable that is not measured and affect
more than one observed variable. In Fig. 1.1(b), note the latent variable L confounding the
relationship between B and C.
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In fact, inferences will be constrained within some type of equivalence
class, i.e., a collection of models that are all compatible with the constraints
implied over the observational distribution. Some works attempted to use
interventional data to move from the equivalence class to a specific graph, but
almost exclusively considering causally sufficient systems [34, 49, 50, 122, 132,
107]. A number of assumptions trying to identify plausible causal structures
given interventional data collected a priori were also studied [125, 118, 107, 103],
but without the goal of designing optimal interventions.
In this chapter, we generalize these results and propose the first algorithm
to learning a causal graph with latent variables using interventions in a non-
parametric regime. It is known that log(n) interventions are necessary and
sufficient to learn a causal graph without latent variables [50], and we show,
perhaps surprisingly, that there exists an algorithm that can learn a causal
graph that is not very far from this result. More specifically, our contributions
are as follow:
• We introduce a deterministic algorithm that can learn any causal graph
and the existence and location of the latent variables using O(d log(n) + l)
interventions, where d is the largest degree and l is the longest directed path
of the causal graph.
• We then design a randomized algorithm that can learn the observable graph
and all the latent variables using O(d log2(n) + d2 log(n)) interventions with
high probability, where d is the largest degree.
The first algorithm should be useful in practical settings where the longest
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directed path is not very deep (smaller than log(n)), which include bipartite,
time-series, and relational type of domains where the number of variables
is potentially high but the topology is somewhat sparse. As an example
application, consider the problem of inferring the causal effect of a set of
genes on a set of phenotypes, that could be cast as learning a bipartite causal
system (Fig. 1.1(c)). For settings where the data-generating model is dense,
we introduce a randomized algorithm that with high probability is capable of
unveiling the true causal structure.
1.5 Learning Causal Implicit Generative Models
The techniques described so far are interested in learning the causal
graph between variables. However, these cannot be used to learn the causal
model, i.e., the functional relations between variables. Although this problem
is not identifiable in general, it is of interest to construct a causal generative
model which would allow us to sample from interventional distributions.
Generative adversarial networks are neural generative models that can be
trained using backpropagation to mimick sampling from very high dimensional
nonparametric distributions [42]. A generator network models the sampling
process through feedforward computation. The generator output is constrained
and refined through the feedback by a competitive "adversary network", that
attempts to discriminate between the generated and real samples. In the
application of sampling from a distribution over images, a generator, typically
a neural network, outputs an image given independent noise variables. The
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objective of the generator is to maximize the loss of the discriminator (convince
the discriminator that it outputs images from the real data distribution). GANs
have shown tremendous success in generating samples from distributions such
as image and video [136] and have even been proposed for language translation
[140].
One extension idea for GANs is to enable sampling from the class
conditional data distributions by feeding labels to the generator. Various
neural network architectures have been proposed for solving this problem
[94, 101, 5]. As far as we are aware of, in all of these works, the class labels are
chosen independently from one another. Therefore, choosing one label does not
affect the distribution of the other labels. As a result, these architectures do
not provide the functionality to condition on a label, and sample other labels
and the image. For concreteness consider a generator trained to output images
of birds when given the color and species labels. On one hand, if we feed the
generator color=blue, since species label is independent from the color label, we
are likely to see blue eagles as well as blue jays. However, we do not expect to
see any blue eagles when conditioned on color=blue in any dataset of real bird
images. Similarly, consider a generator trained to output face images given the
gender and mustache labels. When labels are chosen independently from one
another, images generated under mustache = 1 should contain both males and
females, which is clearly different than conditioning on mustache = 1. The key
for understanding and unifying these two notions, conditioning and being able
to sample from distributions different than the dataset’s is to use causality.
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We can think of generating an image conditioned on labels as a causal
process: Labels determine the image distribution. The generator is a functional
map from labels to image distributions. This is consistent with a simple causal
graph "Labels cause the Image", represented with the graph L→ G, where L
is the set of labels and G is the generated image. Using a finer model, we can
also include the causal graph between the labels. Using the notion of causal
graphs, we are interested in extending the previous work on conditional image
generation by (a) capturing the dependence and (b) capturing the causal effect
between labels and the image.
As an example, consider the causal graph between gender (G) and
mustache (M) labels. The causal relation is clearly gender causes mustache5,
shown with the graph G→M . Conditioning on gender=male, we expect to see
males with or without mustaches, based on the fraction of males with mustaches
in the population. When we condition on mustache = 1, we expect to sample
from males only since the population does not contain females with mustaches.
In addition to sampling from conditional distributions, causal models allow us
to sample from various different distributions called interventional distributions,
which we explain next.
From a causal lens, using independent labels corresponds to using an
empty causal graph between the labels. However in practice the labels are
5In reality, there may be confounder variables, i.e., variables that affect both, which are
not observable. In this chapter, we ignore this effect by assuming the graph has causal
sufficiency, i.e., there does not exist unobserved variables that cause more than one observable
variable.
15
not independent and even have clear causal connections (e.g., gender causes
mustache). Using an empty causal graph instead of the true causal graph, and
setting a label to a particular value is equivalent to intervening on that label
in the original causal graph, but also ignoring the way it affects other variables.
An intervention is an experiment which fixes the value of a variable, without
affecting the rest of the causal mechanism, which is different from conditioning.
An intervention on a variable affects its descendant variables in the causal graph.
But unlike conditioning, it does not affect the distribution of its ancestors. For
example, instead of the causal graph Gender causes Mustache, if we used the
empty causal graph between the same labels, intervening on Gender = Female
would create females with mustaches, whereas with the correct causal graph, it
should only yield females without mustaches since setting the Gender variable
will affect all the variables that are downstream, e.g., mustache. Similarly,
for generating birds with the causal graph Species causes color, intervening
on color = blue allows us to sample blue eagles (which do not exist) whereas
conditioning on color = blue does not.
An implicit generative model [95] is a mechanism that can sample from
a probability distribution but cannot provide likelihoods for data points. In this
chapter we propose causal implicit generative models (CiGM): mechanisms that
can sample not only from probability distributions but also from conditional
and interventional distributions. We show that when the generator structure
inherits its neural connections from the causal graph, GANs can be used to train
causal implicit generative models. We use WassersteinGAN to train a causal
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implicit generative model for image labels, as part of a two-step procedure for
training a causal implicit generative model for the images and image labels.
For the second step, we propose a novel conditional GAN architecture and loss
function for adversarial training. We show that the global optimal generator can
sample from the correct conditional and interventional distributions, which is
shown by Theorem 17. We also show that the trained causal implicit generative
model for the labels concatenated with our conditional GAN is a causal implicit




The most popular assumption for two-variable data-driven causality
is the additive noise model (ANM) [124]. In ANM, any outside factor is
assumed to affect the effect variable additively, which leads to the equation
Y = f(X) + E,E ⊥⊥ X. Although restrictive, this assumption leads to strong
theoretical guarantees in terms of identifiability, and provides the state of the
art accuracy in real datasets. [124] showed that if f is linear and the noise is
non-Gaussian the causal direction is identifiable. [54] showed that when f is
non-linear, irrespective of the noise, identifiability holds in a non-adverserial
setting of system parameters. [108] extended ANM to discrete variables.
Another approach is to exploit the postulate that the cause and mecha-
nism are in general independently assigned by nature. The notion of indepen-
dence here is vague and one needs to assign maps, or conditional distributions
to random variables to argue about independence of cause and mechanism.
This chapter is based on the material from the publications [69, 70]: M. Kocaoglu,
Alex Dimakis, Sriram Vishwanath, Babak Hassibi "Entropic Causal Inference," Proceedings
of the Thirty-First AAAI Conference on Artificial Intelligence (AAAI-17), 2017 and M.
Kocaoglu, Alex Dimakis, Sriram Vishwanath, Babak Hassibi "Entropic Causality and Greedy
Minimum Entropy Coupling," IEEE International Symposium on Information Theory (ISIT),
pp. 1465-1469, Aachen, Germany, 2017. The author of this dissertation contributed to the
conception of the research problem, theoretical developments and experimental validation.
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In this direction an information-geometry based approach is suggested [61].
Independence of cause and mechanism is captured by treating the log-slope
of the function as a random variable, and assuming that it is independent
from the cause. In the case of a deterministic relation Y = f(X), there are
theoretical guarantees on identifiability. However, this assumption is restrictive
for real data.
Previous work exploited these two ideas, additive noise, and indepen-
dence of cause and mechanism, to draw data-driven causal conclusions about
problems in a diverse range of areas from astronomy to neuroscience [120],
[118]. [120] uses the same idea that the cause and effect are independent in the
time series of a linear filter. They suggest the spectral independence criterion,
which is robust to time shifts. [22] uses kernel space embeddings with the
assumption that the cause distribution p(x) and mechanism p(y|x) are selected
independently to distinguish cause from effect.
As noted by [22], although conceptually proposed before, using Kol-
mogorov complexity of the factorization of the joint distribution p(y|x)p(x)
and p(x|y)p(y) as a criterion for deciding causal direction has not been used
successfully until now.
The use of information theory as a tool for causal discovery is currently
gaining increasing attention. This is through different appoaches, e.g., for
time-series data, Granger causality and Directed Information can be used
[45, 37, 110], see also [89]. However, researchers have not used entropy as a
measure of simplicity in the causal discovery literature, probably because the
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entropiesH(Y |X) andH(X|Y ) do not give us any more information thanH(X)
and H(Y ), due to the symmetry H(Y ) +H(X|Y ) = H(X) +H(Y |X). In our
work, as we will explain, we minimize H(E) which initially sounds similar, but
is fundamentally different from H(Y |X). Entropy has found some additional
uses in the causality literature recently: In [40], authors use maximum mutual
information between X, Y in order to quantify the causal strength of a known
causal graph.
The work that is most similar to ours in spirit is [97], which also drops
the additive noise assumption. Their approach and setup are different in
many ways: Authors work with continuous data. To be able to handle this
generic form, they have to make strong assumptions on the exogenous variable,
function, and distribution of the cause: [97] assume that the exogenous variable
is a standard Gaussian, a Gaussian mixture prior for the cause, and a Gaussian
process as the prior of the function.
2.1 Our contributions
In this chapter, we propose a novel approach to the causal identifiability
problem for discrete variables. Similar to [97], we keep the most general
functional model, but only put an assumption on the exogenous (background)
variable. Based on Occam’s razor, we employ a simplicity assumption on the







i ), for a random variable X with state probabilities pi.
We focus on two special cases of Rényi entropy: H0, which corresponds to
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the logarithm of the number of states, and H1 which corresponds to Shannon
entropy, but our framework can be extended.
Specifically, if the true causal direction is X → Y , then the random
variable Y is an arbitrary function of X and an exogenous variable E: Y =
f(X,E) where E is independent from the cause X. Our key assumption is that
the exogenous variable E is simple, i.e., has low Rényi entropy. The postulate is
that for any model in the wrong direction X = f ′(Y, Ẽ), the exogenous variable
Ẽ has high Rényi entropy. We are able to prove this result for the H0 special
case of Rényi entropy, assuming generic distributions for X, Y . Furthermore, we
empirically show that using H1 Shannon entropy we obtain practical causality
tests that work with high probability in synthetic datasets and that slightly
outperforms the previous state of the art in real datasets.
Our assumption is an entropic interpretation of Occam’s razor, motivated
by what E represents in the causal model. The exogenous variable captures
the combined effect of all the variables not included in the system model, which
affect the distribution of Y . Our causal assumption can be stated as “there
should not be too much complexity not included in the causal model". For a→ 1,
i.e., Shannon entropy, H(X) +H(E), H(Y ) +H(Ẽ) are the number of random
bits required to generate an input for the causal system X → Y and X ← Y ,
respectively. The simplest explanation of an observed joint distribution, i.e.,
the direction which requires nature to generate smaller number of random bits
is selected as the true causal model. More precisely we have the following:
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Assumption 1. Entropy of the exogenous variable E is small in the true
causal direction.
The notions of simplicity that we consider areH0, which is log-cardinality,
and H1, which is Shannon entropy. One significant advantage of using Shannon
entropy as a simplicity metric is that it can be estimated more robustly in the
presence of measurement errors, unlike cardinality H0.
We prove an identifiability result for H0 entropy, i.e., cardinality of E: If
the probability values are not adversarially chosen, for most functions, the true
causal direction is identifiable under Assumption 1. Based on experimental
evidence, we conjecture that a similar identifiability result must hold for
Shannon entropy H1.
To use our framework we need algorithms that explain a dataset by
finding an exogenous variable E with minimum cardinality H0 and minimum
Shannon entropy H1. Since the entropies of X and Y can be very different,
any metric to determine the true causal direction cannot only consider the
entropy of the exogenous variable without incorporating the entropy of the
cause. We explain the exogenous variable in both directions and declare the
causal direction to be the one with the smallest joint entropy Ha(X) +Ha(E)
versus Ha(Y ) +Ha(Ẽ). Our method can be applied for any Rényi entropy Ha
but in this chapter we only use a = 0 and a = 1.
Unfortunately, minimizing H0(E) seems very hard for real datasets since
it offers no noise robustness. For Shannon entropy we can do much better for
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real data. The first step in obtaining a practical algorithm is showing that the
minimum H1 explanation is equivalent to the following problem: For n random
variables with given marginal distributions, find a joint distribution with the
minimum Shannon entropy that is consistent with the given marginals. This
problem is called the minimum Shannon entropy coupling and is known to be
NP hard [75]. We propose a greedy approximation algorithm for this problem
that empirically performs very well. We also prove that, our algorithm always
produces a local minimum.
In summary our contributions in this chapter include:
• We show identifiability for generic low-entropy causal models under
Assumption 1 with H0.
• We show that the problems of identifying the minimum cardinality (H0)
exogenous variable, and identifying the minimum Shannon entropy (H1)
exogenous variable given a joint distribution are both NP hard.
• We design a novel greedy algorithm for the minimum entropy coupling
problem, which turns out to be equivalent to the problem of finding
exogenous variable with minimum H1 entropy.
• We empirically validate the conjecture that the causal direction is iden-
tifiable under Assumption 1 with H1, using experiments on synthetic
datasets.
• We empirically show that our causal inference algorithm based on Shannon
entropy minimization has slightly better performance than the existing
best algorithms on a real causal dataset. Interestingly, our algorithm
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uses only the probability distributions rather than the actual values of
the random variables, and hence is applicable to categorical variables.
2.2 Background and Notation
A tuple M = (X,U,F, D, p) is a causal model when, 1) F = {fi} are de-
terministic functions, 2) X = {Xi} are a set of endogenous (observed) variables
U = {Ui} are a set of exogenous (latent) variables with Xi = fi(Pai, Ui),∀i
where Pai are the endogenous parents and Ui is the exogenous parent of Xi in
directed acyclic graph D, 3) U are mutually independent with respect to p. The
observable variable set X has a joint distribution implied by the distributions
of U , and the functional relations fi. D is then a Bayesian network for the
induced joint distribution of endogenous variables. A standard assumption
employed in Pearl’s model causal sufficiency is also used here: Every exogenous
variable is a direct parent of at most one endogenous variable.
In this chapter, we consider a simple two variable causal system which
contains only two endogenous variables X, Y . Assume X causes Y , which
is represented as X → Y . The model is determined only by one exogenous
variable E, and a function f , where Y = f(X,E). The probability distribution
of X and E, and f determines the distribution of Y . This model is shown by
the tuple M = ({X, Y }, E, f,X → Y, pX,E). Notice that we do not assign an
exogenous variable to X, since it is the source node in the graph.
We denote the set {1, 2, · · · , n} by [n].
∑
i xi is meant to run through
every possible index. log refers to the logarithm base 2. For two variables X, Y ,
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Y|X and X|Y denote the conditional probability distribution matrices, i.e.,
Y|X(i, j) = p(y = i|x = j) and X|Y(i, j) = p(x = i|y = j). The statistical
independence of two random variables X and E are shown by X ⊥⊥ E. For
notational convenience, probability distribution of random variable X is shown
by p(x) as well as pX(x). x shows the distribution of X in vector form , i.e.,
xi = x(i) = P(X = i). n − 1 simplex is the set of points x in n dimensional
Euclidean space that satisfy
∑
i x(i) = 1. card is the cardinality of a set.
2.3 Causal Model with Minimum Cardinality Exogenous
Variable
Consider the causal model M = ({X, Y }, E0, f0, X → Y, pX,E). The
task is to identify the underlying causal graph X → Y using independent
identically distributed samples {(xi, yi)}i. Assuming causal sufficiency, this
task reduces to deciding whether X causes Y or Y causes X. To isolate the
identifiability problem from estimation errors due to finite samples, we assume
that the joint distribution of (X, Y ) is available. Most proofs are deferred to
the Appendix.
One way to identify that X causes Y is by showing that although
there exists a function f and random variable E with Y = f(X,E), X ⊥⊥ E,
there is no function, random variable pair (g, Ẽ) such that X = g(Y, Ẽ), Y ⊥
⊥ Ẽ. However, without more assumptions, this is not possible: For any joint
distribution one can find valid causal models for both X → Y,X ← Y . This is
widely known, although for completeness, we provide a proof (See Lemma 4 in
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the Appendix).
Even when the true causal graph is known, one can create different
constructions of f, E with Y = f(X,E), X ⊥⊥ E. There is no way to distinguish
the true causal model. However, even though we cannot recover the actual
function and the exogenous variable, we can still show identifiability.
First, we give an equivalent characterization of a causal model on two
variables.
Definition 1 (Block Partition Matrices). Consider a matrix M such that
M ∈ {0, 1}n2×m. Let mi,j represent the i + (j − 1)n th row of M. Let
Si,j = {k ∈ [m] : mi,j(k) 6= 0}. M is called a block partition matrix if it belongs
to C := {M : M ∈ {0, 1}n2×m,
⋃
i∈[n] Si,j = [m], Si,j ∩ Sl,j = ∅,∀i 6= l}.
C thus stands for 0, 1 matrices with n2 rows and m columns where each
block of n rows correspond to a partitioning of the set [m]. We make the
following key observation:
Lemma 1. Given discrete random variables X, Y with distribution p(x, y), ∃
a causal model M = ({X, Y }, E, f,X → Y, pX,E), E ∈ E with card(E) = m if
and only if ∃M ∈ C, e ∈ Rm+ with
∑
i e(i) = 1 that satisfy vec(Y|X) = Me.
In other words, the existence of a causal pair X → Y is equivalent to
the existence of a block partition matrix M and a vector e of proper dimensions
with vec(Y|X) = Me.
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For simplicity, assume |X| = |Y| = n. We later remove this constraint.
We first show that any joint distribution can be explained using a variable E
with n(n− 1) + 1 states.
Lemma 2 (Upper Bound on Minimum Cardinality of E). Let X ∈
X, Y ∈ Y be two random variables with joint probability distribution pX,Y (x, y),
where |X| = |Y| = n. Then ∃ a causal model Y = f(X,E), X ⊥⊥ E that induces
pX,Y , where E has support size n(n− 1) + 1.
We can show that, if the columns of Y|X are uniformly sampled points
in the n − 1 dimensional simplex, then n(n − 1) states are also necessary
for E (see Proposition 3 in the Appendix). This shows, unless designed by
nature through the causal mechanism, exogenous variable cannot have small
cardinality. Based on this observation, the hope is to prove that in the wrong
causal direction, say X → Y and we find an Ẽ ⊥⊥ Y such that X = g(Y, Ẽ)
for some g, the exogenous variable Ẽ has to have large cardinality. In the next
section, we show this is actually through, under mild conditions on f .
2.3.1 Identifiability for H0 entropy
In a causal system Y = f(X,E), nature chooses the random variables
X,E, and function f , and the conditional probability distributions are then
determined by these. We are interested in the cardinality of variables Ẽ ⊥⊥ X
in the wrong causal direction X = g(Y, Ẽ). Considering X|Y, we can show
that the same lower bound of n(n− 1) still holds despite nature now chooses
E and X randomly, rather than choosing the columns of X|Y directly. A mild
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assumption on f is needed to avoid degenerate cases (For counterexamples see
the appendix).
Definition 2 (Generic Function). Let Y = f(X,E) where variables X, Y,E
have supports X,Y,E, respectively. Let Sy,x = f−1x (y) ⊂ E be the inverse map
for x, e, i.e., Sy,x = {e ∈ E : y = f(x, e)}. A function f is called “generic", if
for each (x1, x2, y) triple f−1x1 (y) 6= f
−1
x2
(y) and for every (x, y) pair f−1x (y) 6= ∅.
In other words f is called generic if yth row in the xth1 block of matrix
M in the decomposition vec(Y|X) = Me is different from yth row in the xth2
block, and both are nonzero. This is not a restrictive condition, for example
if p(y|x) are all different, no two rows of M can be the same. For any given
conditional distribution, if the probabilities are perturbed by arbitrarily small
continuous noise, the corresponding f will be generic almost surely. We have
the following main identifiability result:
Theorem 1 (Identifiability). Consider the causal model
M = ({X, Y }, E0, f0, X → Y, pX,E0),
where the random variables X, Y have n states, E0 ⊥⊥ X has θ states and f is
a generic function .
If the distributions of X and E are uniformly randomly selected from
the n− 1 and θ− 1 simplices, then with probability 1, any Ẽ ⊥⊥ Y that satisfies
X = g(Y, Ẽ) for some deterministic function g has cardinality at least n(n− 1).
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Theorem 1 implies that the causal direction is identifiable, when the
exogenous variable has cardinality < n(n− 1):
Corollary 1. Assume that there exists an algorithm A that given n random
variables {Zi}, i ∈ [n] with distributions {pi}, i ∈ [n] each with n states, out-
puts the distribution of the random variable E with minimum cardinality and
functions {fi, i ∈ [n]} where Zi = fi(E).
Consider the causal pair X → Y where Y = f(X,E0). Assume that
the cardinality of E0 is less than n(n− 1), and f is generic. Then, A can be
used to identify the true causal direction with probability 1, if X,E0 are selected
uniformly randomly from the proper dimensional simplices.
Proof. Feed the set of conditional distributions {P(Y |X = i) : i ∈ [n]} and
{P(X|Y = i) : i ∈ [n]} to A to obtain E, Ẽ. From Theorem 1, with probability
1, A identifies Ẽ with card(Ẽ) ≥ n(n− 1). Then since card(E) ≤ card(E0) <
card(Ẽ), comparing cardinalities give the true direction.
Corollary 1 gives an algorithm for finding the true causal direction:
Estimate E, Ẽ with minimum H0 entropy and declare X → Y if |Ẽ| > |E| and
declare X ← Y if |Ẽ| < |E|. The result easily extends to the case where X
and Y are allowed to have different number of states:
Proposition 1 (Inference algorithm). Suppose X → Y . Let X ∈ X, Y ∈ Y,
|X| = n, |Y| = m. Assume that A is the algorithm that finds the exogenous
variables E, Ẽ with minimum cardinality. Then, if the underlying exogenous
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variable E0 satisfies |E0| < n(m− 1), with probability 1, we have |X|+ |E| <
|Y |+ |Ẽ|.
Proof follows from Corollary 1, and by extending the proof of Theorem
1 to different cardinalities for X, Y .
Unfortunately, it turns out there does not exist an efficient algorithm
A, unless P=NP:
Theorem 2. Given a conditional distribution matrix Y|X, identifying E ⊥⊥ X
with minimum support size such that there exist a function f with Y = f(X,E)
is NP hard.
The hardness of this problem sets us to search for alternative approaches.
2.4 Causal Model with Minimum H1 Entropy
In this section, we propose a way to identify the causal model that
explains the observational data with minimum Shannon entropy ( entropy in
short ). Entropy of a causal model is measured by the number of random bits
required to generate its input. In the causal graph X → Y , where Y = f(X,E),
we identify the exogenous variable E ⊥⊥ X with minimum entropy. We show
that this corresponds to a known problem which has been shown to be NP
hard. Later we propose a greedy algorithm.
Notice that H(E) is different from the conditional entropy H(Y |X).
Certainly, since Y = f(X,E), H(Y |X) ≤ H(E). The key is that since E is
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forced to be independent from X, H(E) cannot be lowered to H(Y |X). To see
this, we can write H(Y |X) =
∑
i pX(i)H(Y |X = i), whereas since conditional
probability distribution of Y |X = i is the same as the distribution of fi(E) for
some function fi, we have H(E) ≥ maxiH(Y |X = i).
2.4.1 Finding E with minimum entropy
Consider the equation Y = f(X,E), X ⊥⊥ E. Let fx : E → Y be
the function mapping E to Y when X = x, i.e., fx(E) := f(x,E). Then
P(Y = y|X = x) = P(fx(E) = y|X = x) = P(fx(E) = y). The last equality
follows from the fact that X ⊥⊥ E. Thus, we can treat the conditional
distributions P(Y |X = x) as distributions that emerge by applying some
function fx to some unobserved variable E. Then the problem of identifying E
with minimum entropy given the joint distribution p(x, y) becomes equivalent
to, given distributions of the variables fi(E), finding the distribution with
minimum entropy (distribution of E), such that there exists functions fi which
map this distribution to the observed distributions of Y |X = i. It can be
shown that H(E) ≥ H(f1(E), f2(E), . . . , fn(E)). Regarding fi(E) as a random
variable Ui, the best lower bound on H(E) can be obtained by minimizing
H(U1, U2, . . . , Un). We can show that we can always construct an E that
acheives this minimum. Thus the problem of finding the exogenous variable
E with minimum entropy given the joint distribution p(x, y) is equivalent to
the problem of finding the minimum entropy joint distribution of the random
variables Ui = (Y |X = i), given the marginal distributions p(Y |X = i):
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Theorem 3 (Minimum Entropy Causal Model). Assume that there exists
an algorithm A that given n random variables {Zi}, i ∈ [n] with distributions
{pi}, i ∈ [n] each with n states, outputs the joint distribution over Zi consistent
with the given marginals, with minimum entropy.
Then, A can be used to find the causal model M = ({X, Y }, E,X →
Y, pX,E) with minimum input entropy, given any joint distribution pX,Y .
The problem of minimizing entropy subject to marginal constraints is
non-convex. In fact, it is shown in [75] that minimizing the joint entropy of a
set of variables given their marginals is NP hard. Thus we have the following
corollary:
Corollary 2. Finding the causal model M = ({X, Y }, E, f,X → Y, pE,X) with
minimum H(E) that induce a given distribution p(x, y) is NP hard.
For this, we propose a greedy algorithm. Using entropy to identify
E instead of cardinality, despite both turning out to be NP hard, is useful
since entropy is more robust to noise in data. In real data, we estimate the
probability values from samples, and noise is unavoidable.
2.4.2 A Conjecture on Identifiability with H1 Entropy
We have the following conjecture, supported by artificial and real data
experiments in Section 2.5.
Conjecture 1. Consider the causal model M = ({X, Y }, E, f,X → Y, pX,E)
where discrete random variables X, Y have n states, E ⊥⊥ X has θ states.
32
If the distribution of X is uniformly randomly selected from the n −
1 dimensional simplex and distribution of E is uniformly selected from the
probability distributions that satisfy H1(E) ≤ log n+ O(1) and f is randomly
selected from all functions f : [n] × [θ] → [n], then with high probability,
any Ẽ ⊥⊥ Y that satisfies X = g(Y, Ẽ) for some deterministic g entails
H(X) +H(E) < H(Y ) +H(Ẽ).
Proposition 2 (Assuming Conjecture 1). Assume there exists an algorithm A
that given n random variables {Zi}, i ∈ [n] with distributions {pi}, i ∈ [n] each
with n states, outputs the distribution of the random variable E with minimum
entropy and functions {fi}, i ∈ [n] where Zi = fi(E).
Consider the causal pair X → Y where Y = f(X,E0), and cardinality
of E0 is cn for some constant c, and f is selected randomly. Then, A can
be used to identify the true causal direction with high probability, if X,E0 are
uniformly random samples from the proper dimensional simplices.
2.4.3 Greedy Entropy Minimization Algorithm
Given m discrete random variables with n states, we provide a heuristic
algorithm to minimize their joint entropy given their marginal distributions.
The main idea is the following: Each marginal probability constraint must be
satisfied. For example, for the case of two variables with distributions p1, p2,
ith row of joint distribution matrix should sum to p1(i). The contribution
of a probability mass to the joint entropy only increases when probability
mass is divided into smaller chunks: −p1(i) log p1(i) ≤ −a log a− b log b, when
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Figure 2.1: (a) Performance of greedy joint entropy minimization algorithm: n
distributions each with n states are randomly generated for each value of n. As can
be seen, the minimum joint entropy obtained by the greedy algorithm is at most 1
bit away from the largest marginal maxiH(Xi). (b) Identifiability with Entropy: We
generate distributions of X,Y by randomly selecting f,X,E. Probability of success
is the fraction of points where H(X,E) < H(Y, Ẽ). As observed, larger n drives
probability of success to 1 when H(E) ≤ log n, supporting Conjecture 1. (c) Real
Data Performance: Decision rate is the fraction of samples for which algorithm makes
a decision for a causal direction. A decision is made when |H(X,E)−H(Y, Ẽ)| >
t log2 n, where t determines the decision rate. Confidence intervals are also provided.
p1(i) = a+ b, for a, b ≥ 0. Thus, we try to keep large probability masses intact
to assure that their contribution to the joint distribution is minimized.
We propose Algorithm 1. The sorting step is only to simplify the
presentation. Hence, although the given algorithm runs in time O(m2n2 log n),
it can easily be reduced to O(max(mn log n,m2n)) by dropping the sorting
step. The algorithm simply proceeds by removing the most probability mass it
can at each round. This makes sure the large probability masses remain intact.
One can easily construct the joint distribution using a variant: Instead
of sorting, at each step, find r = mini{maxj{pi(j)}} and assign r to the element
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Algorithm 1 Joint Entropy Minimization Algorithm
1: Input: Marginal distributions of m variables each with n states, in matrix form
M = [pT1 ; p
T
2 ; ..., p
T
m].
2: e = [ ]
3: Sort each row of M in decreasing order.
4: Find minimum of maximum of each row: r ← mini(pi(1))
5: while r > 0 do
6: e← [e, r]
7: Update maximum of each row: pi(1)← pi(1)− r, ∀i
8: Sort each row of M in decreasing order.
9: r ← mini(pi(1))
10: end while
11: Return e.
with coordinates (ai), where ai = arg maxj pi(j).
Lemma 3. Greedy entropy minimization outputs a point with entropy at most
logm+ log n.
Lemma 3 follows from the fact that the algorithm returns a support of
size at most m(n− 1) + 1.
We also prove that, the algorithm returns a point that satisfies the
KKT conditions of the optimization problem, which implies that it is a local
optimum (see Theorem 1 in [70]).
2.5 Experiments
In this section, we test the performance of our algorithms on real and
artificial data. First, we test the greedy entropy minimization algorithm
and show that it performs close to the trivial lower bound. Then, we test
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our conjecture of identifiability using entropy. Lastly, we test our entropy-
minimization based causal identification technique on real data.
In order to test our algorithms, we sample points in proper dimensional
simplices, which correspond to distributions for X and E. Distribution of
points are uniform for selecting the distribution of X. It is well-known that
a vector [xi/Z]i is uniformly randomly distributed over the simplex, if xi are
i.i.d. exponential random variables with parameter 1, and Z =
∑
i xi [102]. To
sample low-entropy distributions for E, instead of exponential, we use a heavy
tailed distribution for sampling each coordinate. Specifically, we use [ei/Z]i,
where ei are i.i.d. log-normal random variables with parameter σ. We observe
that this allows us to sample a variety of distributions with small entropy.
Performance of Greedy Entropy Minimization: We sample dis-
tributions for n random variables {Xi}, i ∈ [n] each with n states and apply
Algorithm 1 to minimize their joint entropy. We compare our greedy joint
entropy minimization algorithm with the simple lower bound of maxiH(Xi).
Figure 2.1a shows average, maximum and minimum excess bits relative to this
lower bound. Contrary to the pessimistic bound of log n bits, joint entropy is
at most 1 bit away from maxiH(Xi) for the given range of n.
Verifying Entropy-Based Identifiability Conjecture: In this sec-
tion, we empirically verify Conjecture 1. The distributions for X are uniformly
randomly sampled from the simplex in n dimensions. We also select f randomly
(see implementation details). For the log-normal parameter σ used for sampling
the distribution of E from the n(n − 1) dimensional simplex, we sweep the
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integer values from 2 to 8. This allows us to get distribution samples from
different regimes. We only consider the samples which satisfy H(E) ≤ log n.
After sampling E,X, f , we identify the corresponding Y|X and X|Y
for Y = f(X,E). We apply greedy entropy minimization on the columns
of the induced distributions Y|X,X|Y to get the estimates E, Ẽ for both
causal models Y = f(X,E) and X = g(Y, Ẽ), respectively. Figure 2.1b shows
the variation of success probability, i.e., the fraction of samples which satisfy
H(X) +H(E) < H(Y ) +H(Ẽ). As observed, as n is increased, probability of
success converges to 1, when H(E) ≤ log n, which supports the conjecture.
Experiments on Real Cause Effect Pairs: We test our entropy-
based causal inference algorithm on the CauseEffectPairs repository [96]. ANM
have been reported to achieve an accuracy of 63% with a confidence interval of
±10% [98]. We also use the binomial confidence intervals as in [25].
The cause effect pairs show very different characteristics. From the
scatter plots, one can observe that they can be a mix of continuous and discrete
variables. The challenge in applying our framework on this dataset is choosing
the correct quantization. Small number of quantization levels may result in
loss of information regarding the joint distribution, and a very large number of
states might be computationally hard to work with. We pick the same number
of states for both X and Y , and use a uniform quantization that assures each
state of the variables has ≥ 10 samples on average. From the samples, we
estimate the conditonal transition matrices Y|X and X|Y and feed the columns
to the greedy entropy minimization algorithm (Algorithm 1), which outputs
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an approximate of the smallest entropy exogenous variable. Later we compare
H(X,E) and H(Y, Ẽ) and declare the model with smallest input entropy to
be the true model, based on Conjecture 1.
For a causal pair, we invoke the algorithm if |H(X,E) − H(Y, Ẽ)| ≥
t log(n) for threshold parameter t, which determines the decision rate. Accuracy
becomes unstable for very small decision rates, since the number of evaluated
pairs becomes too small. At 100% decision rate, algorithm achieves 64.21%
which is slightly better than the 63% performance of ANM as reported in [98].
In addition, our algorithm only uses probability values, and is applicable to
categorical as well as ordinal variables.
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Chapter 3
Entropic Latent Variable Discovery
We consider the problem of discovering the simplest latent variable
that can make two observed discrete variables conditionally independent. This
problem has appeared in the literature as probabilistic latent semantic analysis
(pLSA), and has connections to non-negative matrix factorization. When the
simplicity of the variable is measured through its cardinality (Renyi entropy
with α = 0), we show that a solution to this latent variable discovery problem
can be used to distinguish direct causal relations from spurious correlations
among almost all joint distributions on simple causal graphs with two observed
variables. Conjecturing a similar identifiability result holds with Shannon
entropy, we study a loss function that trades-off between entropy of the latent
variable and the conditional mutual information of the observed variables. We
then propose a latent variable discovery algorithm – LatentSearch – and show
that its stationary points are the stationary points of our loss function. We
experimentally show that LatentSearch can indeed be used to distinguish direct
causal relations from spurious correlations.
Consider the following problem: we are given two discrete random
The author of this dissertation contributed to the conception of the research problem,
theoretical developments and experimental validation.
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variables X, Y over m and n states respectively. Suppose we want to construct
a third random variable Z, such that X and Y are independent conditioned
on Z. Without any constraints this can be trivially achieved: Simply picking
Z = X or Z = Y ensures that X ⊥⊥ Y |Z . However, this requires that the
random variable Z is as complex as X or Y . We therefore ask the following
question: is there a simple Z that makes X, Y conditionally independent?
Suppose we measure the complexity of Z by its cardinality (equivalently, its
Renyi entropy for α = 0). Then, a non-trivial answer to this question would
require us to find a random variable Z with k states, where k < min{m,n} that
renders X, Y conditionally independent. This problem of recovering a small
cardinality latent variable Z is closely related to Probabilistic Latent Semantic
Analysis (pLSA), non-negative matrix factorization (NMF) and Latent Dirichlet
Allocation (LDA). In this paper we show that a solution to this problem can
also be used for causal inference in the presence of latent variables: Suppose,
given two dependent random variables X, Y , that our objective is to decide if
there is a direct causal relation between the two, or if the observed correlation
is spurious, i.e., due to an indirect path via a latent variable.
Our main theoretical result is that it is always possible to distinguish
the latent causal graph from the triangle causal graph (see Figure 3.1) where
Z is latent, if the latent variable has cardinality (aka Renyi entropy for α = 0)
less than min{m,n}, except for a measure zero set of joint distributions. We
also study this problem using an alternate simplicity metric of Shannon entropy
instead of cardinality. In this case, our problem becomes: Given two discrete
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variables X, Y with m,n states, respectively, what is the minimum entropy
variable Z with k states that assures X ⊥⊥ Y |Z ? We conjecture that an
identifiability result also holds in this case even when k ≥ n, thus permitting us
to study a larger class of latent Z. More precisely, we expect most distributions
generated from the triangle graph with small entropy Z to require a large
entropy Z to satisfy conditional independence X ⊥⊥ Y |Z .
With these observations, our main algorithmic contribution is as follows:
To solve the problem of recovering the minimum entropy Z that renders the
observed variables X, Y conditionally independent, we propose an algorithm to
minimize the loss I(X;Y |Z) + βH(Z). The parameter β allows us to discover
a tradeoff between the simplicity of variable Z and how much of the dependence
between X, Y it can explain away. We show that our algorithm always outputs
a stationary point of the loss function. Moreover, for β = 1, we are able to show
convergence of the algorithm, and that it converges to either a local minimum
or a saddle point. We also empirically demonstrate that it converges much
faster than gradient descent and recovers better solutions after convergence.
Our contributions are as follows:
• Given a joint dist. between two discrete variables X, Y , we propose
LatentSearch – a latent variable discovery algorithm that constructs a
third variable Z to minimize I(X;Y |Z) + βH(Z).
• We show that the stationary points of our algorithm are also stationary
points of the loss I(X;Y |Z) + βH(Z). For β = 1, we prove convergence
and show that the algorithm converges to either a local minimum or a
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saddle point.
• Using our algorithm, we empirically demonstrate a fundamental tradeoff
between the discovered latent variable’s complexity, measured by its
entropy, and how much of the dependence between the observed variables
it can explain away.
• We show that if we are given an algorithm that recovers the variable Z
with minimum number of states, this algorithm can be used to distinguish
the two causal graphs X ← Z → Y from X ← Z → Y,X → Y , where
Z is latent. We conjecture that the identifiability result holds if we use
Shannon entropy of the variable, instead of its cardinality.
• We use our latent variable discovery algorithm to test the validity of
our conjecture on simulated data and show that the true causal graph is
identifiable even when k ≥ n with probability close to 1.
• Our latent variable discovery algorithm can be used to answer the question:
Is the causal relation between two given variables direct, or is there a
simple variable conditioned on which, they become independent. Based on
this, we use our algorithm on Adult dataset from UCI repository [28] to
recover the skeleton of the causal graph. We show that, for a carefully
chosen entropy threshold for the unobserved variables, our algorithm









Figure 3.1: Causal graphs we want to distinguish. Z is latent (unobserved).
3.1 Background and Notation
Let D = (V, E) be a directed acyclic graph on the set of vertices V =
{V1, V2, . . . , Vn} with directed edge set E. Each directed edge is a tuple (Vi, Vj),
where Vi, Vj ∈ V. Let P be a joint distribution over a set of variables labeled by
V. D is called a valid Bayesian network for the distribution P is the distribution
factorizes with respect to the graph as P(V1, V2, . . . Vn) =
∏
i P(Vi|pai), where
pai are the set of parents of vertex Vi in graph D. If D is a valid Bayesian
network for P, if the three vertices X, Y, Z satisfy a purely graphical criterion
called the d-separation, X ⊥⊥ Y |Z with respect to P. A distribution P is called
faithful to graph D if the converse is also true: Any three variables such that
X ⊥⊥ Y |Z satisfy the d-separation criterion on graph D.
Note that the edges in a Bayesian network do not carry a physical
meaning: They simply indicate how a joint distribution can be factorized.
Causal Bayesian networks (or causal graphs1) extend the notion of Bayesian
1In this work, we do not use structural causal models, hence causal graph refers to causal
Bayesian networks.
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networks to different experimental, the so called interventional settings. An
intervention is an experiment that changes the workings of the underlying
system and sets the value of a variable, shown as do(X = x). Causal Bayesian
networks allow us to calculate the joint distributions under these experimantal
conditions, called the interventional distributions 2.
In this paper, we will work with the simple causal graphs given in Figure
3.1. From the d-separation principle, we see that the latent graph satisfies
X ⊥⊥ Y |Z , whereas under the faithfulness condition, X 6⊥⊥ Y |Z in the triangle
graph. Checking the existence of such a latent variable can help us recover the
true causal graph as we discover in the next sections.
In this paper, we work with discrete ordinal or categorical variables.
Suppose the cardinalities of the observed variables X, Y are m,n, respectively.
The joint distribution can be then be represented with an m× n non-negative
matrix whose entries sum to 1. We assume that we have knowledge of this
joint distribution (of the pair of observed variables).
We use [n] to represent the set {1, 2, . . . , n} for any positive integer
n. Capital letters are used to represent random variables whereas lowercase
letters are used to represent realizations unless otherwise stated 3. Letters
X, Y are reserved to represent the observed variables, whereas letter Z is used
to represent the latent variable. To represent the probability mass function
2Due to space constraints, we cannot formally introduce Pearl’s framework. Please see
[126, 105].
3In the supplementary material, xi is used to represent the probability that variable X
takes the value i.
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over three variables X, Y, Z, we use p(x, y, z) := P(X = x, Y = y, Z = z) and
similarly for any conditional p(z|x, y) := P(Z = z|X = x, Y = y). Lowercase
boldface letters are used for vectors and uppercase boldface letters are used
for matrices. We also use p(Z|x, y) to represent the conditional probability
mass function P(Z|X = x, Y = y) (Similarly for p(Z|x), p(Z|y)). card(X)
stands for the cardinality of the size of X’s support. Entropy of a random






Tools for Latent Variable Discovery: Latent variables have been used to
model and explain dependence between observed variables in different commu-
nities under different names. One of the first models is the probabilistic latent
semantic analysis (pLSA) framework developed by [53]. Given two variables
X, Y pLSA constructs a variable Z that makes the two variables conditionally
independent via two equivalent formulations. These two formulations corre-
spond to fitting either the Bayesian network X → Z → Y or X ← Z → Y .
pLSA is solved by running EM algorithm. However it does not have an incentive
to discover low-entropy latents. In Section 3.5, we will see that running EM on
top of our algorithm cannot help discover better solutions for our problem.
Latent Dirichlet allocation (LDA) is another framework for latent vari-
able discovery, which has been widely used especially in topic modeling [15, 8].
It is developed for creating a generative model of a given set of documents.
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Given m documents each with a collection of words out of a dictionary with n
words, LDA recovers a factorization of the word count matrix M = UV, where
the columns of V are the mixtures of topics for each document. When the prior
of these mixtures is chosen from a Dirichlet distribution with parameter less
than 1, it encourages low entropy columns for V . However notice that when
we map LDA to our setting, this does not correspond to the entropy of the
latent variable: The distribution of the latent variable can be obtained from
the LDA decomposition as the row sums of the matrix V , which can have large
entropy even if columns of V are 1 sparse.
Non-negative matrix factorization is another approach that can be seen
as explaining the observed dependence between two variables with a simple
latent factor. Compared to PCA, NMF explains the data with non-negative
factors. Given a matrix M, NMF approximates it as M ≈ UDV, where
U,D,V are m-by-k,k-by-k,k-by-n non-negative matrices, respectively and
D is a diagonal matrix. Factorizing the joint distribution matrix between
two observed variables via NMF with generalized KL divergence loss recovers
solutions to the pLSA problem [41]. NMF, in general, is not unique.
Perhaps the most relevant to ours are the two papers in the Bayesian
setting [18, 123]. They use low-entropy priors on the latent variable’s distri-
bution while performing inference. However their approach is different and
their methods cannot be used to discover the tradeoff between unexplained
away dependence and complexity of the latent variable as we do. In [123], the
authors use low-entropy prior as a proxy for discovering latent factors with
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sparse support.
Our approach is also related to the information bottleneck principle.
There, the authors propose an iterative algorithm to construct the conditional
probability distribution of Z|X for the Markov chain Y → X → Z, where
X, Y are observed. Their objective is to make sure Z is as informative as
possible about X, while being the least informative about Y . Accordingly, they
propose an algorithm that after convergence outputs a stationary point of the
loss function L = I(X;Z)− λI(Y ;Z).
Learning Causal Graphs with Latents: Learning causal graphs with and
without latent variables has been extensively studied in the literature. In
graphs with many observed variables, although many of the causal edges can
be recovered from the observational data (for example through algorithms that
employ CI (conditional independence) tests such as IC [105], PC [126]), some
of the causal edges are not identifiable unless one performs experiments and
collects additional data. The existence of latent variables make the problem
even harder. Although extensions of these algorithms can be employed (IC*,
FCI and derivatives), in general, fewer number of edges can be learned due to
the confounding that cannot be controlled for: Latent variables make the CI
tests less informative, by inducing spurious correlations between the observed
variables. Especially, even in the simple case when we want to decide between
the latent and triangle graphs in Figure 3.1, these CI based algorithms cannot
be used.
Our approach is, in essence, similar to [69]. There, the authors assume
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that the unobserved background variables have small entropy and suggest an
algorithm to distinguish between the causal graphs X → Y and X ← Y . Our
setup is also similar to the one in [63], where they identify a condition on the
conditional distribution p(Y |X) that, if true, implies that there does not exist
any simple latent variable Z that can make X, Y conditionally independent.
This assumption, in the discrete variable setup, roughly implies that the matrix
p(X, Y ) is sparse in a structured way. In the continuous variable setting, [119]
propose using kernel methods combined with a rank argument to detect latent
confounders between two variable. [139] analyzes the discoverability of causal
structures with latents using the entropic vector of the variables. Finally,
related work also includes [62] and [77], where the authors extend the additive
noise model based approach in [54] to the case with a latent confounder.
3.3 LatentSearch: An Algorithm for Latent Variable Dis-
covery
We formulate the problem of discovering the latent variable with small
entropy that explains much of the observed dependence. The remaining
dependence between the two observed variables X, Y (which is unexplained by
Z) is measured using conditional mutual information I(X;Y |Z). The suitability
of this metric stems from the fact that I(X;Y |Z) = 0 ⇐⇒ X ⊥⊥ Y |Z . The
smaller Z makes I(X;Y |Z), the more dependence it explains. While it is easy
to construct a Z that makes I(X;Y |Z) = 0, our goal is to discover a simple
latent variable Z. To quantify the simplicity of the latent variable, we use its
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Shannon entropy H(Z). Moreover, we would like to allow a tradeoff between
these two factors, namely the simplicity of the latent variable and the residual
dependency between X, Y after conditioning on Z. Accordingly, we introduce
the loss function
L = I(X;Y |Z) + βH(Z). (3.1)
Recall in our setting that we have access of p(x, y), the distribution between the
discrete observed random variables (X, Y ) (with card(X) = m and card(Y ) =
n). Thus, constructing a latent variable Z is equivalent to constructing a
joint distribution q(x, y, z) between three variables (X, Y, Z), that respects the
observed joint between (X, Y ), i.e., p(x, y). This leads to the requirement that∑
z
q(x, y, z) = p(x, y). Rather than optimizing for q(x, y, z) and forcing this
constraint, we simply optimize for q(z|x, y) and set q(x, y, z) = q(z|x, y)p(x, y).
Therefore we have L = L(q(z|x, y)).
Additionally, the cardinality of Z is one measure of simplicity of Z, and
further determines the number of variables we optimize to minimize the loss L.
If card(Z) = k, card(X) = m, card(Y ) = n, to describe the conditional q(z|x, y)
we need kmn non-negative numbers. Moreover, we have the constraint that∑
z
q(z|x, y) = 1, ∀x, y.
To this end, we propose Algorithm LatentSearch that starting with the
known p(x, y), iteratively computes q(z|x, y) that optimizes to minimize the
loss (3.1). Specifically, it marginalizes the joint qi(x, y, z) to get qi(z|x), qi(z|x),
and qi(z), and imposing a scaled product form on these marginals, updates
the joint to return qi+1(x, y, z). This is formally shown in Algorithm 2. This
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decomposition and update is motivated by the partial derivatives associated
with the Lagrangian of the loss function (3.1), and has the formal properties
described below. The proofs are delegated to the supplementary material.
Algorithm 2 LatentSearch: Iterative Update Algorithm
Input: Supports of x, y, z,X,Y,Z, respectively and a parameter β > 0.
Observed joint p(x, y). Initialization q1(z|x, y). Number of iterations N .
Output: Joint distribution q(x, y, z)
for i ∈ [N ] do
Form the joint and marginalize:




















qi+1(z|x, y) = 1N(x,y)
qi(z|x)qi(z|y)
qi(z)1−β







return qN+1(z|x, y)p(x, y)
Theorem 4. The stationary points of LatentSearch are also the stationary
points of the loss function in (3.1).
Theorem 5. For β = 1, LatentSearch converges to either a local minimum or
a saddle point of the loss function in (3.1).
LatentSearch can be run a number of times by varying the value of β to
discover what we believe is a fundamental I(X;Y |Z) vs H(Z) tradeoff curve.
An example is given in Figure B.1 in the supplementary material. We believe
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the algorithm finds an approximation to a fundamental tradeoff curve such
that no point below this curve can be achieved for a given joint distribution
p(x, y).
3.4 Detecting Spurious Correlations
Consider the two causal graphs given in Figure 3.1. Suppose there exists
an algorithm that can answer the question "Is there a simple latent variable
that can make X, Y conditionally independent?". Then we can use the such
an algorithm to recover the true graph: If the answer is yes (i.e. there is a
simple Z that renders (X, Y ) to be conditionally independent), then declare
the latent graph to be the true graph. If the answer is no, declare the triangle
graph to be the true graph.
Now suppose that the joint distribution comes truly from the triangle
graph, and we have access only to p(x, y). Then, if k > n, it is possible to
construct a latent graph that is indistinguishable from the triangle graph, i.e.
agrees over the observed over p(x, y). This is trivially possible for instance by
setting Z = X or Z = Y. Below, we show that when k < min{m,n}, then
for any random instance (construction detailed in Theorem 6) of the triangle
graph4, we cannot construct such a low-cardinality Z ( equivalently, the simple
test fails only on a measure zero set of joint distributions).
4If (X,Y, Z) were fully observable, then it is known that among all distributions that are
Markov with respect to a given graph, all but a measure zero set are faithful [91]. Therefore,
except for a measure zero set, X 6⊥⊥ Y |Z for distributions from the triangle graph. However
note that we do not observe Z and ask the question does there exist such a Z?
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Theorem 6. Consider three discrete random variables X, Y, Z with supports
[m], [n], [k], respectively, where k < min{m,n}. Let p(x, y, z) be the joint
distribution over X, Y, Z. Consider the following generative model for p(x, y, z):
Let the conditional distributions p(Z), p(X|z), p(Y |x, z) be sampled in-
dependently and uniformly randomly from the probability simplex in the appro-
priate dimensions, for any realizations (z, x) ∈ [k]× [m].
Then, with probability 1, there does not exist any joint distribution
q(x, y, z) such that
∑
z
q(x, y, z) = p(x, y) and X ⊥⊥ Y |Z .
Corollary 3. For almost all joint distributions that are obtained for triangle
graph in Figure 3.1, there does not exist a joint distribution q(x, y, z) that can
be encoded by the latent graph.
Proof. The statement follows from the fact that the proposed generative model
induces a non-zero probability measure on every joint distribution, which is
the set of distributions that can be encoded from the triangle graph and any
distribution that can be encoded by the latent graph requires X ⊥⊥ Y |Z , which
we have shown happens with probability zero.
We expect a similar claim to hold, had we used Shannon entropy instead
of cardinality. If true, this would allow us to consider latents with cardinality
greater than n, but with their Shannon entropy being small (formalized below).
This can be implemented using LatentSearch (Algorithm 2) as a black box for
recovering the simplest latent variable. The corresponding algorithm is given
in Algorithm 3 (denoted henceforth as InferGraph).
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Suppose the latent factor has n states, i.e., the same number of states as
Y . When the probability values are in general position in the sense described
in Theorem 6 and the model comes from the triangle graph, we expect that no
matter what the decomposition is, the latent variable’s entropy cannot be much
less than the entropies of X, Y . Motivated by this, we propose a conjecture
that formalizes the claim that most of the joint distributions from the complete
graph factorize only with latents with entropy close to min{H(X), H(Y )}.
Conjecture 2. Consider the following generative model for the joint distribu-
tion p(x, y) over two discrete variables X, Y with m,n states, respectively:
Let the distribution of Z be sampled from Dirichlet(α) for some α ≤ 1.
Let each conditional distribution for the triangle graph, i.e., P(X|z),P(Y |x, z)
be sampled with Dirichlet(1), i.e., uniformly from the simplex, for all x, z.
Then there are constants a, b such that with probability 1, any joint
distribution q(x, y, z) where
∑
z
q(x, y, z) = p(x, y) and X ⊥⊥ Y |Z satisfies
H(Z) ≥ θ = amin(H(X), H(Y ))− b.
3.5 Simulations
3.5.1 Synthetic Data
In this section, our objective is to distinguish the two causal graphs
given in Figure 3.1. Figure 3.2 shows how the recovered latent variable’s entropy
varies with the entropy of the true latent variable, when the causal graph is the
latent graph shown in orange and the triangle graph (see Figure 3.1) shown
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Algorithm 3 InferGraph: Causal Inference Algorithm
Input: k : Cardinality of the latent variable Z to be constructed. Observed
joint p(x, y) over the variables X, Y . θ : Threshold for H(Z). T : Conditional
mutual information threshold.
Initialize a set of N conditional distributions qi0(z|x, y), i ∈ [N ].
for i ∈ [N ] do
qi(z|x, y)← LatentSearch (Algorithm 2) with input qi0(z|x, y).
Calculate I i(X;Y |Z) and H i(Z) from qi(x, y, z) = qi(z|x, y)p(x, y).
end for
S = {i : I i(X;Y |Z) ≤ T}.
h = min({H i(Z) : i ∈ S})
if h > θ then
D = X ← Z → Y,X → Y
else if h ≤ θ then
D = X ← Z → Y
end if
return Causal Graph D.
in blue. The scatter plots are obtained for conditional mutual information
threshold of 0.001: For each sampled causal model (each dot in the scatter plots),
we randomly initialized 40 conditional distributions for different values of β in
(3.1) and run LatentSearch (Algorithm 2) for 1000 iterations. Each conditional
distribution is chosen uniformly randomly from the corresponding simplex.
After LatentSearch terminates, of all the 40 recovered distributions we picked
the one with minimum entropy of all those that satisfy I(X;Y |Z) ≤ 0.001. To
obtain the scatter plots, for each causal graph, we repeated the above procedure
500 times for each graph, where each 125 of 500 samples are obtained from the
Dirichlet distribution with parameters [1.0, 0.5, 0.2, 0.1]. This lets us induce
a more uniform distribution on the entropy H(Z) (hence the contiguity of
samples in x axis). Finally, for each point in the scatter plot, we predicted the
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Figure 3.2: Latent variable recovery results for the latent causal graph shown in
orange and triangle causal graph shown in blue, where card(X) = m, card(Y ) =
n, card(Z) = k. For n = m = 20, entropy of the latent variable recovered
by LatentSearch that makes X and Y conditionally independent given the
latent is shown against the entropy of the true latent. In (a) and (b), points
above the red line are samples for which there is no latent that makes X, Y
conditionally independent. As observed, there is a region of low-entropy latent
variable regime for which LatentSearch can be used to distinguish between the
two causal graphs with a properly chosen threshold, e.g., if the entropy of the
true latent is less than 3 bits for |X| = |Y | = 20.
causal graph: In this experiment, we assume we know the true upper bound
on the maximum entropy of the latent variable and used this as the threshold
for InferGraph (Algorithm 3). Figure 3.2d shows that when latent variable
has cardinality less than min{m,n}, we cannot find a latent that makes them
(almost) conditionally independent. Therefore the InferGraph algorithm has
almost perfect accuracy. In Figure 3.2e, cardinality of the latent is chosen to
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Figure 3.3: Performance of Causal Inference algorithm, when latent entropy
is not known for m = n = k is shown as n is increased. We use different
thresholding functions for entropy threshold of the latent. Three thresholds
are used θ = 2, 0.5 min{H(X), H(Y )} and min{H(X), H(Y )}− 1. (a) Average
accuracy of causal inference algorithm over all samples, from both latent graph
and triangle graph. As can be seen, thresholding at min{H(X), H(Y )} − 1
allows us to distinguish the two causal graph with probability very close to
1, supporting Conjecture 2. (b) P(Est.: Latent|True: Latent). (c) P(Est.:
Complete|True: Complete). All thresholds perfectly classify the complete
graphs, whereas latent graps are accurately classified only for the threshold
θ = min{H(X), H(Y )} − 1.
be the same as the cardinality of X, Y . As observed, for entropy values less
than 3.5 bits, classification is near perfect. When the cardinality of the latent
variable is bigger than the cardinality of X, Y (Figure 3.2f), accuracy goes
down earlier, around 3 bits. This simulation illustrates that, if we know an
upper bound on the entropy of the latent variable which is smaller than log(n),
the InferGraph algorithm can be used to detect the true causal graph.
Next, to check the validity of our conjecture, we run InferGraph, where
we set the threshold θ for the latent entropy as a function of min{H(X), H(Y )}.
The results are given in Figure 3.3. We observe that as n is increased, accuracy
goes to 1 for θ = min{H(X), H(Y )} − 1, whereas accuracy goes to 0 for
56
θ = 2, θ = 0.5 min{H(X), H(Y )}. This supports the hypothesis that a = 1 in
Conjecture 2.
We compared our algorithm with gradient descent and NMF, which
we outperform in terms of convergence and performance. We also apply EM
algorithm to the output of LatentSearch and observe that EM does not help
recover better solutions, in terms of I(X;Y |Z), H(Z) trade-off. These results
are given in the supplementary material in Section B.5.
3.5.2 Causal Graph Skeleton Recovery on Adult Dataset
In this section, we study the Adult dataset from UCI Machine Learn-
ing Repository [28]. This dataset has 14 attributes 8 of which are discrete:
workclass, education, marital status, occupation, relationship, race, sex, native
country. It has 45222 samples (after dropping rows with missing values) 5. The
abundance of samples and small number of discrete states for these variables
allows us to accurately estimate the joint probability distributions.
Our objective is to test the detection accuracy of InferGraph on a
real causal graph. Since we are not given information about the latents on
this graph, we assume there are no latents. We initialize with the complete
undirected graph on the graph vertices. We apply our algorithm on every pair
of observed variables X, Y and estimate the joint distribution p(x, y). We then
run LatentSearch for 100 β values linearly chosen in the range [0, 0.025] for 1000
5Data requires mild cleaning: For example before cleanup, "United-states" and "united-
states" are treated as different states for the native-country variable.
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iterations for every β value. Based on the obtained latent variable constructions,
we find the minimum entropy the latent variable requires to make the conditional
mutual information I(X;Y |Z) less than 0.0005, which we call this hmin. For
each X, Y , we compare hmin with the threshold θ = 0.8 min{H(X), H(Y )}:
If hmin < θ, we remove the edge X − Y , else we keep it. After running this
algorithm for every pair, we obtain an estimate of the graph skeleton. Our
result is shown in Figure 3.4a along with the skeletons obtained by hill-climbing
algorithm that uses BIC score, shown in Figure 3.4b, and the skeleton obtained
via PC algorithm, shown in Figure 3.4c. These structures are given in [88].
Surprisingly, our results are identical to the one recovered by hill-climbing
algorithm except for a single edge. However, it should be noted that our
algorithm is sensitive to the choices of both thresholds for I(X;Y |Z) and
entropy threshold θ. For example, if we set θ = min{H(X), H(Y )}, we recover
empty graph, whereas at least some of the edges are excepted to be direct from
the context of the dataset. Setting this threshold based on a dataset is an



































Figure 3.4: Causal graph skeleton recovered by (a) our algorithm (InferGraph)
for entropy threshold θ set to θ = 0.8 min{H(X), H(Y )}, (b) by hill-climbing
algorithm with BIC score, (c) PC algorithm [88]. InferGraph can recover almost
the same graph recovered by the hill-climbing algorithm with BIC score for
this thresholding function for θ.
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Chapter 4
Cost-optimal Learning of Causal Graphs
In this chapter, we study the following problem: We want to learn a
causal graph where each variable has a cost. For each intervention set, the cost
is the sum of the costs of all the variables in the set. Total cost is the sum of
the costs of the performed interventions. We would like to learn a causal graph
with the minimum possible total cost.
4.1 Our Contributions
Cost-optimal learning of causal graphs is a natural problem that, to the
best of our knowledge, has not been previously studied except for some special
cases as we explain in the related work section. Our results are as follows:
• We show that the problem of designing the minimum cost interventions
to learn a causal graph can be solved in polynomial time.
• We study the minimum cost intervention design problem when the number
of interventions is limited. We formulate the cost-optimum intervention
This chapter is based on the material from the publication [68]: M. Kocaoglu, Alex
Dimakis, Sriram Vishwanath, "Cost-Optimal Learning of Causal Graphs," Proceedings of the
34th International Conference on Machine Learning (ICML), Sydney, Australia, PMLR 70,
2017. The author of this dissertation contributed to the conception of the research problem,
theoretical developments and experimental validation.
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design problem as an integer linear program. This formulation allows us
to identify two causal graph families for which the problem can be solved
in polynomial time.
• For general graphs, we develop an efficient greedy algorithm. We also
propose an improved variant of this algorithm, which runs in polynomial
time when the skeleton of the causal graph is an interval graph.
Our machinery is graph theoretic. We rely on the connection between
graph separating systems and proper colorings. Although this connection was
previously discovered, it does not seem to be widely known in the literature.
4.2 Background and Notation
In this section, we present a brief overview of Pearl’s causality frame-
work and illustrate how interventions are useful in identifying causal relations.
We also present the requisite graph theory background. Finally, we explain
separating systems: Separating systems are the central mathematical objects
for non-adaptive intervention design.
4.2.1 Causal Graphs, Interventions and Learning
A causal graph is a directed acyclic graph (DAG), where each vertex
represents a random variable of the causal system. Consider a set of random
variables V . A directed acyclic graph D on the vertex set V and edge set E,
D = (V,E), is a causal graph if the arrows in the edge set E encode direct
causal relations between the variables: A directed edge X → Y represents
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a direct causal relation between X and Y . X is said to be a direct cause of
Y . In the structural causal modeling framework [105], every variable X can
be written as a deterministic function of its parent set in the causal graph
D and some unobserved random variable EX . EX is called an exogenous
variable and it is statistically independent from the non-descendants of X.
Thus X = f(PaX , EX) where PaX is the set of the parents of X in D and f
is some deterministic function. We assume that the graph is acyclic1 (DAG)
and all the variables except the exogenous variables are observable (causal
sufficiency).
The functional relations between the observed variables and the ex-
ogenous variables induce a joint probability distribution over the observed
variables. It can be shown that the underlying causal graph D is a valid
Bayesian network for the joint distribution induced over the observed variables
by the causal model. To identify the causal graph, we can check the conditional
independence relations between the observed variables. Under the faithfulness
assumption [126], every conditional independence relation is equivalent to a
graphical criterion called the d-separation 2.
In general, there is no unique Bayesian network that corresponds to a
given joint distribution: There exists multiple Bayesian networks for a given
1Treatment of cyclic graphs require mechanics different than independent exogenous
variables, or a time varying system, and is out of the scope of this chapter.
2The set of unfaithful distributions are shown to have measure 0. This makes faithfulness
a widely employed assumption, even though it was recently shown that almost faithful
distibutions may have significant measure [134].
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set of conditional independence relations. Thus, it is not possible to uniquely
identify the underlying causal graph using only these tests in general. However,
conditional independence tests allow us to identify a certain induced subgraph:
Immoralities, i.e., induced subgraphs on three nodes of the form X → Z ← Y .
An undirected graph G is called the skeleton of a causal directed graph D, if
every edge of G corresponds to a directed edge of D, and every non-edge of
G corresponds to a non-edge of D. PC algorithm [126] and its variants use
conditional independence tests: They first identify the graph skeleton, and then
determine all the immoralities. The runtime is polynomial if the underlying
graph has constant vertex degree.
The set of invariant causal edges are not only those that belong to an
immorality. For example, one can identify additional causal edges based on
the fact that the graph is acyclic. Meek developed a complete set of rules
in [90, 92] to identify every invariant edge direction, given a set of causal
edges and the skeleton. Meek rules can be iteratively applied to the output of
the PC algorithm to identify every invariant arrow. The graph that contains
every invariant causal arrow as a directed edge, and the others as undirected
edges is called the essential graph of D. Essential graphs are shown to contain
undirected components which are always chordal 3[126, 49] .
Performing experiments is the most definitive way to learn the causal
direction between variables. Randomized clinical trials, which aim to measure
3A graph is chordal if its every cycle of length 4 or more contains a chord.
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the causal effect of a drug are examples of such experiments. In Pearl’s
causality framework, an experiment is captured through the do operator: The
do operator refers to the process of assigning a particular value to a set of
variables. An intervention is an experiment where the scientist collects data
after performing the do operation on a subset of variables. This process is
fundamentally different from conditioning, and requires scientist to have the
power of changing the underlying causal system: For example, by forcing a
patient not to smoke, the scientist removes the causal effect of the patient’s urge
to smoke which may be caused by a gene. An intervention is called perfect if it
does not change any other mechanism of the causal system and only assigns the
desired value to the intervened variable. A stochastic intervention assigns the
value of the variable of interest to the realizations of another variable instead
of a fixed value. The assigned variable is independent from the other variables
in the system. This is represented as do(X = U) for some independent random
variable U .
Due to the change of the causal mechanism, an intervention removes
the causal arrows from PaX to X. This change in the graph skeleton can be
detected by checking the conditional independences in the post-interventional
distribution: The edges still adjacent to X must have been directing away
from X before the experiment. The edges that are missing must have been the
parents of X. Thus, an intervention on X enables us to learn the direction
of every edge adjacent to X. Similarly, intervening on a set of nodes S ⊆ V
concurrently enables us to learn the causal edges across the cut (S, Sc).
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Given sufficient data and computation power, we can apply the PC
algorithm and Meek rules to identify the essential graph. To discover the rest
of the graph we need to use interventions on the undirected components. We
assume that we work on a single undirected component after this preprocessing
step4. Hence, the graphs we consider are chordal without loss of generality, since
these components are shown to always be chordal [49]. After each intervention,
we also assume that the scientist can apply the PC algorithm and Meek rules
to uncover more edges. A set of interventions is said to learn a causal graph
given skeleton G, if every causal edge of any causal graph D with skeleton G
can be identified through this procedure. A set of m interventions is called an
intervention design and is shown by I = {I1, I2, . . . , Im}, where Ii ⊂ V is the
set of nodes intervened on in the ith experiment.
An intervention design algorithm is called non-adaptive if the choice of
an intervention set does not depend on the outcome of the previous interventions.
Yet, we can make use of the Meek rules over the hypothetical outcomes of each
experiment. Adaptive algorithms design the next experiment based on the
outcome of the previous ones. These algorithms are in general hard to design
and analyze. They are also impractical when the scientist needs to design the
interventions before the experiment starts, e.g., for parallelized experiments.
In this chapter we are interested in the problem of learning a causal
graph given its skeleton where each variable is associated with a cost. The
4It is shown that learning additional edges in an undirected component does not help
identify edges in another undirected component [49].
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objective is to non-adaptively design the set of interventions that minimizes
the total interventional cost. We prove that, any set of interventions that can
learn every causal graph with a given skeleton needs to be a graph separating
system for the skeleton. This is, to the best of our knowledge, the first formal
proof of this statement.
4.2.2 Separating systems, Graphs, Colorings
A separating system on a set of elements is a collection of subsets with
the following property: For every pair of elements from the set, there exists at
least one subset which contains exactly one element from the pair:
Definition 3. For set V = [n] := {1, 2, . . . , n}, a collection of subsets I =
{I1, I2, . . . Im}, is called a separating system if for every pair u, v ∈ V , ∃i ∈ [m]
such that either u ∈ Ii and v /∈ Ii, or u /∈ Ii and v ∈ Ii.
The subset that contains exactly one element from the pair is said to
separate the pair. The number of subsets in the separating system is called
the size of the separating system. We can represent a separating system with a
binary matrix:
Definition 4. Consider a separating system I = {I1, I2, . . . Im} for the set [n].
A binary matrix M ∈ {0, 1}n×m is called the separating system matrix for I if
for any element j ∈ [n], M(j, i) = 1 if j ∈ Ii and 0 otherwise.
Thus, each set element has a corresponding row coordinate, and the
rows of M represent the set membership of these elements. Each column of M
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is a 0-1 vector that indicates which elements belong to the set corresponding
to that column. See Figure 4.1b for two examples. The definition of every pair
being separated by some set then translates to every row of M being different.
Given an undirected graph, a graph separating system is a separating
system that separates every edge of the graph.
Definition 5. Given an undirected graph G = ([n], E), a set of subsets of [n],
I = {I1, I2, . . . Im}, is a G-separating system if for every pair u, v ∈ [n] for
which (u, v) ∈ E, ∃i ∈ [m] such that either u ∈ Ii and v /∈ Ii, or u /∈ Ii and
v ∈ Ii.
Thus, graph separating systems only need to separate pairs of elements
adjacent in the graph. Graph separating systems are considered in [87]. It
was shown that the size of the minimum graph separating system is dlogχe,
where χ is the coloring number of G. Based on this, we can trivially extend the
definition of separating system matrices to include graph separating systems.
A coloring of an undirected graph is an assignment of a set of labels
(colors) to every vertex. A coloring is called proper if every adjacent vertex
is assigned a different color. A proper coloring for a graph is optimal if it is
the proper coloring that uses the minimum number of colors. The number
of colors used by an optimal coloring is the chromatic number of the graph.
Optimum coloring is hard to find in general graphs, however it is in P for
perfect graphs. Since chordal graphs are perfect, the graphs we are interested
in in this chapter can be efficiently colored using minimum number of colors.
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For a given undirected graph G = (V,E), the vertex induced subgraph on
S ⊂ V is shown by GS = (S,E).
4.3 Related Work
The framework of learing causal relations from data has been extensively
studied under different assumptions on the causal model. The additive noise
assumption asserts that the effect of the exogenous variables are additive in
the structural equations. Under the additional assumptions that the data is
Gaussian and that the exogenous variables have equal variances, [106] shows
that the causal graph is identifiable. Recently, under the additive linear model
with jointly Gaussian variables [107] proposed using the invariance of the causal
relations to combine a given set of interventional data.
For the case of two variable causal graphs, there is a rich set of theoretical
results for data-driven learning: [54] and [124] show that we can learn a two-
variable causal graph under different assumptions on the function or the noise
term under the additive noise model. Alternatively, an information geometric
appraoch that is based on the independence of cause and effect is suggested
by [61]. [83] recently proposed using a classifier on the datasets to label
each dataset either as X causes Y or Y causes X. The lack of large real
causal datasets forced him to generate artificial causal data, which makes
this approach dependent on the data generation process. An entropic causal
inference framework is recently proposed for the two-variable causal graphs by
[69].
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The literature on learning causal graphs using interventions without
assumptions on the causal model is more limited. For the objective of mini-
mizing the number of experiments, [50] proposes a coloring-based algorithm to
construct the optimum set of interventions. [33] introduced the constraint on
the number of variables intervened in each experiment. He proved in [34] that,
when all causal graphs are considered, the set of interventions to fully identify
the causal DAG needs to be a separating system for the set of variables. For
example for complete graphs, separating systems are necessary. [56] draws
connections between the combinatorics literature and causality via known
separating system constructions. [122] illustrates several theoretical findings:
They show that the separating systems are necessary even under the constraint
that each intervention has size at most k, identify an information theoretic
lower bound on the necessary number of experiments, and develop an adaptive
algorithm that leverages the Meek rules. To the best of our knowledge, the fact
that a graph separating system is necessary for a given causal graph skeleton
was unknown until this work. Also, none of these works has an explicit cost
function associated with interventions.
4.4 Graph Separating Systems, Colorings, Intervention
Design
In this section, we illustrate the relation between graph colorings and
graph separating systems, and show how they are useful for non-adaptive
intervention design algorithms.
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Given a graph separating system I = {I1, I2, . . . , Im} for the skeleton
G of a causal graph, we can construct the set of interventions as follows: For
experiment i, intervene on the set of variables in the set Ii. Since I is a graph
separating system, for every edge in the skeleton, there is some i for which Ii
intervenes on only one of the variables adjacent to that edge. Since the edge
is cut, it can be learned by learning the skeleton of the post-interventional
graph, as explained in Section 4.2. Since every edge is cut at least once, an
intervention design based on a G-separating system identifies any causal graph
with skeleton G.
Graph separating systems provide a structured way of designing inter-
ventions that can learn any causal graph. Their necessity however is more
subtle: One might suspect that using the Meek rules in between every inter-
vention may eliminate the need for the set of interventions to correspond to
a graph separating system. Suppose we designed the first i− 1 experiments.
Applying the Meek rules over all possible outcomes of our first i−1 experiments
on G may enable us to design the mth experiment in an informed manner,
even though we do not get to see the outcome of our experiments. Eventually
it might be possible to uncover the whole graph without having to separate
every edge. In the following we show that Meek rules are not powerful enough
to accomplish this, and we actually need a graph separating system. This fact
seems to be known [34, 50], however we could not locate a proof. We provide
our own proof:
Theorem 7. Consider an undirected graph G. A set of interventions I learns
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every causal graph D with skeleton G if and only if I is a graph separating
system for G.
Proof. See [68].
4.4.1 Any Graph Separating System is Some Coloring
In this section, we explain the relation between graph separating systems
and proper graph colorings. This relation, which is already known [50], is
important for us in reformulating the intervention design problem in the later
sections.
Let C : V → {0, 1}m be a proper graph coloring for graph G which uses
c (c < 2m) colors in total. Colors are labeled by length-m binary vectors. First
construct matrix M as follows: Let ith row of M be the label corresponding
to the color of vertex i, i.e., C(i). Then M is a G-separating system matrix:
Let Ii be the set of row indices of M for which the corresponding entries in
the ith column are 1. Let I = {I1, I2, . . . , Im} be the set of subsets constructed
in this manner from m columns of M. Then I is a graph separating system
for G. To see this, consider any pair of vertices u, v that are adjacent in G:
(u, v) ∈ E. Since the coloring is proper, the color labels of these vertices are
different, which implies the corresponding rows of M, M(u, :) and M(v, :), are
different. Hence, there is some column of M which is 1 in exactly one of the
uth and vth rows. Thus, the subset constructed from this column separates the
pair of vertices u, v.
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Therefore any proper graph coloring can be used to construct a graph
separating system. It turns out that the converse is also true: Any graph
separating system can be used to construct a proper graph coloring. This is
shown by Cai in [87] within his proof that shows that the minimum size of
a graph separating system is dlogχe, where χ is the chromatic number. We
repeat this result for completeness5:
Lemma 4 ([87]). Let I = {I1, I2, . . . , Im} be a graph separating system for the
graph G = (V,E). Let M be the separating system matrix for I: ith column of
M is the binary vector of length |V | which is 1 in the rows that are contained
in Ii. Then the coloring C(i) = M(i, :) is a proper coloring for G.
This connection between graph colorings and graph separating systems
is important: Ultimately, we want to use graph colorings as a tool for searching
over all sets of interventions, and find the one that minimizes a cost function.
This is possible due to the characterization in Lemma 4 and the fact that the
set of interventions has to correspond to a graph separating system in order to
identify any causal graph by Theorem 7.
Along this direction, we have the following simple, yet important obser-
vation: We observe that a minimum graph separating system does not have to
correspond to an optimum coloring. We illustrate this with a simple example:
5Note that this lemma is not formally stated in [87] but rather verbally argued within a
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(b) Graph separating system vs. color separat-
ing system
Figure 4.1: (a) An undirected graph with a proper 3 coloring. (b) A graph separating
system, which does not separate color classes for any proper coloring of the graph.
An example color-separating system is also provided.
Proposition 3. Consider the undirected graph in Fig. 4.1a. There does not
exist any proper 3 coloring of this graph, for which the graph separating system
given in Fig. 4.1b separates every node across color classes.
Proof. Notice that the chromatic number of the given graph is 3. Hence
the minimum separating system size is dlog2(3)e = 2. Thus the given graph
separating system is a minimum graph separating system. In any proper
3-coloring, U4 and U5 must have different colors. Hence, any color-separating
system separates U4 and U5. However the rows of the graph separating
system which correspond to U4 and U5 are the same. In other words, any
3-coloring based graph separating system separates U4 and U5 whereas the
graph separating system given in Fig. 4.1a does not.
This problem can be solved by assigning both vertices U4 and U5 a new
color, hence coloring the graph by χ+ 1 colors. We can conclude the following:
Suppose we consider the cost-optimum intervention design problem with at
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most dlog(χ)e interventions. When we formulate it as a search problem over
the graph colorings, we need to consider the colorings with at most 2dlog(χ)e
colors instead of χ colors.
4.5 Cost-Optimal Intervention Design
In this section, we first define the cost-optimal intervention design
problem. Later we show that this problem can be solved in polynomial time.
Suppose each variable has an associated cost wi of being intervened
on. We consider a modular cost function: The cost of intervening on a set S
of nodes is w(S) =
∑
i∈S wi. Our objective is to find the set of interventions
with minimum total cost, that can identify any causal graph with the given
skeleton: Given the causal graph skeleton G, find the set of interventions
S = {S1, S2, . . . , Sm} that can identify any causal graph with the skeleton




j∈Si wj. In this section, we do not assume
that the number of experiments are bounded and we are only interested in
minimizing the total cost. We have the following theorem:
Theorem 8. Let G = (V,E) be a chordal graph, and w : V → R+ be a cost
function on its vertices. Let an intervention on set I have cost
∑
i∈I wi. Then
the optimal set of interventions with minimum total cost, that can learn any
causal graph D with skeleton G is given by I = {Ii}i∈[χ], where Ii is the color
class for color i for any χ coloring of the graph GV \S = (V \S,E), where S is
the maximum weighted independent set of G.
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Proof. See [68].
In other words, the optimum strategy is to color the vertex induced
subgraph obtained by removing the maximum weighted independent set S
and intervening on each color class individually. After coloring the maximum
weighted independent set, the remaining graph can always be colored by at
most χ colors, i.e., the chromatic number of G. The remaining graph is still
chordal. Since optimum coloring and maximum weighted independent set
can be found in polynomial time for chordal graphs, I can be constructed in
polynomial time.
4.6 Intervention Design with Bounded Number of Inter-
ventions
In this section, we consider the cost-optimum intervention design prob-
lem for a given number of experiments. We construct a linear integer program
formulation for this problem and identify the conditions under which it can be
efficiently solved. As a corollary we show that when the causal graph skeleton
is a tree or a clique tree, the cost-optimal intervention design problem can be
solved in polynomial time. Later, we present two greedy algorithms for more
general graph classes.
To be able to uniquely identify any causal graph, we need a graph
separating system by Theorem 7. Hence, we need m ≥ dlog(χ)e since the
minimum graph separating system has size dlog(χ)e due to [87].
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4.6.1 Coloring formulation of Cost-Optimum Intervention Design
One common approach to tackle combinatorial optimization problems
is to write them as linear integer programs: Often binary variables are used
with a linear objective function and a set of linear constraints. The constraints
determine the set of feasible points. One can construct a convex object (a
convex polytope) based on the set of feasible points by simply taking their
convex hull. However this object can not always be described efficiently. If it
can, then the linear program over this convex object can be efficiently solved
and the result is the optimal solution of the original combinatorial optimization
problem. We develop an integer linear program formulation for finding the
cost-optimum intervention design using its connection to proper graph colorings.
From Theorem 7, we know that we need the set of interventions to
correspond to a graph separating system for the skeleton. From Lemma 4,
we know that any graph separating system can be constructed from some
proper coloring. Based on these, we have the following key observation: To
solve the cost-optimal intervention design problem given a skeleton graph, it is
sufficient to search over all proper colorings, and find the coloring that gives
the graph separating system with the minimum cost. We use the following
(standard) coloring formulation: Suppose we are given an undirected graph G
with n vertices and t colors are available. Assign a binary variable xi,k ∈ {0, 1}
to every vertex-color pair (i, k): xi,k = 1 if vertex i is colored with color
k, and 0 otherwise. Each vertex is assigned a single color, which can be
captured by the equality
∑
k∈[t] xi,k = 1. Since coloring is proper, every pair
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of adjacent vertices are assigned different colors, which can be captured by
xi,k + xj,k ≤ 1,∀(i, j) ∈ E,∀k ∈ [t]. Based on our linear integer program
formulation given in [68], we have the following theorem:
Theorem 9. Consider the cost-optimal non-adaptive intervention design prob-
lem given the skeleton G = (V,E) of the causal graph: Let each node be
associated with an intervention cost, and the cost of intervening on a set of
variables be the sum of the costs of each variable. Then, the non-adaptive
intervention design that can learn any causal graph with the given skeleton
in at most m interventions with the minimum total cost can be identified in
polynomial time, if the following polytope can be described using polynomially
many linear inequalities:
C = conv{x ∈ Rn×2m :
∑
k∈[2m]
xi,k ≤ 1,∀i ∈ [n], (4.1)
xi,k + xj,k ≤ 1,∀(i, j) ∈ E,
xi,k ∈ {0, 1},∀i ∈ [n], k ∈ [2m]}.
Proof. See [68].
Donne in [31] identifies that when the graph is a tree, one can replace
the constraints xi,k ∈ {0, 1} with xi,k ≥ 0 for all (i, k) ∈ [n] × [2m] without
changing the polytope in 4.1. He also shows that when the graph is a clique-tree
(a graph that can be obtained from a tree by replacing the vertices of the tree
with cliques), a simple alternative characterization based on the constraints on
the maximum cliques of the graph exists, which can be efficiently described.
Based on this and Theorem 9, we have the following corollary:
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Corollary 4. The cost-optimal non-adaptive intervention design problem can
be solved in polynomial time if the given skeleton of the causal graph is a tree
or a clique tree.
We can identify another special case for the cost-optimum interven-
tion design problem when the graph is uniquely colorable. See [68] for the
corresponding result and the details.
4.6.2 Greedy algorithms
In this section, we present two greedy algorithms for the minimum cost
intervention design problem for more general graph classes.
Algorithm 4 Greedy Intervention Design for Total Cost Minimization for
Chordal Skeleton
1: Input: A chordal graph G, maximum number of interventions m, cost wi assigned to
each vertex i.
2: r = 2m, t = 0, G1 = (V1, E), V1 = V .
3: T = All binary vectors of length m.
4: while r > χ do
5: Find maximum weighted independent set St of Gt.
6: Find u = argminx∈T |x|1 (Break ties arbitrarily).
7: Assign M(i, :) = to every i ∈ St.
8: Gt+1 = (Vt+1, E), Vt+1 = Vt\St: Gt+1 is the induced subgraph on the uncolored nodes.
9: r ← r − 1, t← t+ 1, T ← T − {u}.
10: end while
11: Color Gt−1 with minimum number of colors.
12: Assign the remaining length-m binary vectors as rows of M to different color classes.
13: Output: M .
We have the following observation: Consider a coloring C : V → [t],
which uses up to t colors. Consider the graph separating system matrix M
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constructed using this coloring, as described in Section 4.4.1. Recall that the
ith row of M is a {0, 1} vector which represents the label for the color of vertex
i, and jth column is the indicator vector for the set of variables included in
intervention j. We call the {0, 1} vector used for color k as the coloring label
for color k. The separating property does not depend on the color labels:
Using different labels for different colors is sufficient for the graph separating
property to hold. However, the number of 1s of a coloring label determines how
many times that variable is intervened on using the corresponding intervention
design. Hence, we can choose the coloring labels from the binary vectors with
small weight, given the choice. Moreover, the column index of a 1 in a certain
row does not affect the cost since in a non-adaptive design, every intervention
counts towards the total cost (we cannot stop the experiments earlier unlike
adaptive algorithms).
Based on this observation, we can try to greedily color the graph as
follows: Suppose we are allowed to use up to m interventions. Thus the
corresponding graph separating system matrix M can have up to m columns,
which allows up to 2m distinct coloring labels. We can greedily color the graph
by choosing labels with small weight first: Choose the color label with smallest
weight from the available labels. Find the maximum weighted independent set
of the graph. Assign the coloring label to the rows associated with the vertices
in this independent set. Remove the used coloring label from the available
labels, update the graph by removing the colored vertices and iterate.
However, this type of greedy coloring could end up using many more
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Figure 4.2: Exponential weights wi ∼ exp(1). n: no. of vertices, d: Sparsity
parameter of the chordal graph. Each datapoint is the average cost incurred by
the greedy intervention design over 1000 randomly sampled causal graphs for
a given number of experiments. The expected average cost of all the edges is
E[wi] = 1. The cost incurred by the intervention design is normalized by n. As
observed, the cost incurred increases gradually as the number of experiments
are reduced, or graph becomes denser. For sparse graphs, proposed construction
incurs low cost even for up to 3 experiments.
colors than allowed. Indeed one can show that greedily coloring a chordal
graph using maximum independent sets at each step cannot approximate the
chromatic number within an additive gap for all graphs. Thus, this vanilla
greedy algorithm may use up all 2m available colors and still have uncolored
vertices, even though χ < 2m. To avoid this, we use the following modified
greedy algorithm: For the first 2m − χ steps, greedily color the graph using
maximum weighted independent sets. Use the last χ colors to color the
remaining uncolored vertices. Since the graph obtained by removing colored
vertices have at most the same chromatic number as the original graph, χ colors
are sufficient. The remaining graph is also chordal since removing vertices do
not change the chordal property, hence finding a coloring that uses χ colors
can be done efficiently. This algorithm is given in Algorithm 4.
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We can improve our greedy algorithm when the graph is an interval










as the coloring labels, the corresponding intervention design requires every
variable with these colors to be intervened on exactly t times in total. Then,






-colorable subgraph, and use all the coloring labels
of weight t. The cost of the colored vertices in the intervention design is t times
their total cost. We expect this to create a better coloring in terms of the
total cost, since it colors a larger portion of the graph at each step. Finding
the maximum weighted k colorable subgraph is hard for non-constant k in
chordal graphs, however it can be solved in polynomial time if the graph is an
interval graph [141]. For this modified algorithm, see [68]. Notice that when
m >> log n, the number of possible coloring labels is super-polynomial in n,
which seem to make the algorithms run in super-polynomial time. However,
when m >> log n, we can only use the first n color labels with the lowest
weight, since a proper coloring on a graph with n vertices can use at most n
colors in total.
4.7 Experiments
In this section, we test our greedy algorithm to construct intervention
designs over randomly sampled chordal graphs. We follow the sampling scheme
proposed by [122] (See [68] for details). The costs of the vertices of the graph
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are selected from i.i.d. samples of an exponential random variable with mean
1. The total cost of all variables is then the same as the number of variables
n in expectation. We normalize the cost incurred by our algorithm with n
and compare this normalized cost for different regimes. The parameter d is
a parameter that determines the sparsity of the graph: Graphs with larger d
are expected to have more edges. See [68] for the details of how the parameter
d affects the probability of an edge. We limit the simulation to at most 10
experiments (x-axis) and observe the effect of changing the number of variables
n and parameter d.
Algorithm 4 requires a subroutine that can find the maximum weighted
independent set of a given chordal graph. We implement the linear-time
algorithm by Frank [39] for finding the maximum weighted independent set of
a chordal graph. For the details of Frank’s algorithm, see [68].
We observe that the main factor that determines the average incurred
cost is sparsity of the graph: The number of edges compared to the number of
nodes. For a fixed n, reducing d results in a smaller average cost by increasing
the sparsity of the graph. For a fixed d, increasing n reduces the sparsity, which
is also shown to reduce the average cost incurred by the greedy intervention
design. See [68] for additional simulations where the costs are chosen as the
i.i.d. samples from a uniform random variable over the interval [0, 1].
82
Chapter 5
Experimental Design for Learning Causal
Graphs with Latent Variables
In this paper, we consider the problem of learning causal structures
with latent variables using interventions. Our objective is not only to learn
the causal graph between the observed variables, but also the location of
all the unobserved confounding variables. Our approach is stage-wise: We
first learn the observable graph, i.e., the induced graph between observable
variables. Next we learn the existence and location of latent variables given the
observable graph. We first show that a naive approach for learning a sparse
observable graph requires O(n) interventions for a causal graph with n observed
variables when latent variables are present. It is rarely feasible to perform
many interventions in practice due to costs, technical, or ethical considerations.
We propose an efficient randomized algorithm to ameliorate this problem that
can learn the observable causal graph using O(d log2 n) interventions where d is
the degree of the graph. We further propose an efficient deterministic variant
This chapter is based on the material from the publication [71]: M. Kocaoglu*, K.
Shanmugam*, E. Bareinboim, "Experimental design for learning causal graphs with latent
variables," Proceedings of the 31st Conference on Neural Information Processing Systems
(NIPS 2017), Long Beach, CA, USA. The author of this dissertation contributed to the
conception of the research problem and the theoretical developments.
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which uses O(log n+ l) interventions, where l is the longest directed path in
the graph. This algorithm is useful for different classes of graphs, including
common cases such as bipartite, time-series, and relational type of systems.
In the next stage, we learn the existence and location of the latent variables
between non-adjacent variables. We observe that a naive approach for this task
requires O(n2) interventions. Instead, we propose an algorithm that uses only
O(d2 log n) interventions that can learn the latents between both non-adjacent
and adjacent variables. Our algorithm assumes oracle access to an algorithm
that outputs a size-O(d2 log (n)) independent set cover for the non-edges of
a given graph. This graph oracle can be efficiently implemented in practice
with a randomized algorithm. Combining the two stages, our randomized
algorithm can learn the causal graph with latents using O(d log2 n+ d2 log (n))
interventions.
The endeavour of algorithmically learning causal relations may have
started from the independent discovery of the IC [135] and PC algorithms
[126], which almost identically, and contrary to previously held beliefs, showed
the possibility of recovering these relations from purely observational, non-
experimental data. A plethora of methods followed this breakthrough, and
now we understand, at least in principle, the limits of what can be inferred
from purely observational data [124, 54, 81, 106, 69]. There are a number of
assumptions considered about the data-generating model when attempting
to unveil the structure underlying the phenomenon under investigation, and
we will not attempt to list them exhaustively here. One of the most popular
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assumptions, however, is that the data-generating model is causally sufficient,
which means that no latent (unmeasured) variable affecting more than one
observed variable exists. In practice, this is a very stringent condition since the
existence of latents affecting more than one observed variable, and generating
what is called confounding bias, is one of the main concerns of empirical
scientists. The problem of causation is deemed challenging in most of the
empirical fields because scientists recognize that not all the variables influencing
the observed phenomenon can be measured. The general question that arises is
then how much of the surface, observed behavior of the system is truly causal,
or whether it is due to some external, unobserved forces [105]. Answering this
question in a principled way has far-reaching implications for exploring and
understanding how nature works, and for better decision-making.
To account for the latent variables, the IC* [135] and FCI [126] al-
gorithms were introduced, which showed the possibility of recovering causal
structures even when latent variables may be confounding the observed behavior
1. One of the main challenges faced by this family of algorithms is that although
ancestral relations can be learned as well as certain causal edges [142, 17], many
observationally equivalent architectures cannot be distinguished. For instance,
Fig. 5.1(a),(b) depict two data-generating models that is not distinguishable
from passive data, whether A directly causes C or only indirectly (there exists
no separator between A and C due to the presence of the latent L). Despite
1Hereafter, we refer to a latent variable as any variable that is not measured and affects
more than one observed variable. In Fig. 5.1(b), note the latent variable L confounding the


















Figure 5.1: (a), (b): Different causal graphs that cannot be distinguished
using observational data. (c): A bipartite causal graph between genes and
phenotypes with multiple latent variables.
the practical challenges (e.g., finite samples, selection bias, missing data), we
now have a complete characterization of what structures are recoverable from
observational data [2, 126, 143].
In fact, inferences will be constrained within some type of equivalence
class, i.e., a collection of models that are all compatible with the constraints
implied over the observational distribution. Some works attempted to use
interventional design and interventional data to move from the equivalence
class to a specific graph, but almost exclusively considering causally sufficient
systems [34, 49, 50, 122]. In [34, 56], the connections between the causal graph
learning problem and a separating system, a specific set system, are illustrated.
[56] shows that one can design interventions where each intervention contains
at most a certain number of variables using the existing separating system
constructions. In [49, 50], the authors develop the concept of interventional
equivalence class, and using the existing separating system constructions, show
that dlogχe experiments are necessary and sufficient for learning any causal
graph, where χ is the chromatic number of the graph. In [122], authors extend
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the results in the regime with bounded sized-interventions.
For causally insufficient systems, there is a plethora of work trying to
identify plausible causal structures given interventional data collected a priori
under various assumptions[125, 118, 107, 103, 58, 24, 132, 86], but without
the goal of designing the optimal interventions. In [125], authors develop
algorithms for finding the equivalent causal graphs under latent variables
for linear models. Authors in [118] consider removing the effect of latent
common causes, under the assumption of additive noise models. Authors
in [107] propose using a principle of invariance under different interventions.
However, their objective is not to design interventions, but rather identify
the plausable causal model, given unknown interventions performed a priori.
They also do not consider latent variables, although an example is used to
demonstrate the potential extension. Authors in [86] provide an algorithm to
construct the casual graph from interventional datasets. The algorithm does
not apply to hard interventions. However, it can handle unknown targets for
interventions. In [103], authors consider the problem of observational learning
of the ancestral relations between observable variables under the presence
of latent variables, and propose a dynamic programming algorithm. In the
sequence of works [24, 58, 132], authors develop algorithms for finding causal
graph upto equivalence classes under latent variables by exploiting available
a-priori interventional data. [24] deals with experiments with unknown targets
as latents in the system and derives a sound algorithm . [58, 132] provide
SAT-based algorithms that encode observed conditional independencies across
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data sets as constraints on the graph. [58] can handle cyclic graphs while
requiring perfect conditional independency oracles. [132] can handle imperfect
oracles but works only on acyclic graphs. Perhaps the most relevant paper
to our setup is [93]. Authors identify the experiments necessary to perform
in order to identify the causal graph under latent variables, given the output
of an observational learning algorithm, such as FCI. However, they are not
interested in minimizing the number of experiments.
In this paper, we propose the first algorithm for learning a causal graph
with latent variables along with interventional design in a non-parametric
regime. It is known that log(n) interventions are necessary (across all graphs)
and sufficient to learn a causal graph without latent variables [50], and we
show, perhaps surprisingly, that there exists an algorithm that can learn any
causal graph with latent variables, that is not very far from this result. More
specifically, our contributions are as follow:
• We introduce a deterministic 2 algorithm that can learn any causal graph
and the existence and location of the latent variables using O(d log(n) + l)
interventions, where d is the largest degree and l is the longest directed path
of the causal graph.
• We design a randomized algorithm that can learn the observable graph and
all the latent variables using O(d log2(n) + d2 log(n)) interventions with high
2We assume access to an oracle which outputs a size-O(d2 log (n)) independent set cover
for the non-edges of a given graph. This oracle can be implemented using another randomized
algorithm in practice as we explain in Section 5.4.
88
probability, where d is the largest degree (in-degree + out-degree).
[3] The first algorithm should be useful in practical settings where the longest
directed path is not very deep, e.g., (O(log(n))). This includes bipartite,
time-series, and relational type of domains where the number of variables
is potentially high but the topology is somewhat sparse. As an example
application, consider the problem of inferring the causal effect of a set of
genes on a set of phenotypes, that could be cast as learning a bipartite causal
system (Fig. 5.1(c)). For the more general setting, we introduce a randomized
algorithm that with high probability is capable of unveiling the true causal
structure.
Background
We will assume for simplicity of exposition that all the random variables
involved are discrete throughout this work. We use the language of Structural
Causal Models (SCM) [105, pp. 204-207]. Formally, an SCM M is a 4-tuple
〈U,V,F, P (u)〉, where U is a set of exogenous (unobserved, latent) variables, V
is a set of endogenous (measured) variables. The set of exogenous variables are
divided into two disjoint classes: Exogenous variables with one observable child,
denoted by E, exogenous variables with two observable children, denoted by
L. F represents a collection of functions F = {fi} such that each endogenous
variable Vi ∈ V is determined by a function fi ∈ F : Each fi is a mapping
from the respective domain of the exogenous variables associated with Vi and
3Write note contrasting CBN and SCM
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a set of observable variables associated with Vi, called PAi, into Vi. The set
of exogenous variables associated with Vi can be divided into two classes, the
one with a single observable child, denoted by Ei ∈ E, and those with two
observable children, denoted by Li ⊆ L. Hence fi maps from the domain of
Ei ∪ PAi ∪ Li to Vi. The entire set F forms a mapping from U to V. The
uncertainty is encoded through a product probability distribution over the
exogenous variables P (E,L). For simplicity, with slight overuse of notation, we
refer to L as the set of latent variables, and E as the set of exogenous variables.
Within the structural semantics, performing an action X = x is repre-
sented through the do-operator, do(X = x), which encodes the operation of
replacing the original equation of X by the constant x and induces a submodel
Mx. When the intervention acts on a set S of variables, the induced submodel is
similarly shown by MS. For a detailed discussion on the properties of structural
models, we refer readers to [105, Ch. 7]. Define D` = (V ∪ L, E`) to be the
causal graph with latents. We define the observable graph to be the induced
subgraph on V which is D = (V, E).
In practice, we will use a stochastic Wi, an independent random variable
taking values uniformly at random in the state space of Vi, to implement
an intervention in the variable Vi. Interventions can be on a subset S of
the observed variables where each observed variable in S is given distinct
deterministic or random values. We denote the post-interventional distribution
by PS(·). A conditional independence statement, e.g., X is independent from
Y given Z ⊂ V with respect to causal model MS, in shown by (X ⊥⊥ Y |Z)MS ,
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or (X ⊥⊥ Y |Z)S when the causal model is clear from the context. These
conditional independencies are with respect to the post-interventional joint
probability distribution PS(·). In this paper, we assume that an oracle to
conditional independence (CI) tests is available.
The mutilated or post-interventional causal graph, denoted D`[S] =
(V ∪ L, E`[S]), is identical to D` except that all the incoming edges incident
on any vertex in the interventional set S is absent, i.e., E`[S] = E` − {(Y, V ) :
V ∈ S, (Y, V ) ∈ E`}. We define the transitive closure, denoted Dtc, of an
observable causal DAG D as follows: If there is a directed path from Vi to Vj
in D, there is a directed edge from Vi to Vj in Dtc. Essentially, a directed edge
in Dtc represents an ancestral relation in D.
For any directed acyclic graph D = (V,E), a set of nodes S ⊂ V
d-separates two nodes a and b if and only if S blocks all paths between a and b.
‘Blocking’ is a graphical criterion associated with d-separation. A probability
distribution is said to be faithful to a graph, if and only if every conditional
independence statement can be read off from the graph using d-separation, see
[105] for a review. We assume throughout this paper that faithfulness holds in
the observational and post-interventional distributions following the convention
in [50].
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Results and outline of the paper
The skeleton of the proposed learning algorithms can be split into 3
steps, namely:
∅ (a)−→ Transitive Closure, Dtc
(b)−→ Observable graph, D = (V,E) (c)−→
Observable graph with Latent variables, D` (5.1)
Each step requires different tools and graph theoretic concepts:
(a) A pairwise independence test under interventions that reveals ancestral
relations. This is combined in an efficient manner with separating systems
to discover the transitive closure of D in O(log n) interventions.
(b) We rely on the transitive reduction of directed acyclic graphs that can be
efficiently computed only from their transitive closure. A key property we
observe is that the transitive reduction reveals a subset of the true edges. For
our randomized algorithm, a sequence of transitive reductions computed from
transitive closures (obtained using step (a)) of different post-interventional
graphs gives the exact set of true edges.
(c) Given the observational graph, by designing CI tests under suitable inter-
ventions, it is possible to discover latent variables between non-adjacent
nodes. We use an edge-clique cover algorithm on the complement graph
together with these tests to optimize the number of experiments. To discover
the latents between adjacent nodes, we introduce a relatively unknown test
called the do-see test, i.e., leveraging the equivalence between observing
(seeing) and intervening on the node (doing). We again combine this with
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induced matching cover of the observable graph to optimize the number of
experiments.
The modularity of our approach allows solve various subproblems. For
instance, if the observable graph is known a priori, we can learn the latent
variables using (c). If the ancestral graph is known, we can apply (b) to discover
the observable graph.
5.1 Identifying the Observable Graph: A simple baseline
We discuss a natural and a simple deterministic baseline algorithm
that actually finds the observable graph with experiments when confounders
are involved. To our knowledge, we do not know of any provably complete
algorithm that recovers the observable graph under confounding variables and
is better than this simple baseline in the worst case. Let us start from the
following observation. Suppose X → Y where X, Y are observable variables
and let L be a latent variable such that L → X, L → Y . Consider the post
interventional graph D`[{X}] where we intervene on X. It is easy to see that,
X and Y are dependent in the post interventional graph too because of the
direct causal relationship. However, if X is not a direct parent of Y , then
in the post interventional graph D`[{X}] even with or without the latent L
between X and Y , X is independent of Y since X is intervened on.
It is possible to recreate this condition between any target variable X
and any one of its direct parents Y when many other observable variables
are involved. Simply, we consider the post-interventional graph where we
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intervene on all observable variables but X, then in D`[V − {X}], Y and
X are dependent if and only if Y → X is a directed edge in the observable
graph D, because every other variable except X becomes independent of all
other variables in the system in the post interventional graph. Therefore, one
needs n interventions, each of size n − 1 to find out the parent set of every
node. We basically show in the next two sections that when the graph D has
constant degree, it is enough to do O(log2(n)) interventions representing the
first provably exponential improvement over this baseline for sparse graphs.
5.2 Learning Ancestral Relations
In this section, we show that combinatorial constructions called sep-
arating systems can be used to construct sequences of pairwise conditional
independence tests to discover the transitive closure of the observable causal
graph, i.e., the graph that captures all ancestral relations between the ob-
servable variables. The following lemma relates the statistical dependencies
observed in the post-interventional causal graph with the ancestral relations in
the causal graph with latent variables.
Lemma 5. [Pairwise Conditional Independence Test] Consider a causal graph
with latents D`. Consider an intervention on the set S ⊂ V of observable
variables. Then, under the post-interventional faithfulness assumption, for any
pair Xi ∈ S,Xj ∈ V\S, (Xi 6⊥⊥ Xj)D`[S] if and only if Xi is an ancestor of Xj





















Figure 5.2: (a): Illustration of Lemma 1: Consider an intervention on V4.
In the post-interventional distribution, V4 is dependent with only V5, V6, V7,
its descendants, despite latent connections. (b): Transitive closure graph
obtained using Algorithm 5. Edges represent ancestral relations, not direct
causal connections.
Lemma 5 constitutes, for any ordered pair of variables (Xi, Xj) in
the observable graph D, a test for whether Xi is an ancestor of Xj or not.
Figure 5.2(a) illustrates Lemma 5. Consider an intervention on V4. This
intervention disconnects V4 from its parents, including the latent ones. In the
post-interventional distribution, V4 is d-connected to its descendants V5, V6, V7.
Note that a single test is not sufficient to discover the ancestral relation
between a pair (Xi, Xj), e.g., if Xi → Xk → Xj and Xi, Xk ∈ S,Xj /∈ S, the
ancestral relation will not be discovered. This issue can be resolved by using a
sequence of interventions guided by a separating system, and later finding the
transitive closure of the learned graph, which is explained next.
Separating systems were first defined by [65], and has been subsequently







V1 1 0 0
V2 1 1 0
V3 0 0 0
V4 0 1 0
V5 1 0 1
V6 1 1 1






S1 S2 S3 S4 S5 S6
V1 1 0 1 0 0 0
V2 1 1 0 1 0 0
V3 0 0 0 1 1 1
V4 0 1 0 0 1 1
V5 1 0 0 1 1 0
V6 1 1 0 0 1 0
V7 0 0 1 0 1 1
(a) (b)
Figure 5.3: (a): A separating system on ground set {V1, V2, V3, V4, V5, V6, V7}.
Each column is the element-set membership vector of the corresponding set.
Notice that for every pair of rows, there is a column which is 1 for one of the
rows. (b): A strongly separating system. Notice that, for every pair of rows
i, j, there are two columns: In one row i is 1 only, in the other, row j is 1 only.
ground set S is a collection of subsets of S, S = {S1, S2 . . .} such that for every
pair i ∈ S, j ∈ S, there is a set that contains only one of i, j, i.e., ∃k such that
i ∈ Sk or j ∈ Sk. For an example separating system construction, see Figure
5.2(b). We require a stronger notion which is captured by a strongly separating
system on a ground set [n]:
Definition 6. An (m,n) strongly separating system is a family of subsets
{S1, S2 . . . Sm} of the ground set [n] such that for any two pairs of nodes i and
j, there is a set S in the family such that i ∈ S, j /∈ S and also another set S ′
such that i /∈ S ′, j ∈ S ′.
Figure 5.2(c) shows a strongly separating system construction. Although
strongly separating systems require more subsets than separating systems,
similar to separating systems, one can construct strongly separating systems
using O(log(n)) subsets, as shown in the following lemma:
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Lemma 6. An (m,n) strong separating system exists on a ground set [n] where
m ≤ 2dlog ne.
We propose Algorithm 5 to discover the ancestral relations between the
observable variables. It uses the subsets of a strongly separating system on the
ground set of all observable variables as intervention sets, to assure that the
ancestral relation between every ordered pair of observable variables is tested.
Algorithm 5 LearnAncestralRelations- Given access to a conditional inde-
pendence testing oracle (CI oracle), query access to samples from any post-
interventional causal model derived out of M (with causal graph D`), outputs
all ancestral relationships between observable variables, i.e., Dtc
1: LearnAncestralRelations
2: Input:M
3: E = ∅.
4: Consider a strongly separating system of size at most 2 log n on the ground
set V - {S1, S2..S2dlogne}.
5: for i in [1 : 2dlog ne] do
6: Intervene on the set Si of nodes.
7: for X ∈ Si, Y /∈ Si, Y ∈ V do
8: Use samples from MSi and use the CI-oracle to test the following.
9: if (X 6⊥⊥ Y )D`[S] then




14: return The transitive closure of the graph (V, E)
The following theorem shows the number of experiments and the sound-
ness of Algorithm 5.
Theorem 10. Algorithm 5 requires only 2dlog ne interventions and condi-
tional independence tests on samples obtained from each post-interventional
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distribution and outputs the transitive closure Dtc.
5.3 Learning the Observable Graph
We introduce in this section a deterministic and a randomized algorithm
for learning the observable causal graph D from ancestral relations. Recall that
D is the induced subgraph on the set of observable nodes V, which encodes
every direct causal connection between any pair of observable nodes.
5.3.1 A Deterministic Algorithm
Based on the results of Section 5.2, assume that we are given the
transitive closure of the observable graph, i.e., Dtc. We first have the following
causal characterization.
Lemma 7. For a variable Xi, consider an intervention on a set S where
Pai ⊂ S. Then {Xj ∈ S : (Xi 6⊥⊥ Xj)D[S]} = Pai.
Lemma 7 shows that, when the intervention set contains all the par-
ents of a variable Xi, the only variables still dependent with Xi in the post-
interventional observable graph are the parents of Xi in the observable graph.
Let the longest directed path of Dtc be r (length of the partial order).
Consider the partial order <Dtc implied by Dtc on the vertex set V. Define
{Ti : i ∈ [r + 1]} as the unique partitioning of vertices of Dtc where Ti <Dtc
Tj,∀i < j and each node in Ti is a set of mutually incomparable elements. In
other words, Ti are the set of nodes at layer i of the transitive closure graph
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Dtc. Define Ti = ∪i−1k=1Tk. We have the following simple observation: Pai ⊂ Ti.
This paves the way for Algorithm 6 that leverages Lemma 7.
Algorithm 6 LearnObservableGraph/Deterministic Version - Given the an-
cestral graph, access to a conditional independence testing oracle (CI oracle)
and outputs the graph induced on observable nodes.
1: LearnObservableGraph/Deteriministic
2: Input:M
3: E = ∅.
4: for i in {r + 1, r, r − 1, . . . , 2} do
5: Intervene on the set Ti of nodes.
6: Use samples from MTi and use the CI-oracle to test the following.
7: for X in Ti do
8: if (X 6⊥⊥ Y )D`[Ti] then




13: return Observable graph
The correctness of Algorithm 6 follows from Lemma 7, which is stated
explicitly in the sequel.
Theorem 11. Let r be the length of the longest directed path in the causal graph
D`. Algorithm 6 requires only r interventions and conditional independence
tests on samples obtained from each one of the post-interventional distributions
and outputs the observable graph D.
5.3.2 A Randomized Algorithm
We propose a randomized algorithm that repeatedly uses the ancestor
graph learning algorithm from the previous section to learn the observable
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graph 4. One of the key structures that we compute in our algorithm is the
transitive reduction of a directed graph:
Definition 7 (Transitive Reduction). Given a directed acyclic graph D =
(V,E), let its transitive closure be Dtc. Then Tr(D) = (V,Er) is a directed
acyclic graph with minimum number of edges such that its transitive closure is
identical to Dtc.
Lemma 8. [1] Tr(D) is known to be unique whenever D is acyclic. Further,
the set of directed edges of Tr(D) is a subset of directed edges of D, i.e., Er ⊂ E.
Computing transitive reduction of a directed acyclic graph D takes exactly the
same time as transitive closure of a directed acyclic graph D which takes time
poly(n).
We note that Tr(D) = Tr(Dtc). Now, we provide an algorithm that
outputs an observable graph based on samples from the post-interventional
distribution after a sequence of interventions. Let us assume an ordering π on
the observable vertices V that satisfies the partial order relationships in the
observable causal graph D. The key insight behind the algorithm is given by
the following Lemma.
Lemma 9. Consider an intervention on a set S ⊂ V of nodes in the observable
causal graph D. Consider the post-interventional observable causal graph D[S].
Suppose for a specific observable node Vi, Vi ∈ Sc. Let Y be a direct parent

























Figure 5.4: Illustration of Lemma 9 - (a) An example of an observable graph
D without latents (b): Transitive reduction of D. The highlighted red edge
(V1, V3) has not been revealed under the operation of transitive reduction. c)
Intervention on node V2 and its post interventional graph D[{V2}] d) Since all
parents of V3 above V1 in the partial order have been intervened on, by Lemma
9, the edge (V1, V3) is revealed in the transitive reduction of D[{V2}].
of Vi in D such that all the direct parents of Vi above Y in the partial order5
π(·) is in S, i.e., {X : π(X) > π(Y ), (X, V ) ∈ D} ⊆ S. Then, Tr(D[S]) will
contain the directed edge (Y, Vi) and it can be computed from Tr((D[S])tc)
The above Lemma is illustrated in Fig. 5.4. The red edge in Fig.
5.4(a) is not revealed in the transitive reduction. The edge is revealed when
computing the transitive reduction of the post-interventional graph D[{V2}].
This is possible be cause all parents of V3 above V1 in the partial order (in
this case node V2) have been intervened on. The above Lemma motivates
5The nodes above with respect to the partial order of a graph are those that are closer to
the source nodes.
101
the following algorithm. The basic idea is to intervene in a random fashion,
then compute the transitive closure of the post-interventional graph using the
algorithm in the previous section, compute the transitive reduction, and then
accumulate all the edges found in the transitive reduction at every stage. We
will show in Theorem 12 that with high probability, the observable graph can
be recovered.
Algorithm 7 LearnObservable- Given access to a conditional independence
testing oracle (CI oracle), a parameter dmax outputs induced subgraph between
observable variables, i.e. D
1: LearnObservable/Randomized
2: Input:M, dmax
3: E = ∅.
4: for i in [1 : 4cdmax log (n)] do
5: S = ∅.
6: for V ∈ V do
7: S ← S ∪ V randomly with probability 1− 1/dmax.
8: end for
9: D̂S = LearnAncestralRelations(M). Let D̂ = (V, Ê).
10: Compute the transitive reduction of D̂(Tr(D̂S)) according to the algo-
rithm in [1].
11: Add the edges of the transitive reduction to the set E if not already
there, i.e. E ← E ∪ Ê.
12: end for
13: return The directed graph (V, E).
Theorem 12. Let the parameter dmax be greater than the maximum in-degree
in the observable graph D. Algorithm 7 requires at most 8cdmax(log n)2 inter-
ventions and conditional independence tests on samples obtained from each one
of the post-interventional distributions, and outputs the observable graph D




Remark. The above algorithm takes as input a parameter dmax that
needs to be estimated. One practical option is to gradually increase dmax and
run Algorithm 7.
5.4 Learning Latents from the Observable Graph
The final stage of our framework is learning the existence and location
of latent variables given the observable graph. We divide this problem into
two steps – first, we devise an algorithm that can learn the latent variables
between any two variables that are non-adjacent in the observable graph; later,
we design an algorithm that learns the latent variables between every pair of
adjacent variables.
5.4.1 Baseline Algorithm for Detecting Latents between Non-edges
Consider two variables X and Y such that X ← L→ Y and where L is
a latent variable. Clearly, to distinguish it from the case where X and Y are
disconnected and have no latents, one needs check if X 6⊥⊥ Y or not. This is
a conditional independence test. For any non edge (X, Y ) in the observable
graph D, when the observable graph D is known, to check for latents between
them, when other variables and possible confounders are around, one has to
simply intervene on the rest of the n− 2 variables and do a independence test
between X and Y in the post interventional graph. This requires a distinct
intervention for every pair of variables. If the observable graph has maximum
degree d = o(n), this requires Θ(n2) interventions. We will reduce this to
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O(d2 log n) interventions which is an exponential improvement for constant
degree graphs.
5.4.2 Latents between Non-adjacent Nodes
We start by noting the following fact about causal systems with latent
variables:
Theorem 13. Consider two non-adjacent nodes Xi, Xj. Let S be the union
of the parents of Xi, Xj, S = Pai ∪ Paj. Consider an intervention on S. Then
we have (Xi 6⊥⊥ Xj)MS if and only if there exists a latent variable Li,j such
that Xj ← Li,j → Xi. The statement holds under an intervention S such that
Pai ∪ Paj ⊂ S, Xi, Xj /∈ S.
The above theorem motivates the following approach: For a set of nodes
which forms an independent set, an intervention on the union of parents of the
nodes of the independent set allows us to learn the latents between any two
nodes in the independent set. We leverage this observation using the following
lemma on the number of such independent sets needed to cover all non-edges.
Lemma 10. Consider a directed acyclic graph D = (V,E) with degree (out-
degree+in-degree) d. Then there exists a randomized algorithm that returns
a family of m = O(4e2(d + 1)2 log(n)) independent sets I = {I1, I2, . . . , Im}
that cover all non-edges of D: ∀i, j such that (Xi, Xj) /∈ E and (Xj, Xi) /∈ E,
∃k ∈ [m] such that Xi ∈ Ik and Xj ∈ Ik, with probability at least 1− 1n2 .
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Note that this is a randomized construction and we are not aware of any
deterministic construction. Our deterministic causal learning algorithm requires
oracle access to such a famiy of independent sets, whereas our randomized
algorithm can directly use this randomized construction.
Algorithm 8 LearnLatentNonEdge- Given access to a conditional indepen-
dence testing oracle (CI oracle), observable graph D with max degree d (in-
degree+out-degree), outputs all latents between non-edges
1: LearnLatentNonEdge
2: Input:M, dmax
3: L = ∅.
4: Apply the randomized algorithm in Lemma 10 to find a family of inde-
pendent sets I = {I1, I2, . . . , Im} that cover all non-edges in D such that
m ≤ O(d2 log(n)).
5: for j ∈ [1 : m] do
6: Intervene on the parent set of the nodes in Ij.
7: for every pair of nodes X, Y in Ij do
8: if (X 6⊥⊥ Y )D`[Ij ] then




13: return The set of non-edges L.
Now, we use this observation to construct a procedure to identify
latents between non-edges (see Algorithm 8). The following theorem about its
performance follows from Lemma 10 and Theorem 13.
Theorem 14. Algorithm 8 outputs a list of non-edges L that have latent
variables between them, given the observable graph D, with probability at least
1− 1
n2
. The algorithm requires 4e2(d+ 1)2 log(n) interventions where d is the
max-degree (in-degree+out-degree) of the observable graph.
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5.4.3 Latents between Adjacent Nodes
Next, we construct an algorithm that can learn latent variables between
the variables adjacent in the observable graph. The first observation is that,
the approach of testing (conditional) independence in the post-interventional
graph is not helpful. Consider the variables X → Y . To see the effect of
the latent path, one needs to cut the direct edge from X to Y . This requires
intervening on Y . However, such an intervention disconnects Y from its latent
parent. Thus we resort to a different approach compared to the previous stages
and exploit a different characterization of causal Bayesian networks called a
‘do-see’ test.
A do-see test can be described as follows: Consider again the simple
graph where X → Y . If there are no latents, we have P(Y |X) = P(Y |do(X)).
Assume that there is a latent variable Z which causes both X and Y , then ex-
cepting the pathological cases6, P(Y |X) 6= P(Y |do(X)). We have the following
theorem, which shows that we can perform the do-see test between X, Y under
do(PaX , PaY ):
Theorem 15. [Interventional Do-see test] Consider a causal graph D on the
set of observable variables V = {Vi}i∈[n] and latent variables L = {Li}i∈[m] with
edge set E. Suppose (Vi, Vj) ∈ E. Then
Pr(Vj|Vi = vi, do(Pai = pai, Paj = paj))
= Pr(Vj|do(Vi = vi, Pai = pai, Paj = paj)),
6These cases will be fully identified later on.
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G1: do(PaX) is needed G2: do(PaY) is needed 







Figure 5.5: Left: A graph where intervention on the parents of X is needed for
do-see test to succeed. Right: A graph where intervention on the parents of Y
is needed for do-see test to succeed.
iff @k such that (Lk, Vi) ∈ E and (Lk, Vj) ∈ E, where Pai is the set of parents
of Vi in V . Quantities on both sides are invariant irrespective of additional
interventions elsewhere.
Figure 5.5 illustrates the challenges associated with a do-see test in
bigger graphs with latents. Graphs G1 and G2 are examples where parents
of both nodes involved in the test need to be included in the intervention set
for the Do-see test to work. In G1, suppose we condition on X, as required
by the ‘see’ test. This opens up a non-blocking path X − U − T −M − Y .
Since X → Y is not the only d-connecting path, it is not necessarily true
that P(Y |X) = P(Y |do(X)). Now suppose we perform the do-see test under
the intervention do(Z). Then the aforementioned path is closed since X
is not a descendant of T in the post interventional graph. Hence we have
P(Y |X, do(Z)) = P(Y |do(X,Z)). Similarly G2 shows that intervening on the
parent set of Y is also necessary.
Next we need a subgraph structure to perform multiple do-see tests at























Figure 5.6: Illustration of Theorem 7 and Algorithm 9 - (a) An example of
an observable graph with latents with an induced matching highlighted (b):
An induced matching (color class) under consideration in the outer loop of
Algorithm 9. c) For every color class, only two interventions are needed. One
intervenes on the observable parents of all nodes in the color class present
outside it, i.e. nodes V3, V4 and V6. The second intervention intervenes on the
parent set along with the tail nodes in every edge of the color. This is sufficient
to carry out all do-see tests in parallel for the color class.
The naive approach of performing the test for every edge would take O(n) even
in graphs with constant degree. We use strong edge coloring of sparse graphs.
Definition 8. A strong edge coloring of an undirected graph with k colors
is a map χ : E → [k] such that every color class is an induced matching.
Equivalently, it is an edge coloring such that any two nodes adjacent to distinct
edges with the same color are non-adjacent.
It turns out sparse graphs of maximum degree d (in-degree+out-degree)
can be strongly edge-colored with at most 2d2 colors.
108
Lemma 11. [12] A graph of maximum degree d can be strongly edge-colored
with at most 2d2 colors. A simple greedy algorithm that greedily colors edges in
sequence without violating adjacency condition on coloring achieves this.
Now observe that a color class of the edges forms an induced matching.
We show that due to this, the ‘do’ part (RHS of Theorem 15) of all the do-see
tests in a color class can be performed with a single intervention while the ‘see’
part (RHS of Theorem 15) can be again performed with another intervention.
We argue that we need exactly two different interventions per color class.
The following theorem uses this property to prove correctness of Algorithm
9. We pictorially illustrate this key idea of using only two post-interventional
distributions to carry out all do-see tests of Theorem 15 for all edges in a single
color class simultaneously in Fig. 5.6.
Theorem 16. Algorithm 9 requires at most 4d2 interventions and outputs all
latents between the edges in the observable graph.
5.5 Conclusions
Learning cause-and-effect relations is one of the fundamental challenges
in science. We studied the problem of learning causal models with latent
variables using experimental data. Specifically, we introduced two efficient
algorithms capable of learning direct causal relations (instead of ancestral
relations) and finding the existence and location of potential latent variables.
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Algorithm 9 LearnLatentEdge- Observable graph D with max degree d (in-
degree+out-degree), outputs all latents between edges
1: LearnLatentEdge
2: Input:M, d
3: L = ∅.
4: Apply the greedy algorithm in Lemma 11 to color the edges of D with
k ≤ 2d2 colors.
5: for j ∈ [1 : k] do
6: Let Aj be the nodes involved with the edges that form color class j. Let
Pj be the union of parents of all nodes in Aj except the nodes in Aj.
7: Let the set of head nodes of all edges be Hj.
8: Following loop requires the intervention on the set Hj ∪ Pj, i.e.
do({Hj, Pj}).
9: for Every directed edge (Vh, Vt) in color class j do
10: Calculate the conditional probability: S(Vh, Vt) = P (Vt|do(Hj, Pj))
using samples from the post interventional graph.
11: end for
12: Following loop requires the intervention on the set Pj.
13: for Every directed edge (Vh, Vt) in color class j do
14: Calculate the conditional probability: S ′(Vh, Vt) = P (Vt|Vh, do(Pj))
using samples from the post interventional graph.
15: if S ′(Vh, Vt) 6= S(Vh, Vt) then




20: return The set of edges L that have latents between them.
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Chapter 6
CausalGAN: Learning Causal Implicit
Generative Models with Adversarial Training
We introduce causal implicit generative models (CiGMs): models that
allow sampling from not only the true observational but also the true interven-
tional distributions. We show that adversarial training can be used to learn a
CiGM, if the generator architecture is structured based on a given causal graph.
We consider the application of conditional and interventional sampling of face
images with binary feature labels, such as mustache, young. We preserve the
dependency structure between the labels with a given causal graph. We devise
a two-stage procedure for learning a CiGM over the labels and the image. First
we train a CiGM over the binary labels using a Wasserstein GAN where the
generator neural network is consistent with the causal graph between the labels.
Later, we combine this with a conditional GAN to generate images conditioned
on the binary labels. We propose two new conditional GAN architectures:
CausalGAN and CausalBEGAN. We show that the optimal generator of the
This chapter is based on the material from the publication [73]: M. Kocaoglu*, C.
Snyder*, A. G. Dimakis, S. Vishwanath, "CausalGAN: Learning Causal Implicit Generative
Models with Adversarial Training," Proceedings of the Sixth International Conference on
Learning Representations (ICLR), May 2018. The author of this dissertation contributed
to the conception of the research problem, the theoretical developments and experimental
validation.
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CausalGAN, given the labels, samples from the image distributions conditioned
on these labels. The conditional GAN combined with a trained CiGM for
the labels is then a CiGM over the labels and the generated image. We show
that the proposed architectures can be used to sample from observational and
interventional image distributions, even for interventions which do not naturally
occur in the dataset.
6.1 Introduction
An implicit generative model ([95]) is a mechanism that can sample
from a probability distribution without an explicit parameterization of the
likelihood. Generative adversarial networks (GANs) arguably provide one
of the most successful ways to train implicit generative models. GANs are
neural generative models that can be trained using backpropagation to sample
from very high dimensional nonparametric distributions ([42]). A generator
network models the sampling process through feedforward computation given
a noise vector. The generator output is constrained and refined through
feedback by a competitive adversary network, called the discriminator, that
attempts to distinguish between the generated and real samples. The objective
of the generator is to maximize the loss of the discriminator (convince the
discriminator that it outputs samples from the real data distribution). GANs
have shown tremendous success in generating samples from distributions such
as image and video ([136]).
An extension of GANs is to enable sampling from the class conditional
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data distributions by feeding class labels to the generator alongside the noise
vectors. Various neural network architectures have been proposed for solving
this problem ([94, 101, 5]). However, these architectures do not capture the
dependence between the labels. Therefore, they do not have a mechanism
to sample images given a subset of the labels, since they cannot sample the
remaining labels. In this chapter, we are interested in extending the previous
work on conditional image generation by i) capturing the dependence between
labels and ii) capturing the causal effect between labels. We can think of
conditional image generation as a causal process: Labels determine the image
distribution. The generator is a non-deterministic mapping from labels to
images. This is consistent with the causal graph "Labels cause the Image",
denoted by L→ I, where L is the random vector for labels and I is the image
random variable. Using a finer model, we can also include the causal graph
between the labels, if available.
As an example, consider the causal graph between Gender (G) and
Mustache (M) labels. The causal relation is clearly Gender causes Mustache,
denoted by the graph G → M . Conditioning on Gender = male, we expect
to see males with or without mustaches, based on the fraction of males with
mustaches in the population. When we condition on Mustache = 1, we
expect to sample from males only since the population does not contain
females with mustaches. In addition to sampling from conditional distributions,
causal models allow us to sample from various different distributions called
interventional distributions. An intervention is an experiment that fixes the
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(a) Top: Intervened on Bald = 1.
Bottom: Conditioned on Bald = 1.
Male→ Bald.
(b) Top: Intervened onMustache = 1.
Bottom: Conditioned on Mustache =
1. Male→Mustache.
Figure 6.1: Observational and interventional samples from CausalBEGAN.
Our architecture can be used to sample not only from the joint distribution
(conditioned on a label) but also from the interventional distribution, e.g., under
the intervention do(Mustache = 1). The two distributions are clearly different
since P(Male = 1|Mustache = 1) = 1 and P(Bald = 1|Male = 0) = 0 in the
data distribution P.
value of a variable in a causal graph. This affects the distributions of the
descendants of the intervened variable in the graph. But unlike conditioning,
it does not affect the distribution of its ancestors. For the same causal graph,
intervening on Mustache = 1 would not change the distribution of Gender.
Accordingly, the label combination (Gender = female, Mustache = 1 ) would
appear as often as Gender = female after the intervention. Please see Figure
6.1 for some of our conditional and interventional samples, which illustrate this
concept on the Bald and Mustache variables.
In this work we propose causal implicit generative models (CiGM):
mechanisms that can sample not only from the correct joint probability distri-
butions but also from the correct conditional and interventional probability
distributions. Our objective is not to learn the causal graph: we assume
that the true causal graph is given to us. We show that when the generator
structure inherits its neural connections from the causal graph, GANs can be
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used to train causal implicit generative models. We use Wasserstein GAN
(WGAN) ([7]) to train a CiGM for binary image labels, as the first step of a
two-step procedure for training a CiGM for the images and image labels. For
the second step, we propose two novel conditional GANs called CausalGAN
and CausalBEGAN. We show that the optimal generator of CausalGAN can
sample from the true conditional distributions (see Theorem 17).
We show that combining CausalGAN with a CiGM on the labels yields
a CiGM on the labels and the image, which is formalized in Corollary 5 in
Section 6.5. Our contributions are as follows:
• We observe that adversarial training can be used after structuring the
generator architecture based on the causal graph to train a CiGM. We
empirically show that WGAN can be used to learn a CiGM that outputs
essentially discrete1 labels, creating a CiGM for binary labels.
• We consider the problem of conditional and interventional sampling of
images given a causal graph over binary labels. We propose a two-stage
procedure to train a CiGM over the binary labels and the image. As
part of this procedure, we propose a novel conditional GAN architecture
and loss function. We show that the global optimal generator provably
samples from the class conditional distributions.
• We propose a natural but nontrivial extension of BEGAN to accept labels:
using the same motivations for margins as in BEGAN ([13]), we arrive at
1Each of the generated labels is sharply concentrated around 0 or 1 (Please see Figure
E.4a in the Appendix).
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a "margin of margins" term. We show empirically that this model, which
we call CausalBEGAN, produces high quality images that capture the
image labels.
• We evaluate our CiGM training framework on the labeled CelebA data
([80]). We empirically show that CausalGAN and CausalBEGAN can
produce label-consistent images even for label combinations realized un-
der interventions that never occur during training, e.g., "woman with
mustache"2.
6.2 Related Work
Using a GAN conditioned on the image labels has been proposed before:
In [94], authors propose conditional GAN (CGAN): They extend generative
adversarial networks to the setting where there is extra information, such as
labels. Image labels are given to both the generator and the discriminator. In
[101], authors propose ACGAN: Instead of receiving the labels as input, the
discriminator is now tasked with estimating the label. In [128], the authors
compare the performance of CGAN and ACGAN and propose an extension to
the semi-supervised setting. In [21], authors propose a new architecture called
InfoGAN, which attempts to maximize a variational lower bound of mutual
information between the inputs given to the generator and the image. To the
best of our knowledge, the existing conditional GANs do not allow sampling
2This observation is not supported by theory since the distribution over the labels is not
strictly positive.
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from label combinations that do not appear in the dataset ([127]).
BiGAN ([30]) and ALI ([32]) extend the standard GAN framework by
also learning a mapping from the image space to a latent space. In CoGAN
([79]) the authors learn a joint distribution over an image and its binary label
by enforcing weight sharing between generators and discriminators. SD-GAN
([29]) is a similar architecture which splits the latent space into "Identity"
and "Observation" portions. To generate faces of the same person, one can
then fix the identity portion of the latent code. If we consider the "Identity"
and "Observation" codes to be the labels then SD-GAN can be seen as an
extension of BEGAN to labels. This is, to the best of our knowledge, the only
extension of BEGAN to accept labels before CausalBEGAN. It is not trivial
to extend CoGAN and SD-GAN to more than two labels. Authors in [5] use
CGAN of [94] with a one-hot encoded vector that encodes the age interval. A
generator conditioned on this one-hot vector can then be used for changing the
age attribute of a face image. Another application of generative models is in
compressed sensing: Authors in [16] give compressed sensing guarantees for
recovering a vector, if the data lies close to the output of a trained generative
model.
Using causal principles for deep learning and using deep learning tech-
niques for causal inference has been recently gaining attention. In [85], the
authors observe the connection between GAN layers, and structural equation
models. Based on this observation, they use CGAN ([94]) to learn the causal
direction between two variables from a dataset. In [84], the authors propose
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using a neural network in order to discover the causal relation between image
class labels based on static images. In [9], authors propose a new regularization
for training a neural network, which they call causal regularization, in order
to assure that the model is predictive in a causal sense. In a very recent work
[14], authors point out the connection of GANs to causal generative models.
However they see image as a cause of the neural net weights, and do not
use labels. In an independent parallel work, authors in [43] propose using
neural networks for learning causal graphs. Similar to us, they also use neural
connections to mimic structural equations, but for learning the causal graph.
6.3 Causality Background
In this section, we give a brief introduction to causality. Specifically,
we use Pearl’s framework ([105]), i.e., structural causal models (SCMs), which
uses structural equations and directed acyclic graphs between random variables
to represent a causal model.
Consider two random variables X, Y . Within the SCM framework and
under the causal sufficiency assumption3, X causes Y means that there exists a
function f and some unobserved random variable E, independent from X, such
that the value of Y is determined based on the values of X and E through the
function f , i.e., Y = f(X,E). Unobserved variables are also called exogenous.
The causal graph that represents this relation is X → Y . In general, a causal
3In a causally sufficient system, every unobserved variable affects not more than a single
observed variable.
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graph is a directed acyclic graph implied by the structural equations: The
parents of a node Xi in the causal graph, shown by Pai, represent the causes
of that variable. The causal graph can be constructed from the structural
equations as follows: The parents of a variable are those that appear in the
structural equation that determines the value of that variable.
Formally, a structural causal model is a tuple M = (V,E,F,PE(.)) that
contains a set of functions F = {f1, f2, . . . , fn}, a set of random variables V =
{X1, X2, . . . , Xn}, a set of exogenous random variables E = {E1, E2, . . . , En},
and a product probability distribution over the exogenous variables PE. The
set of observable variables V has a joint distribution implied by the distribution
of E, and the functional relations F. The causal graph D is then the directed
acyclic graph on the nodes V, such that a node Xj is a parent of node Xi if
and only if Xj is in the domain of fi, i.e., Xi = fi(Xj, S, Ei), for some S ⊂ V .
See the Appendix for more details.
An intervention is an operation that changes the underlying causal
mechanism, hence the corresponding causal graph. An intervention on Xi is
denoted as do(Xi = xi). It is different from conditioning on Xi in the following
way: An intervention removes the connections of node Xi to its parents, whereas
conditioning does not change the causal graph from which data is sampled.
The interpretation is that, for example, if we set the value of Xi to 1, then it is
no longer determined through the function fi(Pai, Ei). An intervention on a
set of nodes is defined similarly. The joint distribution over the variables after
an intervention (post-interventional distribution) can be calculated as follows:
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Since D is a Bayesian network for the joint distribution, the observational
distribution can be factorized as P(x1, x2, . . . xn) =
∏
i∈[n] P(xi|Pai), where
the nodes in Pai are assigned to the corresponding values in {xi}i∈[n]. After
an intervention on a set of nodes XS := {Xi}i∈S, i.e., do(XS = s), the post-
interventional distribution is given by
∏
i∈[n]\S P(xi|PaSi ), where PaSi represents
the following assignment: Xj = xj for Xj ∈ Pai if j /∈ S and Xj = s(j) if
j ∈ S4.
In general it is not possible to identify the true causal graph for a set of
variables without performing experiments or making additional assumptions.
This is because there are multiple causal graphs that allow the same joint
probability distribution even for two variables ([126]). This paper does not
address the problem of learning the causal graph: We assume that the causal
graph is given to us, and we learn a causal model, i.e., the functions comprising
the structural equations for some choice of exogenous variables5. There is
significant prior work on learning causal graphs that could be used before our
method ([126, 52, 23, 54, 56, 51, 122, 83, 107, 37, 110, 69, 68]). When the true
causal graph is unknown using a Bayesian network that respects the conditional
independences in the data allows us to sample from the correct observational
distributions. We explore the effect of the used Bayesian network in Section
E.10, E.11.
4With slight abuse of notation, we use s(j) to represent the value assigned to variable Xj
by the intervention rather than the jth coordinate of s.
5Even when the causal graph is given, there will be many different sets of functions and
exogenous noise distributions that explain the observed joint distribution for that causal
graph. We are learning one such model.
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6.4 Causal Implicit Generative Models
Implicit generative models can sample from the data distribution. How-
ever they do not provide the functionality to sample from interventional distri-
butions. We propose causal implicit generative models, which provide a way to
sample from both observational and interventional distributions.
We show that generative adversarial networks can also be used for
training causal implicit generative models. Consider the simple causal graph
X → Z ← Y . Under the causal sufficiency assumption, this model can be
written as X = fX(EX), Y = fY (EY ), Z = fZ(X, Y,EZ), where fX , fY , fZ are
some functions and EX , EY , EZ are jointly independent variables. The following
simple observation is useful: In the GAN training framework, generator neural
network connections can be arranged to reflect the causal graph structure. Please
see Figure 6.2b for this architecture. The feedforward neural networks can be
used to represent the functions fX , fY , fZ . The noise terms (NX , NY , NZ) can
be chosen as independent, complying with the condition that (EX , EY , EZ) are
jointly independent. Note that although we do not know the distributions of
the exogenous variables, for a rich enough function class, we can use Gaussian
distributed variables ([97]) NX , NY , NZ . Hence this feedforward neural network
can be used to represents the causal models with graph X → Z ← Y .
The following proposition is well known in the causality literature. It
shows that given the true causal graph, two causal models that have the same
observational distribution have the same interventional distributions for any
intervention. PV and QV stands for the distributions induced on the set of
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variables in V by PN1 and QN2 , respectively.
Proposition 4. Let
M1 = (D1 = (V,E), N1,F1,PN1(.)),
M2 = (D2 = (V,E), N2,F2,QN2(.))
be two causal models, where PN1(.),QN2(.) are strictly positive densities. If
PV (.) = QV (.), then PV (.|do(S)) = QV (.|do(S))
We have the following definition, which ties a feedforward neural network
with a causal graph:
Definition 9. Let Z = {Z1, Z2, . . . , Zm} be a set of mutually independent
random variables. A feedforward neural network G that outputs the vector
G(Z) = [G1(Z), G2(Z), . . . , Gn(Z)] is called consistent with a causal graph
D = ([n], E), if ∀i ∈ [n], ∃ a set of feedforward layers fi such that Gi(Z) can
be written as Gi(Z) = fi({Gj(Z)}j∈Pai , ZSi), where Pai are the set of parents
of i in D, and ZSi := {Zj : j ∈ Si} are collections of subsets of Z such that
{Si : i ∈ [n]} is a partition of [m].
Based on the definition, we can define causal implicit generative models
as follows:
Definition 10 (CiGM). A feedforward neural network G with output









(a) Left: Naive feedforward generator. Right:
The causal feedforward network represents.
NX Feed Forward NN
X
NY Feed Forward NN
Y
NZ Feed Forward NN
Z
(b) Generator neural net-
work that represents the
graph X → Z ← Y .
Figure 6.2: (a) The causal graph represented by the naive feedforward generator
architecture. (b) A neural network implementation of the causal graph X →
Z ← Y : Each feed forward neural net captures the function f in the structural
equation model V = f(PaV , E).
is called a causal implicit generative model for the causal model M = (D =
([n], E), N,F,PN(.)) if G is consistent with the causal graph D and P(G(Z) =
x) = P[n](x) > 0,∀x.
We propose using adversarial training where the generator neural net-
work is consistent with the causal graph according to Definition 9, which is
explained in the next section.
6.5 Causal Generative Adversarial Networks
CiGMs can be trained with samples from a joint distribution given the
causal graph between the variables. However, for the application of image
generation with binary labels, we found it difficult to simultaneously learn the
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joint label and image distribution6. For this application, we focus on dividing
the task of learning a CiGM into two subtasks: First, we train a generative
model over the labels, then train a generative model for the images conditioned
on the labels. For this training to be consistent with the causal structure, we
assume that the image node is always the sink node of the causal graph for
image generation problems (Please see Figure E.1 in Appendix). As we show
next, our new architecture and loss function (CausalGAN) assures that the
optimum generator outputs the label conditioned image distributions, under
the assumption that the joint probability distribution over the labels is strictly
positive7. Then for a strictly positive joint distribution between labels and the
image, combining CiGM for only the labels with a label-conditioned image
generator gives a CiGM for images and labels (see Corollary 5).
6.5.1 Causal Controller
First we describe the adversarial training of a CiGM for binary labels.
This generative model, which we call the Causal Controller, will be used for
controlling which distribution the images will be sampled from when intervened
or conditioned on a set of labels. As in Section 6.4, we structure the Causal
Controller network to sequentially produce labels according to the causal graph.
Since our theoretical results hold for binary labels, we prefer a generator
6Please see the Section E.16 in the Appendix for our primitive result using this naive
attempt.
7This assumption does not hold in the CelebA dataset: P(Male = 0,Mustache = 1) = 0.
However, we will see that the trained model is able to extrapolate to these interventional
distributions.
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which can sample from an essentially discrete label distribution8. However,
the standard GAN training is not suited for learning a discrete distribution,
since Jensen-Shannon divergence requires the support to be the same for giving
meaningful gradients, which is harder with discrete data distributions. To be
able to sample from a discrete distribution, we employ WGAN ([7]). We used
the model of [48], where the Lipschitz constraint on the gradient is replaced by
a penalty term in the loss.
6.5.2 CausalGAN
6.5.2.1 Architecture
As part of the two-step process proposed in Section 6.4 for learning a
CiGM over the labels and the image variables, we design a new conditional
GAN architecture to generate the images based on the labels of the Causal
Controller. Unlike previous work, our new architecture and loss function assures
that the optimum generator outputs the label conditioned image distributions.
We use a pretrained Causal Controller which is not further updated.
Labeler and Anti-Labeler: We have two separate labeler neural
networks. The Labeler is trained to estimate the labels of images in the dataset.
The Anti-Labeler is trained to estimate the labels of the images sampled from
the generator, where image labels are those produced by the Causal Controller.
Generator: The objective of the generator is 3-fold: producing realistic
8Ignoring the theoretical considerations, adding noise to transform the labels artificially


















Figure 6.3: CausalGAN architecture: Causal controller is a pretrained causal
implicit generative model for the image labels. Labeler is trained on the real
data, Anti-Labeler is trained on generated data. Generator minimizes Labeler
loss and maximizes Anti-Labeler loss.
images by competing with the discriminator, producing images consistent with
the labels by minimizing the Labeler loss and avoiding unrealistic image
distributions that are easy to label by maximizing the Anti-Labeler loss.
The most important distinction of CausalGAN with the existing condi-
tional GAN architectures is that it uses an Anti-Labeler network in addition to
a Labeler network. Notice that the theoretical guarantee we develop in Section
6.5.2.3 does not hold without the Anti-Labeler. Intuitively, the Anti-Labeler
loss discourages the generator network to output only few typical faces for a
fixed label combination. This is a phenomenon that we call label-conditioned
mode collapse. Minibatch-features are one of the most popular techniques
used to avoid mode-collapse ([117]). However, the diversity within a batch of
images due to different label combinations can make this approach ineffective
for combating label-conditioned mode collapse. This effect is most prominent
for rare label combinations. In general, using Anti-Labeler helps with faster
convergence. Please see Section E.21 in the Appendix for results.
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6.5.2.2 Loss Functions
We present the results for a single binary label l. The results can
be extended to more labels. For a single binary label l and the image x,
we use Pr(l, x) for the data distribution between the image and the labels.
Similarly Pg(l, x) denotes the joint distribution between the labels given to the
generator and the generated images. In our analysis we assume a perfect Causal
Controller9 and use the shorthand Pg(l = 1) = Pr(l = 1) = ρ = 1 − ρ̄. Let
G(.), D(.), DLR(.), andDLG(.) are the mappings due to generator, discriminator,
Labeler, and Anti-Labeler respectively.
The generator loss function of CausalGAN contains label loss terms,
the GAN loss in [42], and an added loss term due to the discriminator. With
the addition of this term to the generator loss, we are able to prove that the
optimal generator outputs the class conditional image distribution. This result
is also true for multiple binary labels, which is shown in the Appendix.




ρEx∼Pg(x|l=1) [log(DLG(x))] + ρ̄Ex∼Pg(x|l=0) [log(1−DLG(x)] . (6.2)
The Labeler solves the following optimization problem:
max
DLR
ρEx∼Pr(x|l=1) [log(DLR(x))] + ρ̄Ex∼Pr(x|l=0) [log(1−DLR(x)] . (6.3)
9Even for multiple labels, we observe convergence in total variation distance. Please see
Figure E.4b.
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E(l,x)∼Pr(l,x) [log(D(x))] + E(l,x)∼Pg(l,x) [log (1−D(x))] . (6.4)












− ρ̄Ex∼Pg(x|l=0) [log(1−DLR(X))] + ρEx∼Pg(x|l=1) [log(DLG(X))]
+ ρ̄Ex∼Pg(x|l=0) [log(1−DLG(X))] . (6.5)
6.5.2.3 Theoretical Guarantees
We show that the best CausalGAN generator for the given loss function
samples from the class conditional image distribution when Causal Controller
samples from the true label distribution and the discriminator and labeler
networks always operate at their optimum. We show this result for the case
of a single binary label l ∈ {0, 1}. The proof can be extended to multiple
binary variables, which is given in the Appendix. As far as we are aware of,
this is the only conditional generative adversarial network architecture with
this guarantee after CGAN10.
First, we find the optimal discriminator for a fixed generator. Note that
in (6.4), the terms that the discriminator can optimize are the same as the GAN
10CGAN ([94]) can be shown to have the same guarantee. The difference of our architecture
is that we do not feed image labels to the discriminator.
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loss in [42]. Hence the optimal discriminator behaves the same. To characterize
the optimum discriminator, labeler and anti-labeler, we have Proposition 7,
Lemma 22 and Lemma 23 given in the appendix.
Let C(G) be the generator loss for when the discriminator, Labeler and
Anti-Labeler are at the optimum. Then the generator that minimizes C(G)
samples from the class conditional distributions:
Theorem 17. Assume Pg(l) = Pr(l). Then the global minimum of the virtual
training criterion C(G) is achieved if and only if Pg(l, x) = Pr(l, x), i.e., if and
only if given a label l, generator output G(z, l) has the same distribution as the
class conditional image distribution Pr(x|l).
Now we can show that our two stage procedure can be used to train a
causal implicit generative model for any causal graph where the Image variable
is a sink node, captured by the following corollary. L, I,Z1,Z2 represent the
space of labels, images, and noise variables, respectively.
Corollary 5. Suppose C : Z1 → L is a causal implicit generative model
for the causal graph D = (V, E) where V is the set of image labels and the
observational joint distribution over these labels are strictly positive. Let G :
L × Z2 → I be a generator that can sample from the image distribution
conditioned on the given label combination L ∈ L. Then G(C(Z1), Z2) is a
causal implicit generative model for the causal graph D′ = (V ∪ {Image}, E ∪
{(V1, Image), (V2, Image), . . . (Vn, Image)}).
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In Theorem 17 we show that the optimum generator samples from the
class conditional distributions given a single binary label. Our objective is to
extend this result to the case with d binary labels. First we show that if the
Labeler and Anti-Labeler are trained to output 2d scalars, each interpreted
as the posterior probability of a particular label combination given the image,
then the minimizer of C(G) samples from the class conditional distributions
given d labels. This result is shown in Theorem 19 in the appendix. However,
when d is large, this architecture may be hard to implement. To resolve this, we
propose an alternative architecture, which we implement for our experiments:
We extend the single binary label setup and use cross entropy loss terms for
each label. This requires Labeler and Anti-Labeler to have only d outputs.
However, although we need the generator to capture the joint label posterior
given the image, this only assures that the generator captures each label’s
posterior distribution, i.e., Pr(li|x) = Pg(li|x) (Proposition 8). This, in general,
does not guarantee that the class conditional distributions will be true to the
data distribution. However, for many joint distributions of practical interest,
where the set of labels are completely determined by the image11, we show
that this guarantee implies that the joint label posterior will be true to the
data distribution, implying that the optimum generator samples from the class
conditional distributions. Please see Section E.7 for the formal results and
more details.
Remark: Note that the trained causal implicit generative models can
11The dataset we are using arguably satisfies this condition.
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also be used to sample from the counterfactual distributions if the exogenous
noise terms are known. Counterfactual sampling require conditioning on an
event and sampling from the push-forward of the posterior distributions of
the exogenous noise terms under the interventional causal graph due to a
possible intervention. This can be done through rejection sampling to observe
the evidence, holding the exogenous noise terms consistent with the observed
evidence and interventional sampling afterwards.
6.5.3 CausalBEGAN
In this section, we sketch a simple, but non-trivial extension of BEGAN
where we feed image labels to the generator, leaving the details to the Appendix
(Section E.8). To accommodate interventional sampling, we again use the
Causal Controller to produce labels.
In terms of architecture modifications, we use a Labeler network with
a dual purpose: to label real images well and generated images poorly. This
network can be seen as both analogous to the original two-roled BEGAN
discriminator and analogous to the CausalGAN Labeler and Anti-Labeler.
In terms of margin modifications, we are motivated by the following
observations: (1) Just as a better trained BEGAN discriminator creates more
useful gradients for image quality, (2) a better trained Labeler is a prerequisite
for meaningful gradients for label quality. Finally, (3) label gradients are
most informative when the image quality is high. Each observation suggests a
margin term; the final observation suggests a (necessary) margin of margins
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Top: Intervene Mustache=1, Bottom: Condition Mustache=1
Figure 6.4: Intervening/Conditioning on Mustache label in CelebA Causal
Graph with CausalGAN. Since Male→Mustache in CelebA Causal Graph,
we do not expect do(Mustache = 1) to affect the probability of Male = 1,
i.e., P(Male = 1|do(Mustache = 1)) = P(Male = 1) = 0.42. Accordingly,
the top row shows both males and females with mustaches, even though the
generator never sees the label combination {Male = 0,Mustache = 1} during
training. The bottom row of images sampled from the conditional distribution
P(.|Mustache = 1) shows only male images.
term comparing the first two margins.
6.6 Results
In this section, we train CausalGAN and CausalBEGAN on the CelebA
Causal Graph given in Figure E.1. For this, we first trained the Causal
Controller (See Section E.11 for Causal Controller results.) on the image labels
of CelebA Causal Graph. Please see Section E.19 for implementation details.
The results are given in Figures 6.4, 6.5 for CausalGAN and Figures 6.6, 6.7
for CausalBEGAN. The difference between intervening and conditioning is
clear through certain features. We implement conditioning through rejection
sampling. See [100, 44] for other works on conditioning for implicit generative
models.
132
Top: Intervene Mouth Slightly Open=1, Bottom: Condition Mouth
Slightly Open=1
Figure 6.5: Intervening/Conditioning on Mouth Slightly Open label in CelebA
Causal Graph with CausalGAN. Since Smiling → Mouth Slightly Open in
CelebA Causal Graph, we do not expect do(Mouth Slightly Open= 1) to
affect the probability of Smiling = 1, i.e., P(Smiling = 1|do(Mouth Slightly
Open= 1)) = P(Smiling = 1) = 0.48. However on the bottom row, conditioning
on Mouth Slightly Open= 1 increases the proportion of smiling images (From
0.48 to 0.76 in the dataset), although 10 images may not be enough to show
this difference statistically.
Top: Intervene Mustache=1, Bottom: Condition Mustache=1
Figure 6.6: Intervening/Conditioning on Mustache label in CelebA Causal
Graph with CausalBEGAN. SinceMale→Mustache in CelebA Causal Graph,
we do not expect do(Mustache = 1) to affect the probability of Male = 1,
i.e., P(Male = 1|do(Mustache = 1)) = P(Male = 1) = 0.42. Accordingly,
the top row shows both males and females with mustaches, even though the
generator never sees the label combination {Male = 0,Mustache = 1} during
training. The bottom row of images sampled from the conditional distribution
P(.|Mustache = 1) shows only male images.
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Top: Intervene Narrow Eyes=1, Bottom: Condition Narrow Eyes=1
Figure 6.7: Intervening/Conditioning on Narrow Eyes label in CelebA Causal
Graph with CausalBEGAN. Since Smiling → Narrow Eyes in CelebA Causal
Graph, we do not expect do(Narrow Eyes = 1) to affect the probability of
Smiling = 1, i.e., P(Smiling = 1|do(Narrow Eyes = 1)) = P(Smiling = 1) =
0.48. However on the bottom row, conditioning on Narrow Eyes = 1 increases
the proportion of smiling images (From 0.48 to 0.59 in the dataset), although
10 images may not be enough to show this difference statistically. As a rare
artifact, in the dark image in the third column the generator appears to rule out
the possibility of Narrow Eyes = 0 instead of demonstrating Narrow Eyes = 1.
6.7 Conclusion
We proposed a novel generative model with label inputs. In addition
to being able to create samples conditioned on labels, our generative model
can also sample from the interventional distributions. Our theoretical analysis
provides provable guarantees about correct sampling under such interventions.
Causality leads to generative models that are more creative since they can
produce samples that are different from their training samples in multiple ways.





Appendix for Entropic Causal Inference
A.1 Proof of Lemma 1
(⇒)Assume there exists a causal model M = ({X, Y }, E, f,X →









since E ⊥⊥ X. Define the matrix Y|Xk(i, j) := P(Y = i|X = j, E = k). Then,






Since f is deterministic, each value of X is mapped to exactly one value
of Y , when E is conditioned on. Thus each column of Y|Xk has exactly a
single 1 with remaining entries being zeros. Thus, each entry of Y|X is a subset
sum of pE. Let Si,j represent this subset, i.e., p(y = i|x = j) =
∑
k∈Si,j ek.
Notice that the xth column of Y|X is the conditional distribution P(Y |X =
x) = P(f(x,E)|X = x) = P(f(x,E)) = P(fx(E)), where fx(E) := f(x,E).
Since fx is a deterministic function, each value in its domain maps to exactly
one value in its range. This implies that Sy,x = f−1x (y) are disjoint for fixed x,
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i.e., Si,j 6= Sl,j∀l 6= i. Also, since each value of E must be mapped to a value
of Y by fx, the union of Si,j over i must be the whole support [m].
Define mi,j to be the length m vector which is 1 in the columns indexed
by Si,j . Construct M from the rows mi,j such that mi,j is the i+(j−1)nth row
of M. By construction, M is a block partition matrix. Pick e = [e1, e2, . . . , em].
Then we have vec(Y|X) = Me.
(⇐) For reverse direction, assume there exists matrices M, e with block
partition M and
∑
i ei = 1, such that vec(Y|X) = Me. Define E to be the
random variable independent from X, with probability distribution pE := e
and support E = [m].
Let wi be the ith column of M. Then we have vec(Y|X) =
∑
i eiwi.





where wi = vec(Ui). Each column of Ui, comes from distinct size-n blocks of
M and since M is block partition, each column of Ui contains a single 1 ∀i.
Thus each Ui represent a valid map fi : X → Y, where fi(x) is given by the
nonzero row of xth column of Ui.
A function f with two input variables X,E, where E ∈ E = [m] is
completely determined by the set of functions {f(X, 1), f(X, 2), ..., f(X,m)}.
Let f(X, e) be the function described by the matrix Ue and f be the function
determined by {f(X, e), e ∈ E}. Apply the constructed f on X,E to get
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Z = f(X,E). Then we have P(Y = y|X = x) = P(Z = y|X = x)∀x, since
both Z and Y induce the same conditional distribution Y|X.
For any set of realizations of (X, Y ) = {xi, yi}, we can construct a set of
realizations of E, {ei} based on the conditional distribution P(E|Z = yi, X =
xi). Then we have yi = f(xi, ei). Also, since P(Z = y,X = x) = P(Y = y,X =
x) this process induces the same joint distributions between variables X, Y,E
and X,Z,E, i.e., P(X = x,E = e, Z = y) = P(X = x,E = e, Y = y), and
conditional independence statement implied by one holds for the other. Thus
X ⊥⊥ E.
A.2 Unidentifiability without assumptions
Here we prove that we can fit causal models in both directions X →
Y, Y → X given any joint distribution.
Lemma 12. Let X ∈ X, Y ∈ Y be discrete random variables with an arbitrary
joint distribution p(x, y), where |X| = m, |Y| = n. Then there exists two causal
models M1 = ({X, Y }, E, f,X → Y, pX,E) and M2 = ({X, Y }, Ẽ, g,X ←
Y, pY,Ẽ) with E ⊥⊥ X and Ẽ ⊥⊥ Y that induce the same joint distribution
p(x, y).
We will prove by construction. Consider the conditional probability
transition matrix Y|X. Without loss of generality, assume X = [m],Y = [n].
From Lemma 1, it is sufficient to show that there exists M ∈ C and e such
that vec(Y|X) = Me.
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For now, assume that each entry of Y|X is a rational number. Scale
the fractional form of each term in Y|X so that each denominator becomes
the same as the least common multiple of denominators. Denote this least
common multiple by λ. Let ε be 1/λ.
Let G0 = Y|X and apply the following procedure for i from 1 to λ
in order to construct {Fi, i ∈ [λ]}: Set Gi+1 to Gi − εFi, where Fi is the
n ×m, {0, 1} matrix containing only a single 1 in the largest entry of every
column of current Gi. This procedure is called to be successful if Gi is set to
all zero matrix for i = λ.
The above procedure iteratively removes 1 from the numerator of the
fractional form of one probability value per column (of Y|X). Since each
column sums to 1, numerators of each column sum to λ. Thus the procedure





Let e = [ε, ε, ..., ε] be a length-λ vector. Each entry of Y|X is a subset
sum of e. Also, since Fi contains a single 1 per column by construction, every
subset of e is disjoint within a column. Thus, we can construct M ∈ C such
that vec(Y|X) = Me.
If the entries are not fractional, we can still find small enough ε to
complete the above procedure.
The same process can be implemented with X|Y to obtain Ẽ, g such
that X = Y (g, Ẽ).
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A.3 Proof of Lemma 2
We prove by construction for any given joint probability distribution.
Consider the decomposition described in the proof of Lemma 12. Assume
without loss of generality that X = Y = [n]. Now, instead of taking out λ = 1/ε,
at step i, remove minimum of the maximum probability values at each column
of the current Gi matrix from the maximum probability locations. Thus, at
each iteration i, at least one entry of the matrix Gi is zeroed out. Since sum of
the values in each column remains the same after each iteration, after at most
n(n− 1) steps, each column must have the same single nonzero value. Thus
the algorithm finalizes in n(n− 1) + 1 steps.
Notice that this algorithm is the same as the entropy minimization
algorithm we propose in Algorithm 1. For a more detailed explanation of the
algorithm steps, see Algorithm 1.
In the case when the matrix has zero entries, it can be shown that one
can always find a decomposition with nnz − 1 terms, where nnz is the number
of non-zero elements in the matrix.
A.4 Proposition 5
Proposition 5. Let the columns of Y|X be n points independently sampled
from the uniform distribution over the n− 1 simplex. Then, with probability 1,
@(M, e) with vec(Y|X) = Me for M ∈ {0, 1}n2×m, when m < n(n− 1).
Proof. We use the following technique to generate uniformly randomly sampled
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points on the simplex in n dimensions [102]:
Lemma 13. Let xi ∼ U[0, 1] for i ∈ [n− 1] be i.i.d random variables, ordered
such that xi ≥ xj for i > j. Let x0 = 0 and xn = 1. Then u = [ui]i∈[n] where
ui = xi − xi−1,∀i ∈ [n], is a random vector uniformly distributed over n − 1
simplex.
First, we construct vec(Y|X) directly using n(n − 1) uniform i.i.d.
random variables: Consider x̃i for i ∈ [n2] where each consecutive block
{x̃jn+1, x̃jn+2, . . . , x̃jn+n}, j ∈ {0, 1, . . . , n − 1} of size n is sampled from the
generative model in Lemma 13 before reordering. Thus x̃i are i.i.d. with
x̃i ∼ U[0, 1] for n(n− 1) indexes by construction. Order x̃i within each block in
ascending order to get xi in accordance with Lemma 13. Defining the vectors
x = [xi] and x̃ = [x̃i], we have x = Px̃ for some permutation matrix P. From
x, we can construct z̃ = vec(Y|X) using the same map used in Lemma 13 for
each block (the map from ui from xi in Lemma 13). This construction is a
linear map H where each submatrix of H is full rank.
For the sake of contradiction, let z̃ = M̃e be a decomposition where
M̃ ∈ {0, 1}n(n−1)×m where m < n(n − 1). Ignoring the entries where z̃i =
1− xi−1, we can relabel z̃ to get z with z ∈ [0, 1]n(n−1). Correspondingly, we
can write z = Me, where M is the submatrix of M̃ obtained by ignoring the
corresponding rows.
The construction of z from x based on the above construction yields
z = Wx for a full rank matrix W. Notice that any subset of rows are linearly
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independent due to specific structure of H.
Let r be the rank of M. Clearly r < n(n− 1). Then, some of the (at
least n(n− 1)− r) rows of M can be written as a unique linear combination of
r linearly independent rows.
Consider one such row m0, where m0 =
∑r
i=1 αimi and mi are a set of
linearly independent rows of M. Define a = [−1, α1, α2, ...αr]T . Take r + 1
rows of W corresponding to the selected zi’s to form Wr. Then we have,
aTWrx = a
TWrPx̃ = 0. Recall that any subset of rows of W is full rank, and
P is a permutation matrix. Hence, left nullspace of WrP is empty, implying
that x̃ has to be orthogonal to the vector aTWrP 6= 0. This is a probability
0 event for any nonzero a, since each x̃i is independently sampled from a
continuous distribution. Probability that all such constraints are satisfied
is zero since it is less than the probability that one particular constraints is
satisfied. This argument holds for any fixed M. Since there are finitely many
such {0, 1} matrices, probability that there exists such an M is 0.
Thus, unless M has rank at least n(n − 1), there does not exist a
decomposition Me = z with probability 1.
A.5 Proof of Theorem 1
For sampling from the simplex, we use the following model:
Lemma 14 ([102]). Let xi for i ∈ [n] be independent, exponential random vari-











distributed over the n− 1 simplex.
Assume above generative model for sampling the distributions of X
and E: Let {xi, i ∈ [n]} and {ei, i ∈ [θ]} be sets of independent identically
distributed exponential random variables with mean 1. Assign P(X = i) =
xi∑
j xj
, and P(E = k) = ek∑
j ej
.
Let p = vec(Y|X). Then, as shown in Section 2.3.1, we can write
p = Me (A.5)
Notice that jth block of n rows of p give the conditional probability
distribution of Y given X = j. Let Si,j represent the set of indices of e






ek. Thus ith row in jth block, or equivalently i+ (j − 1)nth
row of M is 1 in the indices Si,j.
The fact that f is generic implies each row of M is distinct and non-
empty.
For the sake of contradiction, assume that there exists Ẽ ⊥⊥ Y with
cardinality m < n(n− 1), with some deterministic function g such that X =
g(Y, Ẽ) induces the same joint distribution p(x, y). By Lemma 1, this implies
that there exists M̃ ∈ {0, 1}n2×m end ẽ such that
q = M̃ẽ, (A.6)
where q = vec(X|Y) and ẽ is the probability distribution vector of Ẽ.
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j ej in each term disappear due to



















From (A.6), drop the rows of q that contain xn in the numerator as
well as the corresponding rows of M̃. The new linear system becomes:
q̄ = M̄ẽ, (A.10)
where q̄ and M̄ are the desribed submatrices of q and M̃ respectively.
M̄ has n(n− 1) rows and m columns. We have
rank(M̄) ≤ m < n(n− 1). (A.11)
Since rank of M̄ is less than n(n− 1), the rows of M̄ are linearly dependent.
This implies there is at least one set of coefficients {αi} not identically zero
that satisfies αM̄ = 0, where
α =
[





αq̄ = αM̄ẽ = 0 (A.13)
Hence, the elements of q̄ should satisfy the linear equation. Then this























Slightly abusing the notation, relabel pi,j as pi,j =
∑
k∈Si,j ek, since∑
k ek terms cancel in the expression above. We know from Section 2.3.1 that
Si,j ∩ Sk,j = ∅ for k 6= i. Additionally, due to the assumption that f is generic,
we have Si,j 6= Si,k.
To prove contradiction, in the following we show that for any given
non-zero α, this equation is non-zero with probability 1.
To show this, we show that after equating the denominators, each term
brings a unique monomial. Hence, the result is a polynomial where each αi,j is
accompanied with at least one unique monomial. Thus, the polynomial cannot
be identically zero, and the probability of choosing a root of this polynomial is
zero.
For now, assume that the denominator is finite. Later, we will show
denominator is almost surely finite to complete the argument.
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Lemma 15. If xi and ei are i.i.d. exponential random variables with mean 1,
and the function f is generic, (A.14) holds with probability 0, i.e.,
P((A.14) holds ) = 0.
Proof. Multiply each term with the denominators of others to get a single
fraction. Then, with a finite denominator, numerator should be zero for
equation to hold. Define c1 to be the coefficient of xn−1n x1 in the numerator
after equating the denominators. Since xn only appears due to terms from the
denominator, we have
c1 = α1,1(p1,1p2,np3,n . . . pn,n)
+ α2,1(p1,np2,1p3,n . . . pn,n)
+ · · ·+ αn,1(p1,np2,np3,n . . . pn,1) (A.15)
Since S1,1 6= S1,n due to f being generic, we have,
(a) Either ∃ei ∈ S1,1, ei /∈ S1,n
(b) Or ∃ei /∈ S1,1, ei ∈ S1,n
Without loss of generality, assume some ei1 ∈ Si,1, after a potential
relabeling. This is possible since Si,1 are disjoint for different i and non-zero.
(Then, as we will see e2i1 only appears together with αi,1 in (A.15)). Similarly,
assume some ein ∈ Si,n.
Consider the mulitiplier of coefficient αi,1. Assume case (a) holds for
Si,1, i.e., ∃ei ∈ Si,1, ei /∈ Si,n. Then, αi,1 is accompanied with term e2i since
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ei ∈ Sj,n for some j 6= i. Also, it is easy to see that no other term contains e2i
since Si,1 does not appear again and no Sj,1, j 6= i contains ei.
Assume case (b) holds for the multiplier of αi,1, i.e., ∃ein ∈ Si,n, ein /∈ Si,1.
Then every term except αi,1 is accompanied by either ein or ein2, since pi,n
appears in every other term.
Above argument implies that every term is different from the rest. This
implies that every distinct αi,j is accompanied by a different monomial in the
form xn−1n xj
∏
k∈Ti,j ek, for some Ti,j ⊂ [θ], where Ti,j are distinct for different
i. Thus, since at least one αi,j is nonzero the resulting polynomial in the
numerator is not identically zero. Then the numerator is a non-zero polynomial
of the terms {x1, x2, . . . , xn, e1, e2, . . . , en}. We know that the roots of a non-
zero polynomial defined over a compact domain has Lebesque measure zero
[19]. Hence probability of numerator being zero is 0.
Then we have,
P((A.14) = 0) = P( Numerator of (A.14) = 0
OR Denominator of (A.14) =∞)
≤ P( Numerator of (A.14) = 0)
+ P( Denominator of (A.14) =∞).
P( Numerator of (A.14) = 0) is shown to be zero by the argument above. We
need to argue that the denominator cannot be infinity.
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For this, denote denominator random variable to be ξ. We can write
P(ξ <∞) = 1− P(lim sup
n→∞
εn), (A.16)
where εn is the event that {ξ ≥ tn} for a sequence of tn such that limn→∞ tn =∞.
Pick tn = n2.





Clearly, E[ξ] <∞. Since
∑






Cantelli lemma, we have
P(lim sup
n→∞
εn) = 0, (A.18)
which implies P(ξ <∞) = 1. Thus, we have
P((A.14) = 0) ≤ 0⇒ P((A.14) = 0) = 0. (A.19)
Now we can prove the main theorem:
Assume for the sake of contradiction that there exists a pair (g, Ẽ)
that satisfy X = g(Y, Ẽ), Ẽ ⊥⊥ Y . By Lemma 1, this is equivalent to the
statement that there exists pair (M̃, e) that satisfy (A.6). Define events
ε1(M̃k, ẽ) = { Event that q = M̃kẽ } and ε2(M̃k) = { Event that αkq = 0 },
Mk is a fixed {0, 1}n
2×m matrix and αk is one set of coefficients imposed by
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linear dependence of rows of M̃k. Notice that here q is a random vector,
determined by {xi}, i ∈ [n] and {ei}, i ∈ [θ]. Clearly, ε1 implies ε2, thus
P(ε1) ≤ P(ε2). Now we can write:
P(∃(g, Ẽ) such that X = g(Y,E))
= P(∃(M̃, ẽ) such that q = M̃ẽ) (A.20)
= P(∃(M̃, ẽ) such that ε1 is true) (A.21)
≤ P(∃(M̃, ẽ) such that ε2 is true) (A.22)








P(αkq = 0) = 0. (A.25)
(A.20) follows from the fact that both representations are equivalent by Lemma
1. (A.22) is due to the fact that if ε1, then ε2. (A.23) is due to the fact that ε2
does not depend on ẽ, but only on M̃. (A.24) follows from union bound over
all matrices M̃k. The last equation follows from Lemma 15 and the fact that
there are finitely many M̃k ∈ {0, 1}n
2×m with m < n(n− 1) columns.
A.6 A counterexample when Si,j = Si,k
Following counterexample shows that without the additional assumption,
identifiability result in Theorem 1 does not hold.
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In the reverse direction, we can fit the following system, which has






























Notice that ei terms completely disappear in this symmetric case. Thus,
exogenous variable with n states is sufficient to describe the reverse conditional
probability distribution matrix, independent from the cardinality of exogenous
variable in the true direction, i.e., the value of θ.
Our main theorem suggests, under the condition that no Si,j is the exact
subset of {e1, e2, ...}, no such case can arise, and the reverse direction requires
exogenous variable with at least n(n− 1) states.
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A.7 A counterexample when pi,j ≥ 0
The critical component of the proof was that each linear equation implied
by the rank deficiency of the system had unique non-zero coefficients. Here, we
provide a counterexample to the theorem when this condition is violated.







1 1 1 1
0 0 0 0
1 1 0 0








In the reverse direction, we can fit the following system, which has




















Notice that this is true independent of the selection of ei, hence the
theorem cannot be extended to case where pi,j = 0 is allowed.
A.8 Proof of Theorem 2
We first define decomposition problem, and show it is NP hard.
Definition 11. Decomposition problem: For a given nonnegative matrix M ,
with column sums equal to 1, consider the decomposition
∑
x∈X xFx, where Fx
are 0,1 matrices with single 1 per column, and
∑
x∈X x = 1 with x ≥ 0. Identify
the decomposition that minimizes card(X).
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Lemma 16. The decomposition problem is NP hard.
Proof. We use subset sum problem for the reduction:
Definition 12. Subset sum problem: For a given set of integers V , and an
integer a, decide whether there exists a subset S of V such that
∑
u∈S u = a.
Subset sum is a well known NP complete problem. Consider any instance
of the subset sum problem with the set V = {u1, u2, ..., um} and an integer a.
Assume without loss of generality ui 6= 0,∀i ∈ V . If not, one can work with the
set of nonzero values in V . Construct the m by 2 matrix M with M(i, 1) = ui
and M(1, 2) = a,M(2, 2) = −a+
∑
i∈[m] ui,M(i, 2) = 0, ∀i ∈ {2, 3, ...,m}.
Update M by dividing each element by
∑
i∈V ui. This does not change
the answer to the subset sum problem. Now column sum of M is 1 for both
columns. It can be shown that the decomposition of Lemma 2 can always be
applied here to get a decomposition with |X| = m + 1 (number of non-zero
terms −1). We also know that any decomposition need to touch each nonzero
element in each column at least once. Hence the column with largest number
of nonzero elements yields the lower bound |X∗| ≥ m.
We show that optimal decomposition size is m if and only if there is a
subset of V that sums to a.
First, assume ∃S ⊂ V such that
∑
u∈S u = a. Consider the following
decomposition: Let xk = uk for k ∈ [m]. Let Fk(k, 1) = 1 be the only nonzero
element in the first column. Pick the nonzero element in the second column
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of Fk based on the membership of uk in S: Let Fk(1, 2) = 1 if uk ∈ S and
Fk(2, 2) = 1 if uk ∈ V \S. This decomposition is optimal due to lower bound.
Now we show that if optimum has size m, then ∃ a subset sum with
value a: Recall that each Fk has a single 1 per column and decomposition
has m terms. Since first column of M has m non-zero terms, each term in
the decomposition must be equal to the elements of this column, which is the
elements of the given set. Since Fk are 0,1 matrices with single 1 per column by
construction, every element of M must be a subset sum of the decomposition
terms. Hence, a is a subset sum of set elements.
This shows that a subset sum exists if and only if optimal decomposition
has sizem. Thus, if we could find the optimal decomposition size in all instances
of the decomposition problem, we would solve all instances of the subset sum
problem.
Now, we give a definition related to decomposability:
Definition 13. α−decomposability: A matrix M is called α−decomposable
if it can be written as a convex combination of α {0, 1} matrices, each with a
single 1 per column.
Identifying the exogenous variable with minimum cardinality is equiva-
lent to finding minimum size e with M ∈ C such that vec(Y|X) = Me from
Lemma 1. Notice that matrix Y|X is α−decomposable if and only if there
exists e of size α along with M ∈ C such that vec(Y|X) = Me.
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Consider any decomposition problem. If we had an algorithm that could
solve all instances of the problem of identifying E with minimum support, we
could feed the normalized matrix from the decomposition problem as Y|X to
this algorithm and solve the decomposition problem.
A.8.1 Proof of Theorem 3
Consider m random variables {U1, U2, . . . , Um} each with n states. Let
{p1, p2, . . . , pm} stand for the marginal probability distributions of each random
variable. Consider the following optimization problem:
H∗(U1, U2, ..., Um) = min
p(u1,u2,...,um)
H(U1, U2, ..., Um)
s. t. p(ui) = pi, ∀i
(A.30)
In words, optimization problem finds the joint distribution ofm variables
with minimum entropy, subject to marginal distribution constraints for every
variable. Notice that this problem is non-convex: It minimizes a concave
function with respect to linear constraints.
Let X,E be discrete, independent random variables where X ∈ [m] and
E ∈ [t]. Recall that every conditional distribution P(Y |X = x) can be written
as the distribution of a function of random variable E. Let us investigate the
underlying probability space, in order to generate the probability space to
optimize the joint distribution over.
We can consider the product probability space
P = (Ω = ΩX × ΩE = [m]× [t] , F = 2Ω , p) (A.31)
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for random variables X : ΩX → [n], E : ΩE → [t] with X(ω) = ω, Y (ω) = ω.
Then for ω = (ωx, ωe) ∈ Ω, p(ω) = pX(ωx)pE(ωe).
Consider the equation Y = f(X,E). Let fx : ΩE → ΩY be the function
mapping E to Y when X = x, i.e., fx(E) := f(x,E). Then
P(Y = y|X = x) = P(fx(E) = y|X = x) (A.32)
= P(fx(E) = y), (A.33)
where last equality follows from the fact that X ⊥⊥ E.
Let sigma algebra generated by the random variable f(x,E) be Fωx .
Formally, the sigma algebras generated by f(x,E) are subsigma algebras of
disjoint, but identical sigma algebras. In other words, even though Fωx ⊆
2(ωx,ΩE) are disjoint for different ωx, (ωx,ΩE) are identical for every ωx ∈ ΩX .
Thus the sigma algebras generated by f(x,E) = gx(E) can be thought of as
subsigma algebras of the same sigma algebra, i.e., the one generated by E. In
other words, we can equivalently construct Fωx ⊆ 2ΩE . This construction allows
us to talk about the joint probability distribution of the random variables
{fx(E) : x ∈ X}.
Let Ui = fi(E). Then we have,
H(E) = H(E|U1, U2, ..., Um) +H(U1, U2, ..., Um) (A.34)
−H(U1, U2, ..., Um|E) (A.35)
≥ H(U1, U2, ..., Um). (A.36)
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Inequality follows from the fact that
H(U1, U2, ..., Um|E) = 0, H(E|U1, U2, ..., Um) ≥ 0.
H(E) ≥ H(U1, U2, ..., Um). Thus, the best lower bound on the entropy




H(U1, U2, ..., Um)
subject to p(ui) = pi, i = 1, . . . ,m.
(A.37)
Since we are picking E with minimum possible entropy without restrict-
ing (not observing) the functions fx, we can actually construct an E that
achieves this minimum: Let the optimal joint distribution be p∗(u1, u2, ..., um).
We can construct E with nm states with state probabilities equal to p∗(u) for
each configuration of u. This E has the same entropy as the joint entropy,
since probability values are the same. Thus,
H(E∗) = min
p(u1,u2,...,um)
H(U1, U2, ..., Um)
subject to p(ui) = pi
The functions fi, where Ui has the same distribution as fi(E), can be
constructed from the distribution of E and Ui. This determines the function
f , hence the causal model M that induces the conditional distribution Y|X.
Note that E ⊥⊥ X by construction. (For a complete argument on how one can
always generate E ⊥⊥ X based on a set of samples of X, Y , see the proof of
Lemma 1).
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A.8.2 Proof of Corollary 2
Assume there exists a black box that could find the causal model with
minimum entropy exogenous variable E. Consider an arbitrary instance of the
problem of minimizing the joint entropy of a set of variables {U1, U2, . . . , Un}
subject to marginal constraints. Construct matrix M = [p1, p2, . . . , pn], where
pi is the distribution of variable Ui as a column vector. Feed M into this
black box as a hypothetical conditional distribution Y|X. From the proof of
Theorem 3, H(E) output by this black box gives the minimum entropy joint
distribution of the variables Ui. Hence, finding the causal model with minimum
entropy would give the solution to this NP hard problem.
A.8.3 Proof of Proposition 2
Given a joint distribution p(x, y), consider the following algorithm: In
stage 1, feed the set of conditional distributions {P(Y |X = i) : i ∈ [n]}
to algorithm A to obtain E with minimum entropy. Algorithm outputs a
variable E along with {f1, f2, . . . , fn} such that the distribution of fj(E) is
the same as the conditional distribution of Y given X = j,∀j. This set
of fj determine f where Y = f(X,E), E ⊥⊥ X. Since algorithm optimizes
entropy of E, H(E) ≤ H(E0). In stage 2, feed the conditional distributions
{P(X|Y = i) : i ∈ [n]} to algorithm A to obtain Ẽ. From the conjecture any
Ẽ satisfies H(X) + H(E0) < H(Y ) + H(Ẽ). Since H(E) ≤ H(E0), we have
H(X) +H(E) < H(Y ) +H(Ẽ), which can be used for identifiability.
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A.8.4 Greedy Entropy Minimization Outputs a Local Optimum
Proposition 6. For two variables, Algorithm 1 always returns a local optimum.
Consider random variables U, V with marginal distributions pu, pv. We
first show that the KKT conditions on the problem (A.30) imply that the
optimal solution is quasi-orthogonal :
p∗(u, v) = M = U(x, y)δx,y, (A.38)
where U is rank 1 and δu,v is an indicator for the support of optimal joint
distribution. We call such M as masked submatrix of a rank 1 matrix.
Let (i, j)th entry of the joint distribution be xi,j. We have n2 variables




s. t. hi(x) = 0, i ∈ [p]
fi(x) ≤ 0, i ∈ [m],
Lagrangian becomes







which gives the KKT conditions
fi(x
∗) ≤ 0, i ∈ [m]
hi(x
∗) = 0, i ∈ [p]
λ∗i ≥ 0, i ∈ [m]
λ∗i fi(x
∗) = 0, i ∈ [m]
∇L(x∗, λ∗, v∗) = 0
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This implies, for fixed i, either fi(x∗) = 0 or λ∗i = 0. The optimization













xi,j ≥ 0,∀i, j.
Substituting corresponding fi, hi, we get the following conclusion: At
optimal point xi,j, either xi,j = 0, or 1− log xi,j + v(1)i + v
(2)
j = 0. This implies




j . Hence the optimal joint satisfies p∗i,j = uivj for some
vectors u, v, whenever p∗i,j 6= 0.
Next we show that such u, v can be constructed from any algorithm
output:
Theorem 18. For any matrix M output by Algorithm 1, there exists u, v where
M is a masked submatrix of uvT .
Proof of Proposition 6. Consider the following variant of Algorithm 1 for two
distributions p,q: Initialize an n× n zero matrix M0. In every iteration, find
m1 = maxi p(i),m2 = maxi q(i). Let a = arg maxi p(i) and b = arg maxi q(i).
Assign r = min{m1,m2} to the (a, b)th entry of M. Update p(a) ← p(a) −
r,q(b)← q(b)− r. Repeat the process until p = 0,q = 0.
This variant constructs the joint distribution matrix rather than the
distribution of E directly. We need the following definitions:
159
Definition 14. An ordered set of coordinates ((i1, j1), (i2, j2), . . . , (im, jm)) of
a matrix M is called a path on matrix M, if either it+1 = it or jt+1 = jt,∀t ∈
[m− 1].
Definition 15. An ordered set of coordinates ((i1, j1), (i2, j2), . . . , (im, jm)) of
a matrix M is called a cycle on matrix M, if either it+1 = it or jt+1 = jt,∀t ∈
[m− 1] and either i1 = im or j1 = jm.
First we prove a structural characterization for matrix M.
Lemma 17. Any matrix M output by Algorithm 1 contains no cycles.
Proof. Consider a bipartite graph G with n left and n right vertices constructed
as follows: G has an edge (i, j) if and only if M(i, j) is nonzero.
It is easy to see that the matrix M has no cycles if and only if the
corresponding bipartite graph G has no cycles. We claim that, for an M output
by Algorithm 1, corresponding G cannot have any cycles.
Construct the bipartite graph in the same order as matrix M is created
by Algorithm 1. Notice that when the algorithm assigns a value to M(i, j),
it satisfies either ith row constraint or jth column constraint. Then no other
value can be assigned to that row or column. We call this zeroing out the
corresponding row/column.
In the bipartite representation, say an edge (i, j) is added at time t. We
call a vertex of the added edge closed, if the corresponding dimension (row
or column) is zeroed out. Thus each added edge to the bipartite graph closes
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one of the endpoints of that edge. A closed vertex cannot participate to the
formation of any other edges. This captures the fact that when zeroed out, a
row/column cannot be assigned a non-zero value again by the algorithm.
Assume at time t, a cycle is formed in the bipartite graph. Then at
time t− 1, there must be a path with a single edge missing. Let the edges of
this path be labeled as {e1, e2, . . . em}. There is a time order in which these
edges are constructed. Let ek be the first edge formed in this path. Then one
of its endpoints must be closed. However it belongs to a path, which means an
edge was attached to a closed vertex, which is a contradiction. Assume ek is
the edge at the end of the path and the closed endpoint is also the endpoint of
the path. However an edge is attached to this closed vertex at time t to form
the cycle, which is a contradiction.
Consider a matrix M output by the algorithm. We prove that M is a
masked submatrix of uvT by construction:
Let the first entry selected by Algorithm 1 have coordinates (i0, j0).
Since algorithm zeroes out either the row or column, (i0, j0) is the only non-
zero entry in either its column or row. Assume without loss of generality that
selection of (i0, j0) by Algorithm 1 zeroes out row i0.
Initialize by assigning ui0 = 1 and vj0 = M(i0, j0).
Let Sj0 represent the non-zero row indices for column j0. Now assign
the values of u(k) for k ∈ Sj0 such that u(Sj0)vj0 = M(Sj0 , j0), where u(S)
stands for the subvector containing entries with index in S.
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Repeat the above procedure by exhausting either a row or column at
each time.
Lemma 18. The above construction never runs into an entry (i, j) for which
both ui and vj were assigned before.
Proof. Assume otherwise. Then, due to the process of assigning the en-
tries of u, v, there must be two paths from (i, j) to the starting point of
(i0, j0): One path that follows column j, and one path that follows row
i. In other words, there exists k, l ∈ [n] such that there are two paths
((i, j), (k, j), . . . , (i0, j0)) and ((i, j), (i, l), . . . , (i0, j0)). Combining these paths,
we get the cycle ((i, j), (k, j), . . . , (i0, j0), . . . , (i, l)), which is a contradicton.
Hence, algorithm selects every element in u and v at most once. Thus
it produces a valid assignment for u, v.
A.8.5 Implementation Details and Sampling Distributions with Di-
verse Entropy Values
We implemented our algorithms in MATLAB. In order to sample from
a wide range of entropy values, when we need to sample a distribution from the
n− 1 dimensional simplex, we generate n independent identically distributed
log Gaussian random variables with parameter σ. For verifying the conjecture
on artificial data, we generate the distributions for E swiping the σ parameter
from 2 to 8, taking only the integer values. The distribution for X is uniformly
randomly sampled over the simplex.
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For the true causal direction, the function f is sampled as follows: We
generate θ matrices Fi, where each has a single 1 per column, randomly selected
out of all n rows. Each Fe represent the function fe(X) := f(X, e). Together
with e, this determines the conditional probability distribution matrix Y|X.
The number of states for quantization is chosen as n = min{N/10, 512},
where N is the number of samples for that particular cause-effect pair. Hence,
we pick n to assure each state has at least 10 samples on average. An upper
bound of 512 is used to limit the computational complexity.
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Appendix B
Appendix for Entropic Latent Variable
Discovery
B.1 I(X;Y |Z) vs. H(Z)radeoff Curve
Figure B.1 shows the I(X;Y |Z)-H(Z) tradeoff LatentSearch (Algorithm
2) obtains for a joint distribution sampled as follows: The distribution of Z as
well as the conditional distributions p(X|z), p(Y |z), ∀z are chosen uniformly at
random over the simplex.
Figure B.1: I(X;Y |Z) vs. H(Z) tradeoff curve obtained by LatentSearch
(Algorithm 2) for an arbitrary joint p(x, y) from the graph X ← Z → Y . We
observed that the curve’s shape is consistent across many runs irrespective of
the graph, although the crossing point where I(X;Y |Z) = 0 changes.
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B.2 Proof of Theorem 4
We write the objective function more explicitly in terms of the opti-


























by Bayes rule and assuming that q(z|x, y) and p(x, y) are strictly positive.







q(z|x, y) = 1, ∀x, y,
q(z|x, y) ≥ 0, ∀z, x, y.
(B.4)






















In order to find the stationary points of the loss, we take its first
derivative and set it to zero. To compute the partial derivatives, notice
that q(z|x), q(z|y), q(z) are linear functions of q(z|x, y) (use Bayes rule and
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marginalization). We can then easily write the partial derivatives of these




























Using these expressions we have the following.
∂L̄
∂q(z|x, y)
= p(x, y) [1 + log(q(z|x, y))− (1 + log(q(z|x)))− (1 + log(q(z|y)))
+ (1− β)(1 + log(q(z))) + δx,y]
= p(x, y)
[





































From the algorithm description, any stationary point of Algorithm 2
should satisfy





for the same N(x, y) defined above. Therefore a point is a stationary point
of the loss function if and only if it is a stationary point of LatentSearch
(Algorithm 2).
B.3 Proof of Theorem 5











































q(z|x, y) = 1,∀x, y.
(B.15)
Notice that L(q(z|x, y)) is not convex or concave in q(z|x, y). However we can
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To see that (B.16) is equivalent to (B.15), notice that the optimum for the
inner minimization is r∗(z|x) = q(z|x) and s∗(z|x) = q(z|y). This is due to the
fact that (B.16) is convex in r(z|x) and s(z|y) and concave in t(z), which can























































Therefore L̄ is convex in r(z|x) and the optimum can be obtained by setting











q(z|x) = 1, we obtain r∗(z|x) = q(z|x). Sim-
ilarly, we can show that s∗(z|x) = q(z|y). Notice that this inner minimization
is exactly the same as the first update of Algorithm 2.
We can also show that L is convex in the variables r, s jointly: This
can be seen through the fact that ∂2
∂r(z|x)s(z|y)L = 0 and the Hessian is positive
definite.
This concludes that (B.16) is equivalent to (B.4). Moreover, since the ob-
jective function is convex in q(z|x, y) and also jointly convex in r(z|x), s(z|y), we












































Let us analyze the inner minimization in this equivalent formulation for
fixed r(z|x), s(z|x). Similarly, we can take the partial derivative as follows:
∂L̄
∂q(z|x, y)
= p(x, y) [1 + log(q(z|x, y))− log(r(z|x))− log(s(z|x)) + δx,y]
= p(x, y)
[














∂q(z|x,y)2 > 0. Hence L̄ is convex in q(z|x, y). Then the
optimum can be obtained by setting the first derivative to zero. We have
p(x, y)
[



























r(z|x)s(z|y) = 1, we can write
q(z|x, y) = 1
N(x, y)
r(z|x)s(z|y). (B.26)
This is exactly the same as the second update of LatentSearch (Algorithm 2) if
r(z|x) = q(z|x), s(z|y) = q(z|y).
Therefore, if qi(z|x, y) is the current conditional at iteration i, the next
update of LatentSearch (Algorithm 2) is equivalent to first solving the inner
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minimization of (B.16) thereby assigning r(z|x) = qi(z|x), s(z|y) = qi(z|y),
then switching the order of the minimization operations, and solving the inner
minimization of (B.21), therefore assigning qi+1(z|x, y) = 1N(x,y)qi(z|x)qi(z|y).
In each of this two-step optimization iteration, either loss function goes down,
or it does not change. If it does not change, the algorithm has converged.
Otherwise, it cannot go down indefinitely since loss (3.1) is lower bounded
as I(X;Y |Z) ≥ 0 and H(Z) ≥ 0 and therefore has to converge. This proves
convergence of the algorithm to either a local minimum or a saddle point.
The converged point cannot be a local maximum since it is arrived at after a
minimization step.
B.4 Proof of Theorem 6
Since X, Y are discrete variables, we can represent the joint distribution
of X, Y in matrix form. Let M = [p(x, y)](x,y)∈[m]×[n]. With a slight abuse
of notation, let z := [z1, z2, . . . zk] be the probability mass (row) vector of
variable Z, i.e., P [Z = i] = z[i] = zi. Similarly, let xz := [xz,1, xz,2, . . . xz,k]
be the conditional probability mass vector of X conditioned on Z = z, i.e.,
P [X = i|Z = z] = xz[i] = xz,i. Finally, let yz,x := [yz,x,1, yz,x,2, . . . yz,x,n] be the
conditional probability mass vector of Y conditioned on X = x and Z = z. We












Now suppose for the sake of contradiction that there exists such a
q(x, y, z) such that
∑
z
q(x, y, z) = p(x, y) and ⊥⊥ XY Z. Then M admits a

















where x′i,j,y′i,j, z′i are due to the joint q(x, y, z) and are potentially different
form their counterparts in (B.27). Notice that since ⊥⊥ XY Z, we have y′i,j =












are rank 1 ∀i ∈ [k]. Therefore, M has NMF rank at most k. Since matrix rank
is upper bounded by the NMF rank, rank(M) ≤ k. Therefore, there exists a
q(x, y, z) such that
∑
z
q(x, y, z) = p(x, y) and ⊥⊥ XY Z only if rank(M) ≤ k.
Next, we show that under the generative model described in the theorem
statement, this happens with probability zero.
We have the following lemma:
Lemma 19. Let {xi : i ∈ [n]} be a set of vectors sampled independently,
uniformly randomly from the simplex Sn−1 in n dimensions. Then, {xi : i ∈ [n]}
are linearly independent with probability 1.
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αixi = 0. Let j = arg max{i ∈ [n] : αi > 0}. Equivalently xj is in the
range of the set of vectors {xi : i ∈ [j − 1]}. Therefore, we can write
P [{xi : i ∈ [n]} are linearly independent ] ≤
n∑
i=2
P [xi ∈ R(x1, . . . ,xi−1)] ,
(B.30)
where R(x1, . . . ,xi−1), is the range of the vectors x1, . . . ,xi−1, i.e., the vector
space spanned by x1, . . . ,xi−1.
Notice that dim(R(x1, . . . ,xi−1)) < n − 1,∀i ≤ n − 1. Therefore,
codimension ofR(x1, . . . ,xi−1) with respect to the simplex is non-zero ∀i ≤ n−1.
Therefore, the Lebesgue measure of R(x1, . . . ,xi−1)∩Sn−1 is zero with respect to
the uniform measure over Sn−1. Hence, P [xi ∈ R(x1, . . . ,xi−1)] = 0,∀i ≤ n−1.
The above argument does not hold for the last term in the summation
in (B.30). However, intersection of any n− 1 dimensional vector space with
the simplex Sn−1 is an n− 2 dimensional slice of the simplex [137]. Therefore,
it has Lebesgue measure zero with respect to the uniform measure over the
simplex.
Corollary 6. Let {xi : i ∈ [n]} be a set of vectors sampled independently,
uniformly randomly from the simplex Sn−1 in n dimensions. Let {ci 6= 0 :
i ∈ [n]} be arbitrary real scalars that are non-zero. Then, {cixi : i ∈ [n]} are
linearly independent with probability 1.
Proof. The proof of Lemma 19 goes through since the span of a set of vectors
does not change with scaling of the vectors.
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M is rank deficient if and only if its determinant is zero, i.e., det(M) = 0.
The determinant is a polynomial in {zi : i ∈ [k]}. By induction, one can show
that if a finite degree multivariate polynomial is not identically zero, the set of
roots has zero Lebesgue measure (for example, see [19]). The uniform measure
over the simplex is absolutely continuous with respect to Lebesgue measure.
Hence, the set of roots of a finite degree multivariate polynomial has measure
zero with respect to the uniform measure over the simplex.
To show that det(M) is not identically zero, it is sufficient to choose a







is full rank with probability 1. Let z1 = 1 and zj,∀j ∈ {2, 3, . . . , k}. Then
det(M) 6= 0 since M is full rank. Therefore, the determinant, which is a
polynomial in {zi : i ∈ [k]} is not identically zero. This concludes the proof
that with probability 1, rank(M) = n > k.
B.5 Comparing LatentSearch with EM, NMF and Gra-
dient descent
B.5.1 Comparison to gradient descent
We observed that iterative update step is slightly faster than the gradient
descent step: Average time for iterative update:0.000063 seconds. Average time
for gradient update: 0.000078 seconds. More importantly, gradient descent
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takes much longer to converge and does not even achieve the same performance.
As observed in Figure B.2, gradient descent converges only after 350000
iterations, whereas we observed that iterative update converges after around 200
iterations. Based on the average update times, this corresponds to a staggering
difference of 0.01 seconds for the iterative algorithm vs. 27.3 seconds for the
gradient descent algorithm. Although these results are for when n = m = k = 5
states, we observed single iterative update to be faster than single gradient
update, giving similar performance comparison results for n = m = k = 80
states.
The above result is for a constant step size of 0.001. With smaller step
size, convergence slows down even further. With larger step size, gradient
descent does not converge.

































Figure B.2: Comparison of the iterative algorithm with gradient descent. Blue
points show the trajectory of gradient descent, whereas orange points show
the trajectory for Algorithm 2 for 10 randomly initialized points with different
β values in loss (3.1). Gradient descent takes 350,000 iterations to converge
whereas iterative algorithm converges in about 200 iterations. Moreover, the
points achieved by iterative algorithm are strictly better than gradient descent
after convergence.
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B.5.2 Comparison with EM algorithm
EM is the first algorithm suggested for solving the pLSA problem [53].
For the details of EM within this framework, please see [53]. However the
EM algorithm for pLSA problem does not have any incentive to minimize the
entropy of the latent factor.
In order to see how EM affects the entropy of the discovered latent
variable, we run EM algorithm by initializing it at the points that are output by
LatentSearch (Algorithm 2). Results are illustrated in Figure B.3. We observe
that the points obtained in the I −H plane migrate towards I(X;Y |Z) = 0
line, while staying above what we believe is a fundamental lower bound curve.
We have not observed any improvement to our algorithm by this additional
step, as it leads to increased entropy latent variables.










































Figure B.3: Applying EM to the output of iterative algorithm migrates points to
I(X;Y |Z = 0) line: (a) Latent variables discovered by LatentSearch (Algorithm
2) shown on the I(X;Y |Z)−H(Z) plane. (b,c) After applying EM algorithm
on the points in (a) after 60 and 300 iterations. Observe that the points always
remain above the line depicted by LatentSearch (Algorithm 2).
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B.5.3 Comparison with NMF
Consider the joint distribution matrix M. Suppose we find an approxi-
mation to this matrix as M ≈ UV where the common dimension of U,V is k
through NMF. This is equivalent to setting the dimension of the latent variable
to k. This can be seen as a hard entropy threshold on the entropy of the latent
factor since H(Z) ≤ log(k). We can sweep through different dimensions and
see how NMF performs compared to LatentSearch (Algorithm 2). Note that
NMF is in general hard to solve. A commonly used approach is the iterative
algorithm: Initialize U0,V0. Find the best U1 such that M ≈ U1V0. Then
find the best V1 such that M ≈ U1V1 and iterate. In the experiments, we
used this iterative algorithm together with l1 loss.
177













 NMF for k = 1
 NMF for k = 2
 NMF for k = 3
 NMF for k = 4
 NMF for k = 5
 NMF for k = 6
 NMF for k = 7
 NMF for k = 8
 NMF for k = 9
 NMF for k = 10
(a) Causal Graph X ← Z → Y













 NMF for k = 1
 NMF for k = 2
 NMF for k = 3
 NMF for k = 4
 NMF for k = 5
 NMF for k = 6
 NMF for k = 7
 NMF for k = 8
 NMF for k = 9
 NMF for k = 10
(b) Causal Graph X ← Z → Y,X → Y
Figure B.4: Comparison of the iterative algorithm to NMF for when |X| =
|Y | = 20, |Z| = 10. When the true model comes from the causal graph
X ← Z → Y in (a), iterative algorithm successfully finds latent variables
that with entropy at most true latent entropy (shown as blue horizontal
line), whereas NMF cannot achieve the same performance, irrespective of the
dimension restriction to the latent variable. In (b) data comes from the causal
model X ← Z → Y,X → Y . Although neither algorithm can identify a latent
factor that makes X, Y conditionally independent (vertical blue line), iterative
algorithm finds strictly better latent factors in terms of both small entropy and
conditional mutual information between X, Y .
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Appendix C
Appendix for Cost Optimal Intervention Design
C.1 Proof of Theorem 7
One direction is trivial: Consider a (G,C) separating system. For every
edge there is an intervention where only one endpoint is intervened. This edge is
in the cut and learned. Constraints are over the subsets of the graph separating
system, which directly correspond to interventions. Hence interventions also
obey the constraint C. For the other direction, we use the following observation
from [122], which is implicit in the proof of Theroem 6 in [122].
Lemma 20. Let G be an undirected chordal graph. Consider any clique C of
G. There is a directed graph D with skeleton G with no immoralities such that,
the vertices C come before any other vertices in the partial order that determine
D. If this D is the underlying causal graph, knowing the causal edges outside
this clique does not help identify any edges within the clique.
The lemma essentially states that, Meek rules do not aid in identifying
the edges within a clique, if the clique vertices come before any other vertex in
the partial order of the underlying causal DAG.
Assume that there is an edge that is not separated by the set of inter-
ventions. If the underlying causal DAG has partial order that starts with the
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nodes at the endpoints of this edge, then knowing every other edge does not
help learn the direction of this edge by Lemma 20 (notice that an edge is a
clique of size 2). Thus this set of interventions cannot learn every causal graph
with the given skeleton.
C.2 Proof of Theorem 8
Consider the graph separating system matrix M: Let M ∈ {0, 1}n,m
be a 0-1 matrix, where M(i, :) 6= M(j, :),∀(i, j) ∈ E. Since every set of
interventions must be a graph separating system by Theorem 7, we can work
with the corresponding graph separating system matrices. Notice that any
graph separating system corresponds to some proper coloring due to 4. Thus,
any set of vertices that has identical rows in M should be within the same
color class. We know in any proper coloring, each color class is an independent
set. Then, over all proper colorings, the color class with maximum weight
is given by the maximum weighted independent set. Since each row of M
is either the all-zero vector, or contains at least a single 1, the total cost is
minimized by assigning the all-zero vector to the vertices belonging to the
maximum weighted independent set, and using distinct weight-1 vectors for
the remaining rows. The induced graph on the vertices outside the maximum
weighted independent set is still chordal and has the chromatic number at
most χ. Thus, we need an n× χ matrix M, hence χ experiments in total to
minimize the total intervention cost.
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C.3 Proof of Theorem 9
In this section, we show that we can write the total cost of the interven-
tions constructed by a given graph coloring can be written as a linear objective
in terms of xi,k.
First, we illustrate the cost incurred by a given separating system.
Consider the color separating system in Figure 4.1b. Notice that the rows of
M that correspond to vertices within a fixed color class are the same. For
example S = {U2, U4} is a color class, and both rows are [0, 1]. Recall that the
columns where a particular row is 1 indicate the interventions which contain
that variable. The cost incurred by any vertex is the number of times the
vertex is intervened on times the cost of intervening on that vertex. The cost
incurred by a set of vertices is the sum of the cost incurred by each vertex
within the set. Vertices within a color class are intervened on the same number
of times since they have the same rows in the separating system matrix M.
Thus, the cost of a color class S is given by cost(S) = |rS|1
∑
i∈S wi, where rS
is the row of any node from color class S in M , and |rS|1 is the number of 1s
in rS.
Notice that the exact labeling of rows do not matter for the separating
system: We only need vertices with different colors to correspond to different
rows. Since the cost of a color class is proportional to the number of 1s in its
row vector, an optimum graph separating system given a coloring should assing
vectors with smaller weight if possible, in order to minimize the total cost.
Hence, in Figure 4.1b, instead of assigning [1, 1] as the characteristic vector of
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Figure C.1: Uniform weights wi ∼ U[0, 2]. n: no. of vertices, d: Sparsity
parameter of the chordal graph. Each datapoint is the average cost incurred by
the greedy intervention design over 1000 randomly sampled causal graphs for
a given number of experiments. The expected average cost of all the edges is
E[wi] = 1. The cost incurred by the intervention design is normalized by n. As
observed, the cost incurred increases gradually as the number of experiments
are reduced, or graph becomes denser. For sparse graphs, proposed construction
incurs low cost even for up to 3 experiments.
S, we can assign [0, 1] without affecting the separating system property. Since
3 colors are sufficient, we do not need to use [1, 1] vector.
In general, given a number of interventions m, we need to construct a
set of coloring labels to assign to each color. Suppose the causal graph has n
variables. If m ≤ log n, then every length-m binary vector should be available,
since the number of colors can be up to n. If m > log n, using all labels give
more number of colors than we can use to search over all proper colorings.
Hence, in this case, we choose the labels with smallest weight until we find n
coloring labels. This ensures that the integer programming formulation does
not have exponentially many variables, even when number of interventions is
allowed to be n. Thus we construct a b vector, to be used as the weight of
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color labels as follows:
b = [0, 1, 1, . . . , 1, 2, 2, . . . , 2, 3, 3, . . . , p, p, . . . , p], (C.1)



























times if i = p. For
notational convenience, let t := min (2m, n).
Standard coloring formulation assigns a variable xi,j to every node i
and color j: xi,j = 1 if node i is colored with color j, and 0 otherwise. Each
vertex is assigned a single color. Every pair of adjacent vertices are assigned
different colors, which can be captured by xi,k + xj,k ≤ 1, ∀(i, j) ∈ E,∀k ∈ [t].











xi,j = 1,∀i ∈ [n]
xi,k + xj,k ≤ 1∀(i, j) ∈ E,∀k ∈ [t]
xi,j ∈ {0, 1}
(C.2)
C.4 Uniquely Colorable Graphs
Next, we give a special case, which admits a simple solution without
restricting the graph class. Suppose G is uniquely 2m− colorable, where m is
the maximum number of interventions we are allowed to use. Then there is
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only a single coloring up to permutations of colors. Hence the costs of color
classes are fixed. Now we can simply sort the color classes in the order of
decreasing cost, and assign row vectors of M to these color classes in the order
of increasing number of 1s. This assures that the total cost of interventions is
minimized.
C.5 Implementation Details
First, we need to define a perfect elimination ordering:
Definition 16. A perfect elimination ordering (PEO) σp = {v1, v2 . . . vn} on
the vertices of an undirected chordal graph G is such that for all i, the induced
neighborhood of vi on the subgraph formed by {v1, v2 . . . vi−1} is a clique.
It is known that an undirected graph is chordal if and only if it has a
perfect elimination ordering. We use this fact to generate chordal graphs based
on a randomly chosen perfect elimination ordering: First we choose a random
permutation to be the perfect elimination ordering for the chordal graph. Then
the ith vertex is connected to each node in Si = {j : j < i with respect to PEO}





random vertex from Si is chosen to be a parent of i with probability 1 to keep
the graph connected. The parent set are connected to each other to assure the
ordering is a PEO.
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C.6 Frank’s Algorithm
Consider a PEO σ = {vn, vn−1, . . . , v1}. At step i, skip the vertex vi
if it has weight wi = 0. Otherwise, mark it red and reduce the weight of all
its neighbors that are before vi in the PEO by wi, and set wi = 0. After n
steps, we have a set of vertices colored red. Parse this set in the order of σ and
convert a red vertex to blue if it does not have any neighbor j < i in σ which
is already colored blue. [39] proves that this algorithm outputs the maximum
weighted independent set.
C.7 Additional Simulations
In this section we provide additional simulations for when the graph
weights are uniformly distributed wi ∼ U[0, 2]. The results are given in
Figure 4.2. Similar to the exponentially distributed weigths, the main factor
determining the cost is the graph spartiy, which is captured by parameter d.
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Appendix D
Appendix for Experimental Design for Learning
Causal Graphs with Latent Variables
D.1 Blocking and Non-Blocking paths in DAGs
Consider any directed acyclic graph D = (V,E). A path P from node
v0 to vk+1 is a sequence of nodes P = v0, v1, v2 . . . vk, vk+1 such that for all
i ∈ [0 : k], either (vi, vi+1) or (vi+1, vi) is a directed edge in E. A node vi with
respect to a path P is said to be a collider if (vi+1, vi) and (vi−1, vi) exists in
E, i.e. two directed edges collide at vi. A path P between nodes a and b is
said to be non-blocking with respect to a set S if and only if for every collider
v on P , either v in S or a descendant of v is in S and no non collider v in P is
in S. S is said to block a path P if it is not non-blocking.
D.2 Proof of Lemma 5
First, we prove the forward direction. Suppose that Xi and Xj are
dependent under the post-interventional causal model MS. By the assumption
of post-interventional faithfulness, this implies that there is a non-blocking
path P between Xi and Xj in D`[S]. Suppose V in P is a collider because
either that or one of its descendant has to be in the conditioning set. Since,
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there is no conditioning set and we are testing only marginal dependence, there
cannot be any collider V in P . Also note that there are no incoming edges
into Xi in either D`[S] or D[S] because there Xi is in the set S intervened
on. Therefore, there cannot be any internal node V 6= Xi, Xj in P with no
incoming arrows because then either the path must have a collider or Xi must
have incoming arrows. Since both these events are ruled out, no internal node
V can have in-degree 0 or 2. The only option is for it to be a directed path
from Xi to Xj in D`[S]. This implies that no latent variable in L is a part of
the path since latents have 0 in-degree. This implies that P is a directed path
from Xi to Xj in D[S] also. This proves one direction.
For the other direction, suppose there is a directed path from Xi to Xj
in D[S], it is still a directed path from Xi to Xj in D`[S] as no latents are
involved. This implies that it is a non-blocking path between Xi to Xj. By
the post-interventional faithfulness assumption, this implies that Xi and Xj
are dependent in the causal model MS. This completes the proof in the other
direction.
D.3 Proof of Lemma 6
Consider the dlog ne length binary expansions of numbers from 1 : n.
For every bit i, create a set Si with the numbers where the i-th digit is 1 and
another set S ′i with the numbers where the i-th digit is 0. The family of sets
{Si, S ′i} if a strong separating system. It is easy to check the condition.
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D.4 Proof of Theorem 10
It is enough to show that every directed edge e in the observable graph
D is included at some step in E. Let the directed edge e be from U to V in
the observable graph. Due to the strong separating system property, there
is one intervention set S such that U ∈ S, V /∈ S. Therefore, in that post
interventional graph D[S], U is an ancestor of V and therefore by Lemma 5, it
is included in E after processing Line 9 for S. This implies that all directed
edges of D (in addition to other ancestral relationships) are included in E.
Therefore, the transitive closure at the end yields Dtc.
D.5 Proof of Lemma 7
Consider the pair (Xi, Xj), where Xi /∈ S,Xj ∈ S,Xj /∈ Pai. In the
post-interventional graph, Xj has no parents, including the possible latent
variables. Any d-connecting path from Xj to Xi must end with an incoming
arrow at Xi since any path that ends with an outgoing arrow at Xi is closed
as it travels through a collider and all colliders are closed since no variable
is conditioned in the graph. Thus any Xj not in the parent set of Xi is
independent from Xi. Any parent of Xi will clearly be statistically dependent
with Xi.
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D.6 Proof of Lemma 9
It is easy to show that Tr((D[S])tc) = Tr(D[S]) from the properties of
Tr(·). We will prove the rest of the implication by contradiction. Suppose
(Y, Vi) is not a directed edge in Tr(D[S]), then the ancestral relation (Y, Vi)
needs to be accounted for by another directed path from Y to Vi in Tr(D[S]).
This is due to the definition of transitive reduction of D[S] and the fact that Vi
is connected to all its direct parents in the post interventional graph as Vi has
not been intervened on. This implies that there is a directed path starting from
Y and ending at some other parent X 6= Y of Vi in D[S]. This implies that
such a direct parent X has an incoming edge. This cannot happen since then
by the partial ordering π(·), all direct parents of Vi above Y in the partial order
have been intervened on and thereby leaving no incoming edges onto those
nodes in D[S]. This implies a contradiction. This implies that the directed
edge (Y, Vi) is present in Tr(D[S]).
D.7 Proof of Theorem 12
Consider a directed edge (Y, Vi) in D. Let the number of direct parents
of Vi above Y in the partial order be di. Clearly, di ≤ dmax. Observe that in
one run of the inner for loop at Line 4, the probability Vi is excluded from S
and that all direct parents of Vi above Y in the partial order are included in S
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is given by:













(a)- This is because 1
4
≤ (1− 1/n)n ≤ 1
e
, ∀n ≥ 2 and dmax ≥ 2. Here, e is
the base of the natural logarithm. Let Ai(Y ) be the event: Vi /∈ S ∩ {X :
π(X) ≥ π(Y ), (X, Vi) ∈ D} ⊆ S. By Lemma 9, the event Ai(Y ) implies
that the directed edge (Y, Vi) is included in the output and the output cannot
contain any extra edges as edges set of Tr(D[S]) is contained in D[S] which is
contained in D. Now, in over 4cdmax log n runs of the outer for loop we upper
bound the probability of failure, i.e. (Ai(Y ))c is true over all runs of the outer
for loop.
Pr((Ai(Y ))
c, for all runs) ≤ (1− 1
4dmax




Union bounding over all possible bad events for every pair Y, Vi in the graph
D, the probability of failure is at most 1
nc−2
.
D.8 Proof of Theorem 13
Under the interventional causal faithfulness assumption, we only need
to show that, under the intervention (Pai∪Paj), two non-adjacent nodes Vi, Vj
will be d-separated if and only if there is no latent variable that causes both.
190
Consider any undirected path (a path that does not necessarily respect edge
directions) between Vi and Vj in the post-interventional graph. For convenience,
we say the path starts at Vi and ends at Vj without loss of generality. Since
the observable parents are intervened on, any d-connecting path must start
with either a child of Vi or a latent parent of Vi and end with either a child of
Vj or a latent parent of Vj. If the path starts and ends with the children of Vi
and Vj, then there must be a collider on the path, which closes the path since
no variable is conditioned on in the graph. Consider a path that starts with a
latent parent of Vi and ends with a latent parent of Vj. Since latent variables
are non-adjacent, these latent variables can only be connected through their
children. Hence, by the same argument that any path through the children of
two variables must have a collider, the path between these two latent variables
is closed, making the path between Vi and Vj closed. Consider a path that
starts with a latent parent of Vi and ends with a child of Vj. The path should
arrive at the child of Vj through one of its parents, as otherwise there will be a
collider on the path by the same argument above. But then the child of Vj is a
collider on this path, making the path closed. Hence, any path between Vi and
Vj in the post-interventional graph is closed. This proves the first part of the
Theorem.
Now, we show that the set S can actually larger without affecting
anything. An intervention can only affect the descendant variables in the causal
graph, since all the backdoor paths are closed. In the post-interventional graph
under (Pai, Paj), Xi and Xj do not have any ancestors other than the direct
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parents Pai and Paj . Hence, intervening on the variables in S\(Pai∪Paj) does
not affect the interventional distribution between Xi, Xj under do(Pai, Paj).
D.9 Proof of Lemma 10
Consider the undirected version G of D. Consider the complement
graph Gc. A set of independent sets I = {I1, I2, . . . , Im} in G that cover
every non-edge in G is an edge-clique cover in the complement graph Gc. The
minimum edge-clique cover is also known as the intersection number of the
graph. When D has degree d, Gc has degree at least n − d. It was shown
in [3] that the intersection number of graphs with degree at least n − d is
at most 2e2(d + 1)2 ln(n) by a probabilistic method argument that employs
a randomized algorithm as follows: Choose every vertex independently with
probability 1
d+1
into a set S. Then prune S to delete vertices that are not
connected to the rest of the vertices in S in Gc to obtain a clique S ′ in Gc.
Repeat this 4e2(d+ 1)2 ln(n) times to generate many cliques. By repeating the
calculations in [3], it can be easily shown that the above randomized procedure
succeeds with probability at least 1− 1
n2
in returning an edge clique cover of
Gc.
D.10 Proof of Theorem 15
Proof that if there are no latents, then equality in Thm 15
holds. We use the notation Li for the set of latent parents of Vi. Also, with
a slight abuse of notation, we use Paj to refer to all observable parents of Vj
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except Vi. Suppose there does not exist a variable Lk that is the parent of both
Vi and Vj (Li ∩ Lj = ∅). We can write Vj = g(Vi, Paj, Lj).




Pr(Vj|Lj = lj, do(Vi = vi, Pai = pai, Paj = paj)) (D.4)




Pr(Vj|Lj = lj, do(Vi = vi, Pai = pai, Paj = paj)) (D.5)
Pr(Lj = lj)
(D.4) is obtained through conditioning and marginalizing out the latent parents
of Xj . (D.5) is due to the fact Lj are non-descendants of the set {Xi, Pai, Paj}.
We also have,




Pr(Vj|Lj = lj, Vi = vi, do(Pai = pai, Paj = paj)) (D.6)




Pr(Vj|Lj = lj, do(Vi = vi, Pai = pai, Paj = paj)) (D.7)




Pr(Vj|Lj = lj, do(Vi = vi, Pai = pai, Paj = paj)) (D.8)
Pr(Lj = lj)
(D.6) is obtained through conditioning and marginalizing out the other parents
of Y . (D.7) is due to Lemma 21.
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Lemma 21. Let Si, Ti be subsets of PaX such that S1∪S2 = PaX , S1∩S2 = ∅
and T1 ∪ T2 = PaX , T1 ∩ T2 = ∅. Then
Pr(X|S1, do(S2)) = Pr(X|do(PaX)) = Pr(X|PaX) = Pr(X|T1, do(T2)).
(D.9)
Proof. The proof uses the invariance principle of causal Bayesian networks:
The invariance principle (see Definition 1.3.1 (iii) in page 24 in ([105]) states
that Pr(X|PaX = paX , do(Z = z)) = Pr(X|PaX = paX) as long as X /∈ Z
and Z = z is consistent with PaX = paX . Let Z = S2. Then Pr(X|PaX =
paX , do(S2 = s2)) = Pr(X|S1 = s1, do(S2 = s2)), where S1 = PaX\S2. Thus
Pr(X|PaX = pax) = Pr(X|S1 = s1, do(S2 = s2)). From Property 1 in page
24 of [Pearl2009], we have Pr(X|PaX = paX) = Pr(X|do(S1 = s1, S2 = s2)).
Choosing T1, T2 instead of S1, S2 we can show that Pr(X|PaX = paX) =
Pr(X|T1 = t1, do(T2 = t2)), which completes the proof.
(D.8) is due to the following: For Lj, we have two possibilities: (i) : Xi
is a non-descendant of Lj . Then the result is implied by the Markov condition.
(ii). Xi is a descendant of Lj. Then there are directed paths from Lj to Xi.
Note that all these paths must go through variables in Pai. Then, the result
follows from the fact that Lj ⊥⊥ Xi|do(Pai).
Proof that if there are latents, then equality in Thm 15 does
not hold. Let us assume that the between two variables Vi and Vj a latent
Lij exists. Assume Vi is a parent of Vj. Suppose in contradiction, equality in
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Thm 15 holds. Then we have the following: Denote do(Pai = pai, Paj = paj)
by the shorthand do(paij). Latent variable Lij influences Vi and Vj and Ui is
the exogenous variable tied to Vi. All other latents are denoted by L’s and
exogenous variables by U ’s. Consider the set of latents Li which are related to
Vi and let li be the values they take.
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Pr(Vj|Vi = vi, do(Pai = pai, Paj = paj)) =




Pr(Vj|Vi = vi, do(paij), {uq, lp})
Pr({uq, lp}|Vi = vi, do(paij)) =∑
{Lp=lp,Uq=uq}p,q
Pr(Vj|do(Vi = vi), do(paij), {uq, lp})




Pr(Vj|do(Vi = vi), do(paij), {uq, lp})










Pr(Vj|do(Vi = vi), do(paij), {uq, lp})










Pr(Vj|do(Vi = vi), do(paij), {uq, lp}) Pr(Li = li, Ui = ui)











Pr(Vj|do(Vi = vi), do(paij), {uq, lp})








(a)- Once all hidden variables lq, uq(exogenous and latents are conditioned),
then do operations and conditioning are identical. The distributions of latents
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is unaffected by interventions on observables. And latents and observables are
independent. When hidden variables are conditioned on vi and its parents are
intervened on all the latents that are not related to vi.
It seems like in both sides the ratio Pr(Vi=vi|Li=li,Ui=ui,do(paij))
Pr(Vi=vi|do(paij) appears
which is a function of li, ui. For most functions (parameters) in the SCM, the
ratios will be different from 1 and only with measure zero over the parameter
space will equality hold despite the ratio being different. This gives rise to a
contradiction.
D.11 Proof of Theorem 16
In this proof, when we refer to parents we refer to parent nodes from
the observable graph only. Consider a color class j resulting from the strong-
edge coloring of the observable graph D. Consider one directed edge (Vt, Vh)
belonging to the color class j. Vh is the vertex at the head of the edge while
Vt is the vertex at the tail of the edge. First observe that P (Vh|do(Tj, Pj)) =
P (Vh|do(Pat, Pah, Vt)). Here, Pah is the set of parent nodes of Vh not including
Vt. Pat is the set of parent nodes of Vt. This is because Vh has no other parent
other than Vt inside the color class due to the strong edge coloring property.
Note that Vt ∈ Tj. Therefore, once all parents of Vh are intervened on, other
interventions in the graph do not make any difference on the computation of
P (Vh|do(Pat, Pah, Vt)). Since there is no conditioning involved, Latents do not
affect the equality.
Now, observe that P (Vh|Vt, do(Pat, Pah)) = P (Vh|Vt, do(Pj)). This is
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because all parents of Vh except Vt are in Pj due to the strong edge coloring
property. All parents of Vt are in Pj due to the strong edge coloring property.
Since parents of Vt are intervened on, the random variable Vt is independent of
any other intervened variable in the system. Further, the joint distribution of
(Vh, Vt) is invariant to conditioning on other intervened variables in the system
as all parents of Vh, Vt have been intervened on (except the parent Vt of Vh).
Intervention on non-parents of either Vt and Vh have no effect on the joint
distribution of (Vh, Vt) on the post-interventional graph where Pah, Pat have
been intervened on. Therefore, all quantities required for the do and see test
can be calculated from just two interventions in the algorithm. This is true
within a color class. This proves the theorem. The experimental budget is





Formally, a structural causal model is a tuple M = (V,E,F,PE(.)) that
contains a set of functions F = {f1, f2, . . . , fn}, a set of random variables V =
{X1, X2, . . . , Xn}, a set of exogenous random variables E = {E1, E2, . . . , En},
and a probability distribution over the exogenous variables PE1. The set of
observable variables V has a joint distribution implied by the distributions of
E, and the functional relations F. This distribution is the projection of PE
onto the set of variables V and is shown by PV. The causal graph D is then
the directed acyclic graph on the nodes V, such that a node Xj is a parent
of node Xi if and only if Xj is in the domain of fi, i.e., Xi = fi(Xj, S, Ei),
for some S ⊂ V . The set of parents of variable Xi is shown by Pai. D is
then a Bayesian network for the induced joint probability distribution over
the observable variables V. We assume causal sufficiency: Every exogenous
variable is a direct parent of at most one observable variable.
1The definition provided here assumes causal sufficiency, i.e., there are no exogenous
variables that affect more than one observable variable. Under causal sufficiency, Pearl’s
model assumes that the distribution over the exogenous variables is a product distribution,
i.e., exogenous variables are mutually independent.
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E.2 Proof of Proposition 4
Note that D1 and D2 are the same causal Bayesian networks [105].
Under the causal sufficiency assumption, interventional distributions for causal
Bayesian networks can be directly calculated from the conditional probabil-
ities and the causal graph. Thus, M1 and M2 have the same interventional
distributions.
E.3 Helper Lemmas for CausalGAN
In this section we use Pr(l, x) for the joint data distribution over a
single binary label l and the image x. We use Pg(l, x) for the joint distribution
over the binary label l fed to the generator and the image x produced by the
generator. Later in Theorem 19, l is generalized to be a vector.
The following restates Proposition 1 from [42] as it applies to our
discriminator:





Second, we identify the optimal Labeler and Anti-Labeler. We have the
following lemma:
Lemma 22. The optimum Labeler has DLR(x) = Pr(l = 1|x).
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Proof. The proof follows the same lines as in the proof for the optimal discrim-
inator. Consider the objective
ρEx∼Pr(x|l=1) [log(DLR(x))] + (1− ρ)Ex∼Pr(x|l=0) [log(1−DLR(x)]
=
∫
ρPr(x|l = 1) log(DLR(x)) + (1− ρ)Pr(x|l = 0) log(1−DLR(x))dx
(E.2)
Since 0 < DLR < 1, DLR that maximizes (6.3) is given by
D∗LR(x) =
ρPr(x|l = 1)















Figure E.1: The causal graph used for simulations for both CausalGAN and
CausalBEGAN, called CelebA Causal Graph (G1). We also add edges (see
Appendix Section E.10) to form the complete graph "cG1". We also make use
of the graph rcG1, which is obtained by reversing the direction of every edge
in cG1.
Similarly, we have the corresponding lemma for Anti-Labeler:
Lemma 23. For a fixed generator with x ∼ Pg(x), the optimum Anti-Labeler
has DLG(x) = Pg(l = 1|x).
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Proof. Proof is the same as the proof of Lemma 22.
E.4 Proof of Theorem 17
Theorem 1.
Define C(G) as the generator loss for when discriminator, Labeler and Anti-
Labeler are at their optimum. Assume Pg(l) = Pr(l), i.e., the Causal Controller
samples from the true label distribution. Then the global minimum of the virtual
training criterion C(G) is achieved if and only if Pg(l, x) = Pr(l, x), i.e., if and
only if given a label l, generator output G(z, l) has the same distribution as the
class conditional image distribution Pr(x|l).
Proof. For a fixed generator, the optimum Labeler D∗LR, Anti-Labeler D∗LG,
and discriminator D∗ obey the following relations by Prop 7, Lemma 22, and
Lemma 23:
(1−D∗(x))/D∗(x) = Pg(x)/Pr(x)
D∗LR(x) = Pr(l = 1|x)
D∗LG(x) = Pg(l = 1|x).
(E.4)
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= KL(Pg ‖ Pd). (E.6)
where KL is the Kullback-Leibler divergence, which is minimized if and only
if Pg = Pd jointly over labels and images. (E.5) is due to the fact that
Pr(l = 1) = Pg(l = 1) = ρ.
E.5 Proof of Corollary 5
Corollary 1. Suppose C : Z1 → L is a causal implicit generative
model for the causal graph D = (V, E) where V is the set of image labels and
the observational joint distribution over these labels are strictly positive. Let
G : L × Z2 → I be a generator that can sample from the image distribution
conditioned on the given label combination L ∈ L. Then G(C(Z1), Z2) is a
causal implicit generative model for the causal graph D′ = (V ∪ {Image}, E ∪
{(V1, Image), (V2, Image), . . . (Vn, Image)}).
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Proof. Since C is a causal implicit generative model for the causal graph
D, by definition it is consistent with the causal graph D. Since in a con-
ditional GAN, generator G is given the noise terms and the labels, it is
easy to see that the concatenated generator neural network G(C(Z1), Z2)
is consistent with the causal graph D′, where D′ = (V ∪ {Image}, E ∪
{(V1, Image), (V2, Image), . . . (Vn, Image)}). Assume that C and G are perfect,
i.e., they sample from the true label joint distribution and conditional image
distribution. Then the joint distribution over the generated labels and image
is the true distribution since P(Image, Label) = P(Image|Label)P(Label). By
Proposition 4, the concatenated model can sample from the true observational
and interventional distributions. Hence, the concatenated model is a causal
implicit generative model for graph D′.
E.6 CausalGAN Analysis for Multiple Labels
In this section, we explain the modifications required to extend the
proof to the case with multiple binary labels. The central difficulty with
generalizing to a vector of labels l = (lj)1≤j≤d is that each labeler can only hope
to learn about the posterior P(lj|x) for each j. This is in general insufficient
to characterize Pr(l|x) and therefore the generator can not hope to learn the
correct joint distribution. We show two solutions to this problem. (1) From
a theoretical (but perhaps impractical) perspective each labeler can be made
to estimate the probability of each of the 2d label combinations instead of
each label. We do not adopt this in practice. (2) If in fact the label vector
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is a deterministic function of the image (which seems likely for the present
application), then using Labelers to estimate the probabilities of each of the
d labels is sufficient to assure Pg(l1, l2, . . . , ld, x) = Pr(l1, l2, . . . , ld, x) at the
minimizer of C(G). In this section, we present the extension in (1) and present
the results of (2) in Section E.7.
Consider Figure 6.3 in the main text. The Labeler outputs the scalar
DLR(x) given an image x. Previously in Section E.3 we showed that the
optimum Labeler satisfies D∗LR(x) = Pr(l = 1|X = x) for a single label. We
first extend the Labeler objective as follows: Suppose we have d binary labels.
Then we allow the Labeler to output a 2d dimensional vector DLR(x), where







where ρj = Pr(l = j). We have the following Lemma:
Lemma 24. Consider a Labeler DLR that outputs the 2d-dimensional vector
DLR(x) such that
∑2d
j=1DLR(x)[j] = 1, where x ∼ Pr(x, l). Then the optimum
Labeler with respect to the loss in (E.7) has D∗LR(x)[j] = Pr(l = j|x).
Proof. Suppose Pr(l = j|x) = 0 for a set of (label, image) combinations.
Then Pr(x, l = j) = 0, hence these label combinations do not contribute
to the expectation. Thus, without loss of generality, we can consider only
the combinations with strictly positive probability. We can also restrict our
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attention to the functions DLR that are strictly positive on these (label,image)
combinations; otherwise, loss becomes infinite, and as we will show we can
achieve a finite loss. Consider the vector DLR(x) with coordinates DLR(x)[j]
where j ∈ [2d]. Introduce the discrete random variable Zx ∈ [2d], where
P(Zx = j) = DLR(x)[j]. The Labeler loss can be written as
min−E(x,l)∼Pr(x,l) log(P(Zx = j)) (E.8)
= minEx∼Pr(x)KL(Lx ‖ Zx)−H(Lx), (E.9)
where Lx is the discrete random variable such that P(Lx = j) = Pr(l = j|x).
H(Lx) is the Shannon entropy of Lx, and it only depends on the data. Since
KL divergence is greater than zero and p(x) is always non-negative, the loss
is lower bounded by −H(Lx). Notice that this minimum can be achieved by
satisfying P(Zx = j) = Pr(l = j|x). Since KL divergence is minimized if and
only if the two random variables have the same distribution, this is the unique
optimum, i.e., D∗LR(x)[j] = Pr(l = j|x).
The lemma above simply states that the optimum Labeler network
will give the posterior probability of a particular label combination, given the
observed image. In practice, the constraint that the coordinates sum to 1 could
be satisfied by using a softmax function in the implementation. Next, we have
the corresponding loss function and lemma for the Anti-Labeler network. The
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where Pg(x|l = j) := P(G(z, l) = x|l = j) and ρj = P(l = j). We have the
following Lemma:
Lemma 25. The optimum Anti-Labeler has D∗LG(x)[j] = Pg(l = j|x).
Proof. The proof is the same as the proof of Lemma 24, since Anti-Labeler
does not have control over the joint distribution between the generated image
and the labels given to the generator, and cannot optimize the conditional
entropy of labels given the image under this distribution.
For a fixed discriminator, Labeler and Anti-Labeler, the generator solves

















ρjEx∼Pg(x|l=j) [log(DLG(X)[j])] . (E.11)
We then have the following theorem along the same lines as Theorem 17
showing that the optimal generator samples from the class conditional image
distributions given a particular label combination:
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Theorem 19 (Theorem 1 formal for multiple binary labels). Define C(G) as
the generator loss as in Eqn. E.11 when discriminator, Labeler and Anti-Labeler
are at their optimum. Assume Pg(l) = Pr(l), i.e., the Causal Controller samples
from the true joint label distribution. The global minimum of the virtual training
criterion C(G) is achieved if and only if Pg(l, x) = Pr(l, x) for the vector of
labels l = {li}1≤i≤2d.
Proof. For a fixed generator, the optimum Labeler D∗LR, Anti-Labeler D∗LG,
and discriminator D∗ obey the following relations by Prop 7, Lemma 24, and
Lemma 25:
(1−D∗(x))/D∗(x) = Pg(x)/Pr(x)
D∗LR(x)[j] = Pr(l = j|x) ∀j
D∗LG(x)[j] = Pg(l = 1|x) ∀j.
(E.12)





















Pg(l = j, x)









= KL(Pg ‖ Pd).
where KL is the Kullback-Leibler divergence, which is minimized if and
only if Pg = Pd jointly over labels and images.
E.7 CausalGAN Extension to dabels Under Determinis-
tic Labels
While the previous section showed how to ensure Pg(l, x) = Pr(l, x) by
relabeling combinations of a d binary labels as a 2d label, this may be difficult
in practice for a large number of labels and we do not adopt this approach in
practice.
Instead, in this section, we provide the theoretical guarantees for the
implemented CausalGAN architecture with d labels under the assumption that
the relationship between the image and its labels is deterministic in the dataset,
i.e., there is a deterministic function that maps an image to the corresponding
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label vector. Later we show that this assumption is sufficient to gaurantee that
the global optimal generator samples from the class conditional distributions.
First, let us restate the loss functions more formally. Note that DLR(x)




ρjEx∼Pr(x|lj=1) log(DLR(x)[j]) + (1− ρj)Ex∼Pr(x|lj=0) log(1−DLR(x)[j]).
(E.14)
where Pr(x|lj = 0) := P(X = x|lj = 0), Pr(x|lj = 0) := P(X = x|lj = 0) and




ρjEPg(x|lj=1) log(DLG(x)[j])+(1−ρj)EPg(x|lj=0) log(1−DLG(x)[j]), (E.15)
where Pg(x|lj = 0) := Pg(x|lj = 0), Pg(x|lj = 0) := Pg(x|lj = 0). For a fixed























+ (1− ρj)Ex∼Pg(x|lj=0) [log(1−DLG(X)[j])] . (E.16)
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We have the following proposition, which characterizes the optimum
generator for optimum Labeler, Anti-Labeler and Discriminator:
Proposition 8. Define C(G) as the generator loss for when discriminator,
Labeler and Anti-Labeler are at their optimum obtained from (E.16). The
global minimum of the virtual training criterion C(G) is achieved if and only
if Pg(x|li) = Pr(x|li)∀i ∈ [d] and Pg(x) = Pr(x).
Proof. Proof follows the same lines as in the proof of Theorem 17 and Theorem
19 and is omitted.
Thus we have
Pr(x, li) = Pg(x, li),∀i ∈ [d] and Pr(x) = Pg(x). (E.17)
However, this does not in general imply Pr(x, l1, l2, . . . , ld) = Pg(x, l1, l2, . . . , ld),
which is equivalent to saying the generated distribution samples from the
class conditional image distributions. To guarantee the correct conditional
sampling given all labels, we introduce the following assumption: We assume
that the image x determines all the labels. This assumption is very relevant in
practice. For example, in the CelebA dataset, which we use, the label vector,
e.g., whether the person is a male or female, with or without a mustache, can
be thought of as a deterministic function of the image. When this is true, we
can say that Pr(l1, l2, . . . , ln|x) = Pr(l1|x)Pr(l2|x) . . .Pr(ln|x).
We need the following lemma, where kronecker delta function refers to
the functions that take the value of 1 only on a single point, and 0 everywhere
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else:
Lemma 26. Any discrete joint probability distribution, where all the marginal
probability distributions are kronecker delta functions is the product of these
marginals.
Proof. Let δ{x−u} be the kronecker delta function which is 1 if x = u and is
0 otherwise. Consider a joint distribution p(X1, X2, . . . , Xn), where p(Xi) =
δ{Xi−ui},∀i ∈ [n], for some set of elements {ui}i∈[n]. We will show by con-
tradiction that the joint probability distribution is zero everywhere except
at (u1, u2, . . . , un). Then, for the sake of contradiction, suppose for some
v = (v1, v2, . . . , vn) 6= (u1, u2, . . . , un), p(v1, v2, . . . , vn) 6= 0. Then ∃j ∈ [n] such




p(X1, . . . , Xj−1, vj, Xj+1, . . . , Xn) > 0, (E.18)
where the inequality is due to the fact that the particular configuration
(v1, v2, . . . , vn) must have contributed to the summation. However this contra-
dicts with the fact that p(Xj) = 0,∀Xj 6= uj. Hence, p(.) is zero everywhere
except at (u1, u2, . . . , un), where it should be 1.
We can now simply apply the above lemma on the conditional distribu-
tion Pg(l1, l2, . . . , ld|x). Proposition 8 shows that the image distributions and
the marginals Pg(li|x) are true to the data distribution due to Bayes’ rule. Since
the vector (l1, . . . , ln) is a deterministic function of x by assumption, Pr(li|x)
are kronecker delta functions, and so are Pg(li|x) by Proposition 8. Thus,
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since the joint Pg(x, l1, l2, . . . , ld) satisfies the condition that every marginal
distribution p(li|x) is a kronecker delta function, then it must be a product
distribution by Lemma 26. Thus we can write
Pg(l1, l2, . . . , ld|x) = Pg(l1|x)Pg(l2|x) . . .Pg(ln|x).
Then we have the following chain of equalities.
Pr(x, l1, l2, . . . , ld) = Pr(l1, . . . , ln|x)Pr(x)
= Pr(l1|x)Pr(l2|x) . . .Pr(ln|x)Pr(x)
= Pg(l1|x)Pg(l2|x) . . .Pg(ln|x)Pg(x)
= Pg(l1, l2, . . . , ld|x)Pg(x)
= Pg(x, l1, l2, . . . , ld).
Thus, we also have Pr(x|l1, l2, . . . , ln) = Pg(x|l1, l2, . . . , ln) since
Pr(l1, l2, . . . , ln) = Pg(l1, l2, . . . , ln),
concluding the proof that the optimum generator samples from the class
conditional image distributions.
E.8 CausalBEGAN Architecture
In this section, we propose a simple, but non-trivial extension of BEGAN
where we feed image labels to the generator. One of the central contributions of
BEGAN ([13]) is a control theory-inspired boundary equilibrium approach that
encourages generator training only when the discriminator is near optimum and
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its gradients are the most informative. The following observation helps us carry
the same idea to the case with labels: Label gradients are most informative
when the image quality is high. Here, we introduce a new loss and a set of
margins that reflect this intuition.
Formally, let L(x) be the average L1 pixel-wise autoencoder loss for an
image x, as in BEGAN. Let Lsq(u, v) be the squared loss term, i.e., ‖u− v‖22.
Let (x, lx) be a sample from the data distribution, where x is the image and
lx is its corresponding label. Similarly, G(z, lg) is an image sample from the
generator, where lg is the label used to generate this image. Denoting the space
of images by I, let G : Rn × {0, 1}m 7→ I be the generator. As a naive attempt
to extend the original BEGAN loss formulation to include the labels, we can
write the following loss functions:
LossD = L(x)− L(Labeler(G(z, l))) + Lsq(lx, Labeler(x))
− Lsq(lg, Labeler(G(z, lg))),
LossG = L(G(z, lg)) + Lsq(lg, Labeler(G(z, lg))). (E.19)
However, this naive formulation does not address the use of margins,
which is extremely critical in the BEGAN formulation. Just as a better trained
BEGAN discriminator creates more useful gradients for image generation, a
better trained Labeler is a prerequisite for meaningful gradients. This motivates
an additional margin-coefficient tuple (b2, c2), as shown in (E.20,E.21).
The generator tries to jointly minimize the two loss terms in the formu-
lation in (E.19). We empirically observe that occasionally the image quality
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will suffer because the images that best exploit the Labeler network are often
not obliged to be realistic, and can be noisy or misshapen. Based on this, label
loss seems unlikely to provide useful gradients unless the image quality remains
good. Therefore we encourage the generator to incorporate label loss only
when the image quality margin b1 is large compared to the label margin b2. To
achieve this, we introduce a new margin of margins term, b3. As a result, the
margin equations and update rules are summarized as follows, where λ1, λ2, λ3
are learning rates for the coefficients.
b1 = γ1 ∗ L(x)− L(G(z, lg)).
b2 = γ2 ∗ Lsq(lx, Labeler(x))− Lsq(lg, Labeler(G(z, lg))). (E.20)
b3 = γ3 ∗ relu(b1)− relu(b2).
c1 ← clip[0,1](c1 + λ1 ∗ b1).
c2 ← clip[0,1](c2 + λ2 ∗ b2). (E.21)
c3 ← clip[0,1](c3 + λ3 ∗ b3).
LossD = L(x)− c1 ∗ L(G(z, lg)) + Lsq(lx, Labeler(x))− c2 ∗ Lsq(lg, G(z, lg)).
(E.22)
LossG = L(G(z, lg)) + c3 ∗ Lsq(lg, Labeler(G(z, lg))).
One of the advantages of BEGAN is the existence of a monotonically
decreasing scalar which can track the convergence of the gradient descent
optimization. Our extension preserves this property as we can define
Mcomplete = L(x) + |b1|+ |b2|+ |b3|, (E.23)
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and show that Mcomplete decreases progressively during our optimizations. See
Figure E.12.
E.9 Dependence of GAN Behavior on Causal Graph
In Section 6.4 we showed how a GAN could be used to train a causal
implicit generative model by incorporating the causal graph into the generator
structure. Here we investigate the behavior and convergence of causal implicit
generative models when the true data distribution arises from another (possibly
distinct) causal graph.
We consider causal implicit generative model convergence on synthetic
data whose three features {X, Y, Z} arise from one of three causal graphs: "line"
X → Y → Z , "collider" X → Y ← Z, and "complete" X → Y → Z,X → Z.
For each node a (randomly sampled once) cubic polynomial in n+ 1 variables
computes the value of that node given its n parents and 1 uniform exogenous
variable. We then repeat, creating a new synthetic dataset in this way for each
causal model and report the averaged results of 20 runs for each model.
For each of these data generating graphs, we compare the convergence
of the joint distribution to the true joint in terms of the total variation distance,
when the generator is structured according to a line, collider, or complete
graph. For completeness, we also include generators with no knowledge of
causal structure: {fc3, fc5, fc10} are fully connected neural networks that
map uniform random noise to 3 output variables using either 3,5, or 10 layers
respectively.
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(c) X → Y → Z, X → Z
Figure E.2: Convergence in total variation distance of generated distribution to
the true distribution for causal implicit generative model, when the generator
is structured based on different causal graphs. (a) Data generated from line
graph X → Y → Z. The best convergence behavior is observed when the
true causal graph is used in the generator architecture. (b) Data generated
from collider graph X → Y ← Z. Fully connected layers may perform better
than the true graph depending on the number of layers. Collider and complete
graphs performs better than the line graph which implies the wrong Bayesian
network. (c) Data generated from complete graph X → Y → Z, X → Z. Fully
connected with 3 layers performs the best, followed by the complete and fully
connected with 5 and 10 layers. Line and collider graphs, which implies the
wrong Bayesian network does not show convergence behavior.
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The results are given in Figure E.2. Data is generated from line causal
graph X → Y → Z (left panel), collider causal graph X → Y ← (middle
panel), and complete causal graph X → Y → Z,X → Z (right panel). Each
curve shows the convergence behavior of the generator distribution, when
generator is structured based on each one of these causal graphs. We expect
convergence when the causal graph used to structure the generator is capable
of generating the joint distribution due to the true causal graph: as long as
we use the correct Bayesian network, we should be able to fit to the true joint.
For example, complete graph can encode all joint distributions. Hence, we
expect complete graph to work well with all data generation models. Standard
fully connected layers correspond to the causal graph with a latent variable
causing all the observable variables. Ideally, this model should be able to fit to
any causal generative model. However, the convergence behavior of adversarial
training across these models is unclear, which is what we are exploring with
Figure E.2.
For the line graph data X → Y → Z, we see that the best convergence
behavior is when line graph is used in the generator architecture. As expected,
complete graph also converges well, with slight delay. Similarly, fully connected
network with 3 layers show good performance, although surprisingly fully
connected with 5 and 10 layers perform much worse. It seems that although
fully connected can encode the joint distribution in theory, in practice with
adversarial training, the number of layers should be tuned to achieve the same
performance as using the true causal graph. Using the wrong Bayesian network,
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the collider, also yields worse performance.
For the collider graph, surprisingly using a fully connected generator
with 3 and 5 layers shows the best performance. However, consistent with the
previous observation, the number of layers is important, and using 10 layers
gives the worst convergence behavior. Using complete and collider graphs
achieves the same decent performance, whereas line graph, a wrong Bayesian
network, performs worse than the two.
For the complete graph, fully connected 3 performs the best, followed by
fully connected 5, 10 and the complete graph. As we expect, line and collider
graphs, which cannot encode all the distributions due to a complete graph,
performs the worst and does not actually show any convergence behavior.
E.10 Additional Simulations for Causal Controller
First, we evaluate the effect of using the wrong causal graph on an
artificially generated dataset. Figure E.3 shows the scatter plot for the two
coordinates of a three dimensional distribution. As we observe, using the correct
graph gives the closest scatter plot to the original data, whereas using the
wrong Bayesian network, collider graph, results in a very different distribution.
Second, we expand on the causal graphs used for experiments for the
CelebA dataset. We use a causal graph on a subset of the image labels of
CelebA dataset, which we call CelebA Causal Graph (G1), illustrated in Figure
E.1. The graph cG1, which is a completed version of G1, is the complete
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(a) X1 → X2 → X3









(b) X1 → X2 → X3









(c) X1 → X2 → X3, X1 → X3









(d) X1 → X2 ← X3










Figure E.3: Synthetic data experiments: (a) Scatter plot for actual data. Data
is generated using the causal graph X1 → X2 → X3. (b) Generated distribution
when generator causal graph is X1 → X2 → X3. (c) Generated distribution
when generator causal graph is X1 → X2 → X3 ∪X1 → X3. (d) Generated
distribution when generator causal graph is X1 → X2 ← X3. (e) Generated





Young 0 0.14[0.07](0.07) 0.09[0.15](0.15)1 0.47[0.51](0.51) 0.29[0.27](0.26)
Mustache 0 0.61[0.58](0.58) 0.34[0.38](0.38)1 0.00[0.00](0.00) 0.04[0.04](0.04)
Table E.1: Pairwise marginal distribution for select label pairs when Causal
Controller is trained on G1 in plain text, its completion cG1[square brackets],
and the true pairwise distribution(in parentheses). Note that G1 treats Male
and Young labels as independent, but does not completely fail to generate a
reasonable (product of marginals) approximation. Also note that when an edge
is added Y oung →Male, the learned distribution is nearly exact. Note that
both graphs contain the edge Male→Mustache and so are able to learn that
women have no mustaches.
graph associated with the ordering: Young, Male, Eyeglasses, Bald, Mustache,
Smiling, Wearing Lipstick, Mouth Slightly Open, Narrow Eyes. For example,
in cG1 Male causes Smiling because Male comes before Smiling in the ordering.
The graph rcG1 is formed by reversing every edge in cG1.
Next, we check the effect of using the incorrect Bayesian network for the
data. The causal graph G1 generates Male and Young independently, which
is incorrect in the data. Comparison of pairwise distributions in Table E.1
demonstrate that for G1 a reasonable approximation to the true distribution is
still learned for {Male, Young} jointly. For cG1 a nearly perfect distributional
approximation is learned. Furthermore we show that despite this inaccuracy,
both graphs G1 and cG1 lead to Causal Controllers that never output the label
combination {Female,Mustache}, which will be important later.
Wasserstein GAN in its original form (with Lipshitz discriminator)
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assures convergence in distribution of the Causal Controller output to the
discretely supported distribution of labels. We use a slightly modified version
of Wasserstein GAN with a penalized gradient ([48]). We first demonstrate
that learned outputs actually have "approximately discrete" support. In Figure
E.4a, we sample the joint label distribution 1000 times, and make a histogram
of the (all) scalar outputs corresponding to any label.
Although Figure E.4b demonstrates conclusively good convergence for
both graphs, TVD is not always intuitive. For example, "how much can
each marginal be off if there are 9 labels and the TVD is 0.14?". To expand
upon Figure E.2 where we showed that the causal controller learns the correct
distribution for a pairwise subset of nodes, here we also show that both CelebA
Causal Graph (G1) and the completion we define (cG1) allow training of very
reasonable marginal distributions for all labels (Table E.1) that are not off by
more than 0.03 for the worst label. PD(L = 1) is the probability that the label
is 1 in the dataset, and PG(L = 1) is the probability that the generated label
is (around a small neighborhood of ) 1.
E.11 Wasserstein Causal Controller on CelebA Labels
We test the performance of our Wasserstein Causal Controller on a
subset of the binary labels of CelebA datset. We use the causal graph given in
Figure E.1.
For causal graph training, first we verify that our Wasserstein training
allows the generator to learn a mapping from continuous uniform noise to a
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Label, L PG1(L = 1) PcG1(L = 1) PD(L = 1)
Bald 0.02244 0.02328 0.02244
Eyeglasses 0.06180 0.05801 0.06406
Male 0.38446 0.41938 0.41675
Mouth Slightly Open 0.49476 0.49413 0.48343
Mustache 0.04596 0.04231 0.04154
Narrow Eyes 0.12329 0.11458 0.11515
Smiling 0.48766 0.48730 0.48208
Wearing Lipstick 0.48111 0.46789 0.47243
Young 0.76737 0.77663 0.77362
Table E.2: Marginal distribution of pretrained Causal Controller labels
when Causal Controller is trained on CelebA Causal Graph (PG1) and its
completion(PcG1), where cG1 is the (nonunique) largest DAG containing G1
(see appendix). The third column lists the actual marginal distributions in the
dataset
discrete distribution. Figure E.4a shows where the samples, averaged over all
the labels in CelebA Causal Graph, from this generator appears on the real
line. The result emphasizes that the proposed Causal Controller outputs an
almost discrete distribution: 96% of the samples appear in 0.05−neighborhood
of 0 or 1. Outputs shown are unrounded generator outputs.
A stronger measure of convergence is the total variational distance
(TVD). For CelebA Causal Graph (G1), our defined completion (cG1), and
cG1 with arrows reversed (rcG1), we show convergence of TVD with training
(Figure E.4b). Both cG1 and rcG1 have TVD decreasing to 0, and TVD for
G1 assymptotes to around 0.14 which corresponds to the incorrect conditional
independence assumptions that G1 makes. This suggests that any given











(a) Essentially Discrete Range of Causal
Controller



















TVD of Label Generation
edge-reversed complete CelebA Causal Graph
complete CelebA Causal Graph
CelebA Causal Graph
(b) TVD vs. No. of Iters in CelebA Labels
Figure E.4: (a) A number line of unit length binned into 4 unequal bins along
with the percent of Causal Controller (G1) samples in each bin. Results are
obtained by sampling the joint label distribution 1000 times and forming a
histogram of the scalar outputs corresponding to any label. Note that our
Causal Controller output labels are approximately discrete even though the
input is a continuum (uniform). The 4% between 0.05 and 0.95 is not at all
uniform and almost zero near 0.5. (b) Progression of total variation distance
between the Causal Controller output with respect to the number of iterations:
CelebA Causal Graph is used in the training with Wasserstein loss.
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Intervening vs Conditioning on Wearing Lipstick, Top: Intervene
Wearing Lipstick=1, Bottom: Condition Wearing Lipstick=1
Figure E.5: Intervening/Conditioning on Wearing Lipstick label in CelebA
Causal Graph. Since Male→ Wearing Lipstick in CelebA Causal Graph, we
do not expect do(Wearing Lipstick= 1) to affect the probability of Male = 1,
i.e., P(Male = 1|do(Wearing Lipstick= 1)) = P(Male = 1) = 0.42. Accord-
ingly, the top row shows both males and females who are wearing lipstick.
However, the bottom row of images sampled from the conditional distribution
P(.|Wearing Lipstick = 1) shows only female images because in the dataset
P(Male = 0|Wearing Lipstick = 1) ≈ 1.
over labels and that bayesian partially incorrect causal graphs can still give
reasonable convergence.
E.12 More CausalGAN Results
In this section, we present additional CausalGAN results in Figure E.5,
E.6.
E.13 More CausalBEGAN Results
In this section, we train CausalBEGAN on CelebA dataset using CelebA
Causal Graph. The Causal Controller is pretrained with a Wasserstein loss
and used for training the CausalBEGAN.
To first empirically justify the need for the margin of margins we
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Intervening vs Conditioning on Narrow Eyes, Top: Intervene Narrow
Eyes=1, Bottom: Condition Narrow Eyes=1
Figure E.6: Intervening/Conditioning on Narrow Eyes label in CelebA Causal
Graph. Since Smiling → Narrow Eyes in CelebA Causal Graph, we do not
expect do(Narrow Eyes = 1) to affect the probability of Smiling = 1, i.e.,
P(Smiling = 1|do(Narrow Eyes = 1)) = P(Smiling = 1) = 0.48. However on
the bottom row, conditioning on Narrow Eyes = 1 increases the proportion of
smiling images (From 0.48 to 0.59 in the dataset), although 10 images may not
be enough to show this difference statistically.
introduced in (E.22) (c3 and b3), we train the same CausalBEGAN model
setting c3 = 1, removing the effect of this margin. We show that the image
quality for rare labels deteriorates. Please see Figure E.11 in the appendix.
Then for the labels Bald, and Mouth Slightly Open, we illustrate the difference
between interventional and conditional sampling when the label is 1. (Figures
E.7, E.8).
E.14 Label Sweeping and Diversity for CausalGAN
In this section, we provide additional simulations for CausalGAN. In
Figures E.9a-E.9d, we show the conditional image generation properties of
CausalGAN by sweeping a single label from 0 to 1 while keeping all other
inputs/labels fixed. In Figure E.10, to examine the degree of mode collapse
and show the image diversity, we show 256 randomly sampled images.
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Intervening vs Conditioning on Bald, Top: Intervene Bald=1, Bot-
tom: Condition Bald=1
Figure E.7: Intervening/Conditioning on Bald label in CelebA Causal Graph.
Since Male→ Bald in CelebA Causal Graph, we do not expect do(Bald = 1)
to affect the probability of Male = 1, i.e., P(Male = 1|do(Bald = 1)) =
P(Male = 1) = 0.42. Accordingly, the top row shows both bald males
and bald females. The bottom row of images sampled from the conditional
distribution P(.|Bald = 1) shows only male images because in the dataset
P(Male = 1|Bald = 1) ≈ 1.
Intervening vs Conditioning on Mouth Slightly Open, Top: Intervene
Mouth Slightly Open=1, Bottom: Condition Mouth Slightly Open=1
Figure E.8: Intervening/Conditioning on Mouth Slightly Open label in CelebA
Causal Graph. Since Smiling → MouthSlightlyOpen in CelebA Causal
Graph, we do not expect do(Mouth Slightly Open = 1) to affect the probabil-
ity of Smiling = 1, i.e., P(Smiling = 1|do(Mouth Slightly Open = 1)) =
P(Smiling = 1) = 0.48. However on the bottom row, conditioning on
Mouth Slightly Open = 1 increases the proportion of smiling images (From
0.48 to 0.76 in the dataset), although 10 images may not be enough to show
this difference statistically.
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Interpolating Bald label Interpolating Male label
Interpolating Young label Interpolating Eyeglasses label
Figure E.9: The effect of interpolating a single label for CausalGAN, while
keeping the noise terms and other labels fixed.
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Figure E.10: Diversity of the proposed CausalGAN showcased with 256 samples.
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E.15 Additional CausalBEGAN Simulations
In this section, we provide additional simulation results for Causal-
BEGAN. First we show that although our third margin term b3 introduces
complications, it can not be ignored. Figure E.11 demonstrates that omitting
the third margin on the image quality of rare labels.
Furthermore just as the setup in BEGAN permitted the definiton of a
scalar "M", which was monotonically decreasing during training, our definition
permits an obvious extension Mcomplete (defined in E.23) that preserves these
properties. See Figure E.12 to observe Mcomplete decreaing monotonically during
training.
We also show the conditional image generation properties of CausalBE-
GAN by using "label sweeps" that move a single label input from 0 to 1 while
keeping all other inputs fixed (Figures E.13a -E.13d ). It is interesting to note
that while generators are often implicitly thought of as continuous functions,
the generator in this CausalBEGAN architecture learns a discrete function
with respect to its label input parameters. (Initially there is label interpolation,
and later in the optimization label interpolation becomes more step function
like (not shown)). Finally, to examine the degree of mode collapse and show
the image diversity, we show a random sampling of 256 images (Figure E.14).
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Figure E.11: Omitting the nonobvious margin b3 = γ3 ∗ relu(b1) − relu(b2)
results in poorer image quality particularly for rare labels such as mustache.
We compare samples from two interventional distributions. Samples from
P(.|do(Mustache = 1)) (top) have much poorer image quality compared to
those under P(.|do(Mustache = 0)) (bottom).


















Figure E.12: Convergence of CausalBEGAN captured through the parameter
Mcomplete.
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Interpolating Bald label Interpolating Male label
Interpolating Young label Interpolating Eyeglasses label
Figure E.13: The effect of interpolating a single label for CausalBEGAN, while
keeping the noise terms and other labels fixed. Although most labels are
properly captured, we see that eyeglasses label is not.
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Figure E.14: Diversity of Causal BEGAN showcased with 256 samples.
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Figure E.15: Failed Image generation for simultaneous label and image genera-
tion after 20k steps.
E.16 Directly Training CiGM for Labels+Image Fails
In this section, we present the result of attempting to jointly train an
implicit causal generative model for labels and the image. This approach treats
the image as part of the causal graph. It is not clear how exactly to feed both
labels and image to discriminator, but one way is to simply encode the label
as a constant image in an additional channel. We tried this for CelebA Causal
Graph and observed that the image generation is not learned (Figure E.15).
One hypothesis is that the discriminator focuses on labels without providing
useful gradients to the image generation.
E.17 Implementation
In this section, we explain the differences between implementation and
theory, along with other implementation details for both CausalGAN and
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CausalBEGAN.
E.18 Pretraining Causal Controller for Face Labels
In this section, we explain the implementation details of the Wasserstein
Causal Controller for generating face labels. We used the total variation
distance (TVD) between the distribution of generator and data distribution as
a metric to decide the success of the models.
The gradient term used as a penalty is estimated by evaluating the
gradient at points interpolated between the real and fake batches. Interestingly,
this Wasserstein approach gives us the opportunity to train the Causal Con-
troller to output (almost) discrete labels (See Figure E.4a). In practice though,
we still found benefit in rounding them before passing them to the generator.
The generator architecture is structured in accordance with Section 6.4
based on the causal graph in Figure E.1, using uniform noise as exogenous
variables and 6 layer neural networks as functions mapping parents to children.
For the training, we used 25 Wasserstein discriminator (critic) updates per
generator update, with a learning rate of 0.0008.
E.19 Implementation Details for CausalGAN
In practice, we use stochastic gradient descent to train our model.
We use DCGAN [111], a convolutional neural net-based implementation of
generative adversarial networks, and extend it into our Causal GAN framework.
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We have expanded it by adding our Labeler networks, training a Causal
Controller network and modifying the loss functions appropriately. Compared
to DCGAN an important distinction is that we make 6 generator updates for
each discriminator update on average. The discriminator and labeler networks
are concurrently updated in a single iteration.
Notice that the loss terms defined in Section 6.5.2.1 contain a single
binary label. In practice we feed a d-dimensional label vector and need a
corresponding loss function. We extend the Labeler and Anti-Labeler loss
terms by simply averaging the loss terms for every label. The ith coordinates
of the d-dimensional vectors given by the labelers determine the loss terms
for label i. Note that this is different than the architecture given in Section
E.6, where the discriminator outputs a length-2d vector and estimates the
probabilities of all label combinations given the image. Therefore this approach
does not have the guarantee to sample from the class conditional distributions,
if the data distribution is not restricted. However, for the type of labeled image
dataset we use in this work, where labels seem to be completely determined
given an image, this architecture is sufficient to have the same guarantees. For
the details, please see Section E.7 in the supplementary material.
Compared to the theory we have, another difference in the implemen-
tation is that we have swapped the order of the terms in the cross entropy
expressions for labeler losses. This has provided sharper images at the end of
the training.
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E.20 Conditional Image Generation for CausalBEGAN
The labels input to CausalBEGAN are taken from the Causal Controller.
We use very few parameter tunings. We use the same learning rate (0.00008) for
both the generator and discriminator and do 1 update of each simultaneously
(calculating the for each before applying either). We simply use γ1 = γ2 =
γ3 = 0.5. We do not expect the model to be very sensitive to these parameter
values, as we achieve good performance without hyperparameter tweaking. We
do use customized margin learning rates λ1 = 0.001, λ2 = 0.00008, λ3 = 0.01,
which reflect the asymmetry in how quickly the generator can respond to each
margin. For example c2 can have much more "spiky", fast responding behavior
compared to others even when paired with a smaller learning rate, although we
have not explored this parameter space in depth. In these margin behaviors,
we observe that the best performing models have all three margins "active":
near 0 while frequently taking small positive values.
E.21 Role of Anti-Labeler
In this section, we show results that compare the CausalGAN behavior
with and without Anti-Labeler network. In general, using Anti-Labeler allows
for faster convergence. For very rare labels, the model with Anti-Labeler










Figure E.16: CausalGAN results with and without Anti-Labeler for the rare
label combination Old males with eyeglasses and mustache and narrow eyes
who are not smiling. (a, b, c) Samples without Anti-Labeler at iterations
20k, 30k, 40k respectively. (d) Samples with Anti-Labeler at iteration 20k.
Comparing (a) and (d), we observe that using Anti-Labeler allows for faster
convergence. Comparing (c) and (d), we observe that using Anti-Labeler










Figure E.17: CausalGAN results with and without Anti-Labeler for the rare la-
bel combination Old bald males who are not smiling but have an open mouth and
narrow eyes. (a, b, c) Samples without Anti-Labeler at iterations 20k, 30k, 40k
respectively. (d) Samples with Anti-Labeler at iteration 20k. Comparing (a)










Figure E.18: CausalGAN results with and without Anti-Labeler for the common
label combination Young smiling women with lipstick. (a, b, c) Samples without
Anti-Labeler at iterations 20k, 30k, 40k respectively. (d) Samples with Anti-
Labeler at iteration 20k. Comparing (a) and (d), we observe that using
Anti-Labeler allows for faster convergence.
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