provides a unique opportunity to study brain functional architecture, while being minimally invasive. Reverse inference, a.k.a. decoding, is a recent statistical analysis approach that has been used with success for deciphering activity patterns that are thought to fit the neuroscientific concept of population coding. Decoding relies on the selection of brain regions in which the observed activity is predictive of certain cognitive tasks. The accuracy of such a procedure is quantified by the prediction of the behavioral variable of interest -the target. In this paper, we discuss the optimality of decoding methods in two different settings, namely intra-and inter-subject kind of decoding. While inter-subject prediction aims at finding predictive regions that are stable across subjects, it is plagued by the additional inter-subject variability (lack of voxel-to-voxel correspondence), so that the best suited prediction algorithms used in reverse inference may not be the same in both cases. We benchmark different prediction algorithms in both intra-and inter-subjects analysis, and we show that using spatial regularization improves reverse inference in the challenging context of intersubject prediction. Moreover, we also study the different maps of weights, and show that methods with similar accuracy may yield maps with very different spatial layout of the predictive regions.
Introduction
Reverse inference [1, 2] , a.k.a. decoding, is an approach for mining fMRI data that uses pattern analysis in order to reveal the information produced by brain activations. The core of this approach is to consider fMRI data analysis as a pattern recognition problem, i.e. using a pattern of voxels to predict a behavioral, perceptual or cognitive variable. In such studies, the accuracy of the prediction can be used to assess whether the pattern of voxels used in the predictive model actually encodes the information about the variable of interest. This approach has been used more frequently in intra-subject settings than in inter-subject analysis. The main interest of inter-subject prediction is to find predictive regions that are stable across subjects, and thus obtain a population-level validation of cognitive hypothesis. The major bottleneck in inter-subject predictions is that such studies are plagued by the inter-subject variability (lack of voxel-to-voxel correspondence) [3, 4] . Functional activity localization can vary across subjects due to differences in anatomical structure and in functional organization. As a result, it is challenging to find a common spatial layout of the cognitive substrate across different subjects. In this paper we compare different prediction algorithms in both intra-and inter-subjects settings, in order to investigate the properties required for good inter-subject prediction. We show that using spatial regularization improves the performances in the case of inter-subject studies, by gaining robustness against the spatial variability of the fMRI signal. We also compare the maps obtained by the different methods, and show variability in the spatial support of the predictive regions.
Methods
We briefly introduce the following predictive linear model, in regression settings y = X w + b, where y ∈ R n represents the behavioral variable and (w, b) are the parameters to be estimated on a training set. A vector w ∈ R p can be seen as an image; p is the number of features (or voxels) and b ∈ R is called the intercept. The matrix X ∈ R n×p is the design matrix. Each row is a p-dimensional sample, i.e., an activation map related to the observation. The model performance is evaluated using ζ, the ratio of explained variance (or R 2 coefficient), where
. We now detail the different reference methods that will be used in this study.
Non Spatially-Regularized Methods
All the methods are used after an Anova-based feature selection, as this increases their performance. This selection is performed on the training set of each fold in an internal cross-validation loop, and the optimal number of voxels is selected within the range {50, 100, 250, 500}. This feature selection is performed for each method and for each training set separately. It yields different sets of features as the selection is done jointly with the regression within the cross-validation loop. Indeed, some methods such as Elastic Net can perform their own multivariate feature selection, but this step of univariate feature selection allows to reduce the number of features for the regression methods, thus decreasing the computational time.
In this paper, the implementation of Elastic net is based on coordinate descent Support Vector Regression -SVR -The first prediction function used in reverse inference [2] has been Support Vector Machine (SVM) [8] . This approach is widely used and has become the reference approach for fMRI reverse inference. Its success comes from its wide availability and good performance on high-dimensional data. In this paper, we use SVR with a linear kernel. The C parameter is optimized by internal cross-validation in the range 10 −3 to 10 1 in multiplicative steps of 10.
