The current study employed behavioral and electrophysiological measures to investigate the timing, localization, and neural oscillation characteristics of cortical activities associated with phonetic and emotional information processing of speech. The experimental design used a cross-modal priming paradigm in which the normal adult participants were presented a visual prime followed by an auditory target. Primes were facial expressions that systematically varied in emotional content (happy or angry) and mouth shape (corresponding to /a/ or /i/ vowels). Targets were spoken words that varied by emotional prosody (happy or angry) and vowel (/a/ or /i/). In both the phonetic and prosodic conditions, participants were asked to judge congruency status of the visual prime and the auditory target. Behavioral results showed a congruency effect for both percent correct and reaction time. Two ERP responses, the N400 and late positive response (LPR), were identified in both conditions. Source localization and inter-trial phase coherence of the N400 and LPR components further revealed different cortical contributions and neural oscillation patterns for selective processing of phonetic and emotional information in speech. The results provide corroborating evidence for the necessity of differentiating brain mechanisms underlying the representation and processing of co-existing linguistic and paralinguistic information in spoken language, which has important implications for theoretical models of speech recognition as well as clinical studies on the neural bases of language and social communication deficits.
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Introduction
Real-life speech carries both linguistic (e.g. phonetic) and paralinguistic (e.g. emotional prosodic) information. Emotional prosody involves the manipulation of acoustic cues such as fundamental frequency, loudness, and voice quality that allows the speaker to communicate emotion through prosody (Kotz and Paulmann, 2011; Patel et al., 2011) . Understanding the brain (cortical as well as subcortical) mechanisms that govern the proper use of the affective cues along with the expression of linguistic content is important for theories on the neural representations of language as well as practical applications such as intervention for individuals with communication difficulties in terms of affective speech comprehension/production (Izdebski, 2008) .
A number of important neuroanatomical models have been proposed to explain how the adult human brain represents linguistic messages of the spoken words and sentences including sublexical phonological and lexical semantic details as well as the paralinguistic vocal variations that convey the speaker's emotion and identity. In the dual-stream model for speech perception (Hickok and Poeppel, 2007) , the cortical processing system for spoken language features bilateral ventral streams projecting from auditory cortex to middle and inferior posterior temporal regions for mapping sound onto semantic representations and a leftdominant dorsal stream projecting from auditory cortex to parietal-temporal boundary area and frontal regions for mapping sound onto articulatory representations. One limitation of this model is that it did not consider the social-indexical aspects of speech such as emotional prosody and speaker identity. Other models of voice perception endeavor to overcome this limitation by emphasizing functional specialization and heterogeneity of the temporal and frontal cortices, the cortico-subcortical pathways involving regions such as amygdala for emotion processing, and the differential contributions of the right and left hemispheres in vocal emotion processing (Belin et al., 2004; Klasen et al., 2012; Schirmer and Kotz, 2006 
