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Localized states in the continuum in low-dimensional systems
Khee-Kyun Voo∗ and C. S. Chu
Department of Electrophysics, National Chiao Tung University, Hsinchu 30010, Taiwan, Republic of China
(Dated: August 27, 2018)
It is shown in this paper that for open systems, states which are localized in space, discrete in
energy, and embedded in the continuum of extended states, can be sustained by low-dimensional
and channeled leads. These states have an origin different from that of analogous states discussed
by J. von Neumann and E. Wigner [Phys. Z. 30, 465 (1929)]. A few representative systems are
discussed. These states cause, for example, infinitely sharp Fano resonance in transport when they
are marginally destroyed.
PACS numbers: 73.22.Dj, 03.65.Ge, 73.23.Ad, 73.63.-b
I. INTRODUCTION
Shortly after the discovery of quantum mechanics,
von Neumann and Wigner pointed1,2 out that poten-
tials defining closed boundary conditions were not the
only cause of discrete and localized (normalizable) states.
They pointed out that localized states could also be
due to the destructive interference in the Bragg scatter-
ing from certain long-ranged wiggling potentials defining
open boundary conditions. These states are embedded
in the continuum, decay in space with a power depen-
dence, and have been studied in atomic and molecular
systems2,3,4 and superlattices.5 In this paper, we show
that analogous states can also be found in open systems
with low-dimensional leads. They decay exponentially
in space in contrast to those discussed by von Neumann
and Wigner,1,2 and also have a different origin. More-
over, they are shown to be related to the infinitely sharp
Fano resonance6 in transport.
To illustrate the properties of such states in low-
dimensional systems, three representative model systems
will be discussed — A tight-binding (TB) molecular
system, a quantum graph with doubly-connected one-
dimensional (1D) channels, and a waveguide in a two-
dimensional (2D) space. All three are open systems. The
first two are simple enough for analytic analyses, where
some generic properties can be studied rigorously. The
third one is to illustrate the presence of these states in
more realistic systems, but unfortunately, it allows only
a numerical analysis.
II. MODELS AND DISCUSSIONS
A. A tight-binding molecular system
First we consider the TB system shown in Fig. 1(a)
which is defined by the Hamiltonian
H = Hmol +Hlead +Hmol−lead,
Hmol ≡
4∑
i=1
c†iVi ci +
4∑
i=1
∑
j>i
[
c†ihijcj +H.c.
]
,
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FIG. 1: (Color online) (a) The considered open TB system,
which consists of a molecule with four sites (labeled by 1 ∼
4) connected to two leads (labeled by I and II) with serially
connected sites (labeled by iη for lead η, where i = 0 ∼ ∞ and
η = I and II). The hoppings are denoted by bonds. (b) The
transmission probability T at different energies for V2 = 0
(solid line), where there is a LSC (located by a dotted line);
and V2 = 0.05t (dash-dotted line) and 0.3t (dash-dot-dotted
line), where there are no LSC. Those not-mentioned system
parameters are refered to the text.
Hlead ≡ −t
∑
η=I,II
∞∑
i=0
c†(i+1)ηciη +H.c.,
Hmol−lead ≡
∑
η=I,II
4∑
i=1
c†0ηh0ηici +H.c., (1)
where cλ, λ ∈ {1 ∼ 4, 0I ∼ ∞I, 0II ∼ ∞II}, is the annihi-
lation operator of a spinless particle on site λ, t and Vi
are real, and hij and h0ηi are complex in general. Sites
1 ∼ 4 are in a “molecule”, and sites 0η ∼ ∞η are in
lead η, η = I and II. This Hamiltonian may describe a
nanoscopic molecule or a mesoscopic cluster of quantum
dots connected to two leads.
Using a basis set {|λ〉} defined by |λ〉 ≡ c†λ|0〉
2and cλ|0〉 ≡ 0, one can write the time-independent
Schro¨dinger equation (TISE) H |ψ〉 = E|ψ〉, where E
is the energy of the particle, into a set of simultaneous
finite-difference (FD) equations. In a lead, the FD equa-
tions read tψηj−1 + Eψ
η
j + tψ
η
j+1 = 0, for j = 1 ∼ ∞
and η = I or II, where ψηj ≡ 〈jη|ψ〉. It has an analytic
solution
ψηj = Aηe
−ikj +Bηe
ikj , (2)
where Aη and Bη are arbitrary complex numbers, and
k ≡ |k| ≡ cos−1[−E/(2t)] ≡ k(E). Since k > 0, the
ingoing or inward propagating wave amplitudes are AI
and AII.
There remains six FD equations not solved by Eq. (2).
Replacing ψη0 and ψ
η
1 by Aη and Bη using Eq. (2), and
writing ψj ≡ 〈j|ψ〉 for j = 1 ∼ 4, the six equations can
be written as a matrix equation,


−teik(E) − E h0I1 h0I2 h0I3 h0I4 0
h∗0I1 V1 − E h12 h13 h14 h∗0II1
h∗0I2 h
∗
12 V2 − E h23 h24 h∗0II2
h∗0I3 h
∗
13 h
∗
23 V3 − E h34 h∗0II3
h∗0I4 h
∗
14 h
∗
24 h
∗
34 V4 − E h∗0II4
0 h0II1 h0II2 h0II3 h0II4 −teik(E) − E




BI
ψ1
ψ2
ψ3
ψ4
BII


=


(
E + te−ik(E)
)
AI
−h∗0I1AI − h∗0II1AII−h∗0I2AI − h∗0II2AII−h∗0I3AI − h∗0II3AII−h∗0I4AI − h∗0II4AII(
E + te−ik(E)
)
AII


, (3)
where the components from top to bottom are respec-
tively the FD equations centered at sites 0I, 1, 2, 3, 4, and
0II. When AI and AII are given, there are six unknowns
(BI, ψ1, ψ2, ψ3, ψ4, and BII) to be found. The unknowns
can be found by a straightforward matrix inversion when
the square matrix has a nonzero determinant. Notably,
the determinant actually can vanish at certain energies
for some system configurations, and imply a nontrivial so-
lution at AI = AII = 0 (no ingoing waves). The solution
must be localized within the molecule, since the outgo-
ing wave amplitudes BI and BII are necessarily vanishing
due to unitarity.
The determinant of the square matrix in Eq. (3) van-
ishes whenever the rows or columns of the matrix are not
linearly independent. For instance, consider the config-
uration h0I2 = h0I3, h0II2 = h0II3, h12 = h13, h24 = h34,
h23 = h
∗
23, and V2 = V3, at the energy E = V2 − h23. In
this occasion, the third and fourth rows of the matrix are
seen to be identical, which means that the determinant
of the matrix vanishes, and the solution to the problem
is not unique. Note that the system in this configuration
is not really “symmetric” in the usual sense.
A complete solution Ψ(λ) for Eq. (3), in the case of a
simple symmetric system in which h12 = h13 = h24 =
h34 ≡ ∆, h0I1 = h0II4 ≡ Γ, and h14 = h23 = h0I2 =
h0I3 = h0I4 = h0II1 = h0II2 = h0II3 = V1 = V2 =
V3 = V4 = 0 (which is similar to the model considered in
Ref. 7), at E = 0 (i.e., k = pi/2), where the determinant
vanishes, is found to be
Ψ(λ) = ψext(λ) + βψloc(λ),
ψext(λ) =
t(AI −AII)
iΓ
(∆λ,1 −∆λ,4)− Γ
∆
(AI∆λ,2 +AII∆λ,3)
+
∞∑
j=0
[
(i−jAI + i
jAII)∆λ,jI + (i
−jAII + i
jAI)∆λ,jII
]
,
ψloc(λ) = ∆λ,2 −∆λ,3, (4)
where β is an arbitrary complex number, i ≡ √−1, and
∆λ,λ′ = 1 (0) when λ = λ
′ (λ 6= λ′). Ψ is seen to be a
superposition of an extended state ψext and a localized
state ψloc. When AI = AII = 0 or |β| → ∞, Ψ → ψloc
and it is a localized state in the continuum (LSC).
The origin of the LSCs in TB systems can also be
understood in a more direct manner, given an insight
from the observation that ψloc vanishes at the sites in the
molecule in contact with the leads [see Eq. (4)]. In gen-
eral, if ψA and ψB are respectively the stationary states
at an energy E in two isolated clusters of sites, labeled
by A and B, and ψA(j
0
A) = ψB(j
0
B) = 0, where j
0
A (j
0
B) is
3a site on cluster A (B), then the direct product ψA⊗ψB
is a stationary state at E in a system where clusters A
and B are coupled by tABc
†
j0A
c
j0
B
+ H.c. This is because
though the FD equations for the coupled clusters contain
the additional terms tABψ(j
0
B) and t
∗
ABψ(j
0
A), the wave
function ψA ⊗ ψB is still a solution of the FD equations
since these terms vanish due to ψA(j
0
A) = ψB(j
0
B) = 0.
If one of the clusters, say cluster A, is infinitely large or
open and ψA is trivial, whereas cluster B is finite sized
and ψB is nontrivial, then ψA ⊗ ψB is a LSC. The gen-
eralization of the above argument to the case with more
than two clusters is straightforward. An example of such
case is the LSC in Eq. (4), which can be constructed
from three clusters, where two of them (the two leads)
have infinitely large sizes and trivial stationary states.
For AI = 1 and AII = 0, the transmission probability
T defined by T ≡ |BII|2 is plotted versus the energy E
for ∆ = 0.2t and Γ = 0.4t in Fig. 1(b). In the same
figure, T is also plotted for the same system parameters
but V2 = 0.05t and 0.3t, where the LSC is destroyed and
has become an almost-localized state. It is seen that T
can reflect the LSC only when the LSC is destroyed by
a perturbation and a Fano resonance appears.8 The blue
shifts of the resonances from the energy of the LSC is
due to the increase of the energies of the almost-localized
states by V2.
Therefore a comprehensive understanding of the prob-
lem may be stated as the following. For problems of open
systems, whenever the determinant of the matrix to be
inverted vanishes at an energy, there is a localized state at
that energy. If the energy is in a continuum of extended
scattering states, the localized state is a LSC, and a com-
plete solution is a superposition of the degenerate LSC
and extended states. As the states are decoupled, the
transport which is related only to the extended states
does not reflect the presence of the LSC. When a LSC is
destroyed, or a previously localized state is coupled with
the extended states, the passing of a particle from one
lead to the other through the molecule can take place via
two routes — the extended states spanning the leads and
the molecule or the almost-localized state in the molecule.
That results in a nonresonant and a resonant transmis-
sion amplitudes, and the interference results in a Fano
resonance.6 When the almost-localized state is on the
verge of the decoupling from the continuum and acquir-
ing an infinitely long lifetime, the resonance is infinitely
sharp.9
B. A quantum graph
The second example is a quantum graph. The quan-
tum graphs are multiply-connected 1D systems, which
are meant to be effective models of multiply-connected
quasi-one-dimensional (Q1D) systems at low energies.
They are defined by the following conditions. Away from
the junctions, a particle is governed by a 1D Schro¨dinger
equation. At a junction, the wave functions on different
branches are connected by a chosen connecting scheme.10
For a junction of three branches, we have chosen a scheme
defined by the equations (1) ψ1 = ψ2 = ψ3 and (2)
νψ1+
∑3
i=1 ∂ψi/∂xi = 0, where ψi and xi are respectively
the wave function and coordinate defined on branch i.
The coordinates are directed away from the junction, and
ν is a given real parameter with a dimension of 1/length.
We consider a 1D ring connected to two 1D leads as
shown in Fig. 2(a). A potential everywhere equal to
zero is assumed, and the wave function at energy E
on the branch labeled by η (η = I, II, III, and IV) is
ψη(xη) = Aηe
ikxη + Bηe
−ikxη , where Aη and Bη are ar-
bitrary complex numbers and k ≡ √2mE/~. Applying
the mentioned connecting scheme at the two junctions,
we obtain six simultaneous equations or a matrix equa-
tion,


−1 1 1 0 0 0
−1 0 0 1 1 0
1− iν/k 1 −1 1 −1 0
0 eikLII e−ikLII 0 0 −1
0 0 0 eikLIII e−ikLIII −1
0 −eikLII e−ikLII −eikLIII e−ikLIII 1− iν/k




BI
AII
BII
AIII
BIII
BIV


=


AI
AI
AI(1− iν/k)
AIV
AIV
AIV(1− iν/k)


, (5)
where LII and LIII are respectively the lengths of
branches II and III. When the ingoing wave amplitudes
AI and AIV are specified, there are six unknowns to be
found (BI, AII, BII, AIII, BIII, and BIV).
From Eq. (5), a LSC is seen at k = kn ≡ nn0pi/L0,
when LII : LIII = nII : nIII, n0 ≡ min(nII, nIII),
L0 ≡ min(LII, LIII), n, nII, and nIII are integers, and
nII+nIII is even. The above condition results in e
iknLII =
eiknLIII = (−1)nn0 ≡ ζn, and for the square matrix
in Eq. (5), the differences between the corresponding
elements in the first and second rows are identical to
that between the fourth and fifth rows. Therefore the
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FIG. 2: (Color online) (a) The considered open quantum
graph, which consists of a 1D ring (formed by the branches
labeled by II and III) connected to two leads (labeled by I and
IV). A coordinate xη with a positive direction indicated by an
arrow is defined on branch η (η = I, II, III, and IV). (b) The
transmission probability T is plotted versus a dimensionless
wave number κ defined by κ ≡ k(LII + LIII)/(2pi), for ν = 0,
and LII : LIII = 1 : 3 (solid line) and 1 : 3.4 (dash-dotted
line). There is a LSC for the 1 : 3 case (indicated by a dotted
line), but not for the 1 : 3.4 case in this energy range.
rows are not linearly independent and the determinant of
the matrix vanishes. A complete solution Ψn(x), where
x ∈ {xη| η = I, II, III, IV}, is found to be
Ψn(x) = ψ
ext
n (x) + βψ
loc
n (x),
ψextn (x) =
∑
η=I,IV
[
Aηe
iknxη + Λn(A¯η, Aη)e
−iknxη
]
∆x,xη
+
∑
η=II,III
[
Ωn(AI, AIV)e
iknxη +Ωn(AIV, AI)e
ikn(Lη−xη)
]
∆x,xη ,
ψlocn (x) = sin(knxII)∆x,xII − sin(knxIII)∆x,xIII ,
Λn(X,Y ) ≡ ζnX − Y νn
1 + νn
, Ωn(X,Y ) ≡ X(3 + νn) + ζnY (1− νn)
4(1 + νn)
,
A¯I ≡ AIV, A¯IV ≡ AI,
νn ≡ ν
ikn
, (6)
where β is an arbitrary complex number, and ∆x,xη =
1 (0) when x = xη (x 6= xη). The solution Ψn is a
superposition of a LSC ψlocn and an extended state ψ
ext
n .
Like in the case of a TB model discussed in Sec. II A,
ψlocn vanishes at the point in contact with the leads
Since the LSC is decoupled from the extended states,
it will not be revealed in those spectral properties due to
the scattering. For quantum graphs, Texier11 has pointed
out that the Friedel sum rule, which is related to the
phases of the eigenvalues of the scattering matrix, fails to
count the number of states in a scattering region in such
a situation. Experimentally, it has also been found12 that
a 1D lead does not couple to a 2D wave function when
the lead is located at a node of the wave functions.
The LSCs in the defined quantum graph can also be
understood directly from the connecting equations at
5the junctions. If a stationary state at energy E in a
graph labeled by A, has a node at a point P on one of
the branches, then labeling the segments of the branch
on the two sides of P by 1 and 2, defining coordinates
x1 and x2 respectively, with positive directions directed
away from P , and denoting the stationary wave func-
tions on segments 1 and 2 by ψ1(x1) and ψ2(x2) re-
spectively, one has ψ1 = ψ2 (both are vanishing) and
∂ψ1/∂x1 + ∂ψ2/∂x2 = 0 at P , and the stationary wave
function can be written in the form of the direct product
ψ1⊗ψ2⊗ψAothers, where ψAothers is the direct product of the
wave functions on the other branches in the graph. Sim-
ilarly, for a graph labeled by B containing a branch with
an open end labeled by 3, which has also a stationary
state at E, the stationary wave function can be written
into the form ψ3 ⊗ ψBothers, where ψ3 is the wave func-
tion on branch 3, and ψBothers is the direct product of the
wave functions on the other branches in the graph. If ψ3
is trivial, when the open end of branch 3 is attached to
P by demanding the connecting equations ψ1 = ψ2 = ψ3
and νψ1 +
∑3
i=1 ∂ψi/∂xi = 0 to be fulfilled at P , the di-
rect product ψ1⊗ψ2⊗ψ3⊗ψAothers⊗ψBothers is a stationary
solution at E in the coupled graphs, since the connect-
ing equations are automatically fulfilled. If graph A is
finite and ψ1 ⊗ ψ2 ⊗ ψAothers is nontrivial, whereas graph
B is infinitely large and ψ3 ⊗ ψBothers is trivial, the sta-
tionary state in the coupled graphs is a LSC. Note that
the above arguments can also be straightforwardly gen-
eralized to the case of more than two clusters, and the
LSC in Eq. (6) is an example of this.
For AI = 1 and AIV = 0, the transmission probability
T defined by T = |BIV|2. In Fig. 2(b), T is plotted
versus the wave number for ν = 0, LII : LIII = 1 : 3 and
1 : 3.4, at the vicinity of a LSC or almost-localized state.
For an isolated ring with an uniform potential on it, the
nodes of the stationary standing wave states are equally
spaced, and hence “commensurate” branch lengths (such
as 1:3) in the open graph give rise to LSCs. Note the
Fano resonance when the LSC is destroyed.
C. A two-dimensional waveguide
Our third example is a waveguide in a 2D continuous
space as shown in Fig. 3(a). The waveguide has a width
of W , and the potential in the waveguide is set at zero
besides a square region that is set at VG. We will call the
infinitely extended regions on both sides the leads, and
the central finite sized region a resonating cavity. This
system may model a mesoscopic fabricated structure.
We discretize the continuous space into a square lat-
tice, and the TISE becomes a set of simultaneous FD
equations that read13,14 −t(ψi−xˆ+ψi+xˆ+ψi−yˆ+ψi+yˆ)+
(Vi−E+2t)ψi = 0, where E is the energy, t ≡ ~2/(2ma2)
(a is the distance between two nearest sites), xˆ and yˆ are
respectively the unit vectors along the x and y directions,
i ≡ (ix, iy) (where ix and iy are integers), and ψi and Vi
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FIG. 3: (Color online) (a) The considered open 2D waveg-
uide. Two leads (labeled by I and II) of widthW are attached
oppositely to a square cavity (shaded region). The potential
in the leads are kept at zero, and that in the cavity is kept
at VG. A coordinate system (x, y) is defined in the cavity as
shown. (b) The transmission probability T is plotted versus a
dimensionless wave number κ defined by κ ≡
√
2mEW/(pi~),
for the case shown in (a) (solid line) and the case with an addi-
tional δ-potential V (x, y) = v0δ(x−W/6)δ(y−W/6) (dashed-
dotted line). In this energy range, LSCs (indicated by dotted
lines) are found only in the case of no δ-potential. The pairs
of integers in the form [mx,my] indicate the profiles of the
LSCs.
are respectively the wave function and potential at ia.
The FD equations are solved like in the first example.
In a lead labeled by η (η = I or II), taking the integer
iηx (i
η
y) as the longitudinal (transverse) coordinate, the
wave function at energy E for Vi = 0 is
13,14
ψη(iηx, i
η
y) =
Nη∑
m=1
(
Aηme
ikηmi
η
xa +Bηme
−ikηmi
η
xa
)
× 1√
Nη + 1
sin
[
mpi
Nη + 1
(iηy + 1)
]
, (7)
where Aηm and B
η
m are arbitrary complex numbers, i
η
y =
0 ∼ Nη − 1 [where W ≡ (Nη + 1)a], and kηm is defined
by E ≡ −2t{2 − cos(kηma) − cos[mpi/(Nη + 1)]}, where
the cosine is defined by cos ξ ≡ (eiξ + e−iξ)/2 for a com-
plex ξ, and the phase of kηm is chosen such that A
η
m is
the amplitude of a wave propagating or exponentially
decaying inward. The multiple transverse modes for the
transverse coordinate iηy is a consequence of the quasi-
one-dimensionality.
Taking the ingoing amplitudes {Aηm} as the input, the
unknowns will be {Bηm} (amplitudes of the waves propa-
gating or exponentially decaying outward) and the point-
wise wave function in the cavity ψcavity. The FD equa-
tions centered at the sites within the cavity, and the
6uniqueness requirement of the wave function at the inter-
faces between the cavity and the leads results in a matrix
equation of the form
M(E) · |{Bηm}, ψcavity〉 = |{Aηm}〉, (8)
where |{Aηm}〉 and |{Bηm}, ψcavity〉 are respectively the
known and unknown column matrices, and M(E) is a
square matrix whose determinant detM(E) may vanish
and imply LSCs in the system.
When there are no ingoing waves (i.e., Aηm = 0 for
all η and m) and hence |{Aηm}〉 = 0, a nontrivial solu-
tion for |{Bηm}, ψcavity〉 can be obtained if detM(E) = 0.
This is necessarily a localized state since the Bηm’s for
the outward propagating waves necessarily vanish due
to unitarity, leaving only the possibility of nonvanishing
Bηm’s for the outward exponentially decaying waves. If
detM(E) = 0 occurs at an energy E0 in the continuum,
a complete solution at E0 is a superposition of the lo-
calized state found by detM(E) = 0, and the extended
states found by inverting M(E) at E0 + δ, δ → 0.
Note that to find a nontrivial solution for the col-
umn vector |φ〉 in an equation S|φ〉 = 0, where S is
a square matrix, is to find an eigenvector of S that
corresponds to a vanishing eigenvalue (since the equa-
tion is just S|φ〉 = 0 · |φ〉). The eigenproblem can
be solved by a numerical package such as EISPACK
(http://www.netlib.org/). In general, there can be si-
multaneously more than one eigenvectors having vanish-
ing eigenvalues, and these eigenvectors are the degenerate
localized states in the original problem.
Figure 3(b) shows the transmission probability T for
a particle with an energy E, injected from the first sub-
band in lead I, and passed to the first subband in lead
II. Letting Aηm = ∆η,I∆m,1, T is given by T ≡ |BII1 |2.
We choose VG = −15~2/(mW 2), and consider the cases
with and without an additional perturbing δ-potential
V (x, y) = v0δ(x−W/6)δ(y−W/6) in the cavity,15 where
v0 = 5~
2/m, and x and y are the coordinates defined in
Fig. 3(a).
In the considered energy range in Fig. 3(b), zeroes of
detM(E)16 or LSCs are found only for the case without
a perturbing δ-potential. Note that LSCs can also exist
at energies beyond the first subband (at κ > 2). We have
used Nη = 17 in Fig. 3(b), and since we find the LSCs
qualitatively the same as those in the calculation using
Nη = 8,
17 we believe they will survive in the continuous
space limit. As usual, Fano resonances appear when the
LSCs are destroyed. The locations of the resonances de-
pend on the details of the perturbing potential, but when
the perturbing potentials are vanishingly small, the res-
onances are always found with infinitesimal widths on
the locations of the LSCs. A noteworthy point is the δ-
potential does not affect a LSC when it is on a node of
it.
The LSCs in Fig. 3(b) have profiles with exponen-
tial tails in the leads, and resemble the fictitious stand-
ing waves sin(mxpix/W ) · sin(mypiy/W ) in the cavity,
(b)
(a)
FIG. 4: The probability densities of two of the LSCs in
Fig. 3(b) are shown in a section of the waveguide with the
cavity at the center. The length of the section is three times
of the width. (a) The [2,2] LSC at κ ≃ 1.74 has sizable expo-
nential tails in the leads. Correspondingly, it has also a con-
siderable red shift from κSW(2, 2) ≃ 2.23, where κSW(mx,my)
is defined by κSW(mx,my) ≡
√
2mESW(mx,my)W/(pi~). (b)
The [1,3] LSC at κ ≃ 2.51 has smaller exponential tails in the
leads, and also a lesser red shift from κSW(1, 3) ≃ 2.64.
where mx and my are integers. Therefore we will use
[mx,my] to label the LSCs for the convenience in our
discussion. The four LSCs in Fig. 3(b), from the low-
est to the highest energy, resemble standing waves with
[mx,my] = [1, 2], [2,2], [1,3], and [2,3] respectively. The
probability densities or squares of the absolute values
of the wave functions of two of the LSCs are shown in
Fig. 4. The energy of a LSC is found to be always
red shifted from the energy of the corresponding ficti-
tious standing wave in the cavity ESW(mx,my), where
ESW(mx,my) = VG + (m
2
x +m
2
y)pi
2
~
2/(2mW 2). More-
over, it seems that the larger the exponential tails, the
more the red shift [comparing Figs. 4(a) and 4(b)]. This
is conceivable since the tails lead to a lowering of the
kinetic energies.
The presence of the above LSCs can be understood
by an intuitive picture. Notice that the first two LSCs
which resemble the [mx,my] = [1,2] and [2,2] standing
waves, are embedded only in the first subband. Since
their transverse wave functions resemble sin(2piy/W ) and
are orthogonal to the first transverse modes in the leads
sin(piy/W ), the standing waves are trapped in the cavity.
With this picture, the absence of a LSC with my = 1,
such as a LSC with [mx,my] = [2, 1] or [3,1] is conceiv-
7able. The two higher energy LSCs which resemble the
standing waves with [mx,my] = [1, 3] and [2,3] are em-
bedded in both the first and second subband. Likewise,
the trapping can be understood by the observation that
their transverse wave functions with my = 3 are orthog-
onal to the transverse modes in the leads with my = 1
and 2. In this energy range we do not find LSCs with
my = 1 and 2, such as [3,1] and [3,2].
18,19,20,21
The LSCs as the eigenstates ofM(E) are orthogonal to
each other, though theM(E) in Eq. (8) is non-Hermitian
in general. The orthogonality can be argued from the
fact that the LSCs are localized and are not affected by
a truncation of the leads at distances far away from the
cavity. Since the LSCs form a subset of the set of eigenen-
ergy states of the Hermitian Hamiltonian matrix for the
truncated (closed) system, they are orthogonal.
III. CONCLUDING REMARKS
The behaviors of the LSCs in open low-dimensional
systems have been illustrated by examples of various
kinds. These LSCs are obtained by studying the zeroes of
the determinant of the matrix to be inverted in a consid-
ered problem. A zero corresponds to at least one localized
state. The crucial factor in the formation of these LSCs is
the low-dimensionality of the leads, and the “symmetric-
ity” in the systems is not a necessary condition.22
For the TB molecule and quantum graph, the one-
dimensionality of the leads enables them to attach just
at the nodes of a LSC in the scattering region and thereby
leaving the LSC intact. The same argument also holds for
the case of higher dimensional leads with 1D constrictions
at the ends joining the scattering region. For the case
of Q1D leads, the delocalization of a standing wave in
the cavity can be prohibited by the non-overlapping of
its transverse wave function and the transverse modes in
the leads, and the standing wave is turned into a LSC.23
In view of the possibility of such LSCs not only in
the case of idealized 1D leads but also in the case of
Q1D leads, such LSCs may exist or may be realizable in,
e.g., mesoscopic structures24 and nanobridges or molec-
ular junctions,25 and may not of academic interest only.
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