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Abstract
The collaborative filtering (CF) approach to recommenders has recently enjoyed
much interest and progress. The fact that it played a centralrole within the recently
completed Netflix competition has contributed to its popularity. This chapter surveys
the recent progress in the field. Matrix factorization techniques, which became a first
choice for implementing CF, are described together with recent innovations. We
also describe several extensions that bring competitive accur y into neighborhood
methods, which used to dominate the field. The chapter demonstrate how to utilize
temporal models and implicit feedback to extend models accur y. In passing, we
include detailed descriptions of some the central methods developed for tackling the
challenge of the Netflix Prize competition.
1 Introduction
Collaborative filtering (CF) methods produce user specific re ommendations of
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ogenous information about either items or users. While well established methods
work adequately for many purposes, we present several recent xtensions available
to analysts who are looking for the best possible recommendations.
The Netflix Prize competition that began in October 2006 has fueled much re-
cent progress in the field of collaborative filtering. For thefirst time, the research
community gained access to a large-scale, industrial strength data set of 100 million
movie ratings—attracting thousands of scientists, students, engineers and enthusi-
asts to the field. The nature of the competition has encouraged rapid development,
where innovators built on each generation of techniques to improve prediction accu-
racy. Because all methods are judged by the same rigid yardstick on common data,
the evolution of more powerful models has been especially effici nt.
Recommender systems rely on various types of input. Most convenient is high
quality explicit feedback, where users directly report on their interest in products.
For example, Netflix collects star ratings for movies and TiVo users indicate their
preferences for TV shows by hitting thumbs-up/down buttons.
Because explicit feedback is not always available, some recommenders infer user
preferences from the more abundantimplicit feedback, which indirectly reflect opin-
ion through observing user behavior [22]. Types of implicitfeedback include pur-
chase history, browsing history, search patterns, or even mouse movements. For
example, a user who purchased many books by the same author probably likes that
author. This chapter focuses on models suitable for explicit feedback. Nonetheless,
we recognize the importance of implicit feedback, an especially valuable informa-
tion source for users who do not provide much explicit feedback. Hence, we show
how to address implicit feedback within the models as a secondary source of infor-
mation.
In order to establish recommendations, CF systems need to relate two funda-
mentally different entities: items and users. There are twoprimary approaches to
facilitate such a comparison, which constitute the two maintechniques of CF:the
neighborhood approachandlatent factor models. Neighborhood methods focus on
relationships between items or, alternatively, between usrs. An item-item approach
models the preference of a user to an item based on ratings of similar items by the
same user. Latent factor models, such as matrix factorization (aka, SVD), comprise
an alternative approach by transforming both items and users to the same latent fac-
tor space. The latent space tries to explain ratings by charaterizing both products
and users on factors automatically inferred from user feedback.
Producing more accurate prediction methods requires deepening their founda-
tions and reducing reliance on arbitrary decisions. In thisc apter, we describe a
variety of recent improvements to the primary CF modeling techniques. Yet, the
quest for more accurate models goes beyond this. At least as important is the identi-
fication of all the signals, or features, available in the data. Conventional techniques
address the sparse data of user-item ratings. Accuracy significantly improves by also
utilising other sources of information. One prime example includes all kinds of tem-
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poral effects reflecting the dynamic, time-drifting natureof user-item interactions.
No less important is listening to hidden feedback such as which items users chose to
rate (regardless of rating values). Rated items are not selected at random, but rather
reveal interesting aspects of user preferences, going beyond the numerical values of
the ratings.
Section 3 surveys matrix factorization techniques, which combine implementa-
tion convenience with a relatively high accuracy. This has mde them the preferred
technique for addressing the largest publicly available dataset - the Netflix data.
This section describes the theory and practical details behind t ose techniques. In
addition, much of the strength of matrix factorization models stems from their nat-
ural ability to handle additional features of the data, including implicit feedback
and temporal information. This section describes in detailhow to enhance matrix
factorization models to address such features.
Section 4 turns attention to neighborhood methods. The basic methods in this
family are well known, and to a large extent are based on heuristics. Some recently
proposed techniques address shortcomings of neighborhoodtechniques by suggest-
ing more rigorous formulations, thereby improving prediction accuracy. We con-
tinue at Section 5 with a more advanced method, which uses theinsights of common
neighborhood methods, with global optimization techniques typical to factorization
models. This method allows lifting the limit on neighborhood size, and also address-
ing implicit feedback and temporal dynamics. The resultingaccuracy is close to that
of matrix factorization models, while offering some practical advantages.
Pushing the foundations of the models to their limits reveals surprising links
among seemingly unrelated techniques. We elaborate on thisin Section 6 to show
that, at their limits, user-user and item-item neighborhood models may converge
to a single model. Furthermore, at that point, both become equivalent to a simple
matrix factorization model. The connections reduce the relvance of some previous
distinctions such as the traditional broad categorizationof matrix factorization as
“model based” and neighborhood models as “memory based”.
2 Preliminaries
We are given ratings form users (aka customers) anditems (aka products). We
reserve special indexing letters to distinguish users fromite s: for usersu,v, and
for itemsi, j, l . A rating rui indicates the preference by useru of item i, where high
values mean stronger preference. For example, values can beinteg rs ranging from
1 (star) indicating no interest to 5 (stars) indicating a strong interest. We distinguish
predicted ratings from known ones, by using the notation ˆrui for the predicted value
of rui.
The scalartui denotes the time of ratingrui. One can use different time units,
based on what is appropriate for the application at hand. Forexample, when time
is measured in days, thentui counts the number of days elapsed since some early
time point. Usually the vast majority of ratings are unknown. For example, in the
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Netflix data 99% of the possible ratings are missing because auser typically rates
only a small portion of the movies. The(u, i) pairs for whichrui is known are stored
in the setK = {(u, i) | rui is known}. Each useru is associated with a set of items
denoted by R(u), which contains all the items for which ratings byu are available.
Likewise, R(i) denotes the set of users who rated itemi. Sometimes, we also use
a set denoted by N(u), which contains all items for whichu provided an implicit
preference (items that he rented/purchased/watched, etc.).
Models for the rating data are learnt by fitting the previously observed ratings.
However, our goal is to generalize those in a way that allows us to predict future,
unknown ratings. Thus, caution should be exercised to avoidoverfitting the observed
data. We achieve this by regularizing the learnt parameters, whose magnitudes are
penalized. Regularization is controlled by constants which are denoted as:λ1,λ2, . . .
Exact values of these constants are determined by cross validation. As they grow,
regularization becomes heavier.
2.1 Baseline predictors
CF models try to capture the interactions between users and items that produce
the different rating values. However, much of the observed rating values are due to
effects associated with either users or items, independently of heir interaction. A
principal example is that typical CF data exhibit large userand item biases – i.e.,
systematic tendencies for some users to give higher ratingsthan others, and for some
items to receive higher ratings than others.
We will encapsulate those effects, which do not involve user-item interaction,
within thebaseline predictors(also known asbiases). Because these predictors tend
to capture much of the observed signal, it is vital to model thm accurately. Such
modeling enables isolating the part of the signal that trulyepresents user-item in-
teraction, and subjecting it to more appropriate user preference models.
Denote byµ the overall average rating. A baseline prediction for an unknown
ratingrui is denoted bybui and accounts for the user and item effects:
bui = µ +bu+bi (1)
The parametersbu andbi indicate the observed deviations of useru and itemi, re-
spectively, from the average. For example, suppose that we want a baseline predictor
for the rating of the movie Titanic by user Joe. Now, say that te average rating over
all movies,µ , is 3.7 stars. Furthermore, Titanic is better than an average movie, so
it tends to be rated 0.5 stars above the average. On the other hand, Joe is a critical
user, who tends to rate 0.3 stars lower than the average. Thus, the baseline predictor
for Titanic’s rating by Joe would be 3.9 stars by calculating3.7−0.3+0.5. In order
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Here, the first term∑(u,i)∈K (rui− µ + bu + bi)2 strives to findbu’s and bi ’s that
fit the given ratings. The regularizing term –λ1(∑ub2u+∑i b2i ) – avoids overfitting
by penalizing the magnitudes of the parameters. This least square problem can be
solved fairly efficiently by the method of stochastic gradient descent (described in
Subsection 3.1).
For the Netflix data the mean rating (µ) is 3.6. As for the learned user biases (bu),
their average is 0.044 with standard deviation of 0.41. The average of their absolute
values (|bu|) is: 0.32. The learned item biases (bi) average to -0.26 with a standard
deviation of 0.48. The average of their absolute values (|bi |) is 0.43.
An easier, yet somewhat less accurate way to estimate the parameters is by de-
coupling the calculation of thebi ’s from the calculation of thebu’s. First, for each










Averages are shrunk towards zero by using the regularization parameters,λ2,λ3,
which are determined by cross validation. Typical values onthe Netflix dataset are:
λ2 = 25,λ3 = 10.
In Subsection 3.3.1, we show how the baseline predictors canbe improved by
also considering temporal dynamics within the data.
2.2 The Netflix data
In order to compare the relative accuracy of algorithms described in this chapter,
we evaluated all of them on the Netflix data of more than 100 million date-stamped
movie ratings performed by anonymous Netflix customers betwe n Nov 11, 1999
and Dec 31, 2005 [5]. Ratings are integers ranging between 1 and 5. The data spans
17,770 movies rated by over 480,000 users. Thus, on average,a movie receives
5600 ratings, while a user rates 208 movies, with substantial variation around each
of these averages. To maintain compatibility with results published by others, we
adopt some standards that were set by Netflix. First, qualityof he results is usually





a measure that puts more emphasis on large errors compared with the alternative of
mean absolute error. (Consider Chapter?? for a comprehensive survey of alternative
evaluation metrics of recommender systems.)
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We report results on a test set provided by Netflix (also knownas the Quiz set),
which contains over 1.4 million recent ratings. Compared with the training data, the
test set contains many more ratings by users that do not rate much and are therefore
harder to predict. In a way, this represents real requirements for a CF system, which
needs to predict new ratings from older ones, and to equally address all users, not
just the heavy raters.
The Netflix data is part of the Netflix Prize competition, where the benchmark
is Netflix’s proprietary system, Cinematch, which achieveda RMSE of 0.9514 on
the test set. The grand prize was awarded to a team that managed to drive this
RMSE below 0.8563 (10% improvement) after almost three years of extensive ef-
forts. Achievable RMSE values on the test set lie in a quite compressed range, as
evident by the difficulty to win the grand prize. Nonetheless, there is evidence that
small improvements in RMSE terms can have a significant impact on the quality of
the top few presented recommendations [17, 19].
2.3 Implicit feedback
This chapter is centered on explicit user feedback. Nonetheless, when additional
sources of implicit feedback are available, they can be exploited for better under-
standing user behavior. This helps to combat data sparseness a d can be particularly
helpful for users with few explicit ratings. We describe extensions for some of the
models to address implicit feedback.
For a dataset such as the Netflix data, the most natural choicefor implicit feed-
back would probably be movie rental history, which tells us about user preferences
without requiring them to explicitly provide their ratings. For other datasets, brows-
ing or purchase history could be used as implicit feedback. However, such data is
not available to us for experimentation. Nonetheless, a less obvious kind of implicit
data does exist within the Netflix dataset. The dataset does nt only tell us the rating
values, but alsowhichmovies users rate, regardless ofh wthey rated these movies.
In other words, a user implicitly tells us about her preferences by choosing to voice
her opinion and vote a (high or low) rating. This creates a binary matrix, where
“1” stands for “rated”, and “0” for “not rated”. While this binary data may not be
as informative as other independent sources of implicit feedback, incorporating this
kind of implicit data does significantly improves prediction accuracy. The benefit
of using the binary data is closely related to the fact that ratings are not missing at
random; users deliberately choose which items to rate (see Marlin et al. [21]).
3 Matrix factorization models
Latent factor models approach collaborative filtering withthe holistic goal to un-
cover latent features that explain observed ratings; examples include pLSA [15],
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neural networks [24], Latent Dirichlet Allocation [7], andmodels that are induced
by factorization of the user-item ratings matrix (also knowas SVD-based mod-
els). Recently, matrix factorization models have gained popularity, thanks to their
attractive accuracy and scalability.
In information retrieval, SVD is well established for identifying latent semantic
factors [9]. However, applying SVD to explicit ratings in the CF domain raises dif-
ficulties due to the high portion of missing values. Conventional SVD is undefined
when knowledge about the matrix is incomplete. Moreover, carelessly addressing
only the relatively few known entries is highly prone to overfitting. Earlier works
relied on imputation [16, 26], which fills in missing ratingsand makes the rating ma-
trix dense. However, imputation can be very expensive as it significantly increases
the amount of data. In addition, the data may be considerablydistorted due to in-
accurate imputation. Hence, more recent works [4, 6, 10, 17,23, 24, 28] suggested
modeling directly only the observed ratings, while avoiding overfitting through an
adequate regularized model.
In this section we describe several matrix factorization techniques, with increas-
ing complexity and accuracy. We start with the basic model – “SVD”. Then, we
show how to integrate other sources of user feedback in orderto increase prediction
accuracy, through the “SVD++ model”. Finally we deal with the fact that customer
preferences for products may drift over time. Product perception and popularity are
constantly changing as new selection emerges. Similarly, customer inclinations are
evolving, leading them to ever redefine their taste. This leads to a factor model that
addresses temporal dynamics for better tracking user behavior.
3.1 SVD
Matrix factorization models map both users and items to a joint latent factor space
of dimensionalityf , such that user-item interactions are modeled as inner products
in that space. The latent space tries to explain ratings by chara terizing both prod-
ucts and users on factors automatically inferred from user fe dback. For example,
when the products are movies, factors might measure obviousdimensions such as
comedy vs. drama, amount of action, or orientation to children; less well defined
dimensions such as depth of character development or “quirkiness”; or completely
uninterpretable dimensions.
Accordingly, each itemi is associated with a vectorqi ∈ R f , and each useru is
associated with a vectorpu ∈ R f . For a given itemi, the elements ofqi measure the
extent to which the item possesses those factors, positive or n gative. For a given
useru, the elements ofpu measure the extent of interest the user has in items that
are high on the corresponding factors (again, these may be positive or negative).
The resulting dot product,1 qTi pu, captures the interaction between useru and item
i—i.e., the overall interest of the user in characteristics ofthe item. The final rating
1 Recall that the dot product between two vectorsx,y∈ R f is defined as:xTy= ∑ fk=1 xk ·yk
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is created by also adding in the aforementioned baseline predictors that depend only
on the user or item. Thus, a rating is predicted by the rule
r̂ui = µ +bi +bu+qTi pu . (2)






(rui−µ−bi−bu−qTi pu)2+λ4(b2i +b2u+‖qi‖2+‖pu‖2) .
The constantλ4, which controls the extent of regularization, is usually determined
by cross validation. Minimization is typically performed by either stochastic gradi-
ent descent or alternating least squares.
Alternating least squares techniques rotate between fixingthepu’s to solve for the
qi ’s and fixing theqi ’s to solve for thepu’s. Notice that when one of these is taken as
a constant, the optimization problem is quadratic and can beoptimally solved; see
[2, 4].
An easy stochastic gradient descent optimization was popularized by Funk [10]
and successfully practiced by many others [17, 23, 24, 28]. The algorithm loops
through all ratings in the training data. For each given rating rui, a prediction (ˆrui)
is made, and the associated prediction erroreui
def
= rui− r̂ui is computed. For a given
training caserui, we modify the parameters by moving in the opposite direction of
the gradient, yielding:
• bu← bu+ γ · (eui−λ4 ·bu)
• bi ← bi + γ · (eui−λ4 ·bi)
• qi ← qi + γ · (eui · pu−λ4 ·qi)
• pu← pu+ γ · (eui ·qi−λ4 · pu)
When evaluating the method on the Netflix data, we used the following values for
the meta parameters:γ = 0.005,λ4 = 0.02. Henceforth, we dub this method “SVD”.
A general remark is in place. One can expect better accuracy by dedicating sepa-
rate learning rates (γ) and regularization (λ ) to each type of learned parameter. Thus,
for example, it is advised to employ distinct learning ratesto user biases, item biases
and the factors themselves. A good, intensive use of such a strategy is described in
Takács et al. [29]. When producing exemplary results for this chapter, we did not
use such a strategy consistently, and in particular many of the given constants are
not fully tuned.
3.2 SVD++
Prediction accuracy is improved by considering also implicit feedback, which pro-
vides an additional indication of user preferences. This ise pecially helpful for those
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users that provided much more implicit feedback than explicit one. As explained
earlier, even in cases where independent implicit feedbackis absent, one can cap-
ture a significant signal by accounting for which items usersrate, regardless of their
rating value. This led to several methods [17, 23, 25] that modeled a user factor by
the identity of the items he/she has rated. Here we focus on the SVD++ method [17],
which was shown to offer accuracy superior to SVD.
To this end, a second set of item factors is added, relating each itemi to a factor
vectoryi ∈ R f . Those new item factors are used to characterize users basedon the
set of items that they rated. The exact model is as follows:








The set R(u) contains the items rated by useru.
Now, a useru is modeled aspu+ |R(u)|−
1
2 ∑ j∈R(u) y j . We use a free user-factors
vector, pu, much like in (2), which is learnt from the given explicit ratings. This
vector is complemented by the sum|R(u)|−
1
2 ∑ j∈R(u) y j , which represents the per-
spective of implicit feedback. Since they j ’s are centered around zero (by the reg-
ularization), the sum is normalized by|R(u)|−
1
2 , in order to stabilize its variance
across the range of observed values of|R(u)|
Model parameters are determined by minimizing the associated regularized
squared error function through stochastic gradient descent. We loop over all known
ratings inK , computing:
• bu← bu+ γ · (eui−λ5 ·bu)
• bi ← bi + γ · (eui−λ5 ·bi)
• qi ← qi + γ · (eui · (pu+ |N(u)|−
1
2 ∑ j∈R(u) y j)−λ6 ·qi)
• pu← pu+ γ · (eui ·qi−λ6 · pu)
• ∀ j ∈ R(u) :
y j ← y j + γ · (eui · |R(u)|−
1
2 ·qi−λ6 ·y j)
When evaluating the method on the Netflix data, we used the following values for
the meta parameters:γ = 0.007, λ5 = 0.005, λ6 = 0.015. It is beneficial to decrease
step sizes (theγ ’s) by a factor of 0.9 after each iteration. The iterative process runs
for around 30 iterations until convergence.
Several types of implicit feedback can be simultaneously introduced into the
model by using extra sets of item factors. For example, if a user has a certain
kind of implicit preference to the items in N1(u) (e.g., she rented them), and a dif-
ferent type of implicit feedback to the items in N2(u) (e.g., she browsed them), we
could use the model
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The relative importance of each source of implicit feedbackwill be automatically
learned by the algorithm by its setting of the respective values of model parameters.
3.3 Time-aware factor model
The matrix-factorization approach lends itself well to modeling temporal effects,
which can significantly improve its accuracy. Decomposing ratings into distinct
terms allows us to treat different temporal aspects separately. Specifically, we iden-
tify the following effects that each vary over time: (1) userbiasesbu(t), (2) item
biasesbi(t), and (3) user preferencespu(t). On the other hand, we specify static
item characteristics,qi , because we do not expect significant temporal variation for
items, which, unlike humans, are static in nature. We start with a detailed discussion
of the temporal effects that are contained within the baseline predictors.
3.3.1 Time changing baseline predictors
Much of the temporal variability is included within the baselin predictors, through
two major temporal effects. The first addresses the fact thatan i em’s popularity
may change over time. For example, movies can go in and out of popularity as
triggered by external events such as the appearance of an actor in a new movie. This
is manifested in our models by treating the item biasbi as a function of time. The
second major temporal effect allows users to change their baseline ratings over time.
For example, a user who tended to rate an average movie “4 stars”, may now rate
such a movie “3 stars”. This may reflect several factors including a natural drift in a
user’s rating scale, the fact that ratings are given in relationship to other ratings that
were given recently and also the fact that the identity of therat r within a household
can change over time. Hence, in our models we take the parameter bu as a function
of time. This induces a template for a time sensitive baseline predictor foru’s rating
of i at daytui:
bui = µ +bu(tui)+bi(tui) (5)
Here,bu(·) and bi(·) are real valued functions that change over time. The exact
way to build these functions should reflect a reasonable way to parameterize the
involving temporal changes. Our choice in the context of themovie rating dataset
demonstrates some typical considerations.
A major distinction is between temporal effects that span extended periods of
time and more transient effects. In the movie rating case, wedo not expect movie
likeability to fluctuate on a daily basis, but rather to change over more extended pe-
riods. On the other hand, we observe that user effects can change on a daily basis,
reflecting inconsistencies natural to customer behavior. This requires finer time res-
olution when modeling user-biases compared with a lower resolution that suffices
for capturing item-related time effects.
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We start with our choice of time-changing item biasesbi(t). We found it adequate
to split the item biases into time-based bins, using a constant item bias for each time
period. The decision of how to split the timeline into bins should balance the desire
to achieve finer resolution (hence, smaller bins) with the need for enough ratings per
bin (hence, larger bins). For the movie rating data, there isa wide variety of bin sizes
that yield about the same accuracy. In our implementation, each bin corresponds to
roughly ten consecutive weeks of data, leading to 30 bins spanning all days in the
dataset. A dayt is associated with an integer Bin(t) (a number between 1 and 30 in
our data), such that the movie bias is split into a stationaryp t and a time changing
part
bi(t) = bi +bi,Bin(t) . (6)
While binning the parameters works well on the items, it is more f a challenge
on the users side. On the one hand, we would like a finer resolution for users to
detect very short lived temporal effects. On the other hand,we do not expect enough
ratings per user to produce reliable estimates for isolatedbins. Different functional
forms can be considered for parameterizing temporal user behavior, with varying
complexity and accuracy.
One simple modeling choice uses a linear function to capturea possible gradual
drift of user bias. For each useru, we denote the mean date of rating bytu. Now, if u
rated a movie on dayt, then the associated time deviation of this rating is definedas
devu(t) = sign(t− tu) · |t− tu|
β .
Here|t− tu| measures the number of days between datest andtu. We set the value
of β by cross validation; in our implementationβ = 0.4. We introduce a single
new parameter for each user calledαu so that we get our first definition of a time-
dependent user-bias
b(1)u (t) = bu+αu ·devu(t) . (7)
This simple linear model for approximating a drifting behavior requires learning
two parameters per user:bu andαu.
A more flexible parameterization is offered by splines. Letu be a user associated
with nu ratings. We designateku time points –{tu1, . . . , t
u
ku
} – spaced uniformly across
the dates ofu’s ratings as kernels that control the following function:






The parametersbutl are associated with the control points (or, kernels), and are auto-
matically learned from the data. This way the user bias is formed as a time-weighted
combination of those parameters. The number of control points, ku, balances flexi-
bility and computational efficiency. In our application we setku=n0.25u , letting it grow
with the number of available ratings. The constantσ determines the smoothness of
the spline; we setσ=0.3 by cross validation.
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So far we have discussed smooth functions for modeling the user bias, which
mesh well withgradual concept drift. However, in many applications there aresud-
den driftsemerging as “spikes” associated with a single day or session. For example,
in the movie rating dataset we have found that multiple ratings a user gives in a sin-
gle day, tend to concentrate around a single value. Such an effect need not span more
than a single day. The effect may reflect the mood of the user that day, the impact of
ratings given in a single day on each other, or changes in the actual rater in multi-
person accounts. To address such short lived effects, we assign a ingle parameter
per user and day, absorbing the day-specific variability. This parameter is denoted
by bu,t . Notice that in some applications the basic primitive time unit to work with
can be shorter or longer than a day.
In the Netflix movie rating data, a user rates on 40 different days on average.
Thus, working withbu,t requires, on average, 40 parameters to describe each user
bias. It is expected thatbu,t is inadequate as a standalone for capturing the user bias,
since it misses all sorts of signals that span more than a single day. Thus, it serves
as an additive component within the previously described schemes. The time-linear
model (7) becomes
b(3)u (t) = bu+αu ·devu(t)+bu,t . (9)
Similarly, the spline-based model becomes






A baseline predictor on its own cannot yield personalized recommendations, as
it disregards all interactions between users and items. In asense, it is capturing the
portion of the data that is less relevant for establishing recommendations. Nonethe-
less, to better assess the relative merits of the various choices f time-dependent
user-bias, we compare their accuracy as standalone predictors. In order to learn the
involved parameters we minimize the associated regularized squared error by using
stochastic gradient descent. For example, in our actual imple entation we adopt
rule (9) for modeling the drifting user bias, thus arriving at the baseline predictor
bui = µ +bu+αu ·devu(tui)+bu,tui +bi +bi,Bin(tui) . (11)











Here, the first term strives to construct parameters that fit the given ratings. The
regularization term,λ7(b2u+ . . .), avoids overfitting by penalizing the magnitudes of
the parameters, assuming a neutral 0 prior. Learning is doneby a stochastic gradient
descent algorithm running 20–30 iterations, withλ7 = 0.01.
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model static mov linear spline linear+ spline+
RMSE .9799.9771.9731 .9714 .9605 .9603
Table 1 Comparing baseline predictors capturing main movie and user effects. As temporal mod-
eling becomes more accurate, prediction accuracy improves (lowering RMSE).
Table 1 compares the ability of various suggested baseline predictors to explain
signal in the data. As usual, the amount of captured signal ismeasured by the root
mean squared error on the test set. As a reminder, test cases com later in time than
the training cases for the same user, so predictions often involve extrapolation in
terms of time. We code the predictors as follows:
• static, no temporal effects:bui = µ +bu+bi .
• mov, accounting only for movie-related temporal effects:bui = µ + bu + bi +
bi,Bin(tui).
• linear , linear modeling of user biases:bui = µ + bu + αu · devu(tui) + bi +
bi,Bin(tui).











• linear+, linear modeling of user biases and single day effect:bui = µ +bu+αu ·
devu(tui)+bu,tui +bi +bi,Bin(tui).








The table shows that while temporal movie effects reside in the data (lowering
RMSE from 0.9799 to 0.9771), the drift in user biases is much more influential.
The additional flexibility of splines at modeling user effects leads to better accuracy
compared to a linear model. However, sudden changes in user biases, which are cap-
tured by the per-day parameters, are most significant. Indeed, when including those
changes, the difference between linear modeling (“linear+”) and spline modeling
(“spline+”) virtually vanishes.
Beyond the temporal effects described so far, one can use thesam methodol-
ogy to capture more effects. A primary example is capturing periodic effects. For
example, some products may be more popular in specific seasons or ear certain
holidays. Similarly, different types of television or radio shows are popular through-
out different segments of the day (known as “dayparting”). Periodic effects can be
found also on the user side. As an example, a user may have different attitudes or
buying patterns during the weekend compared to the working week. A way to model
such periodic effects is to dedicate a parameter for the combinations of time periods
with items or users. This way, the item bias of (6), becomes
bi(t) = bi +bi,Bin(t)+bi,period(t) .
For example, if we try to capture the change of item bias with the season of the year,
then period(t)∈ {fall,winter,spring,summer}. Similarly, recurring user effects may
be modeled by modifying (9) to be
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bu(t) = bu+αu ·devu(t)+bu,t +bu,period(t) .
However, we have not found periodic effects with a significant predictive power
within the movie-rating dataset, thus our reported resultsdo not include those.
Another temporal effect within the scope of basic predictors is related to the
changing scale of user ratings. Whilebi(t) is a user-independent measure for the
merit of item i at time t, users tend to respond to such a measure differently. For
example, different users employ different rating scales, and a single user can change
his rating scale over time. Accordingly, the raw value of themovie bias is not com-
pletely user-independent. To address this, we add a time-dep ndent scaling feature
to the baseline predictors, denoted bycu(t). Thus, the baseline predictor (11) be-
comes
bui = µ +bu+αu ·devu(tui)+bu,tui +(bi +bi,Bin(tui)) ·cu(tui) . (12)
All discussed ways to implementbu(t) would be valid for implementingcu(t) as
well. We chose to dedicate a separate parameter per day, resulting in: cu(t) =
cu+cu,t . As usual,cu is the stable part ofcu(t), whereascu,t represents day-specific
variability. Adding the multiplicative factorcu(t) to the baseline predictor lowers
RMSE to 0.9555. Interestingly, this basic model, which captures just main effects
disregarding user-item interactions, can explain almost as much of the data variabil-
ity as the commercial Netflix Cinematch recommender system,whose published
RMSE on the same test set is 0.9514 [5].
3.3.2 Time changing factor model
In the previous subsection we discussed the way time affectsbaseline predictors.
However, as hinted earlier, temporal dynamics go beyond this, ey also affect user
preferences and thereby the interaction between users and items. Users change their
preferences over time. For example, a fan of the “psychological thrillers” genre
may become a fan of “crime dramas” a year later. Similarly, humans change their
perception on certain actors and directors. This type of evolution is modeled by
taking the user factors (the vectorpu) as a function of time. Once again, we need to
model those changes at the very fine level of a daily basis, while facing the built-
in scarcity of user ratings. In fact, these temporal effectsare the hardest to capture,
because preferences are not as pronounced as main effects (user-biases), but are split
over many factors.
We modeled each component of the user preferencespu(t)T =(pu1(t), . . . , pu f(t))
in the same way that we treated user biases. Within the movie-rating dataset, we have
found modeling after (9) effective, leading to
puk(t) = puk+αuk ·devu(t)+ puk,t k= 1, . . . , f . (13)
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Here puk captures the stationary portion of the factor,αuk ·devu(t) approximates a
possible portion that changes linearly over time, andpuk,t absorbs the very local,
day-specific variability.
At this point, we can tie all pieces together and extend the SVD++ factor model
by incorporating the time changing parameters. The resulting model will be denoted
astimeSVD++, where the prediction rule is as follows:








The exact definitions of the time drifting parametersbi(t),bu(t) and pu(t) were
given in (6), (9) and (13). Learning is performed by minimizing the associated
squared error function on the training set using a regularized stochastic gradient
descent algorithm. The procedure is analogous to the one involv g the original
SVD++ algorithm. Time complexity per iteration is still linear with the input size,
while wall clock running time is approximately doubled compared to SVD++, due
to the extra overhead required for updating the temporal parameters. Importantly,
convergence rate was not affected by the temporal parameterization, and the pro-
cess converges in around 30 iterations.
3.4 Comparison
In Table 2 we compare results of the three algorithms discussed in this section. First
is SVD, the plain matrix factorization algorithm. Second, is the SVD++ method,
which improves upon SVD by incorporating a kind of implicit feedback. Finally is
timeSVD++, which accounts for temporal effects. The three methods are compared
over a range of factorization dimensions (f ). All benefit from a growing number
of factor dimensions that enables them to better express complex movie-user in-
teractions. Note that the number of parameters in SVD++ is comparable to their
number in SVD. This is because SVD++ adds only item factors, while complex-
ity of our dataset is dominated by the much larger set of users. On the other hand,
timeSVD++ requires a significant increase in the number of parameters, because of
its refined representation of each user factor. Addressing implicit feedback by the
SVD++ model leads to accuracy gains within the movie rating dataset. Yet, the im-
provement delivered by timeSVD++ over SVD++ is consistently more significant.
We are not aware of any single algorithm in the literature that could deliver such
accuracy. Further evidence of the importance of capturing temporal dynamics is the
fact that a timeSVD++ model of dimension 10 is already more accurate than an
SVD model of dimension 200. Similarly, a timeSVD++ model of dimension 20 is
enough to outperform an SVD++ model of dimension 200.
16 Yehuda Koren and Robert Bell
Model f =10 f =20 f =50 f =100 f =200
SVD .9140.9074.9046 .9025 .9009
SVD++ .9131.9032.8952 .8924 .8911
timeSVD++ .8971.8891.8824 .8805 .8799
Table 2 Comparison of three factor models: prediction accuracy is measured by RMSE (lower
is better) for varying factor dimensionality (f ). For all models, accuracy improves with growing
number of dimensions. SVD++ improves accuracy by incorporating implicit feedback into the
SVD model. Further accuracy gains are achieved by also addressing the temporal dynamics in the
data through the timeSVD++ model.
3.4.1 Predicting future days
Our models include day-specific parameters. An apparent question would be how
these models can be used for predicting ratings in the future, on new dates for which
we cannot train the day-specific parameters? The simple answer i that for those
future (untrained) dates, the day-specific parameters should take their default value.
In particular for (12),cu(tui) is set tocu, andbu,tui is set to zero. Yet, one wonders,
if we cannot use the day-specific parameters for predicting the future, why are they
good at all? After all, prediction is interesting only when it is about the future. To
further sharpen the question, we should mention the fact that the Netflix test sets
include many ratings on dates for which we have no other rating by the same user
and hence day-specific parameters cannot be exploited.
To answer this, notice that our temporal modeling makes no attempt to capture
future changes. All it is trying to do is to capture transienttemporal effects, which
had a significant influence on past user feedback. When such effects are identified
they must be tuned down, so that we can model the more enduringsig al. This
allows our model to better capture the long-term characteristics of the data, while
letting dedicated parameters absorb short term fluctuations. For example, if a user
gave many higher than usual ratings on a particular single day, our models discount
those by accounting for a possible day-specific good mood, which does not reflects
the longer term behavior of this user. This way, the day-specific parameters accom-
plish a kind of data cleaning, which improves prediction of future dates.
3.5 Summary
In its basic form, matrix factorization characterizes bothitems and users by vectors
of factors inferred from patterns of item ratings. High correspondence between item
and user factors leads to recommendation of an item to a user.Th se methods deliver
prediction accuracy superior to other published collaborative filtering techniques. At
the same time, they offer a memory efficient compact model, which can be trained
relatively easy. Those advantages, together with the impleentation ease of gradient
based matrix factorization model (SVD), made this the method of choice within the
Netflix Prize competition.
What makes these techniques even more convenient is their ability to address sev-
eral crucial aspects of the data. First, is the ability to integrate multiple forms of user
Advances in Collaborative Filtering 17
feedback. One can better predict user ratings by also observing other related actions
by the same user, such as purchase and browsing history. The proposed SVD++
model leverages multiple sorts of user feedback for improving user profiling.
Another important aspect is the temporal dynamics that makeusers’ tastes evolve
over time. Each user and product potentially goes through a distinct series of
changes in their characteristics. A mere decay of older instances cannot adequately
identify communal patterns of behavior in time changing data. The solution we
adopted is to model the temporal dynamics along the whole timperiod, allowing
us to intelligently separate transient factors from lasting o es. The inclusion of tem-
poral dynamics proved very useful in improving quality of predictions, more than
various algorithmic enhancements.
4 Neighborhood models
The most common approach to CF is based on neighborhood models. Chapter??
provides an extensive survey on this approach. Its originalform, which was shared
by virtually all earlier CF systems, is user-user based; see[14] for a good analy-
sis. User-user methods estimate unknown ratings based on rec rded ratings of like-
minded users.
Later, an analogous item-item approach [20, 27] became popular. In those meth-
ods, a rating is estimated using known ratings made by the same user on simi-
lar items. Better scalability and improved accuracy make the i em-item approach
more favorable in many cases [2, 27, 28]. In addition, item-item methods are more
amenable to explaining the reasoning behind predictions. This is because users are
familiar with items previously preferred by them, but do notknow those allegedly
like-minded users. We focus mostly on item-item approaches, but the same tech-
niques can be directly applied within a user-user approach;see also Subsection
5.2.2.
In general, latent factor models offer high expressive ability to describe various
aspects of the data. Thus, they tend to provide more accurateresults than neigh-
borhood models. However, most literature and commercial systems (e.g., those of
Amazon [20] and TiVo [1]) are based on the neighborhood models. The prevalence
of neighborhood models is partly due to their relative simplcity. However, there are
more important reasons for real life systems to stick with those models. First, they
naturally provide intuitive explanations of the reasoningbehind recommendations,
which often enhance user experience beyond what improved accuracy may achieve.
(More on explaining recommendations appears in Chapter?? of this book.) Sec-
ond, they can provide immediate recommendations based on newly entered user
feedback.
The structure of this section is as follows. First, we describe how to estimate the
similarity between two items, which is a basic building block of most neighborhood
techniques. Then, we move on to the widely used similarity-based neighborhood
method, which constitutes a straightforward application of the similarity weights.
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We identify certain limitations of this similarity based approach. As a consequence,
in Subsection 4.3 we suggest a way to solve these issues, thereby improving predic-
tion accuracy at the cost of a slight increase in computationtime.
4.1 Similarity measures
Central to most item-item approaches is a similarity measure between items. Fre-
quently, it is based on the Pearson correlation coefficient,ρi j , which measures the
tendency of users to rate itemsi and j similarly. Since many ratings are unknown,
some items may share only a handful of common observed raters. The empirical
correlation coefficient,̂ρi j , is based only on the common user support. It is advised
to work with residuals from the baseline predictors (thebui’s; see Section 2.1) to
compensate for user- and item-specific deviations. Thus theapproximated correla-
tion coefficient is given by
ρ̂i j =
∑u∈U(i, j)(rui−bui)(ru j−bu j)
√
∑u∈U(i, j)(rui−bui)2 ·∑u∈U(i, j)(ru j−bu j)2
. (15)
The set U(i, j) contains the users who rated both itemsi and j.
Because estimated correlations based on a greater user support are more reliable,







ρ̂i j . (16)
The variableni j = |U(i, j)| denotes the number of users that rated bothi and j. A
typical value forλ8 is 100.
Such shrinkage can be motivated from a Bayesian perspective; see Section 2.6
of Gelman et al. [11]. Suppose that the trueρi j are independent random variables
drawn from a normal distribution,
ρi j ∼ N(0,τ2)
for known τ2. The mean of 0 is justified if thebui account for both user and item
deviations from average. Meanwhile, suppose that
ρ̂i j |ρi j ∼ N(ρi j ,σ2i j )
for knownσ2i j . We estimateρi j by its posterior mean:
E(ρi j |ρ̂i j ) =
τ2ρ̂i j
τ2+σ2i j
the empirical estimator̂ρi j shrunk a fraction,σ2i j /(τ2+σ2i j ), of the way toward zero.
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Formula (16) follows from approximating the variance of a correlation byσ2i j =
1/(ni j −1), the value forρi j near 0.
Notice that the literature suggests additional alternatives for a similarity measure
[27, 28].
4.2 Similarity-based interpolation
Here we describe the most popular approach to neighborhood mdeling, and appar-
ently also to CF in general. Our goal is to predictrui – the unobserved rating by user
u for item i. Using the similarity measure, we identify thek items rated byu that
are most similar toi. This set ofk neighbors is denoted by Sk(i;u). The predicted
value ofrui is taken as a weighted average of the ratings of neighboring items, while
adjusting for user and item effects through the baseline predictors
r̂ui = bui +
∑ j∈Sk(i;u) si j (ru j−bu j)
∑ j∈Sk(i;u) si j
. (17)
Note the dual use of the similarities for both identificationof nearest neighbors and
as the interpolation weights in equation (17).
Sometimes, instead of relying directly on the similarity weights as interpolation
coefficients, one can achieve better results by transforming these weights. For exam-
ple, we have found at several datasets that squaring the corrlation-based similarities
is helpful. This leads to a rule like: ˆrui = bui +
∑ j∈Sk(i;u) s
2




. Toscher et al. [31]
discuss more sophisticated transformations of these weights.
Similarity-based methods became very popular because theyare intuitive and
relatively simple to implement. They also offer the following two useful properties:
1. Explainability. The importance of explaining automated recommendations is
widely recognized [13, 30]; see also Chapter??. Users expect a system to give
a reason for its predictions, rather than present “black box” recommendations.
Explanations not only enrich the user experience, but also enc urage users to
interact with the system, fix wrong impressions and improve long-term accu-
racy. The neighborhood framework allows identifying whichof the past user
actions are most influential on the computed prediction.
2. New ratings.Item-item neighborhood models can provide updated recommen-
dations immediately after users enter new ratings. This includes handling new
users as soon as they provide feedback to the system, withoutneeding to re-
train the model and estimate new parameters. This assumes that relationships
between items (thesi j values) are stable and barely change on a daily basis.
Notice that for items new to the system we do have to learn new parameters. In-
terestingly, this asymmetry between users and items mesheswell with common
practices: systems need to provide immediate recommendatio s to new users
(or new ratings by old users) who expect quality service. On the other hand, it
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is reasonable to require a waiting period before recommending items new to the
system.
However, standard neighborhood-based methods raise some conc rns:
1. The similarity function (si j ), which directly defines the interpolation weights,
is arbitrary. Various CF algorithms use somewhat differentsimilarity measures,
trying to quantify the elusive notion of user- or item-similar ty. Suppose that a
particular item is predicted perfectly by a subset of the neighbors. In that case,
we would want the predictive subset to receive all the weight, but that is impos-
sible for bounded similarity scores like the Pearson correlation coefficient.
2. Previous neighborhood-based methods do not account for interactions among
neighbors. Each similarity between an itemi and a neighborj ∈Sk(i;u) is com-
puted independently of the content of Sk(i;u) and the other similarities:sil for
l ∈ Sk(i;u)− { j}. For example, suppose that our items are movies, and the
neighbors set contains three movies that are highly correlated with each other
(e.g., sequels such as “Lord of the Rings 1–3”). An algorithmat ignores the
similarity of the three movies when determining their interpolation weights,
may end up essentially triple counting the information provided by the group.
3. By definition, the interpolation weights sum to one, whichmay cause overfit-
ting. Suppose that an item has no useful neighbors rated by a particular user. In
that case, it would be best to ignore the neighborhood information, staying with
the more robust baseline predictors. Nevertheless, the standard neighborhood
formula uses a weighted average of ratings for the uninformative neighbors.
4. Neighborhood methods may not work well if variability of ratings differs sub-
stantially among neighbors.
Some of these issues can be fixed to a certain degree, while others are more
difficult to solve within the basic framework. For example, the third item, dealing
with the sum-to-one constraint, can be alleviated by using the following prediction
rule:
r̂ui = bui +
∑ j∈Sk(i;u) si j (ru j−bu j)
λ9+∑ j∈Sk(i;u) si j
(18)
The constantλ9 penalizes the neighborhood portion when there is not much neigh-
borhood information, e.g., when∑ j∈Sk(i;u) si j  λ9. Indeed, we have found that set-
ting an appropriate value ofλ9 leads to accuracy improvements over (17). Nonethe-
less, the whole framework here is not justified by a formal model. Thus, we strive for
better results with a more fundamental approach, as we describ in the following.
4.3 Jointly derived interpolation weights
In this section we describe a more accurate neighborhood model that overcomes
the difficulties discussed above, while retaining known merits of item-item models.
As above, we use the similarity measure to define neighbors for each prediction.
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However, we search for optimum interpolation weights without regard to values of
the similarity measure.
Given a set of neighbors Sk(i;u) we need to computeinterpolation weights
{θ ui j | j ∈ Sk(i;u)} that enable the best prediction rule of the form
r̂ui = bui + ∑
j∈Sk(i;u)
θ ui j (ru j−bu j) . (19)
Typical values ofk (number of neighbors) lie in the range of 20–50; see [2]. Dur-
ing this subsection we assume that baseline predictors havealready been removed.
Hence, we introduce a notation for the residual ratings:zui
def
= rui−bui. For notational
convenience assume that the items in Sk(i;u) are indexed by 1, . . . ,k.
We seek a formal computation of the interpolation weights that stems directly
from their usage within prediction rule (19). As explained earli r, it is important
to derive all interpolation weights simultaneously to account for interdependencies
among the neighbors. We achieve these goals by defining a suitable optimization
problem.
4.3.1 Formal model
To start, we consider a hypothetical dense case, where all users butu rated bothi and
all its neighbors in Sk(i;u). In that case, we could learn the interpolation weights by












Notice that the only unknowns here are theθ ui j ’s. The optimal solution to the least
squares problem (20) is found by differentiation as a solutin of a linear system
of equations. From a statistics viewpoint, it is equivalentto the result of a linear re-
gression (without intercept) ofzvi on thezv j for j ∈Sk(i;u). Specifically, the optimal
weights are given by
Aw= b. (21)
Here,w ∈ Rk is an unknown vector such thatw j stands for the sought coefficient
θ ui j . A is ak×k matrix defined as
A jl = ∑
v6=u
zv jzvl . (22)
Similarly the vectorb∈ Rk is given by
b j = ∑
v6=u
zv jzvi . (23)
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For a sparse ratings matrix there are likely to be very few users who ratedi and all its
neighbors Sk(i;u). Accordingly, it would be unwise to baseA andb as given in (22)–
(23) only on users with complete data. Even if there are enough users with complete
data forA to be nonsingular, that estimate would ignore a large proportion of the
information about pairwise relationships among ratings bythe same user. However,
we can still estimateA andb, up to the same constant, by averaging over the given
pairwise support, leading to the following reformulation:
Ā jl =




∑v∈U(i, j) zv jzvi
|U(i, j)|
(25)
As a reminder, U( j, l) is the set of users who rated bothj andl .
This is still not enough to overcome the sparseness issue. The elements of̄A jl
or b̄ j may differ by orders of magnitude in terms of the number of users included
in the average. As discussed previously, averages based on relatively low support
(small values of|U( j, l)|) can generally be improved by shrinkage towards a com-
mon value. Specifically, we compute a baseline value that is defined by taking the
average of all possiblēA jl values. Let us denote this baseline value byavg; its pre-
cise computation is described in the next subsection. Accordingly, we define the
correspondingk×k matrix Â and the vector̂b∈ Rk:
Â jl =




|U(i, j)| · b̄ j +β ·avg
|U(i, j)|+β
(27)
The parameterβ controls the extent of the shrinkage. A typical value would be
β = 500.
Our best estimate forA andb are Â and b̂, respectively. Therefore, we modify
(21) so that the interpolation weights are defined as the solution of the linear system
Âw= b̂. (28)
The resulting interpolation weights are used within (19) inorder to predictrui.
This method addresses all four concerns raised in Subsection 4.2. First, inter-
polation weights are derived directly from the ratings, notbased on any similarity
measure. Second, the interpolation weights formula explicitly accounts for relation-
ships among the neighbors. Third, the sum of the weights is not constrained to equal
one. If an item (or user) has only weak neighbors, the estimated weights may all be
very small. Fourth, the method automatically adjusts for variations among items in
their means or variances.
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4.3.2 Computational issues
Efficient computation of an item-item neighborhood method requires pre-computing
certain values associated with each item-item pair for rapid retrieval. First, we need
a quick access to all item-item similarities, by pre-computing all si j values, as ex-
plained in Subsection 4.1.
Second, we pre-compute all possible entries ofÂ andb̂. To this end, for each two
itemsi and j, we compute
Āi j =
∑v∈U(i, j) zvizv j
|U(i, j)|
.
Then, the aforementioned baseline valueavg, which is used in (26)-(27), is taken
as the average entry of the pre-computedn× n matrix Ā. In fact, we recommend
using two different baseline values, one by averaging the non-diagonal entries of
Ā and another one by averaging the generally-larger diagonalentries, which have
an inherently higher average because they sum only non-negativ v lues. Finally,
we derive a fulln×n matrix Â from Ā by (26), using the appropriate value ofavg.
Here, the non-diagonal average is used when deriving the non-diagonal entries of̂A,
whereas the diagonal average is used when deriving the diagonal entries ofÂ.
Because of symmetry, it is sufficient to store the values ofi j and Âi j only for
i > j. Our experience shows that it is enough to allocate one byte for ach individual
value, so the overall space required forn items is exactlyn(n+1) bytes.
Pre-computing all possible entries of matrixÂ saves the otherwise lengthy time
needed to construct entries on the fly. After quickly retrieving the relevant entries
of Â, we can compute the interpolation weights by solving ak× k system of equa-
tions (28) using a standard linear solver. However, a modestincrease in prediction
accuracy was achieved when constrainingw to be nonnegative through a quadratic
program [2]. Solving the system of equations is an overhead over the basic neigh-
borhood method described in Subsection 4.2. For typical values ofk (between 20
and 50), the extra time overhead is comparable to the time needed for computing the
k nearest neighbors, which is common to neighborhood-based appro ches. Hence,
while the method relies on a much more detailed computation of the interpolation
weights compared to previous methods, it does not significantly increase running
time; see [2].
4.4 Summary
Collaborative filtering through neighborhood-based interpolation is probably the
most popular way to create a recommender system. Three majorcomponents char-
acterize the neighborhood approach: (1) data normalization, (2) neighbor selection,
and (3) determination of interpolation weights.
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Normalization is essential to collaborative filtering in general, and in particular to
the more local neighborhood methods. Otherwise, even more sophisticated methods
are bound to fail, as they mix incompatible ratings pertaining to different unnormal-
ized users or items. We described a suitable approach to datanormalization, based
around baseline predictors.
Neighborhood selection is another important component. Itis directly related to
the employed similarity measure. Here, we emphasized the importance of shrinking
unreliable similarities, in order to avoid detection of neighbors with a low rating
support.
Finally, the success of neighborhood methods depends on thechoice of the in-
terpolation weights, which are used to estimate unknown rati gs from neighboring
known ones. Nevertheless, most known methods lack a rigorous way to derive these
weights. We showed how the interpolation weights can be computed as a global
solution to an optimization problem that precisely reflectstheir role.
5 Enriching neighborhood models
Most neighborhood methods are local in their nature – concentrati g on only a small
subset of related ratings. This contrasts with matrix factorization, which casts a very
wide net to try to characterize items and users. It appears tht accuracy can be im-
proved by employing this global viewpoint, which motivateshe methods of this sec-
tion. We suggest a new neighborhood model drawing on principles of both classical
neighborhood methods and matrix factorization models. Like other neighborhood
models, the building stones here are item-item relations (or, alternatively, user-user
relations), which provide the system some practical advantages discussed earlier. At
the same time, much like matrix factorization, the model is centered around a global
optimization framework, which improves accuracy by considering the many weak
signals existing in the data.
The main method, which is described in Subsection 5.1, allows us to enrich the
model with implicit feedback data. In addition, it facilitates two new possibilities.
First is a factorized neighborhood model, as described in Subsection 5.2, bringing
great improvements in computational efficiency. Second is atreatment of temporal
dynamics, leading to better prediction accuracy, as described in Subsection 5.3.
5.1 A global neighborhood model
In this subsection, we introduce a neighborhood model basedon global optimiza-
tion. The model offers an improved prediction accuracy, by offering the aforemen-
tioned merits of the model described in Subsection 4.3, withadditional advantages
that are summarized as follows:
Advances in Collaborative Filtering 25
1. No reliance on arbitrary or heuristic item-item similarities. The new model is
cast as the solution to a global optimization problem.
2. Inherent overfitting prevention or “risk control”: the model reverts to robust
baseline predictors, unless a user entered sufficiently many relevant ratings.
3. The model can capture the totality of weak signals encompassed in all of a user’s
ratings, not needing to concentrate only on the few ratings for most similar
items.
4. The model naturally allows integrating different forms of user input, such as
explicit and implicit feedback.
5. A highly scalable implementation (Section 5.2) allows linear time and space
complexity, thus facilitating both item-item and user-user implementations to
scale well to very large datasets.
6. Time drifting aspects of the data can be integrated into the model, thereby im-
proving its accuracy; see Subsection 5.3.
5.1.1 Building the model
We gradually construct the various components of the model,through an ongoing
refinement of our formulations. Previous models were centerd a ounduser-specific
interpolation weights –θ ui j in (19) or si j /∑ j∈Sk(i;u) si j in (17) – relating itemi to
the items in a user-specific neighborhood Sk(i;u). In order to facilitate global op-
timization, we would like to abandon such user-specific weights in favor of global
item-item weights independent of a specific user. The weightfrom j to i is denoted
by wi j and will be learned from the data through optimization. An initial sketch of
the model describes each ratingrui by the equation
r̂ui = bui + ∑
j∈R(u)
(ru j−bu j)wi j . (29)
This rule starts with the crude, yet robust, baseline predictors (bui). Then, the
estimate is adjusted by summing overall ratings byu.
Let us consider the interpretation of the weights. Usually the weights in a neigh-
borhood model represent interpolation coefficients relating unknown ratings to ex-
isting ones. Here, we adopt a different viewpoint, that enables a more flexible usage
of the weights. We no longer treat weights as interpolation cefficients. Instead, we
take weights as part of adjustments, oroffsets, added to the baseline predictors. This
way, the weightwi j is the extent by which we increase our baseline prediction ofrui
based on the observed value ofru j. For two related itemsi and j, we expectwi j to
be high. Thus, whenever a useru rated j higher than expected (ru j−bu j is high), we
would like to increase our estimate foru’s rating of i by adding(ru j−bu j)wi j to the
baseline prediction. Likewise, our estimate will not deviate much from the baseline
by an item j thatu rated just as expected (ru j−bu j is around zero), or by an itemj
that is not known to be predictive oni (wi j is close to zero).
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This viewpoint suggests several enhancements to (29). First, we can use the form
of binary user input, which was found beneficial for factorizat on models. Namely,
analyzing which items were rated regardless of rating value. To this end, we add
another set of weights, and rewrite (29) as
r̂ui = bui + ∑
j∈R(u)
[(ru j−bu j)wi j +ci j ] . (30)
Similarly, one could employ here another set of implicit feedback, N(u)—e.g.,
the set of items rented or purchased by the user—leading to therule
r̂ui = bui + ∑
j∈R(u)
(ru j−bu j)wi j + ∑
j∈N(u)
ci j . (31)
Much like thewi j ’s, the ci j ’s are offsets added to the baseline predictor. For two
itemsi and j, an implicit preference byu for j leads us to adjust our estimate ofrui
by ci j , which is expected to be high ifj is predictive oni.
Employing global weights, rather than user-specific interpolation coefficients,
emphasizes the influence of missing ratings. In other words,a user’s opinion is
formed not only by what he rated, but also by what he did not rate. For example,
suppose that a movie ratings dataset shows that users that rate “Shrek 3” high also
gave high ratings to “Shrek 1–2”. This will establish high weights from “Shrek 1–2”
to “Shrek 3”. Now, if a user did not rate “Shrek 1–2” at all, hispredicted rating for
“Shrek 3” will be penalized, as some necessary weights cannot be added to the sum.
For prior models (17) and (19) that interpolatedrui − bui from {ru j − bu j| j ∈
Sk(i;u)}, it was necessary to maintain compatibility between thebui values and
thebu j values. However, here we do not use interpolation, so we can decouple the
definitions ofbui andbu j. Accordingly, a more general prediction rule would be:
r̂ui = b̃ui +∑ j∈R(u)(ru j−bu j)wi j +ci j . The constant̃bui can represent predictions of
rui by other methods such as a latent factor model. Here, we sugget the following
rule that was found to work well:
r̂ui = µ +bu+bi + ∑
j∈R(u)
[(ru j−bu j)wi j +ci j ] (32)
Importantly, thebu j ’s remain constants, which are derived as explained in Section
2.1. However, thebu’s andbi ’s become parameters that are optimized much like the
wi j ’s andci j ’s.
We have found that it is beneficial to normalize sums in the model leading to the
form
r̂ui = µ +bu+bi + |R(u)|−α ∑
j∈R(u)
[(ru j−bu j)wi j +ci j ] . (33)
The constantα controls the extent of normalization. A non-normalized rule (α =
0), encourages greater deviations from baseline predictions f r users that provided
many ratings (high|R(u)|). On the other hand, a fully normalized rule, eliminates the
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effect of number of ratings on deviations from baseline predictions. In many cases it
would be a good practice for recommender systems to have greater deviation from
baselines for users that rate a lot. This way, we take more risk with well modeled
users that provided much input. For such users we are willingto predict quirkier
and less common recommendations. At the same time, we are less certain about the
modeling of users that provided only a little input, in whichase we would like to
stay with safe estimates close to the baseline values. Our expe i nce with the Netflix
dataset shows that best results are achieved withα = 0.5, as in the prediction rule




[(ru j−bu j)wi j +ci j ] . (34)
As an optional refinement, complexity of the model can be reduc by pruning
parameters corresponding to unlikely item-item relations. Let us denote by Sk(i)
the set ofk items most similar toi, as determined by e.g., a similarity measuresi j
or a natural hierarchy associated with the item set. Additionally, we use Rk(i;u)
def
=
R(u)∩Sk(i).2 Now, when predictingrui according to (34), it is expected that the
most influential weights will be associated with items similar toi. Hence, we replace
(34) with




[(ru j−bu j)wi j +ci j ] . (35)
Whenk = ∞, rule (35) coincides with (34). However, for other values ofk it offers
the potential to significantly reduce the number of variables involved.
5.1.2 Parameter Estimation
Prediction rule (35) allows fast online prediction. More computational work is
needed at a pre-processing stage where parameters are estimat d. A major design
goal of the new neighborhood model was facilitating an efficient global optimiza-
tion procedure, which prior neighborhood models lacked. Thus, model parameters
are learned by solving the regularized least squares problem associated with (35):
2 Notational clarification: With other neighborhood models itwas beneficial to use Sk(i;u), which
denotes thek items most similar toi among those rated byu. Hence, ifu rated at leastk items, we
will always have|Sk(i;u)| = k, regardless of how similar those items are toi. However,|Rk(i;u)|
is typically smaller thank, as some of those items most similar toi were not rated byu.























An optimal solution of this convex problem can be obtained byleast square
solvers, which are part of standard linear algebra packages. However, we have found
that the following simple stochastic gradient descent solver works much faster. Let
us denote the prediction error,rui− r̂ui, by eui. We loop through all known ratings
in K . For a given training caserui, we modify the parameters by moving in the
opposite direction of the gradient, yielding:
• bu← bu+ γ · (eui−λ10 ·bu)
• bi ← bi + γ · (eui−λ10 ·bi)
• ∀ j ∈ Rk(i;u) :




2 ·eui · (ru j−bu j)−λ10 ·wi j
)




2 ·eui−λ10 ·ci j
)
The meta-parametersγ (step size) andλ10 are determined by cross-validation. We
usedγ = 0.005 andλ10 = 0.002 for the Netflix data. Another important parameter
is k, which controls the neighborhood size. Our experience showthat increasing
k always benefits the accuracy of the results on the test set. Hence, the choice of
k should reflect a tradeoff between prediction accuracy and computational cost. In
Subsection 5.2 we will describe a factored version of the model that eliminates this
tradeoff by allowing us to work with the most accuratek=∞ while lowering running
time.
A typical number of iterations throughout the training datais 15–20. As for time
complexity per iteration, let us analyze the most accurate cs wherek= ∞, which
is equivalent to using prediction rule (34). For each useru and itemi ∈ R(u) we
need to modify{wi j ,ci j | j ∈R(u)}. Thus the overall time complexity of the training
phase isO(∑u |R(u)|2).
5.1.3 Comparison of accuracy
Experimental results on the Netflix data with the globally optimized neighborhood
model, henceforth dubbed GlobalNgbr, are presented in Figure 1. We studied the
model under different values of parameterk. The solid black curve with square
symbols shows that accuracy monotonically improves with risingk values, as root
mean squared error (RMSE) falls from 0.9139 fork = 250 to 0.9002 fork = ∞.
(Notice that since the Netflix data contains 17,770 movies,k = ∞ is equivalent to
k=17,769, where all item-item relations are explored.) We repated the experiments
without using the implicit feedback, that is, dropping theci j parameters from our
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model. The results depicted by the black curve with X’s show asignificant decline
in estimation accuracy, which widens ask grows. This demonstrates the value of
incorporating implicit feedback into the model.
For comparison we provide the results of the two previously described neighbor-
hood models. First is a similarity-based neighborhood model (in Subsection 4.2),
which is the most popular CF method in the literature. We denote this model as
CorNgbr. Second is the more accurate model described in Subsection 4.3, which
will be denoted as JointNgbr. For both these two models, we tried o pick optimal
parameters and neighborhood sizes, which were 20 for CorNgbr, and 50 for Joint-
Ngbr. The results are depicted by the dotted and dashed lines, respectively. It is clear
that the popular CorNgbr method is noticeably less accuratethan the other neigh-
borhood models. On the opposite side, GlobalNgbr delivers more accurate results
even when compared with JointNgbr, as long as the value ofk is at least 500. Notice
that thek value (thex-axis) is irrelevant to the previous models, as their different
notion of neighborhood makes neighborhood sizes incompatible. Yet, we observed
that while the performance of GlobalNgbr keeps improving asmore neighbors are
added, this was not true with the two other models. For CorNgband JointNgbr,
performance peaks with a relatively small number of neighbors and declines ther-
after. This may be explained by the fact that in GlobalNgbr, pa ameters are directly
learned from the data through a formal optimization procedur that facilitates using
many more parameters effectively.
Finally, let us consider running time. Previous neighborhod models require very
light pre-processing, though, JointNgbr [2] requires solving a small system of equa-
tions for each provided prediction. The new model does involve pre-processing
where parameters are estimated. However, online prediction is immediate by fol-
lowing rule (35). Pre-processing time grows with the value of k. Figure 2 shows
typical running times per iteration on the Netflix data, as measured on a single pro-
cessor 3.4GHz Pentium 4 PC.
5.2 A factorized neighborhood model
In the previous subsection we presented a more accurate neighborhood model,
which is based on prediction rule (34) with training time complexity O(∑u |R(u)|2)
and space complexityO(m+n2). (Recall thatm is the number of users, andis the
number of items.) We could improve time and space complexityby sparsifying the
model through pruning unlikely item-item relations. Sparsification was controlled
by the parameterk6 n, which reduced running time and allowed space complexity
of O(m+nk). However, ask gets lower, the accuracy of the model declines as well.
In addition, sparsification required relying on an external, less natural, similarity
measure, which we would have liked to avoid. Thus, we will nowshow how to re-
tain the accuracy of the full dense prediction rule (34), while s gnificantly lowering
time and space complexity.





















Fig. 1 Comparison of neighborhood-based models. Accuracy is measured by RMSE on the Netflix
test set, so lower values indicate better performance. We measure the accuracy of the globally
optimized model (GlobalNgbr) with and without implicit feedback. RMSE is shown as a function
of varying values ofk, which dictates the neighborhood size. The accuracy of two other models is






















Fig. 2 Running time per iteration of the globally optimized neighborhood model, as a function of
the parameterk.
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5.2.1 Factoring item-item relationships
We factor item-item relationships by associating each itemi with three vectors:
qi ,xi ,yi ∈ R f . This way, we confinewi j to beqTi xi . Similarly, we impose the struc-
tureci j = qTi y j . Essentially, these vectors strive to map items into anf -dimensional
latent factor space where they are measured against variousspects that are revealed
automatically by learning from the data. By substituting this into (34) we get the fol-
lowing prediction rule:






i x j +q
T
i y j ] (37)
Computational gains become more obvious by using the equivalent rule






(ru j−bu j)x j +y j
)
. (38)
Notice that the bulk of the rule (|R(u)|−
1
2 ∑ j∈R(u)(ru j−bu j)x j +y j ) depends only
on u while being independent ofi. This leads to an efficient way to learn the model




























Optimization is done by a stochastic gradient descent scheme, which is described
in the following pseudo code:
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LearnFactorizedNeighborhoodModel(Known ratings:rui, rank: f )
% For each item i compute qi ,xi ,yi ∈ R f
% which form a neighborhood model
Const #Iterations= 20,γ = 0.002,λ = 0.04
% Gradient descent sweeps:
for count= 1, . . . ,#Iterationsdo
for u= 1, . . . ,m do
% Compute the component independent of i:
pu← |R(u)|−
1
2 ∑ j∈R(u)(ru j−bu j)x j +y j
sum← 0
for all i ∈ R(u) do
r̂ui← µ +bu+bi +qTi pu
eui← rui− r̂ui
% Accumulate information for gradient steps on xi ,yi :
sum← sum+eui ·qi
% Perform gradient step on qi ,bu,bi :
qi ← qi + γ · (eui · pu−λ ·qi)
bu← bu+ γ · (eui−λ ·bu)
bi ← bi + γ · (eui−λ ·bi)
for all i ∈ R(u) do
% Perform gradient step on xi :
xi ← xi + γ · (|R(u)|−
1
2 · (rui−bui) ·sum−λ ·xi)
% Perform gradient step on yi :
yi ← yi + γ · (|R(u)|−
1
2 ·sum−λ ·yi)
return {qi ,xi ,yi |i = 1, . . . ,n}
The time complexity of this model is linear with the input size,O( f ·∑u(|R(u)|)),
which is significantly better than the non-factorized modelthat required timeO(∑u |R(u)|2).
We measured the performance of the model on the Netflix data; see Table 3. Accu-
racy is improved as we use more factors (increasingf ). However, going beyond
200 factors could barely improve performance, while slowing running time. Inter-
estingly, we have found that withf > 200 accuracy negligibly exceeds the best non-
factorized model (withk= ∞). In addition, the improved time complexity translates
into a big difference in wall-clock measured running time. For example, the time-
per-iteration for the non-factorized model (withk= ∞) was close to 58 minutes. On
the other hand, a factorized model withf = 200 could complete an iteration in 14
minutes without degrading accuracy at all.
The most important benefit of the factorized model is the reduc space com-
plexity, which isO(m+n f) – linear in the input size. Previous neighborhood models
required storing all pairwise relations between items, leading to a quadratic space
complexity of O(m+ n2). For the Netflix dataset which contains 17,770 movies,
such quadratic space can still fit within core memory. Some commercial recom-
menders process a much higher number of items. For example, an online movie
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rental service like Netflix is currently offering over 100,00 titles. Music down-
load shops offer even more titles. Such more comprehensive syst ms with data on
100,000s items eventually need to resort to external storage in order to fit the en-
tire set of pairwise relations. However, as the number of items is growing towards
millions, as in the Amazon item-item recommender system, which accesses stored
similarity information for several million catalog items [20], designers must keep
a sparse version of the pairwise relations. To this end, onlyvalues relating an item
to its top-k most similar neighbors are stored thereby reducing space complexity to
O(m+nk). However, a sparsification technique will inevitably degrade ccuracy by
missing important relations, as demonstrated in the previous section. In addition,
identification of the topk most similar items in such a high dimensional space is a
non-trivial task that can require considerable computation l efforts. All these issues
do not exist in our factorized neighborhood model, which offers a linear time and
space complexity without trading off accuracy.
#factors 50 100 200 500
RMSE 0.9037 0.90130.90000.8998
time/iteration4.5 min 8 min 14 min 34 min
Table 3 Performance of the factorized item-item neighborhood model. The models with> 200
factors slightly outperform the non-factorized model, whileproviding much shorter running time.
The factorized neighborhood model resembles some latent factor models. The
important distinction is that here we factorize the item-item relationships, rather
than the ratings themselves. The results reported in Table 3ar comparable to those
of the widely used SVD model, but not as good as those of SVD++;see Section 3.
Nonetheless, the factorized neighborhood model retains the practical advantages of
traditional neighborhood models discussed earlier—the abilities to explain recom-
mendations and to immediately reflect new ratings.
As a side remark, we would like to mention that the decision touse three separate
sets of factors was intended to give us more flexibility. Indeed, on the Netflix data
this allowed achieving most accurate results. However, another reasonable choice
could be using a smaller set of vectors, e.g., by requiring:qi = xi (implying sym-
metric weights:wi j = w ji ).
5.2.2 A user-user model
A user-user neighborhood model predicts ratings by considering how like-minded
users rated the same items. Such models can be implemented byswitching the roles
of users and items throughout our derivation of the item-itemodel. Here, we would
like to concentrate on a user-user model, which is dual to theitem-item model of
(34). The major difference is replacing thewi j weights relating item pairs, with
weights relating user pairs:
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The set R(i) contains all the users who rated itemi. Notice that here we decided
to not account for implicit feedback. This is because addingsuch feedback was not
very beneficial for the user-user model when working with theNetflix data.
User-user models can become useful in various situations. For example, some
recommenders may deal with items that are rapidly replaced,thus making item-item
relations very volatile. On the other hand, a stable user base enables establishment of
long term relationships between users. An example of such a case is a recommender
system for web articles or news items, which are rapidly changing by their nature;
see, e.g., [8]. In such cases, systems centered around user-user elations are more
appealing.
In addition, user-user approaches identify different kinds of relations that item-
item approaches may fail to recognize, and thus can be usefulon certain occasions.
For example, suppose that we want to predictrui, but none of the items rated by
useru is really relevant toi. In this case, an item-item approach will face obvious
difficulties. However, when employing a user-user perspectiv , we may find a set
of users similar tou, who ratedi. The ratings ofi by these users would allow us to
improve prediction ofrui.
The major disadvantage of user-user models is computational. Since typically
there are many more users than items, pre-computing and storing all user-user re-
lations, or even a reasonably sparsified version thereof, isverly expensive or com-
pletely impractical. In addition to the highO(m2) space complexity, the time com-
plexity for optimizing model (40) is also much higher than its item-item counterpart,
beingO(∑i |R(i)|2) (notice that|R(i)| is expected to be much higher than|R(u)|).
These issues have rendered user-user models as a less practical cho ce.
A factorized model. All those computational differences disappear by factoriz-
ing the user-user model along the same lines as in the item-itmodel. Now, we
associate each useru with two vectorspu,zu ∈ R f . We assume the user-user rela-
tions to be structured as:wuv = pTu zv. Let us substitute this into (40) to get






u zv . (41)
Once again, an efficient computation is achieved by including the terms that depends
on i but are independent ofu in a separate sum, so the prediction rule is presented
in the equivalent form





In a parallel fashion to the item-item model, all parametersare learned in linear time
O( f ·∑i |R(i)|). The space complexity is also linear with the input size being O(n+
m f). This significantly lowers the complexity of the user-user model compared to
previously known results. In fact, running time measured onthe Netflix data shows
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that now the user-user model is even faster than the item-itemodel; see Table 4.
We should remark that unlike the item-item model, our implementation of the user-
user model did not account for implicit feedback, which probably led to its shorter
running time. Accuracy of the user-user model is significantly better than that of
the widely-used correlation-based item-item model that achieves RMSE=0.9406 as
reported in Figure 1. Furthermore, accuracy is slightly better than the variant of the
item-item model, which also did not account for implicit feedback (yellow curve in
Figure 1). This is quite surprising given the common wisdom that item-item methods
are more accurate than user-user ones. It appears that a wellimplemented user-user
model can match speed and accuracy of an item-item model. However, our item-
item model could significantly benefit by accounting for implicit feedback.
#factors 50 100 200 500
RMSE 0.91190.9110 0.9101 0.9093
time/iteration 3 min 5 min 8.5 min 18 min
Table 4 Performance of the factorized user-user neighborhood model.
Fusing item-item and user-user models. Since item-item and user-user models
address different aspects of the data, overall accuracy is expected to improve by
combining predictions of both models. Such an approach was previously suggested
and was shown to improve accuracy; see, e.g. [4, 32]. However, past efforts were
based on blending the item-item and user-user predictions during a post-processing
stage, after each individual model was trained independently of the other model.
A more principled approach optimizes the two models simultaneously, letting them
know of each other while parameters are being learned. Thus,t roughout the entire
training phase each model is aware of the capabilities of theot r model and strives
to complement it. Our approach, which states the neighborhood models as formal
optimization problems, allows doing that naturally. We devis a model that sums the
item-item model (37) and the user-user model (41), leading to






i x j +q
T







u zv . (43)
Model parameters are learned by stochastic gradient descent optimization of the
associated squared error function. Our experiments with the Netflix data show that
prediction accuracy is indeed better than that of each individual model. For example,
with 100 factors the obtained RMSE is 0.8966, while with 200 factors the obtained
RMSE is 0.8953.
Here we would like to comment that our approach allows integrating the neigh-
borhood models also with completely different models in a similar way. For ex-
ample, in [17] we showed an integrated model that combines thitem-item model
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with a latent factor model (SVD++), thereby achieving improved prediction accu-
racy with RMSE below 0.887. Therefore, other possibilitieswith potentially better
accuracy should be explored before considering the integration of item-item and
user-user models.
5.3 Temporal dynamics at neighborhood models
One of the advantages of the item-item model based on global optimization (Subsec-
tion 5.1), is that it enables us to capture temporal dynamicsin a principled manner.
As we commented earlier, user preferences are drifting overtime, and hence it is
important to introduce temporal aspects into CF models.
When adapting rule (34) to address temporal dynamics, two components should
be considered separately. First component,µ + bi + bu, corresponds to the base-
line predictor portion. Typically, this component explains most variability in the
observed signal. Second component,|R(u)|−
1
2 ∑ j∈R(u)(ru j−bu j)wi j + ci j , captures
the more informative signal, which deals with user-item interaction. As for the
baseline part, nothing changes from the factor model, and wereplace it with
µ +bi(tui)+bu(tui), according to (6) and (9). However, capturing temporal dynam-
ics within the interaction part requires a different strategy.
Item-item weights (wi j andci j ) reflect inherent item characteristics and are not
expected to drift over time. The learning process should capture unbiased long term
values, without being too affected from drifting aspects. Indeed, the time changing
nature of the data can mask much of the longer term item-item relationships if not
treated adequately. For instance, a user rating both itemsi and j high within a short
time period, is a good indicator for relating them, thereby pushing higher the value
of wi j . On the other hand, if those two ratings are given five years apart, while
the user’s taste (if not her identity) could considerably change, this provides less
evidence of any relation between the items. On top of this, wewould argue that those
considerations are pretty much user-dependent; some usersare more consistent than
others and allow relating their longer term actions.
Our goal here is to distill accurate values for the item-itemweights, despite the
interfering temporal effects. First we need to parameterize the decaying relations
between two items rated by useru. We adopt exponential decay formed by the
functione−βu·∆ t , whereβu > 0 controls the user specific decay rate and should be
learned from the data. We also experimented with other decayforms, like the more
computationally-friendly(1+βu∆ t)−1, which resulted in about the same accuracy,
with an improved running time.
This leads to the prediction rule




e−βu·|tui−tu j |((ru j−bu j)wi j +ci j ) . (44)
The involved parameters,bi(tui) = bi + bi,Bin(tui), bu(tui) = bu + αu · devu(tui) +
bu,tui , βu, wi j andci j , are learned by minimizing the associated regularized squared


















+b2u+α2u +b2u,t +w2i j +c2i j
)
. (45)
Minimization is performed by stochastic gradient descent.We run the process for
25 iterations, withλ12 = 0.002, and step size (learning rate) of 0.005. An exception
is the update of the exponentβu, where we are using a much smaller step size of
10−7. Training time complexity is the same as the original algorithm, which is:
O(∑u |R(u)|2). One can tradeoff complexity with accuracy by sparsifying the set of
item-item relations as explained in Subsection 5.1.
As in the factor case, properly considering temporal dynamics improves the ac-
curacy of the neighborhood model within the movie ratings dataset. The RMSE
decreases from 0.9002 [17] to 0.8885. To our best knowledge,this is significantly
better than previously known results by neighborhood methods. To put this in
some perspective, this result is even better than those reported by using hybrid
approaches such as applying a neighborhood approach on residuals of other algo-
rithms [2, 23, 31]. A lesson is that addressing temporal dynamics in the data can
have a more significant impact on accuracy than designing more c mplex learning
algorithms.
We would like to highlight an interesting point. Letu be a user whose preferences
are quickly drifting (βu is large). Hence, old ratings byu should not be very influen-
tial on his status at the current timet. One could be tempted to decay the weight of









((ru j−bu j)wi j +ci j )
)2
+λ12(· · ·) .
Such a function is focused at thecurrent state of the user (at timet), while de-
emphasizing past actions. We would argue against this choice, and opt for equally
weighting the prediction error at all past ratings as in (45), thereby modelingall
past user behavior. Therefore, equal-weighting allows us to exploit the signal at
each of the past ratings, a signal that is extracted as item-it weights. Learning
those weights would equally benefit from all ratings by a user. In other words, we
can deduce that two items are related if users rated them similarly within a short
time frame, even if this happened long ago.
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5.4 Summary
This section follows a less traditional neighborhood basedmo el, which unlike pre-
vious neighborhood methods is based on formally optimizinga global cost func-
tion. The resulting model is no longer localized, considering relationships between
a small set of strong neighbors, but rather considers all possible pairwise relations.
This leads to improved prediction accuracy, while maintaining some merits of the
neighborhood approach such as explainability of predictions and ability to handle
new ratings (or new users) without re-training the model.
The formal optimization framework offers several new possibilities. First, is a
factorized version of the neighborhood model, which improves its computational
complexity while retaining prediction accuracy. In particular, it is free from the
quadratic storage requirements that limited past neighborhood models.
Second addition is the incorporation of temporal dynamics into the model. In or-
der to reveal accurate relations among items, a proposed model learns how influence
between two items rated by a user decays over time. Much like in the matrix factor-
ization case, accounting for temporal effects results in a significant improvement in
predictive accuracy.
6 Between neighborhood and factorization
This chapter was structured around two different approaches to CF: factorization
and neighborhood. Each approach evolved from different basic principles, which
led to distinct prediction rules. We also argued that factorization can lead to some-
what more accurate results, while neighborhood models may have some practical
advantages. In this section we will show that despite those diff rences, the two ap-
proaches share much in common. After all, they are bothlinear models.
Let us consider the SVD model of Subsection 3.1, based on
r̂ui = q
T
i pu . (46)
For simplicity, we ignore here the baseline predictors, butone can easily reintroduce
them or just assume that they were subtracted from all ratings at an earlier stage.
We arrange all item-factors within then× f matrixQ= [q1q2 . . .qn]T . Similarly,
we arrange all user-factors within them× f matrix P= [p1p2 . . . pm]T . We use the
nu× f matrix Q[u] to denote the restriction ofQ to the items rated byu, where
nu = |R(u)|. Let the vectorru ∈ Rnu contain the ratings given byu ordered as in
Q[u]. Now, by activating (46) on all ratings given byu, we can reformulate it in a
matrix form
r̂u = Q[u]pu (47)
For Q[u] fixed,‖ru−Q[u]pu‖2 is minimized by
pu = (Q[u]
TQ[u])−1Q[u]T ru
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In practice, we will regularize withλ > 0 to get
pu = (Q[u]
TQ[u]+λ I)−1Q[u]T ru .
By substitutingpu in (47) we get
r̂u = Q[u](Q[u]
TQ[u]+λ I)−1Q[u]T ru . (48)
This expression can be simplified by introducing some new notation. Let us de-
note thef × f matrix (Q[u]TQ[u]+λ I)−1 asWu, which should be considered as a
weighting matrix associated with useru. Accordingly, the weighted similarity be-
tween itemsi and j from u’s viewpoint is denoted bysui j = q
T
i W
uq j . Using this new
notation and (48) the predicted preference ofu for item i by SVD is rewritten as
r̂ui = ∑
j∈R(u)
sui j ru j . (49)
We reduced the SVD model into a linear model that predicts preferences as a linear
function of past actions, weighted by item-item similarity. Each past action receives
a separate term in forming the prediction ˆrui. This is equivalent to an item-item
neighborhood model. Quite surprisingly, we transformed the matrix factorization
model into an item-item model, which is characterized by:
• Interpolation is made fromall past user ratings, not only from those associated
with items most similar to the current one.
• The weight relating itemsi and j is factorized as a product of two vectors, one
related toi and the other toj.
• Item-item weights are subject to a user-specific normalization, hrough the ma-
trix Wu.
Those properties support our findings on how to best construct a neighborhood
model. First, we showed in Subsection 5.1 that best results for neighborhood mod-
els are achieved when the neighborhood size (controlled by constantk) is maxi-
mal, such that all past user ratings are considered. Second,in Subsection 5.2 we
touted the practice of factoring item-item weights. As for the user-specific normal-
ization, we used a simpler normalizer:n−0.5u . It is likely that SVD suggests a more
fundamental normalization by the matrixWu, which would work better. However,
computingWu would be expensive in practice. Another difference betweenour sug-
gested item-item model and the one implied by SVD is that we chose to work with
asymmetric weights (wi j 6= w ji ), whereas in the SVD-induced rule:sui j = s
u
ji .
In the derivation above we showed how SVD induces an equivalent it m-item
technique. In a fully analogous way, it can induce an equivalent user-user technique,
by expressingqi as a function of the ratings and user factors. This brings us to
three equivalent models: SVD, item-item and user-user. Beyond linking SVD with
neighborhood models, this also shows that user-user and item-item approaches, once
well designed, are equivalent.
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This last relation (between user-user and item-item approaches) can also be ap-
proached intuitively. Neighborhood models try to relate usrs to new items by fol-
lowing chains of user-item adjacencies. Such adjacencies represent preference- or
rating-relations between the respective users and items. Both user-user and item-
item models act by following exactly the same chains. They onl differ in which
“shortcuts” are exploited to speed up calculations. For example, recommending
itemB to user1 would follow the chain user1–itemA–user2–itemB (user1 rated
itemA, which was also rated by user2, who rated itemB). A user- r model fol-
lows such a chain with pre-computed user-user similarities. This way, it creates a
“shortcut” that bypasses the sub-chain user1–itemB–user2, r placing it with a sim-
ilarity value between user1 and user2. Analogously, an item- approach follows
exactly the same chain, but creates an alternative “shortcut”, replacing the sub-chain
itemA–user2–itemB with an itemA–itemB similarity value.
Another lesson here is that the distinction that deems neighborhood models as
“memory based”, while taking matrix factorization and the likes as “model based”
is not always appropriate, at least not when using accurate neighborhood models
that are model-based as much as SVD. In fact, the other direction is also true. The
better matrix factorization models, such as SVD++, are alsofoll wing memory-
based habits, as they sum over all memory stored ratings whendoing the online
prediction; see rule (3). Hence, the traditional separation between “memory based”
and “model based” techniques is not appropriate for categorizing the techniques
surveyed in this chapter.
So far, we concentrated on relations between neighborhood models and matrix
factorization models. However, in practice it may be beneficial to break these rela-
tions, and to augment factorization models with sufficiently different neighborhood
models that are able to complement them. Such a combination can lead to improved
prediction accuracy [3, 17]. A key to achieve this is by usingthe more localized
neighborhood models (those of Section 4, rather than those of S ction 5), where the
number of considered neighbors is limited. The limited number of neighbors might
not be the best way to construct a standalone neighborhood model, but it makes the
neighborhood model different enough from the factorization model in order to add
a local perspective that the rather global factorization model misses.
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