INTRODUCTION

Have you ever felt angry because a sudden price whipsaw triggered an unfortunate signal and a resulting bad trade? Prices have inherent blips and jerks that are not easy to control.
Moreover, prices are inputs for technical analysis indicators. This can result in corrupted or non-efficient indicators. In an ideal world, one would like prices heading to a clear direction. Remember the old adage: "trade with the trend". But in real life, prices hiccups create noise and perturb the signal.
A first attempt to remove these yanks and jolts is to smoothen prices with moving averages. does not address the second problem of capturing price dynamics. What we mean by price dynamics is the price movement. If we can identify that prices are moving upwards (respectively downwards), then a good guess for next price observation should be higher (respectively lower) than the current price. Let us pause for a moment and imagine instead of prices, we were looking at car position using a GPS. We measure the car position with a GPS but with some noise as the signal is not perfectly accurate. Could we capture the car dynamics to compute the best guess at next time step and hence reduce noise in car position? The answer is yes! And guess what, this is what your car GPS is doing. This theory simply explained is referred to as Kalman filter (from its inventor [Kalman-1960]) shortened to KF in this paper. It was created for the spatial industry to remove noise and capture shuttle movements. In a scientific way, the Kalman filter is an efficient recursive filter that estimates the state of a dynamic system from a series of incomplete and noisy measurements to estimate the best forecast according to an assumed distribution. In the original paper, Kalman assumes a Gaussian distribution of noise but extended version can now cope with more advanced distribution (see [Kalman-Filter-Wikipedia]). In this article, we first revisit moving averages and then present different Kalman filter models and their implementation to create trading strategies. We then provide performance results for our 4 KF models on one year of data of the E-mini-SP continuation future.
Motivation for smoothing
Smoothing prices is natural. The basic idea is to remove noise from prices to better identify important patterns or trends. Remember, when we trade, we want the big picture. So smoothing enables us removing bumps, bangs, bounces, and shocks and getting an average clean signal. If we believe that prices do not follow a random walk model, the smoothened signal provides us a clear directional signal.
Impact for trading strategies
Conversely, if we do not smoothen prices, we could act on tugs, wrenches, or snatches that are against the trend and result in bad trades. Smoothing is the right way! But we need to be careful. If we smoothen with lag (one of the major drawbacks of moving averages), we act with delay and enter trades too late, potentially facing reverse direction markets. In an ideal world, we would like the smoothing technique to have zero lag and to provide a fist move advantage.
MATERIAL AND METHODS
REVIEW OF MOVING AVERAGES
The usual moving averages
The usual way to remove noise in prices is with moving averages. Let us denote weights by for the time , where goes between 0 to . Then, the moving average is given by
Whose lag is
If we do a moving average of a moving average, equation (2.1) becomes
) (EQ 2.3) And the corresponding lag is
(EQ 2.4)
We can easily derive similar formula for a recursive moving average at the order kth:
The resulting lag is
(EQ 2.6)
Explicit Lag Computation
Prices are sampled with equidistant time steps = . Formulae (EQ.2.6) can be easily computed in terms of its first order value as follows:
(See Proof A.1:)
Furthermore, if we combine recursive moving averages, it is easy to find back the results of Mulloy. In the case of a moving average of moving average, the only possible choice with zero lag whose coefficient sum is equal to 1 is the double moving average: used KF for hedge fund replication.
In a general way, Kalman filter consider a linear dynamic system given by
Where is the state transition matrix, the measurement matrix, the model noise, the state vector, the measurement vector, the measurement noise, and the independent white noises with zero mean and their variance matrices given by and respectively. , respectively , is the drift of the state vector, respectively the measurement vector. The corresponding Kalman filter is:
Prediction step: 
KF works in a two-step process (prediction and correction steps). The algorithm is recursive, can run in real time, using only the present input measurements, the previously calculated state and its uncertainty matrix.
Obviously, one needs to specify the state and measurement vector. A logic choice is to use a physical system with concepts similar to speed and acceleration: It is interesting to note that this model is very closed to a local linear trend model. Indeed, the local linear trend model writes as x t+1 = x t + β t + w 1,t (EQ.3.13) β t+1 = β t + w 2,t (EQ.3.14)
We can notice that in this specific case, the KF parameters are the following:
The parameters to estimate are the following (5 in total) -It smoothens any data. Hence the data produced by the KF can be used instead of prices to remove any spike. This opens multiple options as these inputs can be used in cross over moving averages strategies, MACD indicator, oscillators and combination of these. We do not explore this as the paper goal is to study the predictive power of KF models.
-it can be used as a predictive tool to help deciding when entering long or short strategies.
We compare the prediction with the current. This is precisely the subject of this paper. 
Pseudo code
RESULTS
NUMERICAL RESULTS
Description of the sample set
To test the efficiency of KF models 1, 2, 3 and 4, we use the E-mini-S&P-500 continuation Future, whose RIC is Esc1. We use the Eikon App "Trading Robot" that has been developed by the author. We look at daily data between 28 Feb 2015 and 28 Feb 2016.
Comparison of Kalman filters with standard technical indicators
We provide graphics of various indicators to measure how KFs best fit price information.
We display: In Figure 1 , we see that the KF model 1 sticks much better to price data than any of the two moving averages. This is normal as KF model has 0 to 1 period lag. We do not show in this graphic the other KF models as they would be barely distinguishable. In Figure 2 and Figure   3 , we compare KF model with zero-lag moving averages like DEMA or TEMA. We emphasize area of difference with orange circles and see that KF models stick much better to price data. In Figure 4 , we compare the different KF models and see that KF model 1&2 are similar while models 3&4 are also similar, with an advantage to the latter ones. 
Kalman filter trading strategies performance
We look at the same one-year of data and compute the optimal parameters for the 4 KF models. For each model, we use no leverage, trade only one future contract regardless of the current trading account. We also assume a 4 dollar round trip commission, which is the observed price at retailed brokers like Interactive-Brokers. For large trader with more than 20,000 contracts per months and CME membership, round trip commission lowers to 1.4 USD. Table 1 shows that the best model is model 4 with an annual net profit of 39.5 k USD, followed by model 3 with 29 k USD and the last two being model 2 and 1 with net profit of 22 and 19 k USD.
We can make various remarks:
 The final model ranking makes senses as model 4 is richer than 3 that is itself richer than 2 that is richer than 1.  The best model, KF 4, provides a nice net profit, 39 k with a max drawdown of -2,600, hence representing a ratio of net profit over drawdown (also called recovery ratio) of 15. This is excellent!  E-mini-S&P daily margin is about 5 to 6 k USD, hence 40k USD net profit is an amazing statistic. In addition, model 4 incurs only positive monthly PnL ( Figure 5 ).  KF model 3 has a nice and steady cumulative profit curve (Figure 6 ), while model 4 outperforms because it captures a few large additional trades ( Figure 5 and Figure  9 ).  KF model 1 & 2 are Kalman filter models already explored in literature. We find some negative monthly PnL and large drawdown (see Figure 7 and Figure 8 ). This is a known feature as these models have a poor dynamic. This may explain why these standard KF models have been disregarded.  The difference between KF model 3 and 4 is the oscillator factor. This confirms the well-known fact that oscillators capture others features than trending indicators and catch any mean reverting market (in trading range environment). The combination of trend following factors (like in model 3) with the new extra term inspired from oscillators yields a powerful model called 4. We can notice that parameter 14, 2 , is null. It indicates that the oscillator factor plays a role only on short term factor. This can be interpreted as an empirical evidence that range trading has only influence on short term while trend dominates in long term.  The parameters 11 and 13 in KF model 4 represent the neutrality level at which the oscillator factors changes from bullish to bearish. It is amazing that its optimal value turns out to be 50%, which is also a well-known feature of oscillators where the level of neutrality is 50%
We provide optimal parameters in Table 2 . We also provide various statistics for KF model 4, 3, 2 and 1 (starting with the best model and going to the worst) in Table 3, Table 4, Table  5 , Table 6 and the list of all trades in Table 7 We provide in Figure 5 , Figure 6 , Figure 7 , Figure 8 the cumulative profit and loss curve for trading strategy of model 4, 3, 2 and 1, starting by the best one. Figure 9 zooms on the period where model 4 locks in large profit due to accurate prediction of turning points. 
DISCUSSION
Parameters for the Kalman filter models are obtained by a general optimization. Hence they provide the best possible choice of parameters. Results presented here should be analyzed with this in mind.
We clearly see that model 1 and 2 provides similar results about 20 k of net profit for one year trading the E-mini contract. When adding the new feature of a short and long term model factor, we increase net profit to 29 k, which is substantial. We reduce maximum drawdown from -7,300 USD to -3,800 USD. This is a material gain. Model 4 performs even better as we generate an additional 10 k with net profit skyrocketing to 40 k USD with an further reduction of drawdown to -2,600 USD.
CONCLUSION
In this paper, we empirically validate that Kalman filters with meaningful dynamics have predictive power. After reviewing moving averages and the general equation for its lag at order n with respect to the one at first order, we examine 4 Kalman filter models: the common one with speed and acceleration concepts, the traditional statistical one referred to as the local linear trend, a new model that splits price contribution between short and long term effect and a last one that encompasses all above with an additional term corresponding to the position of the price with regards to its extremums. We find empirically that model 4 performs far better than any other models. We also confirm that KF models have zero lag and capture price dynamic better than previous combinations of moving averages like DEMA or TEMA. We confirm on model 4 that oscillators and trend following indicators are a powerful combination that performs better than any single indicators. With the following constraints. First, the sum of the coefficients should be equal to 1, hence
Second, the lag of the resulting combination should be 0, hence
Third, we impose that the coefficient for the third order recursive moving average is equal to 1, = 1 (A.3.4)
It is easy to solve this linear system and find = 3, = −3, = 1 (A.3.5)
Which is the result!
