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Sufficient conditions are given for a matrix Riccati differential equation 
to have a bounded solution; these conditions are less stringent than those known 
heretofore. The conditions are in the form of linear, algebraic and differential 
inequalities. 
1. INTRODUCTION 
A certain matrix Riccati differential equation appears often in optimal 
control theory; for example, [I], [2], [3], [4], [5]. In fact, the boundedness 
of the solution of this matrix Riccati equation is equivalent to the classical 
“no-conjugate-point condition” of the Calculus of Variations [2]. Apart from 
importance in the above mentioned area, the Riccati equation is intrinsically 
interesting [6]-[9] primarily because its solution can become unbounded in a 
finite time interval. 
In this paper we present sufficient conditions for a matrix Riccati differential 
equation to have a bounded solution. The conditions are less restrictive than 
those known currently [l], [2]. 
Consider the following matrix Riccati differential equation: 
dS 
- = -3 = & + ATs + SA” - (F + BTS)TR-l(F + BTS) at 
(1) 
with boundary condition 
SPf> = Sf (2) 
Assumptions. (i) The elements of the matrices &, A, F, B and R-l are 
continuous real functions of the continuous real variable t (time) in the 
interval [to , tf]. 
(ii) &(t) is nzm and symmetric, 
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(iii) A(t) is nxn, 
(iv) F(t) is mfl, 
(v) B=(t) is mxn, 
(vi) 11-l is mxm, symmetric, and positive-definite Vt E [to , t,]‘ 
Conditions on these matrices are required which guarantee that .S(l 
t E [t,, , tf] is bounded.+ 
9; 
2. KNOWN SUFFICIENT CONDITIONS FOR A BOUNDED SOLUTION 
It is l-mown [l], [2] that the following conditions are sufficient to ensure that 
S(t); t E [to , tf] is bounded. 
(9 s - FTR-lF > 0 ‘dt E [to , tfl (3) 
(ii) R-l > 0 ‘dt E [t, , Gl (4) 
(iii) s, b 0 (5) 
3. k EQUIVALENT RICCATI DIFFERENTIAL EQUATION 
Without loss of generality we shall consider the Riccati equation: 
- $ = Q + A=S + SA - SBR-lB=S 
S(G) = Sf 
Equation (1) can be written in this form if we define 




4. NEW SUFFICIENT CONDITIONS, FOR A BOUNDED SOLUTION 
THEOREM 1. If there exists an YZWZ symmetric matrix function of time P(t) 
whose elements are continuously dzyerentiable real functions of t in the interval 
[tO , $1 such that:* 
(9 BTP = 0 vt E [to ,Gl w 
(ii) p+Q+A=P+PA=M(t)>O vt E Et0 9 $1 (11) 
(iii) -P(tJ + S, = Gf >, 0 (121 
+ Note that (1) is solved backward from the terminal time tf = 
* These conditions arise in the study of singular and nonsinguIar optimal control 




M(t) is an 12xll symmetric matrix function of time whose elements are 
continuous real functions in the interval [t,, , tf] and which is positive semi- 
defkite, and where: 
Gf is an nxn. symmetric positive semi-dejnite matrix. 
Then: 
S(t); t E [t,, , tf] is 6ounded. (13) 
Proof. Let 
P(t) + S(t) = P(t); t E PO 9 tfl (14) 
where P and ,!? are real symmetric matrix functions of time. Then, from (lo), 
(111, and (14), 
-P-LQ+AT(P+S)+(P+S)A-~w-((P+S)BR-~BT(P+~) 
(15) 
= Q + AT(P + S) + (P + S)A - n/r- SBR-~BTS- SBR-~BTP 
-pBR--lBTS _ ~BR--~BT~ (16) 
Using (10) and (14) in (16), we obtain: 
-pL - s’ = Q + AT(P + S) + (P + S)A - M - SBR--~BTS 
+ PBR--~BTP (17) 
Now, choose: 
-8 = -M f ATF f PA + PBR--~BTF (18) 
From (12) and (14), we have that 
--H(t,) - S(t,) + S, = Gf > 0. (19) 
Choose: 
P(tf) = -Gf . (20) 
From (18), (20), p(t); t E [t,, , tf] is bounded because (-p) satisfies a Riccati 
differential equation for which conditions (3)-(5) hold, viz., 
M(t) >, 0 vt E PO 9 !fl (21) 
R-‘(t) > 0 vt E [to 9 Gl (22) 
% b 0 (23) 
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Using (18) and (20) in (17) and (19) we obtain, finally: 
-sL = p -f- A=S + SA - SBR--1BTS (24) 
and 
S(t,) = s, (25) 
which is the same matrix Riccati equation as (6), (7). 
Now since (ID)-(12) are satisfied by a matrix function E’(t); t E [to , tf] 
which has bounded elements, and since, by (18)-(23), p(t); t E [t, , tJ is 
bounded, it follows from (14) that s(t); t E [to , tf] is bounded. This proves 
the Theorem. 
THEOREM 2. Conditions (10)-(12) of 2% eorem 1 are not more stringent than 
Conditions (3)-( 5). 
Proof. Use (S), (9) in (lo)-(12): 
(ii; 
B=P = 0 vt E [to , q 
p + Q - F=R-IF + (A - BR-IF)= P + I?(,$ - BR-IF) 
= M(t) >, 0 ‘dt E PO , G-1 
(iii) -P(q) + s, = Gf > 0 
Clearly, if (3)-(5) are satisfied, then (26)--(28) are satisfied by: 
P(t) = 0 = P(t) Vt E [to ,$1 
This proves the Theorem. 
5. EXAMPLE 
In this Section we show by means of an example that conditions (lo)-(12) 
are less restrictive than conditions (3)-(5). 
n=2, M=l, to=o, t,=l (30) 
F=O (31) 
B= = [0 l] 132) 




Clearly, these values do not satisfy (3)-(5); i.e., ,the known sufficiency 
conditions are violated. 
Conditions (10)-(12) become: 
EPlS p221 = 0 Vt E [O, l] (37) 
[2 ;] + [;, ‘d’] + [,’ y] 2 0; Vt E [O, 11 (38) 
and 
Let us choose P,,(l) = 0; this satisfies (39). If we choose 
PI1 = 2 then P,,(O) = -2, 




-2:2t] 20 (41) 
Ineq. (41) holds Vt E [0, 11. Thus the Riccati equation associated with the 
values of F, B, R-l, &, A and S, given by (30)-(36) has a bounded solution in 
the interval [0, 11, even though conditions (3)-(5) are not satisfied. 
6. CONCLUSION 
Boundedness of solution of a certain matrix Riccati differential equation is 
shown to be guaranteed if the linear algebraic and differential inequalities 
(lo)-(12) hold. A n exam _ pl e is used to illustrate that these conditions are less 
restrictive than those known heretofore [l], [2]. Conditions (lo)-(12) arise 
in the study of singular and nonsingular optimal control problems [IO], [ll]. 
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