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A transition from a cylindrical quantum dot to a highly elongated quantum dash is theoretically
studied here with an atomistic approach combining empirical tight binding for single particle states
and configuration interaction method for excitonic properties. Large nanostructure shape anisotropy
leads to a peculiar trend of the bright exciton splitting, which at certain point is quenched with
further shape elongation, contradicting predictions of simplified models. Moreover strong shape
elongation promotes pronounced optical activity of the dark exciton, that can reach substantial
1% fraction of the bright exciton intensity without application of any external fields. An atomistic
calculation is augmented with a elementary phenomenological model expressed in terms of light-
hole exciton add-mixture increasing with the shape deformation. Finally, exctionic complexes X−,
X+, and XX are studied as well and the correlations due to presence of higher excited states are
identified as a key-factor affecting excitonic binding energies and the fine structure.
I. INTRODUCTION
Self-assembled InAs/InP nanostructures are promis-
ing quantum emitters at 1.3 or 1.55 µm telecom wave-
lengths.1–4 Potential usage of these systems involves
single photons and entangled photons generation,5–8
with applications in quantum information and quantum
communication.9–11 The realm of InAs/InP nanostruc-
tures is rich and varies from more conventional cylindri-
cal self-assembled,12,13 and nanowire quantum dots14–16
to rather unconventional semiconductor nanostructures
with characteristic large in-plane elongation, known as
quantum dashes.17–27 Quantum dashes have demon-
strated their potential for utilization in e.g. lasers and
amplifiers19,20,28 or single photon emitters.29,30 Quantum
dashes show also significant tuning capabilities e.g. by
embedding in photonic mesas31 as well as demonstrate
several unique properties such a suppression of phonon-
induced decoherence.26
Recently, by application of external magnetic field,
quantum dashes32 have demonstrated their capability
to systematically reduce the bright exciton fine struc-
ture splitting,33 below the natural line width of emis-
sion, which makes the quantum dashes prospective as
a source of polarization entangled photon pairs from
biexciton-exciton cascade.7 The reduction of the fine
structure splitting, aiming for entanglement generation,
in an important scientific topic, and significant efforts
have been made to achieve this goal including, among
many others, post-growth annealing,34,35 spectral filter-
ing, 36 sample selection,37,38 growth of high symme-
try structures,13,15,39–41 the application of external elec-
tric,42,43 magnetic,8,44,45 and strain fields.46–48 It is thus
of practical importance to study, as done in this work,
the bright exciton fine structure splitting in quantum dot-
quantum dash systems and see how it evolves with defor-
mation for high-aspect ratio structures. At the other end
of excitonic spectra are the dark exciton states, which re-
cently gained an attention as potential long-lived, yet op-
tically addressable quantum bits49–51 or could be utilized
as auxiliary (metastable) states for the time-bin entan-
glement generation scheme.52,53 For the same reasons the
biexciton spectra is particularly interesting as well, and
hence both the dark exciton and several excitonic com-
plexes, such as the biexciton, are studied in this paper in
detail.
Apart from any practical utilization quantum dashes
are intriguing from a basic science point of view. For ex-
ample, it is curious how single particle and many body
properties evolve from that characteristic for a cylindri-
cal quantum dot, by gradual deformation of nanostruc-
ture’s shape to a high-aspect ratio, deformed quantum
dash. Such observation is typically not directly possible
in the experiment, yet it is fully attainable in a theoretical
study, which by its nature focuses on individual, single
quantum systems of well defined size, shape and compo-
sition. Further, often the experiment is pestered by un-
certainties due to inhomogeneous broadening in the en-
semble studies54 or unavoidable alloy randomness effects
originating from the specifics of the epitaxial growth,54,55
in particular growth on mixed composition substrates
(e.g. InGaAlAs27,56). A detailed knowledge (chemical
composition, intermixing, actual dimensions) of nanos-
tructure’s morphology, is often very much complicated,
if not impossible to obtain.17,18,21,57 Theoretical simu-
lation can to a certain degree filter out these difficul-
ties, and focus not on the direct comparison with a par-
ticular quantum dash or quantum dot experiment, but
rather an analysis of general trends with shape elonga-
tion. Utilization of accurate (e.g. atomistic) approach
should however give hope to produce results consistent
and supporting experimental findings. Moreover theo-
retical studies should also give an insight used next for
e.g. intentional tailoring of high-aspect ratio nanostruc-
tures to match spectral features demanded in the broad
field of nanophotonics.58–61
The focus of this paper is on the details of the InAs/InP
quantum dot-quantum dash single exciton spectra and
2FIG. 1. Schematics (top-view) of InAs nanostructure shape
deformation along [110] crystal axis as a function t, for sev-
eral arbitrarily chosen values. InAs wetting layer below the
nanostructure and the surrounding InP barrier is omitted for
clarity.
in particular the fine structure splitting, as well as the
bright and the dark exciton optical activity, all calculated
as a function of shape deformation from high rotational
shape symmetry to high-aspect ratio elongation. Spectra
of several excitonic complexes, the negatively and posi-
tively charged exciton and the biexciton, are studied here
as well. For all these cases, this article underlines the key
role of correlation effects due to presence of higher lev-
els (configuration mixing) affecting significantly all major
features of quantum dashes excitonic spectra.
A. System and methods
In this work I study InAs nanostructures elongated
from an ideal disk-shape quantum dot to a highly-
elongated (nanorod-like) elliptical quantum dash. The
height of all deformed nanostructures is kept fixed and
equal to 3 nm. The diameter in a fully cylindrical case
is 20.6 nm (radius r = 10.3 nm). These dimensions
are typical for self-assembled quantum dots and quan-
tum dashes.21 In our previous work54 we have studied ef-
fects of nanostructure size and composition on quantum
dashes spectra, here focus on the role of lateral deforma-
tion for pure InAs/InP system. The anisotropy is applied
as by elongating the system along [110] axis and shrink-
ing it in the perpendicular [110] axis at the same time,
such that the base field (and the overall dot volume) is
kept constant. The elongation axis was chosen as [110],
consistent with experimental findings.62 The elongation
is governed by anisotropy63,64 parameter t with a longer
(major) axis length changing as X = r × (1 + t) and a
shorter (minor) axis length given by Y = r/ (1 + t). We
consider t to vary from 0 to 2.0 (Fig. 1), and thus the
aspect ratio (X/Y ) is given as (1 + t)2 and reaches 9 for
the highest deformation considered. The nanostructure
is located on a 1 lattice constant (2 monolayers) thick
(0.6 nm) InAs wetting layer65 and embedded in InP bar-
rier. Since t was varied from 0 to 2.0 with a 0.1 step
the calculations we performed for total of 21 different
systems.
The calculation starts with finding atomic positions
that minimize total elastic energy. This is done by us-
ing the valence force field method of Keating66,67 with
a cylindrical computational box containing total of over
32 million atoms, and the minimization of strain en-
ergy performed using the conjugate gradient method.68
The valence force method is described in more detail in
Refs.69,70 and in my previous papers.68,71–73 Next, from
atomic positions the piezoelectric potential is calculated
by accounting for both linear and quadratic74–76 terms.
Then the single particle spectra of electrons and holes
are obtained with the empirical tight-binding method
accounting for d-orbitals and spin-orbit interaction.72,73
The single-particle tight-binding Hamiltonian for the sys-
tem of N atoms and m orbitals per atom can be written,
in the language of the second quantization, in the follow-
ing form:71
HˆTB =
N∑
i=1
m∑
α=1
Eiαc
+
iαciα +
N∑
i=1
m∑
α=1,β=1
λiα,βc
+
iαciβ
+
N∑
i=1
near.neigh.∑
j=1
m∑
α,β=1
tiα,jβc
+
iαcjβ (1)
where c+iα (ciα) is the creation (annihilation) operator of
a carrier on the (spin-)orbital α localized on the site i,
Eiα is the corresponding on-site (diagonal) energy, and
tiα,jβ describes the hopping (off-site, off-diagonal) of the
particle between the orbitals on (four) nearest neighbor-
ing sites. The summation i goes over all atoms, whereas
the summation over j goes over the four nearest neigh-
bors only. α is a composite (spin and orbital) index of
the on-site orbital, whereas β is a composite index of the
neighboring atom orbital. Coupling to further neighbors
is thus neglected, whereas λiα,β (on-site, off-diagonal) ac-
counts for the spin-orbit interaction following the descrip-
tion given by Chadi77 and including the contributions
from atomic p orbitals.
Here I use the sp3d5s∗ parametrization of Jancu78.
The tight-binding calculation is effectively performed on
a smaller domain than the valence force field calcula-
tion,79,80 yet still the number of atoms in the tight-
binding computational box exceeds 1.3 million present-
ing a substantial numerical problem. More details of the
sp3d5s⋆ tight-binding calculation were discussed thor-
oughly in our earlier papers.68,71–73
Finally excitonic spectra are calculated with the con-
figuration interaction method. The Hamiltonian for the
interacting electrons and holes can be written in second
quantization as:81
Hˆex =
∑
i
Eei c
†
i ci +
∑
i
Ehi h
†
ihi
+
1
2
∑
ijkl
V eeijklc
†
i c
†
jckcl +
1
2
∑
ijkl
V hhijklh
†
ih
†
jhkhl
−
∑
ijkl
V eh,dirijkl c
†
ih
†
jhkcl +
∑
ijkl
V eh,exchgijkl c
†
ih
†
jckhl (2)
3where Eei and E
h
i are the single particle electron and hole
energies, obtained at the single particle stage of calcula-
tions, and Vijkl are Coulomb matrix elements (Coulomb
direct and exchange integrals) calculated according to
procedure given in Ref.71.
Typically only s, p, and d single particles shells are
included in the configuration interaction calculation of
quantum dot electronic spectra.71,82 In this work I go
beyond this approximation and account for the f -shell
as well, resulting in total 20 (with spin) electron and
20 hole single particle states entering many-body cal-
culations and total of over 0.6 million Coulomb direct
and exchange integrals calculated over 1.3 million atoms
in the computational box.71,83 Calculation of the multi-
excitonic spectra produces thus a significant computa-
tional challenge and on a 192-core computer cluster it
takes about 72-hours for all computational stages com-
bined (i.e. strain, piezoelectricity, tight-binding and con-
figuration interaction) for every single t value, with the
configuration interaction being by far the most time-
demanding part.
II. SINGLE PARTICLE SPECTRA AND THE
EXCITONIC GROUND STATE
Fig. 2 shows the evolution of several lowest electron
levels as a function of increasing lateral shape anisotropy.
These levels evolve from the typical case of a cylindrical
quantum dot with a characteristic s, p, d, ... shell struc-
ture84 to a nanorod-like spectrum with nearly equidis-
tant levels and no shells present. In a simplified picture
this could be understood as an evolution from a quasi-
two-dimensional like confinement effectively described
by a 2D-harmonic oscillator81,84 model to a quasi-one-
dimensional system described by a 1D-harmonic oscil-
lator model, hence nearly equidistant spacings between
levels.
Apart from above lowest electron levels experience a
blue-shift in energy, with a pronounced increase of the
ground electron state energy (e1) by 48 meV for the
largest considered deformation (t = 2) as compared with
the cylindrical case (t = 0). This happens despite keeping
the nanostructure’s volume fixed during the deformation,
as mentioned above, and is due to decreased confinement
in the [110] direction, which is perpendicular to the di-
rection of the nanostructure deformation direction [110].
The f -shell seems to be weakly pronounced and at about
1380 meV there is an apparent onset of closely spaced
quasi-continuum states (2D-like wetting layer states).
Eight (16 with spin) lowest electrons states are typically
well confined within the nanostructure with the percent
of the wave-function contribution in the quantum dot re-
gion varying from about 78% for the e1 ground state to
about 65% for e8, and for t = 0. Higher energy states are
weakly coupled with small 30− 45%, yet non-negligible,
contribution in the nanostructure volume. Higher lying
states have progressively increasingly larger content in
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FIG. 2. Single particle electron levels as a function of nanos-
tructure shape deformation t along [110] crystal axis. Lines
connect levels ordered in energy. Three lowest states are
marked as e1, e2, and e3 correspondingly.
the wetting layer and in the barrier region. The elonga-
tion further reduces localization in the dot region which
for e1 drops from 78% for t = 0 to 69% for t = 2 and
analogously for higher states.
Evolution of hole levels, as shown on Fig. 3, is some-
what more peculiar with a complicated spectra in the
elongated case, several apparent anti-crossings of excited
levels, and decreasing85 energy of the ground hole h1
level by about 20 meV with elongation. As typical for
various nanostructures hole states have smaller energy
levels spacings due to the larger effective mass of the
hole. Hence for the non-elongated case (t = 0), the hole
p − shell splitting appears larger than that of electron,
whereas in fact both splittings are quite comparable, with
1.63 meV value for electrons and 2.1 meV splitting for
holes. It should be noted that the hole d-shell is appar-
ently less separated from the excited part of the spectra
than in the electron case, the f -shell is practically not
visible, and that the confined hole shells smoothly trans-
form into closely separated levels below about 385 meV.
Yet, contrary to the electron, and again due to larger ef-
fective mass, even excited holes states are well confined
in the nanostructure with above 95 − 96% hole wave-
function localization in the dot region for all 10 (20 with
spin) lowest (h1-h10) hole states considered in latter part
of the text with respect to the excitonic calculations. In-
terestingly the shape-deformation has little (reduction on
the order of at most %1) effect on the ground hole state
h1 localization degree.
At the end of the single particle energies analysis, let
me note that the ground and the first excited state (s−p)
spacing decreases monotonically with deformation, drop-
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FIG. 3. Single particle holes levels as a function of nanos-
tructure shape deformation t along [110] crystal axis. Lines
connect levels ordered in energy. Please noted reversed or-
dering of hole levels with respect to electron levels The hole
ground state is marked as h1, the first excited hole states is
h2, etc.
ping for electrons (Fig. 2) from 47 meV (for t = 0.0) to
13 meV (for t = 2.0), and for holes (Fig. 3) from 22 meV
to 7 meV correspondingly.
Fig. 4 shows charge densities corresponding to single
particles levels shown on Fig. 2 and Fig. 3. For electron
states the transition from a cylindrical to a quasi-one-
dimensional confinement is apparent and manifests itself
in the charge density by an increasing number of nodal
planes along the elongation axes. This is particularly well
visible for highly-elongated cases (e.g. t = 2) were the
manifold of lowest electron states starts for a node-less
ground states, then the first excited state has one nodal
plane, the second excited states has two nodal planes,
and so on.
This simple, intuitive picture is somewhat complicated
by a presence of apparently delocalized states intrud-
ing in-between localized ones. This is well visible for
example for e8 and t = 2. These particular state ap-
parently origins from e3, one of the cylindrical (t = 0)
quantum dot p − shell states, which evolves higher in
energy with the shape-deformation due to a presence of
a node in this state aligned with the longer axis of the
nanostructure. Such near-delocalized states have signifi-
cant fraction of their charge density ”leaking” out of the
nanostructure into the InAs wetting layer and finally into
the InP barrier. Another example of an interesting be-
haviour is seen for higher excited states e9 and e10 for
t = 0 and t = 0.5 cases. Here again these states have
mixed character with a fraction of charge density in the
nanostructure hybridized with the rest of it penetrating
the wetting layer. Finally there are electron states shown
here as well (e.g. e10 for t = 1.5), with no apparent den-
sity in the quantum dash area, but rather delocalized in
the wetting layer.
The ground hole state charge density is shown on the
right hand size of Fig. 4 (please note again reversed or-
dering of hole levels) and behaves similarly to the ground
electron state. The only difference is that h1 seems to lo-
calize more strongly within the nanostructure, whereas
e1 shows some spreading (leakage) in the ([110]) direc-
tion perpendicular to the deformation. Generally all (10)
hole states shown here are more strongly localized in the
nanostructures area. This is expected since plots shown
here must be consistent with numbers (degrees of local-
ization reaching 96%) discussed earlier.
Finally, let me note that the excited state h2 shows a
simple behaviour with a single nodal plane, but higher ex-
cited hole states have far more complicated nodal struc-
ture than electrons, with non-trivial nodes (both in [110]
and [110] directions) - an apparent manifest of holes
multi-band character.
Apart from energies and charge densities, in the tight-
binding formalism one can naturally inspect orbital con-
tribution from different atomic orbitals constituting sin-
gle particle quantum dot confined states. The orbital
contribution to the ground hole state (for more details
see the Appendix) is dominated by lateral p atomic or-
bitals (px and py) reaching 72 − 73%, with a significant
fraction of 24% from (dyz and dzx) d-orbitals, and much
smaller contributions from other states, most notably pz,
dxy, and s altogether constituting not more than about
3% of the total hole ground state charge density. For
completeness, it should be mentioned that the ground
electron state is built predominantly (over 90% contri-
bution) by s and s∗ atomic orbitals with a small 4− 5%
add-mixture of pz orbitals and much smaller contribution
form other orbital species (px, py and dxy). Presence of
p-type orbitals in the electron state or s orbitals in the
ground hole state should not surprise, and it is a direct
manifestation of a multi-band and multi-valley character
of the tight-binding calculation. Moreover, despite pro-
nounced changes of single particle states energies with
the deformation, the orbital contribution is very little
affected and stable with the deformation (for more de-
tails please see Fig. 17 in the Appendix). Hence it can
be speculated that the key features of elongated systems
spectra are related to the overall, spatial character of
single particle state, rather than their particular orbital
components.
Quasi-particle states are next used as the input for
the many-body (up to f -shell) calculation of excitonic
spectra and the resulting excitonic ground state energy
evolution is shown on Fig. 5. Here within small deforma-
tions range the excitonic energy changes little since the
decreased confinement in one direction ([110]) is compen-
sated by the increased confinement in the other [110] di-
rection, consistent e.g. with my previous work on weakly
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FIG. 4. Charge densities (top-view) corresponding to several (10) lowest single particle electron (left) and hole (right) levels
as a function of nanostructure shape deformation t=0, 0.5, 1, 1.5, 2. Please note reversed ordering of hole levels. Some
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constant value. Grey areas mark the nanostructure region. Please thus note that some of these states are not bound within
the nanostructure (e.g. e10 for t=1 ). Moreover several of these states leaks profoundly into the wetting layer (e.g. e8 for t=2 ).
6elongated quantum dots64 with t ≤ 0.2. The ground ex-
citon state upward shift in energy is thus only 2.6meV for
t = 0.2 case with respect to t = 0 system. Yet, for larger
deformations there is a clear, nearly linear growth of ex-
citonic energy reaching about 800 meV for t = 2.0, that
is about 69 meV larger than for the non-elongated quan-
tum dot. It should be emphasized that the increase of
excitonic ground state energy with an elongation (69meV
shift) is determined mostly by single particles energy con-
tributions (68 meV) of electron and hole forming an exci-
ton. There is thus apparently only a relatively small mag-
nitude (≈ 1 meV) of change of electron-hole Coulomb in-
teraction between cylindrical and elongated cases. How-
ever there are different contributions to electron-hole in-
teraction due direct term and correction due to correla-
tions - these effects will be discussed in the latter part of
the text where excitonic complexes will be studied.
Apart from the direct electron-hole Coulomb interac-
tion there is also a matter of configuration mixing. Since
in the single particle spectra we could observe the pres-
ence of different shells it is curious to check how these
will affect the excitonic spectra. Hence a series of con-
figuration interaction calculations was performed with
a systematically increasing number of electron and hole
shells accounted for, and results summarized on Fig. 5.
For the single exciton this corresponds to 4, 36, 144, 400
electron-hole configurations for s, p, d and f shells corre-
spondingly. Since there is no shell structure for elongated
systems and moreover the f -shell is not well pronounced
even for cylindrical dot, thus using a notion of ”shell”
is just a shortcut. Accounting for the s-shell means ac-
counting for the ground electron and hole states only,
p-shell corresponds to 3 (6 with spin) lowest electron and
3 (6 with spin) lowest hole states, and d-shell is 6 (12
with spin) states for each of charged carriers, and finally
f -shell corresponds to accounting for 10 (20 with spin)
of each of single particle states. The energetic difference
between cases accounting for s and f is shown as well (in-
set) on Fig. 5 and the correction due presence of higher
shells is only about 1.7 meV for t = 0 symmetrical case,
while it reaches more substantial 3.9 meV for the largest
considered deformation. The trend shown on the inset
on Fig. 5 is intuitive since one could expect higher role
of configuration mixing in case of closely spaced levels
for elongated systems of broken symmetry than in more
cylindrical cases with well separated shells. Whereas the
effect of inclusion of higher-levels seems to be a small (few
meV) correction as compared to the overall excitonic en-
ergy of about 750 − 800 meV, yet this particular (s-f)
difference is a direct measure of correlation effects due
to the add-mixture of higher energy configurations and
will play a crucial role e.g. in the magnitude of excitonic
complexes binding energies discussed later in the text.
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FIG. 5. Exciton ground state energy as a function nanos-
tructure shape deformation t along [110] crystal axis. Lines
correspond to cases with different number of single-particle
shells (s,p,d and f) included in the configuration interaction
calculation. Inset: the difference between ground state X en-
ergy calculated using s-only and all shells up to f .
III. EXCITONIC FINE STRUCTURE: BRIGHT
AND DARK EXCITONS
Apart from the main features it is curious to study
the details of excitonic spectra, that is its fine structure.
Typical quantum dot spectra consist of two pairs of ex-
citonic states. One pair is formed by two states with
anti-parallel electron-hole spin alignments leading to an
optically active bright exciton doublet. Second pair, en-
ergetically below the bright excitons (due to electron-hole
exchange) is a doublet of two dark excitonic states with
parallel electron-hole spins. Both of these doublets can
be further split by various effects including presence of
anisotropic lattice, strain, and alloying.64 The bright ex-
citon splitting is also commonly known as the fine struc-
ture splitting.
Fig. 6 shows energy difference between the lowest
bright exciton state and the higher energy dark exci-
ton. Notably this splitting goes down with the elongation
in all considered approximations in the configuration in-
teraction calculation. We can understand that in terms
of decreasing electron-hole exchange interaction due to
change of lateral confinement with a progressing defor-
mation, however we should also note that this energy
difference is affected also by splittings within bright and
dark doublets discussed later. Interestingly one can also
observe here a non-negligible effect of higher-lying levels
on dark-bright exciton energy splitting. Here, the cal-
culation including the s-shell only gives the splitting by
about 100 meV smaller than that performed in the full
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FIG. 6. The bright-dark exciton splitting (electron-hole ex-
change splitting) as a function of nanostructure shape defor-
mation t along [110] crystal axis. Lines correspond to cases
with different number of single-particle shells (s,p,d and f)
included in the configuration interaction calculation.
f -shell basis. The difference between the d-shell and the
f -shell cases is much smaller and varies between 10 to
15 meV, and is somewhat larger for elongated cases.
One could question here the convergence of configura-
tion interaction method with respect to number of shells
included. In fact I will try to address this problem in a fu-
ture work, however currently accounting for shells even
higher than f is prohibitively numerically demanding.
For the dark-bright exciton splitting a rough estimate of
such error would be about 30 µeV, still much smaller than
the absolute value of the dark-bright exchange splitting.
Next, Fig. 7 shows the splitting of the bright exciton
(the fine structure splitting) as a function of the deforma-
tion. One observes here two characteristic and peculiar
features. Firstly, there is again a significant difference be-
tween configuration interaction results when accounting
for different shells. A ”customary” approach with s-shell
only reproduces well the general trend, but quite impor-
tantly it strongly underestimates the magnitude of the
splitting giving about half of it. Addition of higher en-
ergy configurations has little effect for weakly deformed
systems, e.g. for a cylindrical case (where the fine struc-
ture splitting is present due to low lattice symmetry, de-
spite the cylindrical shape) the contribution from the s-
shell equals to 8 µV and is a dominating the total split-
ting equal to 10.5 µV. However the importance of higher
levels is pronounced for elongated systems and it can
be intuitively understood since the reduced symmetry
would seem to promote increased mixing between con-
figurations. For a moderately deformed nanostructures
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FIG. 7. The bright exciton splitting (anisotropic electron-
hole exchange splitting) as a function of deformation t. Lines
correspond to cases with different number of single-particle
shells (s,p,d and f) included in the configuration interaction
calculation.
and t parameter value between about 0.5 and 1.2 the
fine structure splitting dependence on the number of in-
cluded shells is far from trivial, e.g. the addition of d-shell
apparently reduces the bright exciton splitting compared
to p-shell inclusion only. Interestingly for larger defor-
mations (t > 1.5) addition of higher shells (above the p-
shell) has a small effect on the splitting. For the largest
considered deformation the contribution due to s-shell
only gives splitting of 14.4 µeV, addition of the p-shell
increases the splitting by additional 28.5 µeV giving the
total splitting of 44.5 µeV, further addition of d- and f−
curiously decreases the splitting, yet by mere 0.7 µeV. It
thus appears that for elongated cases most of the splitting
is given by accounting for the ground, first and second
excited electron and hole levels whereas the ground state
orbitals give as little as 1/3 of the contribution to the
splitting.
Moreover our previous results demonstrate the that
bright exciton splitting is also a sensitive function of over-
all nanostructure volume (height and length) as well as
intermixing effects due to alloying in the surrounding bar-
rier.
Apart from observations regarding the correlations due
to different shells the next key effect is the trend of fine
structure evolution itself. At first the splitting goes up
quasi-linearly with t following predictions based on the ef-
fective mass approximation63 and anisotropy related mix-
ing of quantum dot heavy-hole states. However with the
increase of the deformation the trend seems to flatten-
up, and it saturates with a plateau (≈ 80 µeV) at about
8t equal to 0.7 − 0.8. More curiously with further shape
deformation the fine structure splitting on Fig. 7 is re-
duced with anisotropy: a trend clearly contradicting an
simple intuition.
In order to analyze this effect further let us focus our
attention on the excitonic emission spectra. Fig. 8 shows
emission from two bright excitonic states in form of two
X = [110] and Y = [110] linearly polarized lines. X line
corresponds to lower energy bright exciton, whereas Y to
higher energy bright exciton state. For t = 0 case there
is only a small intensity difference between these two
lines due to the presence of anisotropic crystal lattice and
strain.64 For t > 0 the dominant oscillator strength comes
from X polarization, following thus an elongation axis,
whereas for the Y polarized line the oscillator strength
is reduced with elongation, with the ratio Imax/Imin =
IX/IY going from ≈ 1 for t = 0.0 to over 4 for t = 2.0.
The growth of X-polarized line oscillator strength is thus
strictly followed by the decrease in Y -polarized line os-
cillator strength. Curiously the Imax/Imin dependence
on elongation can be approximately described by a fol-
lowing linear relation Imax/Imin ≈ 1 + 3/2 ∗ t. A more
established measure of polarization anisotropy is polar-
ization degree C = (Imax − Imin) / (Imax + Imin) shown
(black/empty squares) on the inset on Fig. 8. Polariza-
tion degree dependence on elongation ratio can be well
described by a simple following relation: C = t/(4/3+ t).
A more accurate formula can be found by a fitting with
C = (t−0.0725)/(1.26544+t), shown as a red line on the
inset on Fig. 8. Such a simple relation between polariza-
tion anisotropy and elongation suggest that there maybe
a single dominant factor strongly affecting the spectra.
It is often assumed33 that structural quantum dot elon-
gation will lead to mixing of the bright exciton states
|1〉 =
∣∣3
2
,− 1
2
〉
and |−1〉 =
∣∣− 3
2
, 1
2
〉
, where± 3
2
corresponds
to heavy-hole spin projection, and ± 1
2
are electron spin
projections. Such mixing would lead to the bright ex-
citon splitting and presence of two orthogonal lines of
linear polarization. However mixing of pure heavy-hole
states seem not to be sufficient to describe strong po-
larization anisotropy as observed here. Recently several
authors86–89 have suggested a mechanism in which lat-
eral anisotropy would effectively induce heavy-hole/light-
mixing, with the bright excitons states given as:∣∣∣±1˜〉 =√1− β2 ∣∣∣∣±32 ,∓12
〉
+ β
∣∣∣∣±12 ,∓12
〉
(3)
thus effectively add-mixing exciton state heavy-hole com-
ponent
∣∣ 3
2
〉
with a light-hole component of opposite pro-
jection
∣∣− 1
2
〉
, and correspondingly mixing
∣∣− 3
2
〉
with
∣∣ 1
2
〉
.
β is a measure of that mixing, and the polarization
anisotropy due to mixing can be descried as:87,89
C (β) =
2β
√
3 (1− β2)
3− 2β2
(4)
We can use a fit to the above equation in order to ef-
fectively retrieve β from our atomistic calculations of the
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FIG. 8. The calculated excitonic optical spectrum (oscillator
strengths) for the bright excitons (in-plane polarizations) and
the dark exciton (out-of-plane, "z" polarization) as a func-
tion of nanostructure deformation t. The inset shows bright
exciton polarization anisotropy.
polarization degree. The results are shown on Fig. 9, with
β increasing monotonically with the deformation t and
reaching considerable value of about ≈ 0.5 for the largest
considered deformation. My previous82 calculations for
cylindrical nanowire quantum dots indicate that further
increase of aspect ratio could in fact lead to a formation
of a light-hole dominated exciton, however the analysis of
light-hole excitons goes beyond the scope of current work.
Additionally and contrary to tall (high vertical aspect ra-
tio) nanowire quantum dots82 the orbital contribution of
single particle states in flat (3 nm of height) nanostruc-
ture is not changed much with the deformation (for the
ground hole state in particular; see the discussion earlier
and the Appendix) and the large β content corresponds
to a change in the envelope character of the hole wave-
function, rather than in its microscopic part. Here the
term ”envelope” was borrowed from the language of the
continuous media approximation (and methods such as
the effective mass approach) and it should be used with a
great caution since the notion of ”envelope” is not present
in the linear combination of atomic orbitals (LCAO) ap-
proach utilized by the tight-binding method.
Let us now come back to the matter of the bright ex-
citon spectra as discussed above and shown earlier on
Fig. 7. For clarity we plot this splitting (for f -shell
case only; solid-line/squares) again on Fig. 10, yet this
time compared with simple model estimation (dashed
line/starts) based on recent work by Tsitsishvili88, where
the bright exciton splitting in case of significant light-hole
add-mixture could be given ≈ 4√
3
β
√
1− β2∆ST , where
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FIG. 9. The bright exciton polarization anisotropy C (β)
(same as on the inset on Fig. 8) compared with strength of
light-hole/heavy-hole mixing β as well as different functions
of β as functions of nanostructure deformation t.
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FIG. 10. Estimation of the bright exciton splitting from a
phenomenological model and from an atomistic calculations
as a function of nanostructure deformation t.
∆ST is the ”usual” (i.e. non-anisotropic) electron-hole
exchange, related to dark-bright exciton splitting shown
previously on Fig. 6. The dependence β
√
1− β2 term
is shown on Fig. 9, where it is compared with β and
β2 and it shows sub-linear dependence on t. This term
is then multiplied by the dark-bright exciton splitting
∆ST , which I reiterate gets reduced with the increas-
ing deformation (Fig. 6). Hence for elongated systems
there are two opposing effects. The first is the increasing
(β
√
1− β2) contribution due to light-hole add-mixture
that leads to the increase of the splitting. The second
opposing effect is the decreasing value of the electron-
hole overlap leading to a reduction of the dark-bright
exciton splitting. These two effects combined together
lead first to the growth of the bright exciton splitting
with the deformation, then its saturation and then the
decrease of the splitting with even further elongation.
The simple model, combined with input from the atom-
istic calculation (∆ST and β from excitonic energy and
emission spectra correspondingly) is thus able to qual-
itatively explain the behaviour of the bright exciton in
highly-elongated system, yet we should also emphasize it
is only a qualitative agreement. The phenomenological
model overestimates the value of splitting by a large fac-
tor (typically over 3) and the fully atomistic calculation
is needed for the qualitative prediction of the splitting
magnitude.
Based on the above one can conclude that the strong
admixture of light-hole component could explain polar-
ization properties of the bright excitons and their split-
ting in strongly elongated systems, moreover it turns out
that light-excitons would also have a pronounced effect
on the dark exciton proprieties. My calculations indi-
cate that with an increasing deformation one of the dark
excitons gets a non-negligible oscillator strength, shown
on Fig. 8 as z (out-of-plane) polarized line, with mag-
nitude reaching considerable (about 1%) fraction of the
X-polarized bright exciton emission. This dark exciton
non-zero optical activity comes from higher energy dark
exciton state, where the other (low energy) state remains
fully dark, consistent with group-theoretical predictions
for heavy-hole dominant C2v quantum dots.
40,41 It should
be noted however that such large dark exciton optical ac-
tivity is orders of magnitude stronger than that observed
for weakly deformed quantum dots.64,90 In a phenomeno-
logical model accounting for the light-hole exciton add-
mixture to the dark exciton state,86,88 the magnitude of
the dark exciton activity should86 follow β2 dependence.
This is in fact qualitatively consistent with our results:
with z-polarized line on Fig. 8 and β2 on Fig. 9 show-
ing qualitatively the same behaviour. We note here that
such pronounced optical activity of the dark of exciton
could have potential applications in quantum information
and computation49–51 since the dark state is both long-
lived and optically addressable at the same time, and its
properties could be likely be tailored by the degree of
nanostructure elongation.
Apart from the optical activity, it is instructive to
study the dark exciton splitting as shown on Fig. 11. The
dark exciton splitting goes from a small value of 0.14 µeV
for a cylindrical t = 0 system to a substantial splitting
exceeding 40 µeV for t = 2.0. One should notice that this
is an extraordinarily large dark exciton splitting, compa-
rable with that of the bright exciton. Based on a simple
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FIG. 11. The dark exciton splitting as a function of defor-
mation t. Lines correspond to cases with different number of
single-particle shells (s,p,d and f) included in the configura-
tion interaction calculation.
model88 one can expect the dark exciton splitting to grow
proportionally to β (and thus to t), due the admixture
of the light-hole exciton add-mixture to the dark exciton
|±2〉 state. Therefore a substantial content of the light-
hole exciton will have a dramatic impact on the dark
exciton properties, including the dark exciton splitting.
One can observe however yet another effect that cannot
be easily captured even qualitatively by a simple model.
Namely, for deformations t larger than 0.5 exciton one
can notice the increasing role of higher-lying shells, with
the magnitude of dark exciton splitting increasing pro-
gressively with the admixture of these shells. This leads
to a general trend of the dark exciton emission resem-
ble more quadratic-like behaviour as a function of t with
f -shell included, and more linear-like for the s-shell in-
cluded only.
To summarize this section let me note that the cal-
culated range (from 10 to 88 µeV) of the bright exciton
splittings falls reasonably well within the range of values
observed experimentally54 for large-aspect ratio quantum
dashes emitting at around 800meV (i.e. from about 25 to
nearly 200 µeV). However I emphasize that in this work
I do not aim at the direct comparison with a particular
quantum dash or quantum dot experiment, but rather
focus on an analysis of general trends with shape elonga-
tion. Moreover a detailed comparison with a particular
experiment54 should include a comprehensive knowledge
of nanostructure’s morphology, which is often near im-
possible to obtain.17,18,21,57 Nevertheless one can specu-
late here that obtained results strongly suggest that is is
unlikely for [110] elongated quantum dashes to achieve a
very small fine structure splitting unless other phenom-
ena such as alloying due to annealing or composition in-
termixing are included into the consideration27,38 or ex-
ternal fields are applied.32 Otherwise growers should aim
for non-elongated13 or weakly [110] elongated nanostruc-
tures, where small elongation along [110] axis64 should
lead to the reduced fine structure splitting, by minimiz-
ing the anisotropic contribution due to strain. One the
other hand the profoundly increased dark exciton states
optical activity in highly-elongated systems could in prin-
ciple open new routes for quantum dashes applications
including entanglement generation via the time-bin ap-
proach52,53 or by utilizing the dark exciton as a optically
addressable quantum bit.49–51,91
IV. EXCITONIC COMPLEXES
Besides a single exciton is it instructive to study spec-
tral properties of excitonic complexes, i.e. positively
(X+), and negatively (X−) charged excitons, and the
biexciton (XX). Understanding of the biexciton spectra
is particularly relevant from applications point of view
since in various schemes7,53 its plays an essential role for
the entanglement generation.
The ground states energies of these complexes are pre-
sented on Fig. 12, and they show a weak monotonic, in-
creasing trend with t, similar to that of the single exciton
(X) shown previously on Fig. 5, and presented here as
well for the purpose of comparison. Contrary to a single
exciton, in an optical experiment it is not straightforward
to measure directly ground state energies, but one rather
studies transition energies. Therefore Fig. 13 shows the
evolution of binding energies of X+, X−, and XX as
a function of shape deformation t. Similarly to a pho-
toluminescence experiment these binding energies were
calculated with respect to the single exciton. For a case
of XX this means the optical recombination leaving X
as a final state. The energy of this bright optical tran-
sition (i.e. EXX − EX) is then compared with that of
the bright exciton EX to define the binding energy of
a complex. The binding energy measures thus the en-
ergetic difference between bright lines from recombining
XX , X+, X− complexes and the lowest bright X state.
Depending on the nature of a complex, their binding
energy spectra reveal a different behaviour, with the XX
andX− showing only a weak change with the shape elon-
gation. The XX binding energy varies from about −1.9
to about −2.5 meV, similar to our earlier results54 ob-
tained for quantum dashes with triangular cross-sections.
Whereas the X− is more bound with the binding energy
changing from −3.5 to nearly −3.9 meV for the largest
considered deformation. Here I utilize a convention in
which a negatively bound complex has emission energy
lower than the bright single exciton state.
The positively charged exciton X+ shows a much more
pronounced trend with the shape elongation. Its binding
energy goes form a small positive value of 0.15 meV for a
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FIG. 13. Binding energies of the biexciton (XX), positively
(X+) and negatively (X−) charged trions as a function of
nanostructure deformation t.
cylindrical system to nearly about −1.8 meV for t = 2.0.
It is curious to analyze such different behavior ofX+, and
since XX and X+ differ by a presence of an additional
hole, one can speculate that the difference between all
these excitonic species is related to the hole state prop-
erties.
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FIG. 14. Electron-electron (Je1e1), electron-hole (Je1h1) and
hole-hole (Jh1h1) direct Coulomb integrals calculated for elec-
tron and hole occupying their ground states (e1 and h1) as
a function of nanostructure deformation t. Please note the
same sign convention used for all these terms.
On a more formal ground one can estimate these bind-
ing energies in terms of Coulomb integrals calculated for
an electron and a hole in their ground states e1 and
h1:
55,92,93
∆E(XX) = Je1e1 + Jh1h1 − 2Je1h1 +∆corr(XX −X)
∆E(X−) = Je1e1 − Je1h1 +∆corr(X− − e)
∆E(X+) = Jh1h1 − Je1h1 +∆corr(X
+ − h) (5)
where J are electron-electron, hole-hole, and electron-
hole Coulomb integrals mentioned above, ∆corr are (neg-
ative) corrections due to correlation (and exchange) ef-
fects, and accounted for by the exact diagonalization
(configuration interaction). Similarly to experiments54
the recombination process happens between the initial
(e.g. XX) and a final (e.g. X) state of two different
excitonic complexes.
The above formula should in principle help us to un-
derstand properties of excitonic complexes in terms of
contributions from selected Coulomb integrals, which are
shown on Fig. 14.
The hole-hole repulsion is reduced by about 5meV with
the anisotropy, whereas the electron-electron repulsion is
reduced by a 1.9 meV factor only, and the electron-hole
attraction shows an intermediate trend (sign of Je1h1 was
set as positive according to convention used in Eq. 5).
The pronounced change of an integral involving hole
state suggests that the hole is apparently more prone
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FIG. 15. Evolution of the biexciton binding energy as a func-
tion of nanostructure deformation t and the number of single
particle shells included in the configuration interaction calcu-
lation.
to the reduction of lateral confinement (shrinking) in the
[110] direction, perpendicular to the shape elongation in
[110]. Although likely oversimplified this is consistent
with charge density plots shown earlier on Fig. 4, where
h1 seems to be more localized in the nanostructure for
elongated cases, whereas e1 tends to leak out, thus par-
tially overcoming the effect of elongation.
The strongly decreasing value of Jh1h1 integral com-
bined with∆E(X+) = Jh1h1−Je1h1 formula (from Eq. 5)
seems to be able to qualitatively explain the strong X+
evolution with the deformation, and also weak changes
of X− and XX states. However the simple estimations
based solely on the ground state properties are not able to
address the overall binding energy of excitonic complexes.
This is well illustrated on Fig. 15, where the XX binding
energy was calculated by using different number of elec-
tron and hole levels accounted for in the configuration in-
teraction calculation. The s-shell calculation effectively
corresponds to Eq. 5 with correction due to correlations
∆corr(XX − X) set to zero. Whereas the overall trend
with the deformation does not change strongly between
different approaches, only inclusion of s,p,d and f -shells
seems to produce binding energy reaching −2.5 meV in
a reasonable agreement with the experiment.54,62
For the case including the f -shell, the correction to
XX binding energy due to correlations∆corr(XX−X) is
equal to about −3 meV for all considered t values. How-
ever it should be emphasized again that the correction
due to correlations (∆corr(XX−X)) in the XX binding
energy in the recombination process is affected by both
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FIG. 16. Correction due to configurations mixing for the
biexciton (XX), exciton (X), positively (X+) and negatively
(X−) charged trions as a function of nanostructure deforma-
tion t.
the correlations in the initial XX state (∆corr(XX)) and
the final X states (∆corr(X)). Correlations in the initial
state, i.e. in the XX ground state (Fig. 16), shift down
its energy by 5.4 meV for t = 0 as compared to a single
electron-hole s-shell configuration. This correction grows
with the deformation and reaches a substantial 10 meV
for t = 2.0. A pronounced ground XX state energy
shift due to configuration mixing is also well known in
standard, non-elongated quantum dots84, and is a key
factor determining XX binding energy in the emission
spectra. Yet the magnitude of this correction reaching
10 meV is far larger than in typical self-assembled quan-
tum dots. Moreover here differently from cylindrical sys-
tems the correlation correction is also present and non-
negligible in a final, single exciton state. This effect was
briefly mentioned in the earlier part of this paper (inset
on Fig. 5), with correlation correction reaching consider-
able value of −3.9 meV for a single exciton in its ground
state and t = 2.0. In elongated systems correlations thus
have a strong effect on both (initial) XX and (final) X
states, and in both these of excitonic species, these cor-
rection increase their magnitudes with the deformation.
Yet effectively in XX recombination spectra case these
terms partially cancel out, leading to apparently stable
biexciton binding energy with the elongation. Finally, I
speculate the that addition of higher excited electron and
hole levels (currently prohibited by numerical complex-
ity) would likely further reduce the XX binding energy
closer to the experimentally observable values, i.e. about
−3 meV.
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V. SUMMARY
An increasing nanostructure shape anisotropy leads to
transition from a cylindrical quantum dot to an heavily-
elongated quantum dash. In this work this transition was
shown to have a strong impact on both the single particle
and many-body properties of such systems. As expected,
the shape deformation leads to an increasing splitting of
the bright exciton, however at a certain aspect ratio the
splitting saturates and peculiarly it is reduced with the
further elongation. The emission from the bright exci-
ton is characterized as well by a strong degree of po-
larization anisotropy. The magnitudes of fine structure
splitting (40− 90 µeV) as well the polarization degree of
up to 0.6, obtained here by atomistic calculations, com-
pare well with experimental data for InAs/InP quantum
dashes, even though we did not focus on alloying (mixed
composition) effects always present in epitaxial systems.
The main spectral features of strongly elongated systems
can be also qualitatively explained in terms of a sim-
ple model assuming anisotropy induced contribution of
a light-hole exciton to a heavy-hole dominated excitonic
ground state. This contribution affects the dark exci-
tonic states as well, leading to a dark exciton splitting
growing proportionally with the shape deformation, and
the magnitude of splitting reaching comparable values
to that of the bright exciton. Moreover the dark exci-
ton gains a very significant increase of its optical activ-
ity getting to about 1% of the dominant bright exciton
line. The shape elongation was further found to have a
strong impact on correlation effects in these nanostruc-
tures. The add-mixture of higher, excited (often with
tails in the wetting layer) electron and hole states (up to
the 10-th level corresponding the f -shell of a cylindrical
quantum dot) has a pronounced effect on the ground ex-
citonic complexes states, magnitudes of dark and bright
excitons splitting of the single exciton, as well as binding
energies of excitonic complexes. Finally, this paper shows
that the control of the degree of elongation (or quantum
dot anisotropy) could in principle be used to tailor optical
properties of nanostructures in a broad range of values,
including cases with a curiously strong optically activity
of the dark exciton.
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VII. APPENDIX
Since the ground hole single particle state has a dom-
inant contribution to several lowest (two dark and two
bright) excitons state and due to the importance of
heavy-hole/light-hole couplings as discussed above let us
inspect atomic orbital coefficients in the tight-binding
(LCAO - linear combination of atomic orbitals) expan-
sion of the ground hole state wave-function shown on
Fig. 17 (left). One should analyze such plots as Fig. 17
with care and note first that apart from atomic orbital
contribution there is an strong ”envelope” contribution
which is not straightforward to be retrieved from the
tight-binding method, and is not shown on Fig. 17. Ei-
ther way, inspection of Fig. 17 reveals that (sum of
squared moduli) contributions from px and py orbitals
are the same and only weakly depend on the deforma-
tions. Combined contribution of lateral p orbitals reaches
72− 73% and orbital-wise is a dominant contribution to
the wave-function. Moreover one can notice important
contribution of about 24% combined from dyz and dzx
orbital, which again does not change with the deforma-
tion. The elongation however affects pz orbitals contri-
bution which goes from about 1.3% for t = 0 to almost
2.7% for t = 2.0. Contributions from s (and s∗) are (not
surprisingly) much smaller and do not exceed 1% (inset
on Fig. 17 (left)). Here z corresponds to [001] direction
and it must be strongly emphasized that x and y indices
refer to crystal axis [100] and [010] and not to the nanos-
tructure elongations axes X = [110 and Y = [110]. Since
[100] and [010 are equivalent (whereas X = [110 and
Y = [110] are not) hence px and py contributions must
be identical.
The point of presenting Fig. 17 is twofold. First, in
simplified models, and contrary to atomistic approaches,
one very often neglects contributions to the ground hole
state other than from px and py orbitals. Such approach
is apparently doubtful here since the contribution from
d-orbitals reaches a significant 1/4 fraction of the entire
hole-function charge density. Second, analysis of only se-
lected components can be somewhat misleading. This is
emphasized on Fig. 17 (right) where p atomic orbitals
where combined to form ”atomic” heavy-hole and light-
hole combinations (e.g.
∣∣ 3
2
〉
= 1√
2
(∣∣p↑x〉+ i ∣∣p↑y〉)) and
the sum of their squared moduli over all atoms in the sys-
tem is plotted as a function of shape-elongation t.
∣∣± 3
2
〉
clearly various with the elongation, whereas separated
square moduli of px and py do not. This reveals an appar-
ent change of phases between px and py atomic orbitals
there was simply not visible in straightforward |px,y|
2
plots. Next, the pz contribution grows with the defor-
mation, yet it is present (1%) even for a cylindrical case
contrary to assumptions made by simplified approaches.
Moreover, the pz orbital or the light-hole ”atomic” com-
ponent (constructed from atomic px,py and pz orbitals
shown on Fig. 17 (right)) reveals only a weak trend with
the elongation. Thus the analysis of pz orbitals or light-
hole ”atomic” components only, and the neglect of the
overall wave-function character (i.e. spatial charge den-
sity distribution) is not sufficient by itself to explain the
increase of dark-exciton optical activity by nearly four
orders of magnitude.
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FIG. 17. Atomic orbital contributions (left) and combination
of atomic orbital constituting light- (LH) and heavy- (HH)
hole-like combinations as a function of nanostructure defor-
mation t.
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