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ASYMPTOTIC POINTWISE BEHAVIOR FOR SYSTEMS OF
SEMILINEAR WAVE EQUATIONS IN THREE SPACE
DIMENSIONS
SOICHIRO KATAYAMA
Abstract. In connection with the weak null condition, Alinhac introduced a
sufficient condition for global existence of small amplitude solutions to systems
of semilinear wave equations in three space dimensions. We introduce a slightly
weaker sufficient condition for the small data global existence, and we investigate
the asymptotic pointwise behavior of global solutions for systems satisfying this
condition. As an application, the asymptotic behavior of global solutions under
the Alinhac condition is also derived.
1. Introduction
This paper is devoted to the study of the Cauchy problem for systems of semi-
linear wave equations in three space dimensions. Throughout this paper, for the
variables t ∈ R and x = (x1, x2, x3) ∈ R
3, we use the notation
∂0 = ∂t =
∂
∂t
, ∂k =
∂
∂xk
, k = 1, 2, 3.
∆x and  denote the Laplacian and the d’Alembertian, respectively; namely we
define ∆x =
∑3
k=1 ∂
2
k and  = ∂
2
t −∆x. For a matrix (or vector) B, its transpose
is written as BT.
We consider the Cauchy problem for systems of semilinear wave equations of the
type
uj = Fj(u, ∂u) in (0,∞)× R
3, j = 1, 2, . . . , N (1.1)
with initial data
u(0, x) = εf(x), (∂tu)(0, x) = εg(x) for x ∈ R
3, (1.2)
where u = (u1, . . . , uN)
T and ∂u = (∂0u, ∂1u, ∂2u, ∂3u). Here each uj is supposed
to be a real-valued function of (t, x) ∈ [0,∞)×R3. We assume that f = (fj)
T
1≤j≤N ,
g = (gj)
T
1≤j≤N ∈ C
∞
0 (R
3;RN) in (1.2), and that ε is a small and positive parameter.
We refer to (f, g) as the initial profile in what follows. Throughout this paper, we
always assume for simplicity that each Fj with 1 ≤ j ≤ N is a homogeneous
polynomial of degree 2 in its arguments (u, ∂u).
We say that the small data global existence (or SDGE in short) holds for (1.1)
if for any f, g ∈ C∞0 (R
3;RN), there exists a positive constant ε0 such that for any
ε ∈ (0, ε0] the Cauchy problem (1.1)-(1.2) possesses a global classical solution u ∈
C∞([0,∞)× R3;RN). It is known that SDGE does not hold for general quadratic
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nonlinearity (see John [8] and [9]). Klainerman [16] introduced the null condition,
and proved SDGE for (1.1) under the null condition (see also Christodoulou [5]).
To state the null condition, we introduce the reduced nonlinearity
F redj (ω,X, Y ) := Fj (X, (−Y, ω1Y, ω2Y, ω3Y )) , 1 ≤ j ≤ N
for ω = (ω1, ω2, ω3) ∈ S
2, X = (X1, . . . , XN)
T ∈ RN , and Y = (Y1, . . . , YN)
T ∈ RN ,
where S2 denotes the unit sphere in R3. In other words, F redj is obtained by
substituting Xk and ωaYk (with 1 ≤ k ≤ N and 0 ≤ a ≤ 3) for uk and ∂auk in
Fj(u, ∂u), respectively, where ω0 = −1. We say that F = (Fj)
T
1≤j≤N satisfies the
null condition if
F redj (ω,X, Y ) = 0, 1 ≤ j ≤ N, X, Y ∈ R
N , ω ∈ S2. (1.3)
We introduce the null forms
Q0(ϕ, ψ) :=(∂tϕ)(∂tψ)−
3∑
k=1
(∂kϕ)(∂kψ), (1.4)
Qab(ϕ, ψ) :=(∂aϕ)(∂bψ)− (∂bϕ)(∂aψ), 0 ≤ a < b ≤ 3. (1.5)
When each Fj is a homogeneous polynomial of degree 2 in (u, ∂u), as is assumed,
we can show that F = (Fj)
T
1≤j≤N satisfies the null condition if and only if F can
be written as
Fj(u, ∂u) =
N∑
k,l=1
(
r0,klj Q0(uk, ul) +
3∑
a,b=0
rab,klj Qab(uk, ul)
)
, 1 ≤ j ≤ N (1.6)
with some constants r0,klj and r
ab,kl
j (see [16] for instance). We can also show that
if the null condition is satisfied, then the global solution u to (1.1)-(1.2) for small
ε is asymptotically free in the energy sense, that is to say, there exists a solution u˜
to the free wave equation u˜ = 0 with some data in H˙1(R3)× L2(R3) such that
lim
t→∞
‖(u− u˜) (t, ·)‖E = 0, (1.7)
where H˙1(R3) is the homogeneous Sobolev space, and the energy norm ‖ · ‖E is
given by
‖ϕ(t, ·)‖E :=
(
1
2
∫
R3
(
|∂tϕ(t, x)|
2 + |∇xϕ(t, x)|
2
)
dx
)1/2
. (1.8)
Since we have the conservation of the energy ‖u˜(t, ·)‖E = ‖u˜(0, ·)‖E for the free
solution u˜, (1.7) implies
lim
t→∞
‖u(t, ·)‖E = ‖u˜(0, ·)‖E . (1.9)
In order to understand the null condition, we introduce the reduced system.
For this purpose, first we recall the asymptotic behavior of the free solution: Let
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ϕ, ψ ∈ C∞0 (R
3;R), and consider the Cauchy problem for the single wave equation
u0(t, x) = 0 for (t, x) ∈ (0,∞)× R
3, (1.10)
u0(0, x) = ϕ(x), (∂tu0)(0, x) = ψ(x) for x ∈ R
3. (1.11)
It is well known that the solution u0 to (1.10)-(1.11) can be written as
u0(t, x) =
1
4pit
∫
|y−x|=t
ψ(y)dSy + ∂t
(
1
4pit
∫
|y−x|=t
ϕ(y)dSy
)
, (1.12)
where dSy is the area element of the sphere with radius t centered at x. Suppose
that
suppϕ ∪ suppψ ⊂ BR := {x ∈ R
3; |x| ≤ R}
with a positive constant R. Then (1.12) implies that u0(t, x) = 0 for any (t, x) ∈
[0,∞)× R3 satisfying |r − t| ≥ R with r = |x| (this property is called the (strong)
Huygens principle). Hence it is reasonable to consider the asymptotic behavior of
u0 for large t (or equivalently large r) with r − t being fixed; then we can expect
that the integrals over the sphere of radius t centered at x = rω (with ω = |x|−1x)
in (1.12) tend to those over the tangential plane of the sphere at the point (r− t)ω.
This is the motivation to introduce the Friedlander radiation field
F0 [ϕ, ψ] (σ, ω) =
1
4pi
(
R [ψ] (σ, ω)−
(
∂σR [ϕ]
)
(σ, ω)
)
(1.13)
for (σ, ω) ∈ R× S2, where R[h] is the Radon transform of a function h given by
R[h](σ, ω) =
∫
y·ω=σ
h(y)dS ′y. (1.14)
Here dS ′y is the area element of the plane {y ∈ R
3; y ·ω = σ}. It is known that for
the solution u0 to (1.10)-(1.11) we have
|ru0(t, rω)−F0 [ϕ, ψ] (r − t, ω)|
+
3∑
a=0
|r(∂au0)(t, rω)− ωa (∂σF0 [ϕ, ψ]) (r − t, ω)| ≤ C(1 + t + r)
−1 (1.15)
for any ω = (ω1, ω2, ω3) ∈ S
2 and any (t, r) satisfying r ≥ t/2 ≥ 1, where we have
set ω0 = −1 as before, and C is a positive constant determined by ϕ and ψ (see
Ho¨rmander [7, Theorem 6.2.1] for instance; see also Katayama-Kubo [13]).
Let u be the solution to (1.1)-(1.2). Motivated by the Friedlander radiation field,
and taking account of the lifespan of the solution for the case of general quadratic
nonlinearity, we seek an approximation of the solution u of the form
εr−1U (ε log t, r − t, ω) ,
which approximates u(t, rω) as ε tends to 0, with τ = ε log t, σ = r−t, and ω(∈ S2)
being fixed. Formal calculations show that U = U(τ, σ, ω) = (Uj(τ, σ, ω))
T
1≤j≤N
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should be determined by
− 2∂τ∂σUj(τ, σ, ω) = F
red
j (ω, U(τ, σ, ω), ∂σU(τ, σ, ω)) , 1 ≤ j ≤ N, (1.16)
which is called the reduced system (the quasi-linear version of this system was
successfully used in the detailed study of the lifespan of the solution; see John [11]
and Ho¨rmander [6]). Now we understand that the null condition (1.3) says that
the right-hand side of (1.16) vanishes identically, and we can solve (1.16) globally.
From this observation, Lindblad-Rodnianski [21] introduced the notion of the weak
null condition, which means that the reduced system always has global solutions
with at most exponential growth in τ (see also [22]); it is conjectured that the weak
null condition implies SDGE, but this conjecture is still open.
In connection with the weak null condition, Alinhac [3] considered the case of
F = F (∂u), and introduced a sufficient condition for SDGE, which is stronger than
the weak null condition, but still weaker than the null condition. For simplicity
of exposition, when Fj = Fj(∂u), we omit X in F
red
j (ω,X, Y ) and write F
red
j =
F redj (ω, Y ) for 1 ≤ j ≤ N in what follows. If we write ω0 = −1, ω = (ω1, ω2, ω3) ∈
S2, and Y = (Yj)
T
1≤j≤N ∈ R
N , then his condition can be read as follows:
Condition 1.1 (Alinhac [3]). There exist a real valued function M = M(ω, Y ),
an RN -valued function β = β(ω) = (βj(ω))
T
1≤j≤N , a positive integer N0, and linear
forms gjl = gjl(ω, Y ) and hl = hl(ω, Y ) in Y , which can be written as
gjl(ω, Y ) =
N∑
k=1
gjl,k(ω)Yk, 1 ≤ j ≤ N, 1 ≤ l ≤ N0, (1.17)
hl(ω, Y ) =
3∑
a=0
N∑
k=1
hl,kaωaYk, 1 ≤ l ≤ N0 (1.18)
with smooth coefficients gjl,k = gjl,k(ω) and real constants hl,ka, such that
F redj (ω, Y ) =M(ω, Y )βj(ω), 1 ≤ j ≤ N, (ω, Y ) ∈ S
2 × RN , (1.19)
F redj (ω, Y ) =
N0∑
l=1
gjl(ω, Y )hl(ω, Y ), 1 ≤ j ≤ N, (ω, Y ) ∈ S
2 × RN , (1.20)
hl (ω, β(ω)) = 0, 1 ≤ l ≤ N0, ω ∈ S
2. (1.21)
Remark 1.2. (1.19), (1.20), and (1.21) yield
M (ω, β(ω)) = 0, ω ∈ S2. (1.22)
The weak null condition follows from (1.19) and (1.22), but it is not known if these
two conditions (1.19) and (1.22) are sufficient for SDGE (see Alinhac [3]).
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It is easy to see that the null condition implies Condition 1.1. A simple example
satisfying Condition 1.1 but not the null condition is{
u1 = (∂1u1)(∂1u2 − ∂2u1),
u2 = (∂2u1)(∂1u2 − ∂2u1)
(1.23)
in (0,∞)×R3. We have F red1 = ω1Y1(ω1Y2− ω2Y1) and F
red
2 = ω2Y1(ω1Y2− ω2Y1),
and we find that Condition 1.1 is satisfied with
M(ω, Y ) = Y1(ω1Y2 − ω2Y1), β(ω) = (ω1, ω2)
T,
N0 = 1, g11(ω, Y ) = ω1Y1, g21(ω, Y ) = ω2Y1, h1(ω, Y ) = ω1Y2 − ω2Y1.
If we put w = ∂1u2 − ∂2u1, which corresponds to h1 above, then we obtain
u1 = w(∂1u1),
u2 = w(∂2u1),
w = ∂1u2 − ∂2u1 = Q12(w, u1).
(1.24)
As we will see later, this hidden structure plays an important role in deriving global
solutions. Concerning the asymptotic behavior, Katayama-Kubo [12] showed that
global solutions under Condition 1.1 may not be asymptotically free in the energy
sense: For example, it is shown that for some initial profile, there exists a positive
constant C such that
‖u(t)‖E ≥ Cε(1 + t)
Cε for small ε, (1.25)
where u = (u1, u2)
T is the global solution to (1.23) (or equivalently (u1, u2, w)
T is
the global solution to (1.24)). The estimate (1.25) makes a sharp contrast to (1.9),
and the solution u cannot be asymptotically free in the energy sense for such data.
Now the following questions arise:
Question 1.3. We know that sometimes the global solution to (1.1) is asymptot-
ically free, and sometimes not so with increasing energy. Do we have other kind
of the asymptotic behavior? Especially, is there some nonlinearity F such that the
global solution to (1.1) for some small data behaves differently from free solutions,
although its energy stays bounded from above and below by positive constants?
Question 1.4. In addition to Condition 1.1 from Alinhac [3], what condition do
we need in order to ensure that the global solutions with small data behave like
free solutions?
In this paper, motivated by the Friedlander radiation field, we will investigate
the asymptotic pointwise behavior of global solutions for large t with r − t and ω
being fixed, under a certain condition which is related to Condition 1.1, and we
will answer the two questions above from this point of view.
Throughout this paper, as usual, various positive constants will be indicated just
by the same letter C, and its actual value may change line by line.
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2. The Main Results
2.1. Notation. First we introduce some notation. We define the vector fields
S :=t∂t + x · ∇x, (2.1)
L =(L1, L2, L3) := t∇x + x∂t = (t∂j + xj∂t)1≤j≤3, (2.2)
Ω =(Ω1,Ω2,Ω3) := x×∇x = (x2∂3 − x3∂2, x3∂1 − x1∂3, x1∂2 − x2∂1), (2.3)
∂ :=(∂0, ∂1, ∂2, ∂3), (2.4)
where ∇x = (∂1, ∂2, ∂3). Here the symbols “ · ” and “×” denote the inner and
exterior products in R3, respectively. We put
Γ = (Γ0,Γ1, . . . ,Γ10) = (S, L,Ω, ∂) = (S, (Lj)1≤j≤3, (Ωj)1≤j≤3, (∂a)0≤a≤3) , (2.5)
and we write Γα = Γα00 Γ
α1
1 · · ·Γ
α10
10 with a multi-index α = (α0, α1, . . . , α10). For a
nonnegative integer s and a smooth function ϕ = ϕ(t, x), we define
|ϕ(t, x)|s =
∑
|α|≤s
|Γαϕ(t, x)|, and ‖ϕ(t, ·)‖s =
∑
|α|≤s
‖Γαϕ(t, ·)‖2L2(R3)
1/2 . (2.6)
For (ϕ, ψ) ∈ H˙1(R3)× L2(R3), we define
U0[ϕ, ψ](t, x) := u0(t, x), (2.7)
where u0 is the solution to (1.10)-(1.11) with
(u0, ∂tu0) ∈ C
(
[0,∞); H˙1(R3)
)
× C
(
[0,∞);L2(R3)
)
.
Here H˙1(R3) denotes the homogeneous Sobolev space which is the completion of
C∞0 (R
3) with respect to the norm ‖ϕ‖H˙1(R3) = ‖∇xϕ‖L2(R3).
For z ∈ Rd with a positive integer d, the notation 〈z〉 =
√
1 + |z|2 will be used
throughout this paper. As in the introduction, we always put
ω0 = −1
in what follows.
For the later convenience we allow f and g in (1.2) to depend on ε. More
precisely, let XN be the set of all mappings
(f, g) : [0, 1] ∋ ε 7→
(
f(·; ε), g(·; ε)
)
∈ C∞0 (R
3;RN)× C∞0 (R
3;RN)
having the following two properties:
(1) There is some R > 0, depending on (f, g), such that
(
f(x; ε), g(x; ε)
)
=
(0, 0) for |x| ≥ R and ε ∈ [0, 1].
(2) For any nonnegative integer s, we have
sup
ε∈(0,1], x∈R3
ε−1
∑
|α|≤s
(∣∣∂αx (f(x; ε)− f(x; 0))∣∣ + ∣∣∂αx (g(x; ε)− g(x; 0))∣∣) <∞.
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Here ∂x = (∂1, ∂2, ∂3), and we have used the standard notation of multi-indices.
We replace the initial condition (1.2) with
u(0, x) = εf(x; ε), (∂tu)(0, x) = εg(x; ε) for x ∈ R
3, (2.8)
where (f, g) ∈ XN , and ε is positive and small.
2.2. Basic assumption and examples. To state the main condition for our
results, we introduce the following equivalence relation, which is motivated by the
enhanced decay estimate for the null forms (see Lemma 3.3 below):
Definition 2.1. Let F in (1.1) be given, and let D ⊂ XN .
For Φ(ω, u, ∂u) and Ψ(ω, u, ∂u), which are homogeneous polynomials of degree 2
in (u, ∂u) with smooth coefficients depending on ω ∈ S2, we write
Φ(ω, u, ∂u)
D
∼ Ψ(ω, u, ∂u),
if for any nonnegative integer s there exists a positive constant Cs such that the
following property holds: If u = u(t, x) satisfies (1.1)-(2.8) for 0 ≤ t < T with some
(f, g) ∈ D, ε ∈ (0, 1], and T > 0, then it holds that∣∣Φ (|x|−1x, u(t, x), ∂u(t, x))−Ψ (|x|−1x, u(t, x), ∂u(t, x))∣∣
s
≤ Cs 〈t+ |x|〉
−1 (|u(t, x)|[s/2]+1|∂u(t, x)|s + |∂u(t, x)|[s/2]|u(t, x)|s+1) (2.9)
for any (t, x) ∈ [0, T )× R3 satisfying |x| ≥ t/2 ≥ 1.
Now, motivated by (1.24), we introduce the following condition which we put on
the nonlinearity F (u, ∂u) = (Fj(u, ∂u))
T
1≤j≤N in our theorems:
Condition 2.2. Setting(
vT, wT
)
=(v1, . . . , vN ′ , w1, . . . , wN ′′)
:=(u1, . . . , uN ′, uN ′+1, . . . uN) = u
T (2.10)
with N ′ +N ′′ = N , we can write F as
Fj(u, ∂u) =
{
F 1j (∂u) + F
2
j (u, ∂u), 1 ≤ j ≤ N
′,
F 1j (∂u), N
′ + 1 ≤ j ≤ N,
(2.11)
where each F 1j is a homogeneous polynomial of degree 2 in ∂u, and
F 2j (u, ∂u) =
3∑
a=0
N ′∑
k=1
N ′′∑
l=1
pka,lj wl(∂avk)
with some constants pka,lj ; furthermore, there exist some subset D of XN , and some
homogeneous polynomials Gj(ω, u, ∂u) (1 ≤ j ≤ N
′) of degree 2 in (u, ∂u), which
have the form
Gj(ω, u, ∂u) =
3∑
a=0
N ′∑
k=1
N ′′∑
l=1
(
ca,ljk (ω)wl +
3∑
b=0
d a,lbjk (ω)(∂bwl)
)
(∂avk) (2.12)
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with smooth coefficients ca,ljk and d
a,lb
jk on S
2, such that
Fj(u, ∂u)
D
∼
{
Gj(ω, u, ∂u), 1 ≤ j ≤ N
′,
0, N ′ + 1 ≤ j ≤ N.
(2.13)
It may seem difficult to check Condition 2.2 because it contains the relation given
by the inequality (2.9). Here we give two kinds of algebraic conditions to ensure
Condition 2.2:
Proposition 2.3. (1) Let u = (u1, . . . , uN)
T, and let v and w be given by (2.10).
Suppose that F = (Fj)1≤j≤N has the form
Fj(u, ∂u) =
{
F 0j (∂u) + G˜j(u, ∂u), 1 ≤ j ≤ N
′,
F 0j (∂u), N
′ + 1 ≤ j ≤ N,
(2.14)
where G˜j is given by
G˜j(u, ∂u) =
3∑
a=0
N ′∑
k=1
N ′′∑
l=1
(
c˜ a,ljk wl +
3∑
b=0
d˜ a,lbjk (∂bwl)
)
(∂avk), 1 ≤ j ≤ N
′
with some constants c˜ a,ljk and d˜
a,lb
jk , while F
0 = (F 0j )
T
1≤j≤N satisfies the null condi-
tion. Then Condition 2.2 is satisfied with D = XN and Gj(ω, u, ∂u) = G˜j(u, ∂u)
for 1 ≤ j ≤ N ′.
(2) Let Fj = Fj(∂u) be a homogeneous polynomial of degree 2 in its arguments for
1 ≤ j ≤ N . Then the system (1.1) satisfying Condition 1.1 with the initial condi-
tion (2.8) for (f, g) ∈ XN can be reduced to another system of some size N
∗(≥ N),
for which Condition 2.2 is satisfied with appropriately chosen D(⊂ XN∗).
We will prove Proposition 2.3 in Section 4. Note that the null condition implies
Condition 2.2 with D = XN , because (2.14) holds with G˜j ≡ 0.
Remark 2.4. Our condition can be slightly weakened: We can add such terms
as wl(∂awm) to F
2
j for 1 ≤ j ≤ N
′ in (2.11), and such ones as wl(∂awm) and
(∂bwl)(∂awm), with smooth coefficients on S
2, to Gj for 1 ≤ j ≤ N
′ in (2.12)
(here l and m run from 1 to N ′′; a and b from 0 to 3). These terms have been
omitted just for simplicity of exposition. Indeed, in order to treat them, we only
need to duplicate the equations for w, add them to the original system for u, and
regard original u and duplicated w as new v and w, respectively (namely we put
vN ′+m = wm for 1 ≤ m ≤ N
′′, so that we have wl(∂awm) = wl(∂avN ′+m) and so on);
we can see that Condition 2.2 is satisfied for this extended system with N + N ′′
components. The same is true for (1) of Proposition 2.3.
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2.3. Global existence. We define R+ := [0,∞). Concerning the existence of
global solutions, we have the following:
Theorem 2.5. We fix a positive integer m ≥ 5. We also fix two positive constants
λ and ρ satisfying 0 < λ < 1/20 and 1/2 < ρ ≤ 1−6λ. Suppose that Condition 2.2
is fulfilled. Let D(⊂ XN ) be from Condition 2.2. If (f, g) ∈ D, then there exists a
positive constant ε0(≤ 1) such that for every ε ∈ (0, ε0] the Cauchy problem (1.1)-
(2.8) admits a unique global solution u ∈ C∞(R+×R
3;RN). Moreover there exists
a positive constant C such that
sup
(t,x)∈R+×R3
〈t + |x|〉
{
〈t+ |x|〉−λ |v(t, x)|m+1
+ 〈t− |x|〉ρ |w(t, x)|m+2
}
≤ Cε, (2.15)
sup
t∈R+
{
(1 + t)−λ‖∂v(t, ·)‖2m + ‖∂w(t, ·)‖2m
}
≤ Cε (2.16)
for ε ∈ (0, ε0], where v = (v1, . . . , vN ′)
T and w = (w1, . . . , wN ′′)
T are given by
(2.10).
If we put
v˜j = vj − εU0[fj , gj] and w˜k = wk − εU0[fN ′+k, gN ′+k]
for 1 ≤ j ≤ N ′ and 1 ≤ k ≤ N ′′, then we also have
sup
(t,x)∈R+×R3
〈t + |x|〉
{
〈t + |x|〉−λ |v˜(t, x)|m+1
+ 〈t− |x|〉ρ |w˜(t, x)|m+2
}
≤ Cε2, (2.17)
sup
t∈R+
{
(1 + t)−λ‖∂v˜(t, ·)‖2m + ‖∂w˜(t, ·)‖2m
}
≤ Cε2. (2.18)
Here U0[fj , gj] means U0[fj(·; ε), gj(·; ε)] for 1 ≤ j ≤ N .
This result can be proved by some modification of the arguments in Alinhac [3]
(see also [12]). We will give the proof of Theorem 2.5 in Section 5. The estimates
(2.15)–(2.18) play important roles in the proof of our next theorem on the pointwise
behavior of the solutions.
2.4. Asymptotic pointwise behavior. Suppose that Condition 2.2 is fulfilled.
Let an RN
′′
-valued function
ζ = ζ(σ, ω) = (ζ1(σ, ω), . . . , ζN ′′(σ, ω))
T
of (σ, ω) ∈ R× S2 be given. We define an N ′ ×N ′ matrix-valued function A[ζ ] by
A[ζ ](σ, ω) = (Ajk[ζ ](σ, ω))1≤j,k≤N ′ , (2.19)
Ajk[ζ ](σ, ω) =−
1
2
3∑
a=0
ωa
N ′′∑
l=1
(
ca,ljk (ω)ζl(σ, ω) +
3∑
b=0
da,lbjk (ω)ωb(∂σζl)(σ, ω)
)
(2.20)
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for (σ, ω) ∈ R×S2, where the functions ca,ljk and d
a,lb
jk are from (2.12) in Condition 2.2.
For a matrix B we define eB(= expB) in the standard way of
eB = I+
∞∑
k=1
1
k!
Bk,
where I is the identity matrix.
Now we are in a position to state our main result on the asymptotic pointwise
behavior:
Theorem 2.6. Assume that Condition 2.2 is fulfilled, and let λ, ρ and ε0 be from
Theorem 2.5. Let D(⊂ XN ) be from Condition 2.2.
Suppose that we have 0 < ε ≤ ε0. Let u = (v
T, wT)T be the global solution
to (1.1)-(2.8) with (f, g) ∈ D. Then there exist V = V (σ, ω) = (Vj(σ, ω))
T
1≤j≤N ′,
W =W (σ, ω) = (Wk(σ, ω))
T
1≤k≤N ′′, and a positive constant C such that we have
3∑
a=0
∣∣r(∂av)(t, rω)− εωae(ε log t)A[W ](r−t,ω)(∂σV )(r − t, ω)∣∣
≤ Cε 〈t + r〉3λ+Cε−1 , (2.21)
|rw(t, rω)− εW (r − t, ω)| ≤ Cε 〈t+ r〉2λ−1 〈t− r〉1−ρ , (2.22)
3∑
a=0
|r(∂aw)(t, rω)− εωa(∂σW )(r − t, ω)| ≤ Cε 〈t+ r〉
2λ−1 〈t− r〉−ρ (2.23)
for any (t, r) ∈ R+ × R+ with r ≥ t/2 ≥ 1, and any ω = (ω1, ω2, ω3) ∈ S
2, where
A[W ](σ, ω) is given by (2.19). Here V and W may depend on ε, but the constant
C is independent of ε.
Moreover, there exists a positive constant C, being independent of ε, such that
we have
N ′∑
j=1
|∂σVj(σ, ω)− ∂σF0[fj , gj](σ, ω)| ≤ Cε(1 + |σ|)
3λ+Cε−1, (2.24)
N ′′∑
k=1
|∂lσWk(σ, ω)− ∂
l
σF0[fk+N ′, gk+N ′](σ, ω)| ≤ Cε(1 + |σ|)
−ρ−l (2.25)
for any (σ, ω) ∈ R× S2 and l = 0, 1, where F0 is defined by (1.13). Here F0[fj, gj]
means F0[fj(·; ε), gj(·; ε)] for 1 ≤ j ≤ N .
In what follows, we refer to V in the above as the modified asymptotic profile for
v, and W as the standard asymptotic profile for w.
Remark 2.7. (i) Let (ϕ, ψ) ∈ C∞0 × C
∞
0 , and suppose that (ϕ, ψ) 6≡ (0, 0). Then
we have ∂σF0 [ϕ, ψ] 6≡ 0 (see Section 3.3 below). Hence, for each j ∈ {1, . . . , N
′}
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(resp. k ∈ {1, . . . , N ′′}), it follows from (2.24) (resp. (2.25)) that
∂σVj 6≡ 0 (resp. ∂σWk 6≡ 0) for 0 < ε≪ 1,
unless (
fj(·; 0), gj(·; 0)
)
≡ (0, 0) (resp.
(
fk+N ′(·; 0), gk+N ′(·; 0)
)
≡ (0, 0))
in Theorem 2.6.
(ii) If ϕ, ψ ∈ C∞0 (R
3), then F0[ϕ, ψ](σ, ω) = 0 for large |σ| (see (3.22) below),
and F0[ϕ, ψ] is bounded in R× S
2. Therefore (2.24) and (2.25) yield
|∂σV (σ, ω)| ≤C(1 + |σ|)
3λ+Cε−1, (2.26)
|∂lσW (σ, ω)| ≤C(1 + |σ|)
−ρ−l, l = 0, 1 (2.27)
for (σ, ω) ∈ R× S2 and 0 < ε ≤ ε0, respectively.
The asymptotic behavior in the energy sense also follows from Theorem 2.6.
Corollary 2.8. Suppose that all the assumptions in Theorem 2.6 are fulfilled, and
let u = (vT, wT)T, W , and D be as in Theorem 2.6. Then, for (f, g) ∈ D and
sufficiently small ε > 0, there exist some functions (f+j , g
+
j ) ∈ H˙
1(R3) × L2(R3)
(j = 1, . . . , N) such that we have
lim
t→∞
(
1
2
3∑
a=0
‖e−Θ
+
ε (t,·)∂av(t, ·)− ∂av
+(t, ·)‖2L2(R3)
)1/2
= 0, (2.28)
lim
t→∞
‖w(t, ·)− w+(t, ·)‖E = 0, (2.29)
where
((v+)T, (w+)T) =
(
v+1 , . . . , v
+
N ′, w
+
1 , . . . , w
+
N ′′
)
=
(
εU0[f
+
1 , g
+
1 ], . . . , εU0[f
+
N , g
+
N ]
)
,
Θ+ε (t, x) =
{
(ε log t)A[W ](|x| − t, x/|x|), (t, x) ∈ [2,∞)× (R3 \ {0}),
O, otherwise.
Here ‖ · ‖E is given by (1.8), and O is the zero matrix.
Theorem 2.6 and Corollary 2.8 will be proved in Sections 6 and 7, respectively.
Comparing (2.22) and (2.23) with (1.15), we see that w behaves similarly to the
free solutions in the pointwise sense (and (2.29) says that w is asymptotically free
in the energy sense), but v may behave quite differently from the free solutions
because of the exponential factor in (2.21) (and also in (2.28)). Here we give some
applications of Theorem 2.6 to answer Question 1.3 in the introduction. To simplify
the exposition, we introduce the following notation: For functions ϕ = ϕ(t, r, ω)
and ψ = ψ(t, r, ω) of (t, r, ω) ∈ R+×R+× S
2, we write ϕ(t, r, ω) ≈ ψ(t, r, ω), if we
have
lim
t→∞
|(ϕ− ψ)(t, t+ σ, ω)| = 0, (σ, ω) ∈ R× S2.
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Example 2.9. Let (u1, u2, w)
T be the global solution to (1.24) with initial data(
u1, u2, w
)T
= ε(f1, f2, f3)
T,
(
∂tu1, ∂tu2, ∂tw
)T
= ε(g1, g2, g3)
T at t = 0, (2.30)
and set v = (v1, v2)
T = (u1, u2)
T, where ε is assumed to be sufficiently small. We
suppose (f, g) ∈ X3 with f = (fj)
T
1≤j≤3 and g = (gj)
T
1≤j≤3. Note that if we want to
treat (1.23), then we only have to impose restrictions
f3 = ∂1f2 − ∂2f1, g3 = ∂1g2 − ∂2g1. (2.31)
Concerning (1.24), we get
A[ζ ](σ, ω) = −
ζ(σ, ω)
2
(
ω1 0
ω2 0
)
, and eτA[ζ](σ,ω) =
(
e−τω1ζ(σ,ω)/2 0
ω2
ω1
(e−τω1ζ(σ,ω)/2 − 1) 1
)
for (σ, ω) ∈ R× S2 and τ ∈ R, where
(
(ω2/ω1)(e
−τω1ζ(σ,ω)/2 − 1)
)∣∣
ω1=0
is regarded
as −2−1τω2ζ(σ, ω)|ω1=0. By Theorem 2.6, there exist an R
2-valued function V =
V (σ, ω) =
(
V1(σ, ω), V2(σ, ω)
)T
and a real-valued function W =W (σ, ω) such that
r(∂av1)(t, rω) ≈ εωat
−εω1W (r−t,ω)/2(∂σV1)(r − t, ω), (2.32)
r(∂av2)(t, rω) ≈ εωa
ω2
ω1
(
t−εω1W (r−t,ω)/2 − 1
)
(∂σV1)(r − t, ω)
+ εωa(∂σV2)(r − t, ω), (2.33)
rw(t, rω) ≈ εW (r − t, ω), r(∂aw)(t, rω) ≈ εωa(∂σW )(r − t, ω) (2.34)
for 0 ≤ a ≤ 3. From this asymptotic pointwise behavior, we find that ∂v1 decays
slower than the free solutions along the line
{(
t, (t+ σ)ω
)
; t > 0
}
for fixed (σ, ω) ∈
R × S2 if ω1W (σ, ω) < 0, and faster if ω1W (σ, ω) > 0. We can also recover the
previous result in [12] from (2.32)–(2.34); namely we can show that if we choose
appropriate initial profile (satisfying (2.31)), then we have
C1ε(1 + t)
C1ε ≤ ‖u(t)‖E ≤ C2ε(1 + t)
C2ε (2.35)
with some positive constants C1 and C2. (2.35), as well as (2.39) and (2.42) below,
will be proved in Proposition 7.4.
Example 2.10. Let u = (u1, u2, u3)
T = (v1, v2, w)
T, and consider
v1 = −2(∂tw)(∂tv2) + F
0
1 (∂u),
v2 = F
0
2 (∂u),
w = F 03 (∂u)
(2.36)
in (0,∞) × R3 with the initial condition (2.8) for small ε, where F 0 = (F 0j )
T
1≤j≤3
satisfies the null condition (note that a similar and simpler example is mentioned
in [21] and [22] as an example for the weak null condition). Then we have
A[ζ ](σ, ω) =
(
0 (∂σζ)(σ, ω)
0 0
)
, and eτA[ζ](σ,ω) =
(
1 τ(∂σζ)(σ, ω)
0 1
)
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for (σ, ω) ∈ R × S2 and τ ∈ R. By Theorem 2.6, for any (f, g) ∈ X3 there exist
V = V (σ, ω) and W =W (σ, ω) such that we have (2.34) and
r(∂av1)(t, rω) ≈ εωa(∂σV1)(r − t, ω)
+ ε2ωa (log t) (∂σW )(r − t, ω)(∂σV2)(r − t, ω), (2.37)
r(∂av2)(t, rω) ≈ εωa(∂σV2)(r − t, ω) (2.38)
for 0 ≤ a ≤ 3. This asymptotic pointwise behavior results in the slower growth of
the energy than (2.35); if we choose appropriate initial profile, then we have
C1
(
ε+ ε2 log(1 + t)
)
≤ ‖u(t)‖E ≤ C2
(
ε+ ε2 log(1 + t)
)
(2.39)
with some positive constants C1 and C2. We remark that this kind of logarithmic
growth of the energy was observed by Sunagawa [23] for a system of semilinear
Klein-Gordon equations with different masses (see also [24] for the pointwise be-
havior).
Example 2.11. Let u = (u1, u2, u3)
T = (v1, v2, w)
T, and we consider
v1 = −2(∂tw)(∂tv2) + F
0
1 (∂u),
v2 = 2(∂tw)(∂tv1) + F
0
2 (∂u),
w = F 03 (∂u)
(2.40)
in (0,∞)× R3 with the initial condition (2.8), where F 0 =
(
F 0j
)T
1≤j≤3
satisfies the
null condition as before, and ε is assumed to be sufficiently small. For this example,
we have
A[ζ ](σ, ω) = (∂σζ)(σ, ω)
(
0 1
−1 0
)
.
Hence, by Theorem 2.6, for any (f, g) ∈ X3 there exist V = V (σ, ω) and W =
W (σ, ω) such that we have (2.34) and(
r(∂av1)(t, rω)
r(∂av2)(t, rω)
)
≈ εωae
(ε log t)A[W ](r−t,ω)
(
(∂σV1)(r − t, ω)
(∂σV2)(r − t, ω)
)
for 0 ≤ a ≤ 3, where
eτA[W ](σ,ω) =
(
cos (τ(∂σW )(σ, ω)) sin (τ(∂σW )(σ, ω))
− sin (τ(∂σW )(σ, ω)) cos (τ(∂σW )(σ, ω))
)
. (2.41)
There is no growth or decay factor in e(ε log t)A[W ], and we can show that
C1ε ≤ ‖u(t)‖E ≤ C2ε (2.42)
for small ε > 0 with some positive constants C1 and C2, unless
(
f(·; 0), g(·; 0)
)
≡
(0, 0). Thus the energy of this system stays bounded from above and below by
positive constants for any initial profile not vanishing at ε = 0 (actually the energy
is preserved for any initial profile if F 0 ≡ 0). However the solution behaves quite
differently from the free solution in the pointwise sense, as far as (∂σW )(σ, ω) 6≡ 0.
Furthermore we can also show that there exists some initial profile (f, g) ∈ X3 such
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that the global solution to (2.40) is not asymptotically free in the energy sense for
0 < ε≪ 1 (see Proposition 7.4 below for the proof). This example gives a positive
answer to Question 1.3.
Remark 2.12. Observe that Condition 1.1 is not satisfied for (2.40), while it is
fulfilled for (1.23) and (2.36). This is the reason why we have introduced Condi-
tion 2.2.
2.5. Asymptotically free solutions and the null condition. Our aim here is
to answer Question 1.4 in the introduction.
Definition 2.13. We say that a global solution u = u(t, x) to (1.1) is asymptot-
ically free in the pointwise sense, if there exists some function U = U(σ, ω) such
that r∂au(t, rω) ≈ ωa∂σU(r − t, ω) for 0 ≤ a ≤ 3, namely
lim
t→∞
3∑
a=0
∣∣{r∂au(t, rω)− ωa(∂σU)(r − t, ω)}|r=t+σ∣∣ = 0, (σ, ω) ∈ R× S2.
In view of (1.15), by choosing the Friedlander radiation field as U , we see that
the solution to the free wave equation u = 0 with C∞0 -data is asymptotically free
in the pointwise sense.
We say that (AFP) (resp. (AFE)) holds if for any (f, g) ∈ XN there exists a
positive constant ε1 such that, for any ε ∈ (0, ε1], the global solution u to the
Cauchy problem (1.1)-(2.8) is asymptotically free in the pointwise sense (resp. in
the energy sense).
Theorem 2.14. For the system (1.1) with each Fj = Fj(u, ∂u) being a homoge-
neous polynomial of degree 2 in its arguments, the following two are equivalent:
(1) The null condition is satisfied.
(2) Condition 2.2 is satisfied with D = XN , and (AFP) holds.
We conjecture that (1) above is also equivalent to (2) with (AFP) being replaced
by (AFE), but this conjecture is still open.
Now let us consider the case of Condition 1.1. Though we can rewrite the system
to another system satisfying Condition 2.2 (see Proposition 2.3), we cannot apply
Theorem 2.14 directly because of the restriction on initial data for the rewritten
system. Thus we need to consider this case separately. Making use of the “rank
one” structure (1.19), we can get a better result than Theorem 2.14.
Theorem 2.15. For the system (1.1) with each Fj = Fj(∂u) being a homogeneous
polynomial of degree 2 in ∂u, the following three are equivalent to each other:
(1) The null condition is satisfied.
(2) Condition 1.1 is satisfied, and (AFP) holds.
(3) Condition 1.1 is satisfied, and (AFE) holds.
Theorems 2.14 and 2.15 will be proved in Section 8.
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3. Preliminaries
3.1. Vector fields associated with wave equations. First we recall some prop-
erties of the vector fields contained in Γ (remember the notation in Section 2.1).
We have [S,] = −2, and [Ωj ,] = [Lj ,] = [∂a,] = 0 for 1 ≤ j ≤ 3 and
0 ≤ a ≤ 3, where [A,B] = AB − BA for operators A and B. Thus we get
(Γαϕ) = (Γ0 + 2)
α0Γα11 · · ·Γ
α10
10 (ϕ) (3.1)
for any smooth function ϕ and any multi-index α = (α0, α1, . . . , α10). Since [Γa,Γb]
with 0 ≤ a, b ≤ 10 can be written in terms of Γ, it follows that
ΓαΓβ = Γα+β +
∑
|γ|≤|α|+|β|−1
cα,βγ Γ
γ (3.2)
for any multi-indices α and β with appropriate constants cα,βγ . Especially [Γa, ∂b]
for 0 ≤ a ≤ 10 and 0 ≤ b ≤ 3 can be written in terms of ∂. Therefore for any
nonnegative integer s, there exists a positive constant Cs such that
C−1s |∂ϕ(t, x)|s ≤
∑
|α|≤s
3∑
a=0
|∂aΓ
αϕ(t, x)| ≤ Cs|∂ϕ(t, x)|s (3.3)
for any sufficiently smooth function ϕ = ϕ(t, x), where | · |s is given by (2.6).
The following Sobolev type inequality, known as the Klainerman inequality, is
quite useful in deriving decay estimates for wave equations (see Klainerman [17]
for the proof; see also [15] and [7]).
Lemma 3.1. There exists a positive constant C such that we have
sup
x∈R3
〈t+ |x|〉 〈t− |x|〉1/2 |ϕ(t, x)| ≤ C‖ϕ(t, ·)‖2 (3.4)
for any C2-function ϕ, provided that the right-hand side of (3.4) is finite. Here
‖ · ‖s is given by (2.6).
We set r = |x|, ω = r−1x, and ∂r =
∑3
j=1(xj/|x|)∂j . We also define Lr =
r∂t + t∂r =
∑3
j=1(xj/|x|)Lj, and ∂± = ∂t ± ∂r. Since we have S = t∂t + r∂r, we
obtain
∂+ =
1
t+ r
(S + Lr). (3.5)
Note that (3.5) implies ∂+ = (1+ t+ r)
−1(S+Lr+∂t+∂r). Since ∂t = (∂−+∂+)/2
and ∂r = (−∂− + ∂+)/2, we obtain from (3.5) that∣∣∣(∂t − 1
2
∂−
)
ϕ(t, x)
∣∣∣ + ∣∣∣(∂r + 1
2
∂−
)
ϕ(t, x)
∣∣∣ ≤ C 〈t + r〉−1 |ϕ(t, x)|1 (3.6)
for any smooth function ϕ. Since
∇x = ω∂r − r
−1ω × Ω = ω∂r − t
−1ω × (ω × L), (3.7)
we get
| (∂j − ωj∂r)ϕ(t, x)| ≤ C 〈t+ r〉
−1 |ϕ(t, x)|1, j = 1, 2, 3. (3.8)
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Now (3.6) and (3.8) lead to the following estimate (3.9) and its immediate conse-
quence (3.10):
Lemma 3.2. There exists a positive constant C such that we have
3∑
a=0
∣∣∣(∂a − −ωa
2
∂−
)
ϕ(t, x)
∣∣∣ ≤ C 〈t + r〉−1 |ϕ(t, x)|1, (3.9)
3∑
a=0
∣∣∣r (∂aϕ) (t, x)− −ωa
2
∂−
(
rϕ(t, x)
)∣∣∣ ≤ C|ϕ(t, x)|1 (3.10)
for any smooth function ϕ = ϕ(t, x), where ω = (ω1, ω2, ω3) = |x|
−1x, and r = |x|.
Recalling the definition of the null condition (1.3), we obtain from Lemma 3.2
the following estimate for the null forms given by (1.4) and (1.5) (see Klainerman
[16] for the details of the proof).
Lemma 3.3. Let Q be one of the null forms Q0 and Qab with 0 ≤ a < b ≤ 3.
Then, for any nonnegative integer s, there exists a positive constant Cs such that
|Q(uk, ul)|s ≤ Cs 〈t+ |x|〉
−1 (|u|[s/2]+1|∂u|s + |∂u|[s/2]|u|s+1), 1 ≤ k, l ≤ N
at (t, x) ∈ (0,∞)×R3 for any smooth function u = u(t, x) = (uj(t, x))
T
1≤j≤N , where
[m] denotes the largest integer not exceeding the number m.
Since tS − rLr = (t
2 − r2)∂t and tLr − rS = (t
2 − r2)∂r, we get
〈t− r〉 (|∂tϕ(t, x)|+ |∂rϕ(t, x)|) ≤ C|ϕ(t, x)|1. (3.11)
Equations (3.8) and (3.11) yield the following (see also Lindblad [20]).
Lemma 3.4. There exists a positive constant C such that
〈t− r〉 |∂ϕ(t, x)| ≤ C|ϕ(t, x)|1
holds for any smooth function ϕ = ϕ(t, x).
For R > 0, we define
BR := {x ∈ R
3; |x| ≤ R}. (3.12)
The following Hardy type inequality is due to Lindblad [20].
Lemma 3.5. Let R > 0 be given. Then there exists a positive constant CR, which
depends on R, such that(∫
R3
|ϕ(t, x)|2
〈t− |x|〉2
dx
)1/2
≤ CR‖∂ϕ(t, ·)‖L2(R3), t ≥ 0
holds for any smooth function ϕ = ϕ(t, x) satisfying
suppϕ(t, ·) ⊂ Bt+R, t ≥ 0.
ASYMPTOTIC POINTWISE BEHAVIOR FOR WAVE EQUATIONS 17
Now we introduce
Z = (Z1, Z2, Z3) := ω∂t +∇x = (ωj∂t + ∂j)1≤j≤3, (3.13)
where ω = (ω1, ω2, ω3) = |x|
−1x ∈ S2. For a nonnegative integer s and a smooth
function ϕ = ϕ(t, x), we define
|ϕ(t, x)|Z,s =
3∑
j=1
∑
|α|≤s
|ZjΓ
αϕ(t, x)| . (3.14)
Then we obtain the following inequality.
Lemma 3.6. For a nonnegative integer s, there exists a positive constant Cs such
that
|Γϕ(t, x)|s ≤ Cs (r|ϕ(t, x)|Z,s + 〈t− r〉 |∂ϕ(t, x)|s)
for any smooth function ϕ = ϕ(t, x), where Γϕ = (Γaϕ)0≤a≤10.
Proof. It is easy to check that
S = x · Z + (t− r)∂t, L = rZ + (t− r)∇x, Ω = x× Z.
Hence we get
|Γϕ|s ≤ C
10∑
a=0
∑
|β|≤s
|ΓaΓ
βϕ| ≤ Cr|ϕ|Z,s + C 〈t− r〉
3∑
a=0
∑
|β|≤s
|∂aΓ
βϕ|,
which implies the desired result because of (3.3). 
By (3.7) and (3.5), we have
Z = ω∂+ − r
−1ω × Ω = ω(t+ r)−1(S + ω · L)− r−1ω × Ω.
By direct calculations, we have
[∂t, Zj] = 0, [∂k, Zj] = r
−1(δjk − ωjωk)∂t
for 1 ≤ j, k ≤ 3, where δjk is the Kronecker delta. For a nonnegative integer s,
there is a positive constant Cs such that
3∑
j=1
(
|(t+ r)−1ωj|s + |r
−1ωj |s
)
+
3∑
j,k=1
(
|(t+ r)−1ωjωk|s + |r
−1(δjk − ωjωk)|s
)
≤ Cs 〈t+ r〉
−1
when r ≥ t/2 ≥ 1. Thus we obtain the following estimate.
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Lemma 3.7. For any positive integer s, there exists a positive constant Cs such
that
3∑
j=1
|Zjϕ(t, x)|s ≤Cs 〈t+ r〉
−1 |ϕ(t, x)|s+1, (3.15)
3∑
a=0
3∑
j=1
|∂aZjϕ(t, x)|s ≤Cs 〈t+ r〉
−1 |∂ϕ(t, x)|s+1, (3.16)
for any smooth function ϕ and any (t, x) with r ≥ t/2 ≥ 1.
3.2. Basic estimates for wave equations. Here we give two basic estimates for
the solution to the inhomogeneous wave equation
u(t, x) = F (t, x), (t, x) ∈ (0,∞)× R3 (3.17)
with initial data
u(0, x) = ϕ(x), (∂tu)(0, x) = ψ(x), x ∈ R
3. (3.18)
We suppose that ϕ, ψ and F are smooth functions.
The following improved energy inequality is due to Alinhac [2] and Lindblad-
Rodnianski [22] (see also Alinhac [1] and [3]).
Lemma 3.8. Let u be the solution to (3.17)-(3.18). Then, for µ ≥ 0 and ρ > 0,
there exists a positive constant C = C(ρ) such that
〈t〉−µ ‖∂u(t, ·)‖L2 +
(∫ t
0
∫
R3
|Zu(τ, x)|2
〈τ〉2µ 〈τ − |x|〉1+ρ
dxdτ
)1/2
≤ C
(
‖∇xϕ‖L2 + ‖ψ‖L2 +
∫ t
0
〈τ〉−µ ‖F (τ, ·)‖L2dτ
)
for t ≥ 0, where Z is given by (3.13).
Outline of the proof. We multiply u by 〈t〉−2µ eζρ(|x|−t)(∂tu), integrate it over R
3,
and perform the integration by parts as in the standard energy estimate, where
ζρ(s) =
∫ s
−∞
〈τ〉−(1+ρ) dτ.
Then we obtain the desired result, since there exists a positive constant Cρ such
that 1 ≤ eζρ(s) ≤ Cρ for s ∈ R. 
Now we turn our attention to the decay estimate. We define
Wρ(t, r) =

〈t+ r〉ρ if ρ < 0,{
log
(
2 + 〈t + r〉 〈t− r〉−1
)}−1
if ρ = 0,
〈t− r〉ρ if ρ > 0.
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Lemma 3.9. Let u be the solution to (3.17)-(3.18). Suppose that µ > 0 and κ > 1.
Then there exists a positive constant C = C(µ, κ) such that
〈t + |x|〉Wµ−1(t, |x|)|u(t, x)|
≤ C sup
|y−x|≤t
〈y〉µ
(
〈y〉
∑
|α|≤1
|(∂αxϕ) (y)| + |y| |ψ(y)|
)
+ C sup
τ∈[0,t]
sup
|y−x|≤t−τ
|y| 〈τ + |y|〉µ 〈τ − |y|〉κ |F (τ, y)| (3.19)
for (t, x) ∈ R+ × R
3, provided that the right-hand side of (3.19) is finite. Here
∂x = (∂1, ∂2, ∂3), and we have used the standard notation of multi-indices.
Outline of the proof. The case F ≡ 0 is essentially proved in Asakura [4, Propo-
sition 1.1] (see also Katayama-Yokoyama [14, Lemma 3.1]). Thus we assume
ϕ = ψ ≡ 0. Then the case µ ≥ 1 is treated in Kubota-Yokoyama [18, Lemma
3.2], and the other case can be treated similarly. Here we give the outline of the
proof.
The solution u with ϕ = ψ ≡ 0 can be written as
u(t, x) =
1
4pir
∫ t
0
(∫ r+t−τ
|r−(t−τ)|
(∫ 2π
0
F (τ, λΘ(λ, θ; t− τ, x)) dθ
)
λdλ
)
dτ,
where we put r = |x|, and Θ is a certain S2-valued function with
|λΘ(λ, θ; s, x)− x| = s
(see John [10]). Therefore (3.19) with ϕ = ψ ≡ 0 is obtained if we can show
Jµ,κ(t, r) :=
1
r
∫ t
0
(∫ r+t−τ
|r−(t−τ)|
(1 + τ + λ)−µ(1 + |τ − λ|)−κdλ
)
dτ
≤C 〈t+ r〉−1Wµ−1(t, r)
−1 (3.20)
with some positive constant C. We put p = τ + λ and q = λ− τ . Then we have
Jµ,κ(t, r) =
1
2r
∫ t+r
|t−r|
(1 + p)−µ
(∫ p
r−t
(1 + |q|)−κdq
)
dp
≤
1
(κ− 1)r
∫ t+r
|t−r|
(1 + p)−µdp, (3.21)
where we have used the assumption κ > 1. Now, if r ≥ (1 + t)/2, then a direct
calculation of the last integral in (3.21) leads to (3.20), since we have r−1 ≤ 3(1 +
t+ r)−1 for this case. If r < (1+ t)/2, then we have (1+ |t− r|)−1 ≤ (1+ t− r)−1 ≤
3(1 + t+ r)−1, and we get
1
r
∫ t+r
|t−r|
(1 + p)−µdp ≤ (1 + |t− r|)−µ
1
r
∫ t+r
|t−r|
dp ≤ C(1 + t + r)−µ,
which implies the desired result. 
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3.3. The Friedlander radiation field and the translation representation.
It is known that if (ϕ, ψ) ∈ C∞0 (R
3) × C∞0 (R
3), then the radiation field F0[ϕ, ψ],
given by (1.13), belongs to C∞0 (R× S
2). In fact, if suppϕ∪ suppψ ⊂ BR for some
R > 0, then (1.13) and (1.14) imply
F0[ϕ, ψ](σ, ω) = 0, |σ| ≥ R, ω ∈ S
2. (3.22)
We define the mapping T : C∞0 (R
3)× C∞0 (R
3)→ C∞0 (R× S
2) by
T [ϕ, ψ](σ, ω) := ∂σF0[ϕ, ψ](σ, ω), (σ, ω) ∈ R× S
2
for (ϕ, ψ) ∈ C∞0 (R
3)× C∞0 (R
3). T [ϕ, ψ] is called the translation representation of
(ϕ, ψ), because we have
T
[
U0[ϕ, ψ](t, ·), ∂tU0[ϕ, ψ](t, ·)
]
(σ, ω) = T [ϕ, ψ](σ − t, ω),
where U0[ϕ, ψ] is defined in Section 2.1 (namely it is the solution to (1.10)-(1.11)).
Let H0 be the completion of C
∞
0 (R
3)× C∞0 (R
3) with respect to the norm
‖(ϕ, ψ)‖H0 :=
(
1
2
∫
R3
(
|∇xϕ(x)|
2 + |ψ(x)|2
)
dx
)1/2
.
Then it is known that T is uniquely extended to an isometric isomorphism from
H0 onto L
2(R × S2). We refer the readers to Lax-Phillips [19, Chapter IV] for
the facts mentioned above. Note that (ϕ, ψ) ∈ H0 if and only if ϕ ∈ H˙
1(R3) and
ψ ∈ L2(R3).
Lemma 3.10. Let (ϕ, ψ) ∈ H0. Then we have
lim
t→∞
(
1
2
3∑
a=0
‖∂au0(t, ·)− T
a
∗ (t, ·)‖
2
L2(R3)
)1/2
= 0,
where
u0(t, x) =U0[ϕ, ψ](t, x),
T a∗ (t, x) =
(
ωar
−1T [ϕ, ψ](r − t, ω)
)∣∣
r=|x|,ω=(ω1,ω2,ω3)=x/|x|
, 0 ≤ a ≤ 3.
Proof. Let ε > 0. Then there exists (ϕ˜, ψ˜) ∈ C∞0 (R
3)× C∞0 (R
3) such that
‖(ϕ, ψ)− (ϕ˜, ψ˜)‖H0 < ε. (3.23)
Let u˜0 and T˜
a
∗ be defined similarly to u0 and T
a
∗ by replacing (ϕ, ψ) with (ϕ˜, ψ˜)
in their definitions. Suppose that supp ϕ˜ ∪ supp ψ˜ ⊂ BR with R > 0. Then the
Huygens principle implies u˜0(t, x) = 0 for |r − t| ≥ R with r = |x|. We also have
T˜ a∗ (t, x) = 0 for |r− t| ≥ R (see (3.22)). Hence, for t ≥ max{2R, 2}, (1.15) leads to
‖∂au˜0(t, ·)− T˜
a
∗ (t, ·)‖
2
L2(R3)
=
∫
ω∈S2
(∫ t+R
t−R
|r∂au˜0(t, rω)− ωa∂σF0[ϕ˜, ψ˜](r − t, ω)|
2dr
)
dSω
≤ CR(1 + t)−2, (3.24)
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since we have t − R ≥ t/2 ≥ 1. Here and hereafter dSω denotes the area element
on S2. From the energy identity and (3.23) we get
‖u0(t, ·)− u˜0(t, ·)‖E = ‖(ϕ, ψ)− (ϕ˜, ψ˜)‖H0 < ε. (3.25)
Since T is an isometry from H0 to L
2(R× S2), by (3.23) we obtain
1
2
3∑
a=0
‖T a∗ (t, ·)− T˜
a
∗ (t, ·)‖
2
L2(R3) =
∫
ω∈S2
(∫ ∞
0
|T [ϕ− ϕ˜, ψ − ψ˜](r − t, ω)|2dr
)
dSω
≤
∥∥T [ϕ− ϕ˜, ψ − ψ˜ ]∥∥2
L2(R×S2)
< ε2. (3.26)
From (3.24), (3.25), and (3.26) we get
lim sup
t→∞
(
1
2
3∑
a=0
‖∂au0(t, ·)− T
a
∗ (t, ·)‖
2
L2(R3)
)1/2
≤ 2ε.
Since ε > 0 can be chosen arbitrarily, we obtain the desired result. 
4. Proof of Proposition 2.3
In this section, we are going to prove Proposition 2.3.
Proof of (1). Let the assumptions in (1) be fulfilled. Then, as in (1.6), F 0j can be
written in terms of the null forms. Hence it is clear by Lemma 3.3 that we have
F 0j (∂u)
XN∼ 0, 1 ≤ j ≤ N, (4.1)
which implies the desired result immediately. 
Proof of (2). Suppose that F depends only on ∂u, i.e., F = F (∂u), and that Con-
dition 1.1 is satisfied. As before, we write F red = F red(ω, Y ) for the reduced
nonlinearity. Let u = (uj)1≤j≤N be a (local) solution to (1.1) with the initial data
(2.8). Set
v = (vj)
T
1≤j≤5N =
(
uT, ∂0u
T, ∂1u
T, ∂2u
T, ∂3u
T
)T
, w = (wl)
T
1≤l≤N0
(4.2)
with
wl =
3∑
a=0
N∑
k=1
hl,ka (∂auk) , 1 ≤ l ≤ N0, (4.3)
where the constants hl,ka are from (1.18). We put u
∗ = (u∗j)
T
1≤j≤N∗ =
(
vT, wT
)T
with N∗ = 5N +N0. Given (f, g) ∈ XN , from (1.1) and (2.8) we can determine the
initial profile (ε−1u∗(0, x), ε−1∂tu
∗(0, x)) for ε ∈ (0, 1], and we denote this initial
profile by (f ∗(x; ε), g∗(x; ε)) = (f ∗[f, g](x; ε), g∗[f, g](x; ε)). Since we can see that
(f ∗, g∗) converges to a C∞0 ×C
∞
0 -function as ε→ +0, we define
(
f ∗(x; 0), g∗(x; 0)
)
=
limε→+0
(
f ∗(x; ε), g∗(x; ε)
)
. Then it is easy to show that (f ∗, g∗) ∈ XN∗ . Note that
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the first N components of f ∗ (resp. g∗) are nothing but f (resp. g) by definition.
Now we define a subset D of XN∗ by
D =
{
(f ∗[f, g], g∗[f, g]) ; (f, g) ∈ XN
}
.
Since Fj is a homogeneous polynomial of degree 2, we can write
Fj(∂u) =
N∑
k,l=1
3∑
b,c=0
qkb,lcj (∂buk)(∂cul) (4.4)
with some constants qkb,lcj . Recall that vj = uj and vj+(a+1)N = ∂auj for 1 ≤ j ≤ N
and 0 ≤ a ≤ 3. We put
F ∗j (∂u
∗) :=
N∑
k,l=1
3∑
b,c=0
qkb,lcj (∂bvk)(∂cvl),
F ∗j+(a+1)N (∂u
∗) :=
N∑
k,l=1
3∑
b,c=0
qkb,lcj
(
(∂bvk)(∂cvl+(a+1)N ) + (∂bvk+(a+1)N )(∂cvl)
)
for 1 ≤ j ≤ N and 0 ≤ a ≤ 3, so that we have
F ∗j (∂u
∗) = Fj(∂u) and F
∗
j+(a+1)N (∂u
∗) = ∂a (Fj(∂u)). (4.5)
Then we find that u∗ satisfies the extended system
vj = F
∗
j (∂u
∗), 1 ≤ j ≤ N,
vj+(a+1)N = F
∗
j+(a+1)N (∂u
∗), 1 ≤ j ≤ N, 0 ≤ a ≤ 3,
wl =
∑3
a=0
∑N
k=1 hl,kaF
∗
k+(a+1)N (∂u
∗), 1 ≤ l ≤ N0
(4.6)
with initial data
u∗(0, x) = εf ∗[f, g](x; ε), (∂tu
∗)(0, x) = εg∗[f, g](x; ε), x ∈ R3. (4.7)
Conversely, let u∗ = (u∗j)
T
1≤j≤N∗ =
(
vT, wT
)T
be the classical solution to (4.6)-
(4.7). If we put
u = (uj)
T
1≤j≤N := (u
∗
j)
T
1≤j≤N
(
= (vj)
T
1≤j≤N
)
, (4.8)
then u is apparently the solution to the original problem (1.1)-(2.8). Moreover,
from the uniqueness of the solution we find that (4.2), (4.3), and (4.5) are valid for
all t ≥ 0. To sum up, we have proved that solving (1.1)-(2.8) with (f, g) ∈ XN is
equivalent to solving (4.6)-(4.7) with (f ∗, g∗) ∈ D(⊂ XN∗).
Now we are going to prove that Condition 2.2 is satisfied for (4.6), if it is viewed
as a system of u∗. It is trivial to check the condition (2.11), and we concentrate on
the condition (2.13). Let u∗ = (vT, wT)T be the solution to (4.6)-(4.7), and let u
be given by (4.8). As before, we write r = |x|, and ω = |x|−1x = (ω1, ω2, ω3) ∈ S
2.
We always assume r ≥ t/2 ≥ 1 in this subsection from now on. Hence we have
r−1 ≤ 4(1 + t + r)−1.
Note that Φ
D
∼ Ψ in this proof means (2.9) with u being replaced by u∗.
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For N × 4-matrix valued functions ϕ = (ϕj,a) and ψ = (ψj,a) with 1 ≤ j ≤ N
and 0 ≤ a ≤ 3, we define
F †j (ϕ, ψ) :=
N∑
k,l=1
3∑
b,c=0
qkb,lcj ϕk,bψl,c, 1 ≤ j ≤ N
with the coefficients qkb,lcj from (4.4), so that we have
F ∗j (∂u
∗) = Fj(∂u) = F
†
j (∂u, ∂u), 1 ≤ j ≤ N
by regarding ∂u = (∂auj)1≤j≤N,0≤a≤3 as an N × 4-matrix valued function. We put
Z0 = 0(= ω0∂t + ∂0). Then from (3.13) we get
∂a = Za − ωa∂t, 0 ≤ a ≤ 3. (4.9)
We write Z⋆u = (Zauj)1≤j≤N,0≤a≤3, and ω
⋆∂tu = (ωa∂tuj)1≤j≤N,0≤a≤3. Regarding
them as N × 4 matrix-valued functions, we obtain
Fj(∂u) = F
red
j (ω, ∂tu)− F
†
j (Z
⋆u, ω⋆∂tu)− F
†
j (ω
⋆∂tu, Z
⋆u) + F †j (Z
⋆u, Z⋆u), (4.10)
where we have used F †j (−ω
⋆∂tu,−ω
⋆∂tu) = F
red
j (ω, ∂tu). Let s be a nonnegative
integer. Since we have sup|x|≥t/2≥1 |ω|s < ∞, it follows from (3.15) in Lemma 3.7
that
|F †j (Z
⋆u, ω⋆∂tu)|s ≤C
(
|∂u|[s/2]|Z
⋆u|s + |Z
⋆u|[s/2]|∂u|s
)
≤C 〈t + r〉−1
(
|∂u|[s/2]|u|s+1 + |u|[s/2]+1|∂u|s
)
, (4.11)
which implies
F †j (Z
⋆u, ω⋆∂tu)
D
∼ 0, 1 ≤ j ≤ N.
In a similar manner we can show that
F †j (ω
⋆∂tu, Z
⋆u)
D
∼ F †j (Z
⋆u, Z⋆u)
D
∼ 0,
and we get
F ∗j (∂u
∗) = Fj(∂u)
D
∼ F redj (ω, ∂tu), 1 ≤ j ≤ N. (4.12)
Similarly to (4.11), using (3.16) in Lemma 3.7 as well as (3.15), and recalling (4.2),
we find from (4.10) that∣∣∂a(Fj(∂u)) − ∂a(F redj (ω, ∂tu))∣∣s
≤ C 〈t+ r〉−1
(
|∂u∗|[s/2]|u
∗|s+1 + |u
∗|[s/2]+1|∂u
∗|s
)
.
In other words, we obtain
∂a
(
Fj(∂u)
) D
∼ ∂a
(
F redj (ω, ∂tu)
)
, 1 ≤ j ≤ N, 0 ≤ a ≤ 3. (4.13)
From (1.18) and (4.3), we get
hl(ω, ∂tu) + wl =
3∑
a=0
N∑
k=1
hl,kaZauk, 1 ≤ l ≤ N0. (4.14)
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Now we define Gj(ω, u
∗, ∂u∗) for 1 ≤ j ≤ 5N by
Gj := −
N0∑
l=1
N∑
k=1
gjl,k(ω)wl(∂tvk)
(
= −
N0∑
l=1
gjl(ω, ∂tu)wl
)
(4.15)
for 1 ≤ j ≤ N , and
Gj+(a+1)N := −
N0∑
l=1
N∑
k=1
gjl,k(ω)
{
(∂awl)(∂tvk) + wl
(
∂tvk+(a+1)N
)}
(4.16)
for 1 ≤ j ≤ N and 0 ≤ a ≤ 3, where gjl,k(ω) and gjl(ω, Y ) are from (1.17). Then,
by (1.20) in Condition 1.1 and (4.14) we obtain
F redj (ω, ∂tu)−Gj(ω, u
∗, ∂u∗) =
3∑
a=0
N0∑
l=1
N∑
k=1
hl,kagjl(ω, ∂tu)(Zauk) (4.17)
for 1 ≤ j ≤ N . Going a similar way to (4.11), and using (4.12), we obtain
F ∗j (∂u
∗)
D
∼ F redj (ω, ∂tu)
D
∼ Gj(ω, u
∗, ∂u∗), 1 ≤ j ≤ N. (4.18)
Since we have
sup
|x|≥t/2≥1
r
∣∣∂a(gjl,k(ω))∣∣s ≤ C,
and
Gj+(a+1)N (ω, u
∗, ∂u∗) = ∂a
(
Gj(ω, u
∗, ∂u∗)
)
+
N0∑
l=1
N∑
k=1
(
∂a
(
gjl,k(ω)
))
wl(∂tuk)
for 1 ≤ j ≤ N and 0 ≤ a ≤ 3 (cf. (4.2)), it follows from Lemma 3.7 and (4.17) that
∂a
(
F redj (ω, ∂tu)
) D
∼ Gj+(a+1)N (ω, u
∗, ∂u∗), 1 ≤ j ≤ N, 0 ≤ a ≤ 3.
Combining this with (4.13), and remembering (4.5), we obtain
F ∗j+(a+1)N (∂u
∗) = ∂a
(
Fj(∂u)
) D
∼ Gj+(a+1)N (ω, u
∗, ∂u∗) (4.19)
for 1 ≤ j ≤ N and 0 ≤ a ≤ 3.
Now what is left to prove is
3∑
a=0
N∑
k=1
hl,kaF
∗
k+(a+1)N (∂u
∗)
D
∼ 0, 1 ≤ l ≤ N0. (4.20)
We define q˜ klj (ω) =
∑3
b,c=0
(
qkb,lcj + q
lb,kc
j
)
ωbωc for 1 ≤ k < l ≤ N , and q˜
kk
j (ω) =∑3
b,c=0 q
kb,kc
j ωbωc for 1 ≤ k ≤ N so that we can write
F redj (ω, Y ) =
∑
1≤k≤l≤N
q˜ klj (ω)YkYl.
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Let β = (βj(ω))
T
1≤j≤N and M =M(ω, Y ) be from the condition (1.19). Since M is
quadratic in Y , we can write it as
M(ω, Y ) =
∑
1≤k≤l≤N
mkl(ω)YkYl
with some coefficients mkl(ω). Then from (1.19) we find
q˜ klj (ω) = βj(ω)mkl(ω), 1 ≤ j ≤ N, 1 ≤ k ≤ l ≤ N. (4.21)
Observing that we have
∣∣∂a(q˜ klj (ω))∣∣s ≤ Cr−1, and that Lemma 3.7 yields
|Za∂tuk|s = |Zavk+N |s ≤ C 〈t+ r〉
−1 |u∗|s+1,
we obtain from (4.9) and (4.21) that
∂a
(
F redj (ω, ∂tu)
)
=
∑
1≤k≤l≤N
(
∂a
(
q˜ klj (ω)
))
(∂tuk)(∂tul)
+
∑
1≤k≤l≤N
q˜ klj (ω) ((∂a∂tuk)(∂tul) + (∂tuk)(∂a∂tul))
D
∼− ωa
∑
1≤k≤l≤N
q˜ klj (ω)
(
(∂2t uk)(∂tul) + (∂tuk)(∂
2
t ul)
)
=− ωaβj(ω)M˜(ω, ∂tu, ∂
2
t u), (4.22)
where we have set
M˜(ω, ∂tu, ∂
2
t u) =
∑
1≤k≤l≤N
mkl(ω)
(
(∂2t uk)(∂tul) + (∂tuk)(∂
2
t ul)
)
.
Hence from (4.5), (4.13), and (4.22), we get
3∑
a=0
N∑
k=1
hl,kaF
∗
k+(a+1)N (∂u
∗)
D
∼
3∑
a=0
N∑
k=1
hl,ka∂a
(
F redk (ω, ∂tu)
)
D
∼−
3∑
a=0
N∑
k=1
hl,kaωaβk(ω)M˜(ω, ∂tu, ∂
2
t u)
=− hl (ω, β(ω))M˜(ω, ∂tu, ∂
2
t u) = 0, 1 ≤ l ≤ N0,
where the last identity comes from (1.21). This completes the proof. 
5. Proof of Theorem 2.5
Suppose that the assumptions in Theorem 2.5 are fulfilled. Let (f, g) ∈ D(⊂
XN ), and let u = (v
T, wT)T be a (local) solution to (1.1)-(2.8) in [0, T0)× R
3 with
some T0 > 0. Since u depends on the parameter ε from (2.8), we sometimes write
u = u(t, x; ε) if we want to indicate the dependence of u on ε explicitly, but we
sometimes omit ε and only write u = u(t, x) for simplicity of expression. Similar
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notation will be used for functions depending on the parameter ε in what follows.
Since (f, g) ∈ XN , there is a positive constant R such that
supp f(·; ε) ∪ supp g(·; ε) ⊂ BR, ε ∈ (0, 1], (5.1)
where BR is defined by (3.12). By the finite propagation property, (5.1) implies
supp u(t, ·; ε) ⊂ Bt+R, t ∈ [0, T0). (5.2)
We set
u0j(t, x; ε) := U0[fj(·; ε), gj(·; ε)](t, x), u˜j(t, x; ε) := uj(t, x; ε)− εu
0
j(t, x; ε)
for 1 ≤ j ≤ N . In other words, u0j(t, x; ε) is the solution to the free wave equation
u0j = 0 with the initial condition
u0j(0, x; ε) = fj(x; ε), (∂tu
0
j)(0, x; ε) = gj(x; ε), 1 ≤ j ≤ N.
We put u0 = (u0j)
T
1≤j≤N and u˜ = (u˜j)
T
1≤j≤N . We also define(
(v0)T, (w0)T
)
=(v01, . . . , v
0
N ′ , w
0
1, . . . , w
0
N ′′) := (u
0
1, . . . , u
0
N ′, u
0
N ′+1, . . . , u
0
N),(
v˜T, w˜T
)
=(v˜1, . . . , v˜N ′ , w˜1, . . . , w˜N ′′) := (u˜1, . . . , u˜N ′, u˜N ′+1, . . . , u˜N).
Recall the definition of | · |s, ‖ · ‖s, and | · |Z,s given in (2.6) and (3.14). Let m, λ,
and ρ be the fixed constants from the assumptions of Theorem 2.5. For 0 < T ≤ T0,
we define
eε[u˜](T ) := sup
(t,x)∈[0,T )×R3
〈t+ |x|〉−λ+1 |v˜(t, x; ε)|m+1
+ sup
(t,x)∈[0,T )×R3
〈t+ |x|〉 〈t− |x|〉ρ |w˜(t, x; ε)|m+2
+ sup
t∈[0,T )
(
(1 + t)−λ‖∂v˜(t, ·; ε)‖2m + ‖∂w˜(t, ·; ε)‖2m
)
+
(∫ T
0
∫
R3
|u˜(t, x; ε)|2Z,2m
〈t〉4λ 〈t− |x|〉2
dxdt
)1/2
. (5.3)
For a smooth function ϕ = ϕ(x) and a nonnegative integer s, we define
|ϕ(x)|s,∗ :=
∑
|α|≤s
〈x〉|α| |∂αxϕ(x)|, ‖ϕ‖s,∗ :=
∑
|α|≤s
∥∥〈 · 〉|α| ∂αxϕ‖2L2
1/2 ,
and we put
M0 := sup
ε∈[0,1]
(‖f(·; ε)‖2m+1,∗ + ‖g(·; ε)‖2m,∗)
+ sup
ε∈[0,1],x∈R3
〈x〉3 (|f(x; ε)|2m−1,∗ + |g(x, ε)|2m−2,∗) .
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Lemmas 3.8 and 3.9 yield
sup
(t,x)∈R+×R3
〈t + |x|〉 〈t− |x|〉
∣∣u0(t, x; ε)∣∣
2m−2
+ sup
t∈R+
∥∥∂u0(t, ·; ε)∥∥
2m
+
∫ ∞
0
∫
R3
∣∣u0(t, x; ε)∣∣2
Z,2m
〈t− |x|〉2
dxdt
1/2 ≤ C0 (5.4)
for ε ∈ (0, 1], where C0 is a positive constant depending only on M0.
We are going to prove the following:
Proposition 5.1. In the situation above, there exists a positive constant A0 =
A0(M0, R), which is independent of T0, such that
eε[u˜](T ) ≤ Aε
2 (5.5)
implies
eε[u˜](T ) ≤
A
2
ε2, (5.6)
provided that A ≥ A0, 0 < ε ≤ min{1, 1/A}, and 0 < T < T0.
Once we have the proposition above, we can easily obtain Theorem 2.5 in the
following way.
Proof of Theorem 2.5. If A(≥ A0) is sufficiently large, then (5.5) is true for some
small T > 0. Let T∗ be the supremum of all T ∈ (0, T0) such that (5.5) is valid.
Note that we have T∗ > 0. Let ε ∈ (0, ε0] with ε0 := min{1, 1/A}. Suppose that
we have T∗ < T0; then, since we have eε[u˜](T∗) ≤ Aε
2, Proposition 5.1 implies
that eε[u˜](T∗) ≤ Aε
2/2, and from the continuity of eε in T , we see that (5.5) is
valid for some T > T∗; this contradicts the definition of T∗. Thus we conclude
that T∗ = T0. In other words, we find that (5.5) is valid as long as the local
solution exists, provided that ε ∈ (0, ε0]. Now, with the help of (5.4), we see
that
∑
|α|≤2 ‖∂
αu(t, ·)‖L∞(R3) does not tend to infinity in finite time, and the local
existence theorem implies the global existence of the solution for ε ∈ (0, ε0] (see
Ho¨rmander [7, Theorem 6.4.11] for instance). Since (5.5) holds for any T > 0, we
immediately get (2.17) and (2.18), and we also obtain (2.15) and (2.16) with the
help of (5.4). This completes the proof. 
The rest of this section is devoted to the proof of Proposition 5.1.
Proof of Proposition 5.1. We always assume 0 < ε ≤ min{1, 1/A} in what follows,
so that we have 0 < Aε ≤ 1. The letter C in this proof indicates various positive
constants which may depend on M0 and R, but are independent of A, ε, T , and
T0. The proof will be divided into several steps.
Step 1: Basic estimates. Assume that (5.5) is valid. Then (5.4) implies
eε[u](T ) ≤ C0ε+ Aε
2 ≤ Cε, (5.7)
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where eε[u](T ) is defined by replacing u˜ = (v˜
T, w˜T)T in (5.3) with u = (vT, wT)T.
As before, we write r = |x| and ω = |x|−1x. Taking (3.2) and (3.3) into account,
we obtain from (5.7) and Lemma 3.4 that
|∂v(t, x)|m ≤ Cε 〈t+ r〉
λ−1 〈t− r〉−1 , (5.8)
|∂w(t, x)|m+1 ≤ Cε 〈t + r〉
−1 〈t− r〉−1−ρ (5.9)
for (t, x) ∈ [0, T )× R3. Thus we have
|∂u(t, x)|m ≤ Cε 〈t+ r〉
λ−1 〈t− r〉−1 . (5.10)
Let s be a nonnegative integer with s ≤ 2m. From (2.11), we have
|Fj(u, ∂u)|s ≤C
(
|∂u|[s/2]|∂u|s + |w|[s/2]|∂v|s + |∂v|[s/2]|w|s
)
, 1 ≤ j ≤ N ′, (5.11)
|Fj(u, ∂u)|s ≤C|∂u|[s/2]|∂u|s, N
′ + 1 ≤ j ≤ N. (5.12)
We set
Λ :=
{
(t, x) ∈ R+ × R
3; r ≥ t/2 ≥ 1
}
,
and Λc := (R+ × R
3) \ Λ. If (t, x) ∈ Λc, then we have either r < t/2 or t < 2, and
we obtain
〈t− r〉−1 ≤ C 〈t+ r〉−1 , (t, x) ∈ Λc.
Hence, using (5.7) and (5.10), we see from (5.11) and (5.12) that
N ′∑
j=1
|Fj(u, ∂u)|s ≤Cε
(
〈t+ r〉−1−ρ |∂u|s + 〈t+ r〉
λ−1 |w|s
〈t− r〉
)
, (5.13)
N∑
j=N ′+1
|Fj(u, ∂u)|s ≤Cε 〈t + r〉
λ−2 |∂u|s (5.14)
at (t, x) ∈ Λc, where we have used 1 + ρ < 2− λ.
For any nonnegative integer s and any smooth function ϕ = ϕ(ω) on S2, we have
sup
(t,x)∈Λ
∑
|α|≤s
∣∣Γα(ϕ(r−1x))∣∣ <∞.
Hence, from (2.12) we get
|Gj(ω, u, ∂u)|s ≤ C
((
|w|[s/2] + |∂w|[s/2]
)
|∂v|s + |∂v|[s/2] (|w|s + |∂w|s)
)
(5.15)
in Λ for 1 ≤ j ≤ N ′. It follows from (5.7), (5.8), (5.9), and (5.15) that
N ′∑
j=1
|Gj|s ≤ Cε 〈t + r〉
−1
(
〈t− r〉−ρ |∂v|s + 〈t+ r〉
λ
(
|w|s
〈t− r〉
+ |∂w|s
))
(5.16)
at (t, x) ∈ Λ. Recalling (2.9) in Definition 2.1, and observing that
|∂u|[s/2]|u|s+1 ≤ C
(
|∂u|[s/2]|Γu|s + |∂u|s|u|[s/2]+1
)
,
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we obtain from (2.13) that
N∑
j=1
|Fj −Gj |s ≤ Cε 〈t+ r〉
λ−2 (|∂u|s + 〈t− r〉−1 |Γu|s) (5.17)
at (t, x) ∈ Λ, where we have set Gj ≡ 0 for N
′ + 1 ≤ j ≤ N .
From (5.13), (5.16) and (5.17), we obtain
N ′∑
j=1
|Fj|s ≤Cε
(
〈t+ r〉−1 〈t− r〉−ρ |∂u|s + 〈t+ r〉
λ−1
(
|w|s
〈t− r〉
+ |∂w|s
))
+ Cε 〈t+ r〉λ−2 〈t− r〉−1 |Γu|s (5.18)
in [0, T )× R3. By (5.14) and (5.17), we also obtain
N∑
j=N ′+1
|Fj|s ≤ Cε 〈t+ r〉
λ−2 (|∂u|s + 〈t− r〉−1 |Γu|s) (5.19)
in [0, T )× R3.
Step 2: The energy estimates. We put
Iε(T ) =
∫ T
0
〈t〉λ−1
(∫
R3
|u(t, x; ε)|2Z,2m
〈t− r〉2
dx
)1/2
dt.
Writing 〈t〉λ−1 = 〈t〉3λ−1 〈t〉−2λ, and using the Schwarz inequality, we obtain from
(5.7) that
Iε(T ) ≤
(∫ ∞
0
〈t〉6λ−2 dt
)1/2(∫ T
0
∫
R3
|u(t, x)|2Z,2m
〈t〉4λ 〈t− r〉2
dxdt
)1/2
≤ Cε, (5.20)
where we have used 6λ − 2 < −1. Because of (5.2), we can use Lemma 3.5 to
obtain (∫
R3
|w(t, x)|2s
〈t− r〉2
dx
)1/2
≤ C‖∂w(t, ·)‖s. (5.21)
Lemma 3.6 implies
〈t + r〉λ−2 〈t− r〉−1 |Γu|s
≤ C 〈t + r〉λ−1
(
〈t− r〉−1 |u|Z,s + 〈t+ r〉
−1 |∂u|s
)
. (5.22)
Let µ ≥ 0. In view of (5.18), (5.21), and (5.22) with s = 2m, we obtain from
(5.7) and (5.20) that
N ′∑
j=1
∫ t
0
〈τ〉−µ ‖Fj(τ)‖2mdτ ≤Cε
∫ t
0
〈τ〉−1−µ
(
‖∂u(τ)‖2m + 〈τ〉
λ ‖∂w(τ)‖2m
)
dτ
+ CεIε(T )
≤Cε2
∫ t
0
〈τ〉λ−1−µ dτ + Cε2, 0 ≤ t ≤ T. (5.23)
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Similarly, using (5.19) with s = 2m instead of (5.18), we obtain
N∑
j=N ′+1
∫ t
0
‖Fj(τ)‖2mdτ ≤Cε
(∫ t
0
〈τ〉λ−2 ‖∂u(τ)‖2mdτ + Iε(T )
)
≤Cε2
∫ t
0
〈τ〉2λ−2 dτ + Cε2 ≤ Cε2, 0 ≤ t < T. (5.24)
From (1.1), we have
u˜j = Fj(u, ∂u), 1 ≤ j ≤ N, (5.25)
and u˜(0, x) = (∂tu˜)(0, x) ≡ 0. From (3.1) and (5.25) we get
 (Γαu˜j) = (Γ0 + 2)
α0Γα11 · · ·Γ
α10
10 (Fj(u, ∂u)) , 1 ≤ j ≤ N (5.26)
for any multi-index α = (α0, α1, . . . , α10). We also get
‖(Γαu˜)(0)‖L2(R3) + ‖(∂tΓ
αu˜)(0)‖L2(R3) ≤ Cαε
2
with some positive constant Cα. Applying Lemma 3.8 with µ = 2λ to (5.26) for
|α| ≤ 2m, and using (5.23) and (5.24), we get(∫ T
0
∫
R3
|u˜(τ, x)|2Z,2m
〈τ〉4λ 〈τ − r〉2
dxdτ
)1/2
≤Cε2 + C
∫ T
0
〈τ〉−2λ ‖F (u, ∂u)(τ, ·)‖2mdτ
≤Cε2
(
1 +
∫ ∞
0
〈τ〉−λ−1 dτ
)
≤ Cε2. (5.27)
Applying Lemma 3.8 with µ = 0 to (5.26) for 1 ≤ j ≤ N ′ and |α| ≤ 2m, and using
(5.23), we obtain
N ′∑
j=1
‖∂v˜j(t, ·)‖2m ≤Cε
2 + C
N ′∑
j=1
∫ t
0
‖Fj(u, ∂u)(τ, ·)‖2mdτ ≤ Cε
2 〈t〉λ
for 0 ≤ t < T , which implies
sup
0≤t<T
(1 + t)−λ‖∂v˜(t, ·)‖2m ≤ Cε
2. (5.28)
Similarly, applying Lemma 3.8 to (5.26) for N ′ + 1 ≤ j ≤ N , and using (5.24)
instead of (5.23), we obtain
sup
0≤t<T
‖∂w˜(t, ·)‖2m ≤ Cε
2. (5.29)
Step 3: Decay estimates for generalized derivatives of higher order. Now we turn
our attention to the decay estimates. By (5.7) and Lemma 3.1, we have
|∂u(t, x)|2m−2 ≤ Cε 〈t+ r〉
λ−1 〈t− r〉−1/2 , (t, x) ∈ [0, T )× R3. (5.30)
It follows from (5.10), (5.30), and (5.12) with s = 2m− 2 that
|Fj(u, ∂u)|2m−2 ≤ Cε
2 〈t + r〉2λ−2 〈t− r〉−3/2 , N ′ + 1 ≤ j ≤ N.
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Hence, applying Lemma 3.9 (with µ = 1 − 2λ) to (5.26) for N ′ + 1 ≤ j ≤ N and
|α| ≤ 2m− 2, and using (5.4), we obtain
〈t + r〉1−2λ |w(t, x)|2m−2 ≤ Cε, (t, x) ∈ [0, T )× R
3. (5.31)
Therefore Lemma 3.4 yields
〈t + r〉1−2λ 〈t− r〉 |∂w(t, x)|2m−3 ≤ Cε, (t, x) ∈ [0, T )× R
3. (5.32)
Using (5.7), (5.10), (5.30), and (5.31) to evaluate the right-hand side of (5.11) with
s = 2m− 2, we get
|Fj(u, ∂u)|2m−2 ≤Cε
2
(
〈t + r〉2λ−2 〈t− r〉−ρ−(1/2) + 〈t+ r〉3λ−2 〈t− r〉−1
)
≤Cε2 〈t+ r〉4λ−2 〈t− r〉−1−λ , 1 ≤ j ≤ N ′.
Similarly to the derivation of (5.31) and (5.32), Lemmas 3.9 and 3.4 lead to
〈t+ r〉1−4λ (|v(t, x)|2m−2 + 〈t− r〉 |∂v(t, x)|2m−3) ≤ Cε (5.33)
for (t, x) ∈ [0, T )× R3.
Step 4: Decay estimates for generalized derivatives of lower order. By (5.31) and
(5.33) we get
|Γu(t, x)|2m−3 ≤ C|u(t, x)|2m−2 ≤ Cε 〈t+ r〉
4λ−1 . (5.34)
Using (5.32), (5.33), and (5.34) to estimate the right-hand side of (5.19) with
s = 2m− 3, we obtain
N∑
j=N ′+1
|Fj(u, ∂u)|2m−3 ≤Cε
2 〈t+ r〉5λ−3 〈t− r〉−1 ≤ Cε2 〈t+ r〉6λ−3 〈t− r〉−1−λ .
Hence applying Lemma 3.9 with µ = 1 + ρ, and then using Lemma 3.4, we get
〈t+ r〉 〈t− r〉ρ (|w˜(t, x)|2m−3 + 〈t− r〉 |∂w˜(t, x)|2m−4) ≤ Cε
2 (5.35)
for (t, x) ∈ [0, T )× R3, because 1/2 < ρ ≤ 1− 6λ. Now (5.4) leads to
〈t+ r〉 〈t− r〉ρ (|w(t, x)|2m−3 + 〈t− r〉 |∂w(t, x)|2m−4) ≤ Cε. (5.36)
Using (5.30), (5.36), and (5.34) to estimate each term on the right-hand side of
(5.18) with s = 2m− 4, we obtain
N ′∑
j=1
|Fj(u, ∂u)|2m−4 ≤Cε
2
(
〈t+ r〉λ−2 〈t− r〉−ρ−(1/2) + 〈t + r〉λ−2 〈t− r〉−ρ−1
)
+ Cε2 〈t + r〉5λ−3 〈t− r〉−1
≤Cε2 〈t + r〉λ−2 〈t− r〉−ρ−(1/2) ,
where we have used 〈t+ r〉5λ−3 〈t− r〉−1 ≤ 〈t+ r〉λ−2 〈t− r〉4λ−2 and ρ + (1/2) <
2− 4λ. Since ρ+ (1/2) > 1, Lemma 3.9 with µ = 1− λ implies
〈t + r〉1−λ |v˜(t, x)|2m−4 ≤ Cε
2, (t, x) ∈ [0, T )× R3. (5.37)
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Step 5: Conclusion. Since we have m ≤ 2m − 5, it follows from (5.27), (5.28),
(5.29), (5.35), and (5.37) that
eε[u˜](T ) ≤ C1ε
2 (5.38)
with an appropriate positive constant C1 = C1(M0, R), which is independent of A,
ε, T , and T0. Finally, if we choose A0 = 2C1, (5.38) immediately implies (5.6) for
A ≥ A0. This completes the proof. 
6. Proof of Theorem 2.6
We start this section with a fundamental observation. We set
Λ0 := {(t, r) ∈ [0,∞)× [0,∞); r ≥ t/2 ≥ 1} ,
and we put t0(σ) = max{2,−2σ} for σ ∈ R so that⋃
σ∈R
{(t, t+ σ); t ≥ t0(σ)} = Λ0.
We take a smooth and non-increasing function t1 = t1(σ) such that t1(σ) = −2σ
for σ ≤ −2, t1(σ) = 2 for σ ≥ 0, and t0(σ) ≤ t1(σ) ≤ 2 − σ for −2 < σ < 0. We
define r1(σ) := t1(σ) + σ. Note that we have
1 + |σ| ≤ 1 + t1(σ) + r1(σ) = 1 + 2t1(σ) + σ ≤ 5(1 + |σ|), σ ∈ R. (6.1)
Lemma 6.1. Suppose that µ > 1 and κ ≥ 0.
Let ϕ = ϕ(t, r, ω) be a C1-function of (t, r) ∈ Λ0 and ω ∈ S
2, satisfying
∂+ϕ(t, r, ω) = h(t, r, ω), (t, r) ∈ Λ0, ω ∈ S
2, (6.2)
where ∂+ = ∂t + ∂r. Assume that there is a positive constant C0 such that
|h(t, r, ω)| ≤ C0(1 + t+ r)
−µ(1 + |t− r|)−κ, (t, r) ∈ Λ0, ω ∈ S
2. (6.3)
Then, putting
Φ(σ, ω) = ϕ (t1(σ), r1(σ), ω) +
∫ ∞
t1(σ)
h(τ, τ + σ, ω)dτ, (σ, ω) ∈ R× S2, (6.4)
we have
|ϕ(t, t+ σ, ω)− Φ(σ, ω)| ≤
C0
2(µ− 1)
(1 + 2t+ σ)−(µ−1)(1 + |σ|)−κ (6.5)
for t ≥ t0(σ) and (σ, ω) ∈ R× S
2.
Proof. Observe that Φ is well-defined because of the assumption (6.3).
It is easy to see that
ϕ(t, t + σ, ω) = ϕ (t1(σ), r1(σ), ω) +
∫ t
t1(σ)
h(τ, τ + σ, ω)dτ
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for t ≥ t0(σ) and (σ, ω) ∈ R× S
2. Hence (6.3) and (6.4) yield
|ϕ(t, t+ σ, ω)− Φ(σ, ω)| ≤
∫ ∞
t
|h(τ, τ + σ, ω)|dτ
≤C0(1 + |σ|)
−κ
∫ ∞
t
(1 + 2τ + σ)−µdτ
for t ≥ t0(σ) and (σ, ω) ∈ R × S
2; thus the direct calculation leads to (6.5). This
completes the proof. 
From (6.4), it is easy to see the following:
Lemma 6.2. Let ϕ, h, and Φ be as in Lemma 6.1. Assume in addition that h is
a C1-function of (t, r) ∈ Λ0 and ω ∈ S
2. If there exist two constants µ′ > 1 and
C > 0 such that∑
p+|α|=1
|∂prΩ
αh(t, r, ω)| ≤ C(1 + t+ r)−µ
′
, (t, r) ∈ Λ0, ω ∈ S
2, (6.6)
then we have Φ ∈ C1(R×S2), where Ω is regarded as a differential operator on S2.
Let us start the proof of Theorem 2.6. Suppose that the assumptions in Theorem
2.6 are satisfied, and let u = (vT, wT)T be the global solution to (1.1)-(2.8) with
(f, g) ∈ D. We define u0, v0, w0, u˜, v˜, and w˜ as in the previous section. Recall
that, by Theorem 2.5 and Lemma 3.4, we have
|v(t, x)|2 + ε
−1|v˜(t, x)|2 +
(
1 +
∣∣t− |x| ∣∣) (|∂v(t, x)|1 + ε−1|∂v˜(t, x)|1)
≤ Cε(1 + t + |x|)λ−1, (6.7)
|w(t, x)|3 + ε
−1|w˜(t, x)|3 +
(
1 +
∣∣t− |x| ∣∣) (|∂w(t, x)|2 + ε−1|∂w˜(t, x)|2)
≤ Cε(1 + t + |x|)−1
(
1 +
∣∣t− |x| ∣∣)−ρ (6.8)
for any (t, x) ∈ [0,∞)×R3 and ε ∈ (0, ε0], where λ
(
∈ (0, 1/20)
)
, ρ
(
∈ (1/2, 1−6λ]
)
,
and ε0(> 0) are from Theorem 2.5, and C is a positive constant. Remember also
that we have (5.1) and (5.2) for some R > 0.
Let 0 < ε ≤ ε0. We define U
0
j ∈ C
∞
0 (R× S
2) by
U0j (σ, ω) = F0[fj(·; ε), gj(·; ε)](σ, ω), (σ, ω) ∈ R× S
2
for 1 ≤ j ≤ N , where F0 is given by (1.13). Recall that (5.1) implies u
0
j(t, rω) = 0
for |r − t| ≥ R, and
U0j (σ, ω) = 0, |σ| ≥ R (6.9)
(cf. (3.22)). Therefore (1.15) implies that for any κ ≥ 0, there exists a positive
constant Cκ such that∣∣ru0j(t, rω)− U0j (r − t, ω)∣∣ + 3∑
a=0
∣∣r(∂au0j)(t, rω)− ωa(∂σU0j )(r − t, ω)∣∣
≤ Cκ(1 + t+ r)
−1(1 + |t− r|)−κ, 1 ≤ j ≤ N (6.10)
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for (t, r) ∈ Λ0 and ω ∈ S
2. Indeed we have (1+|t−r|)−κ ≥ (1+R)−κ in the support
of the functions on the left-hand side of (6.10). We put V 0j = U
0
j for 1 ≤ j ≤ N
′,
and W 0k = U
0
N ′+k for 1 ≤ k ≤ N
′′.
For any smooth function ψ, we have
rψ(t, x) = ∂+∂− (rψ(t, x))− r
−1(∆ωψ)(t, x), (t, x) ∈ [0,∞)× R
3, (6.11)
where r = |x|, and ∆ω =
∑3
k=1Ω
2
k. Hence by (5.25) we have
∂+∂− (ru˜j(t, rω)) = Hj(t, r, ω), 1 ≤ j ≤ N, (6.12)
where Hj is given by
Hj(t, r, ω) = rFj
(
u(t, rω), ∂u(t, rω)
)
+ r−1(∆ωu˜j)(t, rω). (6.13)
We always suppose (t, r) ∈ Λ0 (namely r ≥ t/2 ≥ 1), and ω ∈ S
2 from now on.
Then we have r−1 ≤ 4(1 + t + r)−1. In what follows, C denotes various positive
constants which are independent of (t, r) ∈ Λ0, ω ∈ S
2, and ε ∈ (0, ε0].
Equations (6.7) and (6.8) yield
|r−1(∆ω v˜j)(t, rω)| ≤Cε
2(1 + t+ r)λ−2, 1 ≤ j ≤ N ′, (6.14)
|r−1(∆ωw˜k)(t, rω)|1 ≤Cε
2(1 + t+ r)−2(1 + |t− r|)−ρ, 1 ≤ k ≤ N ′′. (6.15)
Because of (2.9) and (2.13) we obtain
|rFj(u, ∂u)− rGj(ω, u, ∂u)|1 ≤C|u|2|∂u|1
≤Cε2(1 + t + r)2λ−2(1 + |t− r|)−1 (6.16)
at (t, x) = (t, rω) for 1 ≤ j ≤ N , where Gj for 1 ≤ j ≤ N
′ is from Condition 2.2,
and we have set Gj(ω, u, ∂u) ≡ 0 for N
′ + 1 ≤ j ≤ N as before.
We first construct the standard asymptotic profile W for w, and then the modi-
fied asymptotic profile V for v.
Step 1: Construction of W . From (6.15) and (6.16), we get
|HN ′+k(t, r, ω)|1 ≤ Cε
2(1 + t + r)2λ−2(1 + |t− r|)−ρ, 1 ≤ k ≤ N ′′. (6.17)
We put
w˜k,−(t, r, ω) := ∂− (rw˜k(t, rω))
(
= ∂− (ru˜N ′+k(t, rω))
)
, 1 ≤ k ≤ N ′′.
Equation (6.8) leads to
|w˜k,−(t, r, ω)| ≤ Cε
2(1 + |t− r|)−1−ρ, 1 ≤ k ≤ N ′′. (6.18)
Because of (6.12) and (6.17), Lemma 6.1 implies∣∣w˜k,−(t, t+ σ, ω)− εW˜k,−(σ, ω)∣∣ ≤ Cε2(1 + 2t+ σ)2λ−1(1 + |σ|)−ρ (6.19)
for 1 ≤ k ≤ N ′′, t ≥ t0(σ), and (σ, ω) ∈ R× S
2, where W˜k,− is defined by
εW˜k,−(σ, ω) = w˜k,− (t1(σ), r1(σ), ω) +
∫ ∞
t1(σ)
HN ′+k(τ, τ + σ, ω)dτ. (6.20)
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Note that we have W˜k,− ∈ C
1(R×S2), because of Lemma 6.2 and (6.17). By (6.18)
and (6.19) we get∣∣W˜k,−(σ, ω)∣∣ ≤ Cε((1 + |σ|)−1−ρ + (1 + 2t+ σ)2λ−1(1 + |σ|)−ρ).
Therefore, taking the limit as t→∞, we obtain∣∣W˜k,−(σ, ω)∣∣ ≤ Cε(1 + |σ|)−1−ρ, 1 ≤ k ≤ N ′′, (σ, ω) ∈ R× S2. (6.21)
Furthermore, since (5.2) yields w˜k,−(t, t + σ, ω) = HN ′+k(t, t + σ, ω) = 0 when
σ ≥ R, (6.20) implies
W˜k,−(σ, ω) = 0 for 1 ≤ k ≤ N
′′, σ ≥ R, and ω ∈ S2. (6.22)
For 1 ≤ k ≤ N ′′, we define
W˜k(σ, ω) =
1
2
∫ ∞
σ
W˜k,−(τ, ω)dτ, (σ, ω) ∈ R× S
2, (6.23)
so that we have
− 2∂σW˜k(σ, ω) = W˜k,−(σ, ω), (σ, ω) ∈ R× S
2. (6.24)
By (6.22) and (6.23) we get
W˜k(σ, ω) = 0, σ ≥ R, ω ∈ S
2. (6.25)
Using (3.10) and (6.8), we obtain from (6.19) and (6.24) that
3∑
a=0
∣∣r(∂aw˜k)(t, rω)− εωa(∂σW˜k)(r − t, ω)∣∣
≤ Cε2(1 + t+ r)2λ−1(1 + |t− r|)−ρ, 1 ≤ k ≤ N ′′. (6.26)
We set
w˜∗k(t, r, ω) = rw˜k(t, rω), 1 ≤ k ≤ N
′′,
so that we have ∂−w˜
∗
k(t, r, ω) = w˜k,−(t, r, ω). Now we are going to prove∣∣w˜∗k(t, t+ σ, ω)− εW˜k(σ, ω)∣∣ ≤ Cε2(1 + 2t+ σ)2λ−1(1 + |σ|)1−ρ (6.27)
for t ≥ t0(σ) and (σ, ω) ∈ R× S
2. If σ > R, then (6.27) is trivial because of (5.2)
and (6.25). To treat the case where σ ≤ R, we put
D1 ={(t, σ); t ≥ max{t0(σ), 2 + (R− σ)/2}, σ ≤ R},
D2 ={(t, σ); t0(σ) ≤ t ≤ 2 + (R− σ)/2, σ ≤ R},
so that we have {(t, σ); t ≥ t0(σ), σ ≤ R} = D1∪D2. If (t, σ) ∈ D1, then observing
that we have
w˜∗k
(
t− (R− σ)/2, t+ (R + σ)/2, ω
)
= W˜k(R, ω) = 0, 1 ≤ k ≤ N
′′
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(cf. (5.2) and (6.25)), and remembering (6.24), we get
w˜∗k(t, t+ σ, ω)− εW˜k(σ, ω)
=
∫ t
t−(R−σ)/2
∂τ
{
w˜∗k(τ, 2t+ σ − τ, ω)− εW˜k(2t+ σ − 2τ, ω)
}
dτ
=
∫ t
t−(R−σ)/2
{
w˜k,−(τ, 2t+ σ − τ, ω)− εW˜k,−(2t+ σ − 2τ, ω)
}
dτ.
Since we have (τ, 2t+ σ − τ) ∈ Λ0 for t− (R− σ)/2 ≤ τ ≤ t when (t, σ) ∈ D1, we
obtain from (6.19) that∣∣w˜∗k(t, t+ σ, ω)− εW˜k(σ, ω)∣∣
≤ Cε2(1 + 2t+ σ)2λ−1
∫ t
t−(R−σ)/2
(1 + |2t+ σ − 2τ |)−ρdτ
≤ Cε2(1 + 2t+ σ)2λ−1(1 + |σ|)1−ρ, (t, σ) ∈ D1, ω ∈ S
2. (6.28)
Because D2 is a bounded set, it follows from (6.8), (6.21), and (6.23) that∣∣w˜∗k(t, t + σ, ω)|+ |εW˜k(σ, ω)∣∣ ≤ Cε2 ≤ Cε2(1 + 2t+ σ)2λ−1(1 + |σ|)1−ρ (6.29)
for (t, σ) ∈ D2 and ω ∈ S
2. Now (6.27) for σ ≤ R follows from (6.28) and (6.29).
Similarly to (6.21), we obtain from (6.8) and (6.27) that∣∣W˜k(σ, ω)∣∣ ≤ Cε(1 + |σ|)−ρ, (σ, ω) ∈ R× S2. (6.30)
Finally we define
Wk(σ, ω) = W
0
k (σ, ω) + W˜k(σ, ω), (σ, ω) ∈ R× S
2
for 1 ≤ k ≤ N ′′. Then, from (6.10), (6.26), and (6.27), we find that (2.22) and
(2.23) are true. (2.25) follows from (6.21) and (6.30).
Note that we have (2.27) by (2.25) and (6.9). Notice also that we have ∂pσWk ∈
C1(R× S2) for 1 ≤ k ≤ N ′′ and p = 0, 1.
Step 2: Construction of V . We define
v†−(t, r, ω) =
(
v†1,−(t, r, ω), . . . , v
†
N ′,−(t, r, ω)
)T
:=e−Θε(t,r−t,ω)∂− (rv(t, rω)) , (6.31)
where
Θε(t, σ, ω) := (ε log t)A[W ](σ, ω), (6.32)
and A[W ](σ, ω) is given by (2.19)-(2.20) with W = W (σ, ω) = (Wk(σ, ω))
T
1≤k≤N ′′
just having been constructed. Since ∂+ (Θε(t, r − t, ω)) (= εt
−1A[W ](r − t, ω))
commutes with Θε(t, r − t, ω), we have
∂+
(
e−Θε(t,r−t,ω)
)
= −
ε
t
e−Θε(t,r−t,ω)A[W ](r − t, ω). (6.33)
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Hence we get
∂+v
†
−(t, r, ω) = e
−Θε(t,r−t,ω)
{
∂+∂−
(
rv(t, rω)
)
−
ε
t
A[W ](r − t, ω)∂−
(
rv(t, rω)
)}
,
and from (6.11) and (6.12) we obtain
∂+v
†
j,−(t, r, ω) = Ψj(t, r, ω), 1 ≤ j ≤ N
′, (6.34)
where
Ψ(t, r, ω) = (Ψ1(t, r, ω), . . . ,ΨN ′(t, r, ω))
T
= e−Θε(t,r−t,ω)
(
H#(t, r, ω) + εr−1(∆ωv
0)(t, rω)
)
,
H#(t, r, ω) =
(
H#1 (t, r, ω), . . . , H
#
N ′(t, r, ω)
)T
=(H1(t, r, ω), . . . , HN ′(t, r, ω))
T −
ε
t
A[W ](r − t, ω)∂−
(
rv(t, rω)
)
.
Here Hj(t, r, ω) for 1 ≤ j ≤ N
′ is given by (6.13).
By (2.19), (2.20), and (2.27) we obtain
‖A[W ](σ, ω)‖ ≤ C (|W (σ, ω)|+ |∂σW (σ, ω)|) ≤ C(1 + |σ|)
−ρ, (6.35)
where ‖B‖ denotes the operator norm for a matrixB. Hence we get ‖Θε(t, σ, ω)‖ ≤
Cε log t, which leads to∥∥e±Θε(t,σ,ω)∥∥ ≤ e‖Θε(t,σ,ω)‖ ≤ eCε log t ≤ tCε, (6.36)
and ∥∥e−Θε(t,σ,ω) − I∥∥ ≤ e‖Θε(t,σ,ω)‖ − 1 ≤ eCε log t − 1 ≤ CεtCε+λ (6.37)
for t > 0 and (σ, ω) ∈ R × S2. Here, in order to obtain (6.37), we have used the
inequality eτ − 1 ≤ τeτ that is valid for τ ≥ 0, and the inequality log t ≤ Cλt
λ that
is valid for t ≥ 1 with some positive constant Cλ depending only on λ > 0.
From (5.4) we get
r−1|(∆ωv
0)(t, rω)| ≤ C(1 + t+ r)−2(1 + |t− r|)−1. (6.38)
Since t−1 − r−1 = (r − t)(rt)−1, we obtain from (6.7) and (6.35) that∣∣∣(ε
t
−
ε
r
)
A[W ](r − t, ω)∂−
(
rv(t, rω)
)∣∣∣ ≤ Cε2(1 + t+ r)λ−2(1 + |t− r|)−ρ. (6.39)
Note that we can replace t−1 by (1 + t + r)−1 to derive of (6.39) because we have
A[W ](r − t, ω) = 0 for r ≥ t+R. We define
G#(t, r, ω) =
(
G#1 (t, r, ω), . . . , G
#
N ′(t, r, ω)
)T
:=r
(
Gj
(
ω, u(t, rω), ∂u(t, rω)
))T
1≤j≤N ′
−
ε
r
A[W ](r − t, ω)∂−
(
rv(t, rω)
)
,
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where each Gj is given by (2.12). By (2.22), (2.27), (3.10), and (6.7), we get∣∣∣rwl(t, rω)(∂avk)(t, rω)− (−εωa
2r
)
Wl(r − t, ω)∂− (rvk(t, rω))
∣∣∣
≤ |(rwl(t, rω)− εWl(r − t, ω)) (∂avk)(t, rω)|
+
∣∣∣ε
r
Wl(r − t, ω)
(
r(∂avk)(t, rω)−
(
−
ωa
2
)
∂−
(
rvk(t, rω)
))∣∣∣
≤ Cε2(1 + t + r)3λ−2(1 + |t− r|)−ρ
for 1 ≤ k ≤ N ′ and 1 ≤ l ≤ N ′′. Similarly, using (2.23) instead of (2.22), we obtain∣∣∣r(∂bwl)(t, rω)(∂avk)(t, rω)− (−εωaωb
2r
)
(∂σWl)(r − t, ω)∂− (rvk(t, rω))
∣∣∣
≤ Cε2(1 + t+ r)3λ−2(1 + |t− r|)−1−ρ.
Thus, recalling (2.12) and (2.20), we get∣∣G#(t, r, ω)∣∣ ≤ Cε2(1 + t+ r)3λ−2(1 + |t− r|)−ρ,
which, together with (6.14), (6.16), and (6.39), yields∣∣∣H#j (t, r, ω)∣∣∣ ≤ Cε2(1 + t+ r)3λ−2, 1 ≤ j ≤ N ′. (6.40)
Hence by (6.36) and (6.38), we get
|Ψj(t, r, ω)| ≤ Cε(1 + t+ r)
3λ+Cε−2, 1 ≤ j ≤ N ′. (6.41)
Now, we define Vj,− = Vj,−(σ, ω) by
εVj,−(σ, ω) =v
†
j,− (t1(σ), r1(σ), ω) +
∫ ∞
t1(σ)
Ψj(τ, τ + σ, ω)dτ (6.42)
for 1 ≤ j ≤ N ′. Then, from Lemma 6.1, (6.34), and (6.41), we obtain∣∣v†j,−(t, t+ σ, ω)− εVj,−(σ, ω)∣∣ ≤ Cε(1 + 2t+ σ)3λ+Cε−1 (6.43)
for 1 ≤ j ≤ N ′, t ≥ t0(σ), and (σ, ω) ∈ R× S
2. From (5.2) and (6.42) we get
Vj,−(σ, ω) = 0, σ ≥ R, ω ∈ S
2. (6.44)
Hence
Vj(σ, ω) =
1
2
∫ ∞
σ
Vj,−(τ, ω)dτ, 1 ≤ j ≤ N
′ (6.45)
is well-defined. We put V = (V1, . . . , VN ′)
T. Since −2∂σVj = Vj,−, (6.36) and (6.43)
lead to
|∂− (rv(t, rω))− (−2ε)e
Θε(t,r−t,ω)(∂σV )(r − t, ω)|
≤ ‖eΘε(t,r−t,ω)‖ |e−Θε(t,r−t,ω)∂− (rv(t, rω))− (−2ε)(∂σV )(r − t, ω)|
≤ Cε(1 + t+ r)3λ+Cε−1. (6.46)
Finally, observing that (3.10) and (6.7) yield∣∣∣r(∂av)(t, rω)− (−ωa
2
)
∂−
(
rv(t, rω)
)∣∣∣ ≤ Cε(1 + t+ r)λ−1,
we obtain (2.21) from (6.46).
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Now it remains to prove (2.24). We set v0,∗ = (v0,∗j )
T
1≤j≤N ′, where v
0,∗
j (t, r, ω) =
rv0j (t, rω). From (5.4) and (6.10) we find that∣∣(∂−v0,∗j )(t, t + σ, ω)− (−2)(∂σV 0j )(σ, ω)∣∣ ≤ C(1 + 2t+ σ)−1(1 + |σ|)−1 (6.47)
for t ≥ t0(σ) and (σ, ω) ∈ R× S
2. If we put
V 0j,−(σ, ω) :=(∂−v
0,∗
j ) (t1(σ), r1(σ), ω)
+
∫ ∞
t1(σ)
(
r−1(∆ωv
0
j )(τ, rω)
)∣∣
r=τ+σ
dτ, (6.48)
then it follows from Lemma 6.1, (6.11) with ψ = v0j , and (6.38) that
|(∂−v
0,∗
j )(t, t+ σ, ω)− V
0
j,−(σ, ω)| ≤ C(1 + 2t+ σ)
−1(1 + |σ|)−1 (6.49)
for t ≥ t0(σ) and (σ, ω) ∈ R× S
2. Now from (6.47) and (6.49) we get∣∣−2(∂σV 0j )(σ, ω)− V 0j,−(σ, ω)∣∣ ≤ C lim
t→∞
(1 + 2t+ σ)−1(1 + |σ|)−1 = 0,
which shows
− 2(∂σV
0
j )(σ, ω) = V
0
j,−(σ, ω), (σ, ω) ∈ R× S
2. (6.50)
We put v˜ ∗j (t, r, ω) = rv˜j(t, rω), and v˜
∗ = (v˜ ∗j )
T
1≤j≤N ′. By (6.42), (6.45), (6.48),
and (6.50), we obtain
2
(
(∂σV )(σ, ω)− (∂σV
0)(σ, ω)
)
= −
(
Vj,−(σ, ω)− V
0
j,−(σ, ω)
)T
1≤j≤N ′
= −
(
e−Θε(t1(σ),σ,ω) − I
)
(∂−v
0,∗) (t1(σ), r1(σ), ω)
− ε−1e−Θε(t1(σ),σ,ω)(∂−v˜
∗) (t1(σ), r1(σ), ω)
− ε−1
∫ ∞
t1(σ)
e−Θε(τ,σ,ω)H#(τ, τ + σ, ω)dτ
−
∫ ∞
t1(σ)
(
r−1
(
e−Θε(τ,σ,ω) − I
)
(∆ωv
0)(τ, rω)
)∣∣
r=τ+σ
dτ.
Now using (5.4), (6.1), (6.7), (6.36), (6.37), (6.38), and (6.40), we get∣∣∂σV (σ, ω)− ∂σV 0(σ, ω)∣∣ ≤Cε(1 + t1(σ) + r1(σ))λ+Cε(1 + |σ|)−1
+ Cε
∫ ∞
t1(σ)
(1 + 2τ + σ)3λ+Cε−2dτ
≤Cε(1 + |σ|)3λ+Cε−1,
which leads to (2.24). This completes the proof. 
7. Asymptotic Behavior in the Energy Sense
The purpose of this section is to prove Corollary 2.8. We also revisit three
examples stated in Section 2.4, and we will prove (2.35), (2.39), and (2.42).
To begin with, we observe that (2.21), (2.22), and (2.23) in Theorem 2.6 are
actually valid for any (t, r) ∈ [2,∞) × (0,∞) and ω ∈ S2. Indeed what is left to
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prove is their validity for (t, r) ∈ Λ1 and ω ∈ S
2, where Λ1 = {(t, r) ∈ [2,∞) ×
(0,∞); r < t/2}. We obtain from (6.7) that
sup
ω∈S2
|r∂av(t, rω)| ≤ Cε 〈t + r〉
λ−1 (7.1)
for (t, r) ∈ Λ1, because we have 〈t + r〉 ≤ C 〈t− r〉 for (t, r) ∈ Λ1. Similarly (2.26)
and (6.36) imply
sup
ω∈S2
∣∣εe(ε log t)A[W ](r−t,ω)(∂σV )(r − t, ω)∣∣ ≤ Cε 〈t + r〉3λ+Cε−1 (7.2)
for (t, r) ∈ Λ1. Equations (7.1) and (7.2) show that (2.21) holds also for (t, r) ∈ Λ1
and ω ∈ S2. In the same fashion, it follows from (6.8) and (2.27) that
sup
ω∈S2
1∑
l=0
〈t− r〉l
∑
|α|=l
|r(∂αw)(t, rω)|+ |ε(∂lσW )(r − t, ω)|

≤ Cε 〈t+ r〉−ρ ≤ Cε 〈t+ r〉−1 〈t− r〉1−ρ , (t, r) ∈ Λ1, (7.3)
which shows that (2.22) and (2.23) are true also for (t, r) ∈ Λ1 and ω ∈ S
2.
The following is an immediate consequence of this observation.
Corollary 7.1. Assume that the assumptions of Theorem 2.6 are fulfilled, and
(f, g) ∈ D. Let v, w, V , W , and λ be as in Theorem 2.6. We define Θ+ε as in
Corollary 2.8. We also set
V aσ,∗(t, x) :=
(
ωar
−1(∂σV )(r − t, ω)
)∣∣
r=|x|,ω=x/|x|
, (7.4)
W aσ,∗(t, x) :=
(
ωar
−1(∂σW )(r − t, ω)
)∣∣
r=|x|,ω=x/|x|
(7.5)
for 0 ≤ a ≤ 3. Then there exists a positive constant C such that we have(
3∑
a=0
‖∂av(t, ·)− εe
Θ
+
ε (t,·)V aσ,∗(t, ·)‖
2
L2(R3)
)1/2
≤ Cε(1 + t)3λ+Cε−(1/2), (7.6)
(
3∑
a=0
‖∂aw(t, ·)− εW
a
σ,∗(t, ·)‖
2
L2(R3)
)1/2
≤ Cε(1 + t)2λ−1 (7.7)
for t ≥ 2 and sufficiently small ε(> 0).
Proof. Let t ≥ 2, and let ε(> 0) be sufficiently small. Switching to the polar
coordinates, we find from (2.21) for (t, r) ∈ [2,∞) × (0,∞) and ω ∈ S2 that the
left-hand side of (7.6) is bounded by
Cε
(∫ ∞
0
(1 + t+ r)6λ+2Cε−2dr
)1/2
≤ Cε(1 + t)3λ+Cε−(1/2),
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which is the desired bound. Similarly (7.7) follows from (2.23) for (t, r) ∈ [2,∞)×
(0,∞) and ω ∈ S2, because we have
Cε
(∫ ∞
0
(1 + t + r)4λ−2(1 + |t− r|)−2ρdr
)1/2
≤ Cε(1 + t)2λ−1
for ρ > 1/2. 
Corollary 2.8 follows from Lemma 3.10 and Corollary 7.1.
Proof of Corollary 2.8. Suppose that all the assumptions of Theorem 2.6 are ful-
filled. Note that (2.26) and (2.27) imply ∂σVj , ∂σWk ∈ L
2(R× S2) for small ε > 0.
Remember the definition of the isometric isomorphism T : H0 → L
2(R×S2) given
in Section 3.3. We set (f+j , g
+
j ) = T
−1[∂σVj ](∈ H0) for 1 ≤ j ≤ N
′, and
v+ =
(
εU0[f
+
1 , g
+
1 ], . . . , εU0[f
+
N ′ , g
+
N ′]
)T
.
Let V aσ,∗ be as in Corollary 7.1. Then, since we have
εV aσ,∗(t, rω) =
(
εωar
−1T [f+j , g
+
j ](r − t, ω)
)T
1≤j≤N ′
,
Lemma 3.10 implies
lim
t→∞
(
3∑
a=0
‖∂av
+(t, ·)− εV aσ,∗(t, ·)‖
2
L2(R3)
)1/2
=0.
Now (2.28) follows from (7.6) in Corollary 7.1 with the help of (6.36).
By setting (f+N ′+k, g
+
N ′+k) = T
−1[∂σWk] for 1 ≤ k ≤ N
′′, and using (7.7), we can
show (2.29) similarly. 
Another consequence of Lemma 3.10 and Corollary 7.1 is the following.
Lemma 7.2. Suppose that all the assumptions of Theorem 2.6 are fulfilled. Let v,
V , and W be as in Theorem 2.6. Assume that ε is positive and small enough.
If v is asymptotically free in the energy sense, then there exists a function T+ =
T+(σ, ω) ∈ L2(R× S2;RN
′
) such that we have
lim
t→∞
e(ε log t)A[W ]∂σV = T
+ in L2(R× S2;RN
′
).
Proof. Choose (f+j , g
+
j ) ∈ H˙
1(R3)× L2(R3) for 1 ≤ j ≤ N ′ satisfying
lim
t→∞
‖vj(t, ·)− U0[εf
+
j , εg
+
j ](t, ·)‖E = 0. (7.8)
We set T+j := T [f
+
j , g
+
j ] for 1 ≤ j ≤ N
′, and T+ := (T+1 , . . . , T
+
N ′)
T. If we put
T+,a∗ (t, x) :=
(
ωar
−1T+(r − t, ω)
)∣∣
r=|x|,ω=x/|x|
,
then (7.8) and Lemma 3.10 imply
lim
t→∞
3∑
a=0
‖∂av(t, ·)− εT
+,a
∗ (t, ·)‖
2
L2(R3) = 0. (7.9)
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Let V aσ,∗ and Θ
+
ε be as in Corollary 7.1. Then (7.6) and (7.9) yield
lim
t→∞
3∑
a=0
‖eΘ
+
ε (t,·)V aσ,∗(t, ·)− T
+,a
∗ (t, ·)‖
2
L2(R3) = 0,
which leads to
lim
t→∞
∫
ω∈S2
(∫ ∞
−t
|e(ε log t)A[W ](σ,ω)(∂σV )(σ, ω)− T
+(σ, ω)|2dσ
)
dSω = 0.
By (2.26) and (6.36) we get∥∥e(ε log t)A[W ](∂σV )‖L2((−∞,−t)×S2) ≤ C(1 + t)3λ+Cε−(1/2) → 0, t→∞.
Since T+ ∈ L2(R× S2), it is easy to see that ‖T+‖L2((−∞,−t)×S2) converges to 0 as
t→∞. Now we obtain the desired result immediately. 
Next we will observe how freely we can choose the values of the radiation fields.
Let ψ ∈ C∞0 (R
3) be radially symmetric, namely there exists a function ψR such
that ψ(x) = ψR(|x|) for x ∈ R3. Then, the Radon transform of ψ can be written
as
R[ψ](σ, ω) =
∫
y′∈R2
ψR
(√
|y′|2 + σ2
)
dy′ = 2pi
∫ ∞
|σ|
sψR(s)ds. (7.10)
We also get
∂σR[ψ](σ, ω) = −2piσψ
R(|σ|). (7.11)
Lemma 7.3. Given σ0 6= 0, α ∈ R, and β ∈ R, there exists a pair of functions
(ϕ, ψ) ∈ C∞0 (R
3)× C∞0 (R
3) such that we have
F0 [ϕ, ψ] (σ0, ω) = α, (∂σF0 [ϕ, ψ]) (σ0, ω) = β (7.12)
for any ω ∈ S2.
Proof. We can choose a smooth and even function ζ = ζ(s), vanishing in some
neighborhood of s = 0 and vanishing also for large |s|, such that ζ(|σ0|) = 2α and
ζ ′(|σ0|) = 2(sgn σ0)β, where ζ
′(s) = (dζ/ds)(s). For x ∈ R3, we define ϕ(x) = 0
and ψ(x) = −|x|−1ζ ′(|x|). Then we have ψ ∈ C∞0 (R
3), and we can easily obtain
(7.12) from (7.10) and (7.11). 
Let us recall the systems (1.23), (2.36), and (2.40) in Examples 2.9, 2.10, and
2.11. We are going to show (2.35), (2.39), and (2.42). For simplicity we only
consider the initial condition of the form (1.2), instead of (2.8). More precisely we
prove the following.
Proposition 7.4. We put X˜N = C
∞
0 (R
3;RN)× C∞0 (R
3;RN).
(1) There exist (f, g) ∈ X˜2 and three positive constants ε1, C1, and C2 such that
C1ε(1 + t)
C1ε ≤ ‖u(t)‖E ≤ C2ε(1 + t)
C2ε, t ≥ 0, 0 < ε ≤ ε1, (7.13)
where u = (u1, u2)
T is the global solution to (1.23) with (1.2).
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(2) There exist (f, g) ∈ X˜3 and three positive constants ε1, C1, and C2 such that
C1
(
ε+ε2 log(1+t)
)
≤ ‖u(t)‖E ≤ C2
(
ε+ε2 log(1+t)
)
, t ≥ 0, 0 < ε ≤ ε1, (7.14)
where u = (vT, w)T =
(
(v1, v2), w
)T
is the global solution to (2.36) with (1.2).
(3) For any (f, g) ∈ X˜3 with (f, g) 6≡ (0, 0), there exist three positive constants C1,
C2, and ε1 such that
C1ε ≤ ‖u(t)‖E ≤ C2ε, t ≥ 0, 0 < ε ≤ ε1, (7.15)
where u = (vT, w)T =
(
(v1, v2), w
)T
is the global solution to (2.40) with (1.2).
However there exists some (f, g) ∈ X˜3 such that u is not asymptotically free in the
energy sense for 0 < ε ≤ ε1.
Proof. In what follows, V and W are the modified and the standard asymptotic
profiles for the system under consideration in each assertion. V aσ,∗, W
a
σ,∗ and Θ
+
ε
are defined as in Corollary 7.1.
First we prove (1). We put w = ∂1u2−∂2u1. Then, as we have shown, (u1, u2, w)
T
satisfies (1.24) with (2.30) and (2.31). By (2.18), we see that for any (f, g) 6≡ (0, 0)
and T > 0, there exist two positive constants CT and ε˜T , depending on f , g, and
T , such that
C−1T ε(1 + T ) ≤ ‖u(t)‖E ≤ CT ε, 0 ≤ t ≤ T, 0 < ε ≤ ε˜T . (7.16)
We are going to prove the following: If we choose appropriate (f, g) ∈ X˜2, then
there exist three positive constants C ′1, C
′
2, and ε2 such that
C ′1(1 + t)
C′
1
ε ≤
(
3∑
a=0
(∥∥eΘ+ε (t)V aσ,∗(t)∥∥2L2 + ∥∥W aσ,∗(t)∥∥2L2)
)1/2
≤ C ′2(1 + t)
C′
2
ε (7.17)
for t ≥ 2 and 0 < ε ≤ ε2. Once (7.17) is established, we obtain the desired result
from (7.6), (7.7), and (7.16). Indeed, if we choose sufficiently large T (> 0), then
(7.6), (7.7), and (7.17) yield the desired estimate for t ≥ T , while (7.16) implies
the desired estimate for 0 ≤ t ≤ T , provided that ε is sufficiently small.
We start the proof of (7.17). We take
O = {ω = (ω1, ω2, ω3) ∈ S
2; ω1 ≤ −1/4, ω2 ≤ −1/4}.
Remembering (2.32), we get
3∑
a=0
‖eΘ
+
ε (t)V aσ,∗‖
2
L2 ≥2
∫
ω∈O
∫ ∞
−t
t−εω1W (σ,ω)|∂σV1(σ, ω)|
2dσdSω (7.18)
for t ≥ 2. Fix some σ0 > 0. From Lemma 7.3 we can find (fj, gj) ∈ X˜2 (j = 1, 2)
such that
(∂σF0[f1, g1]) (σ0, ω) = − (∂σF0[f2, g2]) (σ0, ω) = 8, ω ∈ S
2.
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From the continuity of the radiation field, we can choose some δ > 0 such that
(∂σF0[f1, g1]) (σ, ω),− (∂σF0[f2, g2]) (σ, ω) ≥ 4, |σ − σ0| < δ, ω ∈ S
2. (7.19)
Then (2.31) leads to
F0[f3, g3](σ, ω) =ω1 (∂σF0[f2, g2]) (σ, ω)− ω2 (∂σF0[f1, g1]) (σ, ω) ≥ 2
for |σ−σ0| < δ and ω ∈ O. Now, with this choice of (f, g), (2.24) and (2.25) imply
∂σV1(σ, ω) ≥ 2, W (σ, ω) ≥ 1, |σ − σ0| < δ, ω ∈ O (7.20)
for sufficiently small ε. Since we may assume σ0− δ > 0 > −t, by (7.18) and (7.20)
we obtain
3∑
a=0
‖eΘ
+
ε (t)V aσ,∗(t)‖
2
L2 ≥ C(1 + t)
ε/4
for t ≥ 2, and the first half of (7.17) is proved.
By (2.26) and (2.27), we have ‖∂σV ‖L2σ,ω+‖∂σW‖L2σ,ω ≤ C for small ε > 0, where
L2σ,ω denotes L
2(R×S2). We also have t−εω1W/2+ |ω−11 (t
−εω1W/2− 1)| ≤ C(1+ t)Cε
for t ≥ 2. Hence we get(
3∑
a=0
‖eΘ
+
ε (t)V aσ,∗(t)‖
2
L2
)1/2
≤C(1 + t)Cε‖∂σV ‖L2σ,ω ≤ C(1 + t)
Cε, (7.21)
(
3∑
a=0
‖W aσ,∗(t)‖
2
L2
)1/2
≤C‖∂σW‖L2σ,ω ≤ C, (7.22)
which imply the last half of (7.17).
Next we prove (2). Since (7.22) is valid also for this case, our task is to estimate∑3
a=0 ‖e
Θ
+
ε (t)V aσ,∗(t)‖
2
L2 . Fix some σ0 > 0. Similarly to (7.19), we can take some
(f, g) ∈ X˜3 and some δ > 0 such that
(∂σF0[fj , gj])(σ, ω) ≥ 2, |σ − σ0| < δ, ω ∈ S
2, 1 ≤ j ≤ 3.
From (2.24) and (2.25), we get
∂σV1(σ, ω) ≥ 1, ∂σV2(σ, ω) ≥ 1, ∂σW (σ, ω) ≥ 1
for |σ−σ0| < δ and ω ∈ S
2, provided that ε is small enough. Since we may assume
σ0 − δ > 0, from (2.37) we get
3∑
a=0
‖eΘ
+
ε (t)V aσ,∗‖
2
L2 ≥ 8pi
∫ σ0+δ
σ0−δ
|1 + ε log t|2dσ ≥ C(1 + ε log(1 + t))2
for t ≥ 2 and small ε. It follows from (2.26), (2.27), (2.37), and (2.38) that
3∑
a=0
‖eΘ
+
ε (t)V aσ,∗‖
2
L2 ≤C
(
‖∂σV ‖L2σ,ω +
(
ε log t
)
‖∂σW‖L∞(R×S2)‖∂σV2‖L2σ,ω
)2
≤C
(
1 + ε log(1 + t)
)2
.
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Now, using Corollary 7.1, we can easily reach at the desired result as before.
Finally we prove (3). From (2.40) we obtain
d
dt
(‖u(t)‖2E) =
3∑
j=1
∫
R3
F 0j (∂u)∂tujdx.
It follows from Lemma 3.3 (with s = 0), (2.15), and (2.16) that
3∑
j=1
∫
R3
∣∣F 0j (∂u)∂tuj∣∣ dx ≤C (sup
x∈R3
〈t+ |x|〉−1 |u(t, x)|1
)
‖∂u(t)‖2L2
≤Cε3(1 + t)3λ−2.
Hence we get ∣∣‖u(t)‖2E − ‖u(0)‖2E∣∣ ≤ Cε3 ∫ ∞
0
(1 + τ)3λ−2dτ ≤ Cε3,
which leads to (2.42) for small ε > 0, because we have
2‖u(0)‖2E = ε
2(‖∇xf‖
2
L2 + ‖g‖
2
L2).
Now we are going to prove that u is not asymptotically free in the energy sense
for some initial profile. We fix some σ0 > 0. Then, similarly to the above, we can
take (f, g) ∈ X˜3 and δ > 0 such that
∂σV (σ, ω) 6= 0, 1 ≤ ∂σW (σ, ω) ≤ 2, (σ, ω) ∈ I × S
2 (7.23)
for sufficiently small ε > 0, where I = (σ0 − δ, σ0 + δ). Suppose that u is asymp-
totically free in the energy sense. From Lemma 7.2 we see that e(ε log t)A[W ](∂σV )
converges to some function in L2(R× S2) as t goes to ∞. Therefore we get
lim
t→∞
‖(e(ε log(et))A[W ] − e(ε log t)A[W ])(∂σV )‖L2(R×S2) = 0. (7.24)
On the other hand, we get∥∥(e(ε log(et))A[W ] − e(ε log t)A[W ])(∂σV )∥∥L2(R×S2)
= ‖(eεA[W ] − I)(∂σV )‖L2(R×S2) (7.25)
for t ≥ 2, because we have |e(ε log t)A[W ](σ,ω)Y | = |Y | for any Y ∈ R2 by (2.41).
By (7.24) and (7.25) we conclude that (eεA[W ](σ,ω) − I)(∂σV )(σ, ω) = 0 for almost
every (σ, ω) ∈ R × S2. This contradicts (7.23) if ε(> 0) is small enough, because
eεA[W ](σ,ω)− I is invertible when 0 < ε(∂σW )(σ, ω) < 2pi. Hence u is not asymptot-
ically free in the energy sense for small ε. 
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8. Proof of Theorems 2.14 and 2.15
8.1. Proof of Theorem 2.14. Before we proceed to the proof of Theorem 2.14,
we recall some elementary facts from the linear algebra.
Let m be a positive integer, and I be the m×m identity matrix. Suppose that
B is an m × m complex matrix. For a complex number µ and a positive integer
n, we define Knµ(B) = ker(B − µI)
n = {y ∈ Cm; (B − µI)ny = 0}. We also define
Kµ(B) =
⋃∞
n=1K
n
µ(B). It is known that for any µ ∈ C, there exists a positive
integer l(≤ m) such that Klµ(B) = Kµ(B). Let µ1, . . . , µJ (with some J ≤ m) be
all of the distinct eigenvalues of B. Then it is well known that we have
C
m =
J⊕
j=1
Kµj (B). (8.1)
For y ∈ Kµj (B), we get
eτBy = eτµjIeτ(B−µjI)y = eµjτ
lj−1∑
n=0
τn
n!
(B− µjI)
ny, (8.2)
where lj is the smallest positive integer to satisfy K
lj
µj (B) = Kµj (B). We define
Z(B) = K10(B)⊕
⊕
1≤j≤J ;Reµj<0
Kµj (B).
Note that y ∈ Z(B) implies(
B
∏
1≤j≤J ;Reµj<0
(B− µjI)
m
)
y = 0. (8.3)
(8.1) and (8.2) lead to the following property:
Lemma 8.1. eτBy converges to some vector in Cm as τ →∞, if and only if
y ∈ Z(B).
The following two lemmas play important roles in the proof of Theorem 2.14.
Lemma 8.2. Let Φ0 be an m ×m matrix. If Φ0 has an eigenvalue λ whose real
part is positive, then there exists a vector z0 = z0(Φ0) ∈ C
m such that the following
holds: Suppose that Φ = Φ(ε) be an m × m matrix-valued function of ε ∈ [0, 1],
say; if Φ = Φ(ε) is continuous at ε = 0, and Φ(0) = Φ0, then there exist two
positive constants ε1 and δ such that
Z(Φ(ε)) ∩ Bδ(z
0) = ∅ (8.4)
for any ε ∈ [0, ε1], where Bδ(z
0) = {y ∈ Cm; |y − z0| ≤ δ}.
Furthermore, if Φ0 is a real matrix, then we can choose z
0 in the above from Rm.
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Proof. We denote the eigenvalues of Φ(ε) by λ1(ε), . . . , λm(ε), with each eigenvalue
being counted up to its algebraic multiplicity. Without loss of generality, we may
assume that each λj(ε) is continuous at ε = 0. Note that λ1(0), . . . , λm(0) are the
eigenvalues of Φ0.
If all the real parts of the eigenvalues of Φ0 are positive, then (8.4) is trivial,
since Reλj(ε) > 0 for 1 ≤ j ≤ m, provided that ε is small.
Suppose that the real part of some eigenvalue of Φ0 is non-positive. Then,
without loss of generality, we may assume that Reλj(0) > 0 for 1 ≤ j ≤ m
′ and
Reλj(0) ≤ 0 for m
′ + 1 ≤ j ≤ m with some positive integer m′(< m). We define
Ψ(ε) = Φ(ε)(Φ(ε)− λm′+1(ε)I)
m · · · (Φ(ε)− λm(ε)I)
m, ε ≥ 0.
We are going to show that there exists z0 ∈ Cm, depending only on Φ0, such that
Ψ(0)z0 6= 0. (8.5)
Let z1 ∈ Cm be an eigenvector of Φ0 associated with the eigenvalue λ1(0)(> 0).
Then we have
Ψ(0)z1 = λ1(0)
(
λ1(0)− λm′+1(0)
)m
· · ·
(
λ1(0)− λm(0)
)m
z1 6= 0,
and we obtain (8.5) with z0 = z1. If Φ0 is a real matrix, then the same is true for
Ψ(0) (observe that if λ is an eigenvalue of Φ0, so is its complex conjugate λ), and
we have either Ψ(0)(Re z1) 6= 0 or Ψ(0)(Im z1) 6= 0. Thus we can choose z0 ∈ Rm
satisfying (8.5).
Suppose that z0 satisfies (8.5). From the continuity of Ψ(ε) at ε = 0, the
mapping (ε, y) 7→ Ψ(ε)y is continuous at (ε, y) = (0, z0). Hence there exists ε2 > 0
and δ > 0 such that Ψ(ε)y 6= 0 for any y ∈ Bδ(z
0) and 0 ≤ ε ≤ ε2. This leads
to (8.4), because y ∈ Z
(
Φ(ε)
)
implies Ψ(ε)y = 0 if ε(> 0) is sufficiently small
(cf. (8.3); observe that Reλj(ε) ≤ 0 implies m
′ + 1 ≤ j ≤ m for small ε). 
Lemma 8.3. Let Φ = Φ(ε) be an m × m real matrix-valued function, and ε1
be a positive constant. Assume that Φ = Φ(ε) is continuous at ε = 0, and that
Φ(0) 6= O, where O denotes the zero matrix.
If all the real parts of the eigenvalues of Φ(ε) are zero for 0 ≤ ε ≤ ε1, then for
any z ∈ Rm satisfying Φ(0)z 6= 0, there exist two positive constant ε2(≤ ε1) and δ
such that Z(Φ(ε)) ∩Bδ(z) = ∅ holds for any ε ∈ [0, ε2].
Proof. Suppose Φ(0)z 6= 0. Then, from the continuity of the mapping (ε, y) 7→
Φ(ε)y at (ε, y) = (0, z), there exist two positive constant ε2(≤ ε1) and δ such that
Φ(ε)y 6= 0 for 0 ≤ ε ≤ ε2 and y ∈ Bδ(z). This completes the proof because
Z(Φ(ε)) = K10(Φ(ε)) from the assumption. 
Now we are in a position to prove Theorem 2.14. (AFP) under the null condition
follows immediately from Theorem 2.6 by regarding w = u and neglecting v. Hence
we only have to prove that (2) implies (1).
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Suppose that Condition 2.2 is satisfied with D = XN , and (AFP) holds. We
define B(ω, ξ, η) = (Bjk(ω, ξ, η))1≤j,k≤N ′ by
Bjk(ω, ξ, η) = −
1
2
3∑
a=0
ωa
N ′′∑
l=1
(
ca,ljk (ω)ξl +
3∑
b=0
d a,lbjk (ω)ωbηl
)
for ω = (ω1, ω2, ω3) ∈ S
2, and ξ = (ξl)
T
1≤l≤N ′′ , η = (ηl)
T
1≤l≤N ′′ ∈ R
N ′′ , where ca,ljk and
d a,lbjk are from (2.12). Observe that we have
A[ζ ](σ, ω) = B
(
ω, ζ(σ, ω), (∂σζ)(σ, ω)
)
,
where A[ζ ](σ, ω) is given by (2.19)-(2.20).
Suppose that there exists some (ω′, ξ′, η′) ∈ S2 × RN
′′
× RN
′′
such that A0 :=
B(ω′, ξ′, η′) has an eigenvalue λ with Reλ 6= 0. We may assume Reλ > 0, because
unless so, −λ is an eigenvalue of B(ω′,−ξ′,−η′) with Re(−λ) > 0. We put z′ =
z0(A0), where z
0(A0) is from Lemma 8.2 with m = N
′ and Φ0 = A0. Note that
we may assume z′ ∈ RN
′
. We fix some σ′ 6= 0. Writing ξ′ = (ξ′k)
T
1≤k≤N ′′ , η
′ =
(η′k)
T
1≤k≤N ′′, and z
′ = (z′j)
T
1≤j≤N ′, by Lemma 7.3 we can find (f, g) ∈ C
∞
0 (R
3;RN)×
C∞0 (R
3;RN) such that we have
(∂σF0[fj , gj])(σ
′, ω) = z′j , (8.6)
F0[fN ′+k, gN ′+k](σ
′, ω) = ξ′k, (∂σF0[fN ′+k, gN ′+k])(σ
′, ω) = η′k (8.7)
for 1 ≤ j ≤ N ′, 1 ≤ k ≤ N ′′, and ω ∈ S2. Let V and W be the modified
and the standard asymptotic profiles corresponding to (f, g) above. We write
V = V (σ, ω; ε) and W = W (σ, ω; ε) to indicate the dependence on the parameter
ε explicitly. We put Aε = A[W (·, ·; ε)](σ
′, ω′) for ε > 0. Then, by (2.25), we get
Aε = B
(
ω′,W (σ′, ω′; ε), (∂σW )(σ
′, ω′; ε)
)
→ B(ω′, ξ′, η′) = A0
as ε→ +0. Hence, from Lemma 8.2, there exist ε1 > 0 and δ > 0 such that
Z(Aε) ∩Bδ(z
′) = ∅
holds for ε ∈ [0, ε1]. Since (2.24) and (8.6) imply (∂σV )(σ
′, ω′; ε) ∈ Bδ(z
′) for
sufficiently small ε(> 0), we obtain
(∂σV )(σ
′, ω′; ε) 6∈ Z(Aε) (8.8)
for sufficiently small ε(> 0). From (AFP) and (2.21), εeτAε(∂σV )(σ
′, ω′; ε) must
converge to some vector in RN
′
as τ → ∞, provided that ε(> 0) is sufficiently
small. However this never occurs because of (8.8) and Lemma 8.1. Hence we
conclude that all the real parts of the eigenvalues of B(ω, ξ, η) must vanish for any
(ω, ξ, η) ∈ S2 × RN
′′
× RN
′′
.
We fix arbitrary (ω′, ξ′, η′) ∈ S2 × RN
′′
× RN
′′
, and put A0 = B(ω
′, ξ′, η′) as
before. Suppose that A0 6= O. Then we can find a vector z
′ ∈ RN
′
such that
A0z
′ 6= 0. Now, for this new choice of ω′, ξ′, η′, and z′, we choose (f, g) satisfying
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(8.6) and (8.7). Then, following the similar lines to the above, but using Lemma 8.3
instead of Lemma 8.2, we reach at (8.8) again, which is a contradiction. Hence we
conclude A0 = O. Because (ω
′, ξ′, η′) can be chosen arbitrarily, this means that
B(ω, ξ, η) = O, (ω, ξ, η) ∈ S2 × RN
′
× RN
′
. (8.9)
Therefore
∑3
a=0 ωac
a,l
jk (ω) =
∑3
a,b=0 ωaωbd
a,lb
jk (ω) = 0 for any ω ∈ S
2. Remembering
that we have ∂a = Za − ωa∂t, and looking at (2.12), we get
Gj(ω, u, ∂u) =
3∑
a=0
N ′∑
k=1
N ′′∑
l=1
(
ca,ljk (ω)wl +
3∑
b=0
d a,lbjk (ω)∂bwl
)
(Zavk)
−
3∑
a=0
N ′∑
k=1
N ′′∑
l=1
3∑
b=0
d a,lbjk (ω)(Zbwl)(ωa∂tvk)
for a smooth solution u = (vT, wT)T to (1.1)-(2.8) on [0, T ) × R3, and we obtain
|Gj(ω, u, ∂u)| ≤ C (|u|+ |∂u|) |Zu|. Now, from (2.13), (2.9), and Lemma 3.7 we
get
|F (u(t, rω), ∂u(t, rω)) | ≤ C 〈t + r〉−1 (|u(t, rω)|1 + |∂u(t, rω)|) |u(t, rω)|1 (8.10)
for any ω ∈ S2 and (t, r) ∈ [0, T )× [0,∞) satisfying r ≥ t/2 ≥ 1.
We fix σ0 6= 0. Let (X, Y ) ∈ R
N × RN be given. By Lemma 7.3, we can choose
(f, g) ∈ C∞0 (R
3;RN)× C∞0 (R
3;RN) such that(
F0[fj , gj](σ0, ω), (∂σF0[fj , gj])(σ0, ω)
)
= (Xj, Yj), ω ∈ S
2, 1 ≤ j ≤ N. (8.11)
Let u = (vT, wT)T be the solution to (1.1)-(2.8) with this choice of (f, g) from now
on. We write u = u(t, x; ε) in order to indicate the dependence on ε explicitly. Let V
andW be the modified and the standard asymptotic profiles given by Theorem 2.6.
Note that, from (8.9) and (2.21), we have
3∑
a=0
|r(∂av)(t, rω)− εωa(∂σV )(r − t, ω)| ≤ Cε 〈t+ r〉
3λ+Cε−1 (8.12)
for r ≥ t/2 ≥ 1 and ω ∈ S2. We put U = (V T,WT)T. From (2.11), (8.12), (2.22),
and (2.23), we get
lim
t→∞
{
ε−2r2F
(
u(t, rω; ε), ∂u(t, rω; ε)
)}∣∣
r=t+σ
= F red
(
ω, U(σ, ω; ε), ∂σU(σ, ω; ε)
)
(8.13)
for any fixed (σ, ω) ∈ R×S2. On the other hand, using (6.7) and (6.8) to evaluate
the right-hand side of (8.10), we obtain∣∣∣{ε−2r2F (u(t, rω; ε), ∂u(t, rω; ε))}∣∣
r=t+σ
∣∣∣ ≤ C 〈2t + σ〉2λ−1 → 0, t→∞. (8.14)
It follows from (8.13) and (8.14) that
F red
(
ω, U(σ0, ω; ε), ∂σU(σ0, ω; ε)
)
= 0, ω ∈ S2. (8.15)
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Taking the limit in (8.15) as ε → +0, we obtain from (2.24), (2.25), and (8.11)
that F red(ω,X, Y ) = 0 for ω ∈ S2 and 1 ≤ j ≤ N (note that F red does not depend
on Xj with 1 ≤ j ≤ N
′ because of (2.11)). Since (X, Y ) ∈ RN ×RN can be chosen
arbitrarily, the null condition (1.3) is satisfied. This completes the proof. 
8.2. Proof of Theorem 2.15. Before we start the proof of Theorem 2.15, we
investigate eτB for a real matrixB whose rank is at most one. Let p = (p1, . . . , pN)
T,
q = (q1, . . . , qN)
T ∈ RN . We put
B = qpT =
p1q1 . . . pNq1... . . . ...
p1qN . . . pNqN
 .
For any y = (y1, . . . , yN)
T ∈ RN , we have By = qpTy = 〈p, y〉 q, where 〈 · , · 〉
denotes the inner product in RN . Hence, for a positive integer k, we have
Bky = 〈p, y〉Bk−1q = 〈p, y〉 〈p, q〉k−1 q, y ∈ RN ,
and we get
eτBy =
{
y + τ 〈p, y〉 q, if 〈p, q〉 = 0,
y + 〈p, q〉−1 〈p, y〉
(
e〈p,q〉τ − 1
)
q, if 〈p, q〉 6= 0
(8.16)
for any y ∈ RN . We need the following lemma for the proof of Theorem 2.15:
Lemma 8.4. Let C be an N × N real matrix, and b ∈ RN . Suppose that there
exist two vectors y, y′ ∈ RN such that
〈Cy, y〉 6= 0, 〈Cy′, b〉 6= 0.
Then there exists z ∈ RN such that we have
〈Cz, z〉 6= 0, and 〈Cz, b〉 > 0. (8.17)
Proof. It suffices to prove the existence of z satisfying (8.17) with 〈Cz, b〉 > 0
being replaced by 〈Cz, b〉 6= 0, because either z or −z has the desired property,
depending on the sign of 〈Cz, b〉. The case where we have either 〈Cy, b〉 6= 0
or 〈Cy′, y′〉 6= 0 is triviality. Hence we suppose 〈Cy, b〉 = 〈Cy′, y′〉 = 0, and
we put z = y + λy′ for some λ 6= 0. Then we have 〈Cz, b〉 = λ 〈Cy′, b〉 6= 0.
Since 〈Cz, z〉 = 〈Cy, y〉+ λ (〈Cy, y′〉+ 〈Cy′, y〉), we find that 〈Cz, z〉 6= 0 if |λ| is
sufficiently small. This completes the proof. 
Now we start the proof of Theorem 2.15. (AFP) and (AFE) under the null
condition follow from Theorem 2.6 and Corollary 2.8, respectively. Hence it suffices
to prove that if (1) does not hold, then neither (2) nor (3) holds.
Suppose that Condition 1.1 is fulfilled, but the null condition is not satisfied. As
we have seen in Section 4, we can apply Theorem 2.5 to the extended system (4.6),
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and we can obtain a global solution u = (uj)1≤j≤N to the original Cauchy problem
(1.1)-(2.8) with F = F (∂u) for sufficiently small ε(> 0).
Since the null condition is not satisfied, there exist some ω′ ∈ S2 and Y ′ ∈ RN
such that F red(ω′, Y ′) 6= 0. Then we may assume that β(ω) in the assumption
(1.19) is smooth and satisfies |β(ω)| = 1 in some neighborhood O(⊂ S2) of ω′.
Indeed, there exists a neighborhood O of ω′ such that we have F red(ω, Y ′) 6= 0
for ω ∈ O. We define β˜(ω) = |F red(ω, Y ′)|−1F red(ω, Y ′). Then β˜(ω) is a smooth
function of ω ∈ O, and apparently satisfies |β˜(ω)| = 1. Moreover, from (1.19) we
see that β˜(ω) is proportional to β(ω), and (1.21) as well as (1.19) (with modified
M(ω, Y )) remains valid if we replace β(ω) by β˜(ω) for ω ∈ O.
Since |β(ω)| = 1 for ω ∈ O, it follows from (1.19), (1.20), and (1.17) that
M(ω, Y ) =
〈
β(ω), F red(ω, Y )
〉
=
N∑
m=1
N∑
k=1
N0∑
l=1
βm(ω)gml,k(ω)Ykhl(ω, Y )
for (ω, Y ) ∈ O × RN . Thus, again by (1.19), we obtain
F redj (ω, Y ) = βj(ω)
N∑
m=1
N∑
k=1
N0∑
l=1
βm(ω)gml,k(ω)Ykhl(ω, Y ) (8.18)
for (ω, Y ) ∈ O × RN and 1 ≤ j ≤ N . We fix a neighborhood O′ of ω′, which is
strictly contained in O, and choose a smooth cut-off function χ = χ(ω) satisfying
χ ≡ 1 on O′ and χ ≡ 0 on S2 \ O. From (1.20) and (8.18), we have
F redj (ω, Y ) =
N0∑
l=1
g˜jl(ω, Y )hl(ω, Y ), 1 ≤ j ≤ N, (ω, Y ) ∈ S
2 × RN ,
where
g˜jl(ω, Y ) =
N∑
k=1
g˜jl,k(ω)Yk, 1 ≤ j ≤ N, 1 ≤ l ≤ N0
with
g˜jl,k(ω) = (1− χ(ω)) gjl,k(ω) + χ(ω)βj(ω)
N∑
m=1
βm(ω)gml,k(ω) (8.19)
for 1 ≤ j, k ≤ N and 1 ≤ l ≤ N0. Thus (1.20) holds true if we replace gjl,k by
g˜jl,k. We consider the extended system (4.6), and apply Theorem 2.6 to it in the
following way: Let G be defined by (4.15)-(4.16) with gjl,k being replaced by g˜jl,k,
and let A[ζ ] = (Ajk[ζ ])1≤j,k≤5N be determined by (2.19)-(2.20) (with N
′ = 5N and
N ′′ = N0) correspondingly to this replaced G, where ζ = (ζl)
T
1≤l≤N0
is a smooth
function of (σ, ω) ∈ R× S2. Then, for 1 ≤ j ≤ N we get
Ajk[ζ ](σ, ω) =
−
1
2
N0∑
l=1
g˜jl,k(ω)ζl(σ, ω), 1 ≤ k ≤ N,
0, N + 1 ≤ k ≤ 5N.
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We define B(ω, η) =
(
Bjk(ω, η)
)
1≤j,k≤N
by
B(ω, η) = −
1
2
β(ω)ηT
N∑
m=1
βm(ω)Gm(ω), (ω, η) ∈ O × R
N0 , (8.20)
where G1, . . . ,GN are N0 ×N matrix-valued functions defined by
Gj(ω) =
(
gjl,k(ω)
)
1≤l≤N0,1≤k≤N
, 1 ≤ j ≤ N.
Then (8.19) yields
Ajk[ζ ](σ, ω) = Bjk
(
ω, ζ(σ, ω)
)
, 1 ≤ j, k ≤ N, (σ, ω) ∈ R×O′.
Now we apply Theorem 2.6 to the extended system (4.6) of u∗ with 5N + N0
components, and we look only at the first N components corresponding to the
original u, and the lastN0 components corresponding to w which is defined by (4.3).
Then we see that there exist U =
(
Uj(σ, ω)
)T
1≤j≤N
andW =
(
Wk(σ, ω)
)T
1≤k≤N0
such
that
3∑
a=0
∣∣r(∂au)(t, rω)− εωae(ε log t)B(ω,W (r−t,ω))(∂σU)(r − t, ω)∣∣
≤ Cε 〈t+ r〉3λ+Cε−1 , ω ∈ O′, (8.21)
|rw(t, rω)− εW (r − t, ω)| ≤ Cε 〈t + r〉2λ−1 〈t− r〉1−ρ , ω ∈ S2 (8.22)
for (t, r) satisfying r ≥ t/2 ≥ 1, where λ and ρ are positive constants as in Theo-
rem 2.5. Moreover, correspondingly to (2.24) we also have
N∑
j=1
|∂σUj(σ, ω)− ∂σF0[fj, gj](σ, ω)| ≤ Cε(1 + |σ|)
3λ+Cε−1. (8.23)
Let H be a matrix-valued function given by
H(ω) =
(
3∑
a=0
hl,kaωa
)
1≤l≤N0,1≤k≤N
,
where hl,ka is from (1.18). Then the condition (1.21) leads to
H(ω)β(ω) = 0, ω ∈ S2. (8.24)
We claim that
W (σ, ω) = H(ω)(∂σU)(σ, ω) = H(ω)Υ(τ, σ, ω) (8.25)
for (σ, ω) ∈ R × O′ and τ ∈ R, where Υ(τ, σ, ω) = eτB(ω,W (σ,ω))(∂σU)(σ, ω). From
(8.24) and (8.20), we get
H(ω)B(ω, η) = 0, (ω, η) ∈ O′ × RN0 ,
and we obtain
H(ω)eτB(ω,η) = H(ω), (τ, ω, η) ∈ R×O′ × RN0 ,
ASYMPTOTIC POINTWISE BEHAVIOR FOR WAVE EQUATIONS 53
which leads to
H(ω)Υ(τ, σ, ω) = H(ω)(∂σU)(σ, ω), (τ, σ, ω) ∈ R× R×O
′. (8.26)
From (8.26), (4.3), and (8.21), we get
|rw(t, rω)− εH(ω)(∂σU)(r − t, ω)| =|rw(t, rω)− εH(ω)Υ(ε log t, r − t, ω)|
≤Cε 〈t+ r〉3λ+Cε−1 . (8.27)
By (8.22) and (8.27), we get
|W (σ, ω)−H(ω)(∂σU)(σ, ω)| ≤ lim
t→∞
C 〈2t+ σ〉3λ+Cε−1 = 0, (σ, ω) ∈ R×O′,
which, together with (8.26), shows (8.25).
We put
C(ω) = −
1
2
N∑
m=1
βm(ω)Gm(ω)
TH(ω), ω ∈ O′,
so that we have
B(ω,H(ω)Y ) = β(ω)
(
C(ω)Y
)T
, ω ∈ O′.
Observing that (1.18) can be written as
(
hl(ω, Y )
)T
1≤l≤N0
= H(ω)Y , we obtain from
(8.18) and (8.20) that
F red(ω, Y ) = −2B(ω,H(ω)Y )Y = −2 〈C(ω)Y, Y 〉 β(ω), (ω, Y ) ∈ O′ × RN .
Hence, recalling F red(ω′, Y ′) 6= 0, and taking smallerO′ if necessary, we may assume
that 〈
C(ω)Y ′, Y ′
〉
6= 0 for any ω ∈ O′. (8.28)
First we assume that there exists some (ω∗, Y ∗) ∈ O′ × RN such that
〈C(ω∗)Y ∗, β(ω∗)〉 6= 0.
Then in combination with (8.28) for ω = ω∗, Lemma 8.4 implies that there exists
Y 0 ∈ RN satisfying〈
C(ω∗)Y 0, Y 0
〉
6= 0 and
〈
C(ω∗)Y 0, β(ω∗)
〉
> 0. (8.29)
We put
λ0 =
〈
C(ω∗)Y 0, β(ω∗)
〉
, µ0 =
〈
C(ω∗)Y 0, Y 0
〉
.
Note that (8.29) implies λ0 > 0 and µ0 6= 0. Now fix some σ0 > 0. By Lemma 7.3,
we can choose some C∞0 -data such that we have(
(∂σF0[fj , gj])(σ0, ω)
)T
1≤j≤N
= Y 0, ω ∈ S2. (8.30)
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Let U = U(σ, ω; ε) be the modified asymptotic profile corresponding to this choice
of data. We set
Θ˜ε(t, σ, ω) =(ε log t)B
(
ω,H(ω)(∂σU)(σ, ω; ε)
)
,
λε(σ, ω) = 〈C(ω)(∂σU)(σ, ω; ε), β(ω)〉 ,
µε(σ, ω) =〈C(ω)(∂σU)(σ, ω; ε), (∂σU)(σ, ω; ε)〉.
Since C and β are smooth in O′, in view of (8.23) and (8.30) we get
lim
(σ,ω,ε)→(σ0,ω∗,0)
λε(σ, ω) = λ0, lim
(σ,ω,ε)→(σ0,ω∗,0)
µε(σ, ω) = µ0.
Hence there exist an open set O′′ ⊂ O′ (with ω∗ ∈ O′′) and some open interval
I(∋ σ0) such that we have
λ0/2 ≤ λε(σ, ω) ≤ 3λ0/2, (σ, ω) ∈ I ×O
′′,
|µε(σ, ω)| ≥ |µ0|/2 > 0, (σ, ω) ∈ I × O
′′ (8.31)
for small and positive ε. We may assume σ > 0 for σ ∈ I. Now (8.16) (with
p = C(ω)(∂σU), q = β(ω), and y = ∂σU) yields∣∣∣eΘ˜ε(t,σ,ω)(∂σU)(σ, ω)∣∣∣ = ∣∣∣∣(∂σU)(σ, ω) + µε(σ, ω)λε(σ, ω)(eλε(σ,ω)τ − 1)β(ω)
∣∣∣∣
≥
|µ0|
3λ0
(eλ0τ/2 − 1)− C ≥
|µ0|
6λ0
tλ0ε/2 (8.32)
for (σ, ω) ∈ I × O′′ and t ≥ t∗ε, where we have put τ = ε log t, and t
∗
ε is some
positive constant depending on ε. In view of (8.21), this shows that (AFP) does
not hold. We define
E˜(t)2 :=
∫ ∞
t/2
(∫
S2
|eΘ˜ε(t,r−t,ω)(∂σU)(r − t, ω)|
2dSω
)
dr.
By (8.32), we obtain
E˜(t) ≥
(
µ20
36λ20
∫
I
∫
O′′
tλ0εdSωdσ
)1/2
≥ Ctλ0ε/2 (8.33)
for t ≥ t∗ε. From Corollary 7.1 and (8.33), we find that ‖u(t)‖E ≥ Cε(1 + t)
Cε for
t ≥ t∗∗ε with some t
∗∗
ε > 0, and (AFE) never holds.
Next we assume that
〈C(ω)Y, β(ω)〉 = 0
holds for all (ω, Y ) ∈ O′ × RN . Fix some ω∗ ∈ O′, and some σ0 > 0. Because of
(8.28), if we put Y 0 = Y ′, we have 〈C(ω∗)Y 0, Y 0〉 6= 0. Now we choose some data
such that we have (8.30). As above, we can also choose some O′′(⊂ O′) and some
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interval I(∋ σ0) such that (8.31) holds for small ε. Then, from (8.16) we obtain∣∣∣eΘ˜ε(t,σ,ω)(∂σU)(σ, ω; ε)∣∣∣ = |(∂σU)(σ, ω; ε) + (ε log t)µε(σ, ω)β(ω)|
≥
|µ0|
2
ε log t− C ≥
|µ0|
4
ε log t (8.34)
for (σ, ω) ∈ I × O′′ and t ≥ t∗ε with some t
∗
ε > 0. From (8.34) we conclude that
(AFP) fails to hold. Finally (8.34) leads to E˜(t) ≥ Cε log t for t ≥ t∗ε, and we find
that (AFE) does not hold because we get ‖u(t)‖E ≥ Cε
2 log t for t ≥ t∗∗ε with some
t∗∗ε > 0. This completes the proof. 
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