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Оценка точности измерения информационных параметров 
сигнала на фоне коррелированной аддитивной помехи 
при непрерывной обработке1
Рассмотрена оценка точности измерения параметров сигнала, несущих информацию о движении про­
тяженных объектов, на фоне коррелированной аддитивной помехи, имеющей в общем случае негауссовский 
характер распределения, при непрерывной обработке сигнала. Получены выражения для оценки точности 
измерения информационных параметров сигнала в указанных условиях. Показано, что учет корреляционных 
свойств и негауссовского характера аддитивной помехи позволяет значительно повысить точность изме­
рения информационных параметров. Показано, что по сравнению с дискретной обработкой, непрерывная 
обработка при прочих равных условиях позволяет получить более точные оценки измеряемых параметров.
Радиотехнические устройства ближнего действия, протяженный объект, аддитивная 
коррелированная негауссовская помеха, информационные параметры сигнала
Измерения (оценки) параметров сигналов, не- ты, связанные с измерением параметров сигнала,
сущих информацию о движении объектов, в ра- несущих информацию о движении объектов, нахо-
диолокации являю тся традиционными и  весьма дящихся на относительно небольших расстояниях
подробно рассмотрены в [1], [2] и  др. Достаточно от радиолокационных измерителей, еще недоста-
хорошо изучены вопросы радиолокационного из- точно изучены и имею т ряд специфических осо-
мерения точечных [3], [4] и  отчасти сложных дис- бенностей как теоретического, так и  практическо-
кретных [5], [6] целей. Вместе с тем многие аспек- го характера [7]—[10].
1 Статья выполнена в рамках фундаментальной НИР, финансируемой из средств Минобрнауки (Государственное задание 
на 2014, 2015 гг., код 226).
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В большинстве работ, посвящ енных оценке 
параметров сигналов, считалось, что на полезный 
сигнал воздействует аддитивная помеха, как пра­
вило, с гауссовской плотностью распределения 
вероятности (ПРВ). Однако, как показывают про­
веденные исследования [ l l ] - [ l7 ] ,  принимаемый 
измерителем сигнал подвержен воздействию адди­
тивных помех, имеющих ярко выраженный негаус­
совский характер. Для радиолокации, радионави­
гации, телеметрии, радиоизмерительной техники 
представляет значительный интерес получение 
оптимальной оценки параметров обрабатываемых 
сигналов при наличии помех с произвольной ПРВ.
Д ля достижения наивысш ей точности изме­
рения информационных параметров необходимо 
оценить их оптимальным образом. М етоды опти­
мальной оценки параметров сигнала базируются 
на положениях математической статистики и тео­
рии нелинейной фильтрации [l] , [ l 8].
Пусть сигнал содержит совокупность инфор­
мационных параметров к = {^i, . . . ,  km } [l9], 
[20], подлежащих измерению (оцениванию), при­
чем на интервале наблюдения [0, T ] эти пара­
метры остаю тся неизменными. Оценим указан­
ные параметры по методу максимума апостери­
орной ПРВ (АПРВ). Для определения количе - 
ственных оценок используем нижние границы 
неравенства Крамера-Рао [ l 8].
В рассмотренном случае оцениваются только 
неэнергетические информационные параметры 
полезного сигнала. П ри этом оценки являются 
функциями достаточных статистик и обладают 
асимптотическими свойствами состоятельности, 
как правило, несмещ енности и нормальности.
О ц ен ка  точности  и зм ерен и я  и н ф орм ац и ­
онн ы х п ар ам етр о в  си гн ал а  н а  ф оне к о р р ел и ­
рован н ой  адди ти вн ой  помехи п ри  н еп р ер ы в ­
ной обработке. Рассмотрим формирование опти­
мальных оценок информационных параметров к 
полезного сигнала s ( к  0 , к  = {^ ь  •••, ^ т  }, на 
фоне коррелированной, в общем случае негаус­
совской аддитивной помехи n ( t ) при непрерыв­
ной обработке принимаемой смеси
y  ( t ) = s ( к, t) + n ( t) .
Рассмотрим одновременное измерение частоты 
ш, ее производной ш 'l и  фазы ф полезного сигнала:
S ( к, t ) = Um sin[( ю + 0.5ra't) t + ф] (l)
l Здесь и далее штрих у обозначения переменной указывает на про­
изводную по времени.
( U m -  амплитуда полезного сигнала), несущ их 
информацию о параметрах движения лоцируемо- 
го объекта.
Будем считать, что параметры оцениваются 
на интервале наблюдения [0, T ], причем момен­
ты времени, соответствующие началу и концу 
обработки сигнала, точно известны и совпадают с 
границами интервала наблюдения.
Для одновременной оценки информационных 
параметров сигнала на фоне гауссовской помехи 
воспользуемся методикой, изложенной в [2 l].
Для удобства дальнейшего анализа предста­
вим полезный сигнал в виде
s ( к , t ) = Um exp [ i (^3 + k l t  + ^ 2t2 ) ] , (2)
где k 3 = ф; к  = ш ;; к  2 =ш '.
При оценке информационных параметров по мак­
симуму АПРВ должны выполняться условия [l8]:
d W y ( к  Y dk l | ^  = 0; d W y ( к ) /d k 2 ^  =L  = 0;
dWy ( к ) /d k 3 1 ^  = 0,
где Wy  ( к ) -  апостериорная ПРВ.
Нижняя граница неравенства К рамера-Рао 
для дисперсии несмещ енных совместных оценок 
параметров полезного сигнала к  = {ф, ю, ю'} за­
пишется как [22]
2
ст? > 1 • U  = l  2, 3, (3)
где | J j |  -  алгебраическое дополнение элемента 
J ij информационной матрицы Ф ишера | | j | | ; | j |  -
определитель матрицы ||j || [23].
Элементы матрицы определяются соотношением
J <j = X
H  dk ( к , tl, th ) ds (к , th )
d  к , d  к ,
+ J Ук: (4)h=l ^  ^  
где H  = ]T/ Д[ -  количество измерений на интер­
вале наблюдения T; Д = th -  th -  -  интервал взя­
тия временных отсчетов; tl -  момент начала из­
мерения; J ,j -  элемент матрицы Фишера [ l 6],
[22], [24], составленной для параметра к , без 
учета его статистической связи с остальными 
оцениваемыми параметрами. Производные по 
параметрам d k (•)/d к , , ds(•)/d k j  (i, j  = l, 2, 3)
определяются при к = к.
Производная dk (X, t^  th ) / d i t является реш е­
нием уравнения 
H
Z к п { th -  th -1 ) k (  tl , th ) = s (  ^ ) , 
h=1
где Яп (  -  th-1) — корреляционная функция помехи.
Для оптимальной оценки параметров сигнала 
s {X, t ) следует оценить корреляционные момен­
ты воздействующей помехи n ( t ), что, как прави­
ло, не представляет труда.
О сновная трудность связана с нахождением 
импульсной характеристики оптимального филь­
тра k ^ , формирующего оптимальную оценку X, 
определяемую из реш ения интегрального уравне­
ния Фредгольма первого рода [18]:
Т
J Яп ( 1, t)kx  ( 0  dt = s (X, t). (5)
0
Указанная характеристика может быть найдена 
в замкнутом виде лишь в некоторых частных случа­
ях. Так, если воздействующая помеха является ста­
ционарным процессом с корреляционной функцией
Яп М  = стп ex p [ -П п  |х |] , (6)
где Стп — среднеквадратическое отклонение помехи; 
Пп — ширина полосы частот, занимаемая аддитив­
ной помехой; т — интервал корреляции, то известное 
решение [18] интегрального уравнения (5) имеет вид








K x, т  ) -
s '(X ,0 ) '
П п .
s'(X, Т ) ' 
П п
8 (t  -  Т ), (7)
где 8 О  — 5-функция.
Если помеха является стационарным узкопо­
лосным процессом с корреляционной функцией
Яп (х) = ст° exp [ - П п |х|] х
х [c o sЮ1Х + (П п /ю 1 ) s in Ш1|х |],
2 2где 01 = 0  0 - П п ( 0  Q — частота несущ ей полез­
ного сигнала), то решение уравнения более гро­
моздко и имеет следую щий вид:
2стпП п00 0
+ ( 2 0 0 - п п ,  ) ) М  + 00  s (X ,t)
d X j  ]
f ^ M + d - п 20 ) )  , z +2 2 
стп П п 0 0 d y?j
+П п000s (X,T ) ] 8 (  -  T ) +
------( 2, ) + П п0s ' (X,0) + 0 os (X, 0)
d  io
d  2 s (Х0, 0) + П п 0 s'(X ,T  ) - 0 ° s (X ,T)
где П п0 2П п .
Дельта-функции 8 ( •/ и  их производные учи­
тывают краевые условия: значения полезного сиг­
нала, поступающего на вход радиолокационного 
измерителя, и  его производных на границах интер­
вала наблюдения, т. е. в точках t = 0 и  t = Т.
Если при всех возможных значениях вектор­
ного информационного параметра X полезный 
сигнал на границах интервала наблюдения равен 
нулю, то коэффициенты при дельта-функции и ее 
производных равны нулю.
Рассмотрим методы формирования оптимальных 
оценок частоты ю, ее производной 0 ' и  фазы ф сиг­
нала s (X, t ) ( 1) при непрерывном наблюдении для 
случая, когда аддитивная помеха n ( t ) имеет экспо­
ненциальную корреляционную функцию (6).
Примем описание сигнала в виде (2) и  счита­
ем, что на границах интервала наблюдения [0, Т  ] 
он равен нулю. Тогда на основании (7) получим 
весовую функцию в виде
kX ( t К П п / (2ст°) ] [ s (X,t ) - s"(X ,t ) / п ° ] .
Вычислим производные импульсной характе­
ристики по информационным параметрам:
( t )
d s ( t ) -  s'(X , t ) п п
d  i i
, i = 1, 2, 3.
Обозначив
sK (X, t) = s (X, t ) / U m = exp - i  ( i 3 + i 1t + i ot2 ) ]
и  определив вспомогательные производные, за­
пишем:
х
dkl  ( t ) /5 k l = -its n ( к, t) + 
н ( 2, ) [ - i t k 2 + 2 (k l + k 2t ) -  it  (k l + k 2t) ] ;
5 ^  ( t ) = it
2
н (к , t )
о п  ’
2 2 
- i  + _ 22_  + 2t (  + k 2- ) -  ~  ( k l + k 2-)
= - г% ( ^ t) + t) [ к 2 -  / (  + k 2-)2 ] . 
Воспользовавш ись соотношением [2 l]
j  =  A j a M  d , ,
где A = Q IIU m / (2<стп), определим параметры ин­
формационной матрицы Фишера (4).
Проведя необходимые преобразования, получим:
T
J l l  = А | {t2 + d n2 х
: [ t 2к 2 + 2 it  ( l  + k 2t ) + 12 ( l  + k 2t) ] } dt; 
T f 13
J l2 = А | | " 2  + ^ n 2 X
+ it2 ( A,l + k2t) + "2 (k l + к 2t)2 ’ dt;
а | {J l 3 = А  | {t + Q n x
0
[ tk 2 + 2i (  + к  2t) + 1 (  + k 2t )2 ] } dt;
J 2 l = А + ^ n 2 x
k 2t3
t + i 2  + 2it2 ( l  + k2t) +  —  (k l + к 2 t)2 *dt;
T L4
J I t + q -
-2  ,
J 22 = А I
0
" 2  + 7'“ 2j_  + it3 ( l + k 2- ) + ^ 4 (k l + k 2t)2 
T f t2
’ dt;




А J  {t + Q ! 2 [г'к { t  + 1 (  + к 2t)2 J} dt;
- f  2




А J  {l + Q^ 2 [ /'к{ + ( l  + k 2t) ] } dt.
0
Д ля квазигармонического по отношению к
помехе сигнала (п ри  к{ /Q П  ^  l)  интегралы в
полученных соотношениях могут быть вычисле­
ны в замкнутой форме. После математических 
преобразований получим:
J l l  = A 2  T 3 + Q - 2
(л  2^5 2^3 ЛЛ Z . 'T ' J  Л Л 'Т 'Н  Л Z . 'T '.
к 21  + к ! к 2^ _  + 1 к 1-
J l2 = A
7^ 4
— + о п 2
3 3 
2^4 Л( к { т  6 + k l k 2T  5 + к !  t
l 2 + 5 + ~ 8"
J l3 = A
2
—  + Q - 2 
2
"3 Л 2^2 Лk { T H + 2 k lk  { T  + k f  Т
J 2l = A
J 22 = A




( к { т 6 klk2т 5 к { т 4 —  
— —  + - ^ = —  + ——  + —
V l2  5 8 2 J
4
— + Q - 2 20 ^
к { Г  к, к —  кг г  т 
-— + ^ ^ = —  + ——  + — 
v 28 l 2 20 6 j
3
—  + Q n2
Л  2^5 ЛгтЪ Л
J 3l = A
J 32 = A
’T 'Z .
—  + Q ^  2 п 
T 3
т + ° п2
k{T J к-, к —  кг т  „  
— — + — + — — + т
v l0  4 6
(ч  2^4к{Т н + 2 к { к 2Т 3 + к { - 2 ^
V
2^3 Лk{T J ^ к —  к ! - '
+ 4 +
J 33 = A т + о п
( к 2т 3
6
Л
+ k lk 2T 2 + к { т
Подставив полученные выражения в соотно­
шение (3), можно определить нижнюю границу 
дисперсии несмещ енных оценок параметров по­
лезного сигнала к  = {ф, ю, ю'}.
Чтобы сравнить полученные результаты с ра­
нее известными, рассмотрим частный случай 
ш' = 0. Представим сигнал в виде
s ( к , t) = U m co s(ш- + ф ), к  = {ш, ф}.




kX (?) = (A /U m  ) [ 1 + (0 /П п  )2 ]  cos ( 0 t + ф ). 
Отсюда:
dkx ( tVeto — (A jU m ) [ 1 + (0 /П п )0 ] t sin (0 ? + ф); 
dkX ( t^ 9 ф  — -  (A /U m ) [1 + (0 / П  )2 ]  sin (0 1 + ф ).
Учитывая, что составляющ ие с удвоенной ча­
стотой отфильтровываются в блоке обработки 
измерителя, после необходимых математических 
преобразований получим алгоритм совместных 
оценок частоты и фазы:
Т
0 =- j  y  (t  zl^A+ 0 2i  п п  )? sin (031 + ф) -
■ —0 / Пп )cos (0 1 + ф) dt;
ф = -  arctg
T IT
J y  ( t ) sin 0  td t  J  y  ( t) cos 0  td t
.0 / 0
Нижние границы Крамера—Рао для дисперсии 
несмещ енных оценок могут быть найдены из не­
равенств ст? > У111; стф > J 331.
Приняв длительность обрабатываемого сиг­
нала ?с = Т , получим:
J  =
РМч РМчТ / 2 
РМчТ/ 2 Р^чТ 2 / 3
2 / 2где р = U ml  2стп — играет роль обобщенного отноше- 
"сигнал/помеха" (ОСП); цч = П п (1 + 0 2/ П ? ) —ния
коэффициент, учитываю щ ий частотное подавле­
ние коррелированной аддитивной помехи [24]. 
Обратная матрица имеет вид
J - 1 = 4/  РМч -6 1 РМчТ 





РМчТ2 UmТ 2Пп (1+ 0 21  п ? )
(8)
для дисперсии оценки частоты;
ст2 > 4 Рстп
рмч Um Пп (1+ 0 2/ п ° )
(9)
— для дисперсии оценки фазы.
Анализ полученных выражений показывает, 
что дисперсии оценок частоты и  фазы обрабаты­
ваемого сигнала зависимы между собой, причем
взаимная нормированная корреляция между ними 
определяется соотношением rg)ф = J 12 I (ст(£,стф) ,
где ст^ 0, стф — среднеквадратические отклонения
оценок частоты и фазы соответственно.
Если аддитивная помеха представляет собой
2 2 /"белый" шум, то 0 ^  Пп и N 0 =стп/Пп . Тогда 
имеем:
ст2 > 10N 02/(U m Т 3); 
стф > 4 N 02 /  ( m  т  ).
( 10)
(11)
Выражения (10) и  (11) совпадают с известны­
ми результатами, полученными при обработке 
сигнала на фоне гауссовского "белого" ш ума [18].
Из сравнения соотношений (8) и  (10), (9) и 
(11) следует, что учет корреляционных свойств 
аддитивной помехи позволяет значительно 
уменьшить потенциально достижимые дисперсии 
оценок частоты и фазы обрабатываемого сигнала.
2 / 2При этом чем больше отношение 0  П п , тем 
более значителен выигрыш, получаемый от учета 
корреляционных свойств воздействующей помехи.
Если аддитивная помеха n ( t ) имеет негаус­
совский характер, выражения для дисперсий 
оценки частоты и фазы примут следую щий вид:
-; ( 10)ст2 >С0
12 24ст0
РМ0аМ°Т ? M0«UmТ?П п (1 + 0 % Л  )  
4
ст0 > Рстп
Рм0аМ? Пп (1+ 0 0/ п п )
, (13)
где М0а  — коэффициент, характеризующий ам­
плитудное подавление негауссовской помехи, за­
висящ ий от вида ее ПРВ [24].
Перейдя от непрерывной обработки принято­
го колебания к  дискретной обработке с большим 
числом отсчетов на интервале наблюдения 
H  = Т / Д ^  1 при выполнении условия 0 Д ^ п я
( n = 1, 2, . . .) ,  воспользовавш ись приближенны­
ми равенствами [18]:
гп = exp (—П п Д) — 1 -  П п Д + 0.5 (П п Д)0 ;
cos ^ Д )  — 1 -  0.5 (0Д 2o
где гп — коэффициент корреляции помехи, после 
математических преобразований приведем выра­
жения (12) и  (13) к виду
ст2 - >дю
04стп —1 -  Гп2 )
M0a UmH  Д I1 + гп 0гп cos 0 д )
ст2 . > 
дф
Рстп
М?аUmH  I 1 + r— -  0гп cos 0  д )
При ц°а  = 1 представленные выражения совпа­
дают с выражениями, полученными для дисперсий 
совместных оценок частоты и фазы при дискретной 
обработке сигналов на фоне гауссовского шума с 
экспоненциальной корреляционной функцией [18].
П ри достаточно малом шаге дискретизации Д 
с учетом указанных допущ ений [18] можно счи­
тать, что
0.5UmH [1 + r0 -  2гп co s(0 Д )] —
— —1 -  Г?) { dso l d Х)? + Z [ sXh -  гпsX(h-1) ] ? , 
h=1
где s0 — значение отсчета сигнала, совпадающего с 
началом интервала измерения; , sX(h- 1) — зна­
чения сигнала на h -м и на (h - 1) -м шагах изме­
рения соответственно.
Учитывая, что на границах интервала измере­
ния [0, Т] сигнал равен нулю, при ц°а  = 1 после 
ряда преобразований получим выражение для 
оценки информационного параметра на фоне кор­
релированной аддитивной гауссовской помехи, сов­
падающее с выражением, полученным в [12], [25].
Сравним оценки потенциальной точности изме­
рения информационных параметров при непрерыв­
ной и при дискретной обработке на примере оценки 
частоты. Введем приведенную дисперсию оценки:
2 ст°н 2 [1 + exp ( - 2l ) - 2 exp ( - l  ) cos (y l)]
0ст = ~ Г  = --------------------------ст
Xд
l  —1 + y0 )[1 -  exp ( - 2l )]
2 2где ст. , ст. — дисперсии оценки информацион­
ного параметра X = {0 , ф} при непрерывной и при 
дискретной обработке соответственно; l  = П пД — 
нормированный интервал дискретизации по вре­
мени; у = 0 П п — нормированная частота.
На рисунке представлены зависимости приве­
денной дисперсии от нормированной частоты и нор­
мированного интервала дискретизации по времени
0 -^ = f  (y ,l ). Из приведенной зависимости видно,
что при малом шаге дискретизации (Д ^  0) точ­
ность оценки частоты при дискретной обработке 
незначительно хуже, чем при непрерывной обработке.
С увеличением шага дискретизации проигрыш 
в точности становится существенным. Также 
проигрыш  дискретной обработки по сравнению с 
непрерывной увеличивается по мере роста часто­
ты обрабатываемого сигнала, если интервал дис­
кретизации остается неизменным.
В настоящей статье получены выражения для 
оценки точности измерения информационных пара­
метров сигнала на фоне коррелированных, в общем 
случае негауссовских, аддитивных помех при непре­
рывной обработке. Показано, что по сравнению с 
дискретной обработкой непрерывная обработка, при 
прочих равных условиях, позволяет получить более 
точные оценки измеряемых параметров.
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Assessment of measurement accuracy of the information parameters of signal are correlated 
additive noise for continuous processing
The estimate of measurement accuracy of signal parameters transmitting the information of the of extended objects 
movement against the correlated additive hindrance having in generally not Gaussian nature of distribution at continuous 
processing of a signal is considered. Expressions for estimation of measurement accuracy of signal information parameters 
in the specified conditions are received. It is shown that the accounting of correlation properties and not Gaussian charac­
ter of an additive hindrance allows to considerably increases the accuracy of measurement of information parameters. It is 
shown that in comparison with discrete processing, continuous processing, allows to receive more exact estimates of the 
measured parameters with other things being equal.
Radio short-range devices, the length of the object, additive correlated non-Gaussian interference, the information signal 
parameters
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