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ABSTRACT
With the fast development of Internet companies throughout the
world, customer churn has become a serious concern. To better
help the companies retain their customers, it is important to build a
customer churn prediction model to identify the customers who are
most likely to churn ahead of time. In this paper, we propose a Time-
sensitive Customer Churn Prediction (TCCP) framework based on
Positive and Unlabeled (PU) learning technique. Specically, we
obtain the recent data by shortening the observation period, and
start to train model as long as enough positive samples are col-
lected, ignoring the absence of the negative examples. We conduct
thoroughly experiments on real industry data from Alipay.com.
The experimental results demonstrate that TCCP outperforms the
rule-based models and the traditional supervised learning models.
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1 INTRODUCTION
The newly raising Internet companies are facing the same problem
that bothers many traditional industries, i.e., customer churn. A
common way to retain customers is to provide incentives for those
who are most likely to churn.
Supervised learning are studied to solve the churn prediction
problem. To do this, both positive and negative samples are needed.
Commonly, customers who have stopped using a company’s ser-
vices for a period of time are dened as negative (churned) samples,
i.e., y = 0, and others as positive samples, i.e., y = 1. Methods
like decision tree [10], SVM [1], neural network [8, 9], and random
forest [11] are applied to train the classier. However, it always
takes months to determine a candidate customer would become
a negative sample or not. However, the Internet companies are
developing rapidly, and the classier trained on the data of months
ago would be outdated. How to obtain a customer churn prediction
model with better timeliness becomes a hot research area.
Positive and Unlabeled (PU) learning is studied to deal with the
situations where only positive and unlabeled samples are available
[5, 6]. Among these methods, weighting sample approaches are
well studied, e.g., weighted logistic regression [3] and weighted
SVM [2]. They consider unlabeled data as negative samples and
weight positive and negative samples to train a classier. PU learn-
ing technique seems to be an ideal way for customer churn predic-
tion problem, since one can train a classier when enough positive
samples are collected and ignore the absence of negative (churned)
data. Surprisingly, no similar techniques have been studied before.
In this paper, we take the customers who use the company’s
services in a certain time period as positive samples, and the others
as the unlabeled samples, since we do not know if they will come
back in next few months yet. Our main contributions are summa-
rized as follows: (1) We propose a novel idea, i.e., applying PU
learning technique to solve the customer churn prediction problem.
(2) We propose a Time-sensitive Customer Churn Prediction
(TCCP) framework, which is a novel realization of PU learning
technique in churn prediction scenarios. (3) We perform throughly
experiments on real industry dataset, and the results demonstrate
that TCCP achieves better prediction performance comparing with
the rule-based methods and the traditional supervised learning
methods.
2 PRELIMINARY
2.1 PU Learning by Weighting Samples
Let x represent a sample,y ∈ {0, 1} represent its label, and s ∈ {0, 1}
represent whether the sample is labeled. In PU learning scenario,
only positive samples are labeled, i.e., p(s = 1|x ,y = 0) = 0, which
indicates no negative sample is labeled.
The goal is to learn a classier f (x), such that f (x) = p(y = 1|x)
as close as possible. We also assume that the labeled positive samples
are chosen completely randomly from all the positive samples, i.e.,
p(s = 1|x ,y = 1) = p(s = 1|y = 1), and then we have
p(y = 1|x) = p(s = 1|x)/c, (1)
wherec = p(s = 1|y = 1).
Clearly p(y = 1|x , s = 1) = 1, because all the labeled samples are
positive. Based on Eq.(1), we have
p(y = 1|x , s = 0) = p(s = 0|x ,y = 1)p(y = 1|x)
p(s = 0|x)
=
[1 − p(s = 1|x ,y = 1)]p(y = 1|x)
1 − p(s = 1|x)
=
(1 − c)p(y = 1|x)
1 − p(s = 1)|x
=
1 − c
c
p(s = 1|x)
1 − p(s = 1|x) .
(2)
We now describe a classic PU learning technique, i.e., weighting
samples [2], since we apply it into churn prediction problem. We
view x , y, and s as random variables, and the goal is to estimate
Ep(x,y,z)[h(x ,y)] for any function h, where p(x ,y, s) is the overall
distribution over triples < x ,y, s >. We want to estimate E[h] based
on < x , s >, and by denition:
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E[h] =
∫
x,y,s
h(x ,y)p(x ,y, s)
=
∫
x
p(x)
1∑
s=0
p(s |x)
1∑
y=0
p(y |x , s)h(x ,y)
=
∫
x
p(x)(p(s = 1|x)h(x , 1)
+ p(s = 0|x)[p(y = 1|x , s = 0)h(x , 1)
+ p(y = 1|x , s = 0)h(x , 0)]).
The plugin estimate of E[h] is the empirical average:
1
m
(
∑
<x,s=1>
h(x , 1) +
∑
<x,s=0>
w(x)h(x , 1) + (1 −w(x))h(x , 0)), (3)
where w(x) = p(y = 1|x , s = 0)and m is the cardinality of the
training set. Based on Eq.(2), w(x) = 1−cc д(x )1−д(x ) , where д(x) =
p(s = 1|x).
From Eq.(3), we nd that each unlabeled sample can be viewed as
a weighted positive sample as well as a weighted negative sample.
This idea enables us the following implementation. First, give all the
positive samples unit weight; Second, duplicate unlabeled samples,
one as positive samples with weightw(x), and the other as negative
with weight 1 −w(x); At last, apply supervised learning algorithm
on the above samples with individual weights to obtain a classier.
We will describe how to apply weighting sample based PU learning
technique in churn prediction scenarios in Section 3.3.
2.2 Distributed Factorization Machines
Factorization machines (FM) [7] is a classic high-order prediction
model, which is a combination of a linear model and several non-
linear models. Take the second-order FM for sample, the linear
part is used to capture the linear combinations of dierent single
features and the nonlinear one aims to learn the weights of the
interactions between dierent features pairs. Assume x ∈ Rp are
the real valued input vectors, and then the second-order FM model
can be formulated as
yˆ(x) := w0 +
p∑
j=1
w jx j +
p∑
j=1
p∑
j′=j+1
x jx j′
k∑
f =1
vj,f vj′,f , (4)
where k is the dimensionality of the factorization, w is the weight
for linear features, and V is the weight for features interactions.
Thus, the model parameters Θ = {w0,w1, ...,wp ,v1,1, ...vp,k } are
w0 ∈ R,w ∈ Rp ,V ∈ Rp×k .
FM oers good performance and useful embeddings of data.
However, the basic FM is dicult to scale to large amounts of data
and large numbers of features. Thus, a distributed Factorization
Machine is proposed in [4], which uses a rened FM model with
sparse memory adaptive constraints and frequency adaptive reg-
ularization. It allows us to distribute FM over multiple machines
using the Parameter Server framework by computing distributed
sub-gradients on mini-batches asynchronously. To improve the
scalability of our proposed framework, we apply the distributed
FM as the nal classier, i.e., f (x).
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Figure 1: TCCP framework overview.
3 CHURN PREDICTION FRAMEWORK
BASED ON PU LEARNING
In this section, rst we will give customer churn a formal denition
from the company’s perspective. Then we will introduce the moti-
vation of our work. At last, we will introduce the proposed TCCP
framework in details.
3.1 Problem Denition
From the customers’ position, churn is a simple action that switch
one company’s service to another. While the companies do not
have the information that their customers have churned. All they
know is that the customer has not using their service for a certain
time. Thus, the denition of customer churn from the company’s
perspective is as: if a customer do not login a company’s APP for a
time period, i.e., Churn Period (CP), he/she becomes a churned
customer.
Commonly, CP is like 3 to 6 months for the Internet companies
like Alipay.com. Our problem is how to obtain a classier based on
more recent user behaviors despite of a large CP.
3.2 Motivation
Let St represent the set of customers who are still active at time
t in an APP. We call St candidate samples at time t . We observe
the customers in St to see if they would login the APP for a period
time which we term as Observation Period (OP).
The traditional supervised learning models need both positive
and negative samples. To apply them into customer churn predic-
tion problem, we label the customers who login the APP during the
OP as positive samples, and others as negative ones. Therefore, we
need to observe a time period that longer than CP to make sure a
candidate sample become a positive sample or a negative one, i.e.,
OP >= CP .
Let t1 represent the time ofOP starts, and St1 denote the training
sample set. Let Pt1 represent the positive samples, and Nt1 represent
the negative ones. Obviously, Pt1 and Nt1 are both subsets of St1 . A
traditional classier ft1 (x) can be obtained by using data Pt1 and
Nt1 . Obviously, the traditional classier ft1 (x) is based on the data
before time t1, which is at leastCP time before the classier is used.
Internet companies like Alipay.com are developing rapidly nowa-
days, and CP (usually 3 to 6 months) is such a long time that the
users’ behavior patterns may be totally dierent. This will cause
the trained classier seriously outdated. Thus, using more recent
training data by shorteningOP is essential to improve the customer
churn prediction performance.
2
3.3 The Proposed TCCP Framework
We now present the proposed Time-sensitive Customer Churn Pre-
diction (TCCP) framework. The basic idea of our framework is that
we do not need to obtain the negative samples. We form our training
data from two parts, one is the existing positive samples, and the
other is the rest unlabeled samples. We then apply PU learning tech-
nique based on these training data. The TCCP framework is shown
in Figure 1, which generally includes the following procedures.
3.3.1 Get labeled samples. Unlike the traditional supervised
learning methods that require OP >= CP , we propose to choose a
short OP so that OP < CP . Let t2 represent the new start time of
OP , and St2 denote the new training sample set. Then, we label the
customers in St2 who login the APP during the OP as positive sam-
ples (Pt2 ). For those who do not, we cannot decide whether they are
negative samples or not, since OP < CP . Thus, they are unlabeled
samples (Ut2 ). After we get positive and unlabeled training samples
(Pt2 and Ut2 ), we can apply PU learning technique to train a clas-
sier ft2 (x). Because of the more recent data we use, our method
can capture user behavior patterns more precisely. Therefore, our
method can achieve better results, as will be shown in experiments.
3.3.2 Feature Engineering. LetXt represent the features of train-
ing samples at time t , which are combined by three parts.
• Customers’ static proles, like age, gender, city, register time,
user level, etc.
• Customers’ dynamic preferences extracted from their behavior
data. We generate these features by counting users’ behaviors in
a certain time period before time t , e.g., login times in the last 7
days, pay amount in the last 15 days, click counts on some page
in the last 30 days, etc.
• Cross features that are generated from the rst and the second
parts of features. For example, the cross of age and login times
can capture the relationship between ‘age’-‘login times’ pairs
and churn tendency.
3.3.3 PU Learning by Weighting Samples. We now describe how
to apply weighting sample based PU learning technique in custom
churn prediction scenarios. It mainly consists of the following steps.
• Build the approximate classier g(x). The purpose of the
classier д(x) is to restrict д(x) ≈ p(s = 1|x) which ranges in
[0, c]. To do this, we rst apply Logistic Regression (LR) to train
a classier д′(x) based on Pt and Ut , and thus д′(x) ∈ [0, 1]. We
then get д(x) by mapping д′(x) to д(x) through д(x) = cд′(x).
• Estimate constant c. Note that c denotes the probability of a
positive sample being labeled, that is, c = p(s = 1|y = 1). Thus,
c can be estimated by using existing statistics in custom churn
prediction scenarios. Specically, let ot be the observation period
at time t, and o′t be the OP that have o′t = CP . Let Pot be the
positive sample set in ot , which is the labeled positive samples,
and Po′t be the positive sample set in o′t , which is the actual
positive samples. By the denition of c , we have c ≈ |Pot |/|Po′t |.
• Weight samples. We apply the PU learning technique described
in Section 2.1 to weight samples. Specically, we rst give all the
positive samples unit weight, i.e.w(x) = 1. We then duplicate un-
labeled samples. One copy is viewed as the positive samples, and
Algorithm 1: Implement PU Learning by Weighting Samples.
Input: Positive samples (P ), Unlabeled samples (U ), Estimated
constant (c)
Output: Classier f (x)
1 Apply LR on P and U, obtain nontraditional classier д′(x);
2 Let д(x) = cд′(x);
3 WP = [];WN = []; N = [];
4 for x in P do
5 WP .append(1);
6 end
7 for x inU do
8 wP =
1−c
c
д(x )
1−д(x ) ;
9 wN = 1 −wP ;
10 P .append(x );
11 WP .append(wP );
12 N .append(x );
13 WN .append(wN );
14 end
15 Apply FM on dataWPT P andWNTN , obtain classier f (x).
16 return f (x)
are given weight w(x) = (1−c)∗д(x )c∗(1−д(x )) ; The other copy is viewed as
the negative samples, and are given weightw(x) = 1− (1−c)∗д(x )c∗(1−д(x )) .
• Build nal classier f(x). We apply distributed Factorization
Machine model [4] to obtain the nal classier f (x), for its good
ability to scale to big data.
We summarize the implementation details of PU learning by
weighting samples in Algorithm 1.
4 EXPERIMENT
In this section we report comprehensive experiments to show the
eectiveness of our proposed TCCP framework on real industry
data. We use both rule-based methods and traditional supervised
learning method as baselines. We also study the eects of dierent
OP on model performances.
4.1 Datasets
All our experiments are based on the real industry data from Ali-
pay.com, which is the world’s leading third-party payment platform.
We choose its active customers as candidate samples at the time of
OP starts. We dene active customers as those who login Alipay
in the past 30 days. Usually, most of the candidates will return to
Alipay, and thus the samples are seriously imbalanced. To reduce
the positive samples, we lter out the customers who login the APP
more than 12 times in the past 30 days. Because those customers
are rarely going to churn according to our statistics.
We vary OP in {3, 7, 15, 30, 60, 90} to get dierent datasets that
include positive (P ), negative (N ), and unlabeled (U . In special case,
when OP >= CP , the dataset does not have U any more, since
we can get P and N . The description of training and test datasets
are listed in Table 1, each of which consists of about 200 millions
customers. For example, PU-3 means OP=3, and similar meanings
for other notations.
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Table 1: Datasets illustration.
Name Period OP (day) Usage P N U
PU-3 20160729-20160801 3 train X X
PU-7 20160725-20160801 7 train X X
PU-15 20160717-20160801 15 train X X
PU-30 20160703-20160801 30 train X X
PU-60 20160603-20160801 60 train X X
PN-90 20160504-20160801 90 train X X
PN-90-T 20160801-20161029 90 test X X
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Figure 2: Experiments results.
4.2 Baselines
We use both rule-based methods and traditional supervised learn-
ing methods as baseline methods in our experiments. We test all
classiers on dataset PN-90-T, and use Area Under the Curve
(AUC) as metric.
Rule based methods. We pick the rules from two perspectives:
(1) Recency rule: If a customer have not login the APP for L days,
he/she will churn in the next 3 months. We choose dierent L to
compare the results. . (2)Frequency rule: If a customer login the
APP less than M times in the past D days, he/she will churn in the
next 3 months. We also choose dierent D and M to compare the
results.
Traditional supervised learning method. We choose Logis-
tic Regression and Distributed Factorization Machine as two tra-
ditional classication methods. The reason is that they both have
good ability to scale to big data.
4.3 Comparison Results
We report the comparison results of all the methods in Table 2,
where we set the parameters of each method to their best values.
As we can see, two rule-based methods perform the worst, followed
by two traditional supervised learning methods. Our TCCP frame-
work performs the best. Specically, it increases the AUC by 23.7%
and 21.8% against two rule-based methods respectively, and 2.6%
and 2.4% against two traditional supervised learning methods re-
spectively. This is because our proposed TCCP framework benets
from the more recent training data and makes up the incomplete
labels by applying PU learning technique.
4.4 Parameter Analysis
Figure 2(a) shows the results of recency rule based method. From
it, we nd that the prediction performance rst increases with
L, and then starts to decrease after a certain threshold. This is
because a too small value of L will miss-predict active customers
Table 2: Comparison results for each model.
Method Parameters AUC
Recency Rule L = 7 0.700
Frequency Rule M = 1, D = 15 0.711
Logistic Regression - 0.844
Distributed Factorization Machine - 0.846
TCCP OP = 15 0.866
as churn ones, while a big value of L can not identify the churn
customers. Figure 2(b) shows the results of frequency rule based
method. From it, we nd that the prediction performances decrease
with the increase of M . This is intuitive, since the less a customer
logins the APP, the more likely he/she will churn.
Figure 2(c) shows the results of our proposed TCCP framework.
From it, we can see that the prediction performance rst increases
with OP , and starts to decrease after a certain threshold. This is
because, TCCP uses more recent training data by sacricing the
completeness of the labels. When OP is too small, there will be too
few labeled positive samples to obtain a ne classier, despite of
the recent data. When OP is too big, the number of labeled positive
samples increases, however, the recency of the data is sacriced.
That is, TCCP uses out-dated data to train the model whenOP is too
big. This is why the AUC performance of TCCP (0.845 when OP =
30) becomes similar with the AUCs of two traditional supervised
learning methods (0.844 and 0.846 respectively) when OP increases.
5 CONCLUSION
In this paper, we proposed a time-sensitive customer churn pre-
diction (TCCP) framework, which rst collects enough positive
samples with better timeliness by shortening observation period,
and then applies PU learning technique to obtain a classier. We
applied Distribute Factorization Machines to deal with the mas-
sive data. We performed experiments on real industry data from
Alipay.com, and the results demonstrated that, compared with the
rule-based methods and the traditional supervised learning meth-
ods, our model achieves better results.
REFERENCES
[1] Kristof Coussement and Dirk Van den Poel. 2008. Churn prediction in subscrip-
tion services: An application of support vector machines while comparing two
parameter-selection techniques. Expert Systems With Applications 34, 1 (2008),
313–327.
[2] Charles Elkan and Keith Noto. 2008. Learning classiers from only positive and
unlabeled data. In Proceedings of the 14th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. ACM, 213–220.
[3] Wee Sun Lee and Bing Liu. 2003. Learning with positive and unlabeled examples
using weighted logistic regression. In ICML, Vol. 3. 448–455.
[4] Mu Li, Ziqi Liu, Alexander J Smola, and Yu-Xiang Wang. 2016. DiFacto: Dis-
tributed factorization machines. In WSDM. ACM, 377–386.
[5] Xiaoli Li and Bing Liu. 2003. Learning to classify texts using positive and
unlabeled data. In IJCAI, Vol. 3. 587–592.
[6] Bing Liu, Wee Sun Lee, Philip S Yu, and Xiaoli Li. 2002. Partially supervised
classication of text documents. In ICML, Vol. 2. Citeseer, 387–394.
[7] Steen Rendle. 2010. Factorization machines. In ICDM. IEEE, 995–1000.
[8] Anuj Sharma, Dr Panigrahi, and Prabin Kumar. 2013. A neural network based
approach for predicting customer churn in cellular network services. arXiv
preprint arXiv:1309.3945 (2013).
[9] Chih-Fong Tsai and Yu-Hsin Lu. 2009. Customer churn prediction by hybrid
neural networks. Expert Systems With Applications 36, 10 (2009), 12547–12553.
[10] Chih-Ping Wei and I-Tang Chiu. 2002. Turning telecommunications call details
to churn prediction: a data mining approach. Expert Systems With Applications
23, 2 (2002), 103–112.
[11] Yaya Xie, Xiu Li, EWT Ngai, and Weiyun Ying. 2009. Customer churn prediction
using improved balanced random forests. ESWA 36, 3 (2009), 5445–5449.
4
