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We study the problem of recovering a surface from the shadows it casts on itself
when lighted by the sun at various times of the day. Shadows can create both linear
and nonlinear information. We will show how to incorporate both types of information
in the solution. The problem is formulated and solved in a Hilbert space setting and
the spline algorithm interpolating the data that result from the shadows is constructed.
This algorithm is optimal in terms of the approximation error and has low cost. We
furthermore derive optimal information for this problem. © 1998 Academic Press
1. INTRODUCTION
In computer vision the surface reconstruction problem is of crucial importance
in the process of recovering the scene characteristics from the two-dimensional
image created by the camera.
In the various Shape from X algorithms, different methods of recovering a
surface have been proposed [1, 5, 9, 10]. In this paper we will use a new
approach for the reconstruction of the surface shape. Namely, we will define and
solve the Shape from Shadows problem. In this problem the shadows created by
a light falling on a surface will be used to recover the surface itself.
Our problem will be the following. We have a surface which is lighted by a
light source. The light source casts shadows on the surface (see Fig. 1). Then
the light moves to a new position where it casts new shadows. We collect the
images of the shadowed surfaces, for all light positions. From those we obtain the
location of the start and the end of the shadow, plus some additional information
about the surface. This information has both a linear and a nonlinear part. Given
any series of images containing shadows, we want to obtain an algorithm that
produces an approximation to the surface with the smallest possible error.
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FIGURE 1
Nonlinear problems are less understood than linear problems, while there is a
lack of a standard methodology for their solution. For these reasons the solution
of nonlinear problems has attracted considerable interest. Shape from shadows
is such a problem.
We will show how to use both linear and nonlinear information, and how to
incorporate both in an algorithm that recovers the surface and minimizes the
worst possible error within a factor of 2. The algorithm that minimizes the error
is the spline algorithm.
The nonlinear information exists in infinitely many points, even though only
a few pieces are usually needed. We therefore choose to construct the spline
algorithm in steps using a process that converges to the optimal error algorithm.
We obtain this way a process that has low cost, while achieving the smallest
possible error.
It is common practice in computer vision to assume that the unknown surface
is a function of two variables and to attempt to recover this function. Recov-
ering an entire two-dimensional surface is only one of the possible approaches
that can be taken towards the solution of the problem. A different approach is to
recover one-dimensional surface slices, intersections of the surface with planes
of constant x or constant y (see Fig. 2). Each of these slices can then be recov-
ered independently from the others.
The point light source that creates the shadows is placed on these planes
of constant x or constant y. It is assumed that the light source is located at
infinity, and the illuminating light rays lie on the planes that define the slices.
The direction of illumination is from the light source to the surface.
The one-dimensional approach has certain advantages compared to the two-
dimensional one. First, it is simpler to analyze. Second, it is much easier to use
to illustrate new concepts. At the same time, the cost of a one-dimensional
reconstruction is lower. If many one-dimensional reconstructions covering a
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FIGURE 2
larger area are required, they can be obtained in parallel keeping the total cost
very low.
Finally, it should be noted that when the information has been created by lights
that lie along only one of the two axes the two-dimensional model collapses,
mathematically, to the one-dimensional one.
In this paper we will alternatively discuss both approaches.
The organization of the rest of the paper will be the following: In Section 2,
we formulate the problem; we define a function space to which our surface must
belong. We also define more precisely the information that can be extracted from
the shadows.
In Section 3, we derive the optimal error algorithm. We show that this is the
spline algorithm, which can incorporate both linear and nonlinear information.
Section 4 contains the derivation of a nonlinear minimization problem
resulting from the incorporation of nonlinear information in our sample. The
solution of this problem gives us the coefficients of the spline algorithm.
Finally, in Section 5 we derive the optimal information for this problem.
Even though we are not allowed to choose the sampling points, we show that
our restricted information results in the same worst-case error bound as sampling
at equally spaced points.
2. PROBLEM FORMULATION
We will address in this section the formulation of the shape from shadows
problem [2, 4].
2.1. Definition—Problem Spaces
A one-dimensional slice can be seen as a function of one variable f: [0, 1]
−→ belonging to a space F0. Let
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F0 = { f | f : [0, 1] −→ , f ′ absolutely cont., ‖ f ′′‖L2 ≤ 1} (2.1)
be the space that contains the functions f that we want to approximate.1,2 The
norm ‖ · ‖L2 is defined by ‖ f ‖L2 =
√∫ 1
0 | f (x)|2 dx .
Also, define the bilinear form 〈·, ·〉 to be such that
〈 f, g〉 =
∫ 1
0
f ′′(x) g′′(x) dx (2.2)
and ‖ · ‖ to be such that
‖ f ‖ = 〈 f, f 〉1/2. (2.3)
Clearly 〈·, ·〉 defined above is a semi-inner product and ‖ · ‖ is a semi-norm.
Consequently, F0 equipped with 〈·, ·〉 is a unit ball that belongs in a semi-
Hilbert space.
If we additionally require that the function f satisfies f (0) = 0 and f ′(0) = 0,
then 〈·, ·〉 becomes an inner product, ‖ · ‖ is a norm, and F0 is a unit ball in a
Hilbert space.
Similarly for the two-dimensional problem let
F0 = { f | f : [0, 1]2 −→ , D1, 1 f absolutely cont., ‖D2, 2 f ‖L2 ≤ 1} (2.4)
be the space that contains the functions f that we want to approximate.3 Di, j (·)
is the mixed partial (∂ i+ j/∂xi∂y j )(·).
Now, the bilinear form 〈·, ·〉 is given by
〈 f, g〉 =
∫ 1
0
∫ 1
0
D2, 2 f (x, y) D2, 2g(x, y) dxdy, (2.5)
and ‖ · ‖ is defined as in (2.3).
Again 〈·, ·〉 is a semi-inner product and ‖ · ‖ is a semi-norm. F0 is a ball in
a Hilbert space if the following hold:
f (x, 0) = f (0, y) = 0,
D1, 0 f (0, y) = D1, 0 f (x, 0) = D0, 1 f (0, y) = D0, 1 f (x, 0) = 0
∀x, y ∈ [0, 1],
D1, 1 f (x, 0) = D1, 1 f (0, y) = 0.
1The bound of 1 in ‖ f ′′‖L2 is assumed without loss of generality; any fixed bound is equally good.
2The use of the interval [0, 1] is not restrictive either. Any interval [a, b] can be used.
3The bound of 1 in ‖D2, 2 f ‖L2 is again assumed without loss of generality and so is the
cube [0, 1]2.
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FIGURE 3
2.2. Information for the One-Dimensional Model
What type of information can be obtained from the shadows? First, from the
position of the light source, we can immediately obtain the derivative of the
function f at the point xi, xi being the beginning of the shadow (see Fig. 3).
Second, assume that li (x) is the straight line passing through the light
source, the start (xi , f (xi )), and the end (xi , f (xi )) of the shadow. Clearly,
l ′i (xi ) = f ′(xi ). Using this we can obtain the difference between the two function
values f (xi )− f (xi ), at the beginning and at the end of the shadow, respectively,
given by l′i (xi )(xi − xi ) = f ′(xi )(xi − xi ).
Finally, the unknown function f must lie underneath the line li in the interval
(xi , xi ) defined by the shadow. Hence,
f (x) < li (x) ∀x ∈ [xi , xi ]. (2.6)
Remark 2.1. The inequality (2.6) holds for all the points in the interval
(xi , xi ). To use this information we need to choose a finite number of points t
from the shadow interval. The number of the points t will depend on whether
the reconstruction will satisfy (2.6). We will develop a process that will keep
adding new points in the sample until (2.6) is satisfied.
So, for every shadow interval, the information N ( f ) contains the tuple
〈 f ′(xi ), f (xi )− f (xi ), f (ti1) < li (ti1), . . . , f (timi ) < li (timi )〉. (2.7)
Where mi will vary.
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In every image in our sample there are 0, 1, or more shadowed areas. From
each one of those shadowed areas we can obtain one tuple of the form (2.7). If
we group all the available data together we obtain the vector,
N ( f ) = [ f ′(x1, f ′(x2), . . . , f ′(xn),
f (x1)− f (x1), f (x2)− f (x2), . . . , f (xn)− f (xn),
f (x1)− f (t11), . . . , f (x1)− f (t1m1), f (x2)− f (t21), . . . ,
f (xn)− f (tn1), . . . , f (xn)− f (tnmn )]. (2.8)
Note that the inequality (2.6) has been substituted in (2.8) by the differences,
f (xi ) − f (ti j ). The values of f (ti j ) must satisfy (2.6) and will be determined
by a minimization process that will be presented in Section 4.
t ij are the points in the intervals [xi , xi ] for which (2.6) holds, and
m1, . . . , mn is the cardinality of the points tij in every interval. It holds that
m1 + · · · + mn = m.
The value of m is not fixed yet. It can be seen that the cardinality of m can go
to +∞. The algorithm that will be proposed in Section 3 will provide a method
for the selection of the points t and the cardinality m. The process will terminate
when the chosen points produce a reconstruction that satisfies (2.6).
2.3. Information for the Two-Dimensional Model
The information for the two-dimensional model can be obtained in a similar
manner. Now, of course, we do not have shadow intervals but entire shadow
areas. To choose where to sample we proceed as follows. Assume that we have
a light aligned with the x-axis. We draw k lines perpendicular to the y-axis, and
we sample along these lines (see Fig. 4). From there on the sampling is similar
to the one described in the discussion of the one-dimensional case. Of course,
we will obtain partial derivatives instead of derivatives.
FIGURE 4
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So, for a given sampling line intersecting a shadowed area we can obtain the
partial derivative of the function f, with respect to x, at the point (xi, yi), (xi, yi)
being the beginning of the shadow. We can also obtain the difference between
the two function values f (xi , yi ) − f (xi , yi ), at the beginning and at the end
of the shadow, respectively, given by (∂ f/∂x)(xi , yi ) (xi − xi ).
For a light falling on the surface along the y-axis we can obtain similar
information. For a given shadowed area starting at (xi, yi), and ending at (xi , yi ),
we can obtain the partial derivative of f with respect to y and the difference
f (xi , yi )− f (xi , yi ) which is given by (∂ f/∂y)(xi , yi )(yi − yi ).
Nonlinear information can also be obtained in a fashion similar to the one-
dimensional model. Assume that li (x, y) is the straight line segment passing
through the points (xi, yi), (x, yi ). It holds that
f (x, yi ) < li (x, yi ) ∀x ∈ [xi , xi ]. (2.9)
If the light falls in the direction along the y-axis, then the obtained inequality is
f (xi , y) < li (xi , y) ∀y ∈ [yi , yi ]. (2.10)
So, formally, the information N ( f ) contains tuples of the form〈
∂ f
∂x
(xi , yi ), f (xi , yi )− f (xi , yi ), f (ti1, yi ) < li (ti1, yi ), . . . ,
f (tim, yi ) < li (timi , yi )
〉
, (2.11)
or of the form〈
∂ f
∂y
(xi , yi ), f (xi , yi )− f (xi , yi ), f (xi , si1) < li (xi , si1), . . . ,
f (xi , simi ) < li (xi , simi )
〉
, (2.12)
We again group all the data resulting from this sampling and obtain
N ( f ) =
[
∂ f
∂x
(x1, y1), . . . ,
∂ f
∂x
(xk, yk),
∂ f
∂y
(xk+1, yk+1), . . . ,
∂ f
∂y
(xn, yn),
f (x1, y1)− f (x1, y1), . . . , f (xn, yn)− f (xn, yn),
f (x1, y1)− f (t11, y1), . . . , f (x1, y1)− f (t1m1, y1), . . . ,
f (xn, yn)− f (xn, sn1), . . . , f (xn, yn)− f (xn, snmn )
]
, (2.13)
where m1, . . . , mn are the number of points (ti, y) in every interval [xi , xi ]× y
for which (2.9) holds, or points (x, si) in x × [yi , yi ] for which (2.10) holds,
and m1 + · · · + mn = m.
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3. THE SPLINE ALGORITHM
We will construct in this section the spline algorithm. Since the cardinality
of the nonlinear information is not fixed, it is not known how many pieces
of information must be used by the algorithm, and this number can definitely
go to infinity. To solve this problem we will construct the algorithm using an
iterative process. The process will produce a sequence of splines, each using
more pieces of nonlinear information. This process will converge to the optimal
spline algorithm.4
3.1. Spline Algorithm—Definition
The spline algorithm for the one-dimensional shape from shadows problem
using information N ( f ), defined in (2.8), is
ϕs(x) =
2n∑
i=1
ai gi (x)+
m∑
j=1
c j h j (x) for some m. (3.1)
The functions {gi }i=1, ..., 2n and {h j } j=1, ...,m are defined by
g′′i (x) =
(xi − x)0+ − (xi−1 − x)0+√
xi − xi−1 , i = 1, . . . , n, (3.2)
where (xi − x)0+ = 1 for xi > x and 0 otherwise;
g′′n+i (x) = (xi−x)+−(xi−x)+−(xi−x)0+(xi−xi ), i = 1, . . . , n, (3.3)
where (xi − x)+ = xi − x for xi > x and 0 otherwise; and
h′′j (x) = (t j − x)+ − (xi − x)+ − (xi − x)0+(t j − xi ),
i = 1, . . . , n; j = 1, . . . , m. (3.4)
The functions gi and hj are defined in terms of their second derivatives both
for simplicity and because they must satisfy 〈gi , f 〉 = Li ( f ), i = 1, . . . , 2n,
and 〈h j , f 〉 = L j ( f ), j = 1, . . . , m. Due to the form of 〈·, ·〉 the second
derivative of a function is more useful than the function itself when computing
inner products.
We will provide in Appendix I the derivation of (3.2), (3.3), and (3.4).
4Optimality is here assumed modulo a multiplicative constant of 2. Also, since the cardinality of
the information is infinite, we cannot talk about actually constructing optimal spline algorithms in
the way of [12, 13]. We are actually constructing a process that could, in principle, result in the
optimal spline algorithm.
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The spline algorithm for the two-dimensional problem can be defined in a
similar fashion. It is given by
ϕs(x, y) =
2n∑
i=1
ai gi (x, y)+
m∑
j=1
c j h j (x, y) for some m, (3.5)
where {gi }i=1, ..., 2n and {h j } j=1, ...,m are given by
D2, 2gi (x, y) = (xi − x)
0+(yi − y)+ − (xi−1 − x)0+(yi−1 − y)+√
xi − xi−1 ,
i = 1, . . . , k, (3.6)
for a light falling along the x-axis, or
D2, 2gi (x, y) = (yi − y)
0+(xi − x)+ − (yi−1 − y)0+(xi−1 − x)+√
yi − yi−1 ,
i = k + 1, . . . , n, (3.7)
for a light along the y-axis,
D2, 2gn+1(x, y) = (xi − x)+(yi − y)+ − (xi − x)+(yi − y)+
− (xi − x)0+(xi − xi )(yi − y)+,
i = 1, . . . , k, (3.8)
or
D2, 2gn+l(x, y) = (yi − y)+(xi − x)+ − (yi − y)+(xi − x)+
− (yi − y)0+(yi − yi )(xi − x)+,
i = k + 1, . . . , n, (3.9)
and
D2, 2h j (x, y) = (t j − x)+(s j − y)+ − (xi − x)+(yi − y)+
− (xi − x)0+(t j − xi )(yi − y)+,
some i; j = 1, . . . , m, (3.10)
or
D2, 2h j (x, y) = (s j − y)+(t j − x)+ − (yi − y)+(xi − x)+
− (yi − y)0+(s j − yi )(xi − x)+,
some i; j = 1, . . . , m, (3.11)
The derivations of (3.6) to (3.11) can be found in Appendix I.
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3.2. Spline Algorithm—Construction
The iterative process that will result in the optimal spline algorithm is the
following:
Stage 1. Start from ϕs(x) = ∑2ni=1 ai gi (x), the algorithm that uses only the
linear part of the information. The coefficients ai are obtained by solving the
system
Ga = y, (3.12)
where G = {〈gi , g j 〉}2ni, j=1. The calculation of the inner products 〈gi, gj〉 is
given in Appendix II.
Stage 2. Check whether the obtained reconstruction satisfies the inequalities
(2.6). If this is the case, terminate; ϕs is the spline algorithm that solves the
problem.
Stage 3. If (2.6) is not satisfied, then choose a small number of p points tj
in the subinterval where this happens and add
∑m
j=1 c j h j (x), m = p, to the
algorithm. The coefficients cj are obtained by solving the minimization problem
that is presented in Section 4.
Stage 4. Check again whether (2.6) holds. If it does, terminate. If it does not,
choose p more points. Set m = m + p and compute
∑m
j=1 c j h j (x). Use all the
previous points tj together with the new ones.
Stage 5. Substitute in ϕsthe sum
∑m
j=1 c j h j (x), computed in the previous
iteration, with the one computed most recently. Repeat Stages 4 and 5 until
(2.6) is satisfied.
Satisfying (2.6) is necessary for the algorithm to terminate. We will show that
this can always be achieved by the above iterative process.
At the end of Stage 4 we have obtained the coefficients cj and the values
that the spline must take at the points tj in order to satisfy the inequality
constrains. Since ϕs interpolates the points (t j , ϕs(t j )) the problem has become
an approximation problem with information consisting of function values.
It is known [12, 13] that the error of the spline algorithm interpolating
information consisting of function values is 2(max j=1, ...,m |t j − t j−1|). Since
the points ϕs(tj) are constructed to be underneath the line li, the spline ϕs cannot
be more than |t j − t j−1| above li in the interval (t j−1, t j ). Clearly when the
distance |t j − t j−1| −→ 0 the spline ϕs will be forced to be underneath li.
Hence, the iterative process converges to the optimal spline algorithm that
interpolates the data.
3.3. Optimality of the Spline Algorithm
Assume that we do not include the inequalities (2.6), (2.9), and (2.10) in the
information N ( f ). In other words, assume that the cardinality of the nonlinear
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part of the information is 0. Then, the resulting information operator, Nλ is a
linear operator. The following holds [6, 12, 13].
THEOREM 3.1. The spline algorithm ϕs solving the shape from shadows prob-
lem for functions f ∈ F0 , F0Hilbert, and information y = Nλ( f ), is a strongly
optimal error algorithm.
Proof. The proof follows from Theorem 5.7.2 of [12]. Clearly, since F0 is
Hilbert, and T (KerNλ) is closed the local error of the algorithm e(ϕs, Nλ, y) =
r(Nλ, y).
From the above, we can obtain certain important properties of the spline
algorithm. Theorem 3.1 says that among all algorithms that use the information
Nλ, the spline algorithm achieves the smallest possible error. Furthermore, this
optimal error algorithm is linear. Linearity is very desirable because it usually
implies ease of implementation and low cost.
Last, the spline algorithm is the function in F0 that interpolates the information
and minimizes the norm ‖·‖. A reconstruction that has minimal norm is desirable
because it produces a better visual effect. Highly oscillating surfaces are rarely
encountered in nature.
If m ≠ 0, then the information is nonlinear. We will differentiate it from
the linear information by writing Nν. Then, the optimality results that follow
from Theorem 3.1 do not hold. In particular, the proof of Theorem 5.7.2 in
[12] requires from N−1(y) ∩ F0 to be symmetric. This is not the case for Nν.
Nevertheless, ϕs is interpolatory and its error cannot exceed 2r(N ν, y). It holds,
THEOREM 3.2. The spline algorithm ϕs solving the shape from shadows prob-
lem for functions f ∈ F0, F0 Hilbert, and information y = N ν( f ), is an almost
strongly optimal error algorithm.
Proof. For an interpolatory algorithm ϕI it holds (see [11–
13]) that e(ϕ I , N , y) ≤ 2r(N , y). Since ϕs is interpolatory then
e(ϕs, N ν, y) ≤ 2r(N ν, y).
The existence and uniqueness of ϕs in this setting is guaranteed by the
existence and uniqueness of the algorithm in the linear setting and by the
construction presented in Section 3.5. It is easy to see that the spline algorithm
exists and is unique if the nonlinear minimization problem derived there has
always a unique solution. Since the nonlinear minimization problem is convex,
it has one global minimum, and the existence and uniqueness of ϕs is obtained.
4. THE MINIMIZATION PROBLEM
To calculate the coefficients cj we cannot solve a system of equations, as we
did in Section 3.2, since the value of 〈 f, hj〉 is not known. The coefficients cj
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are obtained by directly minimizing ‖ϕs‖ with respect to cj. The value of 〈 f, hj〉
can be derived during the minimization process, even though it is not actually
needed.
We can write
‖ϕs‖2 =〈ϕs, ϕs〉
=
2n∑
i1=1
2n∑
i2=1
ai1ai2〈gi1, gi2〉 + 2
2n∑
i=1
m∑
j=1
ai c j 〈gi , h j 〉
+
m∑
j1=1
m∑
j2=1
c j1c j2〈h j1 , h j2〉
= a>Ga+ 2 a>P>c+ c>Hc, (4.1)
for G = {〈gi , g j 〉}i, j=1, ..., 2n , P = {〈h j , gi 〉} j=1, ...,m
i=1, ..., 2n
, and H = {〈hi ,
h j 〉}i, j=1, ...,m . Also,
〈σ, gs〉 =
2n∑
i=1
ai 〈gi , gs〉 +
m∑
j=1
c j 〈h j , gs〉 = ys
H⇒ Ga+ P c = y
H⇒ a = G−1(y− P c), (4.2)
and
〈σ, hs〉 =
2n∑
i=1
ai 〈gi , hs〉 +
m∑
j=1
c j 〈h j , hs〉 ≤ As
H⇒ P>a+Hc ≤ A
(4.2)H⇒ P>G−1y− P>G−1P c+Hc ≤ A
H⇒ (H− P>G−1P) c ≤ A− P>G−1y. (4.3)
Now, if we substitute (4.2) for a in (4.1) we obtain
‖ϕs‖2 = c>Hc+ 2(G−1(y− Pc))> P> c+ (G−1(y− Pc))>G (G−1(y− Pc))
= c>Hc+ 2y>G−1Pc− 2c>P>G−1Pc+ y>G−1y
− y>G−1Pc− c>P>G−1y+ c>P>G−1Pc
= c>Hc− c>P>G−1Pc+ y>G−1y
= c> (H− P>G−1P) c+ y>G−1y. (4.4)
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Since y>G−1y has a known fixed value for any given problem, it remains to
minimize c> (H− P>G−1P) c, given the conditions in (4.3).
This is a nonlinear minimization problem. We can solve this problem using a
feasible directions method. The matrix Q = (H−P>G−1P) is positive definite;
hence the problem is convex. Therefore, we are guaranteed to find the global
minimum. At the same time, it can be noticed that the constraints in (4.3) are
linear 5 which permits us to speed up the minimization method considerably.
To show the positive definiteness of Q we work as follows. Set R = P>G−1P.
R is the orthogonal projection of the space lin{h1, h2, . . . , hm} onto the space
lin{g1, g2, . . . , g2n}. Then, Q = {〈h′i , h′j 〉}mi, j=1 with h′i = (I−R) hi . It is easy
now to see that the Gramm matrix Q, due to the linear independence of gi and
hj, is positive definite.
5. OPTIMAL INFORMATION
The information, as defined in Sections 2.2 and 2.3, is an operator N : F −→
2n that will yield, given a function f, derivative and function difference
evaluations at specific points xi. It is known, see [6–8, 12, 13], that for the
approximation/integration problem, sampling at equally spaced points yields
information N ∗( f ) such that
r(N ∗) ≤ r(N ). (5.1)
N ∗(F) is called optimal information.
In the shape from shadows problem we are not allowed to choose the sampling
points xi. They are chosen in an a-posteriori fashion using the following process:
The location of the light source is chosen first. Based on the chosen light
source position we derive the data f ′(xi ), f (xi )− f (xi ). The peculiarity of this
sampling method is that the coordinates xi , xi move whenever the light moves,
and also they change between different functions.6
Because of this property of the problem, the optimality results of [6–8, 12,
13] cannot be used. We are not aware of any other problems that compute their
information in such an indirect manner; hence we cannot draw from existing
similar results on the computation of optimal information. We will derive optimal
information for derivative evaluations which will consist of a series of light
positions, instead of a series of sampling points.7
5Even more, they are simple constant bounds on the variables.
6This movability of the coordinates xi , xi make the information, and the problem, highly
nonlinear. We chose in the previous sections to circumvent this nonlinearity by assuming that the
sampling points are known. In order to study the properties of the information we must remove this
assumption.
7The location of the data points for function difference evaluations is closely tied to the derivative
evaluation. Hence, changing the one will destroy the optimal placement of the other. For this reason
we have to select which of the two we would compute optimal light placement for.
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Toward this we will slightly change the definition of the information. We will
also substitute, in the definitions of Section 2.1, g in place of f ′, and we will
use g in the following parts of the discussion. This change of variable does not
affect the proofs but will allow a better illustration of the problem and a better
insight in our choice of information.
Assume that instead of F0 we have
G0 = {g|g: [0, 1] −→ , g abs.cont., ‖g′‖ ≤ 1}. (5.2)
We will also need to define
B = {g|g: [a, b] ⊂ [0, 1] −→ , g increasing}. (5.3)
Then, assume that the unknown functions f ∈ F0 have derivatives g ∈ G0 ∩
B. This means that the functions f defined above are concave downwards in the
interval [a, b]. Due to the nature of the problem all the derivative evaluations
appear in this interval [3]. We will obtain optimal information for the derivative
evaluations.
To identify the intervals [a, b] where g is increasing (f is concave) we rely on
the fact that the illumination in this type of problems is active, i.e., it is controlled
by us. Hence, we can move a light around the surface and use the resulting
shadows as a guide. Specifically, we start with a horizontal light lighting the
surface from the left (angle 0◦). We move the light continuously around an arc
until the shadow disappears. The point where this happened is b. We repeat the
process starting with a light positioned horizontally and to the right to obtain a.
The information for the problem will now be given by
N (g) = {g(xi ): g(xi ) = bi , for given bi , i = 1, . . . , n}. (5.4)
We want to select bi to minimize the radius of information of approximating f
∈ F0 with g = f ′ ∈ G0 ∩ B and information defined by (5.4).
In the following discussion it should always be remembered that g = f ′ and
thus f (x) = ∫ x0 g(t) dt . Note, that except the change of variables, we have also
redefined the information to reflect more closely the properties of the sampling
method.
Assume without loss of generality that a = 0, b = 1, and g(x) ∈ [0, 1]. Define
the functions
g1(x) =

x − j
4n
for x ∈
[
2 j
4n
,
2 j + 1
4n
)
j + 1
4n
for x ∈
[
2 j + 1
4n
,
2 j + 2
4n
)
j = 0, . . . , 2n − 1; (5.5)
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g2(x) =

j
4n
for x ∈
[
2 j
4n
,
2 j + 1
4n
)
x − j + 1
4n
for x ∈
[
2 j + 1
4n
,
2 j + 2
4n
)
j = 0, . . . , 2n − 1. (5.6)
These functions are drawn in Fig. 5.
Now consider the functions f1 =
∫ x
0 g1(t) dt and f2 =
∫ x
0 g2(t) dt . Since we
can have n different function values in our information, we can recover at most
n of the 2n pieces of f1 and f2. In the remaining pieces we have the error
‖ f1 − f2‖ =
√
n
∫ 1/2n
0
( f1 − f2)2 dx
=
√
n
∫ 1/2n
0
[∫ x
0
g1(t) dt −
∫ x
0
g2(t) dt
]2
dx
=
√
2n
∫ 1/4n
0
[∫ x
0
t dt
]2
dx
=
√
2n
∫ 1/4n
0
(
x2
2
)2
dx
=
√
2n
4
x5
5
∣∣∣∣1/4n
0
= 1
25
√
10 n2
. (5.7)
FIGURE 5
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The existence of the two functions f1 and f2 gives us a lower bound on the
error, regardless of the sampling.
We will show that there exists a method of sampling that will achieve the
above error. Take the information N (g) as given by (5.4) for bi = i/n, i = 0,
. . . , n−1. Clearly, the error gets maximized for the situation depicted in Fig. 6.
The function g cannot go above the upper envelope u(x) = (i + 1)/n,
x ∈ [i/n, (i + 1)/n), i = 0, . . . , n − 1, and below the lower envelope
l(x) = i/n, x ∈ [i/n, (i + 1)/n), i = 0, . . . , n − 1.
Now, consider U (x) = ∫ x0 u(t) dt and L(x) = ∫ x0 l(t) dt . Clearly, the functionf cannot go above the upper envelope U(x) or below the lower envelope L(x).
Then, the error of the very simple algorithm, ϕ(x) = (U (x) + L(x))/2, is
given by
r(N ) ≤
√
n
∫ 1/n
0
(U − L)2 dx
=
√
n
∫ 1/n
0
[∫ x
0
u(t)− l(t) dt
]2
dx
=
√
n
∫ 1/n
0
[∫ x
0
(
1
n
)
dt
]2
dx
=
√
n
(
1
n
)2 ∫ 1/n
0
x2 dx
=
√
n
(
1
n
)2
x3
3
∣∣∣∣1/n
0
FIGURE 6
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=
√
1
3n
(
1
n
)3
= 1
n2
. (5.8)
The following holds.
THEOREM 5.1. Optimal information for the shape from shadows problem, as
defined by (5.2), (5.3), and (5.4), consists of equally spaced derivative values in
the interval [a, b]. For this information it holds, r(N ) = 2(1/n2).
Proof. The optimality follows from the construction of (5.5), (5.6), and the
choice of sampling at equally spaced points. The radius of the information is
bounded from below and from above by 1/n2, as shown by (5.7) and (5.8).
Remark 5.1. Optimal light positioning can be derived from this result. To do
so the lights must be placed so that their incident angles have equally spaced
tangents.
Remark 5.2. In this section we assumed that we can identify the intervals
[a, b], where the function g is increasing. This is not actually needed. The
construction presented in this section simply requires that g is increasing in
some interval [a, b] which may not be necessarily known a priori. Of course,
after the light placement has been determined one can obtain the interval [a, b]
from the resulting sample.
6. DISCUSSION—ISSUES
We presented in this paper the theoretical formulation of the shape from
shadows problem. In this problem we approximate a surface from the shadows
it casts on itself when lighted by a light source positioned at various locations.
We presented the information that can be extracted from the shadows and
showed that this information contains both linear and nonlinear parts. We derived
the optimal spline algorithm for the solution of the problem and showed how
this algorithm can use both types of information.
Finally we discussed an optimal sampling strategy. This sampling is interesting
because of the nonlinearity of the shadow. We showed that the error of this
sampling is  (1/n2). This sampling is as good as sampling at equally spaced
points, which we are not allowed to do in our setup.
The above theoretical results have been applied in a vision system that imple-
ments the recovery of shape from shadows. This system consists of lighting and
image acquisition hardware, of image manipulation and enhancement software,
and of course of software that implements the algorithms discussed here.
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A variety of test data have been used in order to show the performance of the
proposed methodology. Initially [2, 4], synthetic data have been used. Finally, in
[3] we present full real image data and the recovery of the underlying surfaces.
The interested reader is referred to [2–4] for the experimental results.
Some other issues need to be discussed before we close. A question that
arises often is when to use the one-dimensional model and when to use the two-
dimensional one. The one-dimensional model provides mathematical elegance
and simplicity and can be used as a starting point in our formulation and as a
modeling tool.
The one-dimensional model can, furthermore, be used whenever the data are
created by a light falling along only one of the two axes. In this particular
situation the use of the two-dimensional model does not provide any advantage
in terms of the quality of the approximation.
Therefore, if we have one-dimensional data, and we want to recover the entire
surface, it is computationally cheaper to cover the domain by a series of one-
dimensional problems. This method allows each of these problems to be solved
independently from each other. The one-dimensional problems can then be
solved in parallel for a total execution time equivalent to that of solving only one
one-dimensional problem. Of course, when we want to recover the entire surface
we can still use the two-dimensional model even though only one-dimensional
data are available. On the other hand, two-dimensional lighting can enhance the
quality of the approximation and must therefore be used whenever possible.
To summarize, the application at hand will determine which of the two models
one should use. The factors that may affect this choice are the number and type
of available data, the ability to choose how and where to sample, limits imposed
on the solution time, and what type of reconstruction is required.
We did not discuss any implementation aspects of the problem, and the issues
that arise when doing so. One of the properties of this problem, for instance, is
that it can be decomposed into subproblems and solved in parallel [2, 4]. For a
discussion on this and on other implementation details the interested reader is
referred to [3].
APPENDIX I
We will show the derivation of the form of the inner products 〈gi , f 〉 of
Section 3.4.
I.1. Representers of the One-Dimensional Model
For simplicity we will assume that g′′i (x) = (xi − x)0+, i = 1, . . . , n, which
will yield 〈gi , f 〉 = f ′(xi ):
〈gi , f 〉 =
∫ 1
0
f ′′(x)g′′i (x) dx
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=
∫ 1
0
f ′′(x)(xi − x)0+ dx
=
∫ xi
0
f ′′(x) dx
= f ′(xi )− f ′(0). (I.1)
Since f ′(0) = 0 we have
〈gi , f 〉 = f ′(xi ). (I.2)
Taking now, in place of gi , (gi − gi−1)/√xi − xi−1 we obtain (3.15).
For the next step we will assume for simplicity that g′′i+n(x) = (xi− x)+, i =
1, . . . , n, which will yield 〈gi+n, f 〉 = f (xi ):
〈gi+n, f 〉 =
∫ 0
1
f ′′(x)(xi − x)+ dx
=
∫ xi
1
f ′′(x)(xi − x) dx
= (xi − x) f ′(x)|xi0 −
∫ xi
1
− f ′(xi ) dx
= 0− xi f ′(0)+ f (xi )− f (0)
= f (xi )− f (0)− xi f ′(0). (I.3)
Since f ′(0) = 0 and f (0) = 0 we have
〈gi+n, f 〉 = f (xi ). (I.4)
The assumption that f (0) = 0 and f ′(0) = 0, of the definition of the prob-
lem, is not restrictive. If these values are not zero, then (I.3) has to be used
instead of (I.4). Taking, in place of gi , gi+n − gi+n − gi (xi − xi ) will yield
(3.16). Equation (3.17) is obtained in the same manner as (I.4).
I.2. Representers of the Two-Dimensional Model
Again assume for simplicity that D2, 2gi (x, y) = (xi − x)0+(yi − y)+, in
which case we will show that 〈gi , f 〉 = (∂ f/∂x)(xi , yi ). If one wants to use
the full form of gi as it appears in (3.20) then linear combination of the above
will yield 〈gi , f 〉 = ((∂ f/∂x)(xi , yi ) − (∂ f/∂x)(xi−1, yi−1))/
√
(xi − xi−1 ).
The derivation is tedious but straightforward and will be omitted.
APPENDIX II
We will show the calculation of the inner products 〈gi, gj〉 that make up
the matrix G in (3.26). Similar calculations can be used to obtain the matrices
P and H.
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Instead of employing the full form of {gi }2ni=1 as given by (3.16), (3.17), (3.20),
(3.21), (3.22), and (3.23) a simplified version will be used. Linear combinations
of the derived formulas will yield the unsimplified version of 〈gi, gj〉.
II.1. Representers of the One-Dimensional Model
N ( f ) consists of derivatives, displacements, which are differences of function
values, and inequalities. The inequalities can be seen themselves as differences
of function values. The representers gi are not therefore the same ∀i .
Hence, the inner products 〈gi, gj〉 must contain all possible combinations of
gi and gj. There are three cases:
i. 〈gi , f 〉 = f ′(xi ), and 〈g j , f 〉 = f ′(x j ).
ii. 〈gi , f 〉 = f ′(xi ), and 〈g j , f 〉 = f (x j ).
iii. 〈gi , f 〉 = f (xi ), and 〈g j , f 〉 = f (x j ).
i. Assume that g′′i (x) = (xi − x)0+:
〈gi , g j 〉 =
∫ 0
1
(xi − x)0+(x j − x)0+ dx
=
∫ xi∧x j
0
dx
= xi ∧ x j . (II.1)
To obtain the unsimplified version of 〈gi, gj〉, for this case, take in place of
gi , (gi − gi−1)/√xi − xi−1. This gives 〈gi , g j 〉 = δi j .
ii. Assume that g′′i (x) = (xi − x)0+ and g′′j (x) = (x j − x)+:
〈gi , g j 〉 =
∫ 1
0
(xi − x)0+(x j − x)+ dx
=
∫ xi∧x j
0
(x j − x) dx
= − (x j − x)
2
2
∣∣∣∣∣
xi∧x j
0
= 2x j (xi ∧ x j )− (xi ∧ x j )
2
2
. (II.2)
iii. Finally, assume that g′′i (x) = (xi − x)+ and g′′j (x) = (x j − x)+:
〈gi , g j 〉 =
∫ 0
1
(xi − x)+(x j − x)+ dx
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=
∫ xi∧x j
0
(xi − x)(x j − x) dx
=
∫ xi∧x j
0
x2 − (xi + x j )x + xi x j dx
= x
3
3
∣∣∣∣xi∧x j
0
− (xi + x j ) x
2
2
∣∣∣∣xi∧x j
0
+ xi x j x |xi∧x j0
= (xi ∧ x j )
3
3
− (xi + x j ) (xi ∧ x j )
2
2
+ xi x j (xi ∧ x j ). (II.3)
II.2. Representers of the Two-Dimensional Model
The information N ( f ) consists of derivatives and displacements. Since one
can have partial derivatives with respect to both directions, the number of
possible combinations increases. Namely,
i. 〈gi , f 〉 = (∂ f/∂x)(xi , yi ), and 〈g j , f 〉 = (∂ f/∂x)(x j , y j ).
ii. 〈gi , f 〉 = (∂ f/∂x)(xi , yi ), and 〈g j , f 〉 = (∂ f/∂y)(x j , y j ).
iii. 〈gi , f 〉 = (∂ f/∂x)(xi , yi ), and 〈g j , f 〉 = f (x j , y j ).
iv. 〈gi , f 〉 = (∂ f/∂y)(xi , yi ), and 〈g j , f 〉 = f (x j , y j ).
v. 〈gi , f 〉 = f (xi , yi ), and 〈g j , f 〉 = f (x j , y j ).
Again, the derivation is straightforward and will be omitted.
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