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A formula for shot-noise is derived in the frequency-domain. The derivation is complete and
reasonably rigorous while being appropriate for undergraduate students; it models a sequence of
random pulses using Fourier sine and cosine series, and requires some basic statistical concepts.
The text here may serve as a pedagogic introduction to the spectral analysis of random
processes and may prove useful to introduce students to the logic behind stochastic problems.
The concepts of noise power spectral density and equivalent noise bandwidth are introduced.
VC 2016 American Association of Physics Teachers.
[http://dx.doi.org/10.1119/1.4934706]
I. INTRODUCTION
The staccato sound of raindrops falling on a tin roof, the
impulses of momentum transferred by individual molecules
of a gas hitting a wall of its container, the current fluctuations
due to the random, independent arrivals of individual elec-
trons flowing through certain electronic devices: in each of
these examples, there may be a long-term mean rate of ar-
rival of the pulses, but to a very good approximation the
occurrence time of each individual pulse event may be mod-
eled as completely random and independent of the times of
the others. Consequently, the number of pulses occurring in
equal time intervals fluctuates randomly about its average,
and the interval between successive pulses varies widely, as
illustrated in Fig. 1.
Because of the random variation in the time interval
between successive pulses, the observed average pulse rate
will show ever larger fluctuations as the averaging time inter-
val Dt gets shorter, as shown in Fig. 2. These fluctuations in
the observed rate of a random sequence of pulses were mathe-
matically analyzed in 1909 by the British physicist Norman
R. Campbell while considering the signals produced by
radiation detectors.1 In 1918, the German physicist Walter
Schottky, while working in a research lab of the company
now named Siemens AG, showed that similar fluctuations gen-
erate what he called shot noise in vacuum tube amplifiers.2
The event times of such independent, random pulses may
be modeled as samples of a random variable with a uniform
probability distribution. The expected value of the number of
observed pulses during any particular time interval of dura-
tion Dt is thus rDt, where r is the long-term mean pulse rate
of the random sequence. The variance in the observed aver-
age pulse rate (mean squared fluctuations about r) will vary
as r=Dt, as illustrated in Fig. 2 and derived in Subsection 1
of the Appendix. As we shall see, this fact implies that these
rate fluctuations produce white noise in a measuring system
monitoring the sequence.
If the individual pulses are very short compared to both
their mean separation and the instrumentation’s best time re-
solution, then the detailed time structure of an individual
pulse is irrelevant, and only the integrated area of a pulse
will matter. In other words, the effect of the pulse is to pro-
vide an impulse to the system. For example, if it is a short
pulse of current in a circuit, then its effect is to inject a
charge (the integral of the current over the duration of the
pulse) into the circuit. Continuing with this example of
impulses of charge, the effect of the random pulses would be
to produce a current that fluctuates about some mean value
similar to the wave forms shown in Fig. 2. (The mean value
would be the dc current read by a meter.)
A measuring system might be used to process a signal
from just such a long sequence of random pulses, to deter-
mine two statistical quantities related to it. The first is the
long-term mean of the signal (dc component, in the case of
an electrical signal), and the second is the variance of the
signal within some frequency range, as filtered by the system
(the square of the ac RMS amplitude of the fluctuations in
the measuring system output). As will be seen, these two
quantities are determined by the impulse size and mean pulse
rate of the random sequence, and analysis of a suitable mea-
surement can provide estimates of these fundamental
parameters.
The most straightforward approach to the determination of
the relationship between a measuring system’s output, with
its limited frequency response, and the random pulse input
stream is to calculate the frequency spectrum of that input.3
This frequency-domain representation can provide the aver-
age power spectral density expected of the pulse sequence,
Fig. 1. A 0.2-s portion of a simulated time sequence of random, independent
pulses with a long-term mean rate of 1000 s1. The first 0.06 s of the
sequence is detailed in the lower plot. The actual number of pulses in the
upper plot is 219, and the three 0.02-s portions of the lower plot contain 20,
17, and 26 pulses.
Fig. 2. Variation in the observed average pulse rate gets larger as the averag-
ing time interval Dt is shortened. The data are drawn from the same set as in
Fig. 1. The long-term mean pulse rate r is 1000 s1. Plotted are running
means of the actual pulse rates for averaging times Dt ¼ 0:01 s and Dt ¼
0:1 s (bold). The variance in the observed pulse rate grows as 1=Dt, charac-
teristic of white noise.
44 Am. J. Phys. 84 (1), January 2016 http://aapt.org/ajp VC 2016 American Association of Physics Teachers 44
 This article is copyrighted as indicated in the article. Reuse of AAPT content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
131.215.70.231 On: Thu, 21 Jan 2016 15:41:21
which may then be multiplied by the power-gain frequency
response of the measurement system. The result will be the
expected output signal power spectral density. To begin this
analysis, in Sec. II, we derive a Fourier series representation
of a typical random sequence of independent, narrow pulses.
II. A FOURIER REPRESENTATION
OF A PULSE SEQUENCE
Recall the general Fourier series representation of a peri-
odic function y(t) with period T is
yðtÞ ¼ y0 þ
X1
n¼1
ðan cosxntþ bn sinxntÞ; (1)
with xn ¼ 2pn=T. The mean of y(t) over the interval T is
hyðtÞi ¼ y0. The other coefficients are given by the inner
products of y(t) with the various (orthogonal) basis functions4
y0 ¼ 1
T
ðT=2
T=2
y tð Þ dt; (2)
an ¼ 2
T
ðT=2
T=2
y tð Þcosxnt dt; (3)
and
bn ¼ 2
T
ðT=2
T=2
y tð Þsinxnt dt: (4)
An infinitely long, random sequence of pulses is certainly
not periodic. Consider instead a very long but finite time
interval T that happens to include a very large number N of
the randomly distributed pulses.5 This interval T may then be
interpreted as one cycle of a periodic function that can be
represented by a Fourier series, ultimately letting T !1.
The reasoning behind this particular choice of representation
is outlined in Subsection 2 of the Appendix.
Further assume that the pulses are all identical and narrow.
We may conveniently model a pulse with maximum duration
s and impulse q as rectangular with width s and amplitude
q=s. If 1=s fmax, where fmax is the maximum frequency for
which the measurement system has a detectable response,
then the assumption of a narrow pulse is justified.6
(Subsection 4 of the Appendix provides a straightforward
method to extend the results to the case where the pulses
have significant widths.)
Consider the Fourier series for a single pulse centered at
the origin, given by tpulse ¼ 0 (repeated with period T). The
first term in Eq. (1), y0, is simply the mean value of the func-
tion over the period T, so y0 ¼ hyðtÞi ¼ q=T. The sine terms
in Eq. (1) all vanish because sine is an odd function of t
whereas the rectangular pulse is even. At the origin the co-
sine is unity, and the pulse may be considered to be
non-vanishing only near this point. Consequently, each co-
sine integral evaluates to q, the integral of the pulse (for all
xn  1=s). The Fourier series for a single pulse at the origin
is therefore
ypulse tð Þ ¼ q
T
þ
Xnmax
n¼1
2q
T
cosxntþ    ; (5)
with nmax ¼ Tfmax. All harmonic components have the same
amplitude, which is twice the mean value of the single pulse
over a period. The sum has been truncated to frequency fmax,
because that is the highest frequency the measurement sys-
tem can handle. The remaining infinite series of terms for
n > nmax is represented by the ellipsis. Subsection 2 of the
Appendix briefly discusses the behaviors of the Fourier coef-
ficients as xn approaches or exceeds 1=s, and Subsection 3
of the Appendix provides a more thorough examination of
the effects of the measuring system’s frequency response.
Now consider the complete sequence of N pulses during
time T=2 to þT=2, to which we randomly assign a unique
integer index j to each of the pulses, where 1  j  N. Note
that the value of the index j of a particular pulse should have
nothing to do with the time-ordering of the pulses, so that the
jth pulse is equally likely to have occurred anywhere in the
interval.7 The Fourier representation of the jth pulse, cen-
tered at time tj, will then be the same as Eq. (5), except that
the time t is replaced with ðt tjÞ. Since the function y(t) of
this complete pulse sequence is just the sum of the individual
ypulse functions centered at their respective times tj, and the
expressions for the coefficients in Eqs. (2)–(4) are linear in
y(t), the Fourier representation of the complete sequence of
pulses during time T will be the sum of the individual pulse
representations, or
y tð Þ ¼ Nq
T
þ 2q
T
XN
j¼1
Xnmax
n¼1
cosxn t tjð Þ
 !
þ    : (6)
Now using a trigonometric identity and rearranging the
terms in the double-sum to obtain a representation like that
in Eq. (1), we get
yðtÞ ¼ y0 þ
Xnmax
n¼1
ðan cosxntþ bn sinxntÞ þ    ;
where
y0 ¼ Nq
T
; (7)
an ¼ 2q
T
XN
j¼1
cosxntj; (8)
and
bn ¼ 2q
T
XN
j¼1
sinxntj: (9)
From trial to trial, the pulse times tj will vary randomly
throughout the interval T. We note that N, the total number
of pulses within T, will vary as well. Thus, the Fourier coeffi-
cients vary randomly, so more work must be done to make
use of this expression.
III. THE SHOT NOISE EQUATION
The mutual orthogonality of the Fourier basis functions on
the fundamental interval T implies that for any particular
pulse sequence the mean square of y(t), hyðtÞ2i, is straightfor-
ward to express in terms of the coefficients of its Fourier se-
ries representation as
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hy tð Þ2i  1
T
ðT=2
T=2
y tð Þ2 dt ¼ y20 þ
1
2
X1
n¼1
a2n þ b2n
 
: (10)
The above equation is a specific example of Parseval’s iden-
tity;8 it shows that each Fourier component of a complicated
signal contributes independently to the overall power in the
signal. The variance of a particular y(t) about its mean
hyðtÞi ¼ y0 is given by the sum of the harmonic terms or
h y tð Þ  y0½ 2i ¼ hy tð Þ2i  hy tð Þi2 ¼ 1
2
X1
n¼1
a2n þ b2n
 
:
(11)
In the case of the sequence of pulses whose Fourier series is
given by Eq. (7), the expressions for the coefficients an and
bn involve random variables. There are potential subtle diffi-
culties with the statistical analysis of any stochastic (random)
process. Refer to Subsection 1 of the Appendix for a brief
discussion of some of the more important of these issues for
the case of the shot noise process. With this caveat in mind,
the statistical mean (expected value) of Eq. (11) must now
be determined.
The pulse sequence over the interval T=2  t  þT=2,
whose Fourier transform is given by Eq. (7), consists of
exactly N pulses (with N> 0). Thus, we first consider the
expected value of Eq. (11) averaged over the appropriate en-
semble of sequences that include exactly N pulses in the
interval from T=2 to þT=2. We must therefore calculate
a2n
N ¼ 4q
2
T2
XN
j¼1
cosxntj
0
@
1
A
2
(12)
and
b2n
N ¼ 4q
2
T2
XN
j¼1
sinxntj
0
@
1
A
2
; (13)
where the superscript N indicates that these are N-pulse en-
semble averages. The squared sums may be expanded so that
XN
j¼1
cosxntj
0
@
1
A
2
¼
XN
j¼1
cos2xntjþ
XN
j;k¼ 1
j 6¼ k
cosxntj cosxntk
¼
XN
j¼1
cos2xntjþ
XN
j;k¼1
j 6¼ k
cosxntj cosxntk ;
(14)
and similarly for the squared sum over the sines. The averag-
ing over the N-pulse ensemble (represented by the overline)
may be interchanged with the sums in Eq. (14) because N in
this expression is not a random variable, but rather a speci-
fied parameter value and, of course, the statistical averaging
operation is linear.
The times tj of the different pulses are statistically inde-
pendent of one another, and each has a uniform probability
distribution within the time interval T.9 The probability
density for each tj is therefore 1=T, independent of the value
of N and of the times of the other pulses. Recall that func-
tions of statistically independent random variables are also
independent, so trigonometric functions involving two dif-
ferent index values j and k 6¼ j vary independently over the
ensemble. The statistical mean of the product of two inde-
pendent functions is just the product of their means, and
each of the terms in the double sum in Eq. (14) falls into this
category, so that
cosxntj cosxntk ¼ ð cosxntjÞð cosxntkÞ ðj 6¼ kÞ;
and similarly for the sines.
Because the probability density of each tj is uniform, the
expected values of the various functions of the tj are simply
given by their mean values over the interval T. Each har-
monic function, of course, has an integer number of cycles
within T, therefore
cosxntj ¼ sinxntj ¼ 0 (15)
and
cos2xntj ¼ sin2xntj ¼ 1=2: (16)
As a result, the expected values of the cross terms vanish,
and consequently, the expected value of each squared sum in
Eq. (12) becomes N 	 1=2 ¼ N=2. Thus, for N-pulse sequen-
ces occupying the interval T, using Eqs. (11) and (12) we
obtain
h y tð Þ  y0½ 2i
N
¼ 1
2
X1
n¼1
a2n
N þ b2n
N
 
¼ 1
2
4q2
T2
Xnmax
n¼1
N
2
þ N
2
 
þ    ¼ 2q
2N
T2
Xnmax
n¼1
1þ    : (17)
The sum over the harmonics has been left in the final
expression in Eq. (17), rather than replace it with nmax, because
each term represents the contribution of one of the various har-
monic frequencies fn ¼ xn=2p from f1 ¼ 1=T to fmax
¼ nmax=T, evenly spaced at intervals of 1=T. The frequency-
space density of these harmonics (in hertz) is 1=ð1=TÞ ¼ T, so
that given any frequency range Df below fmax, the total contri-
bution of the harmonics in that range to the sum in Eq. (17) is
TDf . As T !1, the harmonics become dense in frequency
space, and this expression becomes exact. Thus
h y tð Þ  y0½ 2i
N
¼ 2q
2Df
T
N; (18)
which is simply proportional to N. Although derived for
N> 0, it is clearly correct for N¼ 0, the case with yðtÞ  0
during T.
This expression may now be statistically averaged over
the entire ensemble of pulse sequences during T, including
the random variation in N. The result is
h y tð Þ  y0½ 2i ¼ 2q
2Df
T
N ¼ 2q2Df r; (19)
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since the expected value N ¼ r T, where r is the long-term
mean pulse rate, as discussed in Subsection 1 of the
Appendix. Note that this result has no explicit dependence
on the duration T. The expected value of y0, the signal’s dc
component, is y0 ¼ qr, so Eq. (19) becomes the shot noise
equation, or
h½yðtÞ  y02i ¼ 2 q y0 Df : (20)
The expected mean-squared amplitude of the fluctuation
(shot noise) in a random sequence of independent pulses is
proportional to the product of the expected dc (mean) value
(y0 ¼ qr), the size of the impulse in a single pulse (q), and
the effective bandwidth of the measurement system (Df , in
Hz). We have thus found the desired relations mentioned
above, between a measuring system’s dc and ac signal out-
puts and the average rate r and impulse size q of the pulses.
Note the derivation of Eq. (20) came from a careful and
straightforward analysis starting from a minimal set of
assumptions about the pulse sequence: only that the narrow
pulses represent uniformly random, independent events all
with the same impulse.10 In Sec. IV, we examine some
implications and limitations of this formula.
Generally, the average power transmitted by a noise
source or other signal is proportional to its mean squared am-
plitude, as briefly mentioned in the discussion regarding
Parseval’s identity, Eq. (10). Equation (20) shows that shot
noise power is proportional to the dc (average) signal level
y0 . This behavior may be considered to be a defining charac-
teristic of shot noise, differentiating it from other processes
such as thermal noise.
The measured shot noise power is also proportional to the
system bandwidth Df . Thus the shot noise power spectrum is
flat, with a constant noise power spectral density. Such a
power spectrum is called white noise, analogous to the idea
that “white light” has an intensity that is roughly independent
of frequency. The concept of power spectral density is dis-
cussed further in Subsection 3 of the Appendix.
Since matter is inherently discrete at atomic and subato-
mic levels, transport processes should exhibit some level of
fluctuation, although generally they may be tiny (see, for
example, Fig. 3). Unlike the fluctuations associated with
thermal noise, shot noise fluctuations could remain present
even at very low temperatures because their origin is not
inherently due to thermal motions. Thus, analyses of shot
noise effects can provide additional important insights into
the nature of the microscopic, discrete events at the core of
various physical processes.
IV. DISCUSSION
A. Using shot noise to determine the electron charge
The shot noise relation in Eq. (20) accurately describes the
magnitudes of those fluctuations resulting from discrete
events of a very specific nature. As stated at the end of
Sec. III, these events must (1) be completely independent of
each other, and (2) have a uniform probability distribution in
time. In all cases of real, physical systems neither assump-
tion will be completely accurate, but there are some cases for
which these assumptions are quite reasonable. Two examples
are the thermionic emission of electrons from the surface of
the heated cathode in a vacuum tube (the problem considered
by Schottky) and the generation of electron-hole pairs in the
depletion region of a semiconductor diode, either by thermal
excitation or photoelectric absorption. In each of these cases,
the phenomenon may result in an observable electric current
in which the impulse size is given by the magnitude of the
fundamental electron charge e.
Consider an example of the latter process (electron-hole
generation). In an undergraduate laboratory experiment
similar to that described by Spiegel and Helmer,11 a weak
light source (an infrared LED) illuminated a reverse-biased
silicon photodiode. The resulting diode current was con-
verted to a voltage by a high-gain transimpedance amplifier,
and the ac noise signal of the amplifier’s output was further
filtered, amplified, and then squared using a precision ana-
log multiplier circuit.12 Low-pass filters served to smooth
the resulting mean (dc) and variance (ac) signals, which
were then measured and averaged. A typical result is shown
in Fig. 3, where the system’s effective bandwidth (Df ) was
11:0 kHz. Using the slope of a linear fit to the data, the shot
noise expression in Eq. (20) yields an estimate for the elec-
tron charge of 1:68	 1019C, just over 4% larger than the
accepted value and within the systematic uncertainty limit
determined by the measurement system’s gain and band-
width uncertainties. The average electron arrival rate r

1013 sec1, and the averaging time for the observations
was 1 s. Clearly, the assumptions leading to Eq. (20) are
not unreasonable for this particular experiment, implying
that diode electron-hole pairs can be created by photon
absorptions in a very nearly statistically independent man-
ner, at least as long as the illumination is weak.
B. Limitations of the shot noise formula
The shot noise formula in Eq. (20) accurately describes
only the magnitude of fluctuations resulting from discrete
events that are independent of each other. For many real
transport processes, however, the assumption of statistical in-
dependence might be very poor.
Fig. 3. Photodiode mean squared ac current vs dc current for various light
source intensities. The measurement system effective bandwidth was 11:0 kHz
(how this bandwidth may be determined is addressed in Subsection 3 of the
Appendix). A linear fit to the data is shown, which has slope ¼ ð3:7060:02Þ
	1015 A. The measurement system’s input-referred average current noise
density (as inferred from the data) was1:6 pA= ﬃﬃﬃﬃﬃﬃHzp .
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For example, consider the case of electrons generated by
the hot cathode of a vacuum tube diode, the problem origi-
nally considered by Schottky. A potential difference between
the cathode and the diode’s anode (also know as its “plate”)
will accelerate electrons through the vacuum separating the
two electrodes, resulting in a flow of current through the
diode. Electrons escape from the hot cathode in a random,
independent manner much like the pulse stream shown in
Fig. 1, and each starts its journey to the anode. Wherever
there is a significant overdensity of electrons, however, their
mutual electrical repulsion will accelerate them away from
each other as their bulk motion caries them toward the an-
ode. As a result, upon arrival at the anode, the initial electron
overdensity has been moderated somewhat. This space
charge effect can therefore reduce the magnitude of the cur-
rent fluctuations through the diode, and thus reduce the level
of shot noise it generates. A numerical analysis of this space
charge smoothing effect is generally difficult, but shot noise
in a typical vacuum tube diode’s anode current may be
reduced by an order of magnitude or more over Eq. (20)
level.13,14
An even more striking example of shot noise suppression
due to correlations among the motions of charge carriers is
the remarkable uniformity of the bulk flow of electrons in a
large, homogeneous conductor carrying a current induced by
an applied field. In such a material, the conduction electron
density is so high that Pauli exclusion keeps the electron
density and drift velocity quite uniform within it, so fluctua-
tions in the current through a cross section of the conductor
are orders of magnitude smaller than that predicted by Eq.
(20). This effect of quantum statistics (the conduction elec-
trons in a metal form a type of Fermi gas) introduces strong
correlations in the electrons’ wave functions that nearly com-
pletely invalidate the assumption of statistical independ-
ence.15 An active area of investigation is the level of shot
noise suppression due to quantum and Coulomb interactions
in mesoscopic electronic structures carrying “2D” or, more
recently, “1D” currents.16–18
Contrary to the case of electrons, quantum correlations
among photons (which are bosons) can lead to an enhance-
ment of shot-noise-like fluctuations exceeding the level pre-
dicted by Eq. (20), a phenomenon informally known as
“photon bunching.” Photon bunching may be used to extract
additional information about the nature of distant light sour-
ces by employing the Hanbury Brown and Twiss effect.19
The fundamental nature of this phenomenon, and whether it
may in some cases be mitigated to improve signal to noise
ratio during observations of weak astronomical sources, is
still being debated in the literature.20,21
In summary, determining the actual expected level of
shot-noise-like fluctuations resulting from correlated (rather
than independent) events may be quite difficult. Such studies
remain an active area of research, nearly a century after
Schottky’s analysis.
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APPENDIX: SOME ADDITIONAL
CONSIDERATIONS
1. The Poisson distribution and some statistical subtleties
Consider a stochastic process that may generate an event
during the infinitesimal time interval dt with probability r dt
(r a constant parameter), independent of the occurrences of
any other past or future events generated by the process, and
independent of when the interval dt may be. Such a process
is termed a Poisson process, and the times of the events gen-
erated by the process define a set of Poisson points. It can be
shown that the distribution of the number of events N gener-
ated by the process during a finite time interval T is given by
the Poisson probability distribution22
P Nð Þ ¼ e
rT rTð ÞN
N!
: (A1)
The expected value of N in Eq. (A1) is N ¼ rT, and so is its
variance r2N ¼ N .
The Poisson process with its corresponding distribution is
one of the most thoroughly analyzed stochastic processes.
The text by Papoulis and Pillai,23 for example, devotes many
pages to it. The result r ¼ N=T is the mean event rate
expected from the process, and the variance in the observed
rate N / T around this mean would be
r2r ¼
r2N
T2
¼
N
T2
¼ r
T
: (A2)
Thus as T !1 the expected variance in the observed event
rate! 0, and for a long sequence of events produced by any
Poisson process, N=T ! r as T !1. Therefore, we may
identify r with the long-term event rate. To proceed with our
study of the statistical behavior of the Poisson process with a
reasonable level of rigor, we must have confidence that it
possesses two important properties. The first is that it is sta-
tionary and the second that it is ergodic.
A stationary process is one whose statistical properties are
homogeneous in time. This means that if we choose an inter-
val Dt around any arbitrary time t, then the ensemble statis-
tics applicable to that interval are independent of when t may
be. Since the infinitesimal event probability r dt described
above for a general Poisson process is independent of the ex-
istence of other events in the sequence, the process is memo-
ryless and is consequently strict-sense stationary as
described in Ref. 23, Chapter 9.
The concept of the ergodicity of a stochastic process is
quite a bit more subtle and is of vital importance to the valid-
ity of statistical calculations regarding a physical system.
Consider the statistical ensemble of possible random event
sequences which could be generated by an ergodic stochastic
process. In this case, the expected values (statistical mean
values) of properties averaged over the ensemble are equal
to the limits of the corresponding time averages of a typical
actual sequence, as the averaging time goes to infinity.
Ergodicity is discussed in detail in many texts on stochas-
tic processes or statistical mechanics.23 For our purposes, we
assume that if time were divided into an infinite number of
disjoint intervals each of duration T, then the statistics
derived from comparing the actual numbers of events gener-
ated by a particular Poisson process within these various
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time intervals would match that of the Poisson probability
distribution given by Eq. (A1). This assumption, whose dem-
onstration is beyond the scope of this paper, would neverthe-
less seem to be quite reasonable.
Taking our assumptions of stationarity and ergodicity to
be valid, consider a very long time sequence of duration T
and total number of events N. Equation (A2) shows that by
taking T to be long enough we can make the difference
between r and N/T arbitrarily small. Assume that we have
done this, and the error in approximating r as N/T is negligi-
ble. Now if we were to consider the division of T into a large
number of disjoint intervals Dt, then the distribution of the
numbers of events within these subintervals will be
described by Eq. (A1), and the variance around r of the event
rates in the intervals will be described by Eq. (A2). Thus, as
the “observation time” Dt is made shorter, the variance in the
observed event rate rises as r=Dt, as mentioned in the intro-
duction and illustrated in Fig. 2, where each pulse corre-
sponds to an event.
The expected number of events in any subinterval of dura-
tion Dt in T is rDt ¼ N Dt=T, independent of the location of
Dt within T. This result would also be the expected number
of events in Dt if the N events in T were all independent and
each had a uniform probability of occurrence at any time
throughout T. Therefore, the assumptions of uniformity and
relative independence used to derive the shot noise expres-
sion in Eq. (20) are satisfied by pulses generated by a
Poisson process.
Finally, we show that the Poisson distribution of the num-
ber of events within the various intervals Dt is consistent
with Eq. (20). If each event consists of a pulse injecting an
impulse q to a measuring system, then the expected mean
signal y0 ¼ qr, and the expected variance around this mean
would be q2r2r , with r
2
r given by Eq. (A2); thus
h y tð Þ  y0½ 2i ¼ q2r2r ¼ q2
r
Dt
¼ q y0
Dt
: (A3)
The required bandwidth of the measuring system in order
for it to respond to the rate changes expected between
successive, disjoint observations, each of duration Dt, is
Df  1=Dt. In fact, according to the Nyquist-Shannon sam-
pling theorem,24,25
1
f
¼ 2Dt; (A4)
because, roughly, it takes at least two samples per cycle to
respond to a frequency f. Inserting this result into Eq. (A3)
recovers the shot noise expression given by Eq. (20). Thus,
an analysis of the Poisson statistics of the pulse times
appears to be consistent with our Fourier analysis of the
pulse stream, as it should be, and mean squared rate fluctua-
tions that are inversely proportional to the averaging time Dt
are characteristic of a white noise power spectral density.
Note that this “derivation” of the equivalence of the two
approaches, frequency-domain analysis vs time-domain
Poisson statistics, is not rigorous but only meant to be illus-
trative. A complete derivation of the shot noise power spec-
trum from time-domain considerations may be found in the
paper by Mathieson,26 while a thorough but more abstract
analysis may be found in Chapter 10 of the text by Papoulis
and Pillai.23
2. Fourier series
The shot noise problem was analyzed by using a Fourier
series representation of a long but finite pulse sequence
rather than by using a Fourier transform of an infinite pulse
sequence. This was done for two reasons. First, the math is
more straightforward with the series representation of a long
but finite pulse train, because one only deals with sums of a
countable number of terms rather than integrals over a con-
tinuum of Fourier components. Second, and more important,
the results of a real experiment will always consist of meas-
urements of finite quantities over a finite time interval, so the
analysis presented is more representative of the actual situa-
tion. In this case, as T !1 the harmonic terms become
dense in frequency, but remain countable.
Note also that by considering a Fourier series of the func-
tion y(t) over the interval T, it was assumed that y(t) may be
represented as a periodic function (with, of course, period T)
without introducing any significant bias to the analysis. This
is equivalent to applying cyclic boundary conditions to a fi-
nite (albeit large) domain of interest, a typical approach used
by physicists when interested in the “bulk” properties of a
macroscopic, complicated system. By doing this one might
avoid, for example, the introduction of spurious artifacts to
the spectral analysis that could arise when a window function
is applied to a temporal and/or spatial function before taking
its Fourier transform. It also has the added advantage of
keeping the Fourier components (which may be associated
with a system’s normal modes) countable, as mentioned
above.
An interesting and instructive example of the alternate
approach, the Fourier transform of a temporally windowed
stochastic process, is the paper by Abbott et al.,27 whose
spectral analysis of Johnson noise may serve as an introduc-
tion to a slightly more sophisticated technique to attack prob-
lems such as this.
Another objection to the analysis may be that the mathe-
matical manipulations carried out in Eqs. (5)–(17) were per-
formed on a finite sum of terms rather than on the full
Fourier series, including only those harmonic frequencies
less than some arbitrary fmax. Why not choose to consider an
infinite series representing a sum of Dirac delta functions, in
which case one would simply replace fmax with infinity?
Were this to be done, then the resulting Fourier series would
have had terms all of the same magnitude, meaning
the Fourier series for dðtÞ is not absolutely convergent. Thus,
the series manipulations (rearranging terms and changing the
order of the sums) would not be mathematically justifiable.
Actually, any real pulse should be, of course, modeled as
a continuous function of the time with some finite duration
characterized by a width s. This implies that for harmonics
with xns  1, the Fourier coefficients will start to decrease
at least as fast as 1=n, and for xns 1 they will fall at least
as fast as 1=n2. Otherwise, for xns 1 the sum in Eq. (5)
with constant an ¼ 2q=T is quite accurate. The Fourier series
for an actual set of observable pulses is therefore absolutely
and uniformly convergent, so that the subsequent manipula-
tions leading up to and including Eq. (20) are valid, and that
result is accurate as long as the maximum frequency making
a significant contribution to the system’s effective bandwidth
is  1=s. Subsections 3 and 4 of this Appendix consider a
simple procedure to deal with the situation wherein the
pulses have significant widths.
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3. White noise, spectral density, and filter bandwidth
We have found that the mean squared shot noise fluctua-
tions are expected to be proportional to the bandwidth over
which they are measured, the constant of proportionality being
2 q y0 . The units of this coefficient are ðamplitudeÞ2=Hz.
Because the power in a signal goes as its ðamplitudeÞ2; 2 q y0
is proportional to the power spectral density of the shot noise.
For example, in the case of the random flow of electrons con-
sidered in Sec. IV, the shot noise signal consists of fluctuations
in electrical current. Sending this signal through a resistance R
would represent a noise power spectral density of pðf Þ ¼
2 qe Idc RW=Hz.
In this case, the noise power spectral density is independent
of frequency (for nonzero frequencies less than fmax), and its
power spectrum is called white noise. More generally, a com-
plicated signal or one that has been passed through a filter
will have a power spectral density that is a function of fre-
quency. In this latter case, the total signal power within some
specified frequency range may be calculated by integrating
P ¼
ðfmax
fmin
pðf Þ df ; (A5)
where p(f) is the signal’s power spectral density at frequency f.
With this idea of the noise power spectral density in mind,
we now turn to the problem of determining a measurement
system’s effective bandwidth Df , for use in the shot noise
expression in Eq. (20). A linear system’s effect on the ampli-
tude and phase of an input signal at frequency f is described
by its generally complex-valued transfer function H(f),
which, for this elementary discussion, we take to be dimen-
sionless.28 The power gain of such a system at any particular
frequency would then be jHðf Þj2. If you pass a signal with
power spectral density p(f) through the system, then the sig-
nal power spectral density at the system’s output will be
p0ðf Þ ¼ jHðf Þj2 pðf Þ; (A6)
not including any additional noise the system may add to the
signal. Thus, a white-noise source such as shot noise with
constant power spectral density p input to the system would
generate an average output power of
hPi ¼
ð1
0
jHðf Þj2 p df ¼ p
ð1
0
jHðf Þj2 df :
We can then define the equivalent noise bandwidth Dfeq of
the measurement system to be
Dfeq 
ð1
0
jHðf Þj2 df : (A7)
This expression, then, is the effective bandwidth to be
used in Eq. (20).29 Note that our cut-off frequency fmax is
estimated by jHðf  fmaxÞj2  0, or more precisely, replac-
ing the upper limit of integration in Eq. (A7) with fmax should
have negligible effect on the resulting value of Dfeq.
30 The
equivalent noise bandwidths for various filter transfer func-
tions may be calculated using Eq. (A7). Table I lists these
bandwidths for a few of the most common configurations. If
the power gain of a given system differs from that shown in
the table, then the calculated mean squared noise amplitude
within Dfeq should, of course, be multiplied by the system’s
power gain.
For example, a system used to estimate the electron charge
from a measurement of a photodiode’s shot noise intensity
vs dc current (see Fig. 3) might have its bandwidth deter-
mined by a second-order Butterworth low-pass filter with a
corner frequency of 10:0 kHz. Using the second entry in
Table I with Q ¼ 1= ﬃﬃﬃ2p and f0 ¼ 10:0 kHz gives an equiva-
lent noise bandwidth of 11:1 kHz. The actual system used for
the data in Fig. 3 also included a second-order high-pass fil-
ter with a corner frequency of 100Hz, so the actual
Dfeq ¼ 11:0 kHz.
4. Pulses of finite width
The derivation leading up to Eq. (20) required the explicit
assumption that the pulse width s be much shorter than the
best time resolution of the measuring system ð 1=fmaxÞ. In
many situations, this may not be the case. For example, con-
sider the sequence shown in Fig. 4. This random sequence
comprises a series of identical “tail pulses,” or events with
an abrupt rise followed by an exponential decay. As illus-
trated in the figure, these exponential tails may not be short
compared to the mean inter-pulse spacing, and sequential
pulses often overlap. What modification to Eq. (20) would
be required for a series of random pulses such as this one?
A mathematical representation of a tail pulse starting at
t¼ 0 with total impulse (integral) q and decay time constant
s is
ypulse ¼ qs e
t=s: (A8)
It is straightforward to show that this waveform would be the
result of passing a delta function impulse q dðtÞ through a
first-order low-pass filter with a corner frequency of
fs ¼ 1=2ps, with the complex transfer function H(f) of such
a filter being (j  ﬃﬃﬃﬃﬃﬃ1p )
H fð Þ ¼ 1
1þ j f=fs : (A9)
Table I. Equivalent noise bandwidths of selected filters.
Type jHðf Þj2 Dfeq Comment
First order LP ½1þ f 2=f 20 1
p
2
f0 Pass-band gain¼ 1
Second order LP 1þ 1Q2  2
 
f 2
f 2
0
þ f 4
f 4
0
h i1 p
2
Qf0 Pass-band gain¼ 1
Second order BP 1þ Q2 f 2
f 2
0
þ f 20f 2  2
 	 
1 p
2
1
Q
f0 Gain at f0 ¼ 1
Fig. 4. In a real experiment, the pulses may have significant widths, as is the
case for the random sequence of tail pulses illustrated here. Note that most
of the pulses show significant overlap with their neighbors, leading to “pulse
pileup.”
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Thus, the resulting shot noise spectral density y2ðf Þ gener-
ated by a random sequence of tail pulses will simply be that
of Eq. (20) passed through such a filter. Using Eq. (A6) or
Table I, we obtain
y2 fð Þ ¼ 2 q y0
1þ f=fsð Þ2
: (A10)
Other pulse shapes may be treated analogously.
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