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ABSTRACT 
For seminorms 11 . 11, 11 . 110, and 11 . 111, d fi d e ne on a real or complex vector 
space X and induced by positive semidefinite Hermitian forms, we present two 
different proofs of the equality 
where II&ax = m={lbllo, 1141) ad II412 = (1 - t)II~lI~ + tll4If, t E [O,ll. 
During the course of the first proof, results on the geometry of the joint numerical 
range of two real-valued quadratic forms are given for spaces equipped with a 
semidefinite Hermitian form, which may be of independent interest. In the second 
proof, using a more direct approach, the minimax equality is first proved for finite- 
dimensional X and norms generated by inner products, and this result is then 
extended to the general case. 
1. INTRODUCTION 
Throughout this paper we make the following assumptions on three 
seminorms (1 . 11, 11 . 1) 0, and )I . 111, defined on a linear space X. 
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ASSUMPTION 1.1. Let 1) . )I, 1) . )lo, and 11. (II be three seminorms cor- 
responding to positive semidefinite Hermitian forms [., .I, [., .]k : X x X -+ 
lKfor k = 0, 1, with the underlying linear space X over the field of scalars 
K = B or lK = Cc, unless otherwise specified. We assume that I( . 1) does not 
vanish identically on X. 
Additionally we define seminorms I] . [Imax and (1 . IIt for 0 5 t 5 1 on X 
by setting 
II41 max = m~{ll4l0, l141d7 x E x, (1.1) 
Il4lt” = (1 - wII~ + tll4L 2 E x, t E [O, 11. (1.2) 
Then the inequality 
sup I]~]] I min sup 1141 (1.3) 
2EX,ll~llmax~l OlCl sEX,llccllt<l 
and the minimax inequality 
(1.4) 
are obvious. The latter may be obtained by taking the reciprocal of both 
sides in (1.3). Note that the function 
F(t) := ij;Il=l IbAIt7 t E [O, ll, (1.5) 
is upper semicontinuous and hence attains its maximum on [0, l], implying 
that the right-hand side in (1.4) is well defined. As a consequence, 
also attains its minimum of [0, 11. 
Due to a theorem by Melkman and Micchelli [ll], equality in (1.4) and 
thus in (1.3) holds, i.e., 
sup Ibll = oyj;l sEy;, II lb47 (1.6) 
~EX,llzllmaxll , t 
which makes it possible to transform the problem of maximizing a quadratic 
functional subject to two quadratic constraints into a family of maximiza- 
tion problems subject to one constraint. (1.6) has turned out to be very 
MINIMAX EQUALITY FOR SEMINORMS 229 
useful for obtaining results on the theory of best algorithms and the opti- 
mal parameter choice for Tikhonov regularization; see [ll]. It has also been 
applied to supply asymptotically optimal stopping rules for iterative solvers 
of ill-posed problems; see Vainikko [15] or Louis [9]. However, the proof 
of the important and nice result (1.6), given in [ll], contains some silent 
assumptions which are specified at the end of Section 2.1. In the present 
paper we will give a complete proof of (1.6) by two different methods. 
The first one will be presented in Section 2 and is based on the geometry 
of the joint numerical range of real-valued quadratic forms defined on a 
space which is equipped with a positive semidefinite Hermitian form. As a 
by-product, we obtain a generalization of the Hausdorff-Toeplitz theorem 
on the convexity of the numerical range of a quadratic form defined on a 
complex space, which may be of independent interest. 
In Section 3, which is completely independent of Section 2, a second 
approach to the minimax problem is made. Initially, (1.6) will be proved for 
finite-dimensional X and Hilbert-space norms by using the inner-product 
structure, and then, in different stages, this result will be extended to the 
general case. 
2. THE JOINT NUMERICAL RANGE OF QUADRATIC FORMS AND 
ITS APPLICATION TO THE MINIMAX PROBLEM 
2.1. Preliminaries 
In order to give our first proof of (1.6)) we follow [ll] and define a set 
B c R2 by setting 
(2.1) 
We denote by S its distance to 0 with respect to the maximum norm ) . loo 
in W2 i e. 1 . I 
6 = ji; Jb(,. (24 
Then equality in (1.4) and therefore in (1.3) is valid if and only if B and 
the convex set 
Q6 = {a E W2 : lalcr, 5 6) (2.3) 
can be separated by a line, i.e., there is a line H c W2 such that Q6 is 
contained in one of the closed half spaces determined by H while B is 
contained in the other (see Figure 1). This follows from three facts: 
(1) Firstly, for 3: E X,t E [0,11,X := (1 - t,t)T, and b := (11~111, ]]z][:)~ 
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FIG. 1. Sketch of the separation geometries. 
we have 
I%0 = ll#kG X5 = //X11,2. 
Therefore, equality in (1.4) is equivalent to 
with 
A := {X = (1 - t, t)T : t E [o, 11). 
(2) Secondly, for arbitrary X E A the equality 6 = infbEB XTb holds if 
and only if 
H = {a E R2 : XTa = 6) 
is a separating line for B and Qs. 
(3) Finally, if for any X E A and c > 0 the line H = {u E R2 : XTa = c} 
is separating for B and QJ, then necessarily c = 5. 
In the next subsection we will show that 
coBnint QS = 0, 
where co S and int S denote the convex hull and the interior of S c IR2, 
respectively, and hence in fact there is a line H in R2 such that B and Q6 
are (not strictly) on opposite sides of H (see Proposition 2.3 and Theorem 
2.4 for details). Our proof also covers the case where B, defined in (2.1), 
is not closed (an example with B open will be given at the end of the next 
subsection). In contrast to this, the proof of the main Lemma 2.3 in [II] 
cannot be applied to this case, since it substantially depends on the implicit 
assumption that supporting hyperplanes have nonempty intersections with 
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B; in other words, the set of polynomials Q(t), considered in the course 
of this proof, may be empty. Likewise, the application of Carath6odory’s 
theorem in the proof of Lemma 2.2 in [ll] to an element on the boundary 
d co B of co B uses the implicit assumption 8 co B c co B. 
2.2. The Joint Numerical Range of Quadratic Forms and the Main Result 
We begin with a lemma for two-dimensional spaces X which provides 
us with a list of possible shapes of the joint numerical range W of two real- 
valued quadratic functionals with respect to a seminorm ]] . 11. For norms 
]] . I), the geometry of W is well known; corresponding results are given, e.g., 
in Donoghue [3], Brickman [2], McIntosh [lo], and Uhlig [14]. Let us recall 
that q : X --+ R is quadratic if for each y, z E X there are K, L, M, N E E5 
such that 
q(ay + Pz) = K1a12 + Lolj? + MZP + NIPI for all Q, p E IK. 
LEMMA 2.1. Let X be a vector space over IK with dimX = 2. Assume 
that the seminorm )I . I( : X 4 R is generated by a positive semidefinite 
Hermitian form and does not vanish identically on X. Let qa and q1 be 
real-valued quadratic forms on X, and let W be the joint numerical range 
ofqo and 41, i.e., 
w = {(q0(~),91(4)T E w2 : x E x, llzll = I}. 
(1) If the kernel of II . 1) as one-dimensional and EC = R, then W is a 
parabola, a line, a half line, or a point. If R = C, then W is the convex hull 
of one of these objects or the real plane. 
(2) If 11 . 11 is a norm and EC = Iw, then W is an ellipse, a line segment, 
or a point. If K = @, then W is the convex hull of one of these objects. 
Proof. Since qk, k = 0, 1, is real-valued, for all y, z E X there are real 
Kk, Nk, and Lk E K such that 
qk(cuy + Pz) = Kkja12 + Re(L&) + NklP12 for alla,@ E K. 
(1): Let 0 # y E X with ]]y]] = 0, and z E X with ](z(] = 1. Then 
for any 2 E X there are unique cr,p E IK with x = cuy + pz, and hence 
/]z(( = I/3], which implies that 
{x E x : llxll = 1) = {Lyy + pz : a,p E R, \p\ = 1) 
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and 
w = {(u, wy : u = K0la1~ + Re(Loa) + NO, 
Y = K~[cx)~ + Re(Lia) + A$, QI E K}. 
(a) Let us consider the case 
(2.4) 
first. 
(i) 
(ii) 
K. = 0, KI 2 0 
Since cr E K is arbitrary, we may assume either LO = 0 or LO = 1. 
For LO = 0,~ in (2.4) takes the form 21 = NO. If K1 = 0, then W is 
a point or a line, and if K1 # 0, then W is a half line. 
Now let LO = 1. Since we are only interested in the geometry of W, 
we may translate the plane and suppose NO = 0. Then u in (2.4) 
takes the form 
‘z1= Rear. 
For the case K1 = 0, W is a line or the plane R2, depending on 
whether ImLi = 0 or ImLi # 0, the last case being possible only if 
lK = C. If in the real case K1 > 0, then W is a parabola, and in the 
complex case, (2.4) takes the form 
w= (u,+uEW, 1 
w = K1u2 + (ReLi)u. + Ni - 
(ImW2 4K~ +t,t>o ) 
> 
which describes the points inside a parabola. 
(b) Next suppose that KO # 0. After a counterclockwise rotation 
of the plane about the origin by the angle 4 E [0,27r), where sin 4 = 
Ko/dm, COST = Kl/dm, we again can assume that KO = 0 
and K1 2 0, and one of the formerly described objects arises. The proof 
for the case of I] . (( h aving a one-dimensional kernel is then finished. 
(2): Since any real-valued quadratic form is associated with a Hermitian 
form (for K = Iw, see Greub [4], and for lK = @, see Aronszajn [l]), qo 
and ]I . (I2 may be simultaneously diagonalized (for more general results 
on the problem of simultaneous diagonability see Uhlig [13]). Not changing 
notation for the coefficients of ql, with some Xi, Xz E W and t := Ial2 
we obtain 
W = {(u, w)T : u = AZ + (A, - A& 
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t E [O, 114 E kl, (2.5) 
with QW = (0,~) and Q = [0,27r). 
For Xi = X~,U in (2.5) takes the form u = AZ. If Ki - Ni = O,Li = 0, 
then we obtain a point; otherwise, a line segment. 
If Xi # AZ, then an affine one-to-one transformation of u and w leads to 
(not changing notation for IV, u, and w) 
u = t, 
v=yt$LiJt(l-t)co%#J, 
-Y= ; 1 if Ki-Ni =O, if Ki - Ni # 0, 
and some L1, which, due to the definition of @‘II~, can be assumed to be 
nonnegative. For L1 = 0, W is a line segment. If L1 > 0 and lK = W, then 
W is an equipotential line of an elliptic quadratic form on W2 with Hessian 
Finally, if L1 > 0 and K = Cc, then W is the convex hull of this ellipse. Since 
all the objects arising are invariant under affine one-to-one transformations, 
the lemma has been established. W 
Evidently, some geometric forms described in the preceding lemma do 
not occur if for k = 0,l one has qk = 1) . 11:. 
This lemma makes it possible to prove a generalization of the Hausdorff- 
Toeplitz theorem (see [6, 121) on the numerical range W of a quadratic form 
q defined on a complex space, since two real-valued quadratic forms can be 
conceived as a complex-valued quadratic form, and since the convexity of 
W can be shown immediately by reducing the problem to two dimensions; 
for y, z E X arbitrary consider 
{q(x) : z = ay + p z, Q, P E @, llzll = 1). 
We thus have 
THEOREM 2.2. Let X be a complex vector space, q:X -+ @ be a 
quadratic form, and 11 . 11 be a seminorrn on X generated by a positive 
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semidefinite Hermitian form [., .I. Then the numerical range of q, relative 
to II . 0) 
is convex in C. 
w = {q(s) : z E x, IIz[I = 1) 
For further results on the numerical range of quadratic forms with re- 
spect to semidefinite and indefinite inner products we refer to the work by 
Li, Tsing, and Uhlig [8], h h w ic arose coincidently with our paper. 
Lemma 2.1 allows us also to prove that B, defined in (2.1), and &a, 
defined in (2.3), can be separated by a line. 
PROPOSITION 2.3. Under the Assumption 1.1, 
coBnintQ6 = 0. (2.6) 
Proof. If K = C, then B is convex and the assertion is trivially true. 
Next we prove (2.6) for real spaces X. Let us assume that there is some 
b E COB with ]bloo < 6. Then, due to Caratheodory’s theorem for convex 
sets (see, e.g., Lay [7]) th ere are bl, bz, b3 E B such that b belongs to 
the convex polytope P = co{bl , bp, bs}. Let c be an element in P having 
minimal distance to the origin with respect to the maximum norm. Then 
I400 < 6 and c E dP; hence there are j, k E {1,2,3} such that c E bjbk. 
Because of Lemma 2.1 there is a point, a line segment, an ellipse, or a 
parabola in B that contains bj and bk. Therefore the line segment joining 
c and the origin has a nonempty intersection with B, which together with 
]c], < S yields the contradiction B n int &a # 8. ??
We remark that B is convex also in the real case, if dimX # 2 and ]( . II 
is a norm. This follows easily from results in Brickman [2] or McIntosh [lo] 
on the joint numerical range of pairs of quadratic forms. 
Now we are able to prove 
THEOREM 2.4. Under the Assumption 1.1, 
Proof. From the preceding proposition we know that co Bflint &a = 8, 
and therefore there is a line H with Q6 contained in one of its associated 
closed half planes and B contained in the other closed half plane. From 
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the preliminary remarks of this section we can conclude that (1.6) holds. 
??
To end this section, we present an example of a joint numerical range 
B with positive distance from the origin that is not closed. 
EXAMPLE. Consider 
with the standard inner product [x, y] = cp=“=, xkgk and corresponding 
norm ]]z]] = [x, x] li2. We define a shift operator A on & by 
Ax=(O,x~,xz ,... ), x E e, 
Then W(A) = {[Ax, x] : x E t2, JIzJJ = 1) is equal to D, the open unit disk 
in C; see, e.g., Solution 168 in Halmos [5]. This implies that W(A + z,l) 
= z+ + D, where 2% = 1 + i and I denotes the identity map on e2. The 
norms 
lbllo = &[(A + d)x, x]) 1’2 and ]]x]]i = (Im[(A + z,I)x,x])1/2 
for x E .!!2 are generated by scalar products, and the associated set B c lR2 
is B = z* + D when represented in complex coordinates. 
3. AN ALTERNATIVE APPROACH TO THE MINIMAX PROPERTY 
In this section we give an entirely different proof of the minimax prop- 
erty, relying more explicitly on the inner-product structure. Some interest 
lies in the fact that here (1.6) is proved first for the case that X is finite- 
dimensional and that all seminorms are indeed norms. 
3.1. The Proof for Finite Dimension and Norms 
In this subsection, in addition to Assumption 1.1, we assume that X 
is finite-dimensional and that [., .I,[., .]k, lc = 0, 1, are positive definite. Let 
x* E X satisfy 
Ilx*l/max = 1 and 11x*]/ = 
,,z;;it,%l “2”. (3.1) 
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In order to prove some necessary conditions on x* we need the following 
LEMMA 3.1. Suppose that (3.1) holds. For arbitrary y E X we have the 
following implications: 
Re[x*, y] = 0 + Re[x*, y]o Re(x*, y]i I 0, (3.2) 
Im[x*, y] = 0 * Im[x*, y]a Im[x*, y]i 2 0, (3.3) 
[x*, ylrc = 0, Ic = 0,l =+ [x*, y] = 0. (3.4) 
Proof Observe that 
Ilx* + (~~11~ = llx*l12 + 2Re@]x*,yl) + 14211~112~ (3.5) 
lb* + ~1~11: = ll~*IIi + 2ReWx*, yl,d + 14211~11~~ k = O,l, (3.6) 
for Q E IM. In order to prove (3.2) let us assume that Re[x*, y] = 0. Then 
the assumption Re[x*, y],, Re[x*, y]i > 0 (say without loss of generality 
Re[x*,y]a < 0 and Re[x*,y], < 0), together with (3.5), (3.6), leads to a 
contradiction to (3.1) for small cy > 0. Similar reasoning with Q = i,B, 
where ,0 E W has small modulus, proves (3.3). Finally, the assumption 
that (3.4) is violated leads to a contradiction to (3.1) due to the relations 
(3.5) and 
lb* + QYIILX = 1 + 0(]Cq2) 
for o E lK as 0 -+ 0. W 
We only need to consider in more detail the case 
((x*110 = llx*l(l = 1. (3.7) 
For, if (3.7) does not hold, e.g., if ]]x*])c = 1 and ]]x*))i < 1, then x* is a 
local maximum of the function 
f(x) := g, 0 # x E x. 
According to the following lemma, x* must be a global maximum, and (1.6) 
then follows by taking t = 0 to obtain the minimum on [0, I]. 
LEMMA 3.2. Let X be a vector space over the field iK with scalar pro- 
duct (., .) and let b : X x X + K be a Hermitian form. Let f be defined by 
b(x, x) f(x) := (x,x) 1 O#XEX. 
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For 0 # x* E X the following statements are equivalent: 
(1) f has a global maximum at x* 
(2) For each x E X the function g(a) := f(x* + ax), defined for (Y E R 
with x* f cvx # 0, has a local maximum at cy = 0. 
(3) IfO#XEX and (x*,x) = 0, then b(x*,x) = 0 and f(x) 5 f(x*). 
Proof. It is clear that the second statement is a consequence of the 
first. Assume now condition (2) to hold. Choose any x # 0 satisfying 
(x*, x) = 0. For Q E K with x* $ ox # 0 the following identity holds: 
f(x* + ax) - f(x”) 
= 2Re[Eb(x*, x)( x*,x*)1 + 142F-k4(~*,~*) - b(z*,x*)(x,x)l. 
(x*,x*)(x* + ax, 2* + ax) 
(3 *) 
Since f(x* + ox) 5 f(x*) f or cy small enough, we first conclude 1 1 
Re[??b(x*,x)] 5 0 for ]a] small and hence b(x*, x) = 0. But then also 
b(x,x)(x*,x*) - b(x*,x*)(x,x) 5 0 
is seen to hold, i.e., f(x) 2 f(x*). 
In the last step of the proof we show that statement (3) implies (1). An 
immediate consequence of the identity (3.8) is that f(x* + x) 5 f(x*) for 
each x satisfying (x*, x) = 0, x* + x # 0. Let y # 0 be any element in X. 
Then y can be written as y = px* + x with (x*,x) = 0. If p # 0 then 
f(y) = f(PY> = f(x* + P-lx) 2 f(x*) 
Fo;lr;; we have already shown, and if /3 = 0 then f(y) = f(x) I f(x*) 
W 
Let A,+ denote the positive definite Hermitian mappings defined on X 
by 
[xc, YIP = [A/xx, yl, X,Y E x7 k = 0,l. 
Note that (3.7) implies the orthogonality 
[x*, Aox* - AIs*] = 0. 
LEMMA 3.3. Suppose that (3.1) and (3.7) hold. Then 
x* E span{Aex*, Alx*}. 
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Moreover, [AoAlz*, cc*] E R and 
[AoAlz*, x*] I llA~~*l12, k = 0,l. 
Proof. (3.4) in Lemma 3.1 implies ZE* E span{AOZ*, Alx*}. In order 
to prove the second assertion let 
x1 = Aox* - Alx* 
Since 
Pox*, xl] = IIAox* II2 - Pox*, AIX*], 
[AIx*,xI] = [Ax*, Aox”] - ll&x*112, 
we have Im[Ao5*,Zi] = Im[Aiz*,zr]. From [~*,zi] = 0 together with 
(3.2), (3.3) we obtain 
and 
Im[AOZ*, Alz*] = Im[AgZ*, zi] = Im[AiZ*, xi] = 0, 
(IIAox* II2 - [Aox*, Alz*]) . ((IA~x*ll~ - [Aox*, AI%*]) 2 0. 
Now the assertion follows from the Cauchy-Schwarz inequality. 
In the following proposition, which provides the existence of a t, E [0, l] 
minimizing the right-hand side in (1.6), we exclude the case Aox* = A~Z*. 
This will be discussed in the proof of Theorem 3.5. 
PROPOSITION 3.4. Suppose that (3.1) and (3.7) hold. Let Aox* # 
A~x*. Then there exists a unique t, E [0, l] satisfying 
At,x* = p-2x+, 
where p = 11x*)) and At = (1 - t)Ao + tA, . 
Proof. Due to Lemma 3.3 there are cya, al E I16 with 
Z* = Q~A~x* + CY~A~X*, 
implying ,B2 = (~0 + (~1 > 0 and 
[A;x*, z*] 
[AoAI~*, x*] 
FIG. 2. Illustration for Proposition 3.4 and the proof of Theorem 3.5. 
This together with the second part of Lemma 3.3 yields a0 2 0, a1 2 0, 
and setting t, = cvi/(oc + oi), we obtain the desired result. ??
Now we are ready to present the main result of this section. Note that 
Figure 2 corresponds to Proposition 3.4 and to the first step of the proof 
of 
THEOREM 3.5. For finite-dimensional X and positive definite [., .I, 
[., .]k, k = 0, 1, Equation (1.6) holds. 
Proof. 
(1) Let us first suppose that the nullspace N(Ao - Al) of A0 
trivial. Assume that (3.1) holds for x* E X. As already noted, 
suppose (3.7) to hold. In order to prove 
sup 11x11 = 
sEX,ll2ll,,,,,<i 
- A1 is 
we can 
with t, taken as in Proposition 3.4 [note that x1 = (A0 - Al)z* # O], for 
arbitrary 0 # x E X, we will discuss the two cases, x $ N := {y E X : 
[y,xi] = 0) and x E N. 
(i) Let M := span{x*,x}, and let P : X -+ M be the orthogonal projec- 
tion of X onto M with respect to [., .I. Let us suppose that x $ N, or 
equivalently, that PAox” and PAlz* are linearly independent. Then 
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Ek = {Y E M : ll?/llk = I}, k = O,l, 
which intersect in the point CC*, have nonparallel normals. In this 
case there exists an xo E Eo n El which is linearly independent 
of z*, and evidently jlxcjl < 11x*)). Because &x* = ~)x*~)-~x* and 
dim M = 2, z* is a global extremum point of 11 . II with respect to 
the restriction y E M, Ilvllt* = 1. This must be a global maximum 
point with respect to the same constraint. From this we deduce 
114I/II4lt* 5 Ilx*lI. 
(ii) If x E N, then x, = x + EZ~ # N for E > 0; hence (i) implies 
ll~Ml~~ Ilt, 5 Ix* II and th e assertion follows by letting .E -+ 0. 
(2) Finally we consider the case N(Ao - Al) # (0). For c > 0 small 
we have N(Ao,~ - Al) = {0}, where Ao,~ := A0 + EI and I denotes the 
identity map on X, with corresponding norm Ilx1l0,~ := (11x11~ + c()x)[~)~/~. 
Then the theorem can be established by applying the first part with II . I[o,~ 
instead of 1) . 110, and letting E + 0. ??
3.2. Extension to the General Case 
As a first step we extend the main result by abandoning the condition 
on X to be finite dimensional. 
LEMMA 3.6. Equation (1.6) holds for arbitrary spaces X and positive 
definite [., .], [., .]k : X x X -+ R, k = 0,l. 
Proof For given E > 0, we choose for each t E (0, l] an element zt such 
that 
IIQII = 1, Ilxtllt I F(t) + E, 
where F is as in (1.5). Next find a & > 0 so that 
Is-t1<st =s Is - 4 . ~11~4~ - lhllo2( < fz2. (3.9) 
We choose a finite number of points tl, . . . , t,, such that the corresponding 
intervals determined by the left-hand side in (3.9) cover [0, 11. Let 
X, := span{xt,, . . , xt_}, 
Fn(t) := zEX,ff/,=1 IbAIt7 t fz PT 11. 
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From the identity 
1141: = II& + (t - 4(ll4G - II4I:)T z E x, s, t E [O, 11, 
and (3.9) it follows that 
CL(s) I IIQjIltj + f, SE[O,l], ]s-tj]<S+j=l)..., 72. 
Furthermore 
Since (1.6) holds for X, instead of X, we have 
Since E > 0 was arbitrary, we finally obtain 
The reverse inequality is trivially true. 
In a further extension step we weaken our assumptions on the Hermitian 
forms [., .I, [., .]k, k = 0, 1, and assume them to be positive semidefinite only, 
but first assume that they are equivalent in the sense that for some y > 0 
we have 
PII~II I ll4lk I Yll4I, z E x, k = 0,l. (3.10) 
If ]I . (I is not a norm, we introduce the quotient space Y = X/N, where iV 
is the linear subspace defined by 
N := {x E X : ((zl/ = 0). 
Under the assumption (3.10), N is also the space where I] . Ilk, k = O,l, 
vanish. Therefore, the quotient-space norms generated by all these semi- 
norms correspond to inner products. Not changing the notation for the 
quotient-space norms, it is easy to see that equality in (1.4) holds if and 
only if 
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We have proved the following 
LEMMA 3.7. If (3.10) holds for positive semidefinite [., .] and [., .]k, 
k = 0, 1, then (1.6) holds. 
In the last step we show that the condition of equivalence is not needed. 
LEMMA 3.8. Let the Assumption 1.1 hold. Then (1.6) holds. 
Proof 
(1) We show first that (1.6) holds if there exists a finite M > 0 with 
For this we define the seminorms 
12lk = (Ml; + 11~112)1’27 ZEX, k=O,l. 
Then (3.10) holds with 1. Ik instead of 11. I/k, k = 0, 1, and therefore equality 
in (1.4) holds. The assertion follows from the observation 
(2) In the general case, for .C > 0 we introduce the seminorm 
14 = (11412 + f2114102 + E211”llfy2> x E x. 
Evidently Ix), 2 ~JIx(lk, k = O,l, and, by part (1) of this proof, (1.6) holds 
with ( . IE instead of (( . (I. Th e result then follows from the inequalities 
sup 11511 I min sup llxll ~EX,ll~lltIXAX~l olt<l zEXJrjJt<l 
5 min 
WC1 zEX,llrllt<l sup I4 = sEX pp l4c 
’ 
III&WI1 
I sup l/XII + 26. 
~EX,llsllnl,xll ??
The authors want to express their gratitude to Frank Uhlig and to the 
referees for their valuable comments. 
Note added in proof. We thank our colleague Peter Jonas for kindly 
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pointing out to us that Theorem 2.2 is covered by T. Bayasgalan, Acta 
Math. Hung. 57 (1991), 7-9. 
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