The Armington substitution elasticity is a key parameter for trade-policy analysis. We estimate short-and long-run Armington elasticities for 309 manufacturing industries at the four-digit Standard Industrial Classification (SIC) level over the period 1989-1995. Our estimation results offer a comprehensive, disaggregated, and up-to-date set of Armington elasticities. On average, long-run estimates are approximately two times larger than the short-run estimates, which is important since long-run estimates are more appropriate for most trade-policy analysis. Also, statistically significant differences exist within most three-digit SIC categories, which highlights the importance of estimation at a disaggregated level.
Introduction
Using economic models to evaluate changes in trade policy generally requires the conversion of policy changes into price effects. Model analyses use these price shifts to determine how policy is expected to affect output, employment, trade flows, economic welfare, and other variables of interest. The direction and magnitude of a trade-policy change on individual variables depends on the size of the shock as well as the behavioral relationships present in the economy. When evaluating policy shifts within an economic model, these behavioral relationships largely take the form of elasticities reflecting the responsiveness of one set of variables to a change in a second set. For example, trade policy often takes the form of a change in the relative price of traded goods and domestic sales. As a result, a key relationship for model analysis is the degree of substitution between imported and domestic goods due to changes in the relative price of those two goods, commonly known as the Armington elasticity. 2 The role of the Armington assumption is quite important in the international trade literature on a number of points. First, the magnitude of the trade-substitution elasticity is important in the debate regarding the "border effect." International borders are apparently reducing trade flows among countries (McCallum, 1995) , but the extent depends on the degree of substitutability between domestic and imported goods. 3 Second, Armington elasticity estimates are a key variable in testing Grossman and Helpman's "Protection for Sale" model. In order to test whether this model yields predictions consistent with the data, Gawande and Bandyopadhyay (2000) and Goldberg and Maggi (1999) rely on import-demand elasticity estimates from the literature.
Finally, the Armington elasticity plays a key role in applied modeling that is often used to assess ex ante economy-wide impacts of policy changes, such as tariffs and taxes. Indeed, applied partial-and general-equilibrium models used to examine trade policy are almost universally sensitive to trade elasticities. While the Armington assumption considerably simplifies the task of parameterizing a multi-region trade model, the trade-substitution elasticity is a key behavioral parameter that drives the quantitative, and sometimes qualitative, results used by policymakers. 4 Knowledge of these elasticities is important for computable-general-equilibrium (CGE) policy modeling, because the degree to which a policy change will affect a country's trade balance, level of income, and employment depends on the magnitude of the elasticity used in the model.
Since results of trade-policy analysis using static computable models are generally interpreted as the long-run effects of policy changes, we attempt to extract the long-run estimates from the data. Of the 309 elasticity estimates obtained at the four-digit U.S. Standard Industrial Classification (SIC) level, 5 277 short-run estimates were statistically significant and of the correct sign, and of the 118 long-run estimates, 83 were statistically significant and of the right sign. This paper provides the most comprehensive and disaggregated set of Armington elasticity estimates to date.
The paper is organized as follows. The next section provides an overview of previous work in this area, Section 3 presents the empirical model, and Section 4 describes the data used in the estimations. The econometric methodology and results are presented in Section 5. Section 6 provides a discussion of the comparability of estimates in the literature and possible reasons for discrepancies, and offers directions for future research.
Context
Comprehensive industry-level estimates of Armington elasticities have appeared intermittently over the last few decades. Four well-known studies for U.S. imports include Stern, Francis, and Schumacher (1976) , Shiells, Stern, and Deardorff (1986) , Reinert and Roland-Holst (1992) , and Shiells and Reinert (1993) . These papers focus on industry-level detail at the two-or three-digit SIC level.
One of the first systematic studies to provide import-demand elasticities for the United States was carried out by Stern et al. (1976) . This study offers "best estimates" of U.S. import-demand elasticities for 28 industries at the three-digit SIC level. Rubber products, wearing apparel, metal products excluding machinery, and transport equipment were among the sectors found to be "extremely import sensitive," while food, beverages, textiles, tobacco, machinery including electrical machinery, and iron and steel were classified as "moderately import sensitive." The wood and paper products industries were considered "import inelastic." Shiells et al. (1986) estimated trade-substitution elasticities using a simple stockadjustment model with annual data from 1962 to 1978 for 163 disaggregated industries. The authors obtained statistically significant Armington elasticities for 122 of the 163 sectors. Their estimates compared adequately with previous estimates from Stern et al. Shiells and Reinert (1993) disaggregated U.S. imports into those from NAFTA members and those from the rest of the world (ROW). Using quarterly data over 1980-1988, they obtained estimates for 128 mining and manufacturing sectors. Elasticities were estimated according to three specifications: (i) generalized-least-squares using a Cobb-Douglas price aggregator; (ii) maximum-likelihood estimation using a CES price aggregator; and (iii) simultaneous equation estimation using a Cobb-Douglas price aggregator and a distributed lag model. Shiells and Reinert found the estimates to be relatively insensitive to shifts among the three estimation procedures.
Reinert and Roland-Holst (1992) estimated Armington elasticities for 163 U.S. mining and manufacturing sectors. They obtained significant estimates for approximately two-thirds of the three-digit SIC industries using quarterly data from 1980 to 1988. These elasticity estimates are among the most widely cited estimates in the literature; however, they are now over a decade old.
While the aforementioned papers provide valuable estimates of trade-substitution elasticities, they do not consider explicitly the long-run aspect of applied partial-and general-equilibrium modeling. In this paper, we estimate Armington elasticities for 309 industries at the four-digit SIC level over the period 1989-1995. Where appropriate, we employ techniques to extract the long-run estimates that are relevant to applied policy modeling.
The empirical model
A key feature of the Armington (1969) approach to demand is the assumption that consumers distinguish products by their source. The product-differentiation model is now widely used in empirical international trade studies, in which consumers are assumed to differentiate between domestic goods and their imported substitutes. 6 The Armington elasticity, estimated below, describes the ease of substitution between domestic goods and imports.
The elasticity of substitution between home goods and imports can be derived from a familiar two-stage budgeting process. 7 From an economy-wide perspective, a representative consumer has a well-behaved utility function defined over composite goods (C), which contains imported goods (M) and domestic goods (D). In the first stage, a representative consumer allocates total expenditures to different product categories. In the second stage, a representative consumer allocates expenditures within each group between D and M, taking relative prices as given. The Armington specification can be represented by the following CES functional form for the composite good:
where σ represents the constant elasticity of substitution between domestic and import goods, and α and β are calibrated parameters in the demand function. We follow the standard assumptions of a well-behaved utility function and continuous substitution between M and D. Also, the assumption of weak separability of product categories in the utility function means that the allocation of expenditures to goods within an industry group is conditional on the level of spending on this group. Then, an optimization of the second-stage, sub-utility function yields a ratio of imports to domestic goods that is a function of the ratio of domestic prices to import prices: 8
where prices are multiplicative. This first-order condition equates the rates of substitution and relative prices, and the Armington elasticities can be estimated for disaggregated commodity categories. 9 This first-order condition can be conveniently rewritten as the base equation used in the estimations:
where 
Data
Four data series are required to operationalize Eq. (3): real imports, domestic sales of domestically produced goods, and the prices of those two groups of goods. The data are monthly, covering the period January 1989 to December 1995, and the analysis is generally defined at the four-digit level of the U.S. SIC.
Real import quantities and prices
Real import quantities and prices are constructed from Department of Commerce data defined at the 10-digit level of the U.S. Harmonized Tariff Schedule (HTS). One of the main difficulties associated with this level of detail is to aggregate these data to the four-digit SIC level. A concordance compiled by the U.S. Department of Commerce was used to match the detailed 10-digit HTS lines to 4-digit SIC categories. Both customs value (CV) data and units of quantity were collected to construct real import series. When the detailed trade series are grouped by four-digit SIC category, the quantity units across trade categories are often not identical. For those industries, we constructed real import series, using a Laspeyres index with a 1992 base year as follows. 11 Let m it represent the monthly import quantity of 10-digit HTS industry i in time period t and v i represent the 1992 average monthly unit value of industry i. The real import series is calculated as: M t = i v i × m it . The price series were calculated by deflating this series by the customs values of the 10-digit import categories for which quantity data were available to construct the quantity series for each SIC category, p m it = i CV i /M it . The final step to calculate the real import series used in the estimation was to normalize the import quantity series so that the average monthly 1992 value of M t equals 1.0. This series was then multiplied by the 1992 average monthly value of imports to obtain a series of the same magnitude in 1992 as the value of imports for that SIC category.
Domestic sales and price data
The more challenging series to construct were domestic sales of domestically produced goods (D t ). Domestic sales represent the net of total domestic production (Q t ) less exports (X t ), D t = Q t − X t , and each of those variables was individually constructed.
Total domestic production was constructed using the following approach. 12 First, for each four-digit SIC category, 1992 average monthly shipment values were calculated from annual total shipments (s t ), obtained from the Annual Survey of Manufacturers published by the U.S. Census Bureau (various years). Next, monthly industrial production indices at the four-digit SIC level were collected from the Federal Reserve Board of Governors (BOG) 13 and normalized so that the 1992 monthly average equals 1.0, called ip t . Of the 309 SIC categories used for the estimations, 143 BOG industrial production series directly corresponded to the four-digit SIC categories and 166 series required mapping to an alternative SIC category. 14 Domestic production was calculated as the product of this normalized series and the 1992 monthly average value of production (s t ), that is, Q t = s t ip t .
Real monthly exports were constructed using the same procedure as imports, a Laspeyres' index of usable 10-digit export categories. Let x it represent the monthly export quantity of 10-digit HTS series i in time period t and let z i represent the 1992 average monthly unit value of product i. The real export series is calculated as: X t = i x i x it . As before, the order of magnitude is established by normalizing real exports so that the average monthly 1992 quantity is 1.0. This series is then multiplied by the 1992 average monthly value of exports for that SIC category to X t . 15 Finally, real domestic sales of the domestically produced goods are calculated as the difference between the constructed monthly domestic production and monthly exports.
Prices of domestically produced goods were proxied using the producer price indices (PPI) available from the Bureau of Labor Statistics. Prices used in construction of the PPI are generally ex-factory which applies to the first significant commercial transaction in the United States. The classification system corresponds to commodity lines, and products were grouped by similarity of end-use or material composition and were seasonally adjusted. Price series were generally identifiable for four-digit SIC industry levels from January 1989 to December 1995. Out of the 309 SIC categories, 287 PPI series corresponded directly to the four-digit SIC. As with the industrial production data, the method used to select a replacement for the remaining series was to use the closest available product category at the five-or three-digit level. 16 A three-way concordance between SIC codes, industrial production series, and pricing proxies was constructed from the most disaggregated series available. In the event that data series were not available at the four-digit level, data were constructed from concorded data to the three-or four-digit level. 13 Unpublished series were kindly provided by Charlie Gilbert of the BOG; public data were downloaded from http://www.bog.frb.fed.us/releases/download.htm. 14 In instances where no four-digit SIC series were available, a three-digit SIC-coded BOG industrial series was substituted for the unavailable four-digit SIC series. For example, the BOG series I20300, 'canned and frozen foods,' corresponds to the three-digit SIC 203. Since no four-digit SIC disaggregation is available for BOG series I20300 from either published or unpublished data, we chose to match that BOG series for all SIC codes under 203 estimated at the four-digit level. For the following four-digit SIC codes, BOG series I20300, 'canned and frozen foods,' was used: 2032 'canned specialties,' 2033 'canned fruits and vegetables,' 2034 'dehydrated fruits, vegetables, and soups,' 2035 'pickles, sauces, and salad dressings,' and 2037 'frozen fruits and vegetables.' 15 The average monthly export values were calculated using all 10-digit HTS lines, whether or not they were included to construct the index of real exports. 16 A replacement series was used for the remaining 22 series. For example, for SIC 2273 'carpets and rugs,' no PPI series was available that corresponded at the four-digit SIC level. In this case, we used the PPI series corresponding to five-digit SIC 2273.1 'aircraft floor coverings except rubber or plastics.' For SIC 3492 'fluid power valves and hose fittings,' no close four-or five-digit PPI series was available, so the three-digit corresponding series for SIC 349 'miscellaneous fabricated metal products' was used. Of the 22 substituted series, 6, 7, and 9 series were substituted at the two-, three-, and five-digit level, respectively.
Econometric methodology

Specification
An assumption in comparative-static modeling is that prices and quantities adjust instantaneously to a given exogenous change. However, adjustment actually may take some time, perhaps due to factors such as consumption patterns, trade in intermediate goods, and existing inventory levels. Therefore, we attempt to allow for time of adjustment in the estimation procedure. Accordingly, the estimation technique of Eq. (3) was determined by the time-series properties of the quantity and pricing series.
The weighted symmetric test is used to determine the order of integration of the two series used in estimating Eq. (3), the ratio of domestic sales to imported goods, and the corresponding relative prices. 17 When series were found to be integrated of order one, or I(1), tests for second-order integration were easily rejected. Therefore, each series was either stationary [I(0)] in log-levels or in first-differenced form.
A group of non-stationary time series is cointegrated if a linear combination of them is stationary; that is, the combination does not have a stochastic trend. We tested for a long-run, stationary relationship between the ratio of domestic goods and imports, and the relative price ratio for each SIC series using the Engle-Granger technique. The Engle-Granger test is only valid if all the cointegrating variables are I(1). Accordingly, this test was performed only when both the ratio of domestic goods and imports, and the relative price ratio, were I(1). The cointegration results allowed us to determine whether a single-equation error-correction model would be an appropriate specification for each series. 18 A three-step procedure was used to select the model that would generate, when possible, long-run elasticity estimates.
First, for industries having stationary log-level data, a parsimonious geometric lag model was estimated because it can be used to easily extract both short-and long-run elasticity estimates. 19 In these cases, Eq. (3) was operationalized as:
where y and x are the goods and price ratios, respectively, and u t represents an iid error term. Long-run elasticity estimates can be estimated as a 1 /(1 − a 2 ) if 0 < a 2 < 1; otherwise the reported elasticities are a 1 . Second, when the data for an SIC were both I(1) and cointegrated, a single-equation error-correction model of the following form was estimated to extract the long-run elasticity estimates:
where y t = y t −y t−1 and u t represents an iid error term. Eq. (5) is a form of the unrestricted version of the error-correction mechanism (ECM) model associated with Hendry, Pagan, and Sargan (1984) . This model allows the short-and long-run responses of demand with respect to price to be determined completely by the data. 20 Specifically, short-run elasticity estimates are (a 1 ) and long-run elasticity estimates are (−a 3 /a 2 ). Finally, when both series were I(1) and not cointegrated or when only one series was stationary, the variables were first-differenced for stationarity and the following model was estimated:
where a 1 is the (short-run) Armington elasticity. Estimates from this equation do not yield long-run values. Monthly dummies are also added to each regression. Table 1 reports the estimation results with the short-run and, where possible, long-run elasticities. The estimated equation is reported in the second column. 21 Of the 309 sectors estimated, 277 had positive short-run elasticity estimates that were significant at the 10% level, and 83 of the 118 long-run estimates obtained were positive and significant. The average short-run elasticity estimate is 0.95, with a range between 0.15 and 4.85. The average long-run elasticity estimate is 1.55, with a range between 0.52 and 4.83. The long-run estimates were up to roughly five times larger than the short-run estimates, and on average, about twice as large as the short-run elasticities.
Results
In reviewing the long-run estimation results, some of the most import-sensitive sectors appear to be luggage, plastic materials and resins, photographic equipment, paperboard boxes, malt beverages, and softwood veneer and plywood. A few of the least import-sensitive sectors included brooms and brushes, petroleum and coal products, house furnishings, in vitro and in vivo diagnostic substances, and food containers. We do not analyze formally the determinants of these elasticities in this paper.
Rough comparisons between these long-run estimates and those reported by Reinert and Roland-Holst reveal that the long-run estimates reported here are generally larger. 22 While the long-run estimates are larger than the short-run estimates, they are still smaller than those often used in applied modeling work (Harrison, Rutherford, & Tarr, 1996) .
One possible concern with our elasticity estimates is that they are estimated with highfrequency monthly data. In order to consider whether lower frequency data more truly reflect long-run responses to trade-price changes, we aggregate our monthly data up to quarterly data and then re-estimate the elasticities. 23 The results show no systematic bias and we find that our estimates based on monthly data are not sensitive to the frequency of the data. 20 Johnson et al. (1992) employ this error-correction modeling technique to estimate short-and long-run elasticities for Canadian consumption of alcoholic beverages. 21 Note that the price series in Eq. (2) is inverted, thus, the elasticity estimates are positive. 22 While Reinert and Roland-Holst estimated at the three-digit SIC level and we estimated at the four-digit SIC level, a rough comparison was plausible for 50 sectors. The long-run estimates reported here were greater in 42 of the 50 cases reported by Reinert and Roland-Holst. This suggests that the long-run estimates presented in this paper should be used in place of existing short-run estimates. A table of these comparisons is available upon request. 23 We examined this point thanks to comments from an anonymous referee. 
Within-sector variation
In order to examine the relevance of estimation at the four-digit SIC level over the three-digit level, we conduct common means tests within three-digit SIC levels to determine how comparable elasticities are within the same broadly defined industries. Theory is ambiguous on the question of whether the demand response to price changes for intermediate goods should reflect that for finished goods. This issue arises in applied work, because modeling exercises often pertain to a detailed product category. However, lack of data often forces modelers to use the more aggregate estimates as a proxy. Statistically significant differences exist among most of the four-digit SICs within the respective three-digit SIC category. Only the statistically significant estimates were tested. For example, consider SIC 281. The null hypothesis that the difference between estimated elasticities for SIC 2812 and SIC 2813 is not statistically significant was rejected; hence, the difference between elasticity estimates SIC 2812 and SIC 2813 was found to be statistically significant. For 367 of the 416 means tests conducted on short-run elasticity estimates, the null hypothesis that the elasticity estimates within the same three-digit SIC were not statistically significantly different was rejected. Similarly, the null hypothesis was rejected for the 25 of the 27 means tests conducted on the long-run estimates. 24 Our long-run estimates are generally higher than those obtained by other authors who use time-series estimation techniques to directly estimate import price elasticities. For example, our estimates tend to be higher than those obtained by Blonigen and Wilson (1999) , who report an average elasticity across 146 sectors of 0.81 and by Reinert and Roland-Holst (1992) , who report a range between 0.04 and 3. Estimates by Shiells et al. (1986) ranged from 0.5 to 6.5 with an average of about 2.5. One clear exception is a recent paper by Erkel-Rousse and Mirza (2002) who estimate trade price elasticities in a time series framework. Unlike previous studies (including this one), those authors exploit the supply-side considerations using instrumental variables. Their range of estimates is from 1 to 13, broader than comparable studies. On average, our long-run estimates were generally higher than existing short-run estimates, and our set of estimates provides a greater level of disaggregation.
Concluding remarks
This paper provides the most comprehensive and disaggregated set of Armington elasticities to date. The trade substitution elasticity is a key parameter in applied modeling, to which results derived from partial or general equilibrium models prove to be highly sensitive. Because most applied modeling exercises attempt to estimate the long-run effects of a policy shock, we attempt to extract the long-run relationships from the data when possible. On average, the long-run estimates are twice as large as the short-run estimates, and overall up to five times larger than the long-run estimates. One of the most useful aspects of the econometric estimates in this paper is that they offer guidance on the relative ease of substitutability across sectors. We find statistically significant differences within most three-digit SIC industries. Since much of applied-trade-policy analysis is conducted at the disaggre-gated product level, our results highlight the importance of obtaining elasticity estimates at the most disaggregated level that the data allow.
Challenges remain in determining these key parameters. The literature is scarce on a number of issues that would affect applied modeling exercises, such as whether country-specific characteristics or the composition of trade affect the degree of substitutability. One important extension of this literature is an analysis of determinants of these elasticities across industries. Blonigen and Wilson (1999) analyze whether product, industry, and political characteristics between domestic and import goods are related to systematic differences in Armington elasticities across U.S. industries. Our estimates at a relatively detailed level of disaggregation should provide researchers opportunities for future work.
