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ON q-ANALOGS OF SOME INTEGRALS OVER GUE
PRAVEEN S. VENKATARAMANA
Abstract. Statistics over the Gaussian unitary ensemble and the Wishart ensemble of
random matrices often have nice closed-form expressions. These are related to multivariate
extensions of the Hermite, Laguerre, and Jacobi polynomials, which often occur in the study
of these ensembles.
In the paper, we develop a formal q-analog of the Gaussian unitary ensemble, using q-
Hermite polynomials and coefficient extraction instead of integration. This way we derive
q-analogs for many well-known eigenvalue statistics. One of these is related to the Harer-
Zagier formula, which uses a matrix integral to count the number of unicellular maps on n
vertices by genus.
1. Introduction
The classical orthogonal polynomials play a vital role in both pure and applied mathemat-
ics. Recent developments in random matrix theory, combinatorics and mathematical physics
have motivated a study of analogous polynomials in more than one variable.
The multivariate Hermite, Laguerre, and Jacobi polynomials have been fairly well studied
in the last several decades. The Schur polynomials, which generalize the monomials, have a
much deeper history, going back to Cauchy. These polynomials are related to the Gaussian
unitary ensemble and the Wishart ensemble, and we often get simple closed-form expressions
for statistics of these ensembles. These expressions have been analyzed in terms of Cherednik
operators, which are special differential-difference operators on symmetric functions.
We believe that these simple expressions show up because the classical polynomials are
special cases of hypergeometric functions. So a direction for further research would be to look
at the Askey scheme of hypergeometric orthogonal polynomials. Koekoek and Swarttouw
showed that these polynomials are simply limits of Askey-Wilson polynomials.
In this paper, we begin exploring this subject by looking at q-analogs of formulas involving
the most famous and highly structured random matrix ensemble, the Gaussian Unitary
Ensemble, which is remarkable in part because it is possible to represent exact moment
formulas so readily. The key univariate idea is that integration with respect to the normal
distribution is a linear operator that is naturally orthogonalized in terms of the Hermite
polynomials. In this paper, I extend this idea to q-Hermite polynomials. We can define
q-analogs of the multivariate Hermite polynomials, and indeed any orthogonal polynomials,
through a determinant construction reminiscent of the definition of Schur polynomials. Upon
doing so we derive identities for moments of the q-GUE.
Curiously, there are problems in map enumeration that are solved by integration over en-
sembles of tridiagonal matrices that generalize the Gaussian unitary ensemble. For example,
in 1986, Harer and Zagier derived a formula for counting one-face maps, which essentially
amounts to computing moments of power sums over the GUE [1]. Theorem 5 in this paper
is a similar closed-form expression for moments of power sums over the q-GUE. We believe
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that these results can be refined by substituting the Hermite polynomials with more general
orthogonal polynomials, such as the q-analogs and the Askey scheme. For one thing, we
believe that the Harer-Zagier formula for the number of number of unicellular maps has an
analog in this general setting.
2. Definitions
In this paper, we mainly work over extensions of the field Q(q). We define two q-analogs
of the integers:
[n]q = 1 + q + q
2 + · · ·+ qn−1
[n]q2 = 1 + q
2 + q4 + · · ·+ q2n−2
There are also natural equivalents of the factorial function and the binomial coefficients:
[n]!q =
n∏
i=1
[i]q
[n]!q2 =
n∏
i=1
[i]q2
[n
k
]
q
=
[n]!q
[k]!q[n− k]
!
q
[n
k
]
q2
=
[n]!q2
[k]!q2 [n− k]
!
q2
and four important formal power series:
e(x, q) =
∑
n≥0
xn
[n]!q
e(x, q2) =
∑
n≥0
xn
[n]!q2
E(x, q) =
∑
n≥0
xnqn(n−1)/2
[n]!q
E(x, q2) =
∑
n≥0
xnqn(n−1)
[n]!q2
It follows from the well-known q-binomial theorem that:
e(x, q)E(−x, q) = e(x, q2)E(−x, q2) = 1
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3. Hermite and Shadow Hermite Polynomials
The Hermite polynomials often show up when working with the GUE, and there are
many ways to define it. For example, in quantum physics, particularly in the analysis of
the Calogero-Sutherland model [4], they show up as eigenvectors of certain second-order
differential operators. In this paper, we approach them purely formally, using operator
calculus. We define the nth Hermite polynomial Hn(x; q) of scalar argument as follows:
Definition 1.
Hn(x; q) = E(−D
2
q/(1 + q), q
2)xn
When q = 1, we have E(−D2q/(1 + q), q
2) = e−
1
2
d2
dx2 , so that Hn(x; 1) are the classical
Hermite polynomials of scalar argument. We now define these same Hermite polynomials
coefficientwise, as in [1]:
Lemma 1. Let Mq(n) = [n]q[n− 2]q[n− 4]q . . . . Then:
Hn(x; q) =
n/2∑
k=0
(−1)k(q2)k(k−1)/2
[ n
2k
]
q
Mq(2k − 1)x
n−2k
Proof. Observe that:
[k]q2 = (1− q
2k)/(1− q2) = [2k]q/[2]q so that:
(D2kq )x
n/[k]!q2 =
[n]q[n− 1]q · · · [n− 2k + 1]q
[k]q2 [k − 1]q2 · · · [1]q2
xn−2k
=
[n]!q(1 + q)
k
[n− 2k]!q[2k]q[2k − 2]q...[2]q
xn−2k =
[n]!qMq(2k − 1)(1 + q)
k
[n− 2k]!q[2k]
!
q)
xn−2k
=
[ n
2k
]
q
Mq(2k − 1)(1 + q)
kxn−2k
Hence:
n/2∑
k=0
(−1)k(q2)k(k−1)/2
[ n
2k
]
q
Mq(2k − 1)x
n−2k =

 n/2∑
k=0
(−1)k(q2)k(k−1)/2
(D2q/(1 + q))
k
[k]!q2

 xn
= E(−D2q/(1 + q), q
2)xn

Since the operator E(−D2q/(1 + q), q
2) is a polynomial in Dq, it commutes with Dq, and
we can see that:
DqHn(x; q) = E(−D
2
q/(1 + q), q
2)Dqx
n = E(−D2q/(1 + q), q
2)[n]qx
n−1 = [n]qHn−1(x; q)
Lemma 4.11 in [1] states that the Hermite polynomials satisfy a three-term recurrence:
Hn+1 = xHn − q
n−1[n]qHn−1
By Favard’s theorem, they are orthogonal with respect to an inner product 〈·, ·〉q in which the
multiplication map f(x, q) 7→ xf(x, q) is self-adjoint. In particular, we have the following:
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Lemma 2. Define a linear functional L : (Q(q))[x] → Q(q) by L(Hn) = 1 if n = 0, and
L(Hn) = 0 for all other n. Then:
L(HnHm) = q
(n2)[n]!qδn,m
Proof. Let F be the algebraic closure of Q(q), and choose square roots of q and [n]q, for
every n. Let hn(x; q) be polynomials in x with coefficients in F defined by h0 = 1 and:
xhn(x) =
√
qn−1[n]qhn−1(x) +
√
qn[n+ 1]qhn+1(x)
Define a bilinear form B : F [x] × F [x] → F by B(hn, hm) = δn,m. Then it’s clear that
B(p, q) = B(q, p) for any two polynomials p, q ∈ F [x], and:
B(xhn, hm) =
√
qn−1[n]qB(hn−1, hm) +
√
qn[n+ 1]qB(hn+1, hm)
We claim that this is equal to B(hn, xhm). Both these expressions vanish unless |n−m| = 1.
If n+ 1 = m,
B(xhn, hm) =
√
qn[n+ 1]q =
√
qm−1[m]q = B(hn, xhm)
If n − 1 = m, the same argument works, interchanging m and n. By linearity, B(pq, r) =
B(q, pr) for any three polynomials p, q, r ∈ F [x]. In particular, B(hmhn, 1) = B(hm, hn)
Observe that if h˜n(x; q) =
√
q(
n
2)[n]!qhn(q), then h˜0 = 1 = h0, and
h˜n+1 = xh˜n − q
n−1[n]qh˜n−1
so Hn = h˜n for all n. Therefore:
B(HmHn, 1) = q
(n2)[n]!qδn,m
Setting n = 0, we see that B(Hm, 1) = L(Hm). By linearity, B(p, 1) = L(p) for all p in F [x],
so a fortiori,
L(HmHn) = B(HmHn, 1) = q
(n2)[n]!qδn,m .

Thus we can formally define a q-analog of integrating a polynomial with respect to the
normal distribution as follows:
Notation 1. w
Nq
p(x) dx = L(p)
Keep in mind that Nq is not a set, but shorthand for a hypothetical q-analog of the normal
distribution (which is of course equivalent to the standard normal distribution when q = 1).
3.1. The Shadow-Hermite Polynomials. There is a more concrete way to evaluater
Nq
p(x) dx:
Lemma 3. Let p ∈ (Q(q))[x]. Then
r
Nq
p(x)Hk(x; q) dx is q
(k2)[k]!q times the coefficient of
xk in the polynomial e(D2q/(1 + q), q
2)p.
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Proof. We expand p in Hermite polynomials:
p(x) =
∑
anHn(x; q)
Thus:
e(D2q/(1 + q), q
2)p =
∑
ane(D
2
q/(1 + q), q
2)Hn
=
∑
ane(D
2
q/(1 + q), q
2)E(−D2q/(1 + q), q
2)xn
=
∑
anx
n

The coefficient of xk in this polynomial is ak. However,w
Nq
p(x)Hk(x; q) dx =
∑
an
w
Nq
Hn(x; q)Hk(x; q) dx =
∑
anδn,kq
(n2)[n]!q = akq
(k2)[n]!k
By setting k = 0, we obtain the following corollary:
Corollary 1. Let p ∈ (Q(q))[x]. Then
r
Nq
p(x) dx is the constant term of the polynomial
e(D2q/(1 + q), q
2)p.
Thus we can define the shadow Hermite polynomials of scalar argument Sn(x; q) by:
Sn(x; q) = e(D
2
q/(1 + q)x
n
We then have the following:
Sn(x; q) =
n/2∑
k=0
[ n
2k
]
q
Mq(2k − 1)x
n−2k
and when n is even, w
Nq
xn dx = Sn(0; q) = Mq(n− 1)
Since the operator e(D2q/(1+ q), q
2) is a polynomial in Dq, it commutes with Dq, and we can
see that:
DqSn(x; q) = e(D
2
q/(1 + q), q
2)Dqx
n = e(D2q/(1 + q), q
2)[n]qx
n−1 = [n]qSn−1(x; q)
If ℓ > 0 and N > 0, we can also define polynomials that look like the shadow Hermite
polynomials but are missing the first N coefficients:
TN,ℓ(x; q) =
ℓ/2∑
k=0
[
N + ℓ
2k
]
q
Mq(2k − 1)x
N+ℓ−2k
The following elementary properties hold directly from the definition:
(1) TN,ℓ is divisible by x
N .
(2) The polynomial SN+ℓ − TN,ℓ has degree at most N − 1. That is, if TN,ℓ is expanded
in shadow Hermite polynomials, then the coefficients of SN , SN+1, · · · , SN+ℓ−1 are all
zero.
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These polynomials, which we call truncated shadow Hermite polynomials arise naturally in
the multivariate theory, where it is often necessary to look at the coefficient of the shadow
Hermite polynomial Sm(x; q) in TN,ℓ(x; q), where m ≤ N − 1. By applying the operator
E(−D2q/(1 + q), q
2), we see that this is also the coefficient of xm in the polynomial:
T ′N,ℓ(x; q) =
ℓ/2∑
k=0
[
N + ℓ
2k
]
q
Mq(2k − 1)HN+ℓ−2k(x; q)
If N + ℓ and m have different parities, then this coefficient is trivially zero. Otherwise, we
can let N + ℓ−m = 2p. Thus this coefficient is:
ℓ/2∑
k=0
[
N + ℓ
2k
]
q
[
N + ℓ− 2k
2p− 2k
]
q
Mq(2k − 1)Mq(2p− 2k − 1)(−1)
p−kq(p−k)(p−k−1)
=
[
N + ℓ
2p
]
q
ℓ/2∑
k=0
[
2p
2p− 2k
]
q
Mq(2k − 1)Mq(2p− 2k − 1)(−1)
p−kq(p−k)(p−k−1)
=
[
N + ℓ
2p
]
q
Mq(2p− 1)
p∑
k=p−ℓ/2
[p
k
]
q2
(−1)kqk(k−1)
By the q-binomial theorem, however,
s∑
r=0
qr(r−1)
[n
r
]
q2
(−1)r = (−1)sqs(s−1)
[
n− 1
s
]
q2
Therefore, the above coefficient is just:
(−1)p−⌊ℓ/2⌋q(p−⌊ℓ/2⌋−1)(p−⌊ℓ/2⌋−2)
[
N + ℓ
2p
]
q
[
p− 1
p− ⌊ℓ/2⌋ − 1
]
q2
Mq(2p− 1)
Therefore:
TN,ℓ = SN+ℓ+
N+ℓ
2∑
p= ℓ+1
2
(−1)p−⌊
ℓ
2
⌋q(p−⌊
ℓ
2
⌋−1)(p−⌊ ℓ
2
⌋−2)
[
N + ℓ
2p
]
q
[
p− 1
p− ⌊ℓ/2⌋ − 1
]
q2
Mq(2p−1)SN+ℓ−2p
4. Multivariate Orthogonal Polynomials
Let x = (x1, ..., xN). If M is an arbitrary linear functional from Q(q)[x] to Q(q), let Mi
be the linear map from Q(q)[x1, ..., xi, ..., xN ] to Q(q)[x1, ..., xi−1, xi+1, ..., xN ] obtained by
applying M to the ith variable. In other words, if p is a polynomial in N variables, we can
expand it in powers of xi, as follows:
p(x) =
∑
n
rn(x1, ..., xi−1, xi+1, ..., xN)x
n
i
Then:
(Mi(p))(x1, ..., xi−1, xi+1, ..., xN) =
∑
n
rn(x1, ..., xi−1, xi+1, ..., xN )(M(x
n))
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Thus, we can define linear functionals on polynomials in N variables by successively applying
Mi, for i = 1, 2, · · · , N :
Definition 2. For any linear functional M : Q(q)[x] → Q(q),
M (0) = M1M2 · · ·MN = MNMN−1 · · ·M1
M (2)(p) = M (0)
(
p
∏
1≤i<j≤N
(xi − xj)
2
)
= M (0)(pV2)
(For shorthand, we use the symbol V to denote
∏
1≤i<j≤N
(xi−xj).) This definition is useful
because of the following lemma:
Lemma 4. a) Suppose fℓ and gℓ are polynomials in Q(q)[x], for 1 ≤ ℓ ≤ N . Then:
M (0)(det[fj(xk)]
N
j,k=1 det[gℓ(xk)]
N
ℓ,k=1) = N ! det[M(fjgℓ)]
N
j,ℓ=1
b) Suppose fℓ and gℓ are polynomials in Q(q)[x], for 1 ≤ ℓ ≤ N , and CT(h) be the constant
term of the Laurent polynomial h. Then:
CT
(
det[fj(xk)]
N
j,k=1 det[gℓ(x
−1
k )]
N
ℓ,k=1
)
= N ! det
[
CT
(
fj(x)gℓ(x
−1)
)]N
j,ℓ=1
Proof. Let ρs(σ) denote the sign of σ, for σ ∈ SN .
M (0)(det[fj(xk)]
N
j,k=1 det[gℓ(xk)]
N
ℓ,k=1) =
∑
σ,τ∈SN
ρs(σ)ρs(τ)
N∏
j=1
M(fσ(j)gτ(j))
=
∑
τ,γ∈SN
ρs(γ)
N∏
j=1
M(fγ(τ(j))gτ(j)) = N ! det[M(fjgℓ)]
N
j,ℓ=1
The proof of b) is very similar to that of a). 
4.1. Schur Polynomials. We can define a multivariate analog of the basis of monomials,
known as Schur polynomials. These are N -variable polynomials indexed by partitions κ =
(κ1, κ2, · · · , κN), defined by a determinant:
sκ(x1, · · · , xN) =
det(x
κj+N−j
i )
N
i,j=1
det(xj−1i )
N
i,j=1
For example, when κ = (1, 0, · · · , 0), s1(x) := sκ(x) = x1 + x2 + · · ·+ xN . The Schur poly-
nomials are a basis for the set of symmetric polynomials in N variables. More interestingly,
these polynomials obey an orthogonality relation:
Lemma 5. The following holds true, when xj := exp iθj:
1
(2π)N
w
[0,2π]N
sκ(x1, · · · , xN)sλ(x
−1
1 , · · · , x
−1
N )
∏
1≤i<j≤N
|xi − xj |
2dNθ = N !δκ;λ
Proof. The left hand side is just the constant term of the integrand, which evaluates to:
det(x
κj+N−j
i ) det(x
−(λj+N−j)
i )
by the Vandermonde determinant formula. The rest follows from Lemma 5b. 
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In addition, for any sequence {Pn} of orthogonal polynomials in Q(q)[x] we can define a
family of multivariate symmetric orthogonal polynomials in Q(q)[x1, x2, ...xN ]:
Lemma 6. Let {fn}∞n=0 be monic polynomials in Q(q)[x] such that deg fn = n, and let
M : Q(q)[x] → Q(q) be a linear functional such that M(fnfm) = 0 when n 6= m.
a) Define
Fκ(x1, · · · , xN ) =
det(fκj+N−j(xi))
N
i,j=1
det(xj−1i )
N
i,j=1
Then M (2)(FκFλ) = 0, and: κ 6= λ, and:
M (2)(FκFκ) = N !
∏
i
M(f 2κi+N−i)
b) The expansion of Fκ in Schur polynomials contains only those partitions λ whose Young
diagram is contained in κ, and its leading term is 1. In particular, {Fκ} is a basis for the
vector space of real symmetric polynomials.
Proof.
M (2)(FκFλ) = N ! det[M(fκj+N−jfλℓ+N−ℓ)]
N
j,ℓ=1
If κ = λ, the matrix on the right is diagonal with entries M(f 2κj+N−j), and hence its de-
terminant equals
∏
j M(f
2
κj+N−j
). Otherwise, the matrix has a zero column, so it’s singular.
b) By Lemma 5 and Lemma 6,
[sλ]Fκ = det
[
CT(xλj+N−jfκℓ+N−ℓ(x
−1))
]N
j,ℓ=1
If λJ +N−J > κJ +N−J for some J , then the entries of the matrix on the right indexed
by ℓ = N,N − 1, ..., J, j = 0, 1, ..., J are all zero. Thus its determinant is 0. So if [sλ]Pκ 6= 0,
λj +N − j ≤ κj +N − j for all j, so the Young diagram of λ is contained in κ. If λ = κ, the
matrix on the right is the identity matrix, so its determinant is 1. 
4.2. Some more identities. Let x = (x1, ..., xN) as before. This time, let {gn} be arbitrary
monic polynomials of in Q(q)[x] degree n (not necessaily orthogonal), where n = 0, 1, 2, 3, . . . .
Define the corresponding multivariate polynomials:
Gκ(x) =
det(Gκi+N−i(xj)
N
i,j=1
det(xj−1i )
N
i,j=1
Consider the polynomial:
DN,ℓV := G(ℓ)(x, y)·
(
V
N∏
i=1
(y − xi)
)
= det


gN+ℓ(x1) gN+ℓ(x2) · · · gN+ℓ(xN) gN+ℓ(y)
gN−1(x1) gN−1(x2) · · · gN−1(xN ) gN−1(y)
gN−2(x1) gN−2(x2) · · · gN−2(xN ) gN−2(y)
gN−3(x1) gN−3(x2) · · · gN−3(xN ) gN−3(y)
...
...
. . .
...
...
g1(x1) g1(x2) · · · g1(xN ) g1(y)
g0(x1) g0(x2) · · · g0(xN ) g0(y)


We can expand it in y, as follows:
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DN,ℓV = (−1)
N
VgN+ℓ(y) + V
N−1∑
i=0
(−1)igi(y)G(ℓ+1,(1)N−1−i)(x)
where (1)N−1−i means 1 repeated N − 1 − i times. Dividing this equation by V and setting
ℓ = 0, we get:
N∏
i=1
(y − xi) = (−1)
NgN(y) +
N−1∑
i=0
(−1)igi(y)G((1)N−i)(x)
This latter formula is especially useful because it leads to a q-generalization of Wigner’s
famous level density formula.
Theorem 1. Let p ∈ Q(q)[x], M a linear functional and {fi} monic polynomials of degree
i, i = 0, 1, 2, ... such that M(fifj) = 0 when i 6= j. Furthermore, suppose that M(f 2i ) 6= 0 for
every i. Then, if k is an integer between 1 and N ,
M (2)(p(x1) + p(x2) + · · ·+ p(xN ))
M (2)(1)
=
N−1∑
j=0
M(pf 2j )
M(f 2j )
Proof. The proof follows from the identity:
M (2)(p(x1) + p(x2) + · · ·+ p(xN )) = NM
(0)

p(x1) det
(
N−1∑
k=0
fk(xi)fk(xj)
)N
i,j=1


and the Laplace expansion formula. 
Likewise, we can divide by V and set x = 0 = (0, 0, ..., 0) We get the following:
yNG(ℓ)(0, y) = (−1)
NgN+ℓ(y) +
N−1∑
i=0
(−1)igi(y)G(ℓ+1,(1)N−1−i)(0)
In other words, if:
gN+ℓ(y) =
N+ℓ∑
j=0
ajy
j
then
yNG(ℓ)(0, y) = (−1)
N
N+ℓ∑
j=N
ajy
j
This implies the following theorem:
Theorem 2. Let p ∈ Q(q)[x] be the unique polynomial divisible by yN such that gN+ℓ − p
has degree at most N − 1. Then G(ℓ+1,(1)i)(0) is (−1)
N−1−i times the coefficient of gN−1−i in
the expansion of p in gj’s.
Remark. If gn(x) = (x+ 1)
n, the coefficient of sκ in Gλ is the multivariate binomial coeffi-
cient
(
λ
κ
)
defined in [2] and extended in [3].
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We now have everything we need to formalize the notion of a q-analog of the Gauss-
ian unitary ensemble. We do this by setting gn = Hn(x; q) (the Hermite polynomials) or
gn = Sn(x; q) (the shadow-Hermite polynomials) depending on context. We call the cor-
responding multivariate polynomials Hκ(x; q) and Σκ(x; q) respectively. The inner product
that orthogonalizes the Hermite polynomials is of course f, g 7→
r
Nq
f(x)g(x) dx, which we
saw in Section 3. We can thus define the multivariate integral:
w
q-GUEN
f(x) dx := L(2)(f)
By Lemma 6, we have:
w
q-GUEN
Hκ(x; q)Hλ(x; q) dx := N !q
∑
i (
κi+N−i
2 )
∏
i
[κi +N − i]
!
qδκ;λ
We can expand any multivariate symmetric polynomial f in multivariate Hermite poly-
nomials (since these form a basis):
f(x) =
∑
κ
cκHκ(x; q)
It follows that:
w
q-GUEN
f(x) dx = c∅ +
∑
κ 6=∅
cκ
w
q-GUEN
Hκ(x; q)dx = c∅
However, we can arrive at this constant by a more formal approach. We can expand f in
Schur polynomials:
f(x) =
∑
κ
c′κsκ(x; q)
and consider the polynomial f ′ obtained by replacing the Schur polynomials with the
shadow Hermite polynomials:
f ′(x) =
∑
κ
c′κΣκ(x; q)
We claim that c∅ is the constant term of f
′ when expanded in Schur polynomials. By
linearity, this is equivalent to the following theorem:
Theorem 3. w
q-GUEN
sκ(x) dx = Σκ(0)
for every partition κ.
Proof. Let dκ,λ be constants such that:
Hκ(x) =
∑
λ
dκ,λsλ(x)
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Then:
Hκ(x)V(x) =
∑
λ
dκ,λsλ(x)V(x)
=
∑
λ
dκ,λ det[x
λj+N−j
i ]
N
i,j=1
Applying the operator
∏
i e(iDq
2/(1 + q); q2), we get:
sκ(x)V(x) =
∑
λ
dκ,λ
(∏
i
e(iDq
2/(1 + q); q2)
)
sλ(x)V(x)
=
∑
λ
dκ,λ
(∏
i
e(iDq
2/(1 + q); q2)
)
det[x
λj+N−j
i ]
N
i,j=1
=
∑
λ
dκ,λ det[Sλj+N−j(xi)]
N
i,j=1
=
∑
λ
dκ,λΣλ(x)V(x)
Canceling V(x) and setting x = 0 gives the desired result. 
Corollary 2. Suppose f(x) =
∑
λ bλsλ(x). Then:w
q-GUEN
f(x)dx =
∑
λ
bλΣλ(0) .
5. The Moments of the q-GUE
With this formula at hand we can compute expectations of a number of interesting sta-
tistics over the q-analog of the GUE. For example, let ℓ and m be nonnegative integers and
let µ ⊢ 2m be a partition of 2m, such that µ1 = ℓ + 1, µ2 = µ3 = · · · = µj = 1, and
µj+1 = µj+2 = · · · = 0 where j + 1 + ℓ = 2m. Then, by Theorem 3 we have:
w
q-GUEN
sµ(x) dx = Σµ(0)
However, we can use Theorem 2 to find an explicit formula for Σµ(0). Namely, if p ∈
Q(q)[x] is the unique polynomial divisible by yN such that SN+ℓ − p has degree at most
N − 1. Then Σ(ℓ+1,(1)i)(0) is (−1)
N−1−i times the coefficient of SN−1−i in the expansion of
p in Sj ’s. But we know that the polynomial p is precisely the truncated shadow Hermite
polynomial TN,ℓ, which is also given by:
TN,ℓ = SN+ℓ+
N+ℓ
2∑
p= ℓ+1
2
(−1)p−⌊
ℓ
2
⌋q(p−⌊
ℓ
2
⌋−1)(p−⌊ ℓ
2
⌋−2)
[
N + ℓ
2p
]
q
[
p− 1
p− ⌊ℓ/2⌋ − 1
]
q2
Mq(2p−1)SN+ℓ−2p
To find the coefficient of SN−1−i, we simply let N+ℓ−2p = N−1−i, or 2p = ℓ+1+i = 2m.
Namely,
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Theorem 4. Let µ = (ℓ+ 1, 1, ..., 1, 0, ..., 0) be a partition of 2m. Then:
w
q-GUEN
sµ(x) dx = (−1)
m−⌊ ℓ
2
⌋q(m−⌊
ℓ
2
⌋−1)(m−⌊ ℓ
2
⌋−2)
[
N + ℓ
2m
]
q
[
m− 1
⌊ℓ/2⌋
]
q2
Mq(2m− 1)
Define:
σm,t(x) = sµ1(x)− sµ2(x)
where µ1 = (2t, 1, ..., 1, 0, ..., 0) and µ2 = (2t+1, 1, ..., 1, 0, ..., 0) are partitions of 2m. Among
other things, we have, by the Murnaghan-Nakayama rule,
p2m =
∑
t≥0
σm,t
Likewise,
w
q-GUEN
σm,t(x) dx = (−1)
m−tq(m−t−1)(m−t−2)Mq(2m− 1)
[
m− 1
t
]
q2
([
N + 2t
2m
]
q
−
[
N + 2t + 1
2m
]
q
)
= (−1)m−t+1q(m−t−1)(m−t−2)+(N+2t+1−2m)Mq(2m− 1)
[
m− 1
t
]
q2
[
N + 2t
2m− 1
]
q
Hence,
w
q-GUEN
p2m(x)dx = Mq(2m− 1)q
N+1−2m
∑
t≥0
(−1)m−t+1q(m−t−1)(m−t−2)+2t
[
m− 1
t
]
q2
[
N + 2t
2m− 1
]
q
= Mq(2m− 1)q
N+m2−5m+3
∑
t≥0
(−1)m−t+1qt
2+(5−2m)t
[
m− 1
t
]
q2
[
N + 2t
2m− 1
]
q
However, by Theorem 1 the LHS is also equal to:
w
q-GUEN
p2m(x)dx =
(w
q-GUEN
dx
)N−1∑
j=0
r
Nq
x2mHj(x)
2 dxr
Nq
Hj(x)2 dx
= Σ∅(0)
N−1∑
j=0
r
Nq
x2mHj(x)
2 dx
qj(j−1)/2[j]!q
=
N−1∑
j=0
q−j(j−1)/2
[j]!q
w
Nq
x2mHj(x)
2 dx
Therefore, if s is a positive integer,
1
qs(s+1)/2[s+ 1]!q
w
Nq
x2mHs(x)
2 dx =
(w
q-GUEs+1
p2m(x)dx−
w
q-GUEs
p2m(x)dx
)
= Mq(2m−1)q
m2−5m+3
∑
t≥0
(−1)m−t+1qt
2+(5−2m)t+s
[
m− 1
t
]
q2
(
q
[
s+ 1 + 2t
2m− 1
]
q
−
[
s+ 2t
2m− 1
]
q
)
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= Mq(2m−1)q
m2−5m+3
∑
t≥0
(−1)m−t+1qt
2+(5−2m)t+s
[
m− 1
t
]
q2
[
s+ 2t
2m− 1
]
q
(
q(1− qs+1−2t)
1− qs+2+2t−m
− 1
)
This last equality is remarkable enough to be stated as a theorem:
Theorem 5.
1
qs(s+1)/2[s+ 1]!q
w
Nq
x2mHs(x)
2 dx
= Mq(2m−1)q
m2−5m+3
∑
t≥0
(−1)m−t+1qt
2+(5−2m)t+s
[
m− 1
t
]
q2
[
s+ 2t
2m− 1
]
q
(
q(1− qs+1−2t)
1− qs+2+2t−m
− 1
)
6. Future Work
The right hand side of Theorem 5 looks a lot like the q-analog of the Harer-Zagier formula
conjectured and eventually proven by Wimberley and Morales in [1]:
1
qs(s−1)/2[s]!q
w
Nq
x2mHs(x)
2 dx =
∑
k≥0
qn(s−k)+k(k−1)/2Mq(2n− 1)
[ s
k
]
q
[n
k
]
q
k∏
i=1
(1 + qn+i)
We believe that this last identity can be proven another way, from Theorem 5 and the
q-Zeilberger algorithm.
In a forthcoming paper, we plan to look at the q-analog of the Wishart ensemble and
its corresponding orthogonal polynomials, the Laguerre polynomials, in the same way, thus
developing new identities.
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