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RESUMO 
Este trabalho descreve uma metodologia para identificação e 
desenvolvimento de modelos dinâmicos não lineares, voltados para processos 
petroquímicos. No estudo empregaram-se técnicas de tratamento de dados, de 
controle, de otimização e de redes neurais. Adicionalmente, foi desenvolvida uma 
ferramenta de software (em ambiente MATLAB) para automatizar os 
procedimentos. Por outro lado, a fim de testar a metodologia, foi efetuada a 
identificação de modelos de uma Coluna Fracionadora de Eteno com tempos de 
resposta e não linearidade acentuadas. 
A metodologia apresentada permitiu, de forma bastante eficiente, estudos 
e elaboração de modelos dinâmicos não lineares usando dados reais da unidade. 
Os modelos encontrados podem ser usados em diversas aplicações como: 
controles preditivos; analisadores virtuais e estudo de estratégias de controle. 
X 
ABSTRACT 
This paper describes the methodology used in the identification and 
development of petrochemical non-linear dynamic models. In the present study 
were used techniques of: data handling; process control; optimization and neural 
networks. A software tool was developed in order to automate of the procedures. 
On the other hand, the methodology was tested using an Ethylene Fractionator 
model identification with heavy non-linearity and pronounced response times. 
The presented methodology allowed successfully studies and the 
elaboration of non-linear dynamic models using an extensive data base of the 
industrial process. The models can be applied in diverse fields as: multivariable 
predictive control; virtual analyzers and control strategies studies. 
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1 Introdução 
O aumento da disponibilidade de dados de processos industriais e as 
facilidades computacionais atualmente disponíveis criaram um ambiente propício 
para a aplicação de técnicas de controle e otimização de processos. Nos últimos 
15 anos, vários controles preditivos multívariáveis baseados em modelos lineares 
foram consolidados. 
As cada vez mais acentuadas exigências por eficiência e redução de 
consumo energético levaram a uma integração maior dos processos, bem como à 
operação das plantas nos limites de sua capacidade, enfatizando o 
comportamento não-linear dos processos e, conseqüentemente, aumentando a 
necessidade de estudos de técnicas para a modelagem não-linear. 
Willis & cols. (1991} propuseram modelos de sistemas dinâmicos não 
lineares usando filtros dinâmicos conjuntamente com redes neurais. Elman (1990} 
propôs redes recorrentes para modelar estes sistemas. Agarwak (1997} estudou 
sistemas em linha para modelos dinâmicos não lineares. 
Este trabalho tem como objetivo precípuo propor uma metodologia para 
ser empregada na identificação de modelos dinâmicos não lineares, voltados para 
processos petroquímicos. Adicionalmente, realizou-se o desenvolvimento de uma 
ferramenta de software em ambiente MATLAB, de modo a facilitar a aplicação das 
referidas técnicas no desenvolvimento de modelos dinâmicos não lineares. 
A escrita do presente trabalho encontra-se dividida em seis capítulos. No 
segundo capítulo (Revisão Bibliográfica), são apresentados conceitos usados nas 
fases de análise e tratamento de dados e na de identificação e treinamento dos 
modelos. 
No terceiro capítulo (Treinamento de Dados e Modelagem de Sistemas 
Dinâmicos não-lineares), apresenta-se a metodologia aplicada no trabalho, que 
vai desde o tratamento dos dados até o desenvolvimento dos modelos. 
Paralelamente, são também oferecidas uma relação dos conceitos teóricos e a 
sua aplicação prática. 
l 
No quarto capitulo (Descrição da Ferramenta), é apresentado o "software" 
que foi elaborado de modo a permitir a automação dos procedimentos. 
No quinto capítulo (Identificação da Fracionadora de Eteno), é incluído o 
estudo de uma aplicação industrial. 
Finalmente no último capítulo são apresentadas as conclusões e as 
sugestões de trabalhos futuros. 
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2 Revisão Bibliográfica 
A revisão bibliográfica a seguir oferecida tem o intuito de ressaltar o que 
de mais significativo tem-se registrado nas últimas três décadas (de forma muito 
particular, nos anos 90 e início deste século), na literatura pertinente, sobre a 
identificação e aplicações de controles em sistemas dinâmicos não lineares 
através do uso de redes neurais. Adicionalmente, em um segundo momento são 
também revisados alguns conceitos teóricos, aplicados na dissertação, nas áreas 
de redes neurais artificiais (RNA's), séries temporais, estatística e identificação de 
processos. 
2.1 Identificação e aplicações de controle em sistemas 
dinâmicos não lineares usando redes neurais 
Nos últimos anos consolidaram-se vários controladores preditivos 
multivariáveis, baseados em modelos lineares. No entanto, em função da 
globalização e a economia de mercado cada vez mais competitiva, as empresas 
tem procurado constantemente aumentos de produtividade de forma que 
operações em cargas reduzidas ou nos limites da capacidade das unidades tem 
sido cada vez mais freqüentes. Este comportamento, obviamente, tem introduzido 
um aumento cada vez maior de características não lineares nos processos. 
Conseqüentemente, de forma paralela, vem sendo desenvolvidos 
inúmeros estudos da dinâmica dos processos e de sua não linearidades para 
aplicações nas operações de seu controle e otimização. Neste campo, devido à 
simplicidade e rapidez do seu processamento, as redes neurais tem tido uma 
grande utilização neste tipo de aplicações. 
Assim, Cheung & cols. (1992) usando dados de planta e redes neurais 
modelaram uma fracionadora de uma refinaria e posteriormente compararam 
estes modelos com modelos levantados usando técnicas estatísticas 
convencionais. Margaglio & cols. (1995) fizeram comparações de modelos tipo 
ARX e modelos tipo redes neurais aplicados a colunas de destilação de três 
3 
componentes. Assaf & cols. (1996) utilizaram redes para modelar a campanha de 
um reator de oxidação de eteno. Nascimento & cols. (1998) aplicaram otimização 
em processos modelados com redes neurais. No caso de dispormos de modelos 
fenomenológicos ou outros tipos de modelo Agarwak & Mukul (1997) propuseram 
arquiteturas mistas (modelo disponível mais modelo de redes neurais), de modo a 
melhorar o desempenho do conjunto de modelos. Esta abordagem, é mostrada, 
nas Figuras 2- 1, 2- 2 e 2- 3. 
I z-' I. l I 
A xm 
Modelo XD 
fenomenológico ou 
outro disponível 
+' + 
u 
A 
-
~ X + 
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'\. 
Figura 2 - 1 Modelo fenomenológico ou outro disponível com modelo de rede em paralelo 
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Figura 2- 2 Modelo em série com modelo de rede localizado após modelo fenomenológico ou 
outro disponível 
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Figura 2 - 3 Modelo fenomenológico ou outro disponível com modelo de rede em série antes 
Existem, também, estudos de redes neurais aplicadas a analisadores 
virtuais, a controles multivariáveis lineares, a controle inferencial e a controle 
adaptativo. Neste sentido, Willis & cols. (1992) estudaram um modelo para ser 
aplicado no controle inferencial e dinâmico com redes neurais. Bulsari (1993) 
aplicou redes neurais num controlador multivariávellinear. Cubillos & Lima (1995) 
utilizaram um modelo fenomenológico com parâmetros atualizados por rede neural 
e desenvolveram uma estrutura de controle com modelo interno a partir de um 
controle preditivo fazendo os horizontes de predição e controle igual a um. 
Lightbody & lrwin (1997) aplicaram redes neurais com controle adaptativo 
geral, com controle adaptativo com modelo de referencia e com controladores com 
modelo interno e Fileti & cols. (1999) usaram um controlador auto sintonizado 
com inferência por rede neural para uma coluna em batelada. 
Controladores preditivos usando redes neurais foram propostos por Saint-
Donat & cols. (1991), Montague & cols. (1994) e Fileti & Pereira (1997). Gomm & 
cols. (1997) aplicaram um controlador preditivo e fizeram testes dos modelos 
usando correlações dos resíduos e tratamento dos dados de entrada e salda no 
treinamento da rede com o valor médio da curva de Gauss deslocada. 
Terzulo & cols. (1969) propuseram uma arquitetura de rede com filtros 
dinâmicos. Nesta mesma linha de pensamento, Holden, (1976) estudando a 
5 
xm 
função neuronal do cérebro humano, concluiu que o comportamento dinâmico é 
um elemento essencial no seu processamento e propôs o uso de um filtro para 
representar o caráter dinâmico do mesmo. Esta arquitetura encontra-se 
apresentada na Figura 2- 4. 
FILTRO 
FU..TRO 
FILTRO 
FILTRO 
Figura 2 - 4 Arquitetura de rede baseada no uso de filtros 
Por outro lado, Tumer & cols. (1996) estudaram dois tipos de modelos: 
modelos para processos não lineares e modelos de processo não lineares 
dependentes da direção da perturbação. A seguir é apresentado um resumo de 
ambos: 
Modelos de Processos não Lineares 
Um modelo de primeira ordem não linear de resposta ao degrau usando 
funções de transferência, pode ser representado pela equação: 
G(S) = k(y,u) (2.1) 
l+r(y,u)(s) 
Neste modelo o ganho e a constante de tempo dependem do ponto de 
operação. 
No caso de modelos lineares, k e r são constantes, conforme mostrado a 
seguir. 
y=G(s) k (2.2) 
u l+r(s) 
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Neste último caso, testes de seqüências binarias aleatórias seriam 
suficientes para identificar estes modelos. Convertendo o modelo da equação 2.2 
para o domínio do tempo tem-se: 
y+r dy = ku (2.3) 
du 
Passando-se para a forma discreta, tem-se: 
y, + y, -;r-I r= ku, (2.4) 
O teste de seqüências binárias aleatórias fornecem informações sobre u,. 
y, e y,_,. Como T é o período de amostragem, os valores de k e r podem ser 
determinados. Se o teste for suficientemente grande, podemos usar estatística 
para encontrar os parâmetros (ver item 2.2.2). 
Para os modelos não lineares o tratamento não é o mesmo. Escrevendo-
se novamente o modelo de primeira ordem não linear de resposta ao degrau 
usando funções de transferência, tem-se: 
Y = G(s) = k(y,u) (2.5) 
u 1 + r(y,u)(s) 
Convertendo esta equação para o domínio do tempo, tem-se: 
(2.6) 
Neste caso, os testes de seqüências binárias aleatórias não são 
suficientes para a identificação dos modelos, pois são necessárias informações de 
ôr ôr 
ôu e de cy e, neste caso, tem-se somente variações ao degrau em u. Uma 
solução alternativa simples seria estender o conceito, provendo variações 
suficientes na entrada u . A resposta deste modelo para dois degraus crescentes 
defasados de um tempo, é mostrada na Figura 2-5. 
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Figura 2 - 5 Resposta do modelo não linear 
Modelos não lineares dependentes da direcão da perturbação 
Um problema comum aos modelos não lineares dependentes da direção 
da perturbação, em uma unidade química, surge do fato de as dinâmicas 
dependerem, em seus resultados, da direção das variáveis de entrada. Como 
exemplo, podemos citar uma coluna com uma pureza de 99% no seu produto de 
topo, onde é mais fácil e, conseqüentemente, mais rápido, abaixar do que 
aumentar esta pureza, Neste caso, a saída do modelo é também determinada pelo 
gradiente da variação da saída. A equação a seguir representa este modelo. 
k(y, dy) 
G(s) = dt (2.7) 
l+r(y, dy) 
dt 
A resposta para dois degraus positivo e negativo defasados de um tempo, 
neste modelo é mostrada na Figura 2-6: 
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Figura 2 - 6 Resposta do modelo não linear dependente da direção da perturbação 
Para modelar este tipo de sistemas Elman (1990), propôs a introdução de 
técnicas que usam redes recorrentes. A arquitetura deste modelo de rede é 
mostrada na Figura 2- 7. 
I 
Entrada Nível recorrente Nível de sarda 
Figura 2 - 7 Arquitetura de redes recorrentes 
Por último, nesta linha de raciocínio, cabe também mencionar duas 
importantes contribuições: a de Tumer & cols. (1996), que propuseram uma 
metodologia para desenvoMmento de modelos dinâmicos não lineares, usando 
redes neurais e filtros e fizeram uma aplicação num controle preditivo e a de 
Sridhar & Seagrave (1996) que propuseram um modelo usando varias redes 
divididas por faixas. 
Por outro lado, é oportuno destacar que o objetivo principal desta 
dissertação é estudar e propor técnicas que contribuam no desenvolvimento de 
modelos nas áreas de controle e otimização, através do uso de séries temporais e 
redes neurais, aplicáveis a dados reais de unidades químicas e petroquímicas. A 
arquitetura proposta esta mostrada na Figura 2-8. 
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Figura 2 - 8 Arquitetura de rede baseada no uso de filtros 
Esta arquitetura nos permitirá conhecer as não linearidades dos processos 
e, posteriormente, linearizar as variáveis para que possam ser usadas em 
controles básicos e preditivos multivariáveis lineares. Por outro lado, se os 
controladores multivariaveis usarem também técnicas de controle linear para 
otimizar o processo, o desempenho do otimizador linear do processo terá uma 
significativa melhoria no seu desempenho. Adicionalmente, o estudo permitirá 
também avaliar a modificação das não linearidades do sistema em função de 
variações de cada uma das entradas. 
2.2 Revisão dos conceitos teóricos aplicados na dissertação 
2.2.1 Redes Neurais 
A rede neural artificial (RNA) é uma ferramenta matemática utilizada para 
criar modelos de entrada/saída do tipo caixa preta. Os modelos são construídos 
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juntando-se várias funções em camadas ou níveis. Estas funções são chamadas 
de neurônios e são funções não lineares da combinação linear de entradas. 
Cada função ou neurônio tem vários parâmetros que necessitam ser 
ajustados, para a rede representar devidamente o modelo. O ajuste destes 
parâmetros é feito "treinando-se" a rede neural com dados de entrada e saída do 
sistema a ser modelado. Os parâmetros são ajustados de modo a reproduzir o 
sistema a ser modelado, utilizando-se uma técnica de otimização que tem como 
variáveis independentes os parâmetros e, como função objetivo, a minimizaçâo do 
erro entre o valor de saída medido do sistema e o valor calculado pela rede. 
Uma vez atendidos os critérios para o ajuste dos parâmetros, o modelo 
reproduzirá o comportamento do sistema. No entanto, ressalte-se que a falta de 
condições para a extrapolação dos dados é uma das principais desvantagens da 
utilização das redes neurais. 
Na definição da arquitetura do modelo podem ser utilizadas três tipos de 
ligações entre neurônios: ligações entre neurônios de uma mesma camada; 
ligações entre neurônios de camadas diferentes e ligações recorrentes do próprio 
neurônio. A Figura 2-9 ilustra o tipo das ligações. 
o o ~ o o o I I o ~ o ~ o ~ 
Ligações de neurônios da Ligações de neurônios de Ligações recorrentes 
mesma camada camadas diferentes 
Figura 2 - 9 Opções de conexões de uma RNA 
A arquitetura de rede mais utilizada para modelagem e identificação de 
processos químicos é a do tipo "feedforward", com conexão de neurônios de um 
nível anterior para o posterior, conforme representação da Figura 2-10. 
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Figura 2 - 1 O Arquitetura tipo "feedforward" 
Na Figura 2-11 apresenta-se uma das representações de um neurônio: 
Entrada Neurônio 
=/tWp+b) 
Figura 2 - 11 Neurônio típico 
A função f mostrada na Figura 2-11 pode ser uma das funções 
apresentadas na Figura 2-12, cujas denominações seguem o padrão usado no 
software Matlab. 
a 
a 
.... ::r···-
a = logsig(nj a = tonsig(n) a ; purelin(n) 
Figura 2- 12 Funções na configuração de neurônios 
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Treinamento de uma rede neural 
Conforme descrito por Kovács (1996), Widrow (1962), da Universidade de 
Stanford, desenvolveu um modelo neural linear chamado ADELINE, cuja saída y 
é a combinação linear de um vetor de entrada X , conforme apresentado a seguir: 
n 
y =:L w,x, (2.8) 
i= I 
onde: w, --+ são os parâmetros do modelo 
n --+ é o tamanho do vetor de entrada 
Posteriormente Widrow desenvolveu o principio de treinamento para 
ajuste dos parâmetros do ADEUNE. Este método ficou conhecido como Método 
do Gradiente ou Regra Delta, que mais tarde foi generalizado para redes mais 
elaboradas. 
Realizando-se M observações do processo a ser modelado, teremos o 
conjunto de treinamento do ADELINE: 
{xd d}M lf/ = m'Y m m=l (2.9) 
Para ajustar os parâmetros, Widrow definiu a função de erro quadrático 
entre os M valores de saída do modelo e os M valores de saída medidos do 
processo definindo a função de erro quadrático: 
(2.10) 
O mínimo desta função será encontrado quando o gradiente for igual a 
zero. A proposta de Widrow foi encontrar o ponto mínimo através de um processo 
interativo. 
Compreende-se, assim, que pelo método do gradiente pode se caminhar 
de forma iterativa pela superflcie E(w), em direção ao ponto mínimo, partindo-se 
de um ponto inicial arbitrário. 
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A Figura 2-13 mostra graficamente o método do gradiente, ou seja a 
função de erro e um ponto arbitrário andando pela superfície E(w) no sentido 
oposto ao gradiente em direção ao ponto de mínimo erro. 
2 
o 
-2 -2 
Figura 2 - 13 Método do gradiente 
A equação a seguir define o método do gradiente: 
W(k + 1) = W(k )-IJ_cl_ E(W(k )) ( 7J define o tamanho do passo) 
dw 
Calculando o gradiente da equação 2.10, tem-se: 
dE(w) 2~(xdVw'xd -yd) c2.12) 
d L.... mA: m m W m""J 
dE(w) _ M d _'" 
dw -2?,;(xmVm ;"') (2.13) 
substituindo em (2.11) tem-se: 
111""'] 
AI 
W(k+l)=W(k)+S'Io"'x:, (2.15) 
meol 
onde: ç = 27) e 
(2. 11) 
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O método do gradiente não passaria de um exercício acadêmico de 
otimização em espaços lineares, não tivesse preparado o terreno para o algoritmo 
de aprendizado chamado de retropropagação do erro ("Backpropagation"), 
desenvolvido por Rummelhart & cols. (1986), e usado em redes tipo "fedforward" 
de camadas múltiplas. 
Preliminarmente, porém, apresenta-se a regra de delta generalizado. 
Com este intuito, define-se o neurônio a seguir: 
Nestas circunstâncias, para um conjunto de treinamento de M elementos, 
semelhante ao definido na equação 2.9, a função de erro seria a seguinte: 
M 
E(W)= L;(g(W'X~)-y~J (2.17) 
~I 
Calculando o gradiente desta equação tem-se: 
(2.18) 
dE(W) = 2~t_{W'Xd)- d)dg(v)dg(W' X!) dw ;::, \8~ m Ym dv dw (2.1 9) 
dE(w) = 2~uw'xd)- d)dg(v} x• dw 4,.,\8~ m Ym dv m 
~~ 
(2.20) 
Fazendo o=(g(w'X!)-Y!)d!~), tem-se: 
dE(w}=-ito xd (221) 
dw m=lmm 
este gradiente aplicado à equação 2.11 , resume o que foi chamada de "regra de 
delta generalizado". 
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A "regra de delta generalizado" é aplicável a modelos com um único 
neurônio. Se aplicarmos este algoritmo para redes de múltiplas camadas, os 0 
dos neurônios das camadas de saída e das camadas intermediarias podem ser 
calculados pela equação 2-22 de uma maneira recursiva iniciando pela camada de 
saída conforma ilustra a Figura 2-14. O desenvolvimento para chegar nesta 
equação bem como o significado de cada um dos índices pode ser acompanhada 
no capitulo 5 do livro do Kovács (1996). 
(2.22) 
5 =(W I. 5, +W lk ,õ.,\dg /d'h 1,] m+ ,1,] 1, m+ , ,,., , J / d) 
5. I I, 
Figura 2 - 14 Retropropagação do erro 
Deste modo, calculando os erros da camada de saída e das camadas 
subseqüentes podemos atualizar os parâmetros de toda a rede pela equação 2-
23. 
L 
w(k + 1 ),.,;m.j(m-1) = w(k )m.ftn,J(m-l) + 27] L Ô ;mJUftm-!),J (2.23) 
1=1 
Existem duas maneiras de incrementar o algoritmo: modo incrementai e 
modo batelada. No modo incrementai o gradiente e os coeficientes são 
atualizados a cada aplicação de uma entrada. No modo em batelada todas as 
entradas são aplicadas antes dos coeficientes da rede serem calculados. 
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Foram propostas muitas modificações visando aumentar a velocidade de 
convergência deste método. Nele os coeficientes andam na direção do gradiente 
negativo. Um outro método conhecido como "gradiente descendente" modifica o 
passo TI multiplicando o mesmo por um fator de aprendizado. 
Um problema comum aos métodos de retropropagação e do gradiente 
descendente apresenta-se quando existem regiões planas no panorama do erro. 
Isto porque no método do gradiente descendente a velocidade de convergência 
depende diretamente da taxa de aprendizado, que por sua vez determina o 
tamanho do passo. Assim, nestas circunstâncias, a convergência se toma lenta. 
Uma forma de contornar este problema seria a utilização de aproximações mais 
precisas. Um método que segue este raciocínio é o de Newton. Nele o passo da 
convergência é calculado pela utilização da expansão do gradiente da função 
E(w) pela série de Taylor que pode ser representada pela seguinte equação: 
grad(E(w+ ~w))= grad(E(w))+ H(w)Ãw+t.o.s. (2.24) 
onde a matriz H é a matriz Hessiana de E(w): 
H(w)=[!:~t;] (2.25) 
e t.o.s. refere-se aos termos de ordem superior, os quais podem ser desprezados. 
Se w+~w é um ponto de mínimo, o gradiente será nulo neste ponto e a equação 
2.23 passa a ter a seguinte expressão: 
O=grad(E(w}}+H(w)Ãw (2.26) 
Deste modo, o tamanho do passo para atingir o mínimo pode ser calculado 
a partir da equação (2.26) conforme é mostrado na equação seguinte: 
~w = -W1(w)grad(E(w)) (227) 
Assim, compreende-se que a constante TI da equação 2.11 é calculada pelo 
inverso da matriz Hessiana. 
p 
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Como o cálculo analítico da matriz Hessiana é complexo, freqüentemente é 
adotado o método conhecido por Levenberg-Marquardt. Estes autores propuseram 
a seguinte aproximação para a matriz Hessiana: 
H= J 7 J (2.28) 
e, desta maneira, o gradiente pode ser computado como: 
g=fe (2.29) 
onde J é a matriz jacobiana, que contem a primeira derivada dos erros da rede 
com respeito aos coeficientes w , e e o vetor de erro da rede. 
2.2.2 filtros dinâmicos 
Neste trabalho são também empregados filtros dinâmicos lineares para o 
tratamento do modelo. No caso de sistemas discretos, os filtros dinâmicos podem 
ser representados pela equação (2-30): 
y(k) = b0u(k )+ b1u(k -1)+ · ·· + bmu(k- m)-a1y(k -1)-a2y(k- 2)-···a.(k- n) (2.30) 
Para efeito de identificação e aplicações de controle, esta equação 
poderia ser representada de outras maneiras: 
• com funções de resposta ao impulso, usando a integrais de convolução; 
• com funções de transferencia no domínio de Laplace ou no domínio Z; 
• no domínio da frequencia usando transformadas de Fourier; 
• usando series temporais e metodos de correlação; 
• através de variáveis de estado, no qual os estados variam no temo. 
No tratamento e identificação dos filtros dinâmicos da metodologia 
proposta são empregados, quando usada a integral de convolução, vários 
conceitos pertencentes à área de séries temporais e funções de resposta ao 
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impulso. Por este motivo, é a seguir aferecida uma breve revisão dos principais 
conceitos utilizados na sua aplicação: 
Séries Temporais 
Uma serie temporal é um conjunto de observações tomadas em tempos 
determinados. Um exemplo de série temporal é apresentada na Figura 2-15. 
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Figura 2 - 15 Série temporal 
Nesta série a variável x, tomada nos instantes seqOenciais de tempo 
t1,t2,···,tN, formam a série temporal x(t,1x(t21···,x(tN). 
Geralmente, nas séries temporais a diferença entre os instantes de duas 
observações consecutivas é constante. 
Nas séries temporais são definidos alguns operadores. O primeiro é o 
operador atraso q-1 que é definido pela expressão: 
x{t-l)=q-'x{t) (231) 
Generalizando este operador tem-se: 
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Um outro operador definido é o operador avanço q que é definido pela 
expressão: 
x{t+l)=qx(t) (2.33) 
Generalizando este operador tem-se: 
x(t+l)=q"x(t) (2.34) 
Os operadores diferença e soma, denotados respectivamente pelos 
símbolos v e S são definidos por: 
Vx(t) = x{t )- x(t -1)= (1- q-1 }t-(t) 
Sx(t)= v-'x(t)= (1- q-1 t' x(t) 
Generalizando estes operadores tem-se: 
'V"x(t)= (1-q-1 )" x{t) (2.36) 
S"x{t) = (1-q-1 t x(t) (2.37) 
(2.35) 
Verifica-se, assim, que as séries temporais se assemelham com as 
equações diferenciais lineares. É fácil notar a semelhança entre os operadores 
soma e diferença, definidos anteriormente e os operadores integral e diferencial 
das equações diferenciais lineares. 
Média 
Se x{t) é uma variável aleatória e p(x) é a função densidade de 
probabilidade, a média ou valor esperado ou esperança matemática é definida 
pela equação: 
• ,u = E(x(t))= [ xp(x}dt- (2.38) para variáveis contínuas; 
n 
• ,u = E(x(t))= L;x(t)p(x) (2.39) para variáveis discretas. 
t=l 
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Variância 
A variância é uma medida do grau de dispersão de um conjunto de valores 
em relação a sua média. Esta dispersão está definida pela expressão: 
" a~ = E((x(t)- ,u)' )= [Jx(t)- ,u} p(x)dx (2.40) 
para variáveis continuas; 
n 
• a;= 2:(x(t)- ,u} p(x) (2.41) 
i= I 
para variáveis discretas. 
Desvio Padrão 
É uma outra maneira de medir a dispersão de um conjunto de valores. 
Este parâmetro diferencia-se da variância por fornecer o resultado na mesma 
unidade da variável coletada. A equação que define a mesma é: 
CF, =(CF; r (2.42). 
Distribuição de Probabilidade Normal ou Gaussiana 
A distribuição de probabilidade Normal ou Gaussiana, Figura 2-16, é uma 
das distribuições mais usadas para descrever a funcionalidade entre variáveis 
aleatórias contínuas. Uma variável aleatória contínua x que assume valores entre 
- oo < x < oo, tem uma distribuição Normal ou Gaussiana se a função densidade 
de probabilidade for dada por: 
(2.43)' 
onde ,u é a média da população e o CF é o desvio-padrão da população. Estes 
dois parâmetros especificam completamente a distribuição normal. Uma forma 
resumida de dizer que a variável x tem distribuição normal é N"' N(,u,CF2 ). 
Fazendo-se z = (x- ,u)l CF,, tem-se a forma reduzida ou normalizada dada 
por: 
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(2.44). 
Neste caso a média é nula e a variância unitária. 
p(z) 
Figura 2 - 16 Curva normalizada de Gauss 
Cálculo de Probabilidades 
O cálculo da probabilidade no intervalo [x.;xb] é dado pela equação: 
Caso a função reduzida p(z) seja utilizada, o cálculo de probabilidades é 
dado pela equação: 
onde z. e zb, são calculados usando a forma reduzida ou normalizada. 
Processos Estocásticos Estacionários e não-Estacionários 
Um processo é definido como estocástico quando é descrito por leis 
probabilísticas. Quando o processo é descrito por equações matemáticas bem 
definidas o mesmo é dito deterministico. 
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O processo é definido como estocástico estacionário, quando apresenta 
uma distribuição de probabilidade invariável com o tempo. Assim a função 
densidade de probabilidade associada a um processo dessa natureza independe 
de qualquer referencial de tempo, ou seja, apresenta média e variãncia 
constantes. 
Um processo estocástico com uma distribuição de probabilidade variável 
com o tempo é dito não-estacionário. 
Funcões estatísticas aplicadas a séries temporais 
Entre estas funções poderiam ser mencionados os histogramas que dão 
uma idéia clara do comportamento da série sob análise e permitem definir se ela 
pode ser considerada nonmal, binaria ou de outro tipo. No entanto, o alcance deste 
tipo de estatísticos, para ánalise de séries temporais é, ainda, limitado. Por este 
motivo há necessidade de considerar também outros parâmetros que, 
adicionalmente, possibilitam definir o tipo de modelo que pode representar uma 
série temporal e avaliar se uma série temporal é estacionaria ou não. Entre estes 
podem ser mencionados a autocovariãncia, a autocorrelação, a covariãncia e a 
correlação cruzada que serão a seguir explicitadas. 
Funções de Autocovariância e Autocorrelação 
As funções de autocovariância e autocorrelação têm como objetivo medir 
o grau de dependência que existe entre as amostras de uma série temporal 
associada ã variável x , tomadas nos instantes t e ~ + k). 
A função de autocovariância para um atraso de k unidades de tempo é 
dada pela expressão: 
r(k)= E((x~)- .uXx(t+k)-p)) (2.47). 
Pode-se notar: 
r( o)= cr; (2.48). 
Já a função de autocorrelação, definida para o mesmo atraso k , é dada 
pela expressão : 
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o-(k) = { ~ E((x(t )- ,u Xx(t + k )- ,u )) , (2.49). 
E (x(t )- .uY XE(x(t + k )- ,u)2 ) 2 
Para processos estocásticos estacionários tem-se, 
o-(k) = r(k) (2.50) 
r( o) 
de onde conclui-se que o-(0)= l. 
Um valor negativo dessas funções indica que quando as amostras 
tomadas no instante t crescem, aquelas tomadas no instante (t+k) decrescem. 
Um valor positivo destas funções indica que quando as amostras tomadas 
no instante t crescem, aquelas tomadas no instante (t + k) também crescem. 
Já um valor nulo destas funções indica que não há relação alguma entre 
as amostras consideradas, ou seja, elas se comportam de forma independente. 
Quanto maior o valor em módulo destas funções, maior será o grau de 
dependência entre as amostras consideradas. 
Condições para Séries Estacionárias e não-Estacionárias 
Para processos estacionários a função de autocorrelação apresenta 
curvas de natureza exponencial descendente ou de natureza senoidal amortecida. 
O importante, porém, em uma função de autocorrelação associada a um processo 
estacionário é o seu decaimento rápido, o qual pode ser facilmente percebido de 
forma visual a partir do gráfico da função. 
Quando esta função apresenta um decaimento lento, é sinal que o 
processo a ela associado é não-estacionário. 
Supondo-se que x(t) represente uma série temporal associada a um 
processo não-estacionário, pode-se dela derivar uma série w(t) estacionária, 
através da expressão, 
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w(t)= V'dx(t) (2.51), 
onde d é o grau de diferenciação necessário para tornar a série w(t) estacionária. 
Função de Covariância e Correlação Cruzada 
De forma análoga à função de autocovariância, a função de covariância 
cruzada entre as séries temporais x(t) e y(t), para um atraso k, é definida pelas 
expressões: 
r ,(k)= E((x(t)- ,uJy(t +k)- ,uJ (2.52), 
r ,~(k) = E((y(t)- ,u,Xx(t + k )- ,uJ) (2.53). 
A correlação cruzada fica então definida pelas expressões: 
e 
A interpretação da covariância e correlação cruzada é análoga àquela 
apresentada anteriormente para as funções de autocovariância e autocorrelação. 
Modelos com Funcões de transferência 
Modelos contínuos no tempo 
Modelos contínuos no tempo, relacionando entradas e saídas podem ser 
representados por equações diferenciais ordinárias. Para sistemas não lineares ou 
modelos com parâmetros variáveis as equações diferenciais ordinárias aproximam 
razoavelmente o comportamento do processo numa região próxima do estado 
estacionário do processo. As equações abaixo representam um modelo linear: 
( rl) + 1 )y(t) = ku(t) (2.56) 
onde D é operador diferencial e u(t) e y{t) são variáveis desvio de entrada e 
saída respetivamente. Aplicando a transformada de Laplace chegamos à função 
de transferência: 
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Y(s) = G(s) = _k_ (2.57) 
U(s) rs+l 
De uma maneira geral, processos mais complexos podem ser 
aproximados por equações diferenciais mais complexas, por exemplo pela 
equação: 
onde a equação é de ordem (r,s) com tempo morto de 'd 
Modelos discretos no tempo 
Uma relação dinâmica na forma discreta pode ser caraterizada pela 
equação diferencial da forma: 
onde b são os períodos de tempo morto, introduzindo o operador atraso q-1 onde 
q-1y, = y,_1 teremos: 
(2.60) 
de onde: 
{(!) -(I) q-1 -···-(!) q-')q-b 
Y - ~ o 1 s u (2 61) 1 
- {1 <" -1 s: -r) t • \ -u1q -···+u,q 
w(q-1 }J-b 
y, = ~u, (2.62) 
onde ô(q-1) e w(q-1) são polinômios de ordem r e s respetivamente no operador 
q-1 , nos referiremos a este modelo como a função de transferência de ordem 
(r,s,b). 
Modelos Estocásticos 
A idéia de usar modelos matemáticos para descrever o comportamento de 
fenômenos fisicos é bem estabelecido. Podemos descrever um modelo baseado 
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em leis físicas. Por exemplo, podemos calcular a trajetória de um míssil no seu 
lançamento. Se o calculo reproduz o lançamento, o modelo será inteiramente 
determinístico (Box and Jenkins (1970)). 
Provavelmente nenhum fenômeno é totalmente determinístico, devido a 
fatores como a velocidade variável do vento no lançamento de um míssil do 
exemplo acima mencionado. 
O modelo estocástico mais simples é o modelo do ruído branco e é 
formado por uma seqüência de amostragens randômicas independentes 
identicamente distribuídas {a, : t = 1,2, ... } com média zero e variância 
função de autocovariância será dada por: 
k=O 
(2.63) 
2 
a a' e sua 
Modelos mais complexos de séries correlacionadas podem ser gerados 
passando o ruído branco através de filtros dinâmicos lineares (funções de 
transferência) conforme mostrado na Figura 2.17. 
..... 
. . 
• • 
• • 
... ··-:. .. ..:..:'".:..<\.·:: .... ·~ ...... at 
··- ...... 
·: .. 
(} z-1 
rp z-1 
.. • ~ ..........  
11 • .. ... 
. .. 
··--
Figura 2 - 17 Ruído branco através de filtros dinâmicos 
(2.64) 
Escrevendo esta equação na forma de equação diferencial tem-se: 
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Estes modelos são denominados modelos do tipo (ARMAX) Autoregressive 
Moving Average Model (Box and Jenkins (1970)) de ordem (p,q). 
se e(z-' )= l teremos o modelo autoregressivo puro AR(p): 
.p(z-' }N, =a, (2.66) 
Se .p(z-')= 1 teremos o modelo moving average MA(p): 
Outros tipos de modelo são apresentados a seguir 
Modelo OUTPUT ERROR: 
y(t)= :~:~u(t-nk)+e(t) (2.67), 
onde, 
Modelo BOX-JENKINS: 
Y1t)= B(q)u(t-nk)+ C(q)e1t) (2 70) ~ F(q) D(q) ~ . ' 
onde, 
Modelo Geral: 
A(q)y(t)= ;~~u(t-nk)+ ~~:~e(t) (2.73), 
A(q)y(t)= B,((q)) u1(t- nk1)+···+ B,~qj u,.,(t- nk,.)+ D(C(q))e(t) (2.74), F; q F,., q q 
onde, 
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nu é o número de variáveis de entrada. 
Identificação Dinâmica de Processos Usando Séries Temporais 
Os algoritmos para a identificação de processos (sistemas SISO), que 
facilmente podem ser estendidos a sistemas multivariáveis, normalmente exigem 
uma seqüência de passos bem definida, conforme mostrado a seguir: 
1. Coletar a entrada e saída do processo u(t) e y(t); 
2. Obter as variáveis desvio em relação ao estado estacionário y(t) e ~(t), 
dadas pelas expressões: 
y(t)= y(t)- .Uy (2.76)' 
u(t)= u(t)- .u. (2.77). 
3. Verificar se a série y(t) é estacionária usando a autocovariância. Se não, 
encontrar o grau de diferenciação dY da série y(t), de modo a obter Vd y(t) 
estacionária. 
4. Verificar se a série u(t) é estacionária usando a autocovariãncia. Se não, 
encontrar o grau de diferenciação d. da série u(t), de modo a obter -yd ~(t). 
5. Calcular a resposta a perturbação em forma de impulso da função de 
transferência entre as séries -yd Y(t) e -yd ~(t); 
6. Tomando como base a Tabela 2.1, retirada do livro de (Box & Jenkins 
1976), determinar o tempo morto nk e as ordens nae nb do modelo 
ARMAX a partir da análise da resposta ao impulso estimada no passo 
anterior. Na Tabela 2.1 considerar: 
(1) na=r; nb=s+l e nk=b; 
(2) O instante anterior onde a resposta ao impulso se inicia é o tempo morto 
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Tabela 2.1 Exemplos de resposta ao impulso e degrau com ganho unitário 
,,.,lo VI'......, 8Farm Impu !se Stt!p T 
1'\espomoe "' Responn~ =J;.,, ·~ 
003 Y,-Xu-s y,,..s•x, I Jlillill • 
013 r,-(1-.SV) X,_, r,-(.S+.SB) B'X, 11 
_. 
6 b 
}p,- r.-
_jffi1J 023 (I-V+.2SV•)x,_, (.2S+.SOB+.2SB2) B'X. da 
" 
b 
103 I+V) r,• X,., (1-.SB> v.-.s~x. 11. Jfillill 
6 • 
113 (I +V) r.• t-.SB) r,- A (1-.SVJX,_, (..25+ .258) s•x, ~~~~I 
• 6 
123 
(I +V) r,- ~t-.SB> r,- A (1-V+.2SV~}X,., (.12S + .2SB + .l2Slf) B'X, ali •. 
• • 
203 
t-.2SV+:SV2) Y,• ~t-.6B+.fB") v.-.as•x, 
.11 x,_, 
• •• 6 
213 1
,1- .2SV+.SV") Y,• ~I-.6B+.4BJ) r,• 
?T. j (1-.SV)X,_, (.4+.48)Jt'..r 
6 .. • 
223 
<t- .2SV+ .sv•, r,- ~1-.68+.46') lí• 
.it ~ (1-V.+.2SV2)X,. (.2+.48~.28")B"X, 
6 I ' 6 
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(3) Para modelos com r = 1 : 
(3.1) Se s =O, teremos a resposta ao impulso decaindo de forma 
exponencial a partir do valor vb; 
(3.2) Se s = 1, existe um valor vb que não segue um padrão 
definido, começando o decaimento exponencial a partir do 
(3.3) Se s = 2, existem dois valores vb e vb+1 sem um padrão 
definido começando o decaimento exponencial a partir do 
valor vb+2 • 
(4) Para modelos com r= 2: 
Nestes modelos o comportamento exponencial decrescente é 
substituído por um comportamento senoidal amortecido; 
7. Calcular os parâmetros do modelo ARMAX pelo critério dos mínimos erros 
quadráticos sem considerar o ruído v(t); 
8. Calcular o ruído v{t) (resíduo) a partir do modelo ARMAX constituído no 
passo anterior; 
9. Verificar se este ruído apresenta características de um ruído branco, 
através da análise: 
(1) da média da série v{t); 
(2} da função de correlação cruzada entre as séries v{t), relativas ao 
ruído, e va~(t); 
10.Caso o ruído v(t) seja branco, a identificação esta concluída sendo o 
modelo ARMAX dado pela expressão: 
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Caso contrário, parte-se para a identificação de um modelo para a série 
v(t), através dos seguintes passos: 
(1) Obter a série v(t) a partir da expressão: 
onde f.l., é a media da série v(t); 
(2) Determinar o grau de diferenciação dv da serie v(t) através da análise 
de sua função de autocovariâcia, obtendo a série V'd v(t); 
(3) Se a função de autocovariâcia relativa a série V'd v(t) se anular a partir 
de k = q , sugerir um modelo MA de ordem nc = q. Caso contrário, 
tentar um dos seguintes modelos: AR de ordem 1 ou 2 ou então 
ARMA de ordens 1 e 2; 
(4) Calcular os valores dos parâmetros do modelo escolhido pelo critério 
dos mínimos erros quadráticos; 
(5) Calcular o resíduo e(t) a partir do modelo construído no passo anterior, 
a fim de verificar se o mesmo é ou não um ruído branco; 
(6) Caso o ruído e(t) seja branco a identificação esta concluída. Caso 
contrario, devemos refazer o algoritmo, buscando um melhor ajuste 
para as ordens dos modelos utilizados. 
Avaliação do modelo 
Identificado o modelo e seus correspondentes parâmetros, mister se faz 
verificar se este adequa-se ou não ao caso em foco, e, em caso negativo, verificar 
onde se dá a inadequação. A primeira constatação poderá ser feita pela aplicação 
de testes estatísticos aos resíduos do modelo. Alguns destes testes podem 
também identificar o ponto onde se dá a discordância. Desta maneira, através de 
abordagens estatísticas sucessivas com uso de séries de dados suficientemente 
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grandes pode-se chegar à conclusão que todo modelo apresenta erros. No 
entanto, se a magnitude dos desajustes não é significativa à finalidade projetada, 
este pode ser considerado satisfatório. Obviamente, nenhum modelo linear 
simples representa o comportamento absolutamente verdadeiro. 
Critério de AIC 
Na literatura consultada, verificou-se que vários critérios foram propostos 
para a comparação de modelos. Um dos mais citados diz respeito ao critério 
A!Cde Akaike (1974), definido para sistemas univariantes e calculado como 
mostrado na equação (2.80). 
AIC = -2ln(MaximumnLikelihood)+ 2k (2.80) 
= Nlna; +2k (2.81) 
onde N é o número das observações, a~ a estimativa da variância dos resíduos, 
e k o número de parâmetros do modelo. De acordo com este critério, a escolha 
recai sobre o modelo que apresenta o menor índice AIC. No entanto, ressalte-se 
que este critério pode não ser suficiente pois a conclusão dele derivada é apenas 
relativa ou comparativa a um ou mais outros modelos. Assim, sua interpretação 
não autoriza concluir que o modelo analisado seja adequado numa visão mais 
abrangente. Da mesma maneira, não permite determinar onde se dão os 
desajustes. Reconheça-se, porém, que ele oferece uma idéia clara do sentido em 
que o modelo deve ser expandido. 
A verificação dos resíduos discutidos na seguinte seção permitirá obter 
mais informações . 
. Verificação dos modelos usando resíduos 
Supondo-se que o sistema real é representado pela equação: 
(2.82) 
e o modelo selecionado tenha a seguinte forma: 
- m.(z-1 ~-· o.(z-1 ) 
r; - { _1 ) u, + ( _1 )Vd aOt (2.84) Õo z fPo z 
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onde a0, são os resíduos do modelo com t = I,2, ... ,N. Combinando as duas 
equações para eliminar o Y,, pode-se expressar os resíduos do modelo a0, em 
termos da entrada u, e dos resíduos a,, como mostrado na equação (2.86): 
-1( _,\f ( -•) ( _, )l... -1( -1 L( _,L 
a0, = if/o z JIY z -v0 z JU, +if/0 z !!' z p, (2.86) 
se o modelo esta correto então v0 (z-1 )= v(z-•) e lfl"o(z-• )= lfl"(z-1 ), e 
conseqüentemente os resíduos do modelo a0, serão iguais a a, (ruído branco 
seqüencial independente) e não serão correlacionados com as entradas e com os 
próprios valores anteriores. Se, porém o modelo estiver errado, os a0, não serão 
um ruído branco independente e, além disso, a seqüência será autocorrelacionada 
com ela mesma e correlacionada com os valores de entrada. 
Se os resíduos não forem um ruído branco existem duas possibilidades: 
• Função de transferência do modelo correta, e modelo do distúrbio incorreto: 
Aqui v0 (z-1 )= v(z-1) e lfl"o(z-1 ) .. lfl"(z-1) conseqüentemente a0, = if/.;-1{z-1 }y(z-1 }., • 
Os a0 , não dependem ou não estão correlacionados aos u, . Entretanto, pode 
ser visto que os mesmos seguem algum comportamento desconhecido ARMA 
e serão autocorrelacionados. Além disso, o comportamento da função de 
autocorrelação dos a0, indicará uma modificação apropriada que pode ser feita 
ao modelo do ruído. 
• Funcão de transferência do modelo incorreto: 
Se o modelo da função de transferência estiver incorreto, os a0, estarão 
correlacionados com as entradas u, , independentemente do modelo de ruído 
estar ou não correto. Por outro lado, a correlação cruzada entre os u, e os a0, 
podem também ser usados para mostrar a natureza da imprecisão de sua 
função de transferência. 
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Aceitando-se o modelo como adequado, pode-se admitir que as autocorrelações 
estimadas dos resíduos raa(k) e os correlações cruzadas estimadas o-ua(k) serão 
normalmente distribuídas com média zero e variância J1v . Então, para testar a 
significância das correlações dos resíduos, podemos comparar os valores 
estimados com os limites do erro padrão situados a uma distância de ± y .JN do 
zero. Isto é ilustrado em figura 2.18 abaixo. 
y(k) 
Figura 2 - 18 Limites de erro padrão para correlações residuais 
Na média, espera-se que somente um valor em 20, ou seja 5% das 
correlações estimadas, esteja fora destes limites, e, neste caso, o modelo seria 
aceito como adequado. No entanto, na prática, consideram-se pouco confiáveis 
todas as estimativas que ficam perto destes limites. 
Uso dos resíduos para modificar um modelo 
Uma das preocupações remanescentes quando o modelo se apresenta 
inadequado, é a identificação do ou dos componentes responsáveis por esta 
inadequação. Para este propósito podem ser considerados os casos seguintes: 
• O modelo do distúrbio incorreto: 
Neste caso os testes de correlação cruzada estariam adequados (implicando 
numa função de transferência correta), mas os testes de autocorrelação não. 
Se os resíduos a0, do modelo forem randômicos então a função de 
autocorrelação dos resíduos pode ser usada para identificar uma estrutura tipo 
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ARIMA. Assim, admitindo-se que o modelo a identificar tem a seguinte 
equação para os resíduos a0,: 
•( -lhd· -e·( -l)a rp z ;v a01 - z , (2.87) 
ela poderia ser combinada com a equação do distúrbio encontrado na 
equação (2.84) e seu resultado tomaria a forma da equação mostrada a 
seguir: 
(2.88) 
eliminando ao, , obter-se-á um novo modelo para N, : 
rpo (z-1 }t1(z-l pdy-d• N, = eo(z-1 )t(z-1 )a, (2.89) 
que poderá ser reajustado e verificado em uma nova iteração de construção 
do modelo. 
Assim, por exemplo, supondo que o modelo do distúrbio tenha sido 
erradamente identificado como um processo ARIMA (0,1,1) com o seguinte 
modelo: 
(2.90) 
e presumindo-se que um modelo do formato VN, = (1- OAz-1 )a0, tenha sido 
identificado para os resíduos (isto é a estimativa do autocorrelação para k 
igual a um é grande enquanto os outros são pequenos e a função de 
autocorrelação parcial parece amortecer de uma forma exponencial rápida). , 
eliminando-se a0,, obter-se-á: 
V'N, =(1-l.Oz-1 +0.24z-1)a, (2.91) 
Desta maneira, esta última equação sugere que se deve testar o processo 
ARIMA (0,1,2) para o distúrbio. 
• A função de transferência do modelo está incorreta: 
Neste caso ter-se-á a presença de algumas correlações cmzadas grandes entre a entrada 
u, e os resíduos do modelo a0, • As correlações cmzadas resíduais seriam função da 
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discrepância da função de transferência encontrada. Conseqüentemente, os atrasos 
grandes que se observam nas correlações cruzadas onde o modelo da função de 
transferência seria é inadequado. Por exemplo, encontrando-se um modelo com b = 2, 
com uma correlação cruzada residual, significativamente grande, no atraso k = 1, deve-
se admitir que seria mais adequado um modelo com atraso b = 1. 
Modelos de Convolução 
Uma metodologia muito usada no controle de processos para modelar 
sistemas dinâmicos é o uso de funções de transferência, destacando-se, entre 
estas, os modelos de primeira e segunda ordem com tempo morto (Seborg & cols, 
1989, capítulo 27). Já para processos que exibem comportamentos dinâmicos não 
usuais podem ser empregados os modelos discretos de resposta ao impulso 
(modelos de convolução}. Este tipo de algoritmo permite modelar 
comportamentos dinâmicos não usuais pelo emprego de alto número de 
parâmetros que podem ser ajustados. Estes parâmetros podem ser obtidos 
através de testes de resposta a perturbações em forma de degrau no sistema a 
ser modelado. 
Na figura 2-19 são mostrados os valores da resposta a perturbação em 
degrau a1,a2,a3,a4 ···aH e os valores de resposta a perturbação em forma de 
impulso h,.,h,,h3 ,h4 ···hH, usando um período de amostragem M. Definindo a,= O 
para i ::;; O . HM é o tempo para o sistema atingir o estado estacionário no teste de 
resposta ao degrau em malha aberta. 
c 
' 
' 
' 
' 
ct = al: 
' 
' I 
' 
' 
' 
' I 
I 
' 
' 
' c2 = a2: 
I 
I 
I 
I 
I 
' 
' 
' I 
' I 
I 
' I 
I 
' 
' 
' c3 = a3: 
' 
' I 
' 
' I 
' 
O M 2/JJ 3/JJ 4/JJ 
Figura 2- 19 Valores de resposta ao degrau 
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A saída c(t) de um sistema contínuo ou discreto linear pode ser 
representada em termos de entradas passadas m(t) pela integral de convolução. 
Assim, as saídas e entradas podem ser consideradas como desvios em relação ao 
estado estacionário. Neste caso, ter-se-á: 
ro 
Para sistemas contínuos c(t) = jh(r)m(t- r)dr (2.92) 
o 
~ 
Para sistemas discretos cn+l = Lh,mn+J-i (2.93) 
i=l 
Onde h(r)ou h, é uma função cujos pesos de contribuição sobre o tempo 
que as entradas passadas m(t- r) ou mn+l-i têm sobre a saída c(t) ou cn+J. 
Se a entrada, no caso de sistemas discretos (analogamente pode ser feito 
para sistemas contínuos) for: 
{ 
m(t) * O para t * O, 
m(t) = 1 para t = O , 
as saídas nos instantes de amostragens são dadas por: 
cn = hn (2.94) quando t >o 
como mostradas na Figura 2-20. 
--•11-11 PROCESSO 1-----1·~ c, 
o 1 2 
h, 
Figura 2 - 20 Resposta do processo a perturbação em forma de pulso unitário 
A resposta ao degrau unitário em malha aberta pode ser facilmente 
encontrada: 
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t 
Para sistemas contínuos c(t) = Jh(r)dr (2.95). 
o 
t 
Para sistemas discretos c"= _L h, (2.96). 
i""O 
Como mostrado na Figura 2-21: 
1 --~·1 PROCESSO 1----1~ .. c, 
o 
o 
Figura 2 - 21 Resposta do processo a perturbação em forma de degrau unitário 
Este último tipo de modelagem é muito utilizado em controladores 
preditivos multivariáveis e foi também utilizado no desenvolvimento da modelagem 
dinâmica. 
ldentHicacão Dinâmica de Processos Usando a proposta de C. R. Cutler 
A metodologia desenvolvida por Cutler & cols. (1991), identifica sistemas 
dinâmicos os quais não necessariamente seguem os modelos de primeira e 
segunda ordem com tempo morto. Esta metodologia foi utilizada na identificação 
dinâmica dos filtros dos modelos. 
Tomando como exemplo a dinâmica mostrada na Figura 2-22, a saída 
para a resposta ao degrau 10 pode ser representada conforme a seguir: 
c 
o 2M 
• I 
' 
' 
' 
' 
' 
' 
' 
' 
' I 
I 
' 
' 
' 
' 
' 
' 
' 
' c2 = a2: c3 = a3: 
' 
' 
' • I 
' 
3M 
' 
' 
' 
' 
' 
' 
' 
4M 
Figura 2 - 22 Resposta do processo a perturbação em forma de degrau unitário 
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C1 -C0 = a1 *(11 -10 ) 
C2 -Co = a2 *(11 -10 ) 
C3 -Co = a3 *(11 -10 ) (2.97) 
C4 -C0 = a4 *(I, -10 ) 
Se o processo pode ser razoavelmente representado por um modelo 
dinâmico linear, os efeitos de vários movimentos, pelo princípio da superposição, 
podem ser somados de modo a representar o comportamento total. 
Considerar como exemplo a seguinte variação na entrada: 
lz 
' 
lo 
h 
Figura 2 - 23 Superposição de efeitos 
Superpondo os efeitos ao degrau teremos: 
C1 -C0 = a1 *V,-10 ) (2.98) 
C2-Co = a2 *(11 -10 ) + a1 •(12 - I,) 
C3-Co = a3 •(I,-10 ) + a2 *(12 -I,) + a, *V3 -I,) 
C4 -C0 = a4 *(!1 -l0 ) + a3 *(12 -11) + a2 *(13 -!,} + a1 *(14 -I.} 
Cs-Co = a4 *{!1 -/0 ) + a4 *(12 -1,) + a, *(I,, - /2) + a 2 •{14 -/3 ) + a1 *(15 -/4 ) 
Arranjando esta equação de modo que os coeficientes das variáveis 
independentes fiquem na mesma coluna, tem-se: 
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C1 -C0 = a, •(11 -10 ) (2.99) 
C2 -C0 = a,*(l2 -I.} + a 2 * (11 -10 ) 
c, -c. = a1 *(13 -12 ) + a2 *(12 -11 ) + a3 *(11 -I0 ) 
c, -c. = a,*(I,-IJ + a,*(I,-I,) + a, *(I2 -I,) + a4 *(11 -l0 ) 
C5 -C0 = a, *(I, -1,) + a 2 *(I, -13 ) + a,•(I,-12 ) + a, *(12 -10 ) 
As três primeiras equações são válidas se o processo encontra-se no 
estado estacionário quando a coleta de dados é iniciada. Como normalmente este 
não é o caso, estas equações podem ser consideradas como não aplicáveis. Por 
outro lado, destaquem-se duas particularidades: em primeiro lugar, o fato de nesta 
formulação não ser permitida a eliminação das equações iniciais e, em segundo 
lugar, o fato de a forma da equação com resposta ao degrau acima ser tolerante a 
ruídos de medição e do processo. Não entanto, deve-se também salientar o fato 
de neste tipo de formulação não ser permitida a rejeição de perturbações não-
medidas. Isto significa que toda vez que uma perturbação não-medida entrar no 
processo, seu efeito permanecerá. Este inconveniente, porém, pode ser evitado 
adotando-se a derivada da formulação acima mencionada. Assim, as perturbações 
não-medidas serão eliminadas, ficando a equação acima como: 
C1 -C0 = a1 •(11 -I0 ) 
C2 -C0 = a, •(I2 -!J + a2 •(I1 -10 ) 
-C, +C0 = - a, *(I, -10 ) 
C2 -C, a1 •(I2 -1.) (a2 - a,)• (I, -10 ) (2.100) = + 
C3 -C0 = a,•(I,-12 ) + a2 *(12 -1J + a3 *(I1 -10 ) 
-C2 -C0 = - a,•(12 -1,) - a2 •(I,-10 ) (2.101) 
= a1 •(I4 -13 ) + a2 •(I3 -Iz} + a,•(12 -1J + a,•(11 -10 ) ( 2.102) 
= - a1 •(15 -14 ) .-: a2 •(I4 -13 ) - a3 •(13 -1z} 
C4 -C, = 
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C5 -C0 = a,*(I,-I.) + a,*(I4 -I,) + a,*(I,-1,) + a4 *(I2 -10 ) (2.!03) 
-C4 -C0 = - a,*(14 -I3)- a,*(I,-1,)- a,*(I,-IJ- a4 *(11 l 0 ) C,--é~-~:; a,";TJ:":'IJ +(a, aJ,;.(ç:iJ +la,-a2 )~{!3 -l2 ) + (a4 -a3 )*(12 -IJ 
Nesta última equação, o último termo é encontrado da seguinte maneira: 
a4 *(12 -10 ) = a4 *(I,-I,-1,-I0 ) = a4 *(I,-IJ = a4 *(l1 -10 ) (2.104) 
Confonme mostrado na Figura 2.22 tem-se: 
h, = a, 
h, = a, a, (2.1 06) h, = a, a, 
h. = a. a, 
Desta maneira, a equação pode ser escrita em função dos coeficientes ao 
impulso: 
C1 -C0 = h,. * (11 - / 0 ) 
C2 -C0 = h,. *(I, -IJ + h2 *(11 -/0 ) 
C3 -C0 = h,. *(I, -12 ) + h, *(12 -I,) + h, *(I, -10 ) 
C4 -C0 h,. *(14 -!3 ) + h, •(I, -I,) h, *(12 -11 ) h4 *(11 -!0 ) (2.107) = + + 
C5 -C0 = h,.•(I5 -I.) + h1 *(14 -/3 ) + h,*(I,-1,) + h4 *(12 -10 ) 
Assim, uma vez montado o sistema, o mesmo torna-se passível de ser 
resolvido utilizando-se técnicas de otimização, podendo, inclusive, ser estendido 
para o caso multivariável. 
A Figura 2-24 mostra seis filtros identificados usando esta técnica. Neste 
caso cada um dos filtros tem 90 coeficientes (a1,a2 ,a3 ,···,a90 ) para o sistema 
atingir o estado estacionário. Note-se que no exemplo da Figura 2-22, tinha-se, 
apenas, quatro coeficientes (a1,a2 ,a3 ,a4 ). 
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Os coeficientes para a primeira curva estão listados a seguir: 
Relação refluxo retirada X Etano no eteno produto 
al == 1 ,42E.;Q2 a, = 5,42E.;()1 a, = -2,10E.;Q2 a4 = -4,04E.;Q2 a, = -5,44E.;()2 
a 7 = -8,02E.;()2 a, -9,1 OE.;Q2 a9 = -1 ,OOE.;Q3 a 10 = -1,07E.;Q3 a11 = -1, 15E.;Q3 
a 13 = -1 ,32E.;Q3 a 14 = -1,41E.;Q3 a15 =-1,49E.;Q3 a 16 = -1 ,56E.;Q3 a17 = -1 ,60E.;Q3 
a 19 =-1,67E.;()3 a20 = -1,72E.;Q3 a" -1 ,77E.;Q3 a22 = -1 ,82E.;Q3 a 23 = -1 ,88E.;Q3 
a25 = -2,02E.;()3 a26 = -2,08E.;Q3 a27 = -2,14E.;Q3 a 28 = -2,19E.;Q3 a29 = -2,24E.;()3 
a 31 = -2,33E.;()3 a32 = -2,38E.;Q3 a33 = -2,41E.;Q3 a 34 = -2,44E.;Q3 a 35 = -2,47E.;Q3 
a 37 = -2,55E.;Q3 a 38 = -2,59E.;Q3 a39 = -2,63E.;Q3 a 40 = -2,68E.;Q3 a 41 = -2,72E.;Q3 
a 43 = -2.78E.;Q3 a 44 = -2,80E.;()3 a45 = -2,82E.;()3 a 46 = -2,84E.;Q3 a 47 = -2,87E.;Q3 
a 49 = -2,98E.;()3 a 50 = -3,01E.;()3 a, = -3,03E.;Q3 a 52 = -3,05E.;Q3 a 53 = -3,07E.;Q3 
a 55 = -3,11 E.;()3 a 56 = -3,13E.;Q3 a 57 = -3,15E.;Q3 a58 =-3,17E.;Q3 a 59 = -3,18E.;Q3 
a6 , = -3,22E.;Q3 a62 = -3,24E.;Q3 a63 = -3,25E.;Q3 a 64 = -3,27E.;Q3 a65 = -3,28E.;()3 
a 67 = -3,31E.;Q3 a 68 = -3,33E.;Q3 a69 = -3,34E.;Q3 a 70 = -3,35E.;Q3 a 71 = -3,36E.;Q3 
a73 =-3,38E.;()3 a74 = -3,38E.;Q3 a75 = -3,39E.;()3 a76 = -3,40E.;Q3 a77 = -3,40E.;()3 
a 79 = -3,41E.;()3 a80 =-3,41E.;()3 a81 = -3,42E.;Q3 a82 = -3,42E.;Q3 a83 = -3,42E.;Q3 
a1; = -3,43E.;()3 a1ó = -3,43E.;Q3 a11 = -3,43E.;()3 a 11 = -3,43E.;Q3 a12 = -3,43E.;()3 
a. = -6,65E.;()2 
a12 = -1 ,23E.;Q3 
a, 8 = -1,64E.;Q3 
a 24 = -1 ,95E.;Q3 
a30 = -2,29E.;Q3 
a36 = -2,51E.;Q3 
a 42 = -2,75E.;Q3 
a 48 = -2,95E.;Q3 
a 54 = -3,09E.;Q3 
a60 = -3,20E.;()3 
a66 = -3,30E.;()3 
a72 = -3,37E.;Q3 
a78 = -3,41E.;Q3 
a 84 = -3,42E.;Q3 
a20 = -3,43E.;()3 
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3 Tratamento de dados e modelagem de sistemas não 
lineares 
Este capítulo descreve a metodologia desenvolvida para a modelagem de 
sistemas dinâmicos não-lineares. Como pelo menos 80% do tempo do projeto é 
associado à preparação e análise dos dados, foi criada uma ferramenta 
computacional baseada no software Matlab para automatizar o referido 
procedimento, de modo a otimizar a análise dos dados e o desenvolvimento dos 
modelos (Capitulo 4). 
A metodologia desenvolvida, conjuntamente com a ferramenta de 
software, foi aplicada na identificação de uma coluna Fracionadora de Eteno na 
Planta de Produção de Eteno da BRASKEM. O sistema foi escolhido pois 
apresenta tempos de resposta e não linearidades acentuados. Vide Capitulo 5. 
A seguir são detalhados os principais procedimentos envolvidos na 
metodologia que visa a modelagem dos sistemas dinâmicos não lineares. 
3.1 Descrição e análise preliminar do sistema 
Nesta etapa devem ser definidos os objetivos dos modelos, os limites do 
sistema (fronteiras) e as variáveis envolvidas. Adicionalmente, o processo e as 
estratégias de controle do sistema devem estar plenamente entendidas e 
descritas. 
3.2 Coleta de Dados 
A coleta de dados deve ser planejada, detalhada e executada após a clara 
definição dos objetivos do estudo. 
A escolha das variáveis monitoradas devem levar em consideração o 
ponto de vista do processo, do controle e da operação da unidade. 
Por se tratar de um sistema dinâmico, a freqOência mínima de 
amostragem deve ser definida em função da menor dinâmica do processo. A 
freq!lência de coleta mínima deve ser em torno de um décimo da menor constante 
de tempo. 
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Como para a identificação linear dinâmica são requeridas perturbações no 
processo (ver detalhes no item 3.5.1), os dados disponíveis do mesmo devem ser 
previamente analisados antes mesmo de definir testes adicionais para a 
identificação dinâmica. Esta abordagem diminui a necessidade de imposição de 
perturbações no processo. 
3.3 Tratamento dos Dados 
De modo geral, poucos são os dados que estão imunes a informações 
espúrias. Em princípio, todos os dados operacionais obtidos em condições 
anormais da unidade, seja por falha de instrumentos e/ou analisadores, devem ser 
tratados ou eliminados. Neste caso podem ser definidas as máximas variações 
aceitáveis entre o instante atual e o anterior dos dados de entrada. Quando um 
ponto excede estas variações (ex. falhas de transmissores) o mesmo pode ser 
tratado levando-o para o seu valor prévio aceitável ou num valor médio entre o 
valor anterior e posterior. A Figura 3-1 mostra os dados de um analisador (linha 
verde) após tratamento de valores ruins. 
'j' 
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Figura 3 - 1 Tratamento de dados 
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Em termos gerais, os modelos com grandes faixas de variação necessitam 
de um número maior de dados. Situações extremas levam a modelos pouco 
significativos nas condições normais de operação. Se for necessário um modelo 
numa faixa grande de operação, técnicas adequadas podem ser empregadas. A 
definição apropriada dos limites máximos e mínimos dos dados de entrada é uma 
tarefa importante. Por outro lado, deve ser avaliado o uso de filtros matemáticos 
nas variáveis medidas, de modo a eliminar ruídos indesejáveis. A figura 3-2 
apresenta uma tela da ferramenta desenvolvida, a qual permite especificar 
diversos tipos de filtros para aplicação sobre os dados coletados. 
Variável a ser filtrada 
F05347P\I 
i 
i 
s + 1 
(Pts na janela) 
Figura 3- 2 Filtros matemáticos disponíveis para aplicação sobre dados de processo coletados na 
planta 
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Utilizar dados com valores de variação em relação à media ou ao instante 
anterior é exigência de alguns tipos de tratamento. Neste trabalho, este tratamento 
foi utilizado no levantamento da função de convolução e na função que junta 
dados em dois intervalos não-contínuos. 
3.4 Análise dos Dados 
Esta etapa é a que demanda maior esforço. Uma análise adequada dos 
dados é pré-requisito "sine qua non" para a obtenção de bons modelos. 
Nesta etapa algumas questões terão que ser respondidas, como por 
exemplo: 
.. A variação dos dados coletados foi suficiente para a identificação dos 
modelos? 
Mais importante que a quantidade de dados é a qualidade da variação das 
perturbações. Quantidade de dados sem a variação necessária não ajuda na 
identificação dos modelos. 
• Qual o número mínimo e quais as variáveis que devem definir os modelos? 
Quando são consideradas entradas altamente correlacionadas, os ganhos dos 
modelos ficam indefinidos. 
Para exemplificar, considerar um modelo linear com duas variáveis de entrada 
x1 e x2, 100% correlacionadas e uma saída y. 
A abordagem deste sistema tem uma infinidade de soluções para os ganhos k1 
e k2, que satisfazem o modelo deste tipo y = k1*x1 + k2*x2. 
• Qual é a melhor faixa de trabalho dos dados de entrada coletados? 
Como mencionado anteriormente, faixas muito grandes podem levar a modelos 
pouco significativos nas condições normais de operação, neste caso devem 
ser desprezados os períodos como partida e condições anormais da unidade. 
Se existir necessidade destes tipos de modelos, podem ser empregadas 
técnicas para identificar modelos por faixa de atuação. 
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• No período considerado, a condição da unidade está adequada para a coleta 
dos dados? 
A análise dos dados para identificação dos modelos deve considerar os 
modos operacionais dos controladores (cascata, automático, manual). Diferentes 
modelos para as mesmas entradas e saídas podem ser gerados em função do 
modo de operação dos controladores. 
Como exemplo, analisa-se o caso do impacto da variação da vazão de 
alimentação sobre a composição de topo de uma coluna de destilação, na qual o 
nível do vaso de acúmulo do topo é controlado manipulando-se a vazão de 
refluxo, (ver Figura 3-3). Modelos diferentes são encontrados se o controle de 
vazão de refluxo está em cascata com o nível ou o controle de vazão de refluxo 
está no modo automático. 
Figura 3 - 3 Identificação de uma coluna de destilação 
Os motivos para a aplicação de técnicas estatísticas e filtros para a 
análise dos dados são: 
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• Verificar se os dados contêm informações suficientes para produzir bons 
modelos (autocorrelação, correlação cruzada, estatísticas e resposta 
impulsionai finita). 
• Identificar que dados requerem processamento adicional (reparo de dados 
ruins, filtros para ressaltar freqüências importantes) 
A seguir são apresentadas algumas das técnicas que melhoram a análise 
do comportamento do processo. É importante lembrar a importância do 
conhecimento do processo. 
3.4.1 Média, mediana, desvio padrão, valores mínimo e máximo. 
As análises estatísticas avaliam tendências dos dados, podendo ajudar na 
definição da faixa das variáveis do modelo, na análise da qualidade dos dados e 
na análise da variabilidade do sistema. 
A Figura 3-4 mostra estatísticas de um conjunto de dados de uma 
variável. Por exemplo se a variável é uma entrada do modelo, os dados contidos 
na faixa média :f: 1 desvio padrão poderão ser usados para obter o modelo. Caso 
exista a necessidade de obter o modelo entre a faixa mínima e máxima mostrada, 
provavelmente será necessário uma quantidade maior de dados. 
E '''ka para F'05347SY 
-------------------------~ 
-=4.1767 
- =4.1616 
--~e!'*_ .. _--
Ti4 • ;r ::::36086.4083 
4.1 
-------------------------~ 4 
O 1000 2000 3000 40DD 5000 8000 7000 8000 IODO 
Figura 3 - 4 Estatística para um conjunto de dados coletados na planta 
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3.4.2 Gráficos de tendência histórica 
Quando a quantidade de variáveis e de dados analisados é grande, a 
utilização de uma boa ferramenta de gráficos de tendência melhora e diminui o 
tempo desta análise. 
Um gráfico de tendência histórica, com as características listadas a seguir, 
facilita a análise dos dados: 
.. Variáveis devem poder ser visualizadas em diversas freqüências; 
.. a janela de visualização deve poder ser mostrada em várias faixas definidas 
pelo usuário; 
" deve ser permitida a inclusão ou retirada de variáveis no gráfico; 
• deve ser permitida a visualização de valores numéricos das variáveis usando 
cursor do gráfico; 
• valores máximos e mínimos de visualização das variáveis no gráfico, devem 
ser livremente definidos pelo usuário; 
• janela de visualização dinâmica no tempo; 
• fácil aplicação de filtros nas variáveis amostradas; 
• fácil aplicação de cálculos nas variáveis amostradas. 
3.4.3 Análises de Correlação 
A análise de correlação é utilizada para estudo das características 
dinâmicas das relações de causa/efeito. As análises de correlação normalmente 
requerem uma grande quantidade de pontos de amostragem (não é aplicável para 
teste único frente a perturbação em degrau). As séries analisadas devem ser 
estacionárias, isto é os valores deverão variar em torno de uma média fixa. Os 
sinais de processos devem ser autocorrelacionados, com exceção do ruído branco 
(a autocorrelação pode determinar se os instrumentos de campo estão 
trabalhando corretamente ou simplesmente produzindo ruído). 
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A funções de autocorrelação têm como objetivo medir o grau de 
dependência que existe entre amostras de uma série temporal associada à 
variável x, tomadas nos instantes t e (t + k). A Figura 3-5 apresenta o gráfico de 
autocorrelação, para k = O até k = 200 . Analisando os valores da 
autocorrelação para esta série temporal podemos concluir por exemplo que a 
mesma é estacionaria devido ao seu decaimento rápido para valores próximos de 
zero. 
Autocorrelação de F05347SV 
1.2 ...--...----,---,--....,---=-,..---,---,..----r--r---, 
0.8 :-
o.s r-
o.4r 
0.2 
o 
-020 20 40 60 80 100 120 140 160 180 200 
Atrasos (k) 
Figura 3 - 5 Gráfico de autocorrelação 
O coeficiente de correlação cruzada é uma medida estatística da relação 
dinâmica entre duas variáveis. 
A correlação cruzada é definida pela expressão 
O" xy(k) = E((x(t)- ,uJy(t + k)- ,uy)) 
axay 
Pode-se observar pela equação acima que tomando-se a variável x no 
tempo t =o e a variável y no tempo t = k e assumindo que as séries temporais 
são completamente não correlacionadas (isto é, quando x(t) varia, y(t + k) fica 
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constante e igual a w ), a correlação cruzada igual-se a zero pois E(x(t)- pJ= O. 
Do exposto acima observa-se que quando existe pouca correlação entre as 
variáveis, o valor da correlação cruzada tende a zero. 
A variável de processo e a variável de saída do controlador devem ser 
correlacionadas para que se obtenha uma ação de controle adequada. 
A Figura 3-6 mostra os gráficos de correlação e da estimativa de resposta 
frente a perturbação em degrau entre duas variáveis de processo. Pelo gráfico de 
correlação cruzada podemos por exemplo constatar que existe uma dependência 
entre as duas variáveis para k = -3,- 2,-1,2,4,6. 
COrrallçlo.cru .. da da FO!i347SII para Alllli631 PV _01 
-0.1 '----..1---.....I...----'---'-----'----'------L---' 
-20 -15 -10 -5 o 10 15 20 
«-AlrU:I8 llaga!MI.s AlrU:I8 Posllloftlo ....-. 
Ra!li")Sia 10 Degrau Esl1mlda 
-
Figura 3 - 6 Estatística para um conjunto de dados de processo 
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3.4.4 Gráficos de Causa Efeito 
Estes gráficos ajudam a perceber se existe alguma correlação entre as 
variáveis. A Figura 3-7 mostra um conjunto de dados de entrada e saída antes de 
passar por um filtro dinâmico. Visualizando estas variáveis neste gráfico não se 
apercebe uma correlação clara entre estas duas variáveis. Passando um filtro na 
variável de entrada e plotando novamente as variáveis e analisando o gráfico, 
Figura 3-8, os dados parecem estarem estar um pouco correlacionados. 
Posteriormente foi provado usando correlações cruzadas que existe uma 
correlação dinâmica entre estas duas variáveis. 
Gr~7:c:o "X'f para c ~.ag X= F053i7S"·J e tag Y = .. il.i:JS6S1 PV 
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Figura 3-7 Gráfico de causa efeito (dados sem filtros) 
54 
900 
800 • 
•• •t 
700 
600 • 
"' !- 500 
400 • ... • 
• • 
• 
300 • • • . • • • • • :::········ • • . . ..... 
. . .. ~ 
200 
4.2 4.25 4.3 4.35 4.4 
TagX 
Figura 3- 8 Gráficos de causa efeito (dados com filtros) 
3.5 Desenvolvimento dos filtros 
3.5.1 Filtros dinâmicos 
4.45 
Conforme descrito, a arquitetura do modelo considera a inclusão de filtros 
dinâmicos nas variáveis de entrada. Estes filtros são identificados utilizando-se 
séries temporais ou usando a metodologia desenvolvida por Cutler (1991). No 
Capitulo 2, item 2.2.2 são revisados os conceitos teóricos. 
Normalmente o levantamento de modelos dinâmicos requer execução de 
teste na planta. Não entanto, não existe uma maneira única de executar este 
teste, dado que muitos fatores afetam a maneira como este deve ser conduzido. 
Entre estes fatores podem ser destacados os seguintes: 
• dinâmicas relativas do processo a ser identificado (lenta ou rápida); 
• modo como os produtos e as restrições são especificados; 
• cronograma da unidade na qual será executado o teste; 
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• política operacional da unidade. 
Nesta etapa é extremadamente importante o envolvimento da equipe de 
operação da unidade. 
Recomenda-se o seguinte procedimento durante a execução do teste: 
" Identificar todas as entradas e saídas que devem, necessariamente, ser 
coletadas; 
.. O teste deve considerar três conjuntos de dados com cinco a dez pulsos por 
variável; 
.. O conjunto de pulsos deve ser aleatório e fortemente misturado para prevenir 
possíveis oscilações randômicas; 
.. A magnitude do pulso deve ser maximizada para cada freqüência de pulsos. 
A Figura 3-9 apresenta um exemplo de padrão de pulsos de teste para 
uma variável de entrada do processo a ser modelado. 
8min 80 min 
16min 
Figura 3 - 9 Exemplo de um teste 
3.5.2 Modelos 
A arquitetura do modelo proposto neste trabalho deve ser configurada 
incluindo-se os filtros dinâmicos identificados no item 3.5.1, conforme mostrado na 
Figura 3-10. Nesta arquitetura é feita a filtragem dos dados de entrada, sem 
modificação do ganho estático. Esta filtragem trata a dinâmica e ajuda a eliminar 
parte dos ruídos dos sinais de entrada. A saída dos filtros é ligada na entrada da 
rede neural. 
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Entrada 5 FILTRO 
Entrada 6 
ffiTRO 
Entrada 7 
FILTRO 
Entrada 8 ffiTRO 
Figura 3 - 1 O Arquitetura do modelo 
3.6 Treinamento das redes neurais 
Uma vez aplicados os filtros dinâmicos nos dados de entrada do modelo, o 
treinamento pode ser feito automaticamente, através de um algoritmo de 
treinamento (por exemplo Levenberg-Marquardt ou Gradiente Descendente) 
com a técnica de parada antecipada com validação. Neste caso o conjunto de 
dados é dividido em três sub-conjuntos. O primeiro é usado para o cálculo do 
gradiente e a atualização dos ganhos e bias da rede. O segundo sub-conjunto é 
usado para a validação do modelo. O erro do modelo com os últimos ganhos e 
bias calculados, bem como com os dados da validação é monitorado durante o 
processo de treinamento da rede. Normalmente este erro decresce na fase inicial. 
Entretanto, quando a rede começa a se tornar sobre treinada, o erro do conjunto 
de validação começa a crescer. Quando isto acontece num número específico de 
iterações, o treinamento é parado e os ganhos e bias no erro mínimo de validação 
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são os que melhor representam o processo em questão. O terceiro sub-conjunto 
de dados é usado no teste do modelo. 
3.7 Conclusão 
Neste capítulo foram apresentados os principais procedimentos utilizados 
para o tratamento de dados e para modelagem de sistemas dinâmicos não 
lineares. 
No capítulo 4 encontram-se a descrição da ferramenta computacional, 
desenvolvida com base nos procedimentos aqui descritos, e que tem por propósito 
facilitar e tornar automático este conjunto de procedimentos. 
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4 Descrição da Ferramenta Computacional Desenvolvida 
A Ferramenta Identificação Dinâmica com redes neurais DMCrede foi 
desenvolvida no presente trabalho para auxiliar a identificação de modelos não 
lineares de sistemas dinâmicos. Sua elaboração foi possível utilizando-se o 
programa MATLAB, software baseado em Windows, e desenvolvido pela 
MathWorks, Inc. 
Esta ferramenta permite: 
.. o tratamento de dados do sistema a ser identificado; 
" a identificação da dinâmica do sistema; 
.. a geração de modelos dinâmicos não-lineares; 
.. a identificação de não-linearidade dos sistemas. 
Uma vez disponibilizados os dados operacionais, os mesmos podem ser 
visualizados na freqüência desejada utilizando uma ferramenta de gráfico de 
tendência. 
Nesta tela podem ser visualizados os dados, definindo-se a faixa e o 
período desejado. Através do menu disponível, podem ser acessadas várias 
funções para tratamentos de dados como: 
• configuração ou retirada de variáveis dos gráficos de tendência; 
• aplicação de funções estatísticas nas variáveis disponibilizadas no sistema; 
• aplicação de funções para tratamento dos dados para correção de erros; 
• aplicação de filtros e cálculos entre variáveis; 
• aplicação de auto correlação e correlação cruzada entre variáveis. 
A Figura 4-1 mostra a tela principal da ferramenta. 
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Figura 4- 1 Tela principal 
Através do menu disponível na tela principal podem ser acessados vários 
menus. 
As funções do menu de arquivo estão mostradas na Figura 4-2. 
brquivos Iendênciêf lag 
~arr~gar cfi!'ldos Çtri+C 
Btri+S. 
!mpriroir ··ftrl+f: 
~air Ctri+S 
Figura 4 - 2 Menu de arquivos 
As funções do menu de tendência estão mostradas na Figura 4-3. 
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Iendêncía Tag 
.b;riar 
Anotaçõ~s 
Adicion<:!r T ag Ctri+A -===;L Adiciona variável à tela de tendência J 
Remover T ag Ctri+R ~-===~::=:;;;;::------------~ 
f'an... ~ Remove variável à tela de tendência 
f:oom ... ~ 
Figura 4 - 3 Menu de tendência 
Funções do menu de "tags" estão mostradas na Figura 4-4 e Figura 4-5 
}ag Modêlos Controlador -ª.ímufação êiuda 
~~--------------~ !nformaÇão Ctrl+l 
8,nalise ._ 
E_dição de Range 
filtro 
.(orlar 
.b;arregqr filtros 
Cálcylos 
Ctri+R 
Ctri+F 
Ctri+C 
Ctri+C 
Ctri+LI 
.@:iline(datos de analise) Ctri+S 
Erros Ctri+E 
!,inearidadâ 
(Jperação em Grupo 
CtrJ+L 
fstatistica 
8,uto Correlação 
[orrelação Cruzada 
Resposta lmpulcional Finita 
fstímador de tempo morto 
GráficoXY 
Figura 4 - 4 Menu de "tags" 
Ctri+S 
Ctri+A 
Ctri+C 
Ctri+F 
Ctri+D 
Ctri+G 
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Iag Mode.los 
!nform<tç;.ão 
Analise 
Çontrolador 5_ímulaç;ão é,juda 
Ctrl+l 
Ê'di!(;it'1 de,flàt1ge 
filtro 
ÜQI{<')[. 
Cl!I;,R 
CttJ,f.F 
Ctrl+.C. 
Q<tírégqr;fjltrcis Etri+C 
C~lç!,!!Qs Ctri+IJ 
gplín~;f<;lí!\!l:is de analisé), .. Ctri+S 
Erros Ctli+E 
,binearídàde Ctri+L 
Operação em Grupo ~ filtro 
Çorte por partes 
Fjltro por partes 
ld,êntificaç;ão 
Ctri+F 
Ctri+C 
Ctrl+l 
Ctri+E 
Figura 4 - 5 Menu de "tags"- continuação 
As funções do menu de "tags" estão descritas na Tabela 4-1 abaixo, com o 
número da figura onde a tela é mostrada. 
Tabela 4-1 Funções do menu 
Número da 
Função Descrição i figura onde a 
tela é mostrada 
Informação Fornece informações das variáveis carregadas. -
Estatística Fornece as estatísticas de uma variável (média, mediana, Figura 5.6 
desvio padrão, valores mínimo e máximo). 
Auto correlação Calcula a função de auto correlação de uma variável Figura 5.8 
Correlação cruzada Calcula a função de correlação cruzada de uma variável Figura 5.9 
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Resposta Calcula a resposta impulsionai de uma variável de entrada 
-
impulsionai finita em relação a uma salda definida. 
Estimador de Estima o tempo morto de uma variável de entrada em 
-
tempo morto relação a uma salda definida. 
I 
Gráfico )0( Cria um gráfico tipo )0( entre duas variáveis. Figura 3.7 
Edição de range Ferramenta de correção de valores de uma variável. -
Filtro Utilizada para aplicação de filtros em uma variável Figura 3.2 
Cortar Seleciona períodos válidos de variáveis. -
Carregar filtros utilizado para carregar filtros dinâmicos. Figura 5.14 
Cálculos Utilizada para fazer cálculos entre variáveis. -
Splite (dados de Tratamento de dados de análise. -
análise) 
Erros Correção automática de erros Figura 3.1 
Unearidade Após a identificação da rede neuronal fornece os gráficos Figura 5.15 
de não linearidade das variáveis. 
Filtro (grupo de utilizado para carregar filtros dinâmicos em grupo de 
-
variáveis) variáveis. 
Corte por partes Seleciona períodos válidos de um grupo de variáveis. -
(grupo de variáveis) 
Filtro por partes Utilizado para carregar filtros dinâmicos em grupo de 
-
(grupo de variáveis) variáveis seiecionados por períodos. 
Identificação Faz o treinamento da rede neural Figura 5.7 
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4.1 Conclusão 
A ferramenta computacional foi desenvolvida com o objetivo de tornar 
automáticos os procedimentos de tratamento de dados da planta e de 
identificação e modelagem de sistemas dinâmicos não lineares. 
Este programa pode ser utilizado para qualquer conjunto de dados 
coletados em diferentes plantas industriais. 
Uma ilustração da utilização da ferramenta, desenvolvida na aplicação a 
dados obtidos em industria petroquímica, é mostrada no Capítulo 5. 
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5 Identificação da Fracionadora de Eteno 
Este capítulo descreve o estudo elaborado para o sistema Fracionadora 
de Eteno e Compressor de Refrigeração a Propeno, sistema integrante da 
unidade de produção de Eteno I da BRASKEM. O sistema estudado apresenta um 
comportamento não-linear com dinâmicas bastante acentuadas, tornando-o 
excelente para a aplicação das técnicas estudadas. 
5.1 Descrição e análise preliminar do sistema 
5.1.2 Objetivo do estudo 
Desenvolver modelos das principais variáveis controladas da coluna 
Fracionadora de Eteno, visando o conhecimento da dinâmica e não linearidade 
das mesmas, de modo a permitir a linearização da entrada/saída para posterior 
uso em estratégias de controle básico, em controladores preditivos multivariáveis 
e em técnicas de otimização linear dinâmica. 
5.1.3 Descrição do processo 
A unidade em que se insere o sistema da Fracionadora de Eteno, tem 
como objetivo a produção de Eteno (H2C=CH2, peso molecular 28,0536, maior 
químico orgânico, em volume, produzido na atualidade) e outros petroquímicos 
básicos, tendo como matéria prima a nafta e o etano. Atualmente a produção de 
eteno constitui o mais importante bloco da indústria petroquímica. Eteno é 
transformado em vários produtos intermediários e finais, principalmente polímeros 
como plásticos, resinas, fibras e elastómeros. 
A nafta é enviada para os Fornos de Pirólise que são o coração da 
unidade. Nestes equipamentos as serpentinas verticais (reator térmico) são 
aquecidas por chamas de gás combustível. As propriedades da carga e as 
condições nas quais o reator opera determinam a produção dos efluentes. Assim, 
sob altas temperaturas, baixos tempos de residência e baixa pressão parcial de 
hidrocarbonetos (vapor é adicionado para diminuir esta pressão) obtém-se nesta 
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operação, alta seletividade em relação a olefinas e diolefinas (eteno, propeno e 
butadieno), com mínima formação de coque (aumento de campanha) e metano. 
Os efluentes dos fornos, depois de resfriados em trocadores em linha, 
entram na seção de recuperação e purificação, onde se situa o sistema a ser 
estudado. 
Estes efluentes são separados nos produtos desejados por compressão, 
juntamente com condensação e fracionamento em temperaturas gradualmente 
diminuídas. 
FORNOS 
Com~U>1ivel 
. r--i J Modelos 
!L-
' 
"""""""''""''""''''''''"'''''''''''"""") 
Figura 5- I Unidade de produção de eteno 
FRACIONAtf.RA DE 
H!l.ENO 
Etileno 
Pmp•leno 
A figura 5-1 representa o diagrama de blocos da unidade. Para prevenir a 
continuidade das reações, o efluente do forno é resfriado rapidamente nos 
trocadores de linha de transferência e, a seguir, misturado com uma corrente de 
óleo combustível proveniente da Fracionadora de Gasolina. No sistema 
Fracionadora de Gasolina e Torre de Quench são removidas as correntes mais 
pesadas como gasolina, gasóleo e óleo combustível. A Torre de Água de Quench 
opera, essencialmente, como um condensador parcial da Fracionadora de 
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Gasolina. A fase água e fase gasolina são separadas no fundo da Torre de 
Quench. 
Deixando o topo da Torre de quench, os gases são comprimidos num 
compressor de cinco estágios para uma pressão em torno de 40 kgf/cm2. A fim de 
evitar a formação de fuligem e depósitos são respeitadas, em cada um dos cinco 
estágios, as respectivas relações de compressão. Os componentes gasosos 
ácidos são removidos entre o segundo e o terceiro estágio de compressão. 
As correntes de saída do compressor são parcialmente condensadas a 
pressões constantes em vários níveis de refrigeração e trocadores de placa em 
contra corrente até -165°C, onde somente hidrogênio permanece no estado 
vapor, o qual é retirado do último estágio de separação. 
Os níveis de condensação são fornecidos por um sistema de refrigeração 
em cascata a eteno e propeno (C2R e C3R). O sistema de refrigeração a propeno 
cede calor ao sistema de água de resfriamento e retira calor de vários usuários. 
Um dos usuários é o sistema de refrigeração a eteno o qual sede calor a este 
sistema e fornece frio a usuários num nível, mais frio. 
As correntes, nos vários níveis de condensação, são alimentadas em 
diferentes pontos na Desmetamizadora. O produto de topo da Desmetanizadora é 
metano com traços de hidrogênio, traços de monoxido de carbono, quantidades 
pequenas de eteno e impurezas. A corrente de fundo é constituída de eteno e 
componentes mais pesados com traços de metano. 
A corrente de fundo alimenta a Desetanizadora onde uma corrente 
composta de aproximadamente 70 % de eteno e 30 % de etano é retirada pelo 
topo. O acetileno desta corrente é convertido em eteno e etano pela mistura com 
hidrogênio num conversor de acetileno. Esta corrente alimenta a Fracionadora de 
Eteno. 
Como a corrente de eteno e etano tem um ponto de bolha próximo, a 
mesma é separada numa super fracionadora (Fracionadora de Eteno). 
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O Eteno produto é retirado lateralmente do sexto prato da Fracionadora. 
Uma corrente de topo com concentrações elevadas de metano e traços de 
hidrogênio é reciclada para um estágio intermediário do compressor de gás de 
carga. A corrente de fundo, etano com algum eteno, pode ser reciclada como 
carga para os fornos de pirólise ou, em último caso, usada como gás combustível. 
O sistema da Fracionadora de Eteno utiliza como fluido de condensação o 
nível mais frio do sistema de refrigeração a propeno (C3R). O refervedor é um 
economizador deste mesmo sistema, localizado entre o terceiro e segundo estágio 
deste sistema de refrigeração a propeno (vide Figura 5-2). Este sistema tem 
também um refervedor intermediário, o qual retira calor da corrente de carga que 
vai para um sistema de resfriamento de trocadores tipo placa (trem frio). 
Figura 5-2 Fracionadora de Eteno e sistema C3R 
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A Fracionadora de Eteno, maior consumidor do sistema C3R, pode estar 
sujeito a várias restrições, dentro dos quais podemos citar: 
.. Capacidade do condensador (sistema C3R); 
.. Capacidade do refervedor, o qual é um economizador para o sistema C3R; 
.. Limite de capacidade da válvula de alimentação da fracionadora; 
• Capacidade da fracionadora, podendo ser monitorado pela variação de 
pressão nas várias seções da coluna; 
Os objetivos de controle da coluna são os seguintes: 
.. manter a especificação do eteno produto menor que um limite definido em 
relação a metano, etano; 
• manter a perda de eteno na corrente de fundo dentro dos limites especificados. 
Do ponto de vista de otimização do sistema, a função objetivo pode ser 
definida de dois modos: Se o sistema é a restrição ("gargalo") atual da unidade, 
deve-se trabalhar na restrição do sistema de modo a maximizar a carga da 
unidade. Se o sistema não é a restrição atual da unidade deve-se minimizar o 
consumo de energia do sistema. 
Neste sistema está implementado um controlador preditivo multivariável 
linear tipo DMC, o qual apresenta ótimo desempenho quando comparado ao 
controle por retroalimentação tradicional. Deve se resaltar aqui que o DMC baseia-
se em modelo linear do tipo convolução e que a modelagem proposta no presente 
trabalho (baseado em redes neuronais), resultará num modelo não linear, que 
poderá ser utilizado como modelo interno deste controlador preditivo multivariável. 
5.1.4 Estratégias de controle 
A Figura 5-3 mostra o esquema de controle básico da Fracionadora de 
Eteno. 
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Figura 5 - 3 Sistema de Controle da Fracionadora de Eteno 
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Controle de refluxo externo sobre retirada de produto 
O objetivo desta estratégia de controle é manter a relação refluxo externo 
sobre a retirada lateral de produto (produção de eteno) no setpoint definido pelo 
controlador predítivo multivariável, manipulando-se o "set poinr da vazão de 
retirada lateral de produto (prato 11 ). 
Controle de concentração de eteno no prato 118. 
O objetivo desta estratégia de controle é manter a concentração de eteno 
no prato 118 (região mais sensível da coluna) no setpoint definido pelo controlador 
preditivo multivariável, manipulando-se o calor do refervedor de fundo que 
manipula a vazão de propileno que passa no refervedor de fundo. 
Controle de vazão para o refervedor lateral. 
O objetivo desta estratégia de controle é manter a vazão de retirada para o 
refervedor lateral no setpoint definido pelo controlador preditivo multivariável. 
Controle de pressão da coluna. 
O objetivo desta estratégia de controle é manter pressão da coluna 
manipulando-se o nível do condensador a propeno. 
Controle de nível do fundo da fracionadora. 
O produto de fundo da fracionadora de eteno pode ser enviado ou para o 
headerde gás combustível ou como reciclo para os fornos SRT-1. O nível do fundo 
da coluna é controlado ajustando-se a vazão deste produto de fundo. 
5.2 Coleta de Dados 
A Tabela 5-1 mostra todas as variáveis coletadas para o sistema 
Tabela 5·1 Variáveis coletadas do sistema 
Comenlárío Unidades Descrição V-máx. V-mín. 
Dia Dias Data da ancsbagem 31 o 
Hora Horas Hora da amostragem 24 o 
C2H6 no produto %vol. ppm Etano no eteno produto 1000 o 
C2H4 no fundo %vol. ppm Eteno na corrente de fundo 5 o 
GB-1501 RPM Velocidade no compressor 4000 2000 
~de fundo Gcallh ~de fundo 15 10 
lJD Ton.lton. Relação refluxo retirada 4.7 4.1 
GB-1501 % Vapor C3R posição válwla 100 70 
7! 
Refervedor lateral Ton. Propeno p/ referwdor lateral 30 15 
Carga Ton. Carga p/ Fracionadora eteno 80 o 
Fomo A Ton. Vaz!Jo de fundo p/ fomo A 20 o 
FomoS Ton. Vaz!Jo de fundo p/ forno A 20 o 
Refervedor lateral Ton. Vaz!Jo p/ referwdor lateral 80 40 
Topo Kg Vaz!Jo na corrente de topo 800 o 
Condensador % Nível no condensador PV 100 o 
Nível topo % Nível vaso de acúmulo topo 100 o 
Nível fundo % Nível do fundo 100 o 
Pressão topo Slf kgflcm2 Pressão topo fracionadora SV 20 18 
Pressão topo PV kgf/cm2 Pressão topo fracionadora PV 20 18 
Delta kgflcm2 Delta pressão fracionadora 1 o 
GB1501 kgflcm2 Pressão sucção canpressor 0.5 0.2 
Retirada lateral 'C Tempernlura de retirada p/ -20 -30 
refervedor lateral 
GB1501 kgflcm2 Pressão sucção compressor 0.5 0.2 
Lateral processo 2 'C Entrade p1 referwdor lateral lado 18 12 
processo 
Lateral processo 1 'C Saída p/ referwdor lateral lado o -5 
processo 
vazão 1 Ton. vazão 15 o 
vazão2 Ton. vazão 15 o 
C2H4oarga %\101 ppm Eteno na carga 90 70 
Eteno produto Ton. Vaz!Jo de eteno produto 70 50 
C2H4 prato 111 %\/Oippm Eteno prato 111 PV 100 o 
Vazão3 Ton. vazão3 300 o 
C2H4 pt111 %\101 ppm Eteno prato 111 SV 100 o 
Condensador % Nível no oondensador SV 100 o 
CH4topo %\101 ppm Metano topo Fracionadora 300 o 
CH4 de desmeta %\101 ppm Metano do fundo de Desmeta 2000 o 
Deeta Kgflcm2 Pressão do topo de Deeta PV 30 20 
Temperatura 'C Tempernlura -25 -35 
Nível % Nível 100 o 
Deeta kgflcm2 Pressão do topo de Deeta SV 30 23 
Temperatura 'C Tempernlura 25 21 
Z' estágio C3R kgf/cm2 Pressão Z' estágio C3R 1.6 1.3 
3' estágio C3R kgf/cm2 Pressão 'S' estágio C3R 5.9 5.6 
4' estágio C3R kgf/cm2 Pressão 4' estágio C3R 9.4 8.9 
Deeta Ton. Posição válwla carga Deeta 75 o 
Deeta % Pressão do topo Deeta IM 70 o 
Deeta 'C Tempernlura -1.3 -4 
Deeta % Posição válwla carga Deeta 100 o 
A freqüência de coleta foi de um minuto, satisfatória para a dinâmica do 
sistema. 
5.3 Tratamento dos Dados 
Nesta etapa a ferramenta computacional desenvolvida foi fundamental, 
pois a mesma permite facilmente a consulta rápida a qualquer período de dados. 
Usando gráficos de tendência, foram escolhidos períodos de dados nos quais as 
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condições da unidade estavam adequadas (ex. modo dos controladores, 
condições operacionais da unidade, variações adequadas das entradas e saídas 
do modelo, processo com perturbações usuais, não existência de falhas de 
instrumentos por períodos prolongados, etc.). 
Uma vez selecionados os dados, todos os erros devido a falhas de 
instrumentos foram sanados. As falhas mais comuns são corrigidas 
automaticamente pela ferramenta, o que economiza bastante o tempo utilizado 
nesta etapa. 
5.4 Análise dos Dados 
5.4.1 Média, mediana, desvio padrão, valores mínimo e máximo. 
Inicialmente foram consultadas as estatísticas de cada uma das variáveis 
consideradas. A Figura 5-4, Figura 5-5, Figura 5-6, abaixo apresenta as 
estatísticas de algumas das variáveis escolhidas no período da identificação 
dinâmica (24 dias). 
TEMPERATURADAVAZÃOPARAOREFERVEDORLATERAL 
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s;;;;;;:i33:iiii~951 
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"' 
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Figura 5-4 Média, mediana, desvio padrão, valores múúmo e máximo da temperatura da vazão para o 
refervedor lateraL 
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ETENO NO PRATO 118 
Médla=23.406 
MedJana=l9.06 
STD=19.2416 
Máximo=68..!9.5. 
Minimo=0.13705 
Soma;;;l348l8.844 
Figura 5 - 5 Média, mediana, desvio padrão, valores mínimo e máximo do eteno no prato 118. 
RELAÇÃO REFLUXO/RETIRADA 
Méd-.2906 
Med-..4.2805 
----
Múimo=4.7&W. 
Mínimo=4.0861 
s-24713.6576 
Figura 5 - 6 Médía, mediana, desvio padrão, valores míoímo e máximo da relação retluxo/retirada 
lateral 
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5.4.2 Análises de Correlação 
Estas análises permitem verificar estatisticamente se os dados contêm 
informações suficientes para obter os modelos. Correlações dinâmicas de 
autocorrelação, correlação cruzada e resposta ao degrau foram calculadas para 
variáveis escolhidas. 
Autocorrelação da variável refluxo/retirada lateral 
1.2 ,---,----,-'-'---,-.:.....:...;:,.:c:..:.::;.:.;_,..:_._:__.-r--:.:..:c:.:.:,::.:..:_.::.:.:,._:___.,.-_, 
o.s r 
0.6 
0.4 
0.2 
o 
·02 
o 20 60 80 100 120 140 160 180 200 
Atrasos 
Figura 5 - 7 Gráfico de autocorrelação da variável refluxo/retirada lateral 
Um sinal de processo autocorrelacionado, nos diz se o instrumento está 
trabalhando bem ou simplesmente produzindo ruído. A Figura 5-7 apresenta o 
gráfico de autocorrelaçâo da variável refluxo/retirada lateraL Pelo gráfico podemos 
concluir que esta variável está trabalhando adequadamente pois tem uma 
autocorrelação com decaimento rápido à medida que os atrasos k aumentam, e os 
dados formam uma série estacionária (ver item 2.2.12). 
A análise de correlação cruzada é usada para mostrar a dependência 
entre valores sucessivos de duas séries temporais, separadas por k instantes de 
tempo. Esta análise nos ajuda a determinar se existe uma relação e/ou 
retroalimentação entre estas variáveis. Ajuda também a determinar o tempo morto 
e a ordem dos modelos entre este par de variáveis. 
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Correlação cruzada do Fü5347SV para o AI05631 PV 
OA r---.-----,-----.---,---,-----,-------;>"----=-~--.:--:--­Correlação só 
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Figura 5-8 Gráfico de correlação cruzada refluxo/retirada x etano no eteno produto 
Correlação cruzada refluxo/retirada lateral x etano no eteno produto 
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Figura 5-9 Gráfico de correlação cruzada refluxo/retirada x etano no eteno produto 
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As Figura 5-8 e 5-9 apresentam gráficos de correlação cruzada para um 
mesmo par de variáveis com dados coletados em períodos diferentes 
(refluxo/retirada X etano no produto). A Figura 5-9 mostra uma correlação positiva 
e negativa indicativo de retroalimentação "controle feedback''. Foi verificado 
posteriormente que a retroalimentação aconteceu e foi feita manualmente pelos 
operadores no período de coleta dos dados da Figura 5-9 (diminuição da relação 
refluxo/retirada quando do aumento do etano no eteno produto). Já nos dados da 
Figura 5-8 não existiu retroalimentação. 
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Figura 5- 10 Gráfico de correlação vazão para o refervedor lateral X eteno no produto de fundo 
A Figura 5-10 apresenta gráficos de correlação cruzada das variáveis 
vazão para o refervedor lateral X eteno no prato 118. E mostra uma correlação 
cruzada positiva ou seja: quando aumenta o calor para o refervedor lateral 
aumenta eteno no prato 118 e apresenta um tempo morto de 15 k. 
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Os cálculos acima descritos permitiram verificar, para um período 
escolhido, se os dados de entrada e saída estão correlacionados, se as entradas 
entre si não estão correlacionadas, determinar a forma e ordem preliminar do 
modelo do filtro dinâmico (primeira ordem ou segunda ordem), o tempo morto 
envolvido entre uma variável de entrada e de saída, o horizonte de predição do 
modelo (tempo que a variável atinge o estado estacionário quando submetida a 
uma perturbação em degrau), se não existia retroalimentação entre os sinais de 
entrada e saída e verificar a qualidade dos sinais. 
5.5 Desenvolvimento dos modelos 
Para representar os modelos foi escolhida uma arquitetura mista, filtros 
dinâmicos lineares e uma rede neural, conforme mostrada na Figura 5-11. 
Para permitir uma avaliação do sistema escolhemos três variáveis a serem 
modeladas: 
1. Etano no eteno produto (topo) 
2. Eteno na corrente de fundo 
3. Eteno no prato 118 
O sistema de controle da Fracionadora de Eteno, tem como principais 
variáveis controladas o etano no eteno produto e o eteno no fundo. 
Como o controlador preditivo multivariável usado nesta coluna define os 
setpoints ótimos das variáveis controladas usando os ganhos dos modelos do 
controlador e programação linear (PL) para o cálculo do ponto ótimo operacional. 
A escolha para modelar estas variáveis tem como objetivo conhecer a não 
linearidade das mesmas e posteriormente verificar os impactos da não linearidade 
no controlador e nos cálculos dos setpoints ótimos. 
O terceiro modelo é uma variável manipulada para o sistema de controle 
da Fracionadora de Eteno. Este modelo foi escolhido devido a importância da 
mesma na estratégia de controle básico da coluna. É por este motivo que para a 
identificação deste filtro dinâmico a condição das malhas de controle são 
diferentes. Ver Tabela 5-3 e Tabela 5-4. 
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A Figura 5-11 apresenta a arquitetura dos modelos propostos. 
Entrada 1 
Entrada 3 
Entrada4 
Saída 
Entrada 7 
EntradaS 
Figura 5- 11 Arquitetura do modelo de fundo 
A Tabelas 5-2 mostram as variáveis selecionadas para cada um dos 
modelos. 
Tabela 5-2 Variáveis de entrada para os modelos da coluna fracionadora 
Pressão topo fracionado<a 
Temperatura de retirada p/ refervedor l-
Relação refiUJCO retirada 
Pressão sucção compressor 
Etano na carga 
Vwzão da fracionadora p/ refervedor lásal 
Vwzão de gás de carga p/ refervedor lásal 
Etano no prato 118 
Temperatura gás carga p/ refervedor lásal 
calor do refervedor de fundo 
1. Etano no eteno 
produto 
X 
X 
X 
X 
X 
X 
Modelos 
2. Eteno na c:orreote 3. 
de fundo 
X 
X 
X 
X 
5.5.1 Desenvolvimento dos Filtros (modelos dinâmicos) 
Etano no prato 
118 
X 
X 
X 
X 
X 
X 
Para identificar os filtros dinâmicos, não foram necessários testes 
adicionais. Dados com as características desejadas foram selecionados dos dados 
coletados nos três anos de operação da coluna (exemplo: malhas no modo 
adequado, variações adequadas das variáveis manipuladas, condição operacional 
normal da unidade, etc.). 
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As Tabela 5-3 e 5-4 mostram os modos que os controladores devem ter 
durante levantamento dos filtros dinâmicos - etano no eteno produto, eteno na 
corrente de fundo e eteno no prato 118. 
Tabela 5-3 Modo dos controles para o levantamento dos modelos dinâmicos para o "etano no 
eteno produto" e "eteno na corrente de fundo" 
Item Malhas de controle básicas modo Variável 
1 Controle de pressão da coluna auto setpoint 
2 Controle de retirada lateral p/ refervedor lateral auto setpoint 
3 Controle de eteno no prato 118 auto setpoint 
4 Relação refluxo/retirada auto setpoint 
5 Pressão do propeno para o condensador auto setpoint 
Tabela 5-4 Modo dos controles para o levantamento dos modelos dinâmicos para o "etano no 
prato 118" 
Item Malhas de controle básicas modo Variável 
1 Controle de pressão da coluna auto setpoint 
2 Controle de retirada lateral pl refervedor lateral auto setpoint 
3 Controle de eteno no prato 118 man setpoint 
4 Relação refluxo/retirada auto setpoint 
5 Pressão do propeno para o condensador auto setpolnt 
Os filtros dinâmicos foram calculados usando duas metodologias: Uma 
desenvolvida por Cutler & cols. (1991) e a outra utilizando séries temporais (vide 
Capitulo 2 item 2.2.2). 
Os coeficientes para os filtros do modelo de etano no eteno produto estão 
listados a seguir, para os outros dois modelos não serão apresentamos os 
coeficientes e somente as curvas geradas por estes coeficientes: 
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Relação refluxo retirada X Etano no eteno produto 
al = 1,42E+02 ao = 5,42E+01 a, = -2,1 OE+02 a4 =-4,04E+02 a, = -5,44E+02 a, = -6,65E+02 
a7 =-8,02E+02 a8 = -9,10E+02 a9 =-1,00E+03 a10 =-1,07E+03 an =-1,15E+03 a 12 =-1,23E+03 
a 13 = -1,32E+03 a14 =-1,41E+03 a15 =-1,49E+03 a16 =-1,65E+03 a17 =-1,60E+03 a 18 = -1,64E+03 
a19 =-1,67E+03 a20 = -1,72E+03 a 21 = -1,77E+03 a22 = -1,82E+03 a23 =-1,88E+03 a24 = -1,95E+03 
a25 = -2,02E+03 a26 = -2,08E+03 a27 = -2, 14E+03 a28 =-2,19E+03 a29 = -2,24E+03 a30 = -2,29E+03 
a 31 = -2,33E+03 a32 = -2,38E+03 a 33 = -2,41 E+03 a34 = -2,44E+03 a35 = -2,47E+03 a36 = -2,51E+03 
a37 = -2,55E+03 a38 = -2,59E+03 a39 = -2,63E+03 a 40 = -2,68E+03 a41 =-2.72E+03 a42 = -2,75E+03 
a 43 = -2,78E+03 a 44 = -2,80E+03 a 45 = -2,82E+03 a 46 = -2,84E+03 a 47 = -2,87E+03 a 48 = -2,95E+03 
a 49 = -2,68E+03 a50 = -3,01E+03 a 51 = -3,03E+03 a 52 = -3,05E+03 a 53 = -3,07E+03 a 54 = -3,09E+03 
a55 =-3,11E+03 a 56 = -3, 13E+03 a57 = -3,15E+03 a58 =-3,17E+03 a 59 = -3, 18E+03 a 60 = -3,20E+03 
a61 = -3,22E+03 a62 = -3,24E+03 a63 = -3,25E+03 a64 = -3,27E+03 a65 = -3,28E+03 a66 = -3,30E+03 
a67 = -3,31E+03 a68 = -3,33E+03 a69 = -3,34E+03 a70 = -3,35E+03 a71 = -3,35E+03 a72 = -3,37E+03 
a73 = -3,38E+03 a74 = -3,38E+03 a75 = -3,39E+03 a76 = -3,40E+03 a77 = -3,40E+03 a18 = -3,41E+03 
a79 = -3,41 E+03 a80 =-3,41E+03 a 81 = -3,42E+03 a82 = -3,42E+03 a83 = -3,42E+03 a84 = -3,42E+03 
alló = -3,43E+03 al!!i = -3,43E+03 ai!Z = -3,43E+03 a~ = -3,43E+03 a112 = -3,43E+03 a:ll! = -3,43E+03 
Pressão de stJCÇào do compressor X Etano no eteno produto 
a. = O,OOE+OO a, = 2,30E-01 a, = 1,72E+OO a. =5,45E+OO a. = 1.21E+01 a. = 2.22E+01 
a 7 = 3,59E+01 a. = 5,35E+01 a0 = 7,50E+01 a'" = 1.00E+02 a, = 1 ,29E+02 a, = 1.62E+02 
a" = 1,98E+02 a,. = 2.37E+02 a>< = 2,78E+02 a,. = 3,23E+02 a,7 =3,69E+02 a,. = 4, 18E+02 
a 10 =4,68E+02 a"" = s, 19E+02 a, = 5,72E+02 a 77 = 6,26E+02 ar; = 6,80E+02 a,. = 7,35E+02 
a,. = 7,90E+02 a7< = 8,45E+02 an = 9,01E+02 a,. = 9,56E+02 a"' = 1,01E+03 a.., = 1,06E+03 
a, =1,12E+03 a, = 1, 17E+03 a" = 1,22E+03 a,. = 1,28E+03 a,. =1,33E+03 a'!E, = 1,38E+03 
a" = 1,42E+03 a_. = 1,47E+03 a"' = 1,52E+03 a., = 1,56E+03 a., = 1,61E+03 a., = 1,65E+03 
a., = 1,69E+03 a .. = 1,73E+03 a .. = 1,77E+03 a v. = 1,81E+03 a 47 = 1,85E+03 a .. = 1,92E+03 
a40 = 1,95E+03 a"' = 1,99E+03 a, = 2,02E+03 a, = 2.05E+03 a., =2,08E+03 a.. = 2, 11E+03 
a_. = 2, 13E+03 a~ = 2, 16E+03 a" = 2,18E+03 a .. =2.21E+03 a,0 = 2,23E+03 a"" = 2,26E+03 
a,, = 2,28E+03 a., = 2,30E+03 a., = 2,32E+03 a,. = 2,34E+03 a .. = 2,35E+03 a.. = 2.35E+03 
a., = 2,39E+03 a .. = 2,41E+03 aM = 2,43E+03 a 70 = 2,44E+03 a7, = 2.46E+03 a 77 = 2,47E+03 
a, = 2,49E+03 a7. = 2.50E+03 a,. = 2,51E+03 a,. = 2.52E+03 a77 = 2,53E+03 a,. = 2,55E+03 
a70 = 2,56E+03 a.,. = 2,57E+03 a., = 2,56E+03 a., = 2,59E+03 a., = 2.60E+03 a.. = 2,60E+03 
aa5 = 2.61E-+03 a86 = 2,62E+03 av = 2,63E+03 ass = 2,64E-+03 a89 = 2,64E+03 aoo = 2,64E+03 
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Temperatura de retirada para o refervedor lateral X Etano no etano produto 
a, = O,OOE+OO a, = O,OOE-HJO a, = O.OOE-HlO a, = O,OOE-HJO a, = O.OOE-HJO a, = O.OOE-HJO 
a 7 = 2,71E-D2 a" = 1,89E-Dl a0 = 5,56E-Dl G1 0 = 1,15E+OO Q 11 = 1,97E+OO G17 = 2,98E+OO 
Gn =4,l7E+OO Q 14 = 5,48E+OO 0 1" = 6,90E+OO Glfi = 8,38E+OO 0 17 = 9,90E+OO QlR = 1,14E+Ol 
a10 = J,29E-HJJ Q 70 = 1,44E+Ol a,1 = 1,59E+OI a., = I,73E+Ol a7, = l,86E-HJJ a-,4. = 1,99E+Ol 
a?" = 2,11E+OI a ?fi = 2,23E+O 1 a77 = 2,34E+Ol a,R = 2,44E+Ol a"' = 2,53E+Ol a,0 = 2,62E+Ol 
a" =2,70E+Ol a~.., = 2,78E+Ol 0-:t-::: =2,8SE+Ol a':W. = 2,91E+Ol a.,." = 2,97E+01 a, = 3,03E+OJ 
a.,_7 = 3,0SE+Ol Q"JoR =3,12E+Ol a,0 = 3,17E+OJ a"' = 3,20E+Ol a., = 3,24E+Ol a,7 = 3,27E+OJ 
a4 .. = 3,30E+OI a, = 3,33E+Ol 0 4 ., = 3,35E+Ol a,. = 3,38E+OJ a.17 = 3,40E+OI GAR = 3,42E+Ol 
Q 4 Q = 3,45E+01 a"n = 3,47E+OI a,1 = 3,4&E+01 a,., = 3,49E+OI a". = 3,soE+OI a" = 3,5JE+OJ 
a« = 3,52E+OJ a,., = 3,53E+Ol a,.7 = 3,54E+OI Go:;R =3,54E+01 G.ç,q = 3,55E+01 a"' = 3,55E+OJ 
af>l = 3,56E+OI a<? = 3,56E+Ol a" = 3,57E+Ol a, = 3,57E+Ol a"., = 3,58E+01 a.., = 3,58E+Ol 
a(,7 = 3,58E+OJ a,. = 3,59E+Ol a(,Q = 3,59E+Ol a 70 = 3,59E+OJ a7, = 3,59E+OJ a., = 3,s9E+Ol 
a.,., =3,60E+Ol a,. = 3,60E+Ol a 7 ,. = 3,60E+OI Q 7fi = 3,60E+Ol a 77 = 3,60E+01 a,. = 3,6QE+Ol 
a70 = 3,6QE+Ol ap,n = 3,60E+Ol a., = 3,6oE+Ol a, = 3,60E+OJ a., = 3,61E+Ol a.,. =3,6JE+Ol 
Ggs =3,61E+Ol a86 = 3,61E-HJI a87 = 3,6!E+OI a88 = 3.6IE+01 Gw = 3,61E+01 Goo = 3361E+Ol 
Eteno na carga X Etano no eteno produto 
a, = 7,35E-01 a, =-4,05E..OO a, = -6,06E..OO a. =-1,20E;{J1 a< = -2. 11E;{J1 a, = -2.74E;{J1 
a7 = -3,47E;{J1 a, = -4,23E;{J1 a0 = -5, 14E;{J1 alO = -5,99E;{J1 a11 = -6,69E;{J1 a., = -7,23E;{J1 
a" = -7,58E;{J1 a .. = -7,77E;{J1 a,. = -7,84E;{J1 a" = -7,83E;{J1 a,7 = -7,61E;{J1 a,. = -7,67E;{J1 
a,0 = -B,OSE-<{)1 a"" = -B,43E;{J1 a7, = -B,95E;{J1 a77 = -9,56E;{J1 ar. = -1,03E;{J2 a 7, = -1,09E;{J2 
a"' =-1,15E;{J2 a7(, =·1,19E;{J2 a-n = -1,20E;{J2 a,. = -1,19E;{J2 a70 =-1,19E-o02 a"' = -1,19E;{J2 
a., =·1,21E;{J2 a,7 = -1,25E-o02 a., = -1,30E-o02 a,. = -1,37E;{J2 a., =-1,44E-o02 a., = -1,51E-o02 
a" = -1,57E;{J2 a,. =·1,61E;{J2 a,0 = -1,66E;{J2 a, = -1,70E;{J2 a., =·1,74E;{J2 a,7 = -1,7BE-o02 
a., = -1,62E;{J2 a.., = -1,66E-o02 a., = -1,90E-o02 a,. = -1,94E-o02 a., =-1,97E;{J2 a,. = -2,04E;{J2 
a •o = -2,08E;{J2 a"" = -2, 12E-o02 a, = -2. 16E-o02 a,., = -2,21E;{J2 a,.. = -2,26E-o02 a ... = -2,31E;{J2 
a., =-2,35E;{J2 a"" = -2,40E-o02 a<? = -2,44E-o02 a'"' = -2,49E-o02 aw = -2,53E;{J2 a(,O = -2,57E;{J2 
a" = ·2,69E-o02 a" = -2,64E-o02 a_, = -2,66E;{J2 a_. = -2,71E;{J2 a" = -2,74E;{J2 a"' = -2,77E-o02 
am = -2,69E-o02 a.,. = -2,62E-o02 a(,Q = -2,84E-o02 a70 = -2,66E-o02 a71 = -2,66E-o02 a., = -2,89E-o02 
a.,., = -2,91E;{J2 a,. = -2.92E-o02 a" = -2,92E-o02 a" = -2,93E;{J2 a77 = -2,93E;{J2 a.,. = -2,93E;{J2 
a70 = -2,93E-o02 a., =-2.93E;{J2 a., = -2,93E-o02 a., = ·2,93E-o02 a,.. = -2,93E-o02 a.,. = -2,92E;{J2 
Oss = -2,92E-o02 a86 =-2.91E;{J2 a87 = -2,91E;{J2 a88 = -2,90E;{J2 a89 = -2.90E;{J2 aoo = -2,90E;{J2 
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Pressão da coluna X Etano no eteno produto 
a, = 0,523044167 a, =O a, = 0.432001452 a, =0,845186476 a, = 0.98819679 G.t:. =1 
a 7 =0,9605471 a, = 0,786318735 a. =0,724975397 a10 = 0,623200671 a, =0,543151263 an = 0,488280749 
an = 0,449985716 a,. = 0,416698902 a" = 0,382392177 a,, = 0,351515021 a17 = 0,322002223 a,. = 0,291839914 
a,. = 0,273764269 a 7n = 0,281379723 a 7 , = 0,308735931 a 77 = 0,345943912 a7, = 0,383954934 a7 , = 0,408914846 
a7 , = 0,420861064 a 7 , = 0,424399759 a77 = 0,423685006 a,. = 0,42546032 a70 = 0,432273016 a~ = 0,443603199 
a, = 0,445280685 a,7 = 0,430977111 a" = 0.40593972 a,. = 0,380941385 a" =0,365167091 a,, = 0,360758051 
a,7 = 0,363481962 a'" =0,372326415 a,. = 0,384412658 a411 = 0,388218814 a,, =0,376297001 a 47 = 0,353653584 
a., = 0,332227561 a"" = 0,320391948 a., = 0,315870968 a dó = 0,313629021 a.7 = 0,314398959 a"" = 0,32188201 
a •• = 0,359731085 a,o = 0,379038728 a" = 0,395348038 a,7 = 0.406311901 a" = 0,410561223 a"' = 0,410134631 
a" =0,409912462 a,, = 0,412060731 a,7 = 0,416070607 a'" =0,421105644 a,. = 0,429754583 aAA = 0,439416891 
a,, = 0,450232618 a,7 = 0,46231171 a,, = 0,475712753 aód = 0,490419898 aó< = 0,506332295 aóó = 0,523244745 
a,7 = 0,540887562 a"" = 0,558950383 a,0 = 0,577097693 a70 = 0,594993506 a7 , = 0,612320593 a77 = 0,628813672 
a, = 0,644267195 a?, = 0,668530189 a7 , = 0,67150539 a7, = 0,683151725 a77 = 0,693504992 an = 0,702653923 
a70 = 0,71073819 a"" =0,71792881 a., = 0,72439251 a., = 0,730272926 a.., = o, 735706072 a,., = 0,740810759 
a1:; =0,745681181 a10 = 0,750393151 a:~;~ = 0,755004972 aílll = 0,759661656 ailll = 0,764095225 a5l!l = 0,764095225 
Vazão da fracionadora para o refervedor lateral X Etano no eteno produto 
a, = 1,00E..OO a, =2,19E-01 a, = O.OOE..OO a, =1,43E-02 a, =1.17E-01 a, =2.06E-01 
a7 = 2,72E-01 a, =3,23E-01 a0 = 3,59E-01 a10 = 3,91E-01 a11 =4,08E-01 a17 = 4, 14E-01 
a, =4,13E-01 a,, = 4,20E-01 a" = 4,40E-01 a,, = 4,88E-01 a,7 = 4,88E-01 a,. = 4,92E-01 
a,. = 4,83E-01 a70 = 4,88E-01 a7 , = 4,54E-01 a, = 4,43E-01 a7 , = 4,39E-01 a74 = 4,47E-01 
a" = 4,71E-01 a?< = 5,05E-01 a77 = 5,39E-01 a,. = 5,64E-01 a"' = 5,72E-01 a ,0 = 5,63E-01 
a, = s,SOE-01 a,7 = 5,37E-01 a" = 5,23E-01 a,. = 5,07E-01 a" =4,87E-01 a,. = 4,67E-01 
a,7 = 4,53E-01 a,. =4,50E-01 a,. = 4,53E-01 a 40 = 4,56E-01 a., = 4,52E-01 a 47 = 4,39E-01 
a., = 4,22E-01 a.. = 4,05E-01 a" = 3,95E-01 a.. = 3,93E-01 a 47 = 3,97E-01 a.. = 4,00E-01 
a 40 = 3,92E-01 a"' = 3,79E-01 a" = 3,67E-01 a"" = 3,57E-01 a" = 3,52E-01 a" = 3,51E-01 
a" =3,55E-01 a" = 3,62E-01 a"' = 3,71E-01 a.,. =3,82E-01 aw = 3,89E-01 a<n = 3,97E-01 
a., = 4,06E-01 a., = 4,185-01 a., = 4,27E-01 a.. = 4,38E-01 a" = 4.49E-01 a.. = 4,62E-01 
a., = 4,74E-01 a .. = 4,87E-01 a.. = 5,00E-01 a 70 = s, 13E-01 a7, = 5,26E-01 a77 = 5,40E-01 
a., = 5,54E-01 a74 = 5,68E-01 a"' = 5,82E-01 a"' = 5,95E-01 a77 =6,10E-01 a.,. = 6,24E-01 
a70 = 6,38E-01 a"" =6,51E-01 a., = 6,64E-01 a., = 6, 77E-01 a.., =6,89E-01 a,., = 7,02E-01 
ass =7,14E-01 a86 = 7,26E-01 av = 7,38E-01 a.. = 7,50E-01 asg = 7,62E-01 a00 = 7,62E-01 
As Figuras 5-12 5-13 e 5-14 apresenta os gráficos com os vários filtros 
dinâmicos identificados para cada um dos três modelos. Estes gráficos foram 
criados com os noventa coeficientes levantados, e representam o comportamento 
da variável de saída para variações da variável de entrada ao degrau em uma 
unidade de engenharia. 
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Figura 5- 12 Modelos dinâmicos para o etano no eteno produto 
Figura 5- 13 Modelos dinâmicos para o eteno na corrente de fundo 
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Figura 5- 14 Modelos dinâmicos para o eteno no prato 118 
12 5.5.2 Análises dos filtros dinâmicos 
A Tabela 5-5 mostra os ganhos entre as variáveis de entrada e as 
variáveis de saída para variações de uma unidade de engenharia da variável de 
entrada (coluna de nome modelo) e para variações normais de processo (coluna 
com nome típica), para os três modelos. O ganho para uma variação de uma 
unidade da variável de entrada do modelo, é tirada das curvas dos filtros 
dinâmicos, quando o processo atinge o estado estacionário. Como os modelos 
tem noventa ou cento e vente coeficientes, e cada coeficiente é calculado a cada 
seis minutos, o horizonte de predição dos modelos é de 9 ou 12 horas. Estes 
modelos foram apresentados na forma gráfica nas Figuras 5-12, 5-13 e 5-14. 
Os ganhos para as variações normais de processos representam a variação a que 
o processo estará normalmente exposto nas condições normais de operação. 
A seguir apresenta-se uma análise do ponto de vista do processo para 
algumas variáveis dos modelos: 
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Tabela 5-5 Efeito das variáveis nos modelos levantados 
Variações dos modelos para uma unidade e típica da unidade 
1 Etano ~(::'"" 2. Eteno na corrente 3. Eteno no prato produto m) de fundo 118 
Descrição Variaçlio do: Variação do: Variaçlio do: 
Modelo 1 Típica Modelo 1 Típica Modelo 1 Típica 
MVXPV I MVXPV MVXPV!MVXPV MVXPVIMVXPV 
Pressão topo fracíonadora (kgflcm') 1 X0,76 O,SX0,38 
Temperatura da retirada p/ referlledor lateral ("C) 1 X 38 1 X 38 1 X -3,96 1 X--3,96 
Relaçlio refluxo lelirada (tlt) 1 X-3440 0,01 X-34 1 X 118 0,01 X 12 
Pressão da propeno no coodensador (kgflcm2) 1 X2640 0,01 X26 1 X-297 0,01 X--3 
Eteno na carga(%) 1 X-290 0,1 X-29 0,1X37,1 2X3,71 
Vazão da fracionadora p/ refervedor lateral (I) 1 X0,76 3X2,28 1 X0,058 3X0,174 
Vazão de gás de carga p/ refervador lateral (I) 1 X0,178 2X0,178 1 X3,29 2X3,29 
Eteno no prato 118 (%) 1 X0,057 SX0,285 
Temperalura gás carga p/ refervador lateral ('C) 1X 3X 1 X0,269 3X0,807 
Calor p/ relerYedor de fundo (Gcalih) O,SX-7,92 1 X--3,96 
• Relacão refluxo/retirada: Aumento da relação pela diminuição da vazão de 
retirada do eteno produto, pelo balanço material leva à diminuição do etano 
nesta corrente, ou seja, retirando-se menos produto na corrente de topo, 
menos componente chave pesado teremos na mesma. O aumento da 
relação pelo aumento de refluxo leva à diminuição do etano nesta corrente. 
Esta mesma análise pode ser feita para a região de fundo da coluna e 
consequentemente no prato 118 da coluna. O que mostra que os modelos 
estão adequados. 
_::: lK~_ -_-__ -__ -_-__ -__ -_-__ -__ -_-__ ---:::::;::;:;::;;=-.,- ::0 1 
o C (X) 
s~ 
w~ 
40 X 
I' Refi!Ret x etano no eteno produto I • - - Refi!Ret x eteno no prato 118 I 
Figura 5 - 15 Modelos para a variável refluxo/retirada 
e ~ 
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• Pressão de sucção do compressor - O aumento da pressão de sucção 
implica no aumento da temperatura do propeno refrigerante do 
condensador da fracionadora, devido à diminuição do aproach da 
temperatura. Isto implica na diminuição do refluxo da coluna, aumento do 
etano no eteno produto, bem como a diminuição da perda de eteno pela 
corrente de fundo e consequentemente no prato 118 da coluna. O que 
mostra que os modelos estão adequados. 
---Pressão sucção compressor x etano no eteno produto 1 
- - - - - · Pressão sucção compressor x etano no prato 118 I 
Figura 5- 16 Modelos para a variável de pressão de sucção do compressor 
• Eteno na carga - O aumento do eteno na carga, mantendo a vazão de 
carga, levará à diminuição do etano no eteno produto, e aumentará a perda 
de eteno na corrente de fundo com conseqüente aumento de eteno no 
prato 118 da coluna (balanço material da coluna). O que mostra que os 
modelos estão adequados. 
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g o ,..--------------,- 40 g 
~ ~ _;~~ :::.::::::··::::::::::::::~ ~~ ~ ~ 
~ g -150 ---/------------------- 20 ~ ~ 
Q) 15 c. 1 ~ :~~~ ;;;;::;;<::: __ :::·---------------- ~o 1 g
w -300 ··········· ow 
j Eteno na carga x etano no produto de topo I 
· • · · · · Eteno na carga x eteno no prato 118 I 
Figura 5 - 17 Modelos para a variável eteno na carga 
.. Eteno no prato 118- Quando esta variável entra no modelo como variável 
de entrada (variável manipulada), o controlador de composição do prato 
manipula o calor para o refervedor de fundo. Para aumentar a composição 
de etano neste prato o controlador de composição diminui o calor para o 
refervedor de fundo, levando ao aumento da perda de eteno pela corrente 
de fundo. O que mostra que os modelos estão adequados. 
0,06,------==================j 
0,05 
0,04 
0,02 
0,01 
O, 00 -tmrrl'fímmm-mmrrmmmmmrmmmrmm=, rm,rmmrmm=rmmrmrmmmrmrmrrrrmi 
1 10 19 28 37 46 55 64 73 82 91 100 109 118 
1-Eteno prato 118 x Eteno no fundo I 
Fignra 5-18 Modelos para a variável eteno no prato 118 
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Calor p/ refervedor de fundo - Na identificação do modelo do eteno no prato 
118, a malha de composição esta aberta. Aumentando o calor de fundo 
leva a uma diminuição do eteno neste prato. O que mostra que os modelos 
estão adequados. 
I : 
' -2 ------------ ---- -----------------------------------11 
'6 ------------------------------ ------------------------
1-caax aero oo ITcto 118 I 
Figura 5 - 19 Modelos para a variável calor de fundo 
5.5.3 Identificação dos Modelos Junto com as redes Neurais 
Antes da identificação da rede neural, os dados sofreram o seguinte 
tratamento: 
• mudança de valor absoluto para delta de variação em relação ao valor 
anterior; 
• aplicação de filtro dinâmico utilizando integral de convolução (vide 
Capítulo 2). 
A variável refluxo/retirada sem a aplicação do filtro, representada pelo 
delta de variação e após a aplicação dos filtros dinâmicos, é mostrado na Figura 
5-20 a seguir: 
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Figura 5 - 20 Aplicação de filtros para a variável refluxo/retirada 
Com os dados de entrada tratados, a rede pode ser treinada. Na interface 
mostrados na Figura 5-21, vários parâmetros das redes neurais podem ser 
facilmente modificados. 
Para os treinamentos das redes neurais foi utilizada a toolbox de "redes 
neurais" do software Matlab, versão 3.0, elaborado por H. Demuth and M. Beale 
(1998). Esta too/box, na parte de treinamento de redes neurais, apresenta 
melhorias em relação às versões anteriores, conforme descritas a seguir: 
• Super treinamento - os erros no conjunto de dados para treinamento 
são muito reduzidos - Quando isto acontece, o modelo identificado, 
apresenta erros maiores para novos conjuntos de dados. A solução 
para evitar este problema, foi a implantação da técnica conhecida 
como "Parada Antecipada". Esta técnica divide o conjunto de dados 
em três subconjuntos. O primeiro usado para computar o gradiente e 
para atualizar os parâmetros da rede. O segundo usado para 
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validação. E o terceiro usado para teste. Os erros do conjunto de 
validação são monitorados durante o processo de treinamento. Os 
erros do conjunto de validação normalmente diminuirão num primeiro 
momento, do mesmo modo que o erro do conjunto de treinamento. 
Não entanto quando começa a se ter um super treinamento, o erro do 
conjunto de validação começa a crescer. Quando o erro do conjunto de 
validação começa a aumentar por um número especifico de interações, 
o treinamento é parado, e os parâmetros do erro de validação mínimo 
são retornados. 
• Pré e pós processamento - O treinamento das redes neurais pode ser 
mais eficiente se processamentos nos dados são aplicados antes e 
após a face de treinamento. Com este propósito foi criada uma função 
que escala os dados de entrada e saída num range de [-1,1]. Isto 
aumenta a eficiência do treinamento. 
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Funçao para ldentificaçao jtrainlm 
..:J 
66 100 Funçao do nrve! de entrada fpute!ln ..:J 
Paíametros miciais da identiflcaçao 
Número de entradas: 6 
Função do nfvel íntermediario l\ánsíg ..:J 
Nós de entradas da rede: Função do nlvel saída h•n•íg' 31 
Nós intermedlarios da rede: r 12 Seleçao de Variáveis para ldentiticaçao de Redes 
Frequênc!a de amostragem: Tag de entrada 1 Tag de entrada 2 
Número máximo de rodadas: Tag de entrada 3 Tag de entrada 4 
Objetivo do erro fP05130PV 31 JAill559íPV 31 
NOmero do Jr· 1.05 Tag de entrada 5 Tag de entrada 6 
NUmero de incremento do Ir 0.7 jP05179PV 31 JF05342PV 31 
Número de decremento do !r: 0.95 
Núrnero do momento: 1.04 
Tag de salda da rede 
Número de relaç~o de erro: 1:04 li!®*'f·! il 
Figura 5-21 Interface para treinamento da rede neural 
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Na interface para treinamento apresentada na Figura 5-21, pode-se 
escolher: 
.. range para os conjuntos de treinamento, validação e teste; 
• o número de neurônios da rede; 
" os objetivos para finalização do treinamento; 
" a função de treinamento; 
" as funções dos neurônios; 
• as variáveis de entrada e saída da rede e outros. 
As Figuras 5-22, 5-23 e 5-24, mostram os gráficos de progresso do erro 
para os conjuntos de dados de treinamento, validação e teste para os três 
modelos levantados. 
PerfOrmancels 0.0106407, GoaiiS o 10o cr\-.,----,--..,.,--,...--,-, -1-, -.,.-, --,-----r---,1 
! \ 
!! 
I i 
I ~ 
" 1 ~ 1o·' 
I ~ 
li 
\ ::.... ---------~-----'\ 
"\ \. .,. _________ _ 
;,.... 
10~~~~--~--~--~--~==;:::;:::;===;===J. o 2 3 4 5 6 7 8 9 10 
10 Epochs 
Figura 5- 22 Treinamento da rede (modelo de topo) 
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Figura S- 23 Trenamento da rede (modelo de fundo) 
Performance is 0.0494259, Goai is O 1ifr-----r-----r-----r---~~----~----~-, 
~...... ..----------..... __ _ 
1~~----~------:'--------~------7-----~,-----~~ o 2 4 6 8 10 12 
13 Epoehs 
Figura S - 24 Trenamento da rede (prato 118) 
As Figuras 5-25, 5-26 e 5-27 mostram as regressões lineares entre os 
dados de saída modelados pela rede e os dados de saída real da unidade para os 
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três modelos levantados. O valor R do gráfico, representa a correlação cruzada 
entre as saídas do modelo e os dados da planta considerando o k =o. 
< 
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R· 0.799 
BestunearF!t A-(0.713) T+(0.127) 
-0.5 o 
T 
0.5 
o Da!a Points 
Best Lmear Fit 
I · A•T 
Figura 5 - 25 Regressão linear para o modelo de etano no eteno prodnto. 
o. a 
0.6 
OA 
0.2 
o 
-0.2 
-0.4 
-0.6 
·1 
o 
o 
o 
·o o.· o 
o 
o 
o 
R· 0.964 
Best Linear Fit A • (0.943) T + (-0.0471) 
-0.5 0.5 
T 
o Data Points 
- Best Linear Fl 
A·T 
Figura 5 - 26 Regressão linear para a perda de eteno no fundo. 
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Figura 5-27 Regressão linear para o eteno no prato 118 
As Figuras 5-28, 529 e 5-30 mostram gráficos de tendência entre os 
dados de saída modelados pela rede (tag_dataS2_01) e os dados de saída real da 
unidade (tag_dataS1_01) para os três modelos levantados. 
32GO 
B 
• 
Figura 5- 28 Gráfico de tendência (real X modelo)- modelo de topo 
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Figura 5- 29 Gráfico de tendência (real X modelo)- modelo de fundo 
Figura 5-30 Gráfico de tendência (real X modelo)- prato ll8 
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5.5.4 Análise Quantitativa do Processo Através dos Modelos 
Identificados 
Uma vez identificados os modelos, gráficos para análise da linearidade do 
sistema foram criados. As curvas de linearidade determinam as relações de 
entrada e saída, mantendo as outras variáveis de entrada do modelo constante 
num valor escolhido. No levantamento destas curvas se varia uma entrada na 
faixa de 0% a 100%, mantendo-se as outras variáveis de entrada constantes, 
medindo-se a saída do modelo. 
As curvas para os modelos levantados estão mostrados na Figura 5-31. 
É importante ressaltar que os modelos foram levantados com as malhas de 
controle conforme mostrados nas tabelas 5-3 e 5-4. 
A Figura 5-31 confirma que os modelos levantados são bastante não 
lineares, dificultando a aplicação de técnicas de controle linear, especialmente 
numa grande faixa operacional. 
Etano no eteno Eteno no Eteno no prato 
oroduto croduto de fundo 118 
Pressão topo 
--
fracionadora. 
Temperatura de ' 1\ retiradep/ v refervedor lateral 
Relação refluxo ~ retirade / 
Pressão sucção 
compressor 
Eteno na carga 
--
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Etano no prato 
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Temperatura gás 
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refe!\ledor lateral 
Calor do 
refe!\ledor da 
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Figura 5-31 Gráficos de linearidade 
Para exemplificar uma aplicação destas curvas, tomemos a relação entre 
as variáveis de composição de eteno no prato 118 da fracionadora versus a 
variável de composição de eteno no produto de fundo da fracionadora. Para uma 
melhor visualização, destaquemos esta relação na Figura 5-32. 
3,50 
3,00 
o 
"C 2,50 c 
~ 2,00 o 
c 
CD 1,50 
.!!! 
::;; 1,00 ~ 
0,50 
0,00 
0,0 
y = 0,0331é0665x 
R2 = 0,9906 
10,0 20,0 30,0 40,0 50,0 60,0 70,0 80,0 
Análise no prato 118 
Figura 5 - 32 Gráficos de linearidade - análise no prato 118 versus a análise de fundo 
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Na Figura 5-32 é mostradas a relação entre a análise de eteno no prato 
118 e a análise de eteno na corrente de fundo e também a regressão desta curva. 
Foi feita uma identificação dinâmica linear entre estas duas variáveis. A 
Figura 5-33 mostra as saídas do modelo (cor rosa) e os valores medidos na 
planta (cor amarela), e também os erros da modelagem. 
Os erros relativos são grandes devido á não linearidade do sistema, 
especialmente quando o eteno na corrente esta acima de 1%. 
Mode! Precnct~n lo r MDUun<Jo 
· .. 
~ ~ ~ ~ ·::-~- ~ ~-y-:;_,~ -..;c-_ 
.:L----~~·~~--~-~~--------~--~--~~-L--~--~--~~ 
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4.-~~~--,-~--~--~--~~--~~-----~------~ 
' 
- ~- . 
ê I. 
~ I o -. '· .....,~. ·.,- •'. ' "'~ /·.-J" 1 ••• 
500 1000 1500 2000 2500 
Figura 5 - 33 Modelo dinâmico linear e os erros associados. 
No lugar da variável da análise de fundo, criou-se uma nova variável z que 
é função da variável da análise de fundo, relacionada pela seguinte equação: 
In( análise de fundo)- ln(0.033 I) z = --'~~---"-~--''-----"~~~ 
0.0665 
O gráfico de análise no prato 118 versus esta nova variável z esta 
mostrado na Figura 5-34. 
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Análise no prato 118 
- z = (ln(Análise de fundo)-
Figura 5-34 Gráfico da análise no prato 118 versus z, 
Como podemos observar na Figura 5-34, esta nova variável é 
praticamente linear em relação à variável de análise do eteno no prato 118. 
Apliquemos esta função nos dados da planta. A Figura 5-35 mostra a variável de 
eteno no fundo da fracionadora e a nova variável z (cor cinza claro). 
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Figura 5 - 35 Gráfico de tendência da análise de eteno e da variável z, 
l 
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Identificado-se um modelo dinâmico linear entre a análise no prato 118 
versus a nova variável z, as saídas do modelo (cor cinza) e os valores medidos na 
planta (cor preto), além dos erros desta modelagem estão apresentados na Figura 
5-36. Como pode-se observar esta modelagem apresenta erros relativos muito 
menores. Podemos usar esta nova variável nova para controlar o processo, a qual 
tem um comportamento mas linear. 
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Figura 5 - 36 Modelo dinâmico linear e os erros associados. 
Uma vez desenvolvido o modelo linear para esta variável e para o modelo 
do ruído foram calculados os resíduos do modelo. Conforme descrito no Capitulo 
2 uma maneira de verificar se os modelos estão adequados é verificar a 
autocorrelação dos resíduos. Se os modelos estão adequados a auto correlação 
do resíduo deve ser zero para valores de k maiores do que um. A autocorrelação 
do resíduo para estes mostrado na Figura 5-37 mostra que tivemos uma 
modelagem adequada dos modelos. 
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-Figura 5 - 37 Autocorrelação para os resíduos. 
Se controlarmos esta nova variável, por exemplo num controlador PID, os 
ganhos necessários para toda a faixa operacional poderá ser único. 
Do mesmo modo podemos controlar está variável com um controlador 
preditivo multivariável linear. Estes modelos também podem ser aplicados como 
analisadores virtuais da coluna. 
5.6 Conclusões 
O estudo dos modelos da fracionadora de eteno confirmaram a grande 
não linearidade e dinâmica do sistema. Permitiram uma análise detalhada e maior 
conhecimento do processo. A ferramenta utilizada permitiu o tratamento dos 
dados e levantamento dos modelos de uma maneira muito eficiente. Para 
exemplificar se aplicou algumas técnicas de linearização numa variável, e os 
resultados corroboraram os modelos levantados. Pôde-se constatar também a 
robustez e a eficiência da técnica aplicada. É importante ressaltar que o 
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levantamento destes modelos abre um grande caminho para aplicação de varias 
técnicas, permitindo o aumento da estabilidade e ganhos no processo. 
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6 Conclusões e sugestões 
O objetivo desta dissertação foi o estudo de técnicas de identificação e 
desenvolvimento de modelos dinâmicos não lineares, voltados para processos 
petroquímicos. 
Numa primeira etapa do trabalho fundamentos para: redes neurais; 
estatística; series temporais e conceitos de controle de processos aplicadas a 
tratamentos de dados foram revisados. Esta etapa objetivou principalmente o 
entendimento dos conceitos, visto ser de fundamental importância a adequada 
aplicação dos mesmos para o correto levantamento dos modelos. Foram 
apresentados estudos para modelagens de sistemas dinâmicos não lineares e as 
premissas assumidas para as diversas abordagens. 
Posteriormente uma metodologia para a modelagem de sistemas 
dinâmicos não-lineares foi proposta. Esta metodologia foi elaborada, juntando 
experiências anteriores na identificação de modelos dinâmicos, aplicados em 
estudos de controle e implantação de controladores preditivos multivariáveis. 
Como pelo menos 80% do tempo do projeto é associado à preparação e 
análise dos dados, foi criada uma ferramenta computacional baseada no software 
Matlab para automatizar o referido procedimento, de modo a otimizar a análise 
dos dados e o desenvolvimento dos modelos. 
Por outro lado, a fim de testar a metodologia, foi efetuada a identificação 
de modelos de uma Coluna Fracionadora de Eteno com tempos de resposta e não 
linearidade acentuadas. Na aplicação da metodologia, aspectos importantes 
propostos na metodologia foram corroborados. Entre os quais podemos citar a 
importância da aplicação adequada das técnicas de tratamento de dados e o 
profundo conhecimento do processo, incluindo os seus sistemas e modos de 
controle. 
Este trabalho tem uma gama amplia de aplicações dentre as quais 
podemos citar: linearização de variáveis para aplicação em controladores tipo 
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multivariáveis; implementação de analisadores virtuais; conhecimento das 
relações dinâmicas do processo; aprofundamento do conhecimento do processo. 
Como trabalhos futuros podemos recomendar a aplicação dos modelos ou 
linearizações para aplicação em controladores preditivos e sistemas de 
otimização. Criação de ferramentas adicionais com uso de redes recorrentes, 
melhorias de ferramentas para sintonia e simulação dos modelos levantados. 
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