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ABSTRACT
Continental shelves are generally believed to play a critical role in ocean
biogeochemical cycling, however this has raised the question as to the relative
importance of various nitrogen flux terms such as denitrification, burial, net community
production and advective fluxes. Quantifying these fluxes on an annual area-integrated
basis using traditional observational means is often difficult, due to the fact that these
fluxes rapidly change on relatively small spatial scales, making inadequate data
resolution a significant problem. Satellite remote sensing data and numerical modeling
provide alternative ways to fill the data gaps, and hence have the potential to generate
quantitative estimates of these various biogeochemical fluxes. However, they both suffer
from distinct shortcomings, e.g., satellite data are only limited to the surface whereas
numerical modeling can be pointless without rigorous skill assessment. Thus caution is
warranted when using these tools to generate quantitative estimates of biogeochemical
fluxes. The two were combined in this dissertation project by assimilating the satellitederived data into the models, selecting the optimal ecosystem model, as well as
evaluating the model before using the model simulations to explore the nitrogen fluxes on
the Mid-Atlantic Bight (MAB).
First, multiple satellite-derived data products were assimilated into a one
dimensional assimilative model framework to determine the relative advantages of
assimilating different satellite data types. The variational adjoint method, a parameter
optimization method, was applied to a series of experiments assimilating synthetic and
actual satellite-derived data, including total chlorophyll, size-fractionated chlorophyll and
particulate organic carbon (POC). The experiments revealed the importance of
assimilating data from multiple sites simultaneously as the optimal parameter sets
produced by assimilating data at individual sites were often unrealistically over-tuned and
deteriorated model skill at times and depths when data were not available for
assimilation. The model-data misfits from the experiments also demonstrated that optimal
results were obtained when satellite-derived size-differentiated chlorophyll and POC
were both assimilated simultaneously.
These two types of satellite data were then assimilated simultaneously to
rigorously evaluate how food web model complexity affects the ability of a lower trophic
level model to reproduce observed patterns in satellite-derived data. This was again
implemented in the one-dimensional model framework to minimize the computational
costs. Five ecosystem model variants with various levels of complexity in the
phytoplankton (P) and zooplankton (Z) structures were examined by assimilating
satellite-derived size-differentiated chlorophyll and POC data at four MAB continental
shelf sites, and testing the optimal parameter values at five independent sites in a crossvalidation experiment. Although all five models showed improvements in model skill
after the assimilation, the moderately complex 2P2Z model best reproduced the surface
fields throughout the MAB. Additional experiments were conducted in which random
noise was added to the satellite data prior to assimilation. Whereas the most complex
model was sensitive to the random noise added to the data, the simpler models
successfully reproduced nearly identical optimal parameters regardless of whether or not
noise was added to the assimilated data, highlighting that random noise inherent in
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satellite-derived data does not pose a significant problem to the assimilation of satellite
data into these simple models.
The moderately complex 2P2Z ecosystem model was thus coupled with a threedimensional circulation model and forced by a dynamic land ecosystem/watershed model
to simulate the biogeochemical cycling on the MAB shelf and to quantitatively assess key
components of the annual area-integrated nitrogen budget from 2004-2007. The
simulation indicated that over these four years similar amounts of nitrogen were removed
by denitrification and burial (~0.1 Tg N y 1). Net community production was larger and
varied more between the four years (~0.2 to 0.3 Tg N y'1), but overall was positive,
indicating that the MAB was net autotrophic. The advective fluxes of nitrogen into and
out of the MAB were dramatically different between the four years investigated (by about
~.26 Tg N y'1), presumably as a result of changes in the positions of the Gulf Stream and
Labrador Sea waters. The accumulative effects of these fluxes resulted in a near zero net
rate of change in total nitrogen, indicating the MAB remained unchanged in the amount
of total nitrogen in the water column over these the four years. Sensitivity tests varying
the initial conditions and simplifying the modeled plankton structure showed distinct
impacts on these nitrogen fluxes: the former strongly affected the advective fluxes, but
had little impact on denitrification, burial or NCP, whereas the latter significantly reduced
denitrification, burial, and NCP but did not significantly impact the advective fluxes.
Overall the strong seasonality and interannual variability in the nitrogen fluxes highlight
the importance of data coverage throughout all seasons and multiple years in order to
accurately resolve the current status and future changes of the MAB nitrogen budget.
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A Biogeochemical Data Assimilative Modeling Study in the Mid-Atlantic Bight

Chapter 1: Introduction

Overview
The overall goal of this Ph.D. project is to increase understanding of the

biogeochemical cycling on continental shelves through the use of numerical models and
satellite-derived data fields. Specifically, the objectives of this dissertation are:
(1) To understand the relative advantages o f assimilating different satellite data types;
(2) To rigorously evaluate how food web model complexity affects the ability o f a lower
tropic level model to reproduce observed patterns in satellite-derived data;
(3) To quantify the nitrogen budget in the Mid-Atlantic Bight.
To achieve these objectives, a one-dimensional (1-D) data assimilative model and
a three-dimensional (3-D) coupled biogeochemical-circulation model were implemented.
Satellite-derived chlorophyll and particular organic carbon data were assimilated using a
1-D assimilative framework to improve the key biological parameters and rigorously
determine the optimal plankton structure for the model. The optimal plankton structure
was then coupled with a 3-D circulation model and forced by a dynamic land
ecosystem/watershed model to simulate the biogeochemical cycling on the Mid-Atlantic
Bight (MAB) shelf and to quantitatively assess key components of the nitrogen budget,
including net community production, denitrification, burial, input from bays and rivers,
and the advective fluxes of both inorganic and organic nitrogen to the open ocean.
Biogeochemical cycling on continental shelves

In terms of global biogeochemical cycles, continental shelves, compared to the
open ocean, are often overlooked due to their relatively small proportion of total sea
surface area (~8%). However, recent studies on continental margin biogeochemistry
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suggest that continental margins contribute significantly to the global carbon and nitrogen
cycle: continental shelves account for 10-15% of the ocean’s total global primary
production (Muller-Karger et al., 2005), more than 15% of net air-sea transfer of C 0 2
(Jahnke, 2010), 80-90% of new production and up to 50% of denitrification (Chen et al.,
2003).
Continental shelves play such a critical role in biogeochemical cycling largely
because of the significant terrestrial and riverine inputs to these coastal waters. Riverine
transport of carbon onto shelves is on the same order of magnitude as the natural air-sea
flux of C 02 over the shelf ocean (Liu et al., 2010). Meanwhile due to the increasing
utilization of anthropogenic fertilizers, global riverine input of bio-available nitrogen to
the coastal water has increased by about 24 Tg N y'1 (~70%) over the last century
(Galloway et al., 2004). This additional riverine input of nitrogen can be assimilated in
the bays and continental shelves, removed by denitrification or burial, or advected out to
the slope and open ocean. Quantifying these nitrogen fluxes and their temporal variability
is critical to gaining a better understanding of regional and global biogeochemical cycles
and how they may change in the future.
Satellite-derived data

The use of remotely sensed satellite data from the Advanced Very High
Resolution Radiometer (AVHRR) and the Sea-viewing Wide Field-of-view Sensor
(SeaWiFS) is an integral part of this project. Satellite and remote sensing techniques have
shown reasonable estimates of key physical properties such as sea surface temperature
(SST; Castro et al., 2008; Merchant et al., 2009), and biochemical variables such as total
surface chlorophyll concentration (Chi; O’Reilly, et al. 1998), size-fractionated
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chlorophyll concentrations (Uitz et al., 2006; Pan et al., 2010), integrated primary
production (Behrenfeld and Falkowski, 1997; Carr et al., 2006; Saba et al., 2010), surface
dissolved organic carbon (DOC; Mannino et al., 2008) and surface particulate organic
carbon (POC; Stramska and Stramski, 2005; Stramski et al., 2008; McClain, 2009).
In this project, SST, POC, total chlorophyll and size-fractionated chlorophyll are
the key variables used for model evaluation and assimilation. Total Chi was determined
using the standard OC4v4 algorithm (O’Reilly et al., 2000), whereas size-fractionated
chlorophyll concentrations were determined using an algorithm specifically developed
for the MAB continental shelf (Pan et al., 2010), which separates total Chi into three size
classes. Surface POC was computed using an empirical relationship between POC
concentration and remote-sensing reflectance ratio (Stramska and Stramski, 2005). SST
fields were obtained from the AVHRR data set. Although these satellite data were all
derived using empirical or semi-analytical algorithms, they have demonstrated
considerable success in their agreement with in situ data: the uncertainty associated with
these size-differentiated chlorophyll and POC concentrations have been estimated to be
on the order of 35% (Pan et al., 2010; Stramska and Stramski, 2005).
Numerical modeling

Numerical modeling is the key tool used for this study, as it is difficult to resolve
the strong temporal and spatial variability in Mid-Atlantic Bight nitrogen fluxes using
satellite and/or in situ data alone. Through the last two decades the field of oceanography
has witnessed and benefited considerably from advances in numerical models. A number
of sophisticated hydrodynamic models have been developed and widely applied to
continental shelves, such as POM (Princeton Ocean Model; Blumberg and Mellor, 1987),
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MITGCM (MIT General Circulation Model; Marshall et al., 1997), MOM (Modular
Ocean Model; Griffies et al., 2000), ROMS (Regional Ocean Modeling System;
Shchepetkin and McWilliams, 2005), and FVCOM (Finite Volume Coastal Ocean
Model; Chen et al., 2006). These high-resolution numerical models provide a useful tool
for better understanding ocean circulation, and also serve to fill data gaps that would be
impossible to tackle through more traditional methods of ocean observation
(McWilliams, 1996; Haidvogel and Beckmann, 1999).
Despite the fact that these models have been designed primarily to study ocean
physics, these fine resolution models are particularly useful when coupled with biological
models (Allen et al., 2001). Coupled physical-biological ocean models have now been
applied to almost every major basin and continental shelf around the globe, resulting in
the publication of more than 300 journal articles over the last two decades (ISI Web of
Knowledge, 2013). Among the numerous types of ecosystem models in existence,
Fasham-type Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD; Fasham et al., 1990,
1993) models are probably the ones currently being most widely used. These models
resolve lower-trophic ecosystem dynamics via the interactions between the four
compartments (NPZD). In many cases, the biogeochemical processes described in the
original Fasham model are now being resolved more explicitly. For example, a number of
studies have incorporated more nutrient limitation terms describing iron, silica or
phosphorus limitation (e.g., Aumont et al., 2003; Cullen et al., 2003; Chai et al., 2007;
Dugdale et al., 2011; Mauriac et al., 2011). Some studies include more complex
processes in zooplankton grazing (e.g., Armstrong, 1999; Lima et al., 2002), nutrient
remineralization (e.g., Hood et al., 2006; Moore et al., 2002; Stemmann et al., 2004) and
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even processes involved with dissolved organic nutrients (e.g., Druon et al., 2010; Hood
et al., 2001). One other common modification is to increase model complexity by
incorporating additional phytoplankton and zooplankton compartments. In part this is
done as a means to adjust the model to better represent the reality of the marine
ecosystem, which in no doubt accommodates a myriad of plankton species. Another
major motivation is the necessity of modifying the number of key plankton compartments
in order to address specific questions in a specific region. For example, many open-ocean
carbon export studies include diatoms in their models since this functional type plays a
dominant role in global carbon export from the euphotic zone (e.g., Doney, 1999; Moore
et al., 2001; Yool et al., 2011). One of the major goals of this dissertation is to examine
how food web complexity in marine ecosystem models may affect the ability of a lower
trophic level model to reproduce observed patterns in satellite-derived data.
Data assimilation

The aforementioned ecosystem models, unlike their physical counterparts, are
developed based almost entirely on empirical or statistic equations instead of the rigorous
Navier-Stokes equations (Hofmann and Friedrichs, 2001; Friedrichs, 2001). Furthermore,
the accuracies of the parameters required by these equations are often confounded by
poorly understood ecology (Anderson 2005; Yool et al., 2011), or in many instances are
poorly measured or even impossible to measure, for example, growth rates, mortality
rates and remineralization rates (Spitz et al., 1998; Hofmann and Friedrichs, 2001). Even
if these parameters can be measured accurately in laboratory experiments or derived from
in situ data, the parameters may not be appropriate for the model (Friedrichs, 2002; Ward
et al., 2010) as the modeled processes are not necessarily completely analogous to the

6

observations. Therefore, ecosystem models typically require at least some degree of
“tuning” which is often accomplished by manual calibration, i.e. a trial-and-error
technique in which the modeler manually manipulates parameter values so that the model
simulations fit the observations as closely as possible (Oreskes et al., 1994; Fitzpatrick,
2009). However, one can never guarantee that the calibrated values are unique or that the
truly optimal parameter set has been found (Rose et al., 1991; Eckhardt and Arnold,
2001; Vrugt, et al. 2003; Rose et al., 2007).
An alternate and more rigorous and objective technique that has recently been
receiving increasing attention in oceanography is data assimilation. Data assimilation is
the systematic use of data to constrain a model and to improve model skill (Hofmann and
Friedrichs, 2001; Robinson et al., 2002), which can be defined as “the model’s fidelity to
the truth” (Joliff et al., 2009). By incorporating data into the model, data assimilation is
an attempt to achieve simulations that are more realistic than what can be achieved by
only using the data or the forward model alone (Robinson et al., 2002). This can be
implemented in two different ways (Gregg et al., 2009), either using inverse methods
(minimizing model-data misfits by optimizing key parameters) or sequential methods
(sequentially re-initializing the model as additional data become available). Although
sequential methods are commonly used in applications such as weather forecasting,
inverse models are particularly useful for biological models where relatively unknown
parameter values pose a significant challenge for these types of models.
One of the most widely used inverse methods for marine ecosystem models is the
variational adjoint method (Lawson et al., 1995,1996). The variational adjoint method is
a nonlinear least-squares analysis that maximizes the agreement between model estimates
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and observational data via gradually adjusting a subset of key model parameters. In
essence, it is a parameter optimization method, and has witnessed considerable success in
parameterizing marine ecosystem models (e.g., Fennel et al., 2001; Friedrichs, 2001;
2002; Leredde et al. 2005; McGillicuddy et al., 1998; Spitz et al., 1998; Xu et al., 2008).
The variational adjoint method is a key component of the one-dimensional modeling
studies described in both Chapters 2 and 3.
Study site

The study area for this project is the MAB on the eastern U.S. continental margin,
which stretches from Cape Hatteras to the Nantucket Shoals. Circulation in this area is
strongly influenced by two large-scale currents: the northward flowing warm nutrientpoor Gulf Stream (Liu et al., 2010) and the southward flowing cold nutrient-rich
Labrador slope current (Lohrenz and Verity, 2006). The relatively wide MAB shelf is
separated from the Gulf Stream by a warm outer shelf front and slope sea (the narrow
band of ocean between the Gulf Stream and the MAB shelf edge; Bane et al., 1988;
Linder and Gawarkiewicz, 1998), and thus the major influence of the Gulf Stream on the
MAB is through warm-core eddies that sporadically transport warm Sargasso water onto
the shelf break. In this region, the along-shore flow is southward, but is diverted offshore
at Cape Hatteras where it becomes entrained into the outer shelf/Gulf Stream front. The
meandering of the shelf-break front and occasional interactions with warm-core rings
generate the cross-shelf exchange occurring along the entire shelf edge (Hofmann et al.,
2008).
Although this shelf-break front is present year-round, it has strong seasonal
variability, which significantly influences the MAB ecosystem (Ryan et al., 1999). In
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winter, the front extends from the bottom to the surface, and the MAB is limited by light
and replete in nutrients (Mouw and Yoder, 2005). Phytoplankton typically bloom in
spring (dominated by micro-phytoplankton; Verity et al., 1996; Redalje et al., 2002)
when the shoaling mixed layer releases the phytoplankton from light-limitation. During
summer, the front is capped by a strong thermocline and the region becomes nutrientlimited and is dominated by pico-phytoplankton (Redalje et al., 2002). The transition
from winter light-limitation to summer nutrient-limitation also leads to a shift in
phytoplankton species, from micro-plankton to nano-plankton (O’Reilly and Zetlin,
1998; Redalje et al., 2002; Dandonneau et al., 2004; Mouw and Yoder, 2005). In terms of
their spatial distribution, the fraction of microphytoplankton generally increases onshore.
Smaller phytoplankton size-classes typically dominate the outer shelf waters, whereas
micro-phytoplankton are more likely found in high productivity areas such as the
nearshore MAB (Redalje et al., 2002).
The complex physical and biological interactions characterizing the MAB pose a
significant challenge for understanding the nitrogen fluxes for this region. In addition, the
relative scarcity of observations compared with the relevant time and space scales of
nitrogen flux variability have forced most past nitrogen cycling studies to rely largely on
modeling or extrapolating from temporally and spatially limited in situ data. For example,
Seitzinger and Giblin (1996) estimated the total annual denitrification for the North
Atlantic shelf by a linear empirical relationship between denitrification and primary
production. In this dissertation, the nitrogen fluxes computed from the coupled
biogeochemical-circulation model will be compared with results from this study and
others.
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Dissertation structure

This dissertation includes three primary chapters (Chapters 2, 3 and 4), followed
by a conclusions section in Chapter 5. Each primary chapter consists of its own abstract,
tables, figures and references.
Chapter 2 addresses the first objective of the dissertation - to understand the
relative advantages of assimilating different satellite data types. This chapter utilized a
lower trophic level model with two phytoplankton size classes and one zooplankton size
class in a 1-D data assimilative (variational adjoint) model framework. Experiments
assimilating synthetic data (i.e. numerical twin experiments) as well as experiments
assimilating actual satellite derived fields (total chlorophyll, size-differentiated
chlorophyll, POC) were conducted in order to assess the ability of the assimilation
framework to optimize key biogeochemical parameters, and to assess which types of
satellite-derived data would best constrain the model. In addition, the ability of the
assimilation of surface data to adjust subsurface fields was also examined.
Chapter 3 focuses on the second objective - to rigorously evaluate how food web
model complexity affects the ability of a lower trophic level ecosystem model to
reproduce observed patterns in satellite-derived data. This objective was accomplished by
following up on the conclusions of the previous chapter. Three types of satellite-derived
data (size-fractionated chlorophyll, total chlorophyll and POC) were assimilated into five
models characterized by varying levels of food web complexity. Three simulation
experiments were conducted in order to rigorously compare the relative skill of the five
models: (1) an a priori simulation before the assimilation, (2) an a posteriori simulation
after the assimilation of the size-fractionated chlorophyll and POC satellite-derived data,
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and (3) an a posteriori simulation after the assimilation of the same data, to which 20%
random noise had been added. The optimal parameters generated in Experiments 2 and 3
were also applied to five independent sites to test the robustness and portability of the
parameters.
Chapter 4 addresses the final objective - to quantify the nitrogen budget in the
MAB. The optimal ecosystem model identified in Chapter 3 was coupled with a 3-D
circulation model to resolve the nitrogen budget over a two year time period (2004-2005).
The model was first quantitatively evaluated using satellite-derived SST, total
chlorophyll and size-fractioned chlorophyll. The simulation was then analyzed to provide
a comprehensive analysis of nutrient fluxes on the MAB shelf, including net community
production, denitrification, burial and advective fluxes. The temporal variability of these
fluxes over this two years time period is assessed and the sensitivity of these fluxes to
changes in the biological parameters and initial conditions are analyzed.
Lastly, Chapter 5 summarizes the key conclusions from from Chapter 2 through 4.
Limitations to this study and potential directions for future research are also discussed.
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Chapter 2: The assimilation of satellite-derived data into a one-dimensional lower
trophic level marine ecosystem model

Author’s Note:
This chapter has been submitted to the Journal of Geophysical Research - Oceans, and
currently is under revision.
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Abstract

Lower trophic level marine ecosystem models are highly dependent on the
parameter values given to key rate processes, however many of these are either unknown
or difficult to measure. One solution to this problem is to apply data assimilation
techniques that optimize key parameter values, however in many cases in situ ecosystem
data are unavailable on the temporal and spatial scales of interest. Although multiple
types of satellite-derived data are now available with high temporal and spatial resolution,
the relative advantages of assimilating different satellite data types are not well known.
Here these issues are examined by implementing a lower trophic level model in a one
dimensional data assimilative (variational adjoint) model testbed. A combination of
experiments assimilating synthetic and actual satellite-derived data, including total
chlorophyll, size-fractionated chlorophyll and particulate organic carbon (POC), reveal
that this is an effective tool for improving simulated surface and sub-surface distributions
both for assimilated and unassimilated variables. Model-data misfits were lowest when
parameters were optimized individually at specific sites; however this resulted in
unrealistic over-tuned parameter values that deteriorated model skill at times and depths
when data were not available for assimilation, highlighting the importance of assimilating
data from multiple sites simultaneously. Finally, when chlorophyll data were assimilated
without POC, POC simulations still improved, however the reverse was not true. For this
two-phytoplankton size class model, optimal results were obtained when satellite-derived
size-differentiated chlorophyll and POC were both assimilated simultaneously.
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1. Introduction

Throughout the last two decades, Nutrient-Phytoplankton-Zooplankton-Detritus
(NPZD) models have evolved to include more details than those processes in the classic
NPZD-type model (Fasham et al., 1990,1993). Examples include more sophisticated
nutrient limitations (e.g., Aumont et al., 2003; Cullen et al., 2003; Chai et al., 2007;
Dugdale et al., 2011; Mauriac et al., 2011), more complex zooplankton grazing (e.g.,
Armstrong, 1999; Lima et al., 2002), nutrient remineralization (e.g., Moore et al., 2002;
Stemmann et al., 2004; Hood et al., 2006) and processes associated with dissolved
organic nutrients (e.g., Hood et al., 2001; Druon et al., 2010; Luo et al, 2012). Another
common approach for increasing model complexity involves the incorporation of
additional phytoplankton and zooplankton compartments (e.g., Aumont et al., 2003;
LeQuere et al., 2005; Kishi et al., 2007; Fujii et al., 2007) in order to better represent the
reality of the marine ecosystem, which typically includes a myriad of plankton species.
With the increasing number of processes and state variables included in these
NPZD-type models, the issue of finding the most appropriate parameter values required
by these additional formulations is becoming increasingly critical. Although historically
simple NPZD-type models have often been manually calibrated using a trial-and-error
method in which parameter values are manually manipulated to attain an improved fit to
available data (Oreskes et al., 1994; Fitzpatrick, 2009), it is difficult to ascertain whether
the resulting calibrated values are truly optimal (e.g., Rose et al., 1991; Eckhardt and
Arnold, 2001; Vrugt et al., 2003; Rose et al., 2007).

26

The use of automated methods for identifying optimal parameter values in marine
ecosystem models is thus becoming increasingly common. A variety of assimilation
methods have achieved a great deal of success in parameter optimization, however one
that is very widely used is the variational adjoint method (e.g., Lawson et al., 1995,1996;
McGillicuddy et al., 1998; Spitz et al., 1998; Fennel et al., 2001; Friedrichs, 2001;
Leredde et al., 2005; Xu et al., 2008, Luo et al., 2011). Although there have been a few
recent exceptions (e.g., Tjiputra et al., 2007; Fan and Lv, 2009, Mattem et al., 2012; PrieB
et al., 2013), the high computational cost of implementing these parameter optimization
techniques in three-dimensional (3D) coupled biological-physical ocean models
continues to pose a formidable hurdle for many researchers. As a result, modelers often
look to first implement such optimization methods with more efficient zero- or one
dimensional models, before applying the resulting optimal parameters in 3D. This
technique has found considerable success; for example, McDonald et al. (2012)
demonstrated that parameters optimized in a one-dimensional test-bed resulted in
significant improvement in the 3D model framework.
These relatively recent advancements in the field of data assimilative
biogeochemical and marine ecosystem modeling have largely been stimulated by the
availability of large biological and biogeochemical data sets, particularly satellite
products which provide comprehensive synoptic coverage over large regions of the ocean
(Hovis et al., 1980; Yoder et al., 1988; Hofmann and Friedrichs, 2001; Robinson et al.,
2002; McClain, 2009). Although chlorophyll concentrations are probably the most
commonly used satellite-derived product (e.g., O ’Reilly et al., 1998; Carder et al., 1999;
Yoder et al., 2002), multiple other satellite-derived products now exist, including:
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primary production (e.g., Mouw and Yoder, 2005; Marra et al., 2007), colored dissolved
organic matter (e.g., Hoge and Lyon, 2002; Morel and Gentili, 2009; Xing et al., 2012)
and particulate organic carbon (e.g., Mishnov et al., 2003; Stramska and Stramski, 2005;
Stramski et al., 2008), to name a few. Recent studies have also shown promising progress
with regards to deriving phytoplankton size-classes and functional types from satellite
ocean color data using “abundance-based approaches” (Vidussi et al., 2001; Uitz et al.,
2006; Nair et al., 2008; Brewin et al., 2010; Hirata et al., 2010) and “spectralcharacteristic approaches” (e.g., Gege, 1998; Alvain et al., 2005; Pan et al., 2011). By
definition these satellite-derived data sets only provide information in the first optical
depth, however, this limitation of satellite products is often offset by the large volume of
data available both temporally (O(days)) and spatially (O(kms)).
As a result of the increasing availability of multiple satellite-derived data sets,
there have been a number of studies demonstrating the potential success of assimilating
satellite-derived fields for the purposes of both parameter optimization as well as state
estimation. State estimation differs from parameter optimization in that the former seeks
the best model estimates through reconstructing the system states or more specifically,
using statistical procedures to drive the model estimates toward the data (Gregg et al.,
2009). Two widely used methods that use satellite data to improve state estimation
include the Kalman filter (e.g., Fontana et al., 2009; Hu et al., 2012; Mattem et al., 2010;
Natvik and Evensen, 2003) and the particle filter (e.g., Mattem et al., 2013).
Parameter optimization methods, on the contrary, determine the optimal
parameter values that provide a best fit of the model to the data, and as such, result in an
improved a posteriori model. Simulations resulting from these methods are required to fit
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the model equations precisely. These methods, including the variational adjoint technique,
have been widely used to parameterize biogeochemical models using satellite data. For
example, Friedrichs (2002) first demonstrated a ID adjoint assimilative framework that
minimized model/data misfits using ocean color data from SeaWiFS and illustrated how
the assimilative process could help guide model reformulation. Hemmings et al. (2004)
presented another successful example of assimilating satellite-derived chlorophyll in a
depth integrated model, and found the number and geographic scope of particular
parameter sets that generated the best fit to validation data. With the significant advances
in computational power over the past decade, there have also been a handful of studies
assimilating satellite-derived chlorophyll data into 3D models (e.g., Garcia-Gorriz, et al,
2003; Tjiputra et al., 2007; Fan and Lv, 2009). In all of these examples, however, only
total chlorophyll was assimilated; other types of satellite-derived data such as POC and
size differentiated chlorophyll were not assimilated.
In an effort to better understand whether the assimilation of multiple types of
satellite data can constrain a one-dimensional (vertical) lower tropic level model, an
existing data assimilative framework was implemented in this study at four sites in the
Mid-Atlantic Bight (Figure 1). Experiments assimilating synthetic data (i.e. numerical
twin experiments) as well as experiments assimilating actual satellite derived fields (total
chlorophyll, size-differentiated chlorophyll, POC) were conducted in order to assess the
ability of the assimilation framework to optimize key biogeochemical parameters, and to
assess which types of satellite-derived data may best constrain the model. The following
section describes in detail our lower trophic level model, the assimilative framework, the
satellite-derived data to be assimilated, and the assimilation experiments. Section 3
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presents the results from the assimilation experiments while Section 4 discusses the
implications of these results. Lastly, a summary is provided in Section 5.
2. Methods
2.1 One-dimensional model

2.1.1

Lower trophic level model. The lower trophic level model used here (Figure

2) is a nitrogen-based Fasham-type (Fasham et al., 1990,1993) model with nine state
variables: large and small phytoplankton, large and small chlorophyll, large and small
detritus, zooplankton, ammonium, and nitrate. The chlorophyll to carbon ratios of the
phytoplankton are variable, and nonlinear due to the effects of photoacclimation (Geider
et al., 1997). The model is similar to that described by Fennel et al. (2006), which was
originally developed for the Mid-Atlantic Bight (MAB), but which has subsequently been
successfully applied to a number of other shelf systems (e.g., Fennel et al., 2011; Gan et
al., 2010; Hofmann et al., 2008,2011; Xue et al., 2013) The modifications made to the
original Fennel et al. (2006) version of this model are described below.
The single phytoplankton and chlorophyll compartments in the original model
were broken down into two size classes, representing pico- plus nano-phytoplankton and
micro-phytoplankton. This was motivated by the fact that this region is characterized by
two distinct phytoplankton size classes, with the larger micro-phytoplankton contribution
to total chlorophyll typically being small in off-shelf waters, but substantial on the inner
MAB shelf (e.g., consistently higher than 30%, Mouw and Yoder, 2005). The inclusion
of a second phytoplankton size class in the model requires two additional equations (for
size-specific phytoplankton and chlorophyll) and the specification of six new parameters
for the second phytoplankton size class (Table 1). Remaining biological parameters were
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identical to those listed in Fennel et al. (2008). Model estimates of POC were computed
as the sum of the small and large phytoplankton, small and large detritus, and
zooplankton, and then converted from nitrogen to carbon units using the Redfield ratio of
C:N = 6.625 moleC/moleN. Following Friedrichs et al. (2007), the differential equations
in the biological model were solved using a second-order Runge-Kutta scheme.
2.1.2

Physical model. The lower trophic level model described above was

embedded into the ID (vertical) physical model used by Friedrichs et al. (2006,2007).
The model was forced by time series of solar radiation, temperature, vertical diffusivity,
vertical velocity and mixed-layer depth. Photosynthetically active radiation was
calculated as a fraction (0.43) of the shortwave radiation flux obtained from the North
American Regional Reanalysis generated by the National Center for Environmental
Prediction. The remaining fields were acquired from a 3D coupled biogeochemicalcirculation model simulation generated by the Regional Ocean Modeling System
(ROMS; Shchepetkin and McWilliams, 2005) and configured for the Northeast North
American shelf using the original single phytoplankton Fennel et al. (2006) model
configuration (NENA; Hofmann et al., 2008,2011).
Vertical advection and particle sinking processes were computed using a thirdorder direct space-time upwind-biased scheme (Hundsdorfer and Trompert, 1994) with
the Sweby flux limiter (Sweby, 1984). Vertical diffusion was solved by applying a
Crank-Nicholson vertically variable diffusion operation (Press et al., 1986). In addition,
following Friedrichs et al. (2006,2007), all state variables were redistributed
homogeneously within the mixed layer at the end of each time step.
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2.1.3 Forward model implementation. Initial and bottom boundary conditions for
the model state variables were provided by the 3-D NENA model. Initial conditions were
directly obtained from the first 3-day averaged NENA output in year 2004 except for the
size- fractionated phytoplankton and associated chlorophyll. The model is not sensitive
to the initial size-fractionated ratio and thus the two size-classes of phytoplankton and
chlorophyll were each initialized as one half the NENA concentrations. Boundary
conditions were likewise obtained from the 3-day averaged NENA output. For sites
shallower than 200 m the bottommost layer was used; for sites deeper than 200 m, the
bottommost layer in the ID model was set to 200 m and the boundary condition was
obtained from the corresponding depth.
The model was run from 1 January 2004 through 31 December 2004 with a time
step of 1 hour at four sites within the MAB (Figure 1). Two sites (N1, SI) were located
on the shelf (depth ~50 m and ~100 m) and two sites (N2, S2) were located near the shelf
break (depth ~800 m and ~600 m). Vertical resolution varied according to bottom depth,
but was higher nearer the surface (~0.3 to 2 m) and larger at depth (~3 to 8 m).
2 2 Variational adjoint method
The variational adjoint method (e.g. Lawson et al., 1995) was used to objectively
minimize model-data misfits by optimizing the biological parameters. The cost function,
J, represents the misfit between each model estimate (a) and the corresponding
observation (a) and is computed as a weighted sum of squared differences between the
model and the data:
0)
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where K is the number of sites, M is the number of data types,

is the number of

observations for each data type and site, and okmis the standard deviation of these data
(see Table 2). In this way, the cost function provides an estimate of the ratio between the
model-data differences and the differences between the data and the mean of the data, i.e.
Ofon2. Thus, the cost function equals one at each site when the sum of the squared modeldata differences equals the variance of the data (Friedrichs et al., 2007). Furthermore, two
cost functions are considered to be insignificantly different if their difference is less than
one for a single site, or less than the number of sites when multiple sites are included in
the calculation.
The variational adjoint method requires: (i) adjoint code used to compute the
gradient of the cost function with respect to the control parameters, defined as the subset
of model parameters to be optimized, and (ii) an optimization procedure used to search
for the optimal values of these control parameters that generate the smallest possible cost
function. In this study the adjoint code was obtained from the Tangent linear and Adjoint
Model Compiler (TAMC; Giering and Kaminski, 1998). Parameter optimization is
performed by a limited memory quasi-Newton optimization procedure (Gilbert and
Lemarechal, 1989).
After the cost function is computed from an a priori forward model run, the
adjoint code computes the gradients of the cost function and passes the information to the
optimization procedure, which determines how much each control variable should be
modified in order to reduce the magnitude of the cost function. The new values of the
control parameters are then used in the forward model, the new cost function is
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computed, and the optimization procedure is repeated. These iterations continue until the
specified convergence criterion is satisfied.
Control variables were selected based on two considerations: (1) the sensitivity of
the cost function to the parameter values and (2) the correlations between parameters.
The sensitivity of the cost function to each model parameter was estimated by computing
(Jsem ~ Jrej)Mrep where Jref is the cost function using the reference parameters and Jsens
assumes a +25% or -25% change in each individual model parameter. The results of this
sensitivity analysis (Table 3) indicated that the model is most sensitive to parameters in
the phytoplankton equations, with only one exception, i.e. the zooplankton basal
metabolism rate.
Previous studies have demonstrated that strongly correlated parameters cannot be
simultaneously optimized, since in this case the model would be able to generate multiple
optimal values for the control variables (e.g., Matear, 1995). Following the sensitivity
analysis, assimilation experiments were conducted to investigate the correlations of all
parameters with sensitivities greater than 5% (Table 3) using the inverse of the Hessian
matrix (Thacker, 1989; Matear, 1995; Friedrichs, 2002). The five parameters ultimately
selected as control variables based on their relatively low correlations were the maximum
Chl:C ratios for the large and small phytoplankton, the maximum growth rates for the
large and small phytoplankton, and the zooplankton basal metabolism rate.
2 3 Satellite-derived data
Three types of data were derived from the Sea-viewing Wide Field-of-view
Sensor (SeaWiFS) and assimilated into the lower trophic level model: total chlorophyll a
(Tot_Chl), size-fractionated chlorophyll a divided into large chlorophyll (ChlL) and
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small chlorophyll (ChlS), and POC. Although depth-integrated productivity estimates are
also routinely computed from satellite-derived fields using ocean color productivity
models, the uncertainties associated with the resulting fields can be as large or larger than
estimates derived from biogeochemical ocean circulation models (Friedrichs et al., 2009)
and one-dimensional ecosystem models (Saba et al., 2011). As a result, these productivity
fields were not selected for assimilation.
Size-fractionated chlorophyll was determined through a three-step process. First,
phytoplankton pigment concentrations were computed using an algorithm specifically
proposed for the MAB continental shelf (Pan et al., 2010). The phytoplankton pigments
were then analyzed by CHEMTAX (a chemotaxonomic analysis) to quantify 11
taxonomic groups based on pigment distributions (Pan et al., 2011). Lastly the resulting
11 taxonomic groups were categorized into three size-classes based on Vidussi et al.
(2011): pico-phytoplankton, nano-phytoplankton and micro-phytoplankton. Since the
model in this study only includes two size classes, the nano-phytoplankton was combined
with the pico-phytoplankton data to represent the small size class. This decision was
based on the distinction between micro-phytoplankton and smaller phytoplankton in
terms of sinking rates, surface-to-volume ratios, and recycling rates (Loma and Moran,
2011). Tot_Chl concentrations were computed by summing the two size-classes of
chlorophyll described above. The resulting chlorophyll concentrations agreed well with
chlorophyll obtained from the standard OC4v4 algorithm (O’Reilly et al., 2000), with the
average absolute difference being less than 0.3 mg Chi m'3. Surface POC was computed
using an empirical algorithm based on the ratio of bandwidths at 490 and 555 nm
(Stramska and Stramski, 2005). Although these satellite data were all derived using
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empirical or semi-analytical algorithms, they have demonstrated considerable success in
their agreement with in situ data. The uncertainty associated with these size-differentiated
chlorophyll and POC concentrations have been estimated to be 35% (Pan et al., 2010;
Stramska and Stramski, 2005).
2.4 Assimilation experiments

2.4.1

Identical twin assimilation experiments. The assimilation of model

generated synthetic data in numerical twin experiments provides a useful tool for
demonstrating the feasibility of an assimilation method (e.g., Lawson et al., 1996; Crispi
et al., 2006; Hemmings and Challenor, 2011; Pelc et al., 2011), investigating the
adequacy of available observations (e.g., Spitz et al., 1998, Friedrichs, 2001) as well as
determining sensitivities and correlations of the optimized parameter sets (e.g., Schartau
et al., 1999; Fennel et al., 2001; Kuroda and Kishi, 2004; Kidston et al., 2011).
In this study, as an initial test of the variational adjoint assimilation framework
twin experiments were conducted in which synthetic chlorophyll and POC data generated
by the model were assimilated. The twin experiment methodology includes two
simulations. The first is the “true simulation” generated using the a priori, or “true
parameter values. The synthetic data are obtained by subsampling the “true simulation” at
the times when actual satellite data are available. These synthetic data are then
assimilated into a second model run, the “initial simulation”, which uses randomly
generated initial estimates of the control parameters (in this case using a range of ±25%
of the original values). Ideally, the assimilation procedure should be able to recover the
“true” values of the control parameters used to generate the synthetic data, and therefore
also reproduce the “true simulation” perfectly.
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Two different types of twin experiments were conducted. In the “Individual
Assimilation” experiments, synthetic data were assimilated at each of the four sites
(Figure 1) individually, resulting in four sets of optimal parameters (one set for each site).
The costs were then summed in order to obtain a single cost value for the Individual
Assimilation experiment. In the second “Simultaneous Assimilation” experiment, the
synthetic data were simultaneously assimilated from all four sites, resulting in one best-fit
set of optimal parameters for all four sites. For each type of experiment, five different
cases were examined, in which different data types were assimilated: (1)
ChlL+ChlS+POC, (2) Tot_Chl+POC, (3) ChlL+ChlS, (4) Tot_Chl and (5) POC.
In reality ocean data are never perfect, and instead are inevitably associated with
measurement errors or uncertainties, which will reduce the ability of an optimization
procedure to recover actual ecological rate parameters for a given system. Thus, in
addition to assimilating the “perfect” synthetic data set as described in the identical twin
experiments above, additional numerical twin experiments were conducted for Case 1
(assimilating ChlL+ChlS+POC) in which the assimilated synthetic data included five
different levels of normally distributed random noise (2.5%, 5%, 10%, 20% and 40%).
2.4.2

Satellite assimilation experiments. In a final series of experiments, actual

satellite-derived data fields were assimilated in both Individual and Simultaneous
Assimilation experiments. As described above, each of these two types of experiments
again involved five cases to assess the effects of assimilating different data types: (1)
ChlL+ChlS+POC, (2) Tot_Chl+POC, (3) ChlL+ChlS, (4) Tot_Chl and (5) POC.
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3. Results
3.1 A priori model-data comparison

The a priori simulation produced surface estimates of chlorophyll that were
generally within the same range as the satellite-derived data (0-3 mgChl m'3; Figure 3).
However, chlorophyll concentrations associated with the micro-phytoplankton (ChlL)
were generally underestimated by the model, whereas those associated with the smaller
phytoplankton (ChlS) were substantially overestimated by the model at the two southern
sites. In general, the data indicated similar concentrations for the ChlL and ChlS, whereas
the model always showed higher ChlS concentrations. The timing of the blooms was
generally not particularly well represented in the model estimates, except for the spring
bloom of ChlS at the N2 site, which was accurately captured in the model. The model
also had difficulty resolving the fall blooms at some sites (N1, N2, S2) but did
substantially better at the SI site.
Satellite-derived POC data were mostly within the same range as the simulated
POC (Figure 3). As was the case for chlorophyll, the model underestimated POC at the
northern sites, although the temporal trends of the data (spring and fall peaks) were
moderately well resolved. At the southern sites, the model estimates were again
comparable to the data in terms of magnitude, but out of phase in time. Specifically, the
simulated POC and chlorophyll were in phase, whereas the satellite-derived POC and
satellite-derived chlorophyll were not.
Simulated vertical distributions of chlorophyll and POC demonstrated pronounced
subsurface maxima at the southern onshore site (Figure 4), resulting from strong nutrient
upwelling. Somewhat weaker subsurface maxima were also present at the offshore
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northern site, but were absent at the other two sites (N 1 and S2) where the water column
was typically well mixed down to at least 40m. Overall lower chlorophyll concentrations
were found at the northern sites where phytoplankton were more consistently nutrient
limited. Large-chlorophyll concentrations contributed to the total integrated chlorophyll
concentrations only at the onshore southern site. Despite the fact that detritus accounted
for a substantial portion of particulates, simulated POC co-varied closely with
chlorophyll within the euphotic zone.
The total cost for the a priori simulation summed over the four sites was 15
(Figure 5). The model-data misfit for small phytoplankton was the largest component of
the total a priori cost, which was primarily caused by the overestimates of ChlS at the
two southern sites (Figure 3). In contrast, the large phytoplankton component was
consistently underestimated by the model, resulting in relatively low ChlL costs (Figure
5.) The cost resulting from POC model-data misfits was slightly smaller than the ChlS
contribution, but was similarly dominated by misfits at the southern sites.
3 2 Twin experiments
Assimilation of synthetic data with the same sampling frequency as the satellite
data enabled an exact recovery of the initial “true” values of all five-control parameters in
both the Individual and the Simultaneous Assimilation experiments, with costs reaching
10‘,0after only 15 - 25 iterations (Table 4; Figure 6). This was true not only for Case 1
(assimilating ChlL+ChlS+POC; Figure 6) but also for the other four cases assimilating
different combinations of satellite-derived data (not shown). Four additional
Simultaneous Assimilation experiments were conducted in which only a portion of the
synthetic data points for the ChlL+ChlS+POC case was assimilated (one half, one
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quarter, one eighth and one sixteenth), and all four experiments again resulted in perfect
parameter recoveries.
When random noise was added to the synthetic data prior to assimilation, the
initial “true” values of the five control parameters were no longer recovered perfectly. As
the level of noise increased in the data, the optimized parameter values increasingly
deviated from the initial “true” parameters. This deviation was significantly greater when
the noisy synthetic data were assimilated individually at each site (Figure 6a), as
compared to the values optimized by assimilating data simultaneously at all four sites
(Figure 6b). For the Individual Assimilation experiment, the maximum parameter
deviation was more than 1000% for the run with 40% noise, whereas the Simultaneous
Assimilation experiment resulted in maximum parameter deviations of less than 10%
(Figure 6).
Because the addition of noise to the synthetic data prevented the true parameter
values from being recovered exactly, the a posteriori cost functions were significantly
larger in the presence of noise (Table 4). In contrast to the very different results seen for
the values of the optimized parameter values in the two experiments (Figure 6a; Figure
6b) the a posteriori cost values were quite similar for both the Individual and
Simultaneous Assimilation experiments: for both experiments costs ranged from ~10 3
when 2.5% noise was introduced to 0.3 when 40% noise was introduced (Table 4).
Interestingly, in both experiments the a posteriori costs were lower than the costs
computed for the misfit between the true simulation and the assimilated noisy data (“true
cost”; Table 4). Thus the parameter values generated by the optimization process
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ultimately fit the noisy synthetic data better than did the original “true” parameters that
were used to generate the noisy data.
3 3 Assimilation of satellite-derived data: Individual Assimilation experiments

When the actual satellite-derived size-differentiated chlorophyll and POC
concentrations (Case 1) were assimilated at individual sites, the total cost function was
reduced by nearly half (Table 5). Although slight cost reductions occurred for all three
cost components (Figure 5a), the cost component corresponding to ChlS was responsible
for more than 80% of the overall reduction in the cost function. Improvements in the
model-data misfit were also evident from the time series of ChlL, ChlS and POC: the a
posteriori time series of all three components (ChlS, ChlL and POC; Figure 7a) fit the
satellite data better than the a priori time series (Figure 3). This is particularly true for the
size-differentiated chlorophyll concentrations at the two southern sites.
Assimilating the surface size-differentiated chlorophyll and POC data not only
improved the surface fields, but in most cases also significantly affected the sub-surface
distributions (Figure 8a). The anomalies (a posteriori simulation minus the a priori
simulation) varied considerably from site to site: only small anomalies were found at the
N 1 site whereas the other three sites experienced more dramatic changes after
assimilation, closely resembling the changes in the surface fields (Figure 3; 7a). The ChlS
fields generally decreased after assimilation (except at the N2 site during the spring
bloom), whereas ChlL generally increased (except at the SI site during the fall bloom).
The POC anomalies showed more pronounced variability, both temporally (e.g., at the
N2 site, where increases were only found in the summer) and spatially (e.g., at the SI and
S2 sites, where increases were primarily found at depth).
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In order to identify the relative importance of assimilating different types of
satellite-derived data, four other assimilations cases, i.e. assimilating Tot_Chl+POC,
ChlL+ChlS, Tot_Chl, and POC, were also performed. Significant reductions in the cost
functions were also generated with these four assimilation cases (Table 5). The two cases
assimilating different types of chlorophyll without POC (ChlL+ChlS and Tot_Chl; Cases
3 and 4) showed the greatest improvement in regards to reducing the percent costs (75%
and 67% respectively), but resulted in slightly smaller overall cost reductions than the
cases assimilating POC as well (Cases 1 and 2). This is because the Case 3 and 4 a priori
costs were smaller since they did not include the cost due to the mismatched POC (5.21).
Furthermore the assimilation of the size-differentiated variables, both alone and with
POC, produced greater overall and percent reductions in cost as compared to the cases
when total chlorophyll was assimilated. Finally, the smallest improvement in cost
function, in terms of both overall reduction and percent reduction, was found when
assimilating POC alone.
As described above, in each of the five cases the variables for which data were
assimilated, i.e. ChlL+ChlS, Tot_Chl, and/or POC, showed significant improvements in
model skill. However, a more robust test of the assimilation procedure involves
examining whether improvements in model skill are also generated for data that are not
assimilated (Gregg et al., 2009). To assess the degree of improvement for the non
assimilated variables as well as to more equitably compare the relative performance of
the five assimilation cases, the cost functions corresponding to ChlL, ChlS, and POC
were computed for all five cases (Figure 5a). As expected, the largest decrease in the total
cost function (defined here as ChlL+ChlS+POC; Figure 5) was generated by Case 1,
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which specifically assimilated these three variables. However, when total chlorophyll was
assimilated but the size-fractionated information was not (i.e. Cases 2 and 4), significant
improvements in the relative abundance of ChlL and ChlS were still produced (Figure
5a). When POC data were not assimilated (Cases 3 and 4), the model-data fit for POC
deteriorated only very slightly. In contrast, when POC was assimilated without
chlorophyll, the surface POC field improved significantly whereas the cost functions
associated with the unassimilated size-fractionated chlorophyll increased by a factor of
12 .

Although these Individual Assimilation experiments produced substantial
reductions in cost functions for all five cases (Table 5; Figure 5a), an examination of the
optimized parameter values (Figure 9a) revealed that in each case this was accomplished
by means of optimized parameter values that were adjusted by multiple orders of
magnitude. As will be discussed more extensively in Section 4, this is indicative of an
over-tuned model simulation: the model is capable of fitting the assimilated data
relatively well in every case, but in each instance it does so through the use of highly
unrealistic parameter estimates.
3.4 Assimilation of satellite-derived data: Simultaneous Assimilation experiments

The assimilation of ChlL+ChlS+POC data from all four sites simultaneously
(Case 1) resulted in a decrease of the total cost function by 42%, representing only a
slightly smaller improvement than was generated by individually assimilating the same
data at each site (Table 5; Figure 5). When decomposing the total cost function into three
components (ChlL+ChlS+POC), the Simultaneous Assimilation experiments again
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resembled the Individual Assimilation experiments (Figure 5b) in that ChlS accounted for
the majority of the reduction in the cost function (>90%).
As was found in the Individual Assimilation experiments, simultaneously
assimilating size-differentiated chlorophyll and POC data at the surface (Case 1) again
led to substantial changes in the vertical distributions of these state variables. In fact, the
largest anomalies {a posteriori simulation minus a priori simulation) in the three
variables were often found in subsurface layers, e.g., deep POC increased dramatically at
the SI site after assimilation (Figure 8b). Distinct patterns were also found in the sizedifferentiated chlorophyll variables: ChlS decreased considerably at all sites, whereas a
much less pronounced change was found in terms of ChlL, except for the decrease at the
SI site. On the contrary, the POC field showed more substantial spatial variation, with
mostly negative anomalies at the northern sites and more positive anomalies at the
southern sites. Overall, these results illustrate that assimilating surface data alone can
generate far-reaching effects in the sub-surface distributions.
As expected, for all five cases assimilating various combinations of satellitederived data, the degree of cost reduction was smaller than those derived from the
Individual Assimilation experiments (Table 5). However, the five cases resembled the
Individual Assimilation experiments in relative performance, i.e., the cases without the
assimilation of POC (Cases 3 and 4) resulted in the greatest percent reduction in total cost
(with costs reduced by 63% and 55% respectively). The greatest overall reduction in total
cost was again found when assimilating ChlL+ChlS+POC and the smallest overall and
percent reduction was found when assimilating POC alone (Case 5; cost reduced by only
13%).
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As discussed above, in order to compare the relative performance of the
optimized simulations via a common metric, the cost functions corresponding to the sizedifferentiated chlorophyll and POC are computed for all assimilation cases, regardless of
which type of satellite-derived data were assimilated. In this regard, results of the
Simultaneous Assimilation experiments were again consistent with those obtained from
the Individual Assimilation experiments (Figure 5): total cost increased when POC was
assimilated without chlorophyll (Case 5), whereas Case 1 produced the lowest cost.
Results from Cases 2 and 4 were very similar to each other suggesting that when total
chlorophyll data were assimilated, the additional assimilation of POC data did not result
in significant further improvement. Whereas the assimilation of POC alone (Case 5)
resulted in high ChlL model-data misfits for the Individual experiments, this resulted in
high ChlS model-data misfits for the Simultaneous experiments. Overall, these results
indicated that the model was able to constrain the POC field even when chlorophyll data
were assimilated without POC data; however, the model was not able to constrain the
chlorophyll field when assimilating POC data without chlorophyll data.
Although the Simultaneous Assimilation experiments always produced higher
costs than the Individual Assimilation experiments for the variables that were specifically
assimilated (Table 5), the Simultaneous Assimilation experiments in fact generated lower
costs corresponding to the size-differentiated chlorophyll and POC in Cases 3 ,4 and 5
(Figure 5b). In these particular cases for which only a single type of data (sizedifferentiated chlorophyll, total chlorophyll or POC) was assimilated, the Individual
Assimilation experiments did not provide enough information to successfully constrain
the model. As a result, the model over-tuned the parameters to adequately fit the
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assimilated variable, but at significant cost to the model-data misfit for the other
unassimilated variables. In contrast, when a single type of data was assimilated at all four
sites simultaneously, the model was better constrained and as a result the costs for the
unassimilated variables were lower than they were when the data were assimilated at
each site individually (Figure 5).
The greatest difference between the Simultaneous and Individual experiment
results were the optimal parameter values obtained from the assimilation procedure
(Figure 9b). The five Simultaneous Assimilation cases produced optimized parameter
values that were all within a reasonable range (10'2-102 times original values), whereas
the Individual Assimilation cases produced multiple parameter values that were many
orders of magnitude different from the original values.
4. Discussion
4.1 Simultaneous assimilation of noisy synthetic data: quantification of success

The success of an optimization experiment is a function not only of how well a
model represents the key biological and physical processes inherently characterizing the
assimilated data, but also the specific parameters chosen for optimization and the
quality/quantity of the data assimilated. Numerical twin experiments are a useful
technique for assessing potential problems that may arise from either of the latter two
issues. By examining both the true vs. optimized parameter values and the true vs.
optimized simulated distributions, it is possible to assess the potential success of an
assimilation framework. Here the success of optimizing a ID model by assimilating one
year of satellite data (including size-differentiated chlorophyll, total chlorophyll and/or
POC) has been tested under conditions of varying levels of random noise.
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The presence of 40% noise in the assimilated synthetic satellite data resulted in
the optimized parameters deviating from the true parameter values by less than 10%,
indicating that relatively successful parameter recoveries are possible even in the
presence of significant noise in the assimilated satellite data. These results are consistent
with those found in previous studies. For example, Lawson et al. (1995) and Kidston
(2010) both demonstrated that in the presence of 20% noise, the optimized parameters
were only slightly different from the true parameters when surface data were assimilated
every few days. Friedrichs (2001) also showed that model skill was significantly
improved even when assimilating synthetic data associated with 40% noise, especially
when long time series of data were available for assimilation, as is typically the case for
satellite data.
Although the success of twin experiments are generally quantified by how well
the true control parameters are recovered (Lawson et al., 1995; Kidston, 2010; Friedrichs,
2001; Spitz et al., 1998; Robinson et al., 2002; Pelc et al., 2012), another important test of
the success of the assimilation process involves determining how well the optimized
simulation reproduces the true simulation. This is a considerably more robust test of the
assimilation process as it involves examining whether the assimilation improves
unassimilated distributions (Gregg et al., 2009). Here the optimized and true simulations
were compared for the experiment assimilating Case 1 synthetic data with 40% noise by
means of root-mean squared differences (RMSD; Table 6). The RMSD computed
between the simultaneously optimized simulation and the true simulation was 77%-85%
smaller than that computed between the initial simulation and the true simulation, not
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only for the assimilated data types (i.e. chlorophyll and POC), but also for unassimilated
variables (i.e. nitrate and primary productivity).
Another method for assessing the success of assimilation experiments involves
examining whether model-data fit improves at depths where data were not assimilated. In
this case, assimilating data only from the surface layer has cascading effects throughout
the water column. As discussed above, when the perfect synthetic data were assimilated,
the true parameter values were recovered precisely and thus the subsurface fields were
perfectly recovered as well. The more interesting results occurred when data with
significant random noise were assimilated. Despite the presence of 40% noise in the
synthetic data, the assimilation not only reduced the surface differences between the
initial and true simulations of chlorophyll, POC, nitrate and productivity, the assimilation
also improved subsurface (depth-integrated) simulations of these variables by an equal or
greater percentage (Table 6).
Together, these various methods for assessing the success of the twin experiments
all demonstrate that the presence of significant random noise in the assimilated satellite
data does not necessarily preclude the optimization from successfully identifying a
reasonable approximation of the true simulation.
4 2 The critical importance of assimilating data at multiple sites
When data were assimilated individually at each of the sites, the resulting costs
were very low, both for the twin experiments (Table 4) and for the experiments
assimilating actual satellite-derived data (Table 5). The fact that these individually
optimized simulations fit the assimilated data better than the initial simulations and better
than the simultaneously optimized simulations, would appear to suggest that assimilating
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data individually at multiple sites produces more optimal results than assimilating data
simultaneously at multiple sites. However, this is not the case. In fact, the individually
optimized simulations fit the data better than the simulation used to derive the synthetic
data, indicating that the optimization procedure was ultimately fitting the noise in the
data. As a result, many of the normalized optimal parameter values from the individual
experiments were highly unrealistic (Figure 6a and 9a). This over-tuning of the optimized
parameters did not occur when more data from multiple sites were available for
assimilation. Thus even though lower cost functions were obtained when assimilating
data individually at each of the sites, more robust results were obtained when the model
was required to fit data at multiple sites simultaneously.
Because the Individual twin experiments produced lower costs than the
Simultaneous twin experiments (Table 4), one might expect that the RMSDs computed
between the true simulation and the optimized simulations to be lower for the Individual
experiments than for the Simultaneous experiments; again this was not the case. In fact,
although the over-tuning issue described above resulted in the optimized simulation
matching the assimilated noisy data better when the model was tuned individually to each
site, the over-tuned parameters resulted in optimized simulations that did not successfully
reproduce the true simulation at times and depths when data were not available: the
RMSDs computed for the Individual Assimilation experiments were consistently higher
than those computed for the Simultaneous Assimilation experiments (Table 6). In
summary, assimilating synthetic data simultaneously from all four sites not only resulted
in more realistic parameter values (Figure 6), but also generated an optimized solution
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that provided an improved fit, even at times and depths for which data were not
assimilated, and even for variables that were not assimilated (Table 6).
Similar results were also obtained when assimilating actual satellite-derived data
fields, however in these experiments the “true” simulation is not known and thus RMSDs
cannot be computed in the same way as in the twin experiments. In this case, the validity
of the individually optimized simulations was assessed by means of cross validation
experiments conducted by applying the parameter values individually optimized for one
site to the other three sites (Table 7). Only one out of the four resulting total costs in the
cross validation experiments was lower than the a priori cost. For example, when
applying the optimal parameter set derived from individually assimilating the N2 Case 1
data to the other three sites, the resulting total cost from the four sites increased by more
than 15 times compared to the original a priori cost and was nearly 25 times larger than
the cost resulting from the Simultaneous experiment (Tables 5,7). For the only case in
which the total a posteriori cost was lower than the a priori cost (i.e. assimilation of SI
data), the total cost was still substantially higher than that generated in the Simultaneous
assimilation experiment.
These cross validation experiments suggest that although assimilating data from
one site alone can significantly improve model performance at that particular site, the
improved fit is largely due to over-tuning and fitting data noise, and thus results in a
deterioration of model performance when the parameter values are applied at other times
and/or locations. As in the twin experiments assimilating synthetic data, the issue with
over-tuned parameters vanishes when data are simultaneously assimilated from multiple
sites: when data from all four sites were simultaneously assimilated, the resulting optimal

50

parameter set was well constrained (Figure 6b) and the cost function was still not
substantially higher than that obtained from the Individual Assimilation experiments
(Table 5).
These results regarding the problems associated with the application of over-tuned
parameters due to an under-constrained system are consistent with results from previous
studies. For example, Ward et al. (2010) assimilated data from two sites individually and
simultaneously, and demonstrated high uncertainty in the optimal parameters when data
were assimilated from only one site. In another study, Friedrichs et al. (2006) conducted
two sets of assimilation experiments with multiple models of varying complexity: in the
first experiment all model parameters were optimized (10-19) and in the second only a
subset of uncorrelated parameters (2-6) was estimated, using the same data set in both
cases. The results of their cross validations indicated that the assimilated data did not
provide enough information to successfully constrain all model parameters, and as a
result the over-tuned parameters resulted in very low costs for the assimilated data, but
very high costs when the model was applied to unassimilated data fields. In contrast,
when only a subset of parameters was optimized, the model produced slightly higher
costs for the assimilated data, but much lower costs for the unassimilated data fields.
These results are analogous to the results shown here for the experiments assimilating
data from individual sites (which produced low costs for the assimilated data and very
high costs/RMSD for unassimilated data) and the experiments assimilating data
simultaneously from multiple sites (which produced slightly higher costs for the
assimilated data, but much lower costs/RMSD for the unassimilated data.) Ultimately, the
success of simultaneously assimilating data from multiple sites and the failure of
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assimilating data from individual sites illustrates a problem inherent to the assimilation of
moored data from individual locations, and highlights the advantage of assimilating
information from satellites, which routinely includes synoptic data from multiple
locations.
4 3 The relative importance of assimilating different types o f satellite-derived data

In order to determine the relative benefit of assimilating different types of
satellite-derived data, various assimilation cases were run which assimilated
combinations of size-fractionated chlorophyll, total chlorophyll and/or POC. When
satellite-derived POC data were assimilated without the concomitant assimilation of
chlorophyll data, the model-data misfit for chlorophyll dramatically increased at the
southern sites. The model was only able to successfully reproduce the POC observations
by producing unrealistic chlorophyll concentrations. On the contrary, the assimilation of
chlorophyll (or size-fractionated chlorophyll) without the concomitant assimilation of
POC data only generated a small increase in the POC model-data misfit. This is likely
because chlorophyll provides a better constraint on the model, as there are multiple ways
by which the model can produce a given POC concentration (using different proportions
of small/large phytoplankton, zooplankton and detritus) but a smaller number of ways in
which the model can produce a given chlorophyll concentration (using different
proportions of large and small phytoplankton). For example, an increase in the maximum
zooplankton-grazing rate could cause an increase in zooplankton and a decrease in
phytoplankton, resulting in a significant change in chlorophyll but no net change in POC.
For these reasons, the assimilation of satellite-derived chlorophyll provides a better
constraint on the model than does the assimilation of POC.
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The relatively minor improvements in the modeled POC fields, as compared to
those of the modeled chlorophyll fields are also due to the fact that the POC distributions
are more sensitive to physical processes that were not optimized in the model, such as
vertical advection and sinking. In particular, the surface POC cost increased by more than
90% when detrital sinking was turned off, whereas the surface chlorophyll cost changed
by less than 1%. Because the POC distributions are controlled more by physics and less
by biological processes as compared to the chlorophyll distributions, the adjustments of
the biological parameters tend to improve the chlorophyll distributions more than the
POC concentrations.
In terms of the relative benefits of assimilating size-fractionated chlorophyll and
total chlorophyll, the results are less clear; however, the assimilation of size-fractionated
chlorophyll resulted in a greater percent reduction in the a priori cost function and also
produced a lower model-data misfit for both size-fractionated chlorophyll as well as total
chlorophyll. Thus it appears that when implementing assimilative models with more than
one phytoplankton size class, the assimilation of size-fractionated chlorophyll does
provide an advantage over the assimilation of total chlorophyll.
In general, the lowest model-data misfits were obtained when size-fractionated
chlorophyll was assimilated together with POC. Although size-fractionated chlorophyll
was simulated best when POC was not assimilated, this did result in an increase in misfit
for POC. These results suggest that when possible size-fractionated satellite chlorophyll
and POC should both be simultaneously assimilated in order to provide the best possible
fit to a given satellite data set.
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5. Summary and conclusions

Experiments were conducted to examine the effects of assimilating three types of
satellite-derived products (chlorophyll, and size-fractionated chlorophyll and particulate
organic carbon) into a one-dimensional lower trophic level marine ecosystem model.
Twin experiments illustrated that the assimilative framework can reasonably successfully
recover a set of carefully selected, uncorrelated ecosystem parameters, even when the
synthetic data are associated with substantial levels of random noise. In addition, the
optimization procedure improved both surface and subsurface distributions of not only
assimilated variables, but also of unassimilated variables such as nutrient concentrations
and productivity.
Both the twin experiments and experiments assimilating actual satellite-derived
data demonstrated that the optimization procedure only generated robust parameter
values when data were simultaneously assimilated from multiple sites. Assimilating
satellite-derived surface data at individual sites produced low cost functions, but did not
adequately constrain the model. In this case, the optimization procedure over-tuned the
model simulation, and as a result generated unrealistic parameter values that produced
large model-data misfits at times and locations when data were not assimilated. In
contrast, when data were assimilated from multiple sites simultaneously, the model was
successfully constrained and robust parameter values were generated.
When POC data were assimilated without chlorophyll, model-data misfit for
chlorophyll was substantially increased. In contrast, when chlorophyll (either total or
size-differentiated) data were assimilated without POC, the model-data misfit for POC
was only slightly degraded. These results suggest that satellite-derived chlorophyll
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distributions act as a significantly greater constraint to the model than do satellite-derived
POC distributions. Although the results are less clear regarding the relative advantages of
assimilating size-differentiated chlorophyll rather than total chlorophyll, optimal results
were obtained when both size-differentiated chlorophyll and POC were both assimilated.
This data assimilative modeling study provides an example of how multiple
satellite-derived products can be simultaneously used to optimize marine ecosystem
models. The effects of assimilating the satellite data were apparent at depths well below
the surface layer, however vertical profile data are required to further evaluate these
changes. We expect that satellite-derived size-fractionated chlorophyll concentrations
may play an increasingly important role in the future, as assimilative methods are applied
to more complex ecosystem models that incorporate multiple phytoplankton and
zooplankton compartments.
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Tables

Table 1. Ecosystem model parameters used in this study®

Parameter
Maximum chlorophyll to
carbon ratio
Phytoplankton growth rate at
0°C
Sinking rate of phytoplankton
Half-saturation concentration
for uptake of NH4
Half-saturation concentration
for uptake of N 0 3
Maximum grazing rate

Unit

Small
phytoplankton

Large
phytoplankton

mgChl mgC'1

0.03

0.06

d1

1.8

1.0

m d1

0.1

0.4

mmol N m 3

0.5

1.0

mmol N m'3

1.0

1.5

(mmol N m'3) 1d 1

0.8

1.2

a Parameters not listed here are given the same values as in Fennel et al. (2008).
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Table 2. Number of observations (N), mean and standard deviation (o ^) of the satellitederived chlorophyll concentrations (mgChl m'3) and POC data (mgC m'3) at each site

N1
N2
SI
S2

Small-size Chi
mean
N
°km
0.41
0.30
108
0.31
0.36
90
0.44
122
0.33
0.26
121
0.33

Large-size Chi
N
mean
°km
108
0.22
0.22
90
0.16
0.31
122
0.24
0.25
121
0.16
0.17
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N
119
94
124
124

POC
mean
134
112
140
109

°km
48
78
54
48

Table 3. Parameter sensitivities computed as a percent change in the cost function
resulting from +25% and -25% changes in parameter values*

Parameter
Maximum chlorophyll to carbon
ratio
Half-saturation concentration for
uptake of N 0 3
Half-saturation concentration of
phytoplankton ingestion
Phytoplankton growth rate at 0°C
Zooplankton basal metabolism rate

+25%
Sensitivity

-25%
Sensitivity

Absolute
Mean
Sensitivity

26%

-16%

21%

7%

-4%

6%

9%

-8%

9%

9%
8%

-7%
-4%

8%
6%

a Results are shown for all parameters with absolute mean sensitivities greater than 5%.
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Table 4. Case 1 cost functions for twin experiments assimilating noisy synthetic data
Individual
a priori
Max.
a posteriori
cost
% noise
cost
0.367 < 1010
0%
0.376 0.001
2.5%
5%
0.366 0.003
0.367 0.015
10%
0.364 0.052
20%
40%
0.711 0.275

assimilation
% reduction
in cost
100%
100%
99%
96%
86%
61%

Simultaneous assimilation
a posteriori % reduction
cost
in cost
<10'10
100%
0.001
100%
0.004
99%
0.016
98%
0.056
85%
58%
0.297

“True”
costa
< 1 0 10
0.001
0.004
0.017
0.060
0.308

a “True” cost represents the cost corresponding to true simulation and the noisy synthetic
data.

77

Table 5. Cost functions for experiments assimilating actual satellite data
Assimilated
variables
Case 1:
ChlS+ChlL+POC
Case 2:
Tot Chl+POC
Case 3: Size Chi
Case 4: Tot Chi
Case 5: POC

a priori
cost

Individual assimilation
a posteriori %
reduction
cost

Simultaneous assimilation
a posteriori
%
reduction
cost

15.13

7.64

49%

8.82

42%

9.31

5.96

36%

7.54

19%

9.91
4.10
5.21

2.52
1.33
3.66

75%
67%
30%

3.71
1.83
4.52

63%
55%
13%
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Table 6. Root-Mean Squared Differences (RMSD) for the twin experiments3
Data
Type
Surface
layer

Sum of
upper
15
layers

Chi
(mgChl m 3)
POC
(mgC m 3)
no3
(mmoleN m '3)
PrPr
(mgC m'3 d a y ')
Chi
(mgChl m'3)
POC
(mgC m‘3)

NOj
(mmoleN m 3)
PrPr
(mgC m~3 d a y 1)

Initial
Model
RMSD

Individual assimilation
Optimization
%reducRMSD
tion

Simultaneous assimilation
Optimization
%reducRMSD
tion

0.47

0.17

64%

0.11

77%

48.3

15.1

69%

7.4

85%

0.71

0.27

62%

0.13

82%

52.0

23.0

56%

11.4

78%

6.21

2.15

65%

1.25

80%

67%

99

84%

61%

1.74

82%

55%

83

80%

629
9.7
416

207
3.7
188

3All RMSD were computed between the true simulation and (1) the model before
assimilation (representing the initial model error), (2) the 40% noisy data (representing
the data error) and (3) the optimized model (representing the assimilation error) for
distributions of Chlorophyll (Chi), POC, nitrate (N 03) and primary production (PrPr).
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Table 7. Cross validation cost functions generated by applying the parameter values
individually optimized for one site to all four sites

Individual optimization
site
N1
N2
SI
S2

a priori cost
for all 4 sites
15.13
15.13
15.13
15.13

a posteriori cost
for all 4 sites
17.27
231.30
10.31
> 103
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Figures

Figure 1. Locations of the four study sites.
Figure 2. Schematic diagram showing linkages between the various state variables in the
2P1Z ecosystem model.
Figure 3. Time series of size-differentiated surface chlorophyll (top row: small in green
and large in blue) and surface POC (bottom row) from the satellite-derived data (closed
circles) and the a priori simulation (lines) at the four study sites.
Figure 4. Depth-time plots of size-differentiated chlorophyll (top row: ChlS; middle row:
ChlL) and POC (bottom row) from a priori simulation at the four study sites.
Figure 5. Total cost functions (ChlS+ChlL+POC) resulting from (a) the Individual
Assimilation and (b) the Simultaneous Assimilation experiments in which five different
types of data (Cases 1-5) were assimilated.
Figure 6. Optimized parameter values normalized to the true values from the twin
experiments with varying levels of noise added to the synthetic data after (a) the
Individual Assimilation and (b) the Simultaneous Assimilation. Note differences in y-axis
scales.
Figure 7. Time series of size-differentiated surface chlorophyll and surface POC for the
satellite data (red closed circles) and the simulations (blue lines) at all four study sites
after (a) the Individual Assimilation and (b) the Simultaneous Assimilation.
Figure 8. Anomalies (a posteriori simulation - a priori simulation at the four study sites
for (a) the Individual assimilation and (b) the Simultaneous assimilation, in each
experiment for ChlS (top rows), ChlL (middle rows) and POC (bottom rows.)
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Figure 9. Optimized parameter values normalized to the initial guesses after (a) the
Individual Assimilation and (b) the Simultaneous Assimilation of actual satellite data in
which five different types of data (Cases 1-5) were assimilated. Note differences in y-axis
scales.
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Figure 1. Locations of the four study sites.
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Figure 2. Schematic diagram showing linkages between the various state variables in the
2P1Z ecosystem model.
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Figure 3. Time series of size-differentiated surface chlorophyll and surface POC (bottom
row) from the satellite-derived data (red closed circles) and the a priori simulation (blue
lines) at the four study sites.
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Figure 4. Depth-time plots of size-differentiated chlorophyll (top row: ChlS; middle row:
ChlL) and POC (bottom row) from a priori simulation at the four study sites.
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Figure 5. Total cost functions (ChlS+ChlL+POC) resulting from (a) the Individual
Assimilation and (b) the Simultaneous Assimilation experiments in which five different
types of data (Cases 1-5) were assimilated. Note the broken y-axis denoted by the grey
bars.
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Figure 6. Optimized parameter values normalized to the true values from the twin
experiments with varying levels of noise added to the synthetic data after (a) the
Individual Assimilation and (b) the Simultaneous Assimilation. Note differences in y-axis
scales.
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Figure 7. Time series of size-differentiated surface chlorophyll and surface POC for the
satellite data (red closed circles) and the simulations (blue lines) at all four study sites
after (a) the Individual Assimilation and (b) the Simultaneous Assimilation.
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Figure 8. Anomalies (a posteriori simulation - a priori simulation at the four study sites
for (a) the Individual Assimilation and (b) the Simultaneous Assimilation, in each
experiment for ChlS (top rows), ChlL (middle rows) and POC (bottom rows.)
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Chapter 3: Using biogeochemical data assimilation to assess the relative skill of
multiple ecosystem models: Effects of increasing the complexity of the planktonic
food web

Author’s Note:
This chapter is to be submitted to Biogeosciences, and thus is formatted in the style of the
journal.
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Abstract

Now that regional circulation patterns can be reasonably well reproduced by
ocean circulation models, significant effort is being directed toward incorporating
complex food webs into these models, many of which now routinely include multiple
phytoplankton (P) and zooplankton (Z) compartments. This study quantitatively assesses
how the number of phytoplankton and zooplankton compartments affects the ability of a
lower trophic level ecosystem model to reproduce and predict observed patterns in
surface chlorophyll and particulate organic carbon. Five ecosystem model variants are
implemented in a one-dimensional (ID) assimilative (variational adjoint) model testbed
in the Mid-Atlantic Bight. The five models are identical except for variations in the level
of complexity included in the lower trophic levels, which range from a simple 1P1Z food
web to a considerably more complex 3P2Z food web. The five models assimilated
satellite-derived chlorophyll and particulate organic carbon concentrations at four
continental shelf sites, and the resulting optimal parameters were tested at five
independent sites in a cross-validation experiment. Although all five models showed
improvements in model-data misfits after assimilation, overall the moderately complex
2P2Z model was associated with the highest model skill. Additional experiments were
conducted in which 20% random noise was added to the satellite data prior to
assimilation. The IP and 2P models successfully reproduced nearly identical optimal
parameters regardless of whether or not noise was added to the assimilated data,
suggesting that random noise inherent in satellite-derived data does not pose a significant
problem to the assimilation of satellite data into these models. On the contrary, the most
complex model tested (3P2Z) was sensitive to the level of random noise added to the data

93

prior to assimilation, highlighting the potential danger of overtuning inherent in such
complex models.
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1. Introduction
In spite of recent advances in marine ecosystem modeling that now allow for the
incorporation of multiple plankton functional types and/or size classes (e.g., Follows et
al. 2007; Kishi et al. 2007; Salihoglu and Hofmann 2007), it remains ambiguous whether
models with additional plankton compartments necessarily perform better than models
characterized by relatively simple structures. Although the use of a single plankton
compartment may fail to resolve key processes in a given ecosystem (e.g., Ward et al.,
2013), the inclusion of additional complexity in plankton structure comes with a
substantial cost: significant uncertainties will inevitably be associated with the additional
state variables and required parameters (Anderson, 2005; Flynn, 2005). Hence these
trade-offs in model structure selection pose a challenging question: how does one
determine how many phytoplankton and zooplankton compartments need to be included
in a given application of a lower trophic model?
Multiple model comparison studies have helped improve our understanding of the
trade-offs of increasing ecosystem model complexity, yet many of these studies have not
directly isolated the effects of increasing plankton complexity (e.g., Baird and Suthers,
2010; Costanza and Sklar, 1985; Fulton et al., 2003; Hannah et al., 2010; Paudel and
Jawitz, 2012; Raick et al., 2006). For example, a recent community data assimilative
modeling comparison exercise (Friedrichs et al. 2007) revealed that ecosystem models
with multiple phytoplankton (P) state variables were quantitatively more skillful (in terms
of reproducing observations of chlorophyll, primary production, export and nitrate at
multiple sites) than models with single P compartments. However, the twelve models
participating in the Friedrichs et al. (2007) comparison study varied in many different
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ways, including nutrient limitations, variable elemental compositions and zooplankton
(Z) state variables, making it difficult to determine why certain models performed better
than others. Lehmann et al. (2009) compared two models with different numbers of
plankton compartments (1P1Z with 2P1Z) and concluded that the additional
phytoplankton state variable improved the model’s skill. However, in this case it was not
completely clear whether the improvement was due to the additional phytoplankton
compartment or was caused by other differences in the structures of the two models such
as the variable CarbonrNitrogen ratio included in the more complex model. Likewise,
Hashioka et al. (2012) evaluated the role of functional groups in four global ecosystem
models. Although differences in model performance were found, these were largely
attributed to variations in underlying governing mechanisms, and not necessarily to
differences in the numbers and specific characteristics of each model’s phytoplankton
functional types.
In contrast to these previous efforts that compared models that varied in many
ways based on different assumptions made by different investigators, this study is
specifically focused on the inter-model differences induced solely by variations in the
assumed phytoplankton and zooplankton structures. In other words, the five ecosystem
models tested in this study are identical except for variations in the level of complexity
included in the P and Z compartments, and range from a simple 1P1Z to a considerably
more complex 3P2Z food web. To further simplify the comparison, functional types or
community species were not considered, but instead, the multiple P and Z only account
for size class differences.
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Here relative model skill is defined as how well the models represent truth over a
specified range of conditions, or more practically, how well the models fit the data (Jolliff
et al., 2009; Stow et al., 2009). Since ecosystem model performance is very sensitive to
the arbitrary choice of ecological parameter values (Rykiel, 1996), it is critical to
rigorously optimize the parameter values of individual models prior to comparing their
relative skill, in order to insure that innate differences in model structures are being
compared, rather than the degree of subjective tuning (Friedrichs et al., 2006). Thus in
this analysis each of the five models was parameterized in a ID assimilative framework,
and parameters were optimized through the assimilation of satellite-derived data. In this
way, all five models were compared at their optimum skill. In addition, because all
models were forced with identical physics, the difference in model performance was only
a function of the varying P and Z food web structures.
The objective of this study is not to identify a model with the highest possible
skill in this particular region of the ocean, but rather the goal is to determine how varying
the number of plankton variables within a given model affects model performance. In
other words, this study examines how model skill, specifically skill in reproducing
surface chlorophyll and particulate organic carbon concentrations, is affected by
manipulating the complexity of the planktonic food web without altering other
underlying formulations and assumptions in the model.
2. Methods
2.1 Ecosystem models

In this study five nitrogen-based marine ecosystem models were compared. All
are nitrogen-phytoplankton-zooplankton-detritus (NPZD) type models incorporating
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identical biogeochemical processes (as described in Fennel et al., 2006), with the only
difference between models being the number of phytoplankton and zooplankton groups:
1P1Z, 2P1Z, 2P2Z and 3P1Z and 3P2Z food webs. The most complex 3P2Z model
includes three P compartments (pico-, nano- and micro-phytoplankton) with three
corresponding chlorophyll state variables and two Z compartments (micro- and mesozooplankton). In the simplest 1P1Z model, the single P and Z compartments represent an
average of three phytoplankton size classes and micro-zooplankton, respectively. In the
2P models, one phytoplankton compartment represents the micro-phytoplankton and one
represents an average of pico- plus nano- phytoplankton. The key parameters that
differentiate P size classes include maximum chlorophyll-to-carbon ratios, nutrient half
saturation constants, maximum growth rates and sinking rates, whereas Z compartments
vary in grazing rates and food preference. Both micro- and meso-zooplankton were
assumed to graze on all phytoplankton size classes but with varying grazing rates. This
allowed micro-zooplankton to prefer pico- and nano-phytoplankton whereas mesozooplankton preferred micro-phytoplankton. A summarized list of critical parameters for
the various plankton state variables is provided (Table 1).
Each of the five marine ecosystem models were embedded in a ID (vertical)
physical model that contains standard parameterizations for vertical advection, diffusion
and sinking particles that have been thoroughly described in a number of other ID
modeling studies (Friedrichs et al., 2007; Ward et al., 2010; Xiao and Friedrichs, 2013;
Chapter 2). Initial and bottom boundary conditions for the model state variables were set
the same as in Xiao and Friedrichs (2013; Chapter 2), i.e., provided by a corresponding
three-dimensional (3D) 1P1Z model implementation (Hofmann et al., 2008; 2011).
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Models with two size classes were initialized as one half of the 3D 1P1Z concentrations,
and models with three size classes were initialized as one-third of these concentrations.
Sensitivity experiments demonstrated that the ID models were not sensitive to these
initial size fractionation ratios. In all experiments, carbon was derived by converting
nitrogen (N) to carbon (C) via a constant Redfield C:N ratio and model estimates of
particulate organic carbon (POC) were computed as the sum of all phytoplankton,
zooplankton and detritus. All five models were run from 1 January 2004 through 31
December 2004 with a time step of 1 hour.
2 2 Satellite-derived data
Based on the results of Xiao and Friedrichs (2013; Chapter 2), three types of data
were derived from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) and
assimilated into the five models described above (Table 2): size-fractionated chlorophyll
a (Pan et al., 2010), total chlorophyll a (computed as the sum of the size-fractionated
chlorophyll) and particulate organic carbon (Stramska and Stramski, 2005). Although
these satellite data were all derived using empirical or semi-analytical algorithms, they
have demonstrated considerable success in their agreement with in situ data. The
uncertainty associated with these size-differentiated chlorophyll and POC concentrations
have been estimated to be 35% (Pan et al., 2010; Stramska and Stramski, 2005).
Satellite-derived size-fractionated chlorophyll consists of three types of sizefractionated chlorophyll: large chlorophyll (ChlL), medium chlorophyll (ChlM) and small
chlorophyll (ChlS), representing chlorophyll produced by micro-phytoplankton, nano
phytoplankton and pico-phytoplankton, respectively. When comparing the models with
two phytoplankton components to these satellite data, the chlorophyll attributed to the
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large phytoplankton component was compared to ChlL, and the chlorophyll attributed to
the small phytoplankton component was compared to the sum of ChlS+ChlM. When
comparing the model with one phytoplankton component to these satellite data, the
modeled chlorophyll was compared to the sum of all three types of chlorophyll. It is
worth stressing that satellite measurements represent the first optical depth, which
accounts for ~90% of the light exiting the ocean and towards space. In the MAB, the
depth range for this is from ~1 m within bay mouths/plumes to 20 m offshore, thus the
satellite data integrates the ocean's surface layer and generally beyond the sea surface
itself.
2 3 Data assimilation framework
The specifics of the optimization implementation are well documented in Xiao
and Friedrichs (2013; Chapter 2), and thus only a brief description of the key properties
of the variational adjoint data assimilative framework are provided here.
The variational adjoint method is a nonlinear, weighted least-squares optimization
method that minimizes the misfit between the model estimates and the observational data
by optimizing a subset of model parameters (e.g., Lawson et al., 1995; 1996). The choice
of parameters for optimization depends strongly on the data available for optimization.
When size differentiated chlorophyll and particulate organic carbon data are available for
assimilation, Xiao and Friedrichs (2013; Chapter 2) determined that successful
assimilation results are obtained as long as data from multiple sites are assimilated, and
the subset of parameters to be optimized include: chlorophyllrcarbon (Chl:C) ratios,
maximum phytoplankton growth rates and zooplankton basal metabolism rates. Because
each optimized parameter is size specific, i.e. each phytoplankton size class has a distinct
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Chl:C ratio and growth rate, and each zooplankton size class has a distinct basal
metabolism rate (Table 1), the number of optimized parameters increases with increasing
model complexity. For the five models tested here, 3 ,5 ,6 , 7, and 8 parameters are
optimized, respectively.
In this methodology the model-data misfit, otherwise known as the “cost
function” (J), is minimized, where:
(1)
where a represent the modeled equivalents to the observations (0), M is the number of
data types where M=2, 3, or 4 depending on the number o f P size classes resolved by the
model, K is the number of sites,
m, and

is the number of observations at site k for data type

is the standard deviation of the

observations (Table 2). In this way, the

cost function provides an estimate of the ratio between the model-data differences and the
differences between the data and the mean of the data, i.e. o ^ 2.
After the cost function is computed from an a priori forward model run, the
adjoint code (Giering and Kaminski, 1998) computes the gradients of the cost function
and passes the information to an optimization procedure (Gilbert and Lemarechal, 1989),
which determines how each optimized parameter value should be modified in order to
reduce the magnitude of the cost function. The new parameter values are then used in
another forward model run, the new cost function is computed, and the optimization
procedure is repeated. These iterations continue until the specified convergence criterion
is satisfied.
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Following the recommendations of Xiao and Friedrichs (2013; Chapter 2), both
particulate organic carbon and size-differentiated chlorophyll were assimilated. Although
this previous study found that POC estimates were not significantly improved as a result
of the assimilation, the POC assimilation played a critical role in preventing significant
deterioration of other state variables (zooplankton, detritus) that are included as
components of POC. Thus the cost that was minimized by the optimization routine
consists of the sum of these two components:
Size _ cost = SizeChl _ cost + POC _ cost

(2)

where SizeChlcost represents that portion of the cost due to the model-data misfits of
size differentiated chlorophyll, and POC cost represents the portion of the cost due to the
POC model-data misfits. For the IP model, SizeChl cost is computed for total
chlorophyll (ChlS+ChlM+ChlL) and thus M=2 in Eqn. (1) (i.e. one data type is total
ChlS+ChlM+ChlL and one is POC.) For the 2P models, SizeChl_cost is computed as the
sum of two separate components: ChlS+ChlM and ChlL. In this case M=3 (data types are
ChlS+ChlM, ChlL and POC.) Finally, for the 3P models, SizeChl_cost includes misfits
for ChlS, ChlM and ChlL separately, and four data types are assimilated (M=4 ; ChlS,
ChlM, ChlL, and POC.)
As a result of the nonlinearities in the cost function formulation (Eqn. 1),
SizeChl cost is not comparable across models with different numbers of phytoplankton
variables, and thus Size cost is not an appropriate metric for comparing the relative skill
of all five models. Thus it is also critical to compute and compare the total cost
{Total_cost) from the misfits in total chlorophyll and POC for the five models:
Total _cost —TotChl _cost + POC _cost
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(3)

where TotChlcost represents the model-data misfits in total chlorophyll concentration.
(Note that for the model with a single phytoplankton size class Total cost = Size cost,
since in this case the size fractionated chlorophyll is identically equal to the total
chlorophyll.) In this way, although for four of the five models Total cost does not
precisely correspond to the cost that is minimized through the optimization process, it
provides a standard metric that can be used to rigorously compare the relative skill of all
five ecosystem models.
2.4 Model implementation and assimilation experiments

The five ecosystem models were implemented in the framework described above
at nine locations in the mid-Atlantic Bight (Figure 1). Four of these sites were designated
as “Data Assimilation” (DA) sites, since these are the locations at which data were
assimilated. The remaining five sites were designated as “Cross Validation” (CV) sites,
since these were sites where the optimal parameters derived from assimilating data at the
DA sites were independently tested. Three experiments were conducted at these nine
sites, and are described in more detail below.
Expt. 1: Each model was implemented in a forward model run at all nine sites,
and a priori cost functions (both Size_cost and Total_cost) from these pre-assimilation
simulations were computed.
Expt. 2: POC data and size fractionated chlorophyll data from the four DA sites
were assimilated into each of the five models to determine a single best-fit set of
parameter values for these four sites. The resulting cost functions (both Size_cost and
Total_cost) were computed both at the four DA sites, as well as at the five CV sites.
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Expt. 3: To determine the robustness of the optimal parameters determined in

Expt. 2 and the sensitivity of these parameter values to uncertainties associated with the
satellite-derived products, normally distributed random noise with a maximum amplitude
of 20% was added to the size fractionated chlorophyll and POC data from the four DA
sites prior to assimilation. The resulting optimal parameter values were compared to
those determined in Expt. 2. Cost functions for the four DA and five CV sites were
computed as misfits between the simulations using these new optimal parameter values
and the noisy data.
3. Results
3.1 Expt. 1: A priori simulation

All five a priori surface chlorophyll simulations from the five different models
were comparable at most of the nine sites, in particular at the northern sites such as N1,
N2, CV1 and CV2 (Figure 2a). More variability between models was found at the
southern sites and offshore sites. For example, the model estimates of the peak
chlorophyll during the Fall bloom ranged from 2 mg Chi m'3 (the 2P1Z model) to >5 mg
m 3 (the 3P2Z model) at the CV5 site. The 1P1Z model stood out from the other four
models in that it tended to produce slightly higher chlorophyll concentrations at most of
the sites, while it still gave similar estimates on the bloom timing as the other models
(Figure 2a).
In terms of size-fractions (not shown), the simulations generated by the 2P and the
3P models also resembled one another at most sites. For example, at all nine sites ChlL
concentrations remained low (< 10% of total chlorophyll) for most of the year except
during the spring and fall blooms. For the 3P models, model estimates of ChlM were also
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considerably lower than ChlS throughout the year at all nine sites. For all 2P and 3P
models, ChlS was the dominant chlorophyll component throughout most of the year.
Although all models failed to capture some key features of the surface chlorophyll
distributions (Figure 2a) such as bloom timing (e.g. at site DA_S1) and magnitude (e.g. at
site DA_N2), in general, all five models fit the satellite-derived surface total chlorophyll
and POC distributions similarly well. The general consistency in the five model
simulations resulted in the a priori cost functions of the five models being relatively
comparable. At both the DA sites (Table 3) and the CV sites (Table 4) the a priori
Total_cost was highest for the simplest 1P1Z model, primarily as a result of an
overestimate of surface chlorophyll at the DA_S2 site and the offshore CV3 site (Figure
2a). The 3P models performed only slightly better, as they significantly overestimated
chlorophyll at the CV5 site near Cape Hatteras (Figure 2a). In terms of reproducing the
size fractionation data (Size_cost), the 2P models performed best, regardless of whether
or not they included a second zooplankton component (Tables 3,4). In terms of the 3P
models, the model with the second zooplankton component produced slightly lower a
priori Size_costs.
3 2 Expt. 2: Assimilation of satellite-derived data
3.2.1

Expt. 2 results at Data Assimilation (DA) sites. The assimilation of size

differentiated chlorophyll and POC data at the four DA sites resulted in significant
reductions in Size_cost (Table 3) indicating successful optimizations for all five models.
Improvements in model-data misfit were most substantial at the two southern stations
(DA_S1 and DA_S2) (Figure 2b). As expected from the previous results of Xiao and
Friedrichs (2013; Chapter 2) this reduction in Size_cost was accomplished primarily
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through improvements in chlorophyll model-data fit (Figure 3a,b). The assimilation
particularly improved model-data misfit for the smallest size class of chlorophyll for all
five models. The 2Z models also produced improved model-data fits for other size classes
of chlorophyll, but this was not the case for the 1Z models.
Although Size_cost cannot be used to quantitatively compare the skill of all five
models (see Section 2.3), it is still a useful metric for comparison of models with the
same numbers of phytoplankton variables. Somewhat surprisingly, Size_cost was lower
(and percent reduction in cost much greater) for models with only one zooplankton size
class, than for those with two zooplankton size classes. This effect was stronger for the
more complex 3P models than for the 2P models (Table 3).
In order to compare models with different phytoplankton structures, Total_cost
was computed to represent the model-data misfits of total chlorophyll and POC (Table 3;
Figure 3c). After assimilation, Totaljcost decreased for all models (mean decrease of
~30%), which was only slightly smaller than the analogous decrease of Size_cost (mean
decrease of ~40%). The lowest a posteriori costs were found with the simplest IP and 2P
models, and the highest cost was obtained using the most complex 3P2Z model. The
decrease in cost function was attained almost entirely through the decrease in chlorophyll
cost (mean decrease of ~55%).
Optimal parameters generated by the five models were all well constrained
(Figure 4a). Out of the 29 optimized parameters for the five models, only seven of these
represented a change of greater than 50%. Both 2Z models showed only minor changes in
parameter values, whereas the three 1Z models all had at least one parameter that
changed by more than 50%. The large changes in parameter values for these 1Z models
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are consistent with the largest reductions in costs for these models, as discussed above.
However, the 2P2Z model fit the total chlorophyll data (Total_cost = 11.2) nearly as well
as the 2P1Z model (Total_cost = 10.8), despite much smaller changes to the a priori
parameter values. Specifically, the superior fit of the 2P1Z model was obtained only
when the maximum Chl:C ratio for micro-phytoplankton was unrealistically reduced by
an order of magnitude.
Among the three types of optimized parameters, the maximum phytoplankton
growth rate was adjusted the least by the optimization, suggesting that these parameters
were initialized near their optimal values. Greater variations in optimal values were found
with the other parameters, without any clear patterns forming as a function of model
structure.
3 2 2 Expt. 2 results at Cross Validation (CV) sites. By definition, the data

assimilation improved model skill at the DA sites (Table 3) where the data were
assimilated; however a more robust test of the optimization is to evaluate the optimized
models against data at the CV sites (Table 4) where no data were assimilated (Gregg et
al., 2009). When the optimal parameter sets obtained from assimilating the data at the DA
sites were applied to another five nearby sites (CV sites in Figure 1), Size_cost was
reduced for all models except the 2P1Z model (Table 4, Figure 5a, b). The greatest
reductions in Size_cost at the CV sites occurred for the 3P1Z and 1P1Z models (~40%),
which was equivalent to the reductions in Size_cost generated by these models at the DA
sites. Significant, but smaller, reductions also occurred for the 2P2Z and 3P2Z models
(~20%; Table 4). All five models showed an increase in the POC cost, however the
improvement in model-data fit for size-fractionated chlorophyll, particularly for the
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smallest chlorophyll size class, more than compensated for the deterioration in POC
model-data misfit in all cases except for the 2P1Z model (Figure 5a, b).
Applying the optimal parameters from the DA sites to simulations at the CV sites
also generated significant improvements in the total chlorophyll cost for each of the five
models (Figure 5c). This decrease in total chlorophyll cost was again substantially larger
than the increase in POC cost for all models except the 2P1Z model, and thus the overall
Total_cost also decreased for four of the five models (Table 4). The lack of improvement
for the 2P1Z model is at least partially due to the fact that using the a priori parameter
values with the 2P1Z model generated an a priori simulation that fit the data at the five
CV sites very well (Figure 5c). In fact the a priori Total_cost for the 2P1Z model was
lower than the a posteriori Total_cost of the IP and 3P models (Table 4, Figure 5c).
Overall, the intermediately complex 2P2Z model produced the lowest Total_cost when
using the parameters optimized for the DA sites at the CV sites.
3 3 Expt. 3: Assimilation of perturbed data
33.1

Expt. 3 results at Data Assimilation (DA) sites. The a priori costs for

Expt. 3 were computed as the difference between the a priori simulations and the noisy
data, and were only very slightly different (< 1%) from the a priori costs for Expt. 2,
which were computed as the difference between the a priori simulations and the actual
data.
When the noisy data were assimilated into the models at the four DA sites in
Expt. 3, the optimization process generated very similar parameters to those generated in
Expt. 2 for the IP, 2P and 3P1Z models (Figure 4). Thus the addition of random noise did
not significantly affect the optimization process for these simpler models, and as a result
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the a posteriori Size_costs resulting from the assimilation of the noisy data were almost
identical to those generated by assimilating the actual data (Figure 3).
In contrast, the optimal parameters generated in Expt. 3 for the most complex
3P2Z model were significantly different from those in Expt. 2 (Figure 4b). For example,
the optimal value for the maximum Chl:C ratio for pico-phytoplankton in the 3P2Z
model was 6.1xl0'13 mg Chi mg C"1compared to a value of 0.023 generated when
assimilating the actual satellite-derived data. As a result, this new set of optimal
parameter values (Figure 4b) resulted in a significantly different Size_cost (~35%
decrease). This decrease in the 3P2Z Size_cost was caused by a substantial reduction in
the cost components of ChlS and ChlM, whereas the contribution of ChlL and POC
remained nearly unchanged (Figure 3b).
3 3 2 Expt. 3 results at Cross Validation (CV) sites. The costs at the CV sites

for the IP, 2P and 3P1Z models were nearly identical for Expt. 2 and 3 (Figure 5). This
was true despite some significant changes in the optimized parameter values for the 3P1Z
model (Figure 4), e.g., the zooplankton basal metabolism rate was twice high in Expt. 3
compared to Expt 2. As was the case at the DA sites, the 3P2Z a posteriori costs were
much more sensitive to the noise added to the data prior to assimilation. Although the a
posteriori 3P2Z Size_cost decreased for the ChlS and ChlM components, the a posteriori
Total_cost increased due to a significant deterioration in the model-data fit for POC.
In summary, the addition of noise to the assimilated data had almost no effect on
the cost functions for the simpler models, but significantly affected the costs of the most
complex (3P2Z) model. Although the 3P2Z model showed improvement in model-data
misfit at the DA sites with the addition of noise prior to assimilation, it was attained at the
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expense of unreasonable optimized parameter values and a deterioration in the Total_cost
at the independent cross validation sites.
4. Discussion and Conclusions

In this study, five lower trophic level ecosystem models with varying food web
complexities were rigorously compared, in order to determine how the number of
phytoplankton and zooplankton compartments affects the ability of a lower trophic level
model to reproduce observed patterns in surface chlorophyll and particulate organic
carbon. All five models were embedded in a ID assimilative model framework with
identical physics and biogeochemical formulations, and thus the differences in the model
simulations were only a result of variations in the complexity of the planktonic food web
structure.
As expected based on previous studies assimilating satellite-derived data fields
into marine ecosystem models (Fan and Lv, 2009; Friedrichs, 2002; Garcia-Gorriz, et al,
2003; Hemmings et al., 2004; Tjiputra et al., 2007), all models tested here showed
improvement in model skill after the assimilation of the satellite-derived fields and
resulting optimization of the plankton-related parameters. Whereas prior to assimilation
the five models varied somewhat in their ability to fit the satellite-derived data fields,
after assimilation the models produced total chlorophyll and POC fields at the
assimilation sites that matched the satellite data nearly equally well.
Interestingly, the a posteriori parameters optimized for these five models were
very different for the different models. In particular, the models with a single
zooplankton size class were only able to reproduce the assimilated data using extremely
low zooplankton basal metabolism rates, or extremely low maximum Chl:C ratios,
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whereas the models with two zooplankton size classes were able to reproduce the POC
and chlorophyll observations using realistic rates and ratios. Ultimately, the parameters
optimized for the two phytoplankton, two zooplankton (2P2Z) model were most similar
to our best-guess a priori initial parameter values.
The improvements in model skill for all five models were not limited to the four
specific sites where the data were assimilated. Rather, a cross validation analysis
demonstrated that the parameters optimized for these four sites within the Mid-Atlantic
Bight improved the simulations at a number of other sites throughout the region, giving
us confidence in the portability of these optimized parameter values, and optimism for the
potential success of using these parameters in a three-dimensional simulation of the U.S.
eastern continental shelf (McDonald et al., 2012). Although almost all models showed
some degree of improvement at these other MAB sites, once again the model
characterized by intermediate complexity, i.e. 2P2Z, performed best. The other models
were able to fit the data at the assimilation sites equally as well as the 2P2Z model;
however, they typically did so by using unrealistic parameter values which were not
portable to other areas of the Mid-Atlantic Bight.
Intriguing results were also obtained when random noise was added to the
satellite-derived data prior to assimilation. The addition of the noise perturbation had
almost no effect on the values of the optimized parameters for the simplest four models,
suggesting that the optimization process was robust for these models, even when
significant noise was present in the assimilated data. On the contrary, when these
perturbed data were assimilated into the most complex model (the 3P2Z model),
substantially different optimal parameter values were obtained. For certain parameters
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(e.g., the maximum Chl:C ratio for pico-phytoplankton), the difference between the
optimized parameter values obtained by assimilating the actual data versus those obtained
by assimilating the noisy data was more than ten orders of magnitude. Although the new
parameter values obtained by assimilating the noisy data improved the model-data fit at
the specific sites where the data were assimilated, the unrealistic parameter values
deteriorated the model performance at other sites within the MAB. In essence, unlike the
simpler models, the most complex model had enough flexibility that it was actually able
to fit the additional noise artificially added to the data. Although this “over-tuning”
actually improved the model-data fit at the sites where the noisy data were assimilated,
this is a dangerous outcome, as the model-data fit was degraded at other locations within
the MAB where data were not available for assimilation.
This over-tuning issue for complex models has been alluded to in previous
studies. For example, Friedrichs et al. (2006) assimilated data during three seasons of the
year, and cross-validated the resulting optimal parameters against the data in the
remaining season. Their cross-validation experiments showed that complex models with
too many unconstrained parameters might be able to fit the assimilated data extremely
well (the more free parameters the better the fit to the assimilated data), yet these
complex models would have poor predictive ability (the more free parameters the worse
the fit to independent, unassimilated data).
Another difficulty with complex models is that they are usually governed by such
a large number of parameters (the number of parameters that must be specified in a given
ecosystem model generally increases by as much as the square of the number of state
variables (Denman, 2003), that it is very difficult to identify the best-fit set of parameters.
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When hand-tuning such models, there are just too many different parameters to
adequately test all parameter combinations. When applying an automated parameter
optimization method such as the variational adjoint method to complex models with
multiple unconstrained parameters, the cost function has a tendency to get stuck in
suboptimal “local minima” and as a result the absolute global cost function minimum and
the true “best-fit” set of parameters potentially can never be identified. In fact, this is
exactly what occurred in the present study for the most complex 3P2Z model. The a
posteriori cost function was highest for this model, despite the presumably increased
flexibility that this model had to fit the data, because the cost function became stuck in a
local minimum. However, when artificial noise was added to the data prior to
assimilation, an alternate local cost function minimum was identified, which, somewhat
surprisingly, was smaller than the one identified when the true data were assimilated. The
problem of complex models becoming stuck in local cost function minima has also been
discussed by others. For example, Ward et al. (2010) demonstrated that when too many
unconstrained parameters were optimized, the cost function often became trapped in a
local minimum; however, reducing the number of optimized parameters partially
eliminated this problem.
Our conclusion that an intermediate complexity model is the most ideally suited
for regional ecosystem studies is consistent with results from earlier studies using other
types of models without the formal parameter optimization techniques employed here.
For example, an early study by Costanza and Sklar (1985) rated eighty-seven models in
wetland and shallow water bodies in terms of three indices: articulation (the complexity
of the model), accuracy (goodness-of-fit of the model to the data) and effectiveness
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(trade-off between complexity and accuracy). They concluded that although the accuracy
seemed to increase with articulation, the maximum effectiveness was found at an
intermediate level of complexity. Fulton et al. (2003) found a similar humped relationship
between model complexity and performance when examining end-to-end (nutrient to
fisheries) models, demonstrating that the best performance was produced by the model
with intermediate complexity. Another model comparison study was conducted by Raick
et al. (2006), in which three simplified pelagic ecosystem models with sixteen, nine and
four state variables, respectively, were assessed according to their ability to reproduce
simulations from performance of a complex model with nineteen state variables. The
study found that although the simplest model (four state variables) was able to capture the
key features demonstrated by the complex model, the model with intermediate
complexity (nine state variables) most closely reproduced the output from the full 19
state-variable model.
In summary, the study presented here provides additional evidence that lower
trophic level food web models of intermediate complexity (e.g. containing two
phytoplankton and two zooplankton compartments) are most likely to be able to provide
best estimates of chlorophyll and carbon concentrations on regional scales such as the
U.S. eastern continental shelf. Simple models with only a single zooplankton size class
may be able to reproduce observed data fields, but typically can only do so using
unrealistic parameters that are not portable throughout the region. On the contrary, more
complex models have difficulty finding cost minima and have issues with over-tuning
and artificially fitting data noise, making them potentially unsuitable for extrapolating to
locations and times where/when data may not be available for assimilation.
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Tables
Table 1. Key parameters that differentiate the phytoplankton (P) and zooplankton (Z)
size classes

P size
class3

Parameter

Unit

Maximum Chl:C ratio

mg Chi mg C 1

Half saturation for
N 03 uptake
P maximum growth
rate
P sinking rate

Micro-Z grazing rate

Meso-Z grazing rate
Micro-Z basal
metabolism rate
Meso-Z basal
metabolism rate

mmol N m'3

d1

d-1

d'1

d1

Small
Medium
Large
Small
Medium
Large
Small
Medium
Large
Small
Medium
Large
Small
Medium
Large
Small
Medium
Large

1P1Z

2P2Z

0.05

0.03

0.03

0.5

0.06
1.0

0.06
1.0

1.0

1.5
1.8

1.5
1.8

0.1

1.0
0.1

1.0
0.1

0.6

0.4
0.8

0.4
1.2

1.2

0.4
0.4

0.1

0.1
0.1

d'1

3P1Z

3P2Z

0.03
0.05
0.06
1.0
1.5
2.0
1.5
1.2
1.0
0.1
0.2
0.4
0.4
0.8
1.0

0.03
0.05
0.06
1.0
1.5
2.0
1.5
1.2
1.0
0.1
0.2
0.4
1.0
0.6
0.2
0.2
0.6
1.0

0.1

0.1

1.2
0.1

d‘

2P1Z

0.1

a The three size classes represent pico-, nano- and micro-phytoplankton (small, medium
and large).
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Table 2. Number of observations (N), mean and standard deviation (a) of the satellitederived chlorophyll concentrations (small, medium, large and total, mg Chi m'3) and POC
data (mg C m'3) at each site

Chlorophyll

N1
N2
Si
S2
CV1
CV2
CV3
CV4
CV5

N
108
90
122
121
116
104
94
108
120

ChlS
mean
a
0.03
0.03
0.04
0.03
0.03
0.03
0.03
0.04
0.04

0.02
0.01
0.02
0.02
0.02
0.01
0.01
0.03
0.02

ChlM
mean
a
0.38
0.28
0.40
0.30
0.33
0.28
0.20
0.84
0.56

0.30
0.36
0.33
0.26
0.41
0.30
0.15
0.74
0.42

ChlL
mean
o
0.22
0.16
0.24
0.16
0.21
0.16
0.11
0.57
0.33

122

0.23
0.31
0.25
0.17
0.40
0.27
0.12
0.72
0.28

Total Chi
mean
a
0.63
0.48
0.68
0.49
0.57
0.46
0.33
1.46
0.93

0.52
0.67
0.57
0.43
0.81
0.56
0.27
1.44
0.68

POC
N

mean

119
94
124
124
123
111
100
118
100

134
112
140
109
124
100
95
219
95

a
48
78
54
48
52
52
52
66
52

Table 3. Cost functions (Size_cost and Total_cost) computed at the four DA sites in
Expt. 2, using initial parameter values (i.e. a priori cost) and optimal parameter values
obtained from the assimilation of satellite-derived size-fractionated chlorophyll and POC
data at the four DA sites (i.e. a posteriori cost)
Size_cost
Model a priori a posteriori
cost
cost
1P1Z
22.0
11.6
2P1Z
15.1
9.4
2P2Z
14.9
10.9
3P1Z
22.8
8.5
3P2Z
19.5
13.9

Total_cost
a priori a posteriori
%
%
change cost
cost
change
22.0
-47%
-47%
11.6
-37%
13.3
10.8
-19%
-26%
12.8
11.2
-12%
20.0
-63%
12.4
-38%
20.1
-21%
-29%
15.8

Table 4. Cost functions (Size_cost and Total_cost) computed at the five independent CV
sites in Expt. 2, using initial parameter values (i.e. a priori cost) and optimal parameter
values obtained from the assimilation of satellite-derived size-fractionated chlorophyll
and POC data at the four DA sites (i.e. a posteriori cost)
Size_cost
Total_cost
a priori a posteriori
%
Model a priori a posteriori
%
cost
cost
cost
change
cost
change
36.4
36.4
-42%
1P1Z
21.0
-42%
21.0
2P1Z
17.2
17.2
0%
18.9
21.3
+13%
17.3
14.0
27.2
-43%
2P2Z
-19%
15.3
3P1Z
23.7
32.7
-32%
13.5
-43%
22.2
19.4
-41%
3P2Z
16.0
-17%
34.7
20.4
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Figures
Figure 1. Locations of the nine study sites in the mid-Atlantic Bight. The red crosses

represent the four data assimilation (DA) sites, and the black pluses the five cross
validation (CV) sites.
Figure 2. Time series of total surface chlorophyll from the satellite-derived data (open
black circles) and the (a) a priori and (b) a posteriori simulations (lines) at the nine study
sites for the five ecosystem models.
Figure 3. Cost functions resulting from assimilation (Expt. 2 and 3) at the four DA sites:
(a) Size_cost for the 2P models; (b) Size_cost for the 3P models and (c) Total_cost for all
five models. The three bars (from left to right) for each model represent the costs
obtained for Expt. 1 (a priori cost), Expt. 2 (a posteriori cost) and Expt. 3 (a posteriori
case with noise), respectively. Colors represent the various components (total
chlorophyll, size-fractionated chlorophyll and POC) of these costs.
Figure 4. Optimized parameter values normalized to a priori values obtained (a) by
assimilating POC and size-fractionated data at the 4 DA sites (Expt. 2), and (b) by
assimilating satellite data to which 20% random noise has been added (Expt. 3).
Figure 5. Cost functions resulting from cross validation (Expt. 2 and 3) at the five CV
sites: (a) Size_cost for the 2P models; (b) Size_cost for the 3P models and (c) Total_cost
for all five models. The three bars (from left to right) for each model represent the costs
obtained for Expt. 1 (a priori cost), Expt. 2 (a posteriori cost) and Expt. 3 (a posteriori
case with noise), respectively. Colors represent the various components (total
chlorophyll, size-fractionated chlorophyll and POC) of these costs.
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Figure 1. Locations of the nine study sites in the mid-Atlantic Bight. The red crosses
represent the four data assimilation (DA) sites, and the black pluses the five cross
validation (CV) sites.
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Figure 2. Time series of total surface chlorophyll from the satellite-derived data (open

black circles) and the (a) a priori and (b) a posteriori simulations (lines) at the nine study
sites for the five ecosystem models.
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Figure 3. Cost functions resulting from assimilation (Expt. 2 and 3) at the four DA sites:
(a) Size_cost for the 2P models; (b) Size_cost for the 3P models and (c) Total_cost for all
five models. The three bars (from left to right) for each model represent the costs
obtained for Expt. 1 (a priori cost), Expt. 2 (a posteriori cost) and Expt. 3 (a posteriori
case with noise), respectively. Colors represent the various components (total
chlorophyll, size-fractionated chlorophyll and POC) of these costs.
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Figure 4. Optimized parameter values normalized to a priori values obtained (a) by

assimilating POC and size-fractionated data at the 4 DA sites (Expt. 2), and (b) by
assimilating satellite data to which 20% random noise has been added (Expt. 3).
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Figure 5. Cost functions resulting from cross validation (Expt. 2 and 3) at the five CV
sites: (a) Size_cost for the 2P models; (b) Size_cost for the 3P models and (c) Total_cost
for all five models. The three bars (from left to right) for each model represent the costs
obtained for Expt. 1 (a priori cost), Expt. 2 (a posteriori cost) and Expt. 3 (a posteriori
case with noise), respectively. Colors represent the various components (total
chlorophyll, size-fractionated chlorophyll and POC) of these costs.
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Chapter 4: Modeling the nitrogen cycle of the Mid-Atlantic Bight

Author’s Note:
This chapter is to be submitted to Global Biogeochemical Cycles, and thus is formatted in
the style of the journal.
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Abstract

Our understanding of nitrogen cycling on continental shelves, a critical
component of global nutrient cycling, is often hampered by limited observations
compared to the strong variability apparent on relatively small time and space scales.
Numerical models are able to partially alleviate this issue by filling temporal and spatial
data gaps and hence resolving annual area-integrated nutrient fluxes. Here a threedimensional biogeochemical-circulation model was implemented to simulate the nitrogen
budget during 2004-2007 on the Mid-Atlantic Bight (MAB) shelf. These simulations
demonstrate that roughly the same amount of nitrogen was removed by denitrification as
by burial (~0.1 Tg N y'1). These fluxes varied seasonally (higher in spring and summer)
but were consistent from year to year. Annual net community production was not quite as
consistent between years (0.2 to 0.3 Tg N y 1) and varied dramatically between seasons,
but overall was positive indicating a net autotrophic system. Whereas the influx of
nitrogen from the bays and rivers on the western boundary of the MAB changed only
slightly between the four years (~0.04 Tg N y 1), the advective fluxes across the eastern
and northern boundaries changed dramatically (~0.26 Tg N y 1). These changes were
likely associated with changes in the positions of the relatively high-nutrient Labrador
Sea waters advecting into the MAB from the north, and the relatively low-nutrient Gulf
Stream waters advecting into the MAB from the southeast. The cumulative effects of
these fluxes resulted in a near zero net rate of change in total nitrogen, indicating the
MAB remained unchanged in the amount of total nitrogen within the water column over
these four years. Tests varying the initial conditions (reduced spin-up) and simplifying
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the modeled plankton structure showed distinct impacts on these nitrogen fluxes: the
former strongly affected the advective fluxes, but had little impact on denitrification,
burial or NCP, whereas the latter significantly reduced denitrification, burial, and NCP
but did not significantly impact the advective fluxes. Overall the strong seasonality and
interannual variability in the nitrogen fluxes highlight the importance of data coverage
throughout all seasons and multiple years in order to accurately resolve the current status
and future changes of the MAB nitrogen budget.
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1. Introduction
Until recently, global biogeochemical cycling studies have often underestimated
the importance of continental shelves, since these regions make up a relatively small
proportion of total sea surface area (-8%). New studies, however, have suggested that
continental margins may contribute significantly to the global carbon and nitrogen cycles:
continental shelves account for 10-15% of the ocean’s total global primary production
(Muller-Karger et al., 2005), 40% of carbon sequestration and burial (Muller-Karger et
al., 2005), up to 50% of denitrification (Chen et al., 2003), and more than 15% of the net
air-sea transfer of C 0 2 (Jahnke, 2010).
Terrestrial and riverine input is a key reason that continental shelf and coastal
waters play a critical role in biogeochemical cycling. Riverine transport of carbon onto
shelves is on the same order of magnitude as the natural air-sea flux of C 0 2 over the shelf
ocean (Liu et al., 2000). Meanwhile, due to the increasing utilization of anthropogenic
fertilizers, global riverine input of bio-available nitrogen to coastal waters has increased
by about 24 Tg N y 1over the last century (Galloway et al., 2004). The extra riverine
input of nitrogen can be assimilated in the bays and continental shelves, removed by
denitrification or burial, and/or advected to the slope and the ocean. Quantifying these
nitrogen fluxes and the temporal and spatial variability of these fluxes is critical to
gaining a better understanding of both regional and global biogeochemical cycles.
In spite of the relatively small area of continental shelves, it is still challenging to
obtain annual estimates of continental shelf nitrogen fluxes using observational studies
alone, as a result of the strong temporal and spatial variability associated with these
fluxes in these coastal regions. Coupled physical-biological numerical models, despite
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their relatively short history in marine science, have proven to be a powerful tool for
continental shelves by filling data gaps and computing nutrient fluxes and budgets (e.g.,
Fennel et al., 2006; Hofmann et al., 2008; 2011; Kishi et al., 2007; Sasai et al., 2006;
Schrum et al., 2006; Xu and Hood, 2006, Wakelin et al., 2012). Such models are
particularly critical for systems such as continental margins, where estimates of
biogeochemical cycling and fluxes rely so heavily on adequately resolving physical
conditions and dynamics.
The objective of this study is to quantify the nitrogen cycle of the Mid-Atlantic
Bight (MAB) by implementing a three-dimensional coupled biogeochemical circulation
model. This region (Figure 1) is particularly intriguing because of how biogeochemical
cycling is strongly affected by the interannual variability of physical processes, including
climate-related changes in precipitation, temperature, and circulation (Ji et al., 2007).
This area is remotely affected by two large-scale currents: the northward-flowing, warm
and low-nutrient Gulf Stream current and the southward-flowing, cold and nutrient-rich
Labrador slope current, both of which respond to the variability in the North Atlantic
Oscillation (NAO; e.g., Shabbar et al., 2001). For example, following a positive winter
NAO index, the Gulf Stream is displaced northward and thus the influence of the
Labrador slope current on the MAB is relatively minor, resulting in higher temperatures
and lower nutrient concentrations (Ecosystem Assessment Program, 2009).
This chapter is structured as follows. Section 2 describes the numerical models,
satellite-derived data and statistical metrics for model-data comparison. The model-data
comparison results and nitrogen budget are presented in Section 3. Section 4 discusses
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the nitrogen budget and demonstrates how the budget responds to various sensitivity
tests. Lastly, the results and implications are briefly summarized in Section 5.
2. Methods
2.1 Biogeochemical ocean circulation model

The 3-D circulation model employed in this study is based on the Regional Ocean
Modeling System (ROMS, Shchepetkin and McWilliams, 2005), a modeling system
widely used for shelf circulation and coupled physical-biological applications (e.g.,
Wilkin, 2006; Fennel et al., 2006; 2008; Hermann et al., 2009; Druon et al., 2010; Xue et
al., in review). As in Fennel et al. (2006,2008) and Hofmann et al. (2008,2011), it is
configured for the U.S. eastern continental shelf and includes 30 terrain-following
vertical layers and has a 10-km horizontal resolution. Although this study focuses on the
MAB, the model grid covers a much larger area, extending from the southern tip of
Florida to the Scotian shelf. The eastern open boundary was set close to Bermuda, to
reduce boundary condition artifacts (Figure la). Bulk formulae (Fairall et al., 2003) were
used to compute air-sea fluxes of air temperature, pressure, humidity and winds from
daily average National Center for Environmental Prediction re-analysis fields. All tracer
advection is calculated using the multidimensional positive definite advection transport
algorithm (MPDATA) scheme, and vertical turbulent mixing closure uses the
parameterization from Mellor and Yamada (1982) and Warner et al. (2005).
This circulation model is coupled to a biogeochemical model that includes
prognostic equations for two size classes of phytoplankton (P) and zooplankton (Z), total
inorganic carbon, semi-labile and refractory dissolved organic carbon (DOC) and
dissolved organic nitrogen (DON), alkalinity, nitrate, ammonium, oxygen, as well as
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small and large (C) and nitrogen (N) detrital pools (Figure 2). The model is similar to that
described by Druon et al. (2010). Major differences include the addition of multiple size
classes of P and Z, which was deemed necessary in order to better represent the surface
chlorophyll field (Xiao and Friedrichs, 2013b; Chapter 3), as well as the inclusion of a
refractory dissolved organic matter component. DOC and DON represent key
components of the nitrogen and carbon budget (Fasham et al., 1999; Hansell & Carlson,
2001; Carlson et al., 2010), yet are frequently not included in continental shelf nutrient
cycle simulations (Fennel et al., 2006,2008; Xue et al., 2013). As in Druon et al. (2010),
DOC and DON are partially decoupled in order to include potential deviations of C:N
ratios from the Redfield ratio. Other minor differences from the model used by Druon et
al. (2010) include an Eppley-temperature dependent growth rate, an attenuation
coefficient that depends directly on DOC, and slightly adjusted parameter values (Table
1).
The open boundary conditions for the physical fields were obtained from 3-day
averages of the Hybrid Coordinate Ocean Model (HyCOM) North Atlantic assimilative
model (Chassignet et al., 2007). The boundary conditions for the NOs and oxygen were
derived from the World Ocean Atlas monthly climatology created by the National
Oceanographic Data Center, whereas total inorganic carbon and alkalinity were obtained
from the Global Ocean Data Analysis Project annual climatology. The boundary
conditions for the other biological variables were set to constant small values everywhere
throughout the simulation period. Boundary conditions for the total phytoplankton and
chlorophyll were 0.08 mmol N m'3 and 0.02 mg Chi m‘\ whereas size-fractionated
phytoplankton and chlorophyll boundary conditions were obtained by multiplying the
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total concentration by the size ratios derived from the annual mean surface satellite data,
resulting in 0.05 (0.13) and 0.03 (0.07) mmol N m‘3 (mg Chi m'3) for the small and large
fractions, respectively. The two size classes of zooplankton were set equal to 0.03 mmol
N m"3. NH4 boundary conditions were set 0.1 mmol N m"3, and the boundary conditions
for the two fractions of detritus were set to 0.04 (small) and 0.02 (large) mmol N m'3.
Semi-labile DON and refractory DON boundary conditions were set to 0.15 and 3.0
mmol N m"3, whereas semi-labile DOC and refractory DOC boundary conditions were set
to 5 and 45 mmol C m"3. These crude approximations do not deleteriously affect
simulations within the MAB area since all boundaries were placed far from the study
area. Finally, coastal river inputs were applied using daily output from a mechanistic
terrestrial biogeochemical model, the Dynamic Land Ecosystem Model (DLEM, Tian et
al., 2010).
Initial conditions for the model were derived from a 15-year spin-up run using the
identical physical model and a simplified version of the biological model that included
only a single phytoplankton and zooplankton compartment. This simplified model used
initial conditions for the physical fields that were obtained from HyCOM and the Navy
Coupled Ocean Data Assimilation global 1/12° analysis. Nitrate and oxygen were
initialized using World Ocean Atlas monthly climatology created by the National
Oceanographic Data Center. Total inorganic carbon and alkalinity were initialized by the
Global Ocean Data Analysis Project annual climatology. The simplified model was
implemented from November 2003 to the end of 2008. The November 2008 results were
then used to re-initialize the model. This process was repeated three times to approximate
a 15-year spin-up. The final simulated concentrations for the single phytoplankton and
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total chlorophyll state variables were then divided into two size classes by the annual
mean size ratios derived from the satellite data set (see Section 2.2). The concentration of
the single zooplankton state variable was divided equally to generate the initial conditions
for the two size classes of zooplankton used in this model. The multiple
phytoplankton/zooplankton model was then run for four years, from January 1, 2004 to
December 31,2007 (reference ran).
2.1 Satellite data sets

Three types of monthly mean satellite-derived data were used in this analysis: sea
surface temperature (SST) from the Advanced Very High Resolution Radiometer
(AVHRR) and both total chlorophyll a, size-fractionated chlorophyll a and particulate
organic carbon (Stramska and Stramski, 2005) from the Sea-viewing Wide Field-of-view
Sensor (SeaWiFS). Total chlorophyll a (Tot_Chl) was computed based on the standard
NASA OC4v4 algorithm (O’Reilly et al., 2000). The relative percentages of micro(large; ChlL) and pico- plus nano- (small; ChlS) chlorophyll a concentrations were
computed using algorithms developed specifically for the MAB (Pan et al., 2010; 2011).
For consistency, these percentages were then applied to the total chlorophyll a
concentrations in order to get actual concentrations of chlorophyll for the large and small
phytoplankton size classes. Although these satellite data were all derived using empirical
or semi-analytical algorithms, they have demonstrated considerable success in their
agreement with in situ data. The uncertainty associated with these size-differentiated
chlorophyll and POC concentrations have been estimated to be 35% (Pan et al., 2010;
Stramska and Stramski, 2005). It is worth stressing that satellite measurements represent
the first optical depth, which accounts for ~90% of the light exiting the ocean and
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towards space. In the MAB, the depth range for this is from ~1 m within bay
mouths/plumes to 20 m offshore, thus the satellite data integrates the ocean's surface
layer and generally beyond the sea surface itself.
2 2 Statistics of model-data misfit
Three statistics were used to quantify model skill (Stow et al., 2009): model bias,
root mean square error (RMSE) and model efficiency (ME). The model bias measures the
mean difference between the monthly and annual model estimates (M) and the
corresponding data (D):
Bias = J l - D

(1)

where M is the annual mean of the modeled results and D represents the annual mean of
the data. A positive (negative) bias indicates that the model overestimates
(underestimates) the annual mean of the satellite data.
RMSE provides another estimate of the difference between the model estimates
and the data and is computed as:

ZW.-D.)2
RMSE =

V

**

N

RMSE can be zero (perfect model-data fit) or positive, where higher RMSE indicates
greater differences between the modeled results and the data. RMSE represents the
overall model-data fit, by including errors due to incorrectly modeling the mean of the
data fields (the bias) as well as errors due to incorrectly modeling the variability of the
data fields (the unbiased RMSE; Jolliff et al., 2009).
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(2)

ME is a function of the ratio between the RMSE computed for the model
simulations compared to the RMSE computed for the mean of the data:
N
ME = 1 - ^ r

(3)

A positive value of ME implies that the model has greater skill than the mean of the data,
whereas a negative ME indicates that the mean of the data has more skill than the model
simulations. A perfect model data fit is represented by ME = 1.
These three skill metrics were calculated for four variables: SST, Tot_Chl, ChlS
and ChlL. The spatially averaged statistics were examined both for the entire MAB as
well as for the three sub-regions: the inner shelf (roughly 0-50 m, ~10% of the MAB),
middle shelf (roughly 50-150 m, ~40% of the MAB) and outer shelf (roughly 150-250 m,
~50% of the MAB). Temporally averaged statistics for the surface fields were computed
to generate model-data comparison maps, which provide information on the spatial
variability of the model skill.
3. Model-data comparisons

This section first describes the model-data agreement for SST, total chlorophyll
and size-differentiated chlorophyll in a qualitative fashion, including both side-by-side
visual comparisons of the model and data fields as well as monthly mean time series for
the entire MAB and three sub-regions: the inner, middle and outer shelf. Afterwards, a
more quantitative assessment of model skill is provided, including statistics for SST and
chlorophyll computed for the entire MAB as well as the three sub-regions, both for the
spatially averaged and spatially resolved results.
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3.1 Qualitative model-skill assessment

The coupled biogeochemical circulation model successfully captured the seasonal
cycle of SST within the MAB as observed by the AVHRR (Figure 3). The most
significant model-data differences were found on the outer shelf, where the modeled Gulf
Stream hugged the shelf too closely, providing too large an influence on the MAB
temperature field. The model also successfully captured the spatial variations in SST
within the MAB: the model and data fields both showed substantially warmer
temperatures in the southern MAB in May and August, whereas SST was spatially more
uniform in November and February.
Although some degree of temporal (seasonal) variability exists in both the model
and data fields for surface chlorophyll in May and August, compared to February and
November, the chlorophyll fields are primarily dominated by spatial variability (Figure
4). Throughout the year modeled and observed chlorophyll varied spatially from
concentrations greater than 5 mg Chi m'3 on the innermost shelf to less than 1 mg Chi m'3
on the outer shelf. This across-shelf gradient in total chlorophyll is also apparent in both
the small size-differentiated chlorophyll (Figure 5) as well as the large size-differentiated
chlorophyll (Figure 6). The simulated chlorophyll fields also agreed with the satellite data
in terms of along shelf variability, with a general pattern of higher chlorophyll in the
southwest near the influence of the Chesapeake and Delaware Bay plumes, and lower
chlorophyll in the northeast (Figures 4 ,5 and 6). However, the model substantially
overestimated chlorophyll, particularly ChlL (Figure 6) in the plume regions in May and
August, and underestimated chlorophyll concentrations, particularly ChlS (Figure 5) in
February and November. This may be due to the fact that the model was not constructed
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to resolve the specific biogeochemical transformation processes occurring within the
estuaries. In the summer, instead of being processed and partially denitrified within the
estuarine water column, the riverine nitrate flowed directly to the MAB, causing the
model to overestimate the nitrate available for primary production in the vicinity of the
estuarine plumes. During the fall and winter, the model most likely overestimated the
amount of nitrate uptake within the estuaries, allowing too little nitrate to be advected out
to the continental shelf. As a result, the model underestimated chlorophyll in the estuarine
plume regions during these time periods.
Monthly means of the spatially averaged surface fields for the entire MAB
(Figure 7) and the three sub-regions (Figure 8) illustrate the ability of the model to
reproduce the seasonal cycle associated with SST, total chlorophyll and sizedifferentiated chlorophyll within these regions. The model consistently overestimated
SST throughout the MAB and throughout the year (Figures 7,8), whereas model-data
differences were more variable for chlorophyll. The model-data differences for
chlorophyll in the middle shelf and outer shelf (Figure 8) were consistent with those for
the entire MAB (Figure 7). However, the inner shelf differed from the other two subregions. Here the model underestimated the smaller size class of chlorophyll throughout
the year and overestimated the larger size class of chlorophyll during the spring and
summer. As discussed above, this may be a result of not adequately resolving the
biogeochemical processes specific to the Chesapeake and Delaware Bays.
3 2 Quantitative model-skill assessment

Model skill statistics for SST and surface chlorophyll were computed for the
MAB and the three sub-regions, both in terms of regional averages (Table 2) and for each
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grid cell (Figure 9 and 10). For SST, the annual model biases for the MAB and three subregions were about 2°C, with the largest SST overestimates occurring on the outer shelf,
where as discussed earlier, the modeled Gulf Stream tended to hug the shelf too closely.
The RMSE was comparable to the bias, which suggests a relatively small unbiased
RMSE, indicating the model successfully captured the temporal variability in the data.
Values of ME for SST in all regions were only slightly less than one, again reflecting a
close match between the modeled and satellite derived SST. Gradients in the spatially
averaged SST across the three sub-regions (Table 2) were consistent with the maps of the
statistics (Figure 9): lower bias and RMSE close to the coast, and higher values on the
outer-shelf.
As expected, overall model skill for chlorophyll, in terms of bias, RMSE and ME,
was not as high as for SST (Table 2) and was spatially much more variable (Figure 10).
Overall, however, ME for the MAB as a whole was positive (0.4), indicating that the
model estimates provided an improvement over the mean of the SeaWiFS data. Whereas
SST was characterized by a positive bias everywhere within the MAB (Figure 9),
chlorophyll bias was negative along the coast, and positive farther out on the shelf. Both
the bias and RMSE were much higher and ME much lower on the inner-shelf than on the
mid- and outer-shelves, again highlighting the poor performance of the model near the
estuarine plume regions (Table 2, Figure 10).
4. Nitrogen budget for the MAB

The biogeochemical circulation model computes the total nitrogen budget in the
MAB as the sum of three potential sources/sinks of nitrogen due to horizontal divergence,
denitrification and burial. Changes in the modeled nitrogen pool due to diffusive
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processes are insignificant. Throughout this study, a positive sign indicates nitrogen
accumulation within the MAB and a negative sign indicates a nitrogen loss; thus
denitrification and burial are always negative, whereas the advective fluxes can be either
positive or negative. The horizontal divergence processes also include two components,
which will be analyzed separately: (i) the flux of nitrogen to the MAB from the westward
boundary of the region, which we term “bays/rivers” , and (ii) the flux of nitrogen out of
the model domain across the remaining regional boundaries, which we term “advective
flux” (Figure 11).
The budget for inorganic nitrogen and organic nitrogen are similarly computed by
the model as the sum of potential sources/sinks of inorganic nitrogen and organic
nitrogen. The net rate of change in inorganic nitrogen (DIN) was derived via the sum of
horizontal divergence of DIN, denitrification and net community production (NCP),
whereas the net rate of change in organic nitrogen (ON) was the sum of horizontal
divergence of ON (DON+PON), burial and NCP. NCP transforms inorganic nitrogen to
organic nitrogen and thus appears as equal and opposite terms in the above two
equations.
4.1 Model estimates o f the four-year mean nitrogen budget (2004-2007)

The total, inorganic, and organic nitrogen fluxes defined above were integrated
over the MAB region to derive the four-year mean nitrogen budget (Figure 11). The
integrated denitrification and burial fluxes were of equal magnitude (-0.1 Tg N y 1).
These two fluxes accounted for most of the removal of the input from the bays/rivers
fluxes (~0.2 Tg N y 1). The advective flux across the remaining boundaries was another
nitrogen removal process, however, the magnitude was the smallest (<0.1 Tg N y'1).
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Together all these nitrogen fluxes led to the net rate of change of total nitrogen being
nearly zero when integrated over the entire MAB, indicating that throughout the four
years the MAB as a whole was in steady state, neither a nitrogen sink or nitrogen source.
Decomposing the total nitrogen into its inorganic and organic components (Figure
11) revealed that they both remained almost unchanged for the four years (+/-0.01 Tg N
y'1). The flux of inorganic nitrogen into the region from the bays and rivers is roughly
equal to that of organic nitrogen. Separating these fluxes into their dissolved and
particulate components revealed that the flux of organic nitrogen from the bays and rivers
was slightly larger for DON than for PON. Although the net advective flux of the total
nitrogen across the remaining boundaries was small, the three components of the total
nitrogen (DIN, DON and PON) were not trivial. While a large amount of DIN (0.25 Tg N
y"1) was advected to the MAB, a similar amount of organic nitrogen (-0.3 Tg N y 1) was
output through these boundaries, about two thirds of which was in the form of particulate
matter (PON). This is because although the DON concentration was often higher than the
PON, the gradients in DON were substantially lower than the gradients in the PON, and
therefore the advection of PON was larger than that of DON. The advective flux of
organic nitrogen, especially particulate organic nitrogen, nearly balanced the production
of organic nitrogen through NCP, which is one of the largest terms in the
organic/inorganic nitrogen budgets. The positive NCP term in the organic N budget (~0.3
Tg N y'1) indicates that the region as a whole is net autotrophic.
The nitrogen fluxes also showed significant spatial variability between the three
sub-regions (Table 3). Although the inner-shelf region was associated with the smallest
burial and denitrification fluxes in an integrated sense, the areal rates were actually the

145

highest (1.25 and 2 times the means of the other two sub-regions). Similarly, the areal
rate of NCP on the inner-shelf was the highest among the three sub-regions (>2 times
higher than that on the outer-shelf), indicating that the inner-shelf, though it may be
small, is the most productive and active region. Whereas the MAB as a whole remained
unchanged in total nitrogen over the four years, this was not the case in all three subregions, e.g., the inner-shelf accumulated 0.02 Tg N y'1and the outer-shelf removed 0.02
Tg N y'1. In contrast, the middle-shelf region remained basically unchanged for all three
nitrogen components over the four years.
The modeled nitrogen fluxes were also characterized by strong seasonal
variability (Figure 12). Burial and denitrification both demonstrated a similar seasonal
cycle, with highest fluxes in the spring, and fluxes decreasing throughout the rest of the
year. Seasonal variability was also particularly prominent in the advective fluxes.
Substantial amount of inorganic nitrogen was transported into the MAB in spring and
winter (>0.1 Tg N y'1), supporting high rates of net community production during this
time period (Figure 12b, c). In fall the inorganic nitrogen fluxes reversed direction, and
transported nitrogen out of the MAB. A smaller amount of inorganic nitrogen was
advected to the MAB in summer, while NCP during this time period was negative,
indicating net heterotrophy. In contrast, the input from the bays/rivers remained relatively
constant throughout the year. Overall the net rate of change of nitrogen in the MAB
switched from neutral in spring, to progressively increasing negative rates in summer and
fall, followed by a positive rate in winter. In other words, total nitrogen in the MAB
decreased in the summer and fall, and increased in the winter.
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4.2 Interannual variability o f nitrogen fluxes

The four-year simulation also demonstrated strong interannual variability of the
nitrogen fluxes in the MAB (Figure 13). As expected, the bays/rivers inputs were slightly
lower in the last three years, as these were drier years than 2004 (by a mean of 17% in
river runoff). This led to a lower riverine total nitrogen input to the bays and estuaries,
which ultimately resulted in less advection of nitrogen out to the shelf.
The annual rates of burial and denitrification were not significantly different
throughout the four years, contrary to the advective fluxes that were significantly
different. In 2004, the flux of total nitrogen off the shelf was large (almost 0.3 Tg N y'1)
and the net rate of change of total nitrogen was also large and negative (almost 0.2 Tg N
y'1). In spite of the fact that the removal of total nitrogen through advection continued in
the following two years, they progressively decreased in the magnitude, resulting in
reverse net rates of change in the total nitrogen. In contrast, in 2007 the advective flux of
total nitrogen switched sign, with relatively large amount of total nitrogen being
transported into the MAB (0.13 Tg N y"1), which led to a strong accumulation of nitrogen
in the year (0.14 Tg N y'1). This difference was mostly due to a difference in DIN flux:
2004 was characterized by a small export of DIN out of the MAB, whereas 2007 was
characterized by a strong import of DIN into the MAB. Thus there was significantly more
NCP within the MAB and resulting export of PON out of the MAB. In contrast, the
advective fluxes of DON in the four years were relatively similar.
The net rate of change of total nitrogen in the MAB switched from being negative
in 2004 to being near zero in 2005, and then continued to increase in the following two
years, again mostly attributable to the change in the advective flux of DIN. The variations

147

in these four years were consistent with changes in the circulations patterns within the
MAB, as quantified by the North Atlantic Oscillation (NAO) Index. Following positive
NAO winters, which is the case for winter 2003/2004, there is little influence of the
nutrient rich Labrador Current on the MAB. As a result, MAB temperatures are relatively
warm, and the advective fluxes of DIN to the MAB are small. In contrast, following
negative NAO winters, such as the winter of 2006/2007, southward intrusions of the
Labrador Current into the MAB result in lower temperatures and potentially strongly
positive advective fluxes of DIN into the MAB. In summary, nitrogen fluxes in 20052007 were substantially different from those of 2004, primarily as a result of interannual
changes in the circulation patterns of the nutrient rich Labrador Sea water. In years when
this water penetrates farther south, advective DIN fluxes can increase the DIN in the
MAB resulting in a positive net rate of change for total nitrogen within the MAB. In
years when this water mass does not penetrate southward into the MAB, advective DIN
fluxes can be directed out of the MAB resulting in a net negative rate of change for total
nitrogen.
4 3 Comparison of modeled nitrogen budget to estimates in the literature

The modeled nitrogen flux terms computed for the four-year mean (Figure 11) are
generally consistent with previous observations and model simulations (Table 4). It is
worth stressing that accurately estimating nitrogen fluxes for large highly variable areas
like the MAB from observations alone is typically difficult due to the scarcity of
observations with high enough spatial and temporal coverage. Hence many of the
“observed” estimates listed in Table 4 were actually extrapolated from fluxes that were
observed either in a smaller region or during a particular time, and were thus inevitably

148

associated with high uncertainties. For example, reported rates of denitrification for the
MAB in the literature vary by two to three orders of magnitude (Table 4).
Nevertheless, most of the model estimated nitrogen fluxes are bracketed by the
fluxes derived from observations. The annual mean areal burial rate determined in this
study (0.9 g N m~2 y'1) was somewhat higher than the rate found on the North Carolina
slope (0.04-0.36 g N m'2 y 1), and lower than the mean rate found in Long Island Sound
(1.32 g N m'2 y'1). As mentioned above, denitrification rates reported in the literature vary
significantly, and although our annual mean denitrification rate was five times lower than
that on the inner MAB shelf (Lauren and Seitzinger, 2002) and the mean rate from Nova
Scotia to Cape Hatteras (Seitzinger and Giblin, 1996), it falls within the range that was
found on the U.S. northeast coast in Nixon et al. (1996). The mean nitrification rate was
an order of magnitude lower than that reported by Fennel et al. (2006), where a similar
ROMS model was applied to the same model domain as that used here. The difference
was possibly due to the differences in the sediment boundary conditions between this
study and theirs. More sophisticated sediment boundary conditions were applied in this
study to account for resuspension and burial, following Druon et al., (2010).
The estimated input of organic nitrogen (DON+PON) from the bays/rivers to the
MAB (Figure 11) was about twice the magnitude of those derived in an isotopic study
(Hossler and Bauer, 2013), whereas DIN input agreed well with their study (only 14%
lower). Using the SPARROW model simulations from year 1968 to 2008, Herrmann et
al. (in review) estimated annual mean riverine input (from the rivers to the bays/estuaries)
of 0.21 Tg N y'1and bays/estuaries output to the MAB of 0.13 Tg N y '1, indicating that
about 63% of riverine input of organic nitrogen was exported to the MAB shelf. Both our
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riverine input (flux from the rivers to the bays and estuaries) and our shelf input (flux
from the bays/estuaries to the shelf) for the four years were higher than their estimates,
but the ratio of these fluxes (the efficiency of export from the bays/rivers to the shelf,
12%) was comparable, indicating our high bays/rivers compared to Hossler and Bauer
(2013) was most likely a result of high riverine input for these particular years. In fact
2004 is an especially wet year characterized by high levels of riverine input, which might
at least partially explain these differences.
The estimated annual total primary production (34 Tg C y"1) showed good
agreement to the values in the literatures (Table 4), in particular, to the satellite-derived
estimates on the shelf (1.03 g C m 2 d"1, or 32.3 Tg C y '1for the MAB) by Mouw and
Yoder (2002). In addition, the estimated areal primary production rate at the inner-shelf
(31 mol C m 2 y 1) fell within the observed primary production rate (29-57 mol C m'2 y"1)
at the plume region of Chesapeake Bay and Delaware Bay (Filippino et al., 2009).
The net rates of change in the nitrogen pools and the cross-shelf advective fluxes
are difficult to estimate from observations alone, and are thus most frequently estimated
by modeling studies. The modeled estimates for these fluxes (Figure 11) were compared
to other model MAB studies, in particular to a number of estimates made by Fennel et al.
(2006; 2008) and a summary in Fennel (2010). Their study applied a similar ROMS
model to the same model domain as that used here, in order to simulate the nitrogen
fluxes in the MAB for 2004-2005. The four-year mean net rate of change in total nitrogen
for the whole MAB in this study (0 Tg N y 1) appeared to disagree with Fennel (2010, 0.06 Tg N y 1). However, this was mostly due to the difference in the time period of
model simulations - this study simulated 2004-2007 whereas Fennel (2010) only
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simulated 2004-2005. In fact, the difference in net rate of change in total nitrogen was
substantially small when comparing the two-year mean of this study (2004-2005) to
Fennel (2010), only by 0.02 Tg N y ' . A larger difference was found between the
estimates of DIN export from the shelf to the slope (estimate derived here was about 70%
lower than that of Fennel et al. (2006)). The difference was substantially larger
specifically for year 2004. This difference was likely a result of a combination of
differences in model structure (Fennel et al. (2006) used only single phytoplankton and
zooplankton model components and did not include DOM in their model), approaches in
resolving the riverine inputs (Fennel et al. (2006) used climatological river inputs
estimated from USGS river gauge data) and initial conditions.
5. Sensitivity studies of modeled nitrogen fluxes

As noted above, annual area integrated fluxes computed from discrete
observations are prone to substantial errors; however, estimates of these fluxes from
biogeochemical circulation models are also characterized by significant uncertainties. For
example, the model flux estimates can be sensitive to impacts from initial conditions and
model spin-up, the specific structure of the ecosystem model (e.g. number of
phytoplankton/zooplankton components), and biological parameters. The effect of each
of these issues on the modeled nitrogen fluxes (Figure 14 and 15) is described below.
5.1 Impacts of initial condition spin-up on nitrogen fluxes

The reference run for 2004 was initialized after performing a 15-year spin-up, in
order to bring the nitrogen pools to a steady state prior to starting the reference run. In
order to examine the importance of implementing this computationally intensive spin-up
procedure, another simulation using the same parameters was conducted without the spin
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up (termed the “No-SU” run). In this case, initial conditions were the same as those used
for the 15-year spin-up (Section 2.1), except for the size-classes of phytoplankton,
associated size-fractionated Chi and zooplankton. The initial conditions for the sizeclasses of phytoplankton and Chi were derived by multiplying the total phytoplankton
(0.08 mmol N m'3) and Chi (0.02 mg Chi rn 3) by the mean satellite size ratios in October,
resulting in 0.05 (0.13) and 0.03 (0.07) mmol N m'3 (mg Chi rn3) for the small and large,
respectively. Simple treatment was applied to the two size-classes of zooplankton, which
were equal to 0.03 mmol N m‘3.
The No-SU run was first investigated by quantitatively examining the monthly
mean, spatially averaged SST and the surface Chi fields (Table 5). Compared to the
reference run, No-SU run slightly overestimated SST (with bias increased by 0.6°C).
Meanwhile, the other two statistical metrics, RMSE and ME, also both deteriorated,
suggesting that the model produced a slightly worse estimate of the physical circulation
fields without the 15-year spin-up. More significant differences were found with the
surface Chi fields. While the reference run slightly overestimated the annual mean total
Chi (<0.1 mg m 3), the No-SU run underestimated it by 0.3 mg m"3, or by about 27%.
RMSE and ME for total Chi, along with some of the statistics for the size-fractionated
Chi, deteriorated as well. In summary, the No-SU run performed worse both in terms of
the physics and the biology, as compared to the reference run including the 15-year spinup.
In addition to the changes in the surface fields, the altered initial conditions also
caused substantial changes in the nitrogen budget (Figure 14). Although changes to the
burial, denitrification and NCP fluxes were small, the advective fluxes of DIN and DON
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changed dramatically. Specifically, the advective flux of DIN changed sign and became a
source of nitrogen to the MAB, and the advective flux of DON became almost negligible.
These changes subsequently altered the sign of the net rate of change of total nitrogen.
Whereas in the reference run total nitrogen was decreasing over year within the MAB
(~0.2 TgN y ’), in the run without the model spin-up, total nitrogen was increasing over
the course of the year by nearly the same amount. This sensitivity test illustrates the
importance of the model spin-up procedure, and gives us increased confidence in our
fluxes that are not sensitive to the spin-up (denitrification, burial and NCP).
5 2 Impacts of modeled plankton structure on nitrogen fluxes
Although the effects of including multiple plankton size classes on the ability of a
model to reproduce satellite-derived data were already demonstrated in a one dimensional
test case (Chapter 3), it is also interesting to examine how altering the modeled plankton
structure affects the nitrogen fluxes in the three dimensional simulations. This question
was addressed by implementing a run with a simplified version of the ecosystem model,
integrating the two size classes into single phytoplankton and zooplankton compartments
(i.e., 1P1Z). The physics and remaining biological model components (including DOM)
and processes remained changed; thus the simulation differs from the reference run (i.e.,
2P2Z) only in the plankton structure and biological parameters associated with the
additional plankton compartments. The same parameter sets were used as Fennel et al.
(2008) except for those listed in Table 6.
When the plankton structure was reduced to a single compartment, the total
nitrogen budget is generally similar to that of the reference run (Figure 15a). This is
especially the case for the bays/rivers and advective fluxes, which showed differences of
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less than 2%. On the contrary, denitrification and burial showed substantial decreases of
50% and 60%, respectively. This is probably because denitrification and burial increase
with the particle flux to the sediment, and the single P in the 1P1Z model does not sink as
fast as the large size P in the 2P2Z model. Decomposing the total nitrogen fluxes into the
inorganic and organic components showed that even though the advective flux of total
nitrogen remained unchanged, the fluxes of inorganic and organic nitrogen varied
significantly (Figure 15b and 15c). More DIN and DON, and less PON was advected out
of the MAB, indicating that less nutrients were taken up in the 1P1Z simulation and thus
less particulate organic nitrogen was produced. This is consistent with the change in
NCP, which decreased by roughly 40% when using the 1P1Z model. Thus the inclusion
of the second phytoplankton and zooplankton size classes had the most significant effects
on NCP, burial and denitrification, which were precisely the specific fluxes that were not
significantly altered by modifying the initial conditions (Section 5.2).
5 3 Impacts of the biological parameters on nitrogen fluxes

Another two simulations (Run-Pl and Run-P2) were conducted to explore the
sensitivities of the nitrogen fluxes to several key biological parameters. These two runs
used precisely the same model configuration as in the reference run, except for the
differences in a few key parameters (Table 7). Maximum chlorophyll to carbon ratios and
the half-saturation concentration for uptake of N 0 3 were chosen for these analyses due to
the high sensitivity of chlorophyll and POC to these parameters, as well as the difficulties
associated with their measurements.
Run-Pl and Run-P2 were first examined through the model-data comparison
statistics for the monthly mean, spatially averaged surface field. Although ME for total
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chlorophyll and ChlS slightly deteriorated for both of these sensitivity runs compared to
the reference run, the ME for ChlL improved (Table 5). As expected, there was no
change in surface SST since the ecosystem does not affect the model physics. In addition
there was no substantial change in the nitrogen budget for these two runs as compared to
the reference run (not shown). Most of the nitrogen fluxes changed only very slightly, i.e.
less than 10-15%. In summary,the perturbation in the parameters tested here resulted in
only slight changes in both the surface fields and the area-integrated nitrogen budget,
highlighting our confidence in the nitrogen flux estimates provided in this study.
6. Conclusions and Summary

Continental shelves are characterized by complex physical and biological
processes at relatively high frequencies on small spatial scales, making it difficult to
acquire enough observations to fully resolve area-integrated annual nitrogen (N) fluxes
for shelf regions. As a result, most nitrogen flux studies in such regions have relied on
modeling or extrapolating from these temporally and spatially limited in situ data. In this
study a different approach is employed. Here a 3-D coupled biogeochemical-circulation
model was applied to the MAB to investigate the nitrogen budget of this region. The
model estimates were first evaluated using surface satellite-derived data: SST, total
chlorophyll and size-fractionated chlorophyll. A quantitative model-data comparison
showed that in most cases the model successfully reproduced the spatial variability and
seasonal cycles for SST and surface chlorophyll fields, though model skill was poorest on
the inner shelf of the MAB, particularly in regions highly influenced by the Chesapeake
and Delaware Bay plumes.
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Simulated burial and denitrification fluxes computed for the MAB were similar in
magnitude, and each equal to roughly 0.1 Tg N y'1, with highest rates in the spring and
lowest rates in the fall. These fluxes were not particularly sensitive to the initial
conditions used for the model and were equally unaffected by interannual variability
(estimates for 2004 and 2005 were very similar). However, these rates were quite
sensitive to the structure of the food web in the model. When only one (medium) size
class of phytoplankton and zooplankton were included, both the burial and denitrification
fluxes for this region were nearly cut in half, probably due to the fact that the single P in
the 1P1Z model does not sink as fast as the large size P in the 2P2Z model that
accelerated the denitrification and burial.
Net community production varied tremendously from season to season, such that
the MAB was strongly autotrophic in spring and winter and much less so (and perhaps
even heterotrophic) in the summer and fall. As was the case for denitrification and burial,
modeled NCP was very sensitive to the structure of the food web assumed by the model.
NCP was much lower for the model with single phytoplankton and zooplankton
components as compared to the multi-plankton model. Previous modeled estimates of
production in the MAB have typically underestimated observed estimates of production
(M. Mulholland, pers. comm.), perhaps as a result of assuming an overly simplified lower
trophic level food web.
As expected, nitrogen fluxes from the bays and rivers were primarily dependent
on the particular year being analyzed. For wet years such as 2004, the input of nitrogen
from the bays and rivers was relatively high, whereas for drier years such as 2005-2007,
the input of nitrogen from the bays and rivers was lower. In general these inputs of
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nitrogen to the MAB were not particularly sensitive to the structure of the model, the
biological parameters or the initial conditions.
In contrast, the advective fluxes were extremely sensitive to the initial conditions
used for the model spin-up, as well as to the specific year and season being analyzed.
Although the advective flux of total nitrogen was near zero when integrated over the four
years, this flux was not zero throughout the year: instead, it was strongly positive in
winter, and strongly negative in fall. This flux also varied strongly from year to year - it
was a strongly negative for 2004 but was strongly positive for 2007. In particular, the
strong positive in the advective flux of DIN in 2007 indicated a net flux of DIN into the
MAB for this particular year, providing enough DIN to support the total NCP. This
interannual variability in the sign of the advective DIN flux is most likely a function of
interannual changes in the location of Labrador Sea water along the U.S. east coast. In
years when this water mass penetrates southward, as in 2007, the net advective flux of
DIN into the MAB is relatively high. As a result, the net rate of change for total nitrogen
was strongly positive for the 2005 run, whereas it was strongly negative for 2004.
However, the four-year time average of the net rate of change for total nitrogen was
essentially zero, indicating the total nitrogen in the MAB remained unchanged over long
term.
Overall the strong seasonal and interannual variability in nitrogen fluxes reported
here highlights the importance of the breadth of data coverage throughout all seasons in
order to correctly assess the current status of the nitrogen budget and any future changes
in this budget. These rapid changes over only a few months suggest that unless
measurements are taken over extended periods of time, one could easily come to
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inappropriate conclusions even regarding the overall sign of some of these nitrogen
fluxes.
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Tables
Table 1. Ecosystem model parameters used in this study®

Parameter
Maximum chlorophyll to carbon ratio
Phytoplankton growth rate at 0°C
Half-saturation concentration for uptake
of NH4
Half-saturation concentration for uptake
of N 0 3
Micro-zooplankton Maximum grazing
rate
Meso-zooplankton Maximum grazing
rate
Vertical sinking rate
Fraction of semilabile DON to total
DON in phytoplankton
Fraction of semilabile DOC to total DOC
in phytoplankton
Zooplankton assimilation efficiency
Micro-zooplankton metabolism rate
Meso-zooplankton metabolism rate
Coagulation rate
Small detritus remineralization rate Nfraction
Small detritus remineralization rate Cfraction
Vertical sinking rate for small detritus
Vertical sinking rate for large detritus
Remineralization rate of DON at 0°C
Remineralization rate of DOC at 0°C
Small detritus solubilization rate of Nfraction
Small detritus solubilization rate of Cfraction
Large detritus solubilization rate of Nfraction
Large detritus solubilization rate of Cfraction
Light attenuation by DOC
Offset (minimum) DOC for light
attenuation

Unit
mgChl mgC'1
d1

Valueb
0.015 (0.034)
1.8(1.44)

mmol N m"3

0.5 (0.67)

mmol N m'3

0.5 (1.0)

(mmol N n r3) 1d 1

0.6 (0.4)

(mmol N m 3)-1d 1

0.4 (0.6)

d1

0.1 (0.2)

nondimensional

0.15

nondimensional

0.275

nondimensional
d'1
d1
d1

0.75
0.094
0.087
0.02

d-1

0.4

d-1

0.4

d-1
d'1
d-1
d"1

0.1
100
0.00765
0.003835

d-’

0.2

d-1

0.16

d1

0.2

d-1

0.16

m2 (mmol C)'3

0.003786

mmol C m 3

70.819

a Parameters not listed here are given the same values as in Druon et al. (2010).
b Values in the parentheses are for the large-size phytoplankton (micro-phytoplankton).
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Table 2. Summary of statistics calculated by monthly mean, spatially averaged satellite-derived data and model simulation in year
2004a
SST
(°C)
MAB
lnnerMAB
MidMAB
OuterM A R

Mean
15.9

Bias
2.1

16.1

1.6

16.2
15.7

Total Chi
ChlS
ChlL
POC
(mg m'3)_____________ (mg m~3)_____________ (mg m 3)____________ (mg C m'3)
ME
0.9

Mean
1.2

Bias
0.1

RMSE
0.3

ME
0.4

Mean
0.7

Bias
-0.1

RMSE
0.2

ME
-0.6

Mean
0.5

Bias
0.1

RMSE
0.2

ME
-0.5

Mean
290

Bias
77

RMSE
143

ME
-7

1.7

0.9

2.0

-0.6

1.1

-2.2

0.9

-0.7

0.8

-7.2

1.1

0.1

0.5

-1.3

484

89

234

-12

1.8

1.9

0.9

1.5

0.1

0.3

0.5

0.8

-0.1

0.3

-0.1

0.5

0.2

0.3

-1.0

360

112

177

-8

2.4

2.5

0.8

0.8

0.0

0.3

-0.7

0.6

0.0

0.4

-4.7

0.3

0.0

0.1

0.8

203

33

106

-6

RMSE
2.2

ME is nondimensional for all variables.
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Table 3. Four-year (2004-2007) mean nitrogen budget for the MAB and three sub-regions

MAB
Inner-MAB
Mid-MAB
Outer-AB

Area integrated fluxes (Tg N y'1)
Hori. Div.
Net rate of change
Area8
Burial Denit.
NCP
TN
DIN DON PON
DIN DON PON
8.7
0.00 -0.01
0.0 0.01 -0.08 -0.08 0.36 -0.01 -0.18 0.28
1.0
0.02 0.02 0.00 0.00 -0.01 -0.02 0.08 0.00 -0.03 0.05
0.00 0.00 0.00 0.01 -0.03 -0.04 0.19 -0.01 -0.11 0.16
3.2
4.5 -0.02 -0.02 0.00 0.00 -0.03 -0.03 0.08 0.00 -0.04 0.07

MAB
Inner-MAB
Mid-MAB
Outer-AB

Area-normalized fluxes (g N m 2 y'1)
Hori. Div.
Net rate of change
Burial Denit.
NCP
DIN DON PON
TN DIN DON PON
-2.1
3.2
-0.9
4.1
-0.1
0.0
-0.1
0.0
0.1
-0.9
2.0
0.0
0.0
-1.0
8.0
0.0
-3.0
5.0
2.0
-2.0
0.0
0.0
0.0
0.3
-0.9
-1.3
5.9 -0.3 -3.4
5.0
-0.4 -0.4
-0.7
0.0
-0.9
1.6
0.0
0.0
-0.7
1.8

a Area unit: 104 km2.
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Table 4. Nitrogen budget for the MAB compared to the literature (in Tg N y'1except for
primary production, which is in Tg C y"1)
This study
-0.08

Burial

Denitrification

Bays/river

Advective flux
Net rate of change

-0.04 - i o r* *

-0.08

Primary
production
( T g C y 1)

34

Inorganic

0.12

Organic

0.12

Inorganic
Organic
Inorganic
Organic

0.25
-0.30
-0.01
0.01

Estimates in
References
the literature3
Alter, 1997
-0.004Anderson et al., 1994
-0.20b

21 - 4 4

0.09 - 0.32
d**
0.05 - 0.36
e**
0.81*
-0.28*
-0.07*
0.01*

DeMaster et al., 2002
Najjar et al., 2012
Fennel et al., 2006
Fennel et al., 2008
Fennel 2010
Lauren and Seitzinger, 2002
Nixon et al., 1996
Seitzinger and Giblin, 1996
Filippino et al., 2009
Mouw and Yoder, 2002
M. Mulholland, per s. comm.
O 'Reilly et al., 1987
Hossler and Bauer, 2013
Najjar et al., 2012
Hossler and Bauer, 2013
Herrmann et al., in review
Najjar et al., 2012
Fennel et al., 2006
Fennel et al., 2006
Fennel, 2010
Fennel, 2010

3 All the estimates in the literature were converted using the area of the MAB in this
study (8.7xl04 km2).
b Estimates in carbon were converted to nitrogen using the Redfield ratio.
c A large range was found for the denitrification in the literature, in part due to the
differences in the study area. Denitrification rates reported in the literature were either for
a specific region in the MAB, e.g., the inner MAB shelf (Lauren and Seitzinger, 2002), or
for a larger domain, e.g., at the northeast coast (Nixon et al., 1996) and from Nova Scotia
to Cape Hatteras (Seitzinger and Giblin, 1996).
d Estimates were converted from carbon to nitrogen using the Redfield ratio.
e Particulate organic carbon were converted from carbon to nitrogen using the Redfield
ratio, whereas dissolved organic carbon were converted using a ratio of 9.
f Unit: Tg C y"1.
* Model estimates.
** Combined model estimates and observations.
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Table 5. Summary of statistics calculated by monthly mean, spatially averaged satellite-derived data and model simulation for the
MAB in year 2004“

Bias
Ref. run
2.1
No-SU
2.7
Run-Pl
2.1
Run-P2
2.1

SST
Total Chi
ChlS
ChlL
(°C)
(mg m 3)__________ (mg m 3)__________ (mg tn 3)
RMSE ME Bias RMSE ME Bias RMSE ME Bias RMSE ME
2.2
0.9 0.1
0.3
0.4 -0.1
0.2
-0.6 0.1
0.2 -0.5
2.8
0.8 -0.3
0.4
-0.2 -0.2
0.2
-0.6 -0.1
0.2 -1.0
2.2
0.9 0.2
0.4
-0.2 0.1
0.3 -1.4 0.1
0.1
0.2
2.2
0.9 0.1
0.3
0.2 0.0
0.3
-0.7 0.1
0.1
0.3

a ME is nondimensional for all variables.
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Table 6. Ecosystem model parameters used in the 1P1Z
Fennel et al.
(2008)
0.59

The
1P1Z
1.0

mgChl mgC 1

0.054

0.027

mmol C (mg chi)-1 d~‘ m2

w-‘
d-‘
d-'

0.125

0.025

0.6
0.01

0.3
0.02

md1

5

100

Unit

Parameter
Phytoplankton growth rate at 0°C
Maximum chlorophyll to carbon
ratio for phytoplankton
Initial slope of P-I curve for
phytoplankton
Zooplankton maximum growth rate
Coagulation rate
Vertical sinking velocity for large
detritus

Table 7. Ecosystem model parameters used in the reference run, Run-Pl and Run-P2

Parameter

Unit

Maximum chlorophyll to carbon ratio for smallsize phytoplankton
Maximum chlorophyll to carbon ratio for largesize phytoplankton
Half-saturation concentration for uptake of N 0 3
for small-size phytoplankton

mgChl
m gC 1
mgChl
m gC 1
mmol N
m
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Reference Run- Runrun
Pl
P2
0.015

0.020 0.018

0.034

0.030 0.034

0.50

0.67

0.57

Figures
Figure 1 . Bathymetry and maps of the (a) model domain and (b) MAB shelf (black

crosses).
Figure 2. Schematic diagrams showing linkages between the various state variables in

the ecosystem model.
Figure 3. Monthly mean and normalized difference in SST for Febuary, May, August

and November 2004 from AVHRR and the reference run.
Figure 4. Monthly mean and normalized difference in surface total Chi for Febuary,

May, August and November 2004 from SeaWiFS and the reference run.
Figure 5. Monthly mean and normalized difference in surface ChlS for Febuary, May,

August and November 2004 from SeaWiFS and the reference run.
Figure 6. Monthly mean and normalized difference in surface ChlL for Febuary, May,

August and November 2004 from SeaWiFS and the reference run.
Figure 7. Time series of spatially averaged (a) SST, (b) total Chi, (c) ChlS and (d) ChlL

from SeaWiFS (red stars) and reference run (blue lines with open circles) in the MAB.
Figure 8. Time series of spatially averaged SST, total Chi, ChlS and ChlL from SeaWiFS

(red stars) and reference run (blue lines with open circles) in the three sub-regions.
Figure 9. Bias, RMSE and ME for SST calculated by monthly mean AVHRR and

reference run for year 2004.
Figure 10. Bias, RMSE and ME for surface total Chi (a) and the two size classes (b and

c) calculated by monthly mean SeaWiFS and reference run for year 2004.
Figure 11. Four-year (2004-2007) mean annual nitrogen fluxes for the MAB (unit: Tg N

y'1). The positive fluxes (in red) represent the influxes to the MAB, and the negative
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fluxes (in blue) represent the output from the MAB whereas zeros (in black) indicated no
change/flux.
Figure 12. Four-year (2004-2007) mean seasonal nitrogen fluxes for the MAB (unit: Tg
N y 1). Four seasons were defined as: spring (March-May); summer (June-August); fall
(September-November) and winter (December-February).
Figure 13. Interannual variability in the nitrogen fluxes for the MAB in 2004-2007 (unit:
T g N y 1).
Figure 14. Annual nitrogen fluxes for the MAB with different spin-up conditions (unit:
T g N y 1).
Figure 15. Annual nitrogen fluxes for the MAB with different plankton structure (unit:
TgNy').
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(a) The model domain
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(b) The MAB
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Figure 1. Bathymetry and maps of the (a) the model domain and (b) the MAB shelf

(black crosses).
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the ecosystem model.

176

AVHRR

Reference run

Normalized difference
Feb

Feb

-75

-70

-75

-70

May

-70

-75

Nov

-70

75
10

15
20
SST (Celsius)

25

30

35

25
50
75
100
Normalized difference (%)

Figure 3. Monthly mean and normalized difference in SST for Febuary, May, August
and November 2004 from AVHRR and the reference run.
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Figure 4. Monthly mean and normalized difference in surface total Chi for Febuary,
May, August and November 2004 from SeaWiFS and the reference run.
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Figure 5. Monthly mean and normalized difference in surface ChlS for Febuary, May,

August and November 2004 from SeaWiFS and the reference run.
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Figure 6. Monthly mean and normalized difference in surface ChlL for Febuary, May,

August and November 2004 from SeaWiFS and the reference run.
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Figure 7. Time series of spatially averaged (a) SST, (b) total Chi, (c) ChlS and (d) ChlL

from SeaWiFS (red stars) and reference run (blue lines with open circles) in the MAB.
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Figure 8. Time series of spatially averaged SST, total Chi, ChlS and ChlL from SeaWiFS
(red stars) and reference run (blue lines with open circles) in the three sub-regions.
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Figure 9. Bias, RMSE and ME for SST calculated by monthly mean AVHRR and
reference run for year 2004.
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Figure 10. Bias, RMSE and ME for surface total Chi (a) and the two size classes (b and
c) calculated by monthly mean SeaWiFS and reference run for year 2004.
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Bays/rivers (TN) = 0.22
• DIN = 0.11
• DON = 0.07 V
• PON = 0.04 m

+: into the MAB
0: no change
out of the MAB

Net rate of change
(dN/dt) = 0.00
• dDIN/dt =-0.01 Denitrification
• dDON/dt = 0.00 = -0.08
• dPON/dt = 0.01
Burial = -0.08

Advective flux
(TN) = -0.05
• DIN = 0.25
. DON = -0.08
• PON = -0.22

Figure 11. Four-year (2004-2007) mean annual nitrogen fluxes for the MAB (unit: Tg N
y'1). The positive fluxes (in red) represent the influxes to the MAB, and the negative
fluxes (in blue) represent the output from the MAB whereas zeros (in black) indicated no
change/flux.
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Figure 12. Four-year (2004-2007) mean seasonal nitrogen fluxes for the MAB (unit: Tg
N y'1). Four seasons were defined as: spring (March-May); summer (June-August); fall
(September-November) and winter (December-February).
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Figure 13. Interannual variability in the nitrogen fluxes for the MAB in 2004-2007 (unit:
Tg N y 1).
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Figure 14. Annual nitrogen fluxes for the MAB with different spin-up conditions (unit:
Tg N y '). Reference run was initialized after performing 15-year spin up, whereas the
No-SU run was initialized without spin up.
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Annual nitrogen fluxes for the MAB with different plankton structure (unit:

T g Ny' ) .
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Chapter 5: Conclusions
This dissertation has contributed to the understanding of assimilating satellitederived data and quantitative assessment of the nitrogen fluxes in the Mid-Atlantic Bight
(MAB). Essential findings of this dissertation include:
(1) The assimilation of size-differentiated chlorophyll and particulate organic carbon is
an effective way to optimize key biogeochemical parameters and improve simulated
distributions;
(2) Simultaneously assimilating satellite-derived data from multiple sites reduces the
possibility of unrealistically over-tuning the parameters;
(3) Intermediate complexity models with two phytoplankton and two zooplankton groups
are ideally suited for regional ecosystem studies, as they provide a balance between
the realism required to obtain significant model skill and the underdetermination
inherently associated with complex models containing multiple unconstrained
parameters;
(4) Model simulations demonstrate that roughly the same amount of nitrogen was
consistently removed each year from the MAB by denitrification as by burial. NCP
was more than twice as large a flux and varied more between years.
(5) The influx of nitrogen from the bays and rivers on the western boundary of the MAB
changed only slightly between years, whereas the advective fluxes across the eastern
and northern boundaries changed dramatically.
(6) Overall the strong seasonality and interannual variability in the nitrogen fluxes
highlight the importance of data coverage throughout all seasons and multiple years
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in order to accurately resolve the current status and future changes of the MAB
nitrogen budget.
1. The assimilation o f size-differentiated chlorophyll and particulate organic carbon is
an effective way to optimize key biogeochemical parameters and improve simulated
distributions.
Various cases assimilating combinations of size-fractionated chlorophyll, total
chlorophyll and/or POC in Chapter 2 demonstrated that optimal results were obtained
when assimilating both size-differentiated chlorophyll and POC. This case had the
greatest percent reduction in the a priori cost function and also produced the lowest
model-data misfit for both size-fractionated chlorophyll as well as total chlorophyll.
When satellite-derived POC data were assimilated without the concomitant assimilation
of chlorophyll data, the model-data misfit for chlorophyll dramatically increased at some
study sites. On the contrary, the assimilation of chlorophyll (or size-fractionated
chlorophyll) without the concomitant assimilation of POC data only generated a small
increase in the POC model-data misfit. This is likely because chlorophyll provides a
better constraint on the model, as there are multiple ways by which the model can
produce a given POC concentration (using different proportions of small/large
phytoplankton, zooplankton and detritus) but a smaller number of ways in which the
model can produce a given chlorophyll concentration (using different proportions of large
and small phytoplankton). These results suggest that when possible, size-fractionated
satellite chlorophyll and POC should both be simultaneously assimilated in order to
provide the best possible fit to a given satellite data set.
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2. Simultaneously assimilating satellite-derived data from multiple sites reduces the
possibility o f unrealistically over-tuning the parameters.
Both the twin experiments and experiments assimilating actual satellite-derived
data from Chapter 2 demonstrated that the optimization procedure only generated robust
parameter values when data were simultaneously assimilated from multiple sites.
Assimilating satellite-derived surface data at individual sites produced low model-data
misfit, but did not adequately constrain the model. In this case, the optimization
procedure over-tuned the model simulation, and as a result generated unrealistic
parameter values that produced large model-data misfits at times and locations when data
were not assimilated. This over-tuning of the optimized parameters did not occur when
more data from multiple sites were available for assimilation. Thus even though lower
cost functions were obtained when assimilating data individually at each of the sites,
more robust results were obtained when the model was required to fit data at multiple
sites simultaneously.
3. Intermediate complexity models with two phytoplankton and two zooplankton groups
are ideally suited for regional ecosystem studies, as they provide a balance between
the realism required to obtain significant model skill and the underdetermination
inherently associated with complex models containing multiple unconstrained
parameters.
In Chapter 3, the comparison of the five ecosystem models characterized by
varying levels of complexity in the lower trophic level food web demonstrated that the
model characterized by intermediate complexity, i.e., 2P2Z, performed best. Although the
more complex models were generally able to fit the assimilated data at least as well as the
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2P2Z model, they typically did so by using unrealistic parameter values which were not
portable to other areas of the Mid-Atlantic Bight. Twin experiments in which random
noise was added to the satellite-derived data prior to assimilation demonstrated that,
unlike the simpler models, the most complex model had enough flexibility that it was
actually able to fit the additional noise artificially added to the data. Although this “overtuning” actually improved the model-data fit at the sites where the noisy data were
assimilated, this is a dangerous outcome, as the model-data fit was degraded at other
locations within the MAB where data were not assimilated. Another difficulty with
complex models is that they are governed by such a large number of parameters, that it is
very difficult to identify the best-fit set of parameters. When applying an automated
parameter optimization method, the cost function has a tendency to get stuck in
suboptimal “local minima” and as a result the absolute global cost function minimum and
the true “best-fit” set of parameters potentially can never be identified.
4. Model simulations demonstrate that roughly the same amount o f nitrogen was
consistently removed each year from the MAB by denitrification as by burial. NCP
was more than twice as large a flux and varied more between years.
The simulated nitrogen budget described in Chapter 4 indicated that roughly equal
amounts of nitrogen was removed by denitrification as by burial (~0.1 Tg N y"1) in each
simulation year (2004 and 2005.) Annual NCP was generally greater than the sum of the
denitrification and burial fluxes, and varied strongly between years (0.2 to 0.3 Tg N y'1),
but overall was always positive indicating a net autotrophic system. All three of these
nitrogen fluxes showed strong seasonal variations, and were highly dependent on the
assumed structure of the lower trophic level model (i.e. number of phytoplankton and
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zooplankton size classes), with the model resolving more plankton size classes producing
larger nitrogen fluxes.
5. The influx o f nitrogen from the bays and rivers on the western boundary o f the MAB
changed only slightly between years, whereas the advective fluxes across the eastern
and northern boundaries changed dramatically.
The simulations described in Chapter 4 also revealed that the advective fluxes
play a large role in the overall nitrogen budget of the MAB. These fluxes vary
tremendously from year to year, and are also very sensitive to the initial conditions used
for the simulations, but are relatively insensitive to the formulations and
parameterizations used in the biogeochemical model. Whereas the change in input to the
MAB from the bays and rivers between 2004 and 2005 was only ~0.04 Tg N y 1, the
changes in advective fluxes across the northern and eastern boundaries of the MAB was
an order of magnitude higher (~0.26 Tg N y'1). These changes were probably associated
with changes in the positions of the relatively high nutrient Labrador Sea waters
advecting into the MAB from the north, and the relatively low nutrient Gulf Stream
waters advecting into the MAB from the southeast, and as such, are likely linked to the
sign and magnitude of the North Atlantic Oscillation index.
6. Overall the strong seasonality and interannual variability in the nitrogen fluxes
highlight the importance o f data coverage throughout all seasons and multiple years
in order to accurately resolve the current status and future changes o f the MAB
nitrogen budget
The inter-annual variability and seasonality of nitrogen fluxes in Chapter 4
highlighted the fact that continental shelves, such as the MAB, change rapidly and
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constantly. The annual nitrogen budget showed that the MAB switched from a nitrogen
source in 2004 to a strong source in 2007, primarily as a result of changes in the
advective fluxes, which are exceptionally difficult to estimate using in situ and satellitederived data alone. All nitrogen fluxes also showed strong seasonality. For example, the
advective fluxes and NCP were high in two seasons but were near zero the rest of the
year. These rapid changes over the course of only a few months highlight the requirement
of high temporal resolution data coverage in order to correctly quantify the MAB
nitrogen budget.

Research limitations

While this study is scientifically sound and contributes to the understanding in
many useful topics, limitations and potential biases are present. The study entirely relied
on the satellite-derived data and model simulations, both of which are associated with
inherent uncertainties. Although Chapter 2 and 3 both showed the results were solid even
when random noise was added to the satellite-derived data, the level of random noise
assumed in these studies might not be high enough to adequately represent the
uncertainties in all satellite data types. In addition, the satellite-derived data may be
associated with significant biases, which have not been investigated here.
Another drawback with the use of the satellite products is that they only provide
information at sea surface and thus the assimilation in Chapters 2 and 3 focused on
improvements at the surface. Although the twin experiments in Chapter 2 showed that
assimilating synthetic surface data substantially improved the subsurface field,
independent in situ vertical profile data would be useful to quantitatively assess the actual
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improvements in the subsurface field when surface satellite data are assimilated. Chapter
4 would also benefit from observational profile data, as the quantitative model evaluation
presented here was limited to the surface satellite-derived data.
In spite of the complexity inherent in the model equations and formulations, the 1D and 3-D models used in this dissertation are inevitably subject to certain limitations
and assumptions. In terms of the physics, the 1-D model only incorporated vertical
mixing and omitted horizontal advection and diffusion, which in fact may play an
important role in supplying/removing nutrients in coastal regions. This may explain some
of the difficulty the model had with reproducing the POC fields. None of the 1-D
assimilation experiments showed significant improvement in the POC field, probably due
to the inadequate representation of the physics in the 1-D model since the POC
distributions are controlled more by physics and less by biological processes. Although
the 3-D model in Chapter 4 resolved the horizontal circulation processes, the grid
resolution is not fine enough to fully resolve mesoscale eddies, which are particularly
important for the Gulf Stream (e.g., Bane et al., 1989; Hitchcock et al., 1993).
The ecosystem and biogeochemical components of the models utilized in this
dissertation are limited in many aspects. The size classes of phytoplankton and
zooplankton in the ecosystem models were differentiated mainly by a handful of rates,
whereas in reality they can be distinct in many of their physiological responses. For
example diatoms, an important functional type of micro-phytoplankton, are often limited
by silica concentrations, a nutrient which is not considered in this modeling study. Recent
data from the MAB (M. Mulholland, pers. comm.) indicate a diverse community of
diazotrophs associated with high N2 fixation rates, which were also not included in the
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ecosystem models. In addition, POC was typically derived from particulate organic
nitrogen using a constant Redfield carbon:nitrogen ratio whereas in reality the ratios may
deviate significantly from the Redfield ratio or be entirely uncoupled (e.g., Banse, 1994;
Sambrotto and Langdon, 1994).
The data assimilation experiments in Chapters 2 and 3 are also based on a number
of assumptions. The primary assumption is that the ecosystem model formulations are
correctly established, and only the parameter values are potentially unknown. Also only a
subset of key parameters were allowed to vary, and therefore the resulting optimal values
of these parameters were strongly affected by the model formulations and prescribed
values of the remaining parameters. If the formulations were incorrect or the other fixed
parameter values were poorly chosen, the assimilation method might compensate for
these limitations by generating unrealistic optimized parameter values which might
produce an improved fit to the assimilated data, but not be portable to other
regions/times. In this study, this issue was partially addressed through the use of cross
validation experiments.
Finally, the annual area-integrated nitrogen budget for the MAB described in
Chapter 4 is also subject to significant uncertainties. Two potentially important nitrogen
sources were not considered in this study: atmospheric deposition and nitrogen fixation.
A model study by Dentener et al. (2006) suggested more than 36% of global NOx and
NHXwas deposited over the ocean, and the deposition rate was on the order of 0.05 Tg N
y'1for the MAB. Although this is less than the loss of nitrogen due to burial and
denitrification (~0.1 Tg N y'1), it does represent a substantial nitrogen source and should
be included in the nutrient budget in future analyses. Annual area-integrated N2 fixation
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rates for the MAB as determined by extrapolating from point measurements are estimated
to be potentially as large as 0.015-0.15 Tg N y'1(M. Mulholland, pers. comm.) and thus
also need to be considered in future nitrogen budgets of this region.

Future directions
This dissertation research has demonstrated that the combined use of satellitederived data and modeling is a powerful tool for quantitatively assessing biogeochemical
cycling on continental shelves. With the research limitations listed in the previous
section, future efforts should build upon the results presented here by addressing the
following questions:
1. Did the assimilation of the surface satellite data actually improve the subsurface
fields? To this end, only a handful of satellite data assimilation studies have
investigated the effects of the assimilation of surface satellite data on subsurface
layers (e.g., Fontana et al., 2013), and no such studies are available for continental
shelves.
2. What is the best way to assimilate the satellite-derived POC data? As discussed in
“Research limitations” section above, the minor improvement in the POC field
resulting from the POC assimilation was caused by the fact that the POC distributions
are controlled more by physics and less by biological processes. Is it possible that a 3D model could assimilate the POC data to improve the circulation field?
3. How will the nitrogen budget for the MAB change when atmospheric deposition and
nitrogen fixation are taken into account? Past studies have demonstrated that under
certain conditions the nitrogen inputs from these two processes can be significant in
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the MAB, and thus future model simulations of this region should consider
incorporating these nitrogen fluxes.
4. How does the carbon budget differ from the nitrogen budget for the MAB? The
models in this study used constant C:N ratios, and thus carbon was closely coupled to
the nitrogen. However, variable C:N ratios that uncouple the carbon and nitrogen will
likely improve the realism in the quantification of the carbon fluxes.
5. How will phytoplankton size classes respond to climate change, and what are the
possible effects on the nitrogen/carbon budget for the MAB? Climate change is most
likely to affect environmental variables that regulate the size composition of primary
producers, such as physical processes (e.g., mixing, light and temperature) and
nutrients. The most noticeable change is perhaps the sea surface temperature (SST),
which has been predicted to increase by 1 to 4°C in the next 100 years (IPCC, 2007).
Such dramatic climate changes will, inevitably, cause substantial changes both in
phytoplankton abundance (Richardson and Schoeman, 2004; Sarmiento et al., 2004)
and phytoplankton community structure (Finkel et al., 2010; Najjar et al., 2010),
which eventually will affect the biogeochemical fluxes on the continental shelf. The
model developed in this dissertation has the potential to help address this question via
climate sensitivity tests that alter SST, pCOz, wind, freshwater runoff and
precipitation.
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