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Abstract
In this paper a new observer is introduced to estimate the Crystal Size Distribution (CSD) only from the
measurements of the solute concentration, temperature and a model of the growth rate. No model of the
nucleation rate is needed. This approach is based on the use of a Kazantzis-Kravaris/Luenberger observer
which exponentially estimates functionals of the CSD. Then, the full state is estimated by means of a Tikhonov
regularization procedure. Numerical simulations are provided. Our approach relies on an infinite-dimensional
observer, contrarily to the usual moment based observers.
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1 Introduction
Crystallization is one of the oldest and major processes used in industry (chemical, pharmaceutical, food, etc.) to
produce, purify or separate solid compounds or products [4]. This unit operation aims to produce solid crystals
with well defined specifications including (among others) the Crytal Size Distribution (CSD) which is of critical
importance. At the industrial scale, the CSD is neither well controlled nor monitored during the crystallization
process and a grinding step is usually performed before delivering the final product. Hence, a key point is the
real-time control and the “online” monitoring of the CSD during the crystallization operation in order to avoid
the grinding step. Unfortunately, the CSD is nowadays not directly measurable in real-time by existing sensors.
Nevertheless, the Process Analytical Technologies (PATs) allow us to get access to real time information such
as the solute concentration based on the Attenuated Total Reflectance Fourier Transform InfraRed spectroscopy
(ATR-FTIR) and the Chord Length Distribution based on the Focused Beam Reflectance Measurement (FBRM®).
FBRM® is commonly employed in pharmaceutical industries to detect online some process deviations. Note however
that its use for online estimation of the CSD remains challenging [24, 27].
Obtaining an online CSD estimation from the solute concentration, temperature and a growth rate model only
is an interesting problem which is the purpose of the present paper. To obtain online state estimation for dynamical
systems from measured outputs, control engineers usually employ asymptotic state observers. Designing state
observer for complex dynamical systems is an active research area. Some studies are devoted to nonlinear dynamics
(see [2] and references therein). Others consider infinite dimensional systems (see for instance [28]).
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Designing observers for a batch crystallization process has been addressed in recent years by several researchers
(see for instance [17, 18, 19, 21, 25, 29, 30]). These studies are based on spatial discretization of the PDE (see [25] or
[30]) or more frequently on moments analysis (see survey [18]). However, the moment based approaches suffer from
several drawbacks: (i) the numerical moment values exhibit a very large difference in their order of magnitude [10].
Consequently, a small numerical/experimental error has a significant impact on the moments estimation. The error
will then be propagated during the computation of the moment transport equations [7]; (ii) the recovering of the
CSD from a finite number of its moments is still an open area of research in mathematics and highly dependant of
the moments quality [13, 23]. Furthermore, the moment based observers depend on the knowledge of the nucleation
rate which may be tricky to model. All these reasons may explain the difficulty to develop an efficient algorithm
following this route.
In this paper, another approach is adopted to describe the CSD without using its moments. Moreover, a key
point of the proposed approach is that no information is needed on the nucleation rate.
In the first part of the paper, we recall the Kazantzis-Kravaris/Luenberger methodology for observer design
which has been introduced in its original form in [14] for linear systems and adapted for nonlinear dynamics in [1]
and [11]. Section 3 is devoted to the modeling of the batch crystallization process. Finally some simulation results
are presented in Section 4 which highlight the practical interest of the suggested methodology.
2 Kazantzis-Kravaris/Luenberger observer methodology
In control engineering, the algorithm which is employed to reconstruct online missing data on a partially measured
dynamical process is named an observer. Observer design for nonlinear dynamical systems is a very active research
area and has been the subject of numerous studies in the past 40 years (see [2] for a recent survey on this topic).
One very efficient way to design observers for finite-dimensional linear as well as nonlinear dynamical systems is the
Kazantzis-Karavis/Lunberger (KKL) observer methodology. It is an approach which follows Luenberger original
idea in [14] where asymptotic observers for linear systems were introduced for the first time. The approach of [14] is
somehow different from the way Luenberger observers are introduced nowadays (which follows Luenberger second
paper on observers [15]). It has been recently employed by Kazantzis and Kravaris in [11] to design local observers
for finite-dimensional nonlinear dynamics based on Luenberger original idea in a local version. We hope it may
also be fruitful in the context of distributed parameter systems. In this section we adapt to the context of linear
abstract Cauchy problem the KKL observer methodology which is a two-steps design procedure. In the first step
we consider the problem of estimating a function of the state. The reconstruction of the overall state of the system
is obtained in the second step by inverting this function.
2.1 Step 1: reconstruction of a function of the state
As shown in [1] and [3], it is always possible to exponentially estimate a function of the state, even for nonlinear
finite-dimensional systems, that will carry enough information about the state to estimate it in Step 2. In order to
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do so, it is sufficient to introduce an auxiliary dynamical system fed by the measured output such that its solutions
provide an estimation of this function of the state.
Let R (resp. R+, R− and R∗) denotes the set of real numbers (resp. non-negative, non-positive and non-zero real
numbers). Let X be a Hilbert space. We denote L(X ) the set of all endomorphisms of X and L(X ,R) the space of
linear forms from X to R. Consider the abstract Cauchy problem on X
ψ˙ = Fψ, ψ(0) = ψ0, (1)
where F : D(F) ⊂ X → X is a linear operator which is the generator of a strongly continuous semi-group denoted
(Tt)t∈R+ in L(X ) and ψ0 ∈ D(F). Let ρ(F) = {λ ∈ C | (F − λI)−1 ∈ L(X )} denote the resolvent set of F .
Moreover, consider a bounded output operator
y = Hψ, (2)
where H ∈ L(X ,R) is bounded. Following the KKL methodology, we obtain the following proposition.
Proposition 2.1. For all λ in ρ(F) ∩ R∗−, let Tλ in L(X ,R) be the operator defined as
Tλ : X 3 ψ 7→ H(F − λI)−1ψ ∈ R .
Then, the dynamical system
z˙λ = λzλ + y, (3)
is an exponential observer for Tλψ. More precisely, for all (ψ0, z0) in D(F)× R, it yields for all t > 0
Tλ(Ttψ0)− zλ(t) = exp(λt) (Tλ(ψ0)− z0) . (4)
where zλ : R+ → R is the solution of system (3) when y is given by (2) and initiated from z0.
Proof. Let ψ0 be in D(F). Equations (1)–(3) yield
d
dt
(Tλ(Ttψ0)− zλ(t)) = Tλ(FTtψ0)− λzλ(t)−HTtψ0
= Tλ(F − λI)Ttψ0 + λ
(Tλ(Ttψ0)− zλ(t))−HTtψ0
= λ(Tλ(Ttψ0)− zλ(t)),
where the last equality follows since Tλ(F −λI) = H. Hence, (4) follows by integrating in time the former equation.
Keeping in mind that λ is negative in Proposition 2.1, (4) implies
lim
t→+∞ |Tλ(Ttψ0)− zλ(t)| = 0. (5)
This ends the proof.
Remark 1. The operator Tλ is solution to the Sylvester equation :
FTλ = λTλ +H. (6)
We recognize here the algebraic equation which was already given in Luenberger seminal paper [14] and which
becomes a nonlinear partial differential equation in [1].
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2.2 Step 2: reconstruction of the entire state of the system
According to step 1, we can easily estimate Tλψ for all λ in ρ(F)∩R∗− via the observer system (3). The idea of the
KKL observer methodology is to consider the mapping T : X 7→ Rp given by ψ 7→ (Tλ1ψ, . . . , Tλpψ) which will be
exponentially estimated along the trajectory of (1) via a bench of observers of the form (3). To solve the estimation
problem, the question is to solve the inverse problem
T ψˆ = z (7)
with the unknown ψˆ in X . Let ImT = {T x | x ∈ X} be the image of T . Then (7) admits a solution only if z is
in ImT . The former condition is in general too restrictive due to the fact that z is only an estimation of T ψ and
consequently may not be in ImT . A solution to overcome this problem is to replace the equality constraint (7) by
the minimization problem
minimize ‖T ψ − z‖2 subject to ψ ∈ X . (8)
The set of solutions of (8) is denoted by argminψ∈X ‖T ψ− z‖2. The following results can be found in [12, Chapter
4]:
• If T is injective, then (8) has at most one solution.
• If z ∈ ImT ⊕ (ImT )⊥, then the set argminψ∈X ‖T ψ − z‖2 is closed, convex and non-empty (in particular (8)
admits at least one solution).
• If T is bijective and admits a left inverse denoted T −1 then the unique solution of (8) is ψˆ(t) = T −1z(t).
For finite dimensional systems, the injectivity of T is directly linked with an observability property of the
dynamical system (1). Indeed, following [14], it can be shown that for finite dimensional systems, if the pair (F ,H)
is observable (in the sense that the Kalman observability matrix is full rank), then picking p pairwise distinct λi’s
with p = dimX , then the obtained mapping T is invertible. In that case, a KKL observer can simply be obtained
as
z˙ =
λ1 . . .
λp
 z +
1...
1
 y , ψˆ(t) = T −1z(t).
In the infinite dimensional case, there is no hope that a finite number of λi’s can give all the information allowing
to reconstruct the entire system’s state. It is an open question to know if observability properties of the infinite
dimensional system allows to obtain that a certain countable set of λi’s gives enough information. In that case,
the minimization problem (8) becomes ill-posed. In other words, it may have no solution, or numerous solutions,
and its solutions may depend on z in a non-continuous manner. In our case, z is an estimation of T ψ. Hence, the
minimizer ψˆ of (8) may be very different of the real state ψ. A typical approach to overcome this problem is to
consider a Tikhonov regularization method in which the optimization problem (8) is slightly modified. This new
minimization problem will have solutions close to the former one, and be well-posed. We recall the next proposition
on which this method is based for the convenience of the reader.
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Proposition 2.2 ([12], Proposition 6.1). Given T in L(X ,Rp) and δ > 0, the minimization problem
minimize ‖T ψ − z‖2 + δ‖ψ‖2 subject to ψ ∈ X (9)
admits a unique solution and is a continuous function of z in Rp.
The choice of the regularization parameter δ is of the uttermost importance. Indeed, as δ → +∞, the solution
of (9) goes to zero. Conversely, as δ → 0, the problem (9) goes closer to the ill-posed problem (8). A compromise
shall be made. In practice, δ is chosen experimentally, and is linked to the measure confidence: the more uncertain
is the output y, the bigger is δ.
We also have the following theoretical result, that describes what happens when δ goes to zero.
Theorem 2.3 ([12, Theorem 6.1]). Let T in L(X ,Rp) and z ∈ ImT . Let ψ0 ∈ X and ψ the solution of (8) closest to
ψ0. Let (zn)n∈N be a sequence in Rp converging to z. Let εn = |zn− z|. Let (δn)n∈N be a sequence of regularization
parameters converging to zero. For any n ∈ N, let ψn be the solution of the problem (9) associated to zn and δn.
Then,
• |T ψn − zn| −→
n→+∞ 0;
• if
εn
δn
−→
n→+∞ 0, then |T ψn − zn| = O(εn) and ψn −→n→+∞ ψ;
• if
εn
δ2n
−→
n→+∞ 0 and ψ ∈ (ImT )
∗
, then |T ψn − zn| = O(ε2n) and |ψn − ψ| = O(εn).
To summarize, a possible observer design of a given abstract Cauchy problem in the form (1) is then given by
z˙ =
λ1 . . .
λp
 z +
1...
1
 y
ψˆ(t) = argminψ∈X
{‖T ψ − z(t)‖2 + δ‖ψ‖2} , δ > 0
T = (Tλ1 , . . . , Tλp) , Tλi = H(F − λiI)−1, i = 1, . . . , p,
(10)
where the λi are pairwise distinct elements of ρ(F) ∩ R∗−.
Note that despite the fact that this dynamical system is well-defined for all abstract Cauchy problem in the
form (1), its convergence to the real state is not guaranteed a priori and may be linked to observability properties.
3 Application to the crystallization process
3.1 Modeling the batch crystallization process
In this subsection, a dynamical model representing the batch crystallization process and the concentration mea-
surement is given.
3.1.1 Population balance equation
In a first step a batch crystallization process is modeled. We assume that the size of the crystals is described by a
scalar parameter x (in m). For example, if the crystals are spherical, then x may represent their diameter.
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Let us denote ψ(t, ·) the Number Density Function in terms of the crystal size (NDF) at time t (in m−1.m−3),
so that
∫ x2
x1
ψ(t, x)dx is the total amount of crystals in the reactor at time t with size between x1 and x2 (in m
−3).
Let [t0, t1] be the time window in which the crystallization process occurs.
We assume that the crystals never reach a specific maximal allowable size denoted xmax during the experiment.
Typically this size can simply be related to the size of the reactor in which the crystallization occurs:
∀t ∈ [t0, t1], ψ(t, xmax) = 0. (11)
We assume that all the crystals appear at the same positive size xmin, and we denote u(t) the appearance rate
of new crystals at size xmin at time t. The function u quantifies the nucleation rate in the reactor. In [22], for
instance, an expression for the function u is given as u(t) = Rn(t)/G(t), where Rn is the overall rate of nucleation
expressed in s−1.m−3 and G is the growth rate of the crystals in m.s−1. Note however that in our approach for
NDF observation, we don’t need to know precisely this expression. We do not use any model of u, and assume this
quantity to be unknown. We have
∀t ∈ [t0, t1], ψ(t, xmin) = u(t). (12)
Finally, let G(t, x) > 0 be the growth rate of the crystals in m.s−1, in other words the rate at which a crystal of
size x grows at time t. The population balance leads to
∀t ∈ (t0, t1), ∀x ∈ (xmin, xmax), ∂tψ(t, x) + ∂x(Gψ)(t, x) = 0. (13)
By considering the McCabe assumption, we assume that G does not depend on x. In that case equation (13)
becomes
∀t ∈ (t0, t1), ∀x ∈ (xmin, xmax), ∂tψ(t, x) +G(t)∂xψ(t, x) = 0. (14)
Equation (14) is a time-varying one-dimensional transport equation.
We also assume that at the beginning of the experiment, some seed particles are in the reactor. This yields
∀x ∈ [xmin, xmax], ψ(t0, x) = ψ0(x).
To summarize, the model of the NDF in a batch crystallization process is:
∂tψ(t, x) = −G(t)∂xψ(t, x) ∀t ∈ (t0, t1), ∀x ∈ (xmin, xmax)
ψ(t0, x) = ψ0(x) ∀x ∈ [xmin, xmax]
ψ(t, xmin) = u(t) ∀t ∈ [t0, t1]
(15)
to which is added the other boundary condition in (11) which in our case is seen as a knowledge on the particular
solution we wish to estimate.
The following theorem states that system (15) of this model admits weak solution in L2 space and strong solution
in H1.
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Theorem 3.1. Let t1 > t0 > 0, xmax > xmin > 0, ψ0 ∈ H1(xmin, xmax), u ∈ H1(t0, t1), G ∈ C0([t0, t1];R∗+).
Assume that u(t0) = ψ0(xmin). Then system (15) admits a unique solution
ψ ∈ C0([t0, t1];H1(xmin, xmax)) ∩ C1([t0, t1];L2(xmin, xmax)).
Moreover, for all (t, x) ∈ [t0, t1]× [xmin, xmax],
ψ(t, x) =
{
ψ0(x−G(t)) if x− xmin > G(t)
u ◦G−1(G(t)− x+ xmin) else.
(16)
where G : [t0, t1] 3 t 7→
∫ t
t0
G(τ)dτ .
The proof of this theorem can be found in [6, Theorem 2.4] in the case G = 1, and can be easily adapted by
means of a time reparametrization. It is worth noticing that this theorem does not take into account hypothesis
(11). However, the following proposition holds.
Proposition 3.2. Assume that the hypothesis of Theorem 3.1 are satisfied. Assume that there exists x¯ ∈ [xmin, xmax)
such that ψ0(x) = 0 for all x ∈ [x¯, xmax]. If
x¯+G(t1) < xmax, (17)
then ψ(t, x) = 0 for all t ∈ [t0, t1] and all x ∈ [x¯+G(t1), xmax].
Proof. Let t ∈ [t0, t1] and x ∈ [x¯+G(t1), xmax]. Then
x−G(t1) > x¯ > xmin.
Consequently, according to (16), ψ(t, x) = ψ0(x−G(t)) = 0.
Hence, one must choose t1 small enough so that the particles did not reach the size xmax. Roughly speaking,
this means that the observer that we are going to design must estimate the state in small time, i.e. before the
particles reach the size xmax. In the following, we always assume that (11) is satisfied.
3.2 Concentration sensor modeling
In the considered batch crystallization process, the measured outputs are the temperature and the solute concen-
tration denoted Cc(t). These two measurements allow to obtain online estimation of the growth rate (i.e. G) and
the third moment of the NDF.
3.2.1 Estimation of G
The knowledge of the temperature and the solute concentration allows to obtain some approximation of the growth
rate G . Indeed, following [29], a model of G can be given for all time t ∈ [t0, t1] by
G(t) = kg
Cc(t)− C∗(t)
C∗(t)
(18)
where
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• kg is a known growth rate parameter (in m.s−1),
• C∗(t) is the solubility at time t (in kg of solute per kg of solvent),
• Cc(t) is the solute concentration at time t (in kg of solute per kg of solvent).
Since C∗(t) depends on the temperature at time t , the growth rate G of the crystals can be estimated online with
the available sensors.
Other model expressions of G are available in the literature, for more details one may refer to [16, 20].
3.2.2 Estimation of the third moment of the NDF
It is possible to link the solute concentration with the NDF. Indeed, for each t ∈ R+, let Cs(t) (in kg of solid per kg
of solvent) be the solid concentration in the reactor at time t, in other words, the ratio between the total crystals
mass in the reactor at time t and the solvent mass. Let ρs (in kg.m
−3) be the density of the solute in solid phase
and Me the solvent mass (in kg). It yields:
Cs(t) =
ρs
Me
Vs(t)
where Vs(t) is the volume (in m
3) occupied by the crystals at time t. Then the volume of a crystal with size x (in
m) is simply V = kvx
3 where kv is a volumetric shape factor (see e.g. [9, 26]). For example, kv = pi/6 for spherical
crystals. The total volume of the crystals is then
Vs(t) = kv
∫ xmax
xmin
ψ(t, x)x3dx
Hence, the solid concentration in the reactor can be expressed as follows.
∀t ∈ [t0, t1], Cs(t) = ρskv
Me
∫ xmax
xmin
ψ(t, x)x3dx. (19)
Assume moreover that ρs is a known parameter. This implies that we can associate to system (15) the mea-
surement y defined as
∀t ∈ [t0, t1], y(t) =
∫ xmax
xmin
ψ(t, x)x3dx. (20)
From there, the observation problem we intend to solve is the following. From the knowledge of the output
function y(t) and the growth rate, give an online estimation of the NDF.
The purpose of the Section 3.4 is to propose a novel algorithm to solve this problem based on the KKL methodol-
ogy which was described in Section 2. Note however that before implementing the observer an observability analysis
can be carried out.
3.3 About the observability of the crystallization model
In this section, we study how the third moment may help us to estimate the NDF. First, we have the following
result.
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Proposition 3.3. Let τ ∈ (t0, t1]. Assume that there exists µ > 0 such that G(t) > µ for all t ∈ [t0, t1]. Then for
all y ∈ C0(t0, τ), there exists at most one function u ∈ H4(t0, τ) such that the solution ψ of (15) given by u and
ψ0 = 0 satisfies
y(t) =
∫ xmax
xmin
ψ(t, x)x3dx, ∀t ∈ [t0, τ ].
In other words, Proposition 3.3 states that the map u 7→ y is injective, where y denotes the third moment of
the solution of (15) with null initial condition. Its proof can be found in appendix. Hence, one can hope that
our method may reconstruct ψ from y, at least when the initial condition is zero (i.e. there is no crystals at the
beginning of the process).
However, one can wonder what happens if the initial condition is not zero. Can we still reconstruct the state
from the measurement of its third moment and the knowledge of its dynamics? In other words, is the map ψ 7→ y
injective? If yes, then one can hope that our algorithm is robust, so that the estimation of the state converges
to the actual NDF. Unfortunately, the answer is no. Indeed, we have the following proposition which is a slight
modification of [30, Theorem 3.2.3] that we state in our own context only. For the convenience of the reader, its
proof is given in appendix.
Proposition 3.4. Let τ ∈ (t0, t1]. Assume that there exists µ > 0 such that G(t) > µ for all t ∈ [t0, t1]. There
exist infinitely many solutions of (15) with different initial conditions and boundary conditions that have the same
third moment y ∈ C0(t0, τ).
We shall say that system (15) with measurement (20) is not observable. Thus, we cannot guarantee that our
estimation of the NDF converges to the actual NDF. Despite this fact, our methodology should be able to reconstruct
partially the actual NDF. Indeed, the linear function that maps the NDF to its third moment has rank 4. The
image of this state-output mapping is sometimes called the observable part of the system (see e.g. [8]), due to the
fact that an observer shall estimate at least the projection of the actual state on this subspace. See the proof in
appendix for more details.
3.4 A dynamical observer from the concentration measurement
Eventhough it was shown in the former section that the system is not observable, in this subsection, we show how
the KKL observer approach can be employed on the considered model. Following the procedure given in Section 2,
we consider λ a negative real number and the dynamical system
z˙ = λz + y . (21)
We must find a mapping Tλ which is estimated by this dynamical equation. We have the following proposition.
Proposition 3.5. Let Tλ : C1([t0, t1];L2(xmin, xmax)) 7→ C1([t0, t1]) be the functional defined as
Tλ(ψ) : t 7→
∫ xmax
xmin
a(t, x)ψ(t, x)dx (22)
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where 
∂ta(t, x) +G(t)∂xa(t, x) = λa(t, x) + x
3 ∀t ∈ (t0, t1), ∀x ∈ (xmin, xmax)
a(t0, x) = 0 ∀x ∈ [xmin, xmax]
a(t, xmin) = 0 ∀t ∈ [t0, t1],
(23)
then, along the solution of (21) which satisfies (11) where y is given in (20), it yields for all t in [t0, t1]
Tλ(ψ)(t)− z(t) = exp(λt)(Tλ(ψ)(0)− z0). (24)
Proof. Using (15) and an integration by parts yields
d
dt
(Tλ(ψ)(t)− z(t)) =
∫ xmax
xmin
∂ta(t, x)ψ(t, x)dx−
∫ xmax
xmin
G(t)a(t, x)∂xψ(t, x)dx
− λz(t)−
∫ xmax
xmin
x3ψ(t, x)dx
=
∫ xmax
xmin
∂ta(t, x)ψ(t, x)dx+
∫ xmax
xmin
G(t)∂xa(t, x)ψ(t, x)dx
−G(t)[a(t, x)ψ(t, x)]xmax
xmin
− λz(t)−
∫ xmax
xmin
x3ψ(t, x)dx.
Hence, with (23) and also the boundary condition in (15) and (11), this implies
d
dt
(Tλ(ψ)(t)− z(t)) = λ(Tλ(ψ)(t)− z(t)).
By integrating in time the former equation, we obtain (24).
Consequently, for each negative λ we exponentially estimate the functional Tλψ(t). It is interesting to remark
that no information on the nucleation rate is needed to obtain this estimation. The state observer is given as (10),
after a choice of the regularization parameter δ.
4 Numerical simulations
In this subsection numerical simulations are carried out. Let (xj)16j6Nx be a uniform discretization of the space
interval (xmin, xmax) with space step ∆x and (tk)16k6Nt be a uniform discretization of the time interval (t0, t1)
with time step ∆t. We fix Nx = Nt = 100. Let (λj)16i6p be the considered negative values of λ. An approximation
of (Tλiψ)(tk) is given by ∆x
∑Nx
j=1 ai,j,kψj,k where ai,j,k is an approximation of aλi(tk, xj) (solution of (23)) and
ψj,k an approximation of ψ(tk, xj). The transport equation which describes the crystallization process is simulated
via the method of characteristics.
We consider the system (15) with G as in (18) with a null initial condition ψ0 = 0 and a boundary condition
similar to a truncated normal distribution reaching its maximum at t = 3 s and with a compact support [0, 6] (see
Fig. 1a). The unique solution of this system is drawn in Fig. 1c (solid line), and the corresponding growth rate is
drawn in Fig. 1b.
4.1 Step 1: reconstruction of a function of the state
Following the methodology developed in Section 2, we first try to estimate the function Tλ(ψ) of the state via the
dynamical system (21) for some fixed negative values of λ. All along the simulation of (15), we compute y and
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(c) Simulation of the NDF ψ
Figure 1: Numerical simulation of the process with (xmin, xmax) = (0, 10), (t0, t1) = (0, 10) and Nx = Nt = 100.
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estimate the solution of (23) via the method of characteristics. We integrate the solution of (21) with the first order
Euler’s method. Then we plot the evolution of the relative error between z and Tλ(ψ) in Fig. 2 for some values of
λ. One can check that the error goes to zero as t→ +∞. Moreover, the bigger is |λ|, the faster is the convergence.
This is due to the exponential convergence of z − Tλ(ψ) to zero given by (4). Hence, we are able to approximate
any function Tλ(ψ) of the state. Now, we can move to the second part of the methodology of Section 2.
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Figure 2: Convergence of Tλ(ψ)− z to zero for different values of λ. We choose z(0) 6= 0 arbitrarily. The bigger is |λ|, the
faster is the convergence. By means of a linear regression, one can estimate the convergence rate of the relative error to zero:
O(e−7.4t) if λ = −0, 1, O(e−8.2t) if λ = −1, O(e−14.2t) if λ = −10, O(e−32.9t) if λ = −100.
4.2 Step 2: reconstruction of the entire state of the system
Following Step 1, we estimate simultaneously numerous functions Tλi(ψ) which correspond to different values
λi < 0. These estimations are denoted zλi . The aim of this section is to estimate the state ψ from the knowledge
of (zλi)16i6p.
Then, we choose a regularization parameter δ > 0 and solve the discrete version of the quadratic minimization
12
problem (9) at each time step, that is for each time tk, find
(
ψj,k
)
16j6Nx that
minimize
∥∥∥∆x(ai,j,k)16i6p,16j6Nx · (ψj,k)16j6Nx − (zλi(tk))16i6p∥∥∥2 + δ ∥∥∥(ψj,k)16j6Nx∥∥∥2 . (25)
This is a quadratic minimization problem, which we solve via an interior-point method (see e.g. [5, Chapter
III.11]. We need to fix an initial condition to apply this algorithm. Following a continuation method, we choose as
an initial condition at time tk the minimum value obtained at time tk−1, transported during a time ∆t at speed
G(tk−1).
The choice of parameters p, λ1, . . . , λp and δ and their influence are investigated in the paragraphs below.
• Choice of the p and (λi). Note that the matrix
(
ai,j,k
)
16i6p,16j6Nx may be injective only if p > Nx, that
is if the discretization in λ is thinner than in x. Therefore, we fix p = 2Nx = 200. Moreover, even if the
matrix (ai,j,k)i,j is injective, a regularization method is needed to left-inverse it. Indeed, for all t ∈ (t0, t1),
the operator
L2(xmin, xmax) 3 ψ 7→
(
λ 7→
∫ xmax
xmin
aλ(t, x)ψ(x)dx
)
∈ L2(λmin, λmax)
is compact (as an integral operator). Hence, even if it is injective, its inverse is not continuous. The matrix
(ai,j,k)i,j is a discretization of this operator. Then, the more the discretization is thinner, the more it is
ill-conditioned. This emphasizes the necessity of using a regularization method.
In Fig. 3, we plot the estimation of the NDF for different values of (λi). For large values of |λ|, z converges
quickly to T ψ. However, it appears that functions aλ carry less information for large values of |λ|, so that the
map T is more difficult to inverse. This explains Fig. 3b, on which the estimation ψˆ is worst than on Fig. 3c.
On the contrary, for small values of |λ|, it seems that functions aλ carry more information, since the estimation
ψˆ is similar on Fig. 3a and Fig. 3c at t = 10 s. However, we also see a peaking phenomenon (for t 6 5 s on
Fig. 3a), due to the fact that z is slower to converge to T ψ than for large values of |λ|.
Thus, one must find a compromise for the choice of (λi): take large values for fast convergence and avoiding
peaking, and small values for efficient estimation.
• Choice of the regularization parameter δ.
The regularization parameter δ must be chosen numerically, in order to find a compromise between the mini-
mization of the norm of the state, and the minimization of the gap T ψ− z. This compromise can be interpreted as
a measurement reliability. Indeed, if the measurement has a small uncertainty, then we choose a small δ. On the
contrary, if the measurement is highly uncertain, then we fix a large value of δ in order to regularize the solution.
In Fig. 4, we plot the actual NDF ψ and its estimation ψˆ at different times, for different values of δ, and with
or without measurement noise. Measurement noise is fixed at 2% of the maximal value of the output on the time
interval. For small values of δ and/or with measurement noise, we see that a peaking phenomenon appear: this is
due to a lack of regularization of the solution. On the contrary, if δ is too large, then the minimization of the norm
of the state takes too much importance in the minimization problem, and ψˆ is too attenuated.
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Figure 3: Influence of (λi)16i6p on the reconstruction of the CSD.
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Figure 4: Influence of the regularization parameter δ and measurement noise α on the reconstruction of the CSD
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5 Conclusion
In this paper a new observer has been introduced to estimate the Crystal Size Distribution from the measurements
of the solute concentration, temperature and a model of the growth rate. No model of the nucleation rate is
needed. This approach is based on the use of Kazantzis-Kravaris/Luenberger observer and a Tikhonov regularization
procedure. The numerical results obtained are promising. Even though, the knowledge of the solute concentration
alone does not allow to accurately reconstruct the full CSD as shown by our observability analysis, we believe that
this tool could be used in addition with supplementary information given by other sensors (for instance FBRM®).
This approach will be evaluated on experiments in a future research project.
Appendix: proofs of Propositions 3.3 and 3.4.
Assume that G > µ > 0. Let τ ∈ (t0, t1] and u ∈ H4(t0, τ). Let ψ be the solution of (15) with initial condition
ψ0 and boundary condition u. We introduce a time reparametrization t˜ =
∫ t
t0
G(s)ds, which is well defined since
G > µ. Let ψ˜, u˜ and y˜ be such that ψ˜(t˜) = ψ(t), u˜(t˜) = u(t) and y˜(t˜) = y(t) for all t ∈ [t0, t1]. Then
∂t˜ψ˜(t˜, x) = −∂xψ˜(t˜, x)
ψ˜(t0, x) = ψ0(x)
ψ˜(t˜, xmin) = u˜(t˜)
(26)
and y˜(t˜) =
∫ xmax
xmin
ψ˜(t˜, x)x3dx. Since the observability properties are not affected by the time reparametrization, one
can investigate observability properties of the system (26) instead of (15). Therefore, one can assume without loss
of generality that G = 1 in the rest of the proof. Since u ∈ H4(t0, τ), we have y ∈ C4(t0, τ). Equation (11) and
system (15) yield
y′ = 3
∫ xmax
xmin
x2ψ(·, x)dx− [x3ψ(·, x)]xmax
xmin
= 3
∫ xmax
xmin
x2ψ(·, x)dx+ x3minu, (27)
y(2) = 6
∫ xmax
xmin
xψ(·, x)dx+ 3 [x2ψ(·, x)]xmax
xmin
+ x3minu
′
= 6
∫ xmax
xmin
xψ(·, x)dx+ 3x2minu+ x3minu′, (28)
y(3) = 6
∫ xmax
xmin
ψ(·, x)dx− 6 [xψ(·, x)]xmaxxmin + 3 x2minu′ + x3minu(2)
= 6
∫ xmax
xmin
ψ(·, x)dx+ 6xminu+ 3x2minu′ + x3minu(2), (29)
y(4) = −6 [ψ(·, x)]xmaxxmin + 6xminu′ + 3x2minu(2)(t) + x3minu(3)
= 6u+ 6xminu
′ + 3x2minu
(2) + x3minu
(3). (30)
End of the proof of Proposition 3.3. By hypothesis, ψ0 = 0. Consequently, Equations (27)–(29) yield
y′(t0) = x3minu(t0)
y(2)(t0) = 3x
2
minu(t0) + x
3
minu
′(t0)
y(3)(t0) = 6xminu(t0) + 3x
2
minu
′(t0) + x3minu
(2)(t0),
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which is a triangular system with non vanishing diagonal since xmin > 0. Hence u(t0), u
′(t0) and u(2)(t0) are deter-
mined by y. Moreover, on [t0, τ ], u satisfies Equation (30) which is a 3rd order ordinary differential equation. Hence,
according to the Cauchy-Lipschitz theorem, there exits a unique solution u to this problem. Thus y determines u
uniquely, that u 7→ y is injective.
End of the proof of Proposition 3.4. Substituting the boundary condition in equation (30) with u = 0 yields y(4) = 0
identically on [t0, τ ]. Hence y is a polynomial function of degree less or equal than 3. Thus the linear function that
maps any solution of (15) with null boundary condition to its third moment has rank 4. Since ψ lies in an infinite
dimensional vector space, we get by the rank-nullity theorem that its kernel is non-trivial, i.e. the state-output
map ψ 7→ y is not injective, and the system has a 4-dimensional observable part.
Note that Proposition 3.4 relies deeply on Hypothesis (11). Hence the non-injectivity of the measurement is due
to the fact that the system is observed on a too small time interval. If the system was observed on [t0,+∞), then
one could show with similar argues an injectivity result.
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