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In this paper, bymeans of constructing the extended impulsive delayed Halanay inequality
andby Lyapunov functionalmethods,we analyze the global exponential stability and global
attractivity of impulsive Hopfield neural networks with time delays. Some new sufficient
conditions ensuring exponential stability of the unique equilibrium point of impulsive
Hopfield neural networkswith timedelays are obtained. Those conditions aremore feasible
than that given in the earlier references to some extent. Some numerical examples are also
discussed in this work to illustrate the advantage of the results we obtained.
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1. Introduction
Hopfield neural networks (HNNs) are now recognized as candidates for information processing systems and have been
successfully applied to associative memory, pattern recognition, automatic control, model identification, optimization
problems, etc. We refer the reader to [1–13] for more details. It is well known that time delays that affect the stability
of a network creating oscillatory and unstable characteristics are inevitably present due to the finite switching speed of
amplifiers, and have been investigated extensively by many researchers. In [6], by utilizing Lyapunov functional methods
and the linear matrix inequality approach, several sufficient conditions are obtained for ensuring global asymptotic stability
of HNNs with time delays. In [9], Liu derived some sufficient conditions for the existence and exponential stability of the
almost periodic solutions by using the fixed point theorem and differential inequality techniques. On the other hand, HNNs
are subject to sudden and sharp perturbations instantaneously, which cannot be well described by using pure continuous
HNNs or pure discrete HNN models, that is, they do exhibit impulsive effects [14,8,11]. These are neural networks with
impulsive effects, which can be used as an appropriate description of the phenomena of abrupt qualitative dynamical
changes of essentially continuous time systems. In recent years, qualitative properties of the mathematical theory of
impulsive differential equations have been developed by a large number of mathematicians, see, for example, [15,14,16,17].
Since delays and impulses can affect the dynamical behaviors of the system creating oscillatory and unstable characteristics,
it is necessary to investigate impulse and delay effects on the stability of HNNs. However, as far as we know, few results
have been reported in the literature on the stability of impulsive delay neural networks. Recently, Chen [2] studied the
global exponential stability and global exponential robust stability of several classes of impulsive Cohen–Grossberg neural
networks with time delay by using the Lyapunov function and the Halanay inequality. In [11], global exponential stability
of impulsive delay neural networks was investigated by applying the piecewise continuous vector Lyapunov function.
I Supported by the National Natural Science foundation of China (10871120).∗ Corresponding author. Tel.: +86 531 86186819; fax: +86 531 86186819.
E-mail address: xilinfu@gmail.com (X. Fu).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.02.094
188 X. Fu, X. Li / Journal of Computational and Applied Mathematics 231 (2009) 187–199
The main aim of this paper is to present some sufficient conditions for global exponential stability and global attractivity
of an impulsive HNN with time delays by means of constructing the extended impulsive delayed Halanay inequality and
by Lyapunov functional methods. The impulsive delayed Halanay inequality that we shall show is different from that given
in [18]. The effects of impulses and delays on the solutions are stressed here. Our results also improve the results of [11].
Furthermore, our results can be applied to the case not covered in [11,18]. To illustrate the validity of this result, two
examples are discussed to illustrate the advantage of the results obtained.
2. Preliminaries
Let R denote the set of real numbers, R+ the set of nonnegative real numbers and Rn the n-dimensional real space
equipped with the Euclidean norm ‖ · ‖.
Consider the impulsive HNN model with delaysCi
dui(t)
dt
= −ui(t)
Ri
+
n∑
j=1
Tijgj(uj(t − τj(t)))+ Ii, t ≥ t0, t 6= tk,
1ui|t=tk = ui(tk)− ui(t−k ), k = 1, 2 . . . , i ∈ Λ,
(2.1)
where Λ = {1, 2, . . . , n}. n ≥ 2 corresponds to the number of units in a neural network; the impulse times tk satisfy
0 ≤ t0 < t1 < · · · < tk < · · · , limk→+∞ tk = +∞; ui is the state of the neurons, Ci, Ri are positive constants, they denote
the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network
and external inputs, Tij (constants) are the connection weights, Ii is the constant input, gi is the activation function and τj(t)
is the transmission delay.
Assume that the system (2.1) is supplemented with initial conditions of the form
ui(s) = φi(s), τ = max
j∈Λ
τ+j , s ∈ [t0 − τ , t0], (2.2)
where φi, i, j ∈ Λ are continuous on [t0 − τ , t0],max τ+j = supt∈R+ τj(t).
In this paper, the impulsive operator is viewed as a perturbation of the equilibrium point u∗ of system (2.1) without
impulse effects. We assume that the following impulsive condition holds:
(H1)1ui|t=tk = ui(tk)− ui(t−k ) = Jik(ui(t−k )− u∗i ), |u+ Jik| ≤ β(i)k |u|, β(i)k > 0, i ∈ Λ, k = 1, 2, . . . .
Furthermore, we will assume that the activation function gi satisfies the following conditions:
(H2) For each i ∈ Λ, gi is bounded on R;
(H3) gi is globally Lipschitz with Lipschitz constant Li, i.e.,
|gi(u1)− gi(u2)| ≤ Li|u1 − u2|, ∀u1, u2 ∈ R, i ∈ Λ.
In the following, we will use the notation. A=diag{ 1C1R1 , 1C2R2 , . . . , 1CnRn }, B =
( |Tij|
Ci
)
n×n
, L =diag {L1, L2, . . . , Ln}; A ∈ M
denotes that A is an M-matrix, i.e., A : aii > 0, aij ≤ 0, i 6= j, det Ai > 0, Ai = (aij)i×i, i ∈ Λ; f ∈ Cn denotes
f ∈ C[[t − τ , t],Rn]; PC[R+,R] = {m : R+ → R;m(t) is continuous and continuously differentiable everywhere except
some tk at whichm(t−k ), m(t
+
k ), both of them exist andm(tk) = m(t+k )}.
Suppose φi ∈ PC([t0 − τ , t0],R), i ∈ Λ. Let Φ = (φ1(·), . . . , φn(·))T ,U∗ = (u∗1, . . . , u∗n)T ∈ Rn. Define ‖Φ − U∗‖ =
supt0−τ≤s≤t0
∑n
i=1 |φi(s)− u∗i |.
We introduce some definitions as follows:
Definition 2.1 ([10]). The function G(t, x, y) ∈ C[R+ × Rn × Cn,Rn] belongs to class Hn if:
(A1) For any t ≥ t0, x ∈ Rn, y(1), y(2) ∈ Cn, when y(1) ≤ y(2)(i.e., y(1)i ≤ y(2)i , i ∈ Λ), then G(t, x, y(1)) ≤ G(t, x, y(2));
(A2) For any t ≥ t0, y ∈ Cn, x(1), x(2) ∈ Rn when x(1) ≤ x(2) and x(1)i = x(2)i for some i ∈ Λ, then gi(t, x(1), y) ≤
gi(t, x(2), y).
Definition 2.2 ([19]). U∗ = (u∗1, u∗2, . . . , u∗n)T ∈ Rn is said to be an equilibrium point of system (2.1), if
− u
∗
i
RiCi
+
n∑
j=1
Tij
Ci
gj(u∗j )+
Ii
Ci
= 0, i ∈ Λ.
Definition 2.3 ([19]). Assume U∗ = (u∗1, u∗2, . . . , u∗n)T ∈ Rn is an equilibrium point of the system (2.1). The equilibrium
point of (2.1) is globally exponentially stable if there exist constants λ > 0 and M ≥ 1 such that for every solution
U(t) = (u1(t), u2(t), . . . , un(t))T of system (2.1) with initial valueΦ = (φ1(t), φ2(t), . . . , φn(t))T ,
n∑
i=1
|ui(t)− u∗i | ≤ M‖Φ − U∗‖e−λ(t−t0).
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Definition 2.4 ([19]). System (2.1) is said to be globally attractive, if any two solutions U(t) = (u1(t), u2(t), . . . , un(t))T
andW (t) = (w1(t), w2(t), . . . , wn(t))T of system (2.1) satisfy
lim
t→+∞
n∑
i=1
|ui(t)− wi(t)| = 0.
Note that if the system (2.1) with Jik = 0 has exactly one equilibrium point u∗, then u∗ is also an equilibrium point of the
system (2.1) by Assumption (H1). Then we have the following Lemmas 2.1 and 2.2.
Lemma 2.1 ([11]). Assume that (H1) and (H3) hold and A− BL ∈ M, then system (2.1) has a unique equilibrium point.
Lemma 2.2 ([20]). Assume that (H1)–(H3) hold, then system (2.1) has a unique equilibrium point.
Remark 2.1. In Lemma 2.1, matrix B is equal to |BC | in [11].
Next, we shall establish the extended impulsive delayed Halanay inequality, which will play an important role in the
stability analysis of system (2.1).
Lemma 2.3. Assume that there exist constants P,Q > 0, and m(t) ∈ PC[[t0 − τ ,∞),R+] such that:
(i) for t = tk,m(tk) ≤ γkm(t−k ), γk > 0 are constants and satisfymaxk∈Z+
{
1
γk
, 1
}
< PQ ;
(ii) for t ≥ t0, t 6= tk,
D+m(t) ≤ −Pm(t)+ Qm˜(t),
where m˜(t) = supt−τ≤s≤t m(s).
Then for t ≥ t0,
m(t) ≤ m˜(t0)
( ∏
t0<tk≤t
γk
)
e−λ(t−t0), (2.3)
where λ satisfies the following inequality:
0 < λ ≤ P − Q max
k∈Z+
{
1
γk
, 1
}
· eλτ .
Proof. Let Q1 = maxk∈Z+
{
1
γk
, 1
}
Q , then Q1 ≥ Q . First, we prove the set {s| 0 < s ≤ P − Q1 · esτ } is nonempty.
Let Γ (s) = s− P + Q1 · esτ , then Γ (s) is continuous in s for s ∈ [0,∞). Since Γ (0) = −P + Q1 < 0, Γ (P) = Q1 · ePτ > 0.
On the other hand, Γ ′(s) = 1 + Q1τ · esτ > 0 for s ∈ (0,∞), so we get that Γ (s) is strictly increasing in s for s ∈ [0,∞).
Hence, the set {s| 0 < s ≤ P − Q1 · esτ } is nonempty.
Next, we shall prove (2.3) holds. First, it is obvious that for t ∈ [t0 − τ , t0],
m(t) ≤ m˜(t0) ≤ m˜(t0)
( ∏
t0<tk≤t
γk
)
· e−λ(t−t0).
For t ∈ [t0, t1), we only need to prove
m(t) ≤ m˜(t0)e−λ(t−t0). (2.4)
If this is not true, then there exists tˆ ∈ [t0, t1) such that m(tˆ) > m˜(t0)e−λ(tˆ−t0).
For convenience, let
W0(t) = m˜(t0)e−λ(t−t0), t˘ = sup{t|m(s) ≤ W0(s), s ∈ [t0, t), t < tˆ}.
It is clear that t˘ ≥ t0, and
(1a)m(t˘) = W0(t˘);
(2a)m(t) ≤ W0(t), t ∈ [t0, t˘];
(3a) For any δ > 0, there exists tδ ∈ (t˘, t˘ + δ), such thatm(tδ) > W0(tδ).
Therefore, we get
D+m(t˘) ≤ −Pm(t˘)+ Qm˜(t˘) ≤ −PW0(t˘)+ QW0(t˘ − τ).
≤ −PW0(t˘)+ Q1W0(t˘ − τ).
On the other hand,
W ′0(t˘) = −λ · m˜(t0)e−λ(t˘−t0) ≥ (Q1 · eλτ − P)m˜(t0)e−λ(t˘−t0)
= −PW0(t˘)+ Q1W0(t˘ − τ).
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So we obtain D+m(t˘) ≤ W ′0(t˘), which is a contradiction with (3a). So (2.4) holds. Hence, considering condition (i), we get
m(t1) ≤ γ1m(t−1 ) ≤ γ1m˜(t0)e−λ(t1−t0).
For t ∈ [t1, t2), we next show that
m(t) ≤ γ1m˜(t0)e−λ(t−t0). (2.5)
Otherwise, there exists tˆ ∈ [t1, t2) such thatm(tˆ) > γ1m˜(t0)e−λ(tˆ−t0).
Set
W1(t) = γ1m˜(t0)e−λ(t−t0), t˘ = sup{t|m(s) ≤ W1(s), s ∈ [t1, t), t < tˆ}.
Consequently, we get:
(1b)m(t˘) = W1(t˘);
(2b)m(t) ≤ W1(t), t ∈ [t1, t˘];
(3b) For any δ > 0, there exists tδ ∈ (t˘, t˘ + δ) such thatm(tδ) > W1(tδ).
Therefore,
D+m(t˘) ≤ −Pm(t˘)+ Qm˜(t˘)
= −PW1(t˘)+ Qm˜(t˘)
≤ −PW1(t˘)+ Q ·max{m˜(t0)γ1e−λ(t˘−t0−τ), m˜(t0)e−λ(t˘−t0−τ)}
≤ −PW1(t˘)+ Q max{γ1, 1}m˜(t0)e−λ(t˘−t0−τ)
≤ −PW1(t˘)+ Q max{γ1, 1}
γ1
γ1m˜(t0)e−λ(t˘−t0−τ)
≤ −PW1(t˘)+ Q1W1(t˘ − τ).
On the other hand, we note
W ′1(t˘) = −λ · γ1m˜(t0)e−λ(t˘−t0)
≥ (Q1 · eλτ − P)γ1m˜(t0)e−λ(t˘−t0)
= −PW1(t˘)+ Q1W1(t˘ − τ).
Hence,
D+m(t˘) ≤ W ′1(t˘), (2.6)
which is a contradiction with (3b).
Furthermore, we can claim that
m(t) ≤ γ1γ2m˜(t0)e−λ(t−t0), t ∈ [t2, t3).
Similarly, we can defineW2, tˇ . We only need to note that
D+m(t˘) ≤ −Pm(t˘)+ Qm˜(t˘)
= −PW2(t˘)+ Qm˜(t˘)
≤ −PW2(t˘)+ Q ·max{m˜(t0)γ1γ2e−λ(t˘−t0−τ), m˜(t0)γ1e−λ(t˘−t0−τ)}
≤ −PW2(t˘)+ Qγ1max{γ2, 1}m˜(t0)e−λ(t˘−t0−τ)
≤ −PW2(t˘)+ Q max{γ2, 1}
γ2
γ1γ2m˜(t0)e−λ(t˘−t0−τ)
≤ −PW2(t˘)+ Q1W2(t˘ − τ).
Then, applying exactly the same argument as in the proof of (2.5) yields our desired contradiction.
By induction hypothesis, we may prove, in general, that for t ∈ [tm, tm+1), m ≥ 0,
m(t) ≤ m˜(t0)
(
m∏
k=1
γk
)
· e−λ(t−t0),
i.e.,
m(t) ≤ m˜(t0)
( ∏
t0<tk≤t
γk
)
· e−λ(t−t0), t ≥ t0.
So (2.3) holds. The proof of Lemma 2.3 is complete. 
X. Fu, X. Li / Journal of Computational and Applied Mathematics 231 (2009) 187–199 191
Remark 2.2. From Lemma 2.3, we can find that the Halanay inequality still holds under proper restrictions on impulses and
the constant λ is dependent on impulses to some extent. In particular, if m(tk) = m(t−k ), then the result in Lemma 2.3 is
similar to [10,21]. If γk ≥ 1, then the result in Lemma 2.3 is similar to [22,18].
Remark 2.3. Lemma 2.3 is different from Lemma 1 in [22]. Next we show its advantage in some situations. Let γk in
Lemma 2.3 satisfy
γk =
{
3, k = 2n− 1,
0.3, k = 2n, n ∈ Z+,
then we can show that the following inequality holds if P > 103 Q ,
m(t) ≤ 3m˜(t0)e−λ(t−t0).
On the other hand, using Lemma 1 in [22], we obtain if P > Q ,
m(t) ≤ 3m+12 m˜(t0)e−λ(t−t0), t ∈ [tm, tm+1).
From the above two inequalities, we can find that our results can be applied to the case not covered in Lemma 1 in [22]. This
shows the advantage of the lemma we obtained.
Lemma 2.4. Assume that there exist vector functions u = (u1, . . . , un)T , v = (v1, . . . , vn)T ∈ Rn satisfying:
(1) u(t) < v(t), t ∈ [t0 − τ , t0];
(2) for any i ∈ Λ, ui ∈ PC[[t0 − τ ,∞),R+] and
D−ui(t) ≤ ri(t, u(t), u˜(t)), t 6= tk,
ui(tk) < α
(i)
k ui(t
−
k ), α
(i)
k > 0,
also, for any i ∈ Λ, vi ∈ C[[t0 − τ ,∞),R+] and
D−vi(t) > ri(t, v(t), v˜(t)),
where G(t, u(t), u˜(t)) = col (r1(t, u(t), u˜(t)), r2(t, u(t), u˜(t)), . . . , rn(t, u(t), u˜(t))) ∈ Hn; u˜(t) = supt−τ≤s≤t u(s), v˜(t) =
supt−τ≤s≤t v(s);
(3) for any x, y ∈ Rn, µ > 0,
ri(t, µx, µy) = µri(t, x, y).
Then
u(t) <
( ∏
t0<tk≤t
max{1, αk}
)
v(t), t > t0, (2.7)
where αk = maxi∈Λ α(i)k .
Proof. First, we shall show that (2.7) holds for t ∈ [t0, t1), i.e.,
u(t) < v(t), t ∈ [t0, t1).
Suppose on the contrary, that there exist some t∗ ∈ [t0, t1) and l ∈ Λ such that ul(t∗) = vl(t∗). Then it is obvious that
t∗ > t0 in view of condition (1). We can choose a proper t∗ satisfying
ul(t∗) = vl(t∗), uj(t) < vj(t), t ∈ [t0, t∗), and uj(t∗) ≤ vj(t∗), j ∈ Λ, (2.8)
which implies that u(t∗) ≤ v(t∗), u˜(t∗) ≤ v˜(t∗) by virtue of u(t) < v(t), t ∈ [t0, t∗).
Considering condition (2) and G ∈ Hn, we have
D−ul(t∗) ≤ rl(t∗, u(t∗), u˜(t∗)) ≤ rl(t∗, v(t∗), u˜(t∗))
≤ rl(t∗, v(t∗), v˜(t∗)) < D−vl(t∗).
On the other hand, from (2.8) we can obtain u(t) < v(t) for t ∈ [t0, t∗), which implies that ul(t) < vl(t) for t ∈ [t0, t∗).
Since ul(t∗) = vl(t∗), we get D−ul(t∗) ≥ D−vl(t∗), which is obviously a contradiction with D−ul(t∗) < D−vl(t∗). So we have
proven that u(t) < v(t), t ∈ [t0, t1).
Considering vi ∈ C[[t0 − τ ,∞],R] and
u(t1) < α1u(t−1 ) ≤ α1v(t−1 ) = α1v(t1),
we next show that
u(t) < max{1, α1}v(t), t ∈ [t1, t2).
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Suppose this assertion is false, then there exist some t? ∈ [t1, t2) andm ∈ Λ such that um(t?) = max{1, α1}vm(t?). Then it
is obvious that t? > t1 in view of the fact that u(t1) < α1v(t1) ≤ max{1, α1}v(t1). We can also choose a proper t? satisfying
um(t?) = max{1, α1}vm(t?), uj(t) < max{1, α1}vj(t), t ∈ [t1, t?), and
uj(t?) ≤ max{1, α1}vj(t?), j ∈ Λ,
which implies that u(t?) ≤ max{1, α1}v(t?). Furthermore, from uj(t) < max{1, α1}vj(t), j ∈ Λ, t ∈ [t1, t?) and
u(t) < v(t) ≤ max{1, α1}v(t), t ∈ [t0, t1),we can obtain u˜(t?) ≤ max{1, α1}v˜(t?).
By virtue of condition (2) and G ∈ Hn, we obtain
D−um(t?) ≤ rm(t?, u(t?), u˜(t?)) ≤ rm(t?,max{1, α1}v(t?), u˜(t?))
≤ rm(t?,max{1, α1}v(t?),max{1, α1}v˜(t?))
= max{1, α1}rm(t?, v(t?), v˜(t?))
< max{1, α1}D−vm(t?).
On the other hand, we note that u(t) < max{1, α1}v(t) for t ∈ [t1, t?), which implies that um(t) < max{1, α1}vm(t) for
t ∈ [t1, t?). Since um(t?) = max{1, α1}vm(t?), we obtain D−um(t?) ≥ max{1, α1}D−vm(t?), which is a contradiction. Hence,
we obtain u(t) < max{1, α1}v(t), t ∈ [t1, t2).
Arguing as before, it is easy to check that for t ∈ [t2, t3),
u(t) < max{max{1, α1}, α2max{1, α1}}v(t)
= max{1, α1} ·max{1, α2}v(t).
Thus by the method of induction, we get for t ∈ [tk, tk+1),
u(t) <
(
k∏
i=1
max{1, αi}
)
v(t),
i.e.,
u(t) <
( ∏
t0<tk≤t
max{1, αk}
)
v(t), t > t0.
Therefore, (2.7) holds. The proof of Lemma 2.4 is therefore complete. 
Using Lemma 2.4, we can prove the following result.
Lemma 2.5. Assume that there exist a series of functions mi : mi(t) ∈ PC[[t0 − τ ,∞),R+], i ∈ Λ such that:
(i) D−mi(t) ≤ ∑nj=1 aijmj(t) +∑nj=1 bijm˜j(t), i ∈ Λ, where aij ≥ 0, i 6= j; bij ≥ 0, i, j ∈ Λ;∑nj=1 m˜j(t0) > 0, m˜j(t) =
supt−τ≤s≤t mj(s);
(ii)mi(tk) < α
(i)
k mi(t
−
k ), α
(i)
k > 0, i ∈ Λ, k = 1, 2, . . .;
(iii)−(A0 + B0) ∈ M, where A0 = (aij)n×n, B0 = (bij)n×n.
Then there exist constants γi > 0, λ > 0 such that the following inequality holds
mi(t) ≤ γi
(
n∑
j=1
m˜j(t0)
)( ∏
t0<tk≤t
max{1, αk}
)
e−λ(t−t0), t ≥ t0.
Remark 2.4. The proof of Lemma 2.5 is similar to the proof of Lemma 3 in [10]. So we omit it. But here we emphasize on
the fact that the procedure of its proof is affected by impulses in view of Lemma 2.4.
3. Main results
In the following section, we shall establish some theorems which provide sufficient conditions for global exponential
stability and global attractivity of system (2.1) by using the extended impulsive delayed Halanay inequality.
Theorem 3.1. Assume that conditions (H1)–(H3) hold, moreover, suppose that:
(H4) P
.= mini∈Λ
(
1
RiCi
)
> maxj∈Λ(
∑n
i=1
|Tij|Lj
Ci
) ·maxk∈Z+
{
1
maxi∈Λ β(i)k
, 1
}
;
(H5) there exist constants M?(>0), δ(≥0) such that δ < λ and the following inequality
m∑
k=1
ln(max
i∈Λ
β
(i)
k )− δ(tm − t0) < M? for all m ∈ Z+ holds,
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where λ satisfies the following inequality:
0 < λ ≤ P − Q max
k∈Z+
 1max
i∈Λ
β
(i)
k
, 1
 · eλτ , (3.1)
where Q .= maxj∈Λ(∑ni=1 |Tij|LjCi ).
Then the equilibrium point of the system (2.1) is unique and globally exponentially stable, and the exponential convergence
rate is equal to λ− δ.
Proof. By Lemma 2.2, we obtain that the system (2.1) has a unique equilibrium. Let U∗ = (u∗1, u∗2, . . . , u∗n)T be the unique
equilibriumpoint of system (2.1). Nextwe shall prove the unique equilibriumpoint is globally exponentially stable. Suppose
U(t) = (u1(t), u2(t), . . . , un(t))T is a solution of system (2.1)–(2.2).
Consider the Lyapunov function as follows:
V (t) =
n∑
i=1
|ui(t)− u∗i | ≥ 0,
then from conditions (H1)–(H4), we get the Dini derivative of V (t) along the solutions of system (2.1), for t ∈ [tk, tk+1),
k = 1, 2, . . .
D+V (t)|(2.1) ≤ −
n∑
i=1
1
RiCi
|ui(t)− u∗i | +
n∑
i=1
n∑
j=1
Tij
Ci
|gj(uj(t − τj(t)))− gj(u∗j )|
≤ −
n∑
i=1
1
RiCi
|ui(t)− u∗i | +
n∑
i=1
n∑
j=1
|Tij|Lj
Ci
|uj(t − τj(t))− u∗j |
≤ −min
i∈Λ
(
1
RiCi
) n∑
i=1
|ui(t)− u∗i | +maxj∈Λ
(
n∑
i=1
|Tij|Lj
Ci
)
n∑
j=1
|uj(t − τj(t))− u∗j |
≤ −PV (t)+ Q V˜ (t).
Since (H1) holds, we can easily get
V (tk) =
n∑
i=1
|ui(tk)− u∗i |
=
n∑
i=1
|Jik(ui(t−k )− u∗i )+ ui(t−k )− u∗i |
≤
n∑
i=1
β
(i)
k |ui(t−k )− u∗i |
≤ (max
i∈Λ
β
(i)
k )V (t
−
k ).
For any t ≥ t0, suppose t ∈ [tm, tm+1),m ≥ 0. By Lemma 2.3 and condition (H5), we have
V (t) ≤ V˜ (t0)
(
m∏
k=1
(max
i∈Λ
β
(i)
k )
)
e−λ(t−t0)
≤ V˜ (t0)eM? · eδ(tm−t0) · e−λ(t−t0)
≤ V˜ (t0)eM? · eδ(t−t0) · e−λ(t−t0)
≤ M‖Φ − U∗‖e−(λ−δ)(t−t0),
whereM = eM? , λ satisfies the inequality (3.1).
Hence, we obtain for any t ≥ t0,
V (t) ≤ M‖Φ − U∗‖e−(λ−δ)(t−t0).
Therefore, the equilibrium point of system (2.1) is globally exponentially stable.
Remark 3.1. In Theorem 3.1, if supn∈Z+
(∏n
k=1maxi∈Λ β
(i)
k
)
<∞, then we can choose δ = 0 in condition (H5).
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Corollary 3.1. The unique equilibrium point of system (2.1) is globally exponentially stable if conditions (H1), (H3)–(H5) and
A− BL ∈ M hold.
If we let β(i)k ∈ (0, 1], i ∈ Λ, k = 1, 2, . . . in Theorem 3.1, then we can have the following result.
Corollary 3.2. Assume that, in addition to conditions (H1)–(H3), condition
[min
k∈Z+
max
i∈Λ
β
(i)
k ] ·mini∈Λ
(
1
RiCi
)
> max
j∈Λ
(
n∑
i=1
|Tij|Lj
Ci
)
holds,
then the equilibrium point of the system (2.1)–(2.2) is unique and globally exponentially stable, and the exponential convergence
rate is equal to λ, where λ satisfies the following inequality:
0 < λ ≤ P − Q e
λτ
min
k∈Z+
max
i∈Λ
β
(i)
k
.
Remark 3.2. If we let Jik(s) = 0 in Theorem 3.1, then the similar results have been considered extensively in [5,10].
Theorem 3.2. Assume that conditions in Theorem 3.1 still hold, and Jik satisfies
(H6) Jik(s1 − s2) = Jik(s1)− Jik(s2), ∀s1, s2 ∈ R, i ∈ Λ, k = 1, 2, . . . ,
then the system (2.1) is globally attractive.
Proof. Let U(t) = (u1(t), u2(t), . . . , un(t))T andW (t) = (w1(t), w2(t), . . . , wn(t))T be the solutions of system (2.1) with
initial valuesΦ = (φ1, φ2, . . . , φn)T , Ψ = (ψ1, ψ2, . . . , ψn)T , respectively. Consider the Lyapunov function as follows:
V (t) =
n∑
i=1
|ui(t)− wi(t)| ≥ 0.
An argument as in the proof of Theorem 3.1 yields
n∑
i=1
|ui(t)− wi(t)| ≤ M‖Φ − Ψ ‖e−(λ−δ)(t−t0),
where λ, δ satisfy the inequality (3.1) and (H5), respectively.
Hence, we obtain
n∑
i=1
|ui(t)− wi(t)| → 0, t →∞.
Therefore, system (2.1) is globally attractive. The proof is complete. 
Note that in Theorem 3.1, condition P > Q and the boundedness of gi are necessary, whichmakes it difficult to be used in
some aspects. To overcome this shortcoming, we next introduce our second exponential stability theorem of system (2.1).
Theorem 3.3. Assume that conditions (H1), (H3) and A− BL ∈ M hold, moreover, suppose that:
(H7) |s+ Jik(s)| < β(i)k |s|, β(i)k > 0, i ∈ Λ, k = 1, 2, . . .;
(H8) there exists a constant λ > 0 such that A− BL− λE ∈ M and
δ
.= sup
m∈Z+
m∑
k=1
lnmax{1,max
i∈Λ
β
(i)
k }
tm − t0 < λ.
Then the equilibrium point of the system (2.1) is unique and globally exponentially stable, and the exponential convergence rate
is equal to λ− δ.
Proof. By Lemma 2.1, we obtain that the system (2.1) has a unique equilibrium. Let U∗ = (u∗1, u∗2, . . . , u∗n)T be the unique
equilibrium point. Suppose U(t) = (u1(t), u2(t), . . . , un(t))T is a solution of system (2.1)–(2.2). From (2.1), we get for
t ∈ [tk, tk+1), k = 1, 2, . . .
d(ui(t)− u∗i )
dt
= −ui(t)− u
∗
i
CiRi
+
n∑
j=1
Tij
Ci
[gj(uj(t − τj(t)))− gj(u∗j )],
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which implies that
D−|ui(t)− u∗i | ≤ −
|ui(t)− u∗i |
CiRi
+
n∑
j=1
|Tij|Lj
Ci
|uj(t − τj(t))− u∗j |
≤ −|ui(t)− u
∗
i |
CiRi
+
n∑
j=1
|Tij|Lj
Ci
|(u˜j − u∗j )(t)|,
where (u˜j − u∗j )(t) = supt−τ≤s≤t [uj(s)− u∗j ].
Let |wi(t)| = |ui(t)− u∗i |eλ(t−t0), i ∈ Λ, then
D−|wi(t)| ≤ eλ(t−t0)D−|ui(t)− u∗i | + λeλ(t−t0)|ui(t)− u∗i |
≤ eλ(t−t0)
[
−|ui(t)− u
∗
i |
CiRi
+ λ|ui(t)− u∗i | +
n∑
j=1
|Tij|Lj
Ci
|(u˜j − u∗j )(t)|
]
≤
(
− 1
CiRi
+ λ
)
|wi(t)| +
n∑
j=1
|Tij|Lj
Ci
|(w˜j)(t)|.
On the other hand, we note that
|wi(tk)| = |ui(tk)− u∗i |eλ(tk−t0) = |Jik(ui(t−k )− u∗i )+ ui(t−k )− u∗i |eλ(tk−t0)
< β
(i)
k |ui(t−k )− u∗i |eλ(tk−t0)
< β
(i)
k |wi(t−k )|.
In view of condition (H8), using Lemma 2.5, there exist some constants di > 0, α > 0 such that
|wi(t)| ≤ di
(
n∑
j=1
|w˜j(t0)|
)( ∏
t0<tk≤t
max{1,max
i∈Λ
β
(i)
k }
)
e−α(t−t0), t ≥ t0,
i.e.,
|ui(t)− u∗i | ≤ di
(
n∑
j=1
|(u˜j − u∗j )(t0)|
)( ∏
t0<tk≤t
max{1,max
i∈Λ
β
(i)
k }
)
e−λ(t−t0)e−α(t−t0)
< di
(
n∑
j=1
|(u˜j − u∗j )(t0)|
)( ∏
t0<tk≤t
max{1,max
i∈Λ
β
(i)
k }
)
e−λ(t−t0)
≤ di
(
n∑
j=1
|(u˜j − u∗j )(t0)|
)
eδ(t−t0)e−λ(t−t0)
≤ di
(
n∑
j=1
|(u˜j − u∗j )(t0)|
)
e−(λ−δ)(t−t0).
Hence, we obtain
n∑
i=1
|ui(t)− u∗i | ≤ M‖Φ − U∗‖e−(λ−δ)(t−t0),
whereM =∑ni=1 di.
Therefore, the equilibrium point of system (2.1) is globally exponentially stable. The proof of Theorem 3.3 is therefore
complete. 
Remark 3.3. In Theorem 3.3, condition A− BL ∈ M implies that condition (iii) in Lemma 2.5 holds.
Corollary 3.3. Assume that (H3) and A − BL ∈ M hold, then the equilibrium point of the system (2.1) is unique and globally
exponentially stable if conditions |s+ Iik(s)| ≤ |s| and1ui|t=tk = Iik(ui(t−k )− u∗i ) hold, and the exponential convergence rate is
equal to λ.
Theorem 3.4. Under the conditions in Theorem 3.3, assume that condition (H6) holds, then system (2.1) is globally attractive.
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Fig. 1. Numerical solution for (3.2). Here we choose δ = 0.2, λ = 0.31 and the initial data are: (u1, u2)T = (10e−t ,−10e−t )T and t ∈ [− ln 3, 0].
In the following section, we consider two particular networks of two neurons and give supporting numerical simulations
to show that our results can be applied to the case not covered in [11,18].
Example 1. Consider the following simple two-neuron neural network with delays
u′1(t) = −4u1(t)+ 0.5|u1(t − τ1)| + 0.5|u2(t − τ1)|, t 6= tk,
u′2(t) = −4u2(t)− 0.4|u1(t − τ2)| − 0.6|u2(t − τ2)|, t ≥ 0,
1u1|t=tk = u1(tk)− u1(t−k ) = J1k(u1(t−k )), t = tk,
1u2|t=tk = u2(tk)− u2(t−k ) = J2k(u2(t−k )), k = 1, 2 . . . ,
(3.2)
where τ1 = τ2 = ln 3. Clearly, τ = τ1 = ln 3. Let tk = 2k, |s + Jik| ≤ β(i)k |s|, i = 1, 2 and β(1)k = e0.4, β(2)k = e0.2. It is
obvious that L = E2×2 and
A =
(
4 0
0 4
)
, B =
(
0.5 0.5
0.4 0.6
)
, A− BL =
(
3.5 −0.5
−0.4 3.4
)
∈ M.
It is obvious that system (3.2) has a unique equilibrium point u∗ = (0, 0)T . On the other hand, it is easy to check that
max
k∈Z+
 1max
i∈Λ
β
(i)
k
, 1
 = 1, P = 4 > 1.1 = Q , δ = 0.2.
Consequently, we choose λ = 0.31 such that λ ≤ 4− 1.1× 3λ. By Corollary 3.1, the equilibrium point of the system (3.2)
is globally exponentially stable, and the exponential convergence rate is equal to 0.11. Furthermore, by a straightforward
calculation, we can get the optimal value λ which satisfies the equation λ = 4 − 1.1× 3λ. Take initial values: (u1, u2)T =
(10e−t ,−10e−t)T , t ∈ [− ln 3, 0]. The numerical simulation is illustrated in Fig. 1.
By the criteria in [11], the equilibrium point of system (3.2) is also globally exponentially stable, and the exponential
convergence rate is λ− 0.2, where λ satisfies [A− λE − Beλ]z > 0 for some z ∈ R2+.
However, if the impulse points tk = 1+ 12 + · · · + 1k , and
β
(1)
k =
{
2, k = 2n− 1,
0.4, k = 2n, n ∈ Z+, β
(2)
k =
{
2.4, k = 2n− 1,
0.4, k = 2n, n ∈ Z+,
then we have
max
k∈Z+
 1max
i∈Λ
β
(i)
k
, 1
 = 2.5, P = 4 > 2.5× 1.1 = 2.5Q ,
sup
n∈Z+
(
n∏
k=1
max
i∈Λ
β
(i)
k
)
= 2.4 <∞.
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Fig. 2. Numerical solution for (3.2). Here we choose δ = 0, λ = 0.21 and the initial data as for Fig. 1.
From Remark 3.1, we can choose δ = 0, λ = 0.21 such that λ ≤ 4 − 2.75 × 3λ. It follows from Corollary 3.1, that
the equilibrium point of the system (3.2) (0, 0)T is globally exponentially stable with the above impulses’ effect, and the
exponential convergence rate is equal to 0.21.
It is easy to check that the criteria in [11] is invalid here. So, our result presents a more feasible result than that in [11] to
some extent for this example. On the other hand, note that for t ∈ [tm, tm+1)∏
t0<t≤t
max{1,max
i∈Λ
β
(i)
k } ≥ 2.4
m
2 →∞, t →∞.
Hence, in view of Remark 2.3, the impulsive delayed Halanay inequality in [18] is not feasible here. Take initial values:
(u1, u2)T = (10e−t ,−10e−t)T , t ∈ [− ln 3, 0]. The numerical simulation is illustrated in Fig. 2.
Example 2. Consider the following delayed neural network [1]:
u′1(t) = −0.8u1(t)+ 0.1s(u1(t − τ))+ 0.3s(u2(t − τ))+ 5, t 6= k,
u′2(t) = −5.3u2(t)+ 0.9s(u1(t − τ))+ 0.1s(u2(t − τ))− 3, t ≥ 0,
1u1|t=tk = u1(tk)− u1(t−k ) = J1k(u1(t−k )− u∗1), t = k,
1u2|t=tk = u2(tk)− u2(t−k ) = J2k(u2(t−k )− u∗2), k = 1, 2 . . . ,
(3.3)
where the activation function is described by s = si = 0.5(|x+1|− |x−1|). Let L = E2×2, τ = 0.058, |s+ Jik| < √e|s|, k =
1, 2, . . . and for any i ∈ Λ. The delayed feedback matrix A and the matrix B are
A =
(
0.8 0
0 5.3
)
, B =
(
0.1 0.3
0.9 0.1
)
, A− BL =
(
0.7 −0.3
−0.9 5.2
)
∈ M.
Choose λ = 0.6, then δ = 0.5 and
A− BL− λE =
(
0.7− λ −0.3
−0.9 5.2− λ
)
=
(
0.1 −0.3
−0.9 4.6
)
∈ M.
By a straightforward calculation, we get that system (3.3) has a unique equilibrium point u∗ = (6.32,−0.24)T . It follows
from Theorem 3.3 that the equilibrium point of the system (3.3) is globally exponentially stable.
In [1], the author obtains the equilibriumpoint of the system (3.3)with Jik = 0 being asymptotically stable. The numerical
simulation without impulsive effects is illustrated in Fig. 3. Using Theorem 3.3, we obtain that the equilibrium point of the
system (3.3) is globally exponentially stable under impulsive effects (|s+ Jik| < √e|s|). The numerical simulation (suppose
|s+ Jik| =
√
2|s|) is shown in Fig. 4. From this example, we also obtain the equilibrium point of the system (3.3) with Jik = 0
being globally exponentially stable. Furthermore, (letw = u−u∗) we note that Theorem 3.3 allows for significant increases
(decreases) inw2(w1) at impulse times as long as the decreases (increases) ofw2(w1) between impulses balance it properly.
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Fig. 3. Numerical solution for (3.3) with Jik = 0.
Fig. 4. Numerical solution for (3.3). Here we choose Jik such that |s+ Jik| =
√
2|s|.
4. Conclusions
In this paper, an impulsive HNNwith time delays is considered. Bymeans of constructing the extended impulsive delayed
Halanay inequality which is different from that in the earlier publication, we have studied the global exponential stability
and global attractivity of an impulsive HNN with time delays. Some of our results are improvements on previous works
established by other researchers and are less conservative.
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