An efficient polyenergetic SART (pSART) reconstruction algorithm for quantitative myocardial CT perfusion Med. Phys. 41, 021911 (2014) A new viewpoint on iterative Hirshfeld charges is presented, whereby the atomic populations obtained from such a scheme are interpreted as such populations which reproduce themselves. This viewpoint yields a self-consistent requirement for the Hirshfeld-I populations rather than being understood as the result of an iterative procedure. Based on this self-consistent requirement, much faster algorithms for Hirshfeld-I charges have been developed. In addition, new atomic reference densities for the Hirshfeld-I procedure are presented. The proposed reference densities are N-representable, display proper atomic shell structure and can be computed for any charged species. C 2015 AIP Publishing LLC.
I. INTRODUCTION
The Hirshfeld atoms 1 are a prominent partitioning scheme in quantum mechanics. Recently, it has been extended to an iterative version. 2 One of the major benefits of that iterative scheme 2 compared to the original Hirshfeld method 1 is the independence of the atomic reference state (whether the promolecule is formed by charged or uncharged fragments). That benefit has made the Hirshfeld-I partitioning scheme gain increasing interest in chemical bonding analysis.
3,4 It also shows promise in force-field development. 5 This study provides a new and simple viewpoint on atoms obtained via the iterative Hirshfeld method (Hirshfeld-I), 2 from which efficient algorithms for calculating Hirshfeld-I charges can be constructed. The proposed algorithms are build on the ideas of Bultinck et al., 6 but their logical extension has not been published yet.
The Hirshfeld-I procedure uses atomic reference densities obtained from self-consistent calculations. This causes problems when highly charged anions are needed as input reference data, since no doubly charged anion is stable. 5 To circumvent this problem, an extended Hirshfeld-I procedure has been proposed, 5 constructing atomic reference densities of charged species by scaling the shape function of the corresponding neutral atoms. Especially for solids, the attempt has been taken in the direction of calculating reference atoms in a periodic box and neglecting the long range part of the anionic electron densities. 4 Both attempts aim in a certain way to adjust the size of the anionic electron density. This study provides another scheme of how to construct atomic reference densities, that can easily be obtained for any charged or uncharged species. The proposed reference densities are N-representable, exhibiting proper shell structure and their size can be adjusted by one meaningful parameter.
The paper is organized as follows. In Sec. II A, the current version of Hirshfeld-I is repeated. Hereafter, the improved Hirshfeld-I scheme is presented. That section contains the a) kati.finzel@cpfs.mpg.de; On leave from Max Planck Institute for Chemical Physics of Solids, Nöthnitzer Str. 40, 01187 Dresden, Germany.
main key ideas on which the methodological development is based, followed by some technical details and the extensive testing of the new proposed algorithms. In the last part, the new reference densities are presented.
II. RESULTS AND DISCUSSION

A. The iterative Hirshfeld method
The iterative Hirshfeld (Hirshfeld-I) method has been proposed by Bultinck et al. 2 in order to correct for certain shortcomings of the original Hirshfeld method, 1 such as the occurrence of almost zero charges, 7, 8 problems when extending the scheme to charged molecules, 2 and the bias due to the atomic reference state. 9, 10 In the original Hirshfeld partitioning scheme, the weighting function w A (⃗ r) for atom A in a molecule formed by M atoms is constructed from the spherical atomic density ρ 0 A (⃗ r) of the free atom A,
Clearly, w A (⃗ r) depends on whether the molecule is thought of being composed of neutral or charged fragments. The electronic population N A of fragment A in the molecule,
of course also depends on the chosen atomic reference state. The major benefit of the iterative Hirshfeld scheme is to avoid that bias. In the Hirshfeld-I procedure, the weighting function w i A (⃗ r) during iteration step i is determined by the population N i−1 A of the previous step,
giving rise to the new charge N i A , This process is repeated until the absolute difference between the electron populations for two consecutive steps is below a given threshold for all atoms in the molecule. Since the electron populations N A are usually fractional numbers, the atomic densities colorgreen in each step are obtained by using a finite difference approach for the Fukui function, 
B. The improved Hirshfeld-I method
This section presents a new viewpoint on Hirshfeld-I charges, giving rise to the development of new efficient algorithms.
At the end of a successful iterative Hirshfeld procedure, the electronic population of fragment A is given by
The weighting function w A (N A ; ⃗ r) depends on N A ; therefore, the electron populations obtained from a converged Hirshfeld-I procedure can be interpreted as such populations which reproduce themselves. In the following, the suffix "end" is dropped since the self-consistent populations N A are seen as a requirement rather than the solution of an iterative procedure. The above analytic expression for Hirshfeld-I populations offers a straightforward route for obtaining the solutions to Eq. (7) considerably faster and more efficiently than the simple iterated scheme described in Sec. II A. Let us consider for simplicity, a molecule [A a B b ] q formed by only two types of atoms A and B (q is the total charge, for a neutral molecule q = 0), with all the atoms of type A (B) having the electron population N A (N B ). The generalization for an arbitrary molecule
q is given in the Appendix. The electron density of every atom of type A is given by Eq. (6), with an equivalent definition for atoms of type B. It should be noted that N A determines l A , u A , and x A . Similarly, if one knows l A (or u A ), x A determines N A . In terms of x ≡ x A , Eq. (7) can be written as
Writing each atomic density in form (6), w A (x; ⃗ r) may always be expressed as
For instance, in LiH = AB (
In the following, the spatial dependence will be suppressed for notational compactness. The values x = 0 and x = 1 give 
The successive derivatives of F(x) at the point x n are
. . .
Truncating the expansion of
Solving for x, we have
which is the classical Newton method. The iterative method known as Householders method consists of a sequence of iterations,
beginning with an initial guess x 0 . The Newton method corresponds to the 1st-order (d = 1) Householders method (H1). For d = 2 (method H2) and d = 3 (method H3), Eq. (19) may also be written, respectively, as (20) and
Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Finally, in the polynomial method (P), a 2nd-order expansion is first used for w A in Eq. (8), + Bx n+1 + C = 0, where A = γ, B = β − 2γx n + 1, and C = α − βx n + γx 2 n − u A . Solving this equation for x n+1 (taking the solution 0 < x n+1 < 1), setting x n ← x n+1 , recomputing A, B, C, and so on, the process is iterated until x n+1 ≈ x n .
C. Computational details and practical considerations
The electron number distribution functions (EDFs) [12] [13] [14] of the second-row hydrides AH n (A = Li, Be, B, C, N, O, F) computed with Hirshfeld-I atomic densities have been recently compared with those obtained from traditional (i.e., noniterative) Hirshfeld atoms.
1 The above mentioned hydrides form a suitable test set probing the performance of the new iterative procedures, described in Section II B, compared to the simple fixed-point procedure of the standard Hirshfeld-I method. The GAMESS code 15 has been used to generate complete active space (CAS) SCF wave functions (CAS[n, m], n active electrons and m active orbitals) with the standard 6-311G(d,p) basis sets for the hydrides. The CAS descriptions used are CAS [4, 6] for LiH, CAS [6, 7] for BeH 2 , CAS [8, 8] for BH 3 , and CAS [10, 9] for CH 4 , NH 3 , H 2 O, and HF. The reference atomic densities in the ground electronic states, obtained at the Hartree-Fock level and using also 6-311G(d,p) basis sets, were spherically averaged before being used in the iterative procedure. All the numerical integrations were performed with our domestic promolden code 16 with an angular LebedevLaikov grid of 3890 points, and a radial grid of 200 points with the r-mapping procedure described in Ref. 17 .
The iterative processes described in Section II B require for their implementations the lower (l A ) or upper (u A = l A + 1) integer to the number of electrons, N A , as well as the starting value of the interpolation parameter, x A . From Eq. (6), starting with x A = 0 means that the initial guess for N A is u A , while x A = 1 implies that initially N A = l A . The choice of l A or u A is not always trivial. For instance, the total charge of the Li fragment in the LiH molecule is clearly between 0 and +1, 0 < q A < +1, so there is no doubt in this case that l A = 2 [0, 1]) , which renders the readjustment of the initial guess fast and straightforward. For the proper initial guess, the procedure usually converges within 2-5 iterations.
≡ Li
+ , u A = 3 ≡ Li 0 , l B = 1 ≡ H 0 , and u B = 2 ≡ H − . In BeH 2 , if +1 < q A < +2, one has l A = 2 ≡ Be 2+ , u A = 3 ≡ Be 1+ , l B = 1 ≡
D. Comparison of algorithms
We collect in Table I The final converged q A in a given hydride is the same in the five methods. However, the number of cycles required to achieve a convergence of 0.000 01 is 6 − 10 greater in the standard (std) procedure than in any of the methods put forward in this article. On the other hand, the difference between the H1, H2, H3, and P methods is not significant: H1 and P methods require the same number of cycles in all the cases, and H2 and H3 methods one cycle less than H1 and P methods in BeH 2 , CH 4 , NH 3 , and H 2 Os, and the same number of cycles for other three hydrides. Since H2 method needs, besides F ′ (⃗ x), the second derivatives F ′′ (⃗ x), and H3 also the third ones F ′′′ (⃗ x), the extra-time necessary to compute them does not compensates the reduction in the number of cycles in the event that this reduction actually occurs. In summary, assuming a similar implementation of all the numerical integrals required within Hirshfeld-I like electron population analyses, the simplest of the method proposed here (i.e., the H1 or Newton method) is about an order of magnitude faster than the standard iterative Hirshfeld scheme. The Newton method was applied to determine the Hirshfeld-I partitioning scheme for a wide test set, ranging from small molecules, such as HF + , HCN, CH 3 CLi 3 , or C 3 H + 3 , to larger systems, like the phenol dimer (C 6 H 5 OH · · · C 6 H 5 OH), uracil (C 4 N 2 O 2 H 4 ), and the guanine-cytosine pair (C 5 H 5 N 5 O · · · C 4 H 5 N 3 O). For the largest molecule in the test set ((C 4 H 9 ) 6 Li 6 ) the number of independent atoms is 84, if calculated without making use of the symmetry conditions. In all test cases the new algorithm TABLE I. Number of iteration cycles for standard Hirshfeld-I method (std) and the new algorithms using Newton (H1), 2nd-order Householder (H2), 3rd-order Householder (H3), and polynomial (P) approach for obtaining of the fragment population q A for the second-row hydrides AH n (A = Li, Be, B, C, N, O, F). An initial guess x A = 0.5 (Eq. (6)) has been used in all the cases. converges to the same solution as obtained from standard Hirshfeld-I approach. Fig. 1 compiles to CPU times needed for convergence obtained on a single Intel i5 CPU for the standard approach (std), data are shown in black, as well as for the new algorithm (H1), data are shown by red points. Note the logarithmic scale for the CPU times. Despite the fact that a single iteration for the H1 approach needs more computer time than a single iteration in the standard procedure, since the number of integrals that need to be calculated is larger in the H1 algorithm, the overall timing is much more favorable for the H1 approach, since the number of iterations needed for convergence is largely suppressed compared to the original scheme. For all calculated molecules, the H1 approach is about ten times faster than the original Hirshfeld procedure.
E. Effective shell densities for the Hirshfeld-I partitioning scheme
Usually, the atomic reference densities for the Hirshfeld-I partitioning scheme are stemming from self-consistent calculations. This causes several problems, when input densities for highly charged anions are needed, since no doubly charged anion is stable. 5 In addition, highly charged fragments have significant charge concentration far away from the nucleus, leading to undesirable artefacts in the Hirshfeld-I procedure. 5 To circumvent those problems, several attempts have been taken in the direction of forcing the extra electrons to bind by using a finite basis, 2 computing reference atoms in periodic boxes and neglecting a part of the electron density 4 and scaling the shape function of neutral fragments. 5 This study presents another way of constructing reference densities. Since the Hirshfeld-I partitioning scheme is based on local properties, the commonly used restriction that reference densities shall be obtained from self-consistent calculations (which is a purely energetic criterium) is released. Instead, the focus is set on proper description of local properties. Atomic reference densities shall fulfill the following criteria: describe the proper number of electrons in the system, display proper local behavior with respect to the atomic shell structure. 18 Additionally, it would be desirable to have fragment densities of adjustable size in order to account for effects of the local environment the fragment is placed in. Since the energetic criterium is released, the fragment densities for any number of electrons can simply be constructed as the spherical average over electron densities originating from a single Slater determinant, whereby the orbitals are given by the solutions of the one-electron Schrödinger-equation with Z = Z eff . Since those orbitals are stemming from a solution completely neglecting electron-electron repulsion, the resultant density will in general be compressed compared to a self-consistent density including this repulsion. That effect can be modeled by the parameter Z eff , 19, 20 whereby Z eff is the same for all orbitals in order to keep the scheme in its simplest form. Figure 2 displays the new reference densities, hereinafter called effective shell densities (ESDs), for the Li atom for Z eff = 3.0, Z eff = 2.5, and Z eff = 2.0, respectively. All effective shell densities exhibit proper shell structure behavior, displaying a kink in the electron density as the boundary between the first shell and the second shell for the Li atom. For comparison, the figure also contains atomic densities using standard basis sets, showing that the electron density with Z eff = 3.0 is largely compressed compared to a standard reference density. However, the size of the Li atom can be adjusted by the value of Z eff , as can be seen from Fig. 3 , where the radius confining 99% of electron density of the Li atom is depicted (for comparison, r 99% = 6.27 bohrs using STO-3G). Of course the Hirshfeld-I populations for the Li fragment in LiH depend on the chosen value of Z eff , see the red colored data in Fig. 3 . This effect is not specific for effective shell densities. In standard Hirshfeld-I calculations, the population of the Li fragment in LiH decreases from 2.59 electrons using STO-3G basis set to 2.04 electrons using a cc-pVQZ basis. But in the cases of Hirshfeld-I-ESD calculations, this effect is systematic and, therefore, could be exploited for tuning Hirshfeld-I charges, e.g., for accurately modeling, the electrostatic potential for force field calculations, an aim that was currently raised by Verstraelen et al., 5 leading to the extended Hirshfeld method (Hirshfeld-E). Due to the construction of reference densities in the HE scheme (reference densities do more follow strict prescription of ensemble DFT in contrast to the Hirshfeld-I scheme 5 ) Hirshfeld-E and Hirshfeld-I are different methods, whereby Hirshfeld-I charges are more transferable than their Hirshfeld-E counterparts, since Hirshfeld-E charges take into account for the local environment in which the analyzed fragment is placed.
Please note the sensitivity of the Hirshfeld-I charges on the model parameter Z eff , see Fig. 3 . This effect is more pronounced for increasing number of shells. For comparison, the Hirshfeld-I charges for water have been calculated based on the new atomic reference densities. Table II compiles the results. As can be seen from the data, the obtained charges vary from −0.3 electrons to −2.0 electrons for the range of Z eff between 5.2 and 3.6. For comparison, Hirshfeld-I calculation using standard basis sets yields a charge of −1.0 electrons on the oxygen side. The above example illustrates that the effective nuclear charge must be carefully chosen in order to correctly model the Hirshfeld-I charges. Another way to circumvent this ambiguity is to start from a given SCF solution for the neutral atom and simply add the remaining electrons via population of the virtual orbitals. The resulting densities also display proper local behavior, because the virtual orbitals introduce the atomic shell structure, since due to their nodal behavior.
Using effective shell densities as reference densities for the iterative Hirshfeld partitioning leads to a unified method, Hirshfeld-I-ESD providing either transferable charges by keeping Z eff fixed for a certain element or offering a more flexible scheme by allowing Z eff to adapt for the different local environments in which the corresponding fragment is placed.
III. CONCLUSIONS
It has been shown that atomic populations obtained from an iterative Hirshfeld (Hirshfeld-I) procedure can be interpreted as such populations which reproduce themselves. This requirement for the atomic population can be expressed analytically rather that being understood as the result of the original Hirshfeld-I procedure. Based on that analytical expression considerably faster algorithms for obtaining Hirshfeld-I charges have been developed. Usually convergence is reached within 4 steps, whereas more than 20 iterations are needed for the original Hirshfeld-I scheme.
In addition, new atomic reference densities for the Hirshfeld-I scheme have been proposed. The proposed ESDs are N-representable, exhibit proper shell structure, and can be obtained for any charged or uncharged species. ESD is obtained by spherical average over electron densities obtained from single determinants, whereby the orbitals are given by the solutions of one-electron Schrödinger-equation with effective nuclear charge Z eff . The resulting Hirshfeld-I-ESD scheme yields transferable charges in case that Z eff is fixed for given element or can be used as a flexible scheme with varying Z eff for different local environments, especially useful in force field applications.
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APPENDIX: GENERALIZATION OF THE NEW ITERATIVE ALGORITHM TO POLYATOMICS
We show in this Appendix the generalization of the Newton method to obtain Hirshfeld-I atoms described in 
where R = A, B, . . ., r = a, b, . . ., and ρ N R R k (⃗ r) integrates to u R − x R . The promolecular density is given by
where ⃗ x = {x A , x B , . . .} and the weight function for the kth atom of type R is
The Hirshfeld-I atoms must fulfill the equations 
