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a b s t r a c t
Pawlak’s flow graphs have attracted both practical and theoretical researchers because of
their ability to visualize information flow. In this paper, we invent a new schema to repre-
sent throughflow of a flow graph and three coefficients of both normalized and combined
normalized flow graphs in matrix form. Alternatively, starting from a flow graph with its
throughflow matrix, we reform Pawlak’s formulas to calculate these three coefficients in
flow graphs by using matrix properties. While traditional algorithms for computing these
three coefficients of the connection are exponential in l, an algorithm using ourmatrix rep-
resentation is polynomial in l, where l is the number of layers of a flow graph. The matrix
form can simplify computation, improve time complexity, alleviate problems due to miss-
ing coefficients and hence help to widen the applications of flow graphs.
Practically, data sets often reside at different sources (heterogeneous data sources).
Their individual analysis at each source is inadequate and requires special treatment.
Hence, we introduce a composition method for flow graphs and corresponding formulas
for calculating their coefficients which can omit some data sharing. We provide a real-
world experiment on the Promotion of Academic Olympiads and Development of Science
Education Foundation (POSN) data set which illustrates a desirable outcome and the
advantages of the proposed matrix forms and the composition method.
© 2010 Elsevier Ltd. All rights reserved.
0. Introduction
Rough set theory was introduced by Zdzislaw Pawlak in 1982 [1]. The crux of rough set theory is the novel use of
approximations to cope with uncertainty. In 2002, Pawlak introduced a mathematical flow graph (rough set flow graph)
which is a significant extension of rough set theory [2]. Pawlak interpreted the union of all inputs x of y as the upper
approximation of y and the union of all inputs x of y such that cer(x, y) = 1 as the lower approximation of y [3]. This is
different from the flow networks introduced by Ford et al. that do not analyze optimal flow [4]. A flow graph represents
the mathematical model of information flow from the given data set. The branches of a flow graph can be interpreted as
decision rules [2]. In 2003, Pawlak revealed the relationship between flow graphs and probability. From the concepts of
modus ponens andmodus tollens, Pawlak replaced the truth values by their corresponding probabilities and obtained rough
modus ponens and roughmodus tollens [5]. Later, Pawlak discovered that certainty and coverage in a flow graph satisfy Bayes’
theorem,without referring to either prior or posterior probabilities [6]. Pawlak also proposed a new approach to datamining
and knowledge discovery based on information flow distribution [7]. There is a unique flow graph for every decision tree,
which can be constructed by removing the root while its nodes are labeled with the same attribute [8].
Within the past decade, there has been much research on theoretical aspects of flow graphs which explored the
complementary nature of their properties and other mathematical theories. At the same time, flow graphs applications
became wider in scope and more complex. In 2002, Greco et al. relaxed the concept of mutual exclusion of decision rules
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and showed that the properties of decision algorithms still hold [9]. In 2004, Czyzewski and Kostek applied flow graphs to
knowledge extraction from the Compact Disc Database (CDDB) [10]. In 2006, Butz et al. showed that the traditional rough
set flow graph inference algorithm has exponential time complexity. They proposed a new rough set flow graph inference
algorithm that exploits the factorization [11]. This year, Pattaraintakorn et al. represented rough sets rule learning for ordinal
prediction based on rough sets representation of the rules [12]. Since Pawlak’s flow graph is a quantificational graph,
i.e., it represents relations among nodes using quantity of flow, it cannot describe exactly the characteristics of decision
systems. Sun et al. introduced an extension of flow graphs to solve this problem [13]. The concept of fuzzy flow graphs was
introduced in 2006 byMieszkowicz-Rolka and Rolka [14]. They allowed decision tables with fuzzy attributes to be analyzed
and interpreted in terms of flow graphs. In 2007, Suraj and Pancerz used flow graphs as a tool for rule mining in consecutive
time windows of a temporal information system [15]. Chan and Tsumoto presented a rule learning algorithm for certain
boundary rules for flow graphs [16]. In 2008, Liu et al. developed a model for an extended flow graph by using granular
computing [17]. In the same year, Matusiewicz and Pancerz combined flow graphs and max product composition of fuzzy
relation equations in state prediction problems [18].
In our previous studies, we proposed a new extension of flow graphs to association rules in datamining.We revealed the
relationship between support and confidence of association rules and flow graphs i.e., for every path [xyz] if cer(y, z) = 1,
then sup[xyz] = σ [xyz] and conf[xyz] = 1 [19]. We also extended a method for calculating the certainty, coverage and
strength coefficients of fuzzy flowgraphs under several conditions [20]. Furthermore,weproposed a relaxation of themutual
exclusion property of the decision algorithm and computed its certainty and coverage coefficients [20].
Pawlak’s flow graph is a useful tool for knowledge discovery and has been successfully applied in many areas.
Nevertheless, representing a flow graph in matrix form is still an open problem. From a practical point of view, matrix
notation can be useful in the processing of large data sets. Thus, in this paper we define throughflow of a flow graph and
three coefficients of a normalized and a combined normalized flow graph in matrix form. Consequently, matrix properties
are employed to calculate coefficients and discover newproperties of such flowgraphs. Traditional algorithms for computing
three coefficients of the connection are exponential in lwhereas an algorithm using ourmatrix representation is polynomial
in l, where l is the number of layers of a flow graph.
More importantly, in real-world databases, data sets may reside at different sources (heterogeneous data sources) which
requires special treatment. To analyze data in this format, data integration combines data residing at different sources, and
provides the userwith a unified viewof these data. The problemof designing data integration systems is important in current
real-world applications and is characterized by a number of issues that are interesting from a theoretical point of view [21].
Thus, we introduce a new composition of flow graphs and derive formulas for calculating their coefficients. We conduct a
real-world experiment on the Promotion of Academic Olympiads and Development of Science Education Foundation (POSN)
data set with sensitivity, specificity and accuracy analysis and model selection.
This article is organized as follows. In Section 1 we present preliminary definitions of flow graphs. Section 2 contains our
definitions for representing the throughflow of a flow graph and coefficients related to flow graphs in matrix forms. In this
section, we also introduce new formulas for calculating such coefficients by using matrix properties directly. We establish
the composition of flow graphs from heterogeneous data sources and formulas to calculate the corresponding coefficients
in Section 3. The actual data set from the POSN and the experimental results are presented in Section 4.
1. Pawlak’s flow graphs
Flow graphs were introduced by Pawlak in 2002 [2]. In this section, we recall some concepts of flow graphs from
[2,3,5–9].
A flow graph is a directed, acyclic, finite graph G = (N, B, ϕ), where N is a set of nodes, B ⊆ N × N is a set of directed
branches, ϕ : B → R+ is a flow function and R+ is the set of non-negative real numbers. If (x, y) ∈ B then x is an input of
node y denoted by I(y) and y is an output of node x denoted by O(x). Next, the input and output of a flow graph G are defined
respectively by I(G) = {x ∈ N|I(x) = ∅} and O(G) = {x ∈ N|O(x) = ∅}. These inputs and outputs of G are called external
nodes of Gwhereas other nodes are called internal nodes of G. If (x, y) ∈ B then we call ϕ(x, y) a throughflow from x to y. We
will assume in what follows that ϕ(x, y) ≠ 0 for every (x, y) ∈ B.
With every node x of a flow graph G, we have its associated inflow and outflow respectively as ϕ+(x) = ∑y∈I(x) ϕ(y, x)
and ϕ−(x) =∑y∈O(x) ϕ(x, y). Similarly, an inflow and an outflow for the flow graph G are defined as ϕ+(G) =∑x∈I(G) ϕ−(x)
and ϕ−(G) =∑x∈O(G) ϕ+(x). We assume that for any internal node x, ϕ−(x) = ϕ+(x) = ϕ(x), where ϕ(x) is a throughflow of
node x. Similarly then, ϕ−(G) = ϕ+(G) = ϕ(G) is a throughflow of graph G. As discussed by Pawlak [3], the above equations
can be considered as flow conservation equations [4].
1.1. Normalized flow graphs
In order to demonstrate interesting relationships between flow graphs and other disciplines, we come to the normalized
version of flow graphs.
A normalized flow graph is a directed, acyclic, finite graph G = (N, B, σ ), where N is a set of nodes, B ⊆ N × N is a set of
directed branches and σ : B → [0, 1] is a normalized flow of (x, y). The strength of (x, y)where 0 ≤ σ(x, y) ≤ 1 is
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σ(x, y) = ϕ(x, y)
ϕ(G)
. (1)
With every node x of a flow graph G, the associated normalized inflow and outflow are defined as σ+(x) = ϕ+(x)ϕ(G) =∑
y∈I(x) σ(y, x) and σ−(x) = ϕ−(x)ϕ(G) =
∑
y∈O(x) σ(x, y). For any internal node x, it holds that σ+(x) = σ−(x) = σ(x),
where σ(x) is a normalized throughflow of x. Similarly, the normalized inflow and outflow for the flow graph G are defined as
σ+(G) = ϕ+(G)ϕ(G) =
∑
x∈I(G) σ−(x) and σ−(G) = ϕ−(G)ϕ(G) =
∑
x∈O(x) σ+(x). It also holds that σ+(G) = σ−(G) = σ(G) = 1. With
every branch (x, y) of a flow graph G, the certainty and the coverage of (x, y) are defined respectively as
cer(x, y) = σ(x, y)
σ (x)
, (2)
cov(x, y) = σ(x, y)
σ (y)
, (3)
where σ(x), σ (y) ≠ 0.
In accordance with the previous notions, here are some consequential properties:
∑
y∈O(x) cer(x, y) = 1 and∑
x∈I(y) cov(x, y) = 1. In addition, σ(x) =
∑
y∈O(x) cer(x, y)σ (x) =
∑
y∈O(x) σ(x, y) and σ(y) =
∑
x∈I(y) cov(x, y)σ (y) =∑
x∈I(x) σ(x, y) have the form of a total probability theorem, whereas cer(x, y) = cov(x,y)σ (y)σ (x) and cov(x, y) = cer(x,y)σ (x)σ (y) are
Bayes’ rules [3,7].
1.2. Paths and connections
In a flowgraphG, if we concentrate on relationships of a sequence of nodes in a flowgraph,we can find these relationships
using the concept of paths.
A (directed) path from x to y(x ≠ y) in G, denoted by [x . . . y], is a sequence of nodes x1, . . . , xn such that x1 = x
and xn = y and (xi, xi+1) ∈ B for every i, 1 ≤ i ≤ n − 1. The certainty, coverage and strength of the path [x1 . . . xn] are
defined as cer[x1 . . . xn] = ∏n−1i=1 cer(xi, xi+1), cov[x1 . . . xn] = ∏n−1i=1 cov(xi, xi+1) and σ [x1 . . . xn] = σ(x1)cer[x1 . . . xn] =
σ(xn)cov[x1 . . . xn].
Next, since flow graphs are composed of internal and external nodes, if we only focus on input and output, then we
require the concept of a connection.
The set of all paths from x to y(x ≠ y) in G, denoted by ⟨x, y⟩, is a connection of G determined by nodes x and y. For every
connection ⟨x, y⟩, its associated certainty, coverage and strength of the connection ⟨x, y⟩ are
cer ⟨x, y⟩ =
−
[x...y]∈⟨x,y⟩
cer[x . . . y], (4)
cov ⟨x, y⟩ =
−
[x...y]∈⟨x,y⟩
cov[x . . . y], (5)
σ ⟨x, y⟩ =
−
[x...y]∈⟨x,y⟩
σ [x . . . y] = σ(x)cer ⟨x, y⟩ = σ(y)cov ⟨x, y⟩ . (6)
If [x . . . y] is a path such that x and y are the input and output of the graph G, respectively, then [x . . . y]will be referred to
as a complete path. The set of complete paths from x to ywill be called a complete connection from x to y in G. For simplicity,
we will only consider complete paths and connections.
If we substitute every complete connection ⟨x, y⟩ in G, where x and y are an input and an output of a graph Gwith a single
branch (x, y) such that σ(x, y) = σ ⟨x, y⟩ , cer(x, y) = cer ⟨x, y⟩ and cov(x, y) = cov ⟨x, y⟩ then we have a new flow graph
with the property σ(G) = σ(G′). This is called the combined flow graph.
1.3. An illustrative example
In this section, we illustrate the above ideas by means of a simple example (a modification of [7]). It is a voting analysis
problem as depicted in Fig. 1.
Suppose we are given three disjoint age groups of voters: y1 (old), y2 (middle aged) and y3 (young). They belong to three
social classes x1 (high), x2 (middle) and x3 (low). The voters can vote for three political parties z1, z2 and z3. Assume that voters
are grouped according to social classes, age groups and political parties as shown in Fig. 1. We can give a brief explanation
as follows. Inputs of this flow graph are nodes x1, x2 and x3, whereas the outputs are nodes z1, z2 and z3. Nodes y1, y2 and y3
are internal nodes. Next, if we consider the bold branch in Fig. 1, the throughflow of the branch (x2, y1) is ϕ(x2, y1) = 21.
Therefore 21 voters are middle class and old. The inflow of node y1 is ϕ+(y1) = 27 and outflow is ϕ−(y1) = 27.
The normalized flow graph version of Fig. 1 is depicted in Fig. 2. There are three layers in this flow graph. The first layer
consists of nodes x1, x2 and x3, the second layer consists of nodes y1, y2 and y3 and the third layer consists of nodes z1, z2
and z3.
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Fig. 1. Flow graph initial data for the voting problem [19].
Fig. 2. Social class, age and party votes normalized flow graph.
Fig. 3. Combined normalized flow graph of Fig. 2.
To illustrate,wepresent someexamples of how to compute three coefficients of this flowgraph.We can calculate strength
by using (1), e.g., the bold branches indicate that σ(x2, y1) = 0.21 which means that 21% of the voters are middle class and
old. We can calculate the certainties by using (2), e.g., cer(y1, z1) = 0.7 and cer(y1, z2) = 0.3; these can be interpreted as
indicating that 70% of the old age group (y1) vote for party z1 and the other 30% vote for party z2. Finally, we can calculate
the coverage by using (3), e.g., cov(y1, z2) = 0.12 and cov(y2, z2) = 0.88, which can be interpreted as indicating that 12%
of the votes for party z2 come from the old age group (y1) and the rest (88%) come from the middle age group (y2).
Next, to focus on vote distribution between parties and social classes, we construct the combined normalized flow graph
as depicted in Fig. 3. It comes from all of the complete connections between parties and social classes in Fig. 2. We can
calculate the certainty, coverage and strength of the connections in Fig. 3 by using (4)–(6), respectively. For instance, the
connection ⟨x2, z1⟩ consists of paths [x2y1z1] and [x2y3z1] (bold paths in Fig. 2). Thenwe can calculate the certainty, coverage
and strength of ⟨x2, z1⟩ : cer ⟨x2, z1⟩ = 0.27, cov ⟨x2, z1⟩ = 0.71 and σ ⟨x2, z1⟩ = 0.19. This can be interpreted as indicating
that 27% of the middle class vote for party z1, 71% of party z1’s votes come from the middle class and 19% of voters who are
middle class vote for party z1, respectively.
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2. Representation of flow graphs in matrix form
The study ofmatrices has established theories and algorithms for solving or analyzing problems and applications inmany
areas (e.g., systems of linear equations, differential equations, economics, graph theory, communication networks, electrical
networks etc. [22]). Nevertheless, research on presenting flow graphs inmatrix form is scarce. In this section, we first define
throughflow of a flow graph and a normalized flow graph with their coefficients in matrix form. Then, we apply known
results on matrices in order to simplify and analyze three coefficients of these flow graphs at the end of this section.
In Definitions 1–5, we offer new methods for representing throughflow and three coefficients in matrix form directly
from an initial flow graph.
Definition 1. Let G = (N, B, ϕ) be a flow graph, let X be an attribute with n values: x1, x2, . . . , xn, and let Y be an attribute
with m values: y1, y2, . . . , ym, such that (xi, yj) ∈ B, 1 ≤ i ≤ n, 1 ≤ j ≤ m. The throughflow of G is represented in matrix
form as
GϕG(xi,yj) =

ϕi,j

n×m , ϕi,j = ϕ(xi, yj),
where 1 ≤ i ≤ n and 1 ≤ j ≤ m.
Definition 2. Let G = (N, B, σ ) be a normalized flow graph, let X be an attribute with n values: x1, x2, . . . , xn, and let Y be
an attribute withm values: y1, y2, . . . , ym, such that (xi, yj) ∈ B, 1 ≤ i ≤ n, 1 ≤ j ≤ m. The strength, certainty and coverage
of G are represented in matrix form as:
1. GσG(xi,yj) =

σi,j

n×m , σi,j = σ(xi, yj),
2. GcerG(xi,yj) =

ceri,j

n×m , ceri,j = cer(xi, yj),
3. GcovG(xi,yj) =

covi,j

n×m , covi,j = cer(xi, yj),
where 1 ≤ i ≤ n and 1 ≤ j ≤ m.
Definitions 1 and 2 are the representations of throughflow and the strength, certainty and coverage of directed branches
in connected layers in matrix form. Let us give a brief observation.
– For matrices GϕG(xi,yj),GσG(xi,yj),GcerG(xi,yj) and GcovG(xi,yj) the number of rows, n, is equal to the number of attribute values
of X and the number of columns,m, is equal to the number of attribute values of Y .
– For GϕG(xi,yj), we see that the summation of the ith row is an outflow of xi while the summation of the jth column is an
inflow of yj, for all i, j.
– The summation of all elements in GϕG(xi,yj) equals the throughflow of the flow graph.
– For a matrix GσG(xi,yj), the summation of the ith row is a normalized outflow of xi while the summation of the jth column
is a normalized inflow of yj, 1 ≤ i ≤ n, 1 ≤ j ≤ m and the summation of all elements in the matrix is 1.
– The summation of any row in GcerG(xi,yj) is 1 and the summation of any column in GcovG(xi,yj) is 1.
To illustrate, from Fig. 1, we can represent the throughflow from xi to yj, 1 ≤ i, j ≤ 3, for all sets of connected branches
between the first and the second layers in the matrix form denoted by GϕG(xi,yj) as GϕG(xi,yj) =
[
6 4 0
21 42 7
0 14 6
]
. Similarly, the
strength, certainty and coverage of (xi, yj), denoted by GσG(xi,yj),GcerG(xi,yj) and GcovG(xi,yj), of the normalized flow graph in
Fig. 2 in matrix form are GσG(xi,yj) =
[
0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06
]
,GcerG(xi,yj) =
[
0.60 0.40 0.00
0.30 0.60 0.10
0.00 0.70 0.30
]
and GcovG(xi,yj) =
[
0.22 0.07 0.00
0.78 0.70 0.54
0.00 0.23 0.46
]
.
After considering matrices representing throughflow, strength, certainty and coverage for connected layers, we extend
to a flow graph with more than two layers. Definitions 3 and 4 generalize the previous definition to a flow graph and a
normalized flowgraphwithn−1 condition attributes andonedecision attribute.Weuse to denote a (binary) concatenation
operator for any connected layer. Note that  is similar to a concatenation operator, ||, in computer networks.
Definition 3. LetG = (N, B, ϕ) be a flow graph, X i be a condition attributewith ki values that are xi1, xi2, . . . , xiji , . . . , xiki , 1 ≤
i ≤ n − 1, and Xn be a decision attribute with kn values that are xn1, xn2, . . . , xnjn , . . . , xnkn such that (xiji , xi+1ji+1) ∈ B, 1 ≤ i ≤
n− 1, 1 ≤ ji ≤ ki. Then throughflow of G is represented in matrix form as
GϕG =

ϕ
1,2
j1,j2

k1×k2


ϕ
2,3
j2,j3

k2×k3
 · · · 

ϕ
n−1,n
jn−1,jn

kn−1×kn
;
ϕ
1,2
j1,j2
= ϕ(x1j1 , x2j2), ϕ2,3j2,j3 = ϕ(x2j2 , x3j3), . . . , ϕn−1,njn−1,jn = ϕ(xn−1jn−1 , xnjn),
where 1 ≤ jn ≤ kn.
Definition 4. Let G = (N, B, σ ) be a normalized flow graph, X i be a condition attribute with ki values that are
xi1, x
i
2, . . . , x
i
ji
, . . . , xiki , 1 ≤ i ≤ n−1, and Xn be a decision attribute with kn values that are xn1, xn2, . . . , xnjn , . . . , xnkn such that
(xiji , x
i+1
ji+1) ∈ B, 1 ≤ i ≤ n − 1, 1 ≤ ji ≤ ki. Then strength, certainty and coverage of G are represented in matrix form as
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follows:
1. GσG =

σ
1,2
j1,j2

k1×k2


σ
2,3
j2,j3

k2×k3
 · · · 

σ
n−1,n
jn−1,jn

kn−1×kn
;
σ
1,2
j1,j2
= σ

x1j1 , x
2
j2

, σ
2,3
j2,j3
= σ

x2j2 , x
3
j3

, . . . , σ
n−1,n
jn−1,jn = σ

xn−1jn−1 , x
n
jn

,
2. GcerG =

cer1,2j1,j2

k1×k2


cer2,3j2,j3

k2×k3
 · · · 

cern−1,njn−1,jn

kn−1×kn
;
cer1,2j1,j2 = cer

x1j1 , x
2
j2

, cer2,3j2,j3 = cer

x2j2 , x
3
j3

, . . . , cern−1,njn−1,jn = cer

xn−1jn−1 , x
n
jn

,
3. GcovG =

cov1,2j1,j2

k1×k2


cov2,3j2,j3

k2×k3
 · · · 

covn−1,njn−1,jn

kn−1×kn
;
cov1,2j1,j2 = cov

x1j1 , x
2
j2

, cov2,3j2,j3 = cov

x2j2 , x
3
j3

, . . . , covn−1,njn−1,jn = cov

xn−1jn−1 , x
n
jn

,
where 1 ≤ jn ≤ kn.
For example, we can represent the throughflow of the entire flow graph in Fig. 1, and the strength, certainty and coverage
of the entire normalized flow graph in Fig. 2 respectively as GϕG =
[
6 4 0
21 42 7
0 14 6
]

[
19 8 0
0 60 0
8 0 5
]
,GσG =
[
0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06
]
[
0.19 0.08 0.00
0.00 0.60 0.00
0.08 0.00 0.05
]
,GcerG =
[
0.60 0.40 0.00
0.30 0.60 0.10
0.00 0.70 0.30
]

[
0.70 0.30 0.00
0.00 1.00 0.00
0.62 0.00 0.38
]
and GcovG =
[
0.22 0.07 0.00
0.78 0.70 0.54
0.00 0.23 0.46
]

[
0.70 0.12 0.00
0.00 0.88 0.00
0.30 0.00 1.00
]
.
By Definitions 3 and 4, these entire flow graphs can be presented in very compact forms which are convenient to read
and analyze. Twomatrices joined by  illustrate three layers within the flow graph. The first and second layers are presented
in the leftmost matrix while the second and third layers are presented in the rightmost matrix.
– When considering GϕG , we have ϕ+(y1) = ϕ(x1, y1)+ ϕ(x2, y1)+ ϕ(x3, y1) = 6+ 21+ 0 = 27 (leftmost matrix), and
ϕ−(y1) = ϕ(y1, z1)+ ϕ(y1, z2)+ ϕ(y1, z3) = 19+ 8+ 0 = 27 (rightmost matrix).
– Similarly, in GσG , σ+(y1) = σ(x1, y1) + σ(x2, y1) + σ(x3, y1) = 0.06 + 0.21 + 0 = 0.27, and σ−(y1) = σ(y1, z1) +
σ(y1, z2)+ σ(y1, z3) = 0.19+ 0.08+ 0 = 0.27.
Next, in Definition 5, we define the representations of the three coefficients of a combined flow graph in matrix form.
The formulas for computing these coefficients directly from a normalized flow graph will be established later.
Definition 5. Let G = (N, B, σ ) be a combined normalized flow graph, X1 be a condition attribute (input of G) with k1
values that are x11, x
1
2, . . . , x
1
k1
and Xn be a decision attribute (output ofG) with kn values that are xn1, x
n
2, . . . , x
n
kn . The strength,
certainty and coverage of a combined normalized flow graph G can be represented in matrix form as
1. G
σG

x1j1
,xnjn
 = σ 1,nj1,jnk1×kn where σ 1,nj1,jn = σ

x1j1 , x
n
jn

,
2. G
cerG

x1j1
,x2j2
 = cer1,nj1,jnk1×kn where cer1,nj1,jn = cer

x1j1 , x
n
jn

,
3. G
covG

x1j1
,x2j2
 = cov1,nj1,jnk1×kn where cov1,nj1,jn = cov

x1j1 , x
n
jn

,
where 1 ≤ j1 ≤ k1, 1 ≤ jn ≤ kn.
For example, the strength, certainty and coverage of a combined normalized flow graph in Fig. 3 are G
σG

x1j1
,x3j3
 =[
0.04 0.06 0.00
0.19 0.48 0.03
0.04 0.14 0.02
]
,G
cerG

x1j1
,x3j3
 =
[
0.42 0.58 0.00
0.27 0.69 0.04
0.18 0.70 0.12
]
and G
covG

x1j1
,x3j3
 =
[
0.15 0.09 0.00
0.71 0.71 0.54
0.14 0.20 0.46
]
.
Next, we define three kinds of matrices related to flow graphs. We will prove later that these matrices can, in fact, be
included in the new formulas in order to compute the three coefficients of each branch and connection of a flow graph.
Definitions 7 and 8 present the diagonal matrix of the throughflow and the inverse throughflow of an attribute set.
Definition 6. For a flow graph G = (N, B, σ ), let A and B be matrices representing coefficients of G. The matrix
multiplication, A× B,1 of matrices A = [ai,k]m×n and B = [bk,j]n×p is the matrix C = [ci,j]m×p, where ci,j =∑nk=1 ai,kbk,j.
Definition 7. Let G = (N, B, σ ) be a normalized flow graph, and X be an attribute with n values: x1, x2, . . . , xn. The diagonal
matrix of normalized throughflow, denoted by Gσ(xi), 1 ≤ i ≤ n, is represented by the matrix
Gσ(xi) =

ti,j

n×n , where ti,j =

σ(xi), i = j
0, i ≠ j.
1 For simplicity, we use AB instead of A× B in further discussion.
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Definition 8. Let G = (N, B, σ ) be a normalized flow graph, and X be an attribute with n values: x1, x2, . . . , xn. The diagonal
matrix of inverse normalized throughflow, denoted by G 1
σ(xi)
, 1 ≤ i ≤ n, is represented by the matrix
G 1
σ(xi)
= fi,jn×n , where fi,j =

1
σ(xi)
, i = j
0, i ≠ j.
We compute these matrices from the normalized flow graph in Fig. 2. Its normalized throughflows are σ(x1) =
0.1, σ (x2) = 0.7 and σ(x3) = 0.2, and the diagonal matrix of the normalized throughflow and the diagonal matrix of
the inverse normalized throughflow are
Gσ(xi) =
0.1 0 0
0 0.7 0
0 0 0.2

and G 1
σ(xi)
=

1
0.1
0 0
0
1
0.7
0
0 0
1
0.2
 .
Remark 1. From the traditional matrix inversion property, we obtain
G−11
σ(xi)
= Gσ(xi),
where 1 ≤ i ≤ ki.
So farwehave introduced anewmethod for representing throughflowand three coefficients of normalized and combined
normalized flow graphs in matrix form. Below, we prove a new method for calculating three coefficients of each branch in
Theorems 1 and 2 and further extend to connections in Theorems 3 and 4 by using properties of matrices.
When we focus on the strength of each branch of a flow graph in matrix form, then we can apply (1) to calculate the
strength of each branch solely by using properties of matrices. This is stated precisely in Theorem 1.
Theorem 1. Let G = (N, B, ϕ) be a flow graph, let X be an attribute with n values: x1, x2, . . . , xn, and let Y be an attribute with
m values: y1, y2, . . . , ym, such that (xi, yj) ∈ B, 1 ≤ i ≤ n, 1 ≤ j ≤ m. Then
GσG(xi,yj) =
1
ϕ(G)
GϕG(xi,yj).
Proof of Theorem 1. Consider GσG(xi,yj) =

σi,j

n×m, where σi,j = σ(xi, yj), 1 ≤ i ≤ n and 1 ≤ j ≤ m. From (1), GσG(xi,yj) =
ϕi,j
ϕ(G)

n×m
, where ϕi,j = ϕ(xi, yj), for all i, j. By scalar matrix multiplication, GσG(xi,yj) = 1ϕ(G)

ϕi,j

n×m. By Definition 1, then
GσG(xi,yj) = 1ϕ(G)GϕG(xi,yj). 
Example 1. Recall the flow graph given in Fig. 1. We represent the throughflow of this flow graph as GϕG =
[
6 4 0
21 42 7
0 14 6
]
[
19 8 0
0 60 0
8 0 5
]
. Given the fact that ϕ(G) = 100 and by Theorem 1, we can find the throughflow of each branch as GσG =
1
100
[
6 4 0
21 42 7
0 14 6
]


1
100
[
19 8 0
0 60 0
8 0 5
]
=
[
0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06
]

[
0.19 0.08 0.00
0.00 0.60 0.00
0.08 0.00 0.05
]
.
This result corresponds to all strengths of the normalized flow graph given in Fig. 2. The leftmost matrix corresponds
to strengths between the first and the second layers (σ(xi, yj), 1 ≤ i, j ≤ 3) while the rightmost matrix corresponds to
strengths between the second and the third layers (σ(yj, zk), 1 ≤ j, k ≤ 3). Thus, starting from a flow graph G with its
throughflow matrix, Theorem 1 gives a formula for computing the strength of the corresponding normalized flow graph
directly. The following theorem gives formulas for calculating the certainty and coverage from the matrix form of flow
graphs.
Theorem 2. Let G = (N, B, σ ) be a normalized flow graph, X be an attribute with n values: x1, x2, . . . , xn, and Y be an attribute
with m values: y1, y2, . . . , ym, such that (xi, yj) ∈ B, 1 ≤ i ≤ n, 1 ≤ j ≤ m. Then
GcerG(xi,yj) = G 1
σ(xi)
GσG(xi,yj) and
GcovG(xi,yj) = GσG(xi,yj)G 1
σ(yi)
.
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Proof of Theorem 2. Consider G 1
σ(xi)
GσG(xi,yj); then by Definitions 2(1), 6 and 8, we obtain
G 1
σ(xi)
GσG(xi,yj) =

1
σ(x1)
0 · · · 0
0
1
σ(x2)
· · · 0
...
...
...
0 0 · · · 1
σ(xn)


σ(x1, y1) σ (x1, y2) · · · σ(x1, ym)
σ (x2, y1) σ (x2, y2) · · · σ(x2, ym)
...
...
...
σ (xn, y1) σ (xn, y2) · · · σ(xn, ym)

=

σ(x1, y1)
σ (x1)
σ (x1, y2)
σ (x1)
· · · σ(x1, ym)
σ (x1)
σ (x2, y1)
σ (x2)
σ (x2, y2)
σ (x2)
· · · σ(x2, ym)
σ (x2)
...
...
...
σ (xn, y1)
σ (xn)
σ (xn, y2)
σ (xn)
· · · σ(xn, ym)
σ (xn)

.
By (2) and Definition 2(2), then GcerG(xi,yj) = G 1
σ(xi)
GσG(xi,yj).
Next, consider GσG(xi,yj)G 1
σ(yi)
; then by Definitions 2(2), 6 and 8, we obtain
GσG(xi,yj)G 1
σ(yi)
=

σ(x1, y1) σ (x1, y2) · · · σ(x1, ym)
σ (x2, y1) σ (x2, y2) · · · σ(x2, ym)
...
...
...
σ (xn, y1) σ (xn, y2) · · · σ(xn, ym)


1
σ(y1)
0 · · · 0
0
1
σ(y2)
· · · 0
...
...
...
0 0 · · · 1
σ(ym)

=

σ(x1, y1)
σ (y1)
σ (x1, y2)
σ (y2)
· · · σ(x1, ym)
σ (ym)
σ (x2, y1)
σ (y1)
σ (x2, y2)
σ (y2)
· · · σ(x2, ym)
σ (ym)
...
...
...
σ (xn, y1)
σ (y1)
σ (xn, y2)
σ (y2)
· · · σ(xn, ym)
σ (ym)

.
By (3) then GcovG(xi,yj) = GσG(xi,yj)G 1
σ(yi)
. 
We can generalize (4)–(6) to calculate the three coefficients using matrix properties as we presented in the earlier
theorems for connections. Theorem 3 is the case of a flow graph with two condition attributes and one decision attribute
whereas Theorem 4 is a general form of a flow graph with n− 1 condition attributes and one decision attribute.
Theorem 3. Let G = (N, B, ϕ) be a normalized flow graph, X1 be a condition attribute with k1 values: x11, x12, . . . , x1k1 , X2 be
a condition attribute with k2 values: x21, x
2
2, . . . , x
2
k2
, and X3 be a decision attribute with k3 values: x31, x
3
2, . . . , x
3
k3
such that
xiji , x
i+1
ji+1

∈ B, 1 ≤ i ≤ 2, 1 ≤ ji ≤ ki. For any connection

x1j1 , x
3
j3

, 1 ≤ j1 ≤ k1, 1 ≤ j3 ≤ k3, in a normalized flow graph G,
the certainty, coverage and strength of all connections can be calculated as follows:
(1) GcerG⟨x1j1 ,x
3
j3
⟩ = Gcer(x1j1 ,x2j2 )Gcer(x2j2 ,x3j3 ),
(2) GcovG⟨x1j1 ,x
3
j3
⟩ = Gcov(x1j1 ,x2j2 )Gcov(x2j2 ,x3j3 ),
(3) (a) Gσ ⟨x1j1 ,x
3
j3
⟩ = Gσ(x1j1 )GcerG⟨x1j1 ,x3j3 ⟩,
(b) Gσ ⟨x1j1 ,x
3
j3
⟩ = GcovG⟨x1j1 ,x3j3 ⟩Gσ(x3j3 ).
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Proof of Theorem 3. (1) Definitions 2(2), 5(2) and 6, respectively, give
Gcer(x1j1 ,x
2
j2
)Gcer(x2j2 x
3
j3
)
=

cer(x11, x
2
1) cer(x
1
1, x
2
2) · · · cer(x11, x2k2)
cer(x12, x
2
1) cer(x
1
2, x
2
2) · · · cer(x12, x2k2)
...
...
...
cer(x1k1 , x
2
1) cer(x
1
k1 , x
2
2) · · · cer(x1k1 , x2k2)


cer(x21, x
3
1) cer(x
2
1, x
3
2) · · · cer(x21, x3k3)
cer(x22, x
3
1) cer(x
2
2, x
3
2) · · · cer(x22, x3k3)
...
...
...
cer(x2k2 , x
3
1) cer(x
2
k2 , x
3
j2) · · · cer(x2k2 , x3k3)

=

k2−
j2=1
cer(x11, x
2
j2)cer(x
2
j2 , x
3
1)
k2−
j2=1
cer(x11, x
2
j2)cer(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cer(x11, x
2
j2)cer(x
2
j2 , x
3
k3)
k2−
j2=1
cer(x12, x
2
j2)cer(x
2
j2 , x
3
1)
k2−
j2=1
cer(x12, x
2
j2)cer(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cer(x12, x
2
j2)cer(x
2
j2 , x
3
k3)
...
...
...
k2−
j2=1
cer(x1k1 , x
2
j2)cer(x
2
j2 , x
3
1)
k2−
j2=1
cer(x1k1 , x
2
j2)cer(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cer(x1k1 , x
2
j2)cer(x
2
j2 , x
3
k3)

=

cer

x11, x
3
1

cer

x11, x
3
2
 · · · cer x11, x3k3 
cer

x12, x
3
1

cer

x12, x
3
2
 · · · cer x12, x3k3 
...
...
...
cer

x1k1 , x
3
1

cer

x1k1 , x
3
2
 · · · cer x1k1 , x3k3 
 = GcerG⟨x1j1 ,x3j3 ⟩.
(2) Definitions 2(3), 5(3) and 6, respectively, give
Gcov(x1j1 ,x
2
j2
)Gcov(x2j2 x
3
j3
)
=

cov(x11, x
2
1) cov(x
1
1, x
2
2) · · · cov(x11, x2k2)
cov(x12, x
2
1) cov(x
1
2, x
2
2) · · · cov(x12, x2k2)
...
...
...
cov(x1k1 , x
2
1) cov(x
1
k1 , x
2
2) · · · cov(x1k1 , x2k2)


cov(x21, x
3
1) cov(x
2
1, x
3
2) · · · cov(x21, x3k3)
cov(x22, x
3
1) cov(x
2
2, x
3
2) · · · cov(x22, x3k3)
...
...
...
cov(x2k2 , x
3
1) cov(x
2
k2 , x
3
2) · · · cov(x2k2 , x3k3)

=

k2−
j2=1
cov(x11, x
2
j2)cov(x
2
j2 , x
3
1)
k2−
j2=1
cov(x11, x
2
j2)cov(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cov(x11, x
2
j2)cov(x
2
j2 , x
3
k3)
k2−
j2=1
cov(x12, x
2
j2)cov(x
2
j2 , x
3
1)
k2−
j2=1
cov(x12, x
2
j2)cov(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cov(x12, x
2
j2)cov(x
2
j2 , x
3
k3)
...
...
...
k2−
j2=1
cov(x1k1 , x
2
j2)cov(x
2
j2 , x
3
1)
k2−
j2=1
cov(x1k1 , x
2
j2)cov(x
2
j2 , x
3
2) · · ·
k2−
j2=1
cov(x1k1 , x
2
j2)cov(x
2
j2 , x
3
k3)

=

cov

x11, x
3
1

cov

x11, x
3
2
 · · · cov x11, x3k3 
cov

x12, x
3
1

cov

x12, x
3
2
 · · · cov x12, x3k3 
...
...
...
cov

x1k1 , x
3
1

cov

x1k1 , x
3
2
 · · · cov x1k1 , x3k3 
 = GcovG⟨x1j1 ,x3j3 ⟩.
(3)(a) Definition 5(2), 6 and 7, respectively, give
Gσ(x1j1 )
GcerG⟨x1j1 ,x
3
j3
⟩ =

σ(x11)cer

x11, x
3
1

σ(x11)cer

x11, x
3
2
 · · · σ(x11)cer x11, x3k3 
σ(x12)cer

x12, x
3
1

σ(x12)cer

x12, x
3
2
 · · · σ(x12)cer x12, x3k3 
...
...
...
σ (x1k1)cer

x1k1 , x
3
1

σ(x1k1)cer

x1k1 , x
3
2
 · · · σ(x1k1)cer x1k1 , x3k3 
 .
By (6) and Definition 5(1), then Gσ ⟨x1j1 ...x
n
jn
⟩ = Gσ(x1j1 )GcerG⟨x1j1 ...xnjn ⟩.
D. Chitcharoen, P. Pattaraintakorn / Computers and Mathematics with Applications 60 (2010) 2880–2897 2889
(b) Definitions 5(3), 6 and 7, respectively, give
GcovG⟨x1j1 ,x
n
jn
⟩Gσ(xnjn ) =

cov

x11, x
3
1

σ(x31) cov

x11, x
3
2

σ(x32) · · · cov

x11, x
3
k3

σ(x3k3)
cov

x12, x
3
1

σ(x31) cov

x12, x
3
2

σ(x32) · · · cov

x12, x
3
k3

σ(x3k3)
...
...
...
cov

x1k1 , x
3
1

σ(x31) cov

y1k1 , x
3
2

σ(x32) · · · cov

x1k1 , x
3
k3

σ(x3k3)
 .
By (6) and Definition 5(1), then Gσ ⟨x1j1 ...x
n
jn
⟩ = GcovG⟨x1j1 ...xnjn ⟩Gσ(xnjn ). 
Example 2. Recall that GσG =
[
0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06
]

[
0.19 0.08 0.00
0.00 0.60 0.00
0.08 0.00 0.05
]
from Example 1.
Since σ(x1) = 0.1, σ (x2) = 0.7 and σ(x3) = 0.2, by Definition 8, then G 1
σ(xi)
=

1
0.1
0 0
0
1
0.7
0
0 0
1
0.2
 and similarly,
G 1
σ(yi)
=

1
0.27
0 0
0
1
0.60
0
0 0
1
0.13
. By the formulas given in Theorem 2, we obtain
GcerG =

1
0.1
0 0
0
1
0.7
0
0 0
1
0.2

0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06



1
0.27
0 0
0
1
0.60
0
0 0
1
0.13

0.19 0.08 0.00
0.00 0.60 0.00
0.08 0.00 0.05

=
0.60 0.40 0.00
0.30 0.60 0.10
0.00 0.70 0.30


0.70 0.30 0.00
0.00 1.00 0.00
0.62 0.00 0.38

.
Consequently, we can compute
GcovG =
0.06 0.04 0.00
0.21 0.42 0.07
0.00 0.14 0.06

1
0.27
0 0
0
1
0.60
0
0 0
1
0.13
 
0.19 0.08 0.00
0.00 0.60 0.00
0.08 0.00 0.05

1
0.27
0 0
0
1
0.68
0
0 0
1
0.05

=
0.22 0.07 0.00
0.78 0.70 0.54
0.00 0.23 0.46


0.70 0.12 0.00
0.00 0.88 0.00
0.30 0.00 1.00

.
This also corresponds to the certainty and coverage of the flow graph given in Fig. 2.
Next, for a combined normalized flow graph we use Theorem 3 to calculate the certainty, coverage and strength
of the connection, respectively, as GcerG⟨x,z⟩ =
[
0.60 0.40 0.00
0.30 0.60 0.10
0.00 0.70 0.30
] [
0.70 0.30 0.00
0.00 1.00 0.00
0.62 0.00 0.38
]
=
[
0.42 0.58 0.00
0.27 0.69 0.04
0.19 0.70 0.11
]
,GcovG⟨x,z⟩ =[
0.22 0.07 0.00
0.78 0.70 0.54
0.00 0.23 0.46
] [
0.70 0.12 0.00
0.00 0.88 0.00
0.30 0.00 1.00
]
=
[
0.15 0.09 0.00
0.71 0.71 0.54
0.14 0.20 0.46
]
and GσG⟨x,z⟩ =
[
0.10 0.00 0.00
0.00 0.70 0.00
0.00 0.00 0.20
] [
0.42 0.58 0.00
0.27 0.69 0.10
0.18 0.70 0.12
]
=[
0.04 0.06 0.00
0.19 0.48 0.03
0.04 0.14 0.02
]
.
This matrix form can simplify the computation as described below. Butz et al. showed that for computing the certainty
and coverage, traditional flow graph algorithms have O(3n3) time complexity, where n is the number of attribute values for
each layer [11]. In Theorem3,we can employwell-knownmatrixmultiplication algorithms for computing these coefficients.
The time complexities of the Simple algorithm, the Strassen algorithm and the Coppersmith–Winograd algorithm of matrix
multiplication are O(n3),O(n2.807) and O(n2.376), respectively [23]. Below, we come to a general formula for computing
coefficients of connections.
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Theorem 4. Let G = (N, B, σ ) be a normalized flow graph, X i be a condition attribute with ki values: xi1, xi2, . . . , xiki , 1 ≤ i ≤
n − 1, and Xn be a decision attribute with kn values: xn1, xn2, . . . , xnkn such that (xiji , xi+1ji+1) ∈ B, 1 ≤ i ≤ n − 1, 1 ≤ ji ≤ ki. For
any connection

x1j1 , x
n
jn

, 1 ≤ j1 ≤ k1, 1 ≤ jn ≤ kn. The certainty, coverage and strength of the connection are:
(1) GcerG⟨x1j1 ,x
n
jn
⟩ =
∏n−1
i=1 Gcer(xiji ,x
i+1
ji+1 )
,
(2) GcovG⟨x1j1 ,x
n
jn
⟩ =
∏n−1
i=1 Gcov(xiji ,x
i+1
ji+1 )
,
(3) (a) Gσ ⟨x1j1 ,x
n
jn
⟩ = Gσ(x1j1 )GcerG⟨x1j1 ,xnjn ⟩,
(b) Gσ ⟨x1j1 ,x
n
jn
⟩ = GcovG⟨x1j1 ,xnjn ⟩Gσ(xnjn ).
Proof of Theorem 4. We prove this bymathematical induction for n ≥ 2. The case n = 2 is shown in Theorem 3. For n > 2,
it can be proven in a straightforward way according to:
(1) Definitions 2(2), 5(2), 6 and Theorem 3(1),
(2) Definitions 2(3), 5(3), 6 and Theorem 3(2),
(3) (a) Definitions 5(1), (2), 6, (6) and Theorem 3(3)(a),
(b) Definitions 5(1), (3), 6, (6) and Theorem 3(3)(b). 
Butz et al. showed that traditional algorithms for computing these formulas have O(lnl) time complexity, where l is a
number layers of a flow graph and n is a number of attribute values for each layer [11]. In Theorem4, the flow graph inmatrix
form improves this complexity: for theGauss–Jordan elimination algorithm, Strassen algorithmandCoppersmith–Winograd
algorithm of matrix multiplication to O((l− 2)n3),O((l− 2)n2.807) and O((l− 2)n2.376), respectively [23]. While traditional
algorithms are exponential in l, an algorithm using our matrix representation is polynomial in l.
In accordance with the previous definitions and theorems, if any one connected layer lacks coefficients, then we can
calculate these coefficients by using Theorem 5.
Theorem 5. Let G = (N, B, σ ) be a normalized flow graph, X i be a condition attribute with ki values: xi1, xi2, . . . , xiki , 1 ≤ i ≤
n − 1, and Xn be a decision attribute with kn values: xn1, xn2, . . . , xnkn such that (xiji , xi+1ji+1) ∈ B, 1 ≤ i ≤ n − 1, 1 ≤ ji ≤ ki. For
any branch (xljl , x
l+1
jl+1), 1 ≤ l ≤ n− 1, 1 ≤ jl ≤ kl. The certainty, coverage and strength of branches are:
(1) GcerG(xljl ,x
l+1
jl+1 )
=
∏l−1
i=1 Gcer(xiji ,x
i+1
ji+1 )
−1
GcerG⟨x1j1 ...x
n
jn
⟩
∏n−1
i=l+1 Gcer(xiji ,x
i+1
ji+1 )
−1
,
where
∏l−1
i=1 Gcer(xiji ,x
i+1
ji+1 )
and
∏n−1
i=l+1 Gcer(xiji ,x
i+1
ji+1 )
are invertible matrices.
(2) GcovG(xljl ,x
l+1
jl+1 )
=
∏l−1
i=1 Gcov(xiji ,x
i+1
ji+1 )
−1
GcovG⟨x1j1 ...x
n
jn
⟩
∏n−1
i=l+1 Gcov(xiji ,x
i+1
ji+1 )
−1
,
where
∏l−1
i=1 Gcov(xiji ,x
i+1
ji+1 )
and
∏n−1
i=l+1 Gcov(xiji ,x
i+1
ji+1 )
are invertible matrices.
(3) (a) G
σ(xljl
,xl+1jl+1 )
= Gσ(xljl )GcerG(xljl ,xl+1jl+1 ).
(b) G
σ(xljl
,xl+1jl+1 )
= GcovG(xljl ,xl+1jl+1 )Gσ(xl+1jl+1 ).
Proof of Theorem 5. This can be easily verified by using a multiplicative property of the inverse matrix2 and using:
(1) Theorem 4(1),
(2) Theorem 4(2),
(3) (a) Theorem 2 and Remark 1,
(b) Theorem 2 and Remark 1. 
Example 3. Suppose we are given two disjoint age groups of voters: y1 (old) and y2 (middle aged). They belong to two social
classes x1 (high) and x2 (middle). The voters can vote for two political parties z1 and z2. Assume that voters are grouped
according to social classes, age groups and political parties as shown in Fig. 4.
In this case, this flow graph has some missing coefficients within the layers of age groups and parties. If we also have
additional combined normalized flow graph of Fig. 4 as depicted in Fig. 5, then we can compute the missing coefficients by
using Theorem 5.
2 Let A, B and C be matrices and AB = C . If A is an invertible matrix, then B = A−1C .
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Fig. 4. A normalized flow graph with missing coefficients.
Fig. 5. Combined normalized flow graph of Fig. 4.
Fig. 6. A normalized flow graph of Fig. 4 with filled coefficients.
From Fig. 4, the certainty, coverage and strength of the branches (yj, zk), 1 ≤ j, k ≤ 2, are missing. Then by using
Theorem 5, we have that
GcerG(yj,zk) =
[
0.75 0.25
0.33 0.67
]−1 [
0.70 0.30
0.53 0.47
]
=
[
0.80 0.20
0.40 0.60
]
,
GcovG(yj,zk) =
[
0.60 0.20
0.40 0.80
]−1 [
0.47 0.30
0.53 0.70
]
=
[
0.67 0.25
0.33 0.75
]
and
GσG(yj,zk) =
[
0.50 0.00
0.00 0.50
] [
0.80 0.20
0.40 0.60
]
=
[
0.40 0.10
0.20 0.30
]
.
Thus, we can fill in the missing coefficients of Fig. 4 as shown in Fig. 6.
3. Flow graph composition
In knowledge discovery disciplines, Pawlak’s flow graph is a mathematical model for presenting relationships between
attribute sets. Each layer denotes a singleton set of attribute values and each branch describes flow distribution between
nodes. In the earlier sections, all data sets which were used to construct Pawlak’s flow graph come from a single data set
format. However, in some situations, data sets may be from heterogeneous data sources.3 In data integration [21], we desire
to analyze and extract some useful patterns of flow graphs stored in this format. To do this, we require special treatment
for integrating flow graphs from distinct sources to form a single flow graph and formulas for calculating their certainty,
coverage and strength coefficients.
Theorem 6. Let N i, i = 1, 2, . . . , n, be data sets with ni elements and let the certainty, coverage and strength of data sets N i be
denoted by cer(xi, yi), cov(xi, yi) and σ(xi, yi). Then the certainty, coverage and strength of a composed normalized flow graph
N1 ∪ N2 ∪ · · · ∪ Nn, are respectively computed as
(1) cerN1∪N2∪···∪Nn(x, y) =
∑n
i=1 niσ(xi)cer(xi,yi)∑n
i=1 niσ(xi)
,
3 Heterogeneous data sources in this paper are a special case where each data source stores the same condition and decision attributes.
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Fig. 7. Flow graph of voting data, N1 , with 40 voters.
Fig. 8. Flow graph of voting data, N2 , with 60 voters.
(2) covN1∪N2∪···∪Nn(x, y) =
∑n
i=1 niσ(yi)cov(xi,yi)∑n
i=1 niσ(yi)
,
(3) σN1∪N2∪···∪Nn(x, y) =
∑n
i=1 niσ(xi,yi)∑n
i=1 ni
.
Proof of Theorem 6. (1) Consider
∑n
i=1 niσ(xi)cer(xi,yi)∑n
i=1 niσ(xi)
, the definition ofσ(x), (1), (2) andϕ(GN i) = ni; then
∑n
i=1 niσ(xi)cer(xi,yi)∑n
i=1 niσ(xi)
=∑n
i=1 ϕ(xi,yi)∑n
i=1 ϕ(xi)
= cerN1∪N2∪...∪Nn(x, y).
(2) Consider
∑n
i=1 niσ(yi)cov(xi,yi)∑n
i=1 niσ(yi)
, the definition of σ(y), (1), (3) and ϕ(GN i) = ni; then
∑n
i=1 niσ(yi)cov(xi,yi)∑n
i=1 niσ(yi)
=
∑n
i=1 ϕ(xi,yi)∑n
i=1 ϕ(yi)
=
covN1∪N2∪···∪Nn(x, y).
(3) Consider
∑n
i=1 niσ(xi,yi)∑n
i=1 ni
, (1) and ϕ(Gi) = ni; then
∑n
i=1 niσ(xi,yi)∑n
i=1 ni
=
∑n
i=1 ϕ(xi,yi)∑n
i=1 ϕ(Gi)
= σN1∪N2∪···∪Nn(x, y). 
Example 4. Suppose we have three disjoint age groups of voters x1 (old), x2 (middle aged) and x3 (young). They can vote
for three political parties z1, z2 and z3. Assume that voters are grouped according to social classes, age groups and political
parties as shown in Figs. 7 and 8 where Fig. 7 is a normalized flow graph of voting initial data, N1, for 40 voters and Fig. 8
is a normalized flow graph of voting initial data, N2, for 60 voters. Then we can compute three coefficients of the composed
normalized flow graph N1 ∪ N2 by using Theorem 6 for 100 voters as shown in Fig. 9.
We can use our new formulas to compute the certainty, coverage and strength of this new flow graphN1∪N2 accurately.
Below, a sample computation of bold branches is described.
cerN1∪N2(x2, z2) =
n1σ(x12)cer(x
1
2, z
1
2)+ n2σ(x22)cer(x22, z22)
n1σ(x12)+ n2σ(x22)
= (40)(0.5)(0.4)+ (60)(0.25)(0.8)
(40)(0.5)+ (60)(0.25) = 0.57,
covN1∪N2(x2, z2) =
n1σ(z12)cov(x
1
2, z
1
2)+ n2σ(z22)cov(x22, z22)
n1σ(z12)+ n2σ(z22)
= (40)(0.4)(0.5)+ (60)(0.4)(0.5)
(40)(0.4)+ (60)(0.4) = 0.5,
σN1∪N2(x2, z2) =
n1σ(x12, z
1
2)+ n2σ(x22, z22)
n1 + n2 =
(40)(0.2)+ (60)(0.2)
40+ 60 = 0.2.
We can distil new patterns from this flow graph; e.g., 57% of the middle aged group votes for party z2, 50% of the party
z2 votes come from middle aged voters and 20% of voters are middle aged and vote for party z2.
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Fig. 9. Flow graph of voting data, N1 ∪ N2 .
Table 1(a)
A POSN decision table for N1 .
G N A C I T
f1 5 1 25 20 7 58
f2 6 3 26 24 4 63
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f20 26 5 36 34 22 123
Table 1(b)
A POSN decision table for N2 .
G N A C I T
m1 6 6 26 16 4 58
m2 5 2 30 15 4 58
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
m80 18 25 31 42 46 162
4. Experimental results
To demonstrate that the idea and formulas presented earlier are applicable, we conduct an experiment with real-world
data. It uses the scores of Olympiad mathematics students from the Promotion of Academic Olympiads and Development
of Science Education Foundation (POSN), Thailand. The data set contains 100 records (N). We consider two distributed
databases according to the genders of students: N1 is 20 records for females and N2 is 80 records for males as tabulated
in Tables 1(a) and 1(b).
In this experiment, we study the strength, certainty and coverage for condition attribute sets which are the score for
geometry (G), score for number theory (N), score for algebra (A), score for combinatorics (C) and score for inequalities (I) and a
decision attribute, the total score (T ). Possible values of condition and decision attributes are transformed to scores being
high (H) and low (L) for the flow graph construction.
In our previous studies, we derived association rules from the entire POSN data set. We distilled some useful patterns,
e.g., if students practice their preferred subjects, then they will have high scoreswith accuracy 97.6% [19].
We transformed the entire POSN data set to be in fuzzy attribute form and extracted decision rules for predicting total
scores [20]. We discovered, e.g., number theory affects the total score substantially, and students who get high scores from any
two (or more) subjects will subsequently get high total scores.
From the data in Tables 1(a) and 1(b), we can represent the corresponding flow graphs and their throughflows as depicted
in Figs. 10 and 11, respectively. In these figures there are six layers. The first five layers are condition attributes whereas the
last layer is a decision attribute.
Below,we represent these flow graphs inmatrix form. There are fivematrices concatenated inGϕN1 andGϕN2 to represent
throughflows of the corresponding flow graphs N1 and N2, respectively. The leftmost matrices represent sets of connected
branches (Gi,Nj)whereas the second, the third, the fourth and the rightmost matrices represent sets of connected branches
(Ni, Aj), (Ai, Cj), (Ci, Ij) and (Ii, Tj), for i, j ∈ {H, L}, respectively.
GϕN1 =
[
1 6
0 13
]

[
1 0
9 10
]

[
6 4
2 8
]

[
1 7
0 12
]

[
1 0
3 16
]
and
GϕN2 =
[
24 10
11 35
]

[
16 19
15 30
]

[
21 10
18 31
]

[
24 15
8 33
]

[
26 6
7 41
]
.
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Fig. 10. Flow graph of initial data for N1 .
Fig. 11. Flow graph of initial data for N2 .
Similarly, we can construct the corresponding normalized flow graphs of N1 and N2. Moreover from GϕN1 and GϕN2 , we
use Theorems 1 and 2 to derive the matrix forms of the strength, certainty and coverage respectively as
GσN1 =
[
0.05 0.30
0.00 0.65
]

[
0.05 0.00
0.45 0.50
]

[
0.30 0.20
0.10 0.40
]

[
0.05 0.35
0.00 0.60
]

[
0.05 0.00
0.15 0.80
]
,
GσN2 =
[
0.30 0.13
0.14 0.44
]

[
0.20 0.24
0.19 0.38
]

[
0.26 0.13
0.23 0.39
]

[
0.30 0.19
0.10 0.41
]

[
0.33 0.08
0.09 0.51
]
,
GcerN1 =
[
0.14 0.86
0.00 1.00
]

[
1.00 0.00
0.47 0.53
]

[
0.60 0.40
0.20 0.80
]

[
0.13 0.87
0.00 1.00
]

[
1.00 0.00
0.16 0.84
]
,
GcerN2 =
[
0.70 0.30
0.24 0.76
]

[
0.46 0.54
0.33 0.67
]

[
0.68 0.32
0.37 0.63
]

[
0.62 0.38
0.20 0.80
]

[
0.81 0.19
0.15 0.85
]
,
GcovN1 =
[
1.00 0.32
0.00 0.68
]

[
0.10 0.00
0.90 1.00
]

[
0.75 0.33
0.25 0.67
]

[
1.00 0.37
0.00 0.63
]

[
0.25 0.00
0.75 1.00
]
,
GcovN2 =
[
0.69 0.22
0.31 0.78
]

[
0.52 0.39
0.48 0.61
]

[
0.54 0.24
0.46 0.76
]

[
0.75 0.31
0.25 0.69
]

[
0.79 0.13
0.21 0.87
]
.
To illustrate, we can describe some results of comparisons between female (N1) and male (N2) students’ patterns for the
rightmost matrices as follows:
– In GσN1 and GσN2 , 80% of female and 51% of male students have low score for inequalities and low total score, respectively
(σN1(IL, TL) = 0.80, σN2(IL, TL) = 0.51).
– In GcerN1 and GcerN2 , 84% of female and 85% of male students who have low score for inequalities will also have low total
score, respectively (cerN1(IL, TL) = 0.84, cerN2(IL, TL) = 0.85).
– In GcovN1 and GcovN2 , all female and 87% of male students who have low total score are students who have low score for
inequalities (covN1(IL, TL) = 1.00, covN2(IL, TL) = 0.87).
The rest of the matrices can be interpreted by the same approach, e.g., the leftmost matrix in GσN1 indicates that there
are only 5% of female students who have high score for geometry and high score for number theory (σN1(GH ,NH) = 0.05), 30%
of female students have high score for geometry and low score for number theory (σN1(GH ,NL) = 0.3), 65% of female students
have both low score for geometry and low score for number theory (σN1(GL,NL) = 0.65) but there is no female student who
has low score for geometry and high score for number theory (σN1(GL,NH) = 0) and so on.
Next, we use Theorem 6 to calculate the strength, certainty and coverage of the composed flow graph: N1 ∪ N2. The
results in matrix form are
GσN1∪N2 =
[
0.25 0.16
0.11 0.48
]

[
0.17 0.19
0.24 0.40
]

[
0.27 0.14
0.20 0.39
]

[
0.25 0.22
0.08 0.45
]

[
0.27 0.06
0.10 0.57
]
,
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Table 2
Models for N1 .
Classification models for N1
Model 1: G and N Model 2: N and A Model 3: A and C Model 4: C and I Model 5: I and T
IF G is high, IF N is high, IF A is high, IF C is high, IF I is high,
THEN N is low. THEN A is high. THEN C is high. THEN I is low. THEN T is high.
IF G is low, IF N is low, IF A is low, IF C is low, IF I is low,
THEN N is low. THEN A is low. THEN C is low. THEN I is low. THEN T is low.
Sensitivity (%) 0 11.00 75.00 0 100
Specificity (%) 0 0 33.00 0 15.79
Accuracy (%) 95.00 60.00 70.00 95.00 85.00
Table 3
Models for N2 .
Classification models of N2
Model 1: G and N Model 2: N and A Model 3: A and C Model 4: C and I Model 5: I and T
IF G is high, IF N is high, IF A is high, IF C is high, IF I is high,
THEN N is high. THEN A is low. THEN C is high. THEN I is high. THEN T is high.
IF G is low, IF N is low, IF A is low, IF C is low, IF I is low,
THEN N is low. THEN A is low. THEN C is low. THEN I is low. THEN T is low.
Sensitivity (%) 68.57 0 52.63 75.00 76.67
Specificity (%) 22.22 31.94 26.19 31.25 10.87
Accuracy (%) 73.75 45.57 63.75 71.25 83.75
GcerN1∪N2 =
[
0.61 0.39
0.19 0.81
]

[
0.47 0.53
0.38 0.62
]

[
0.66 0.34
0.34 0.66
]

[
0.53 0.47
0.15 0.85
]

[
0.82 0.18
0.15 0.85
]
,
GcovN1∪N2 =
[
0.69 0.25
0.31 0.75
]

[
0.41 0.32
0.59 0.68
]

[
0.57 0.26
0.43 0.74
]

[
0.76 0.33
0.24 0.67
]

[
0.73 0.10
0.27 0.90
]
.
From the above matrices, we can interpret some results for students’ patterns (N1 ∪ N2) of the rightmost matrices as
follows:
– In GσN1∪N2 , 57% of students have low score for inequalities and low total score (σN1∪N2(IL, TL) = 0.57).
– In GcerN1∪N2 , 85% of students who have low score for inequalitieswill also have low total score (cerN1∪N2(IL, TL) = 0.85).
– In GcovN1∪N2 , 90% of students who have low total score are students who have low score for inequalities (covN1∪N2(IL, TL) =
0.90).
Here we focus on geometry and total scores. We can construct the combined normalized flow graphs for female (N1) and
male (N2) students and apply Theorem 4 to compute all coefficients of the corresponding connections:
GσN1⟨Gi,Tj⟩ =
[
0.07 0.28
0.13 0.52
]
, GcerN1⟨Gi,Tj⟩ =
[
0.21 0.79
0.20 0.80
]
, GcovN1⟨Gi,Tj⟩ =
[
0.36 0.35
0.64 0.65
]
,
GσN2⟨Gi,Tj⟩ =
[
0.18 0.24
0.24 0.34
]
, GcerN2⟨Gi,Tj⟩ =
[
0.42 0.58
0.41 0.59
]
, GcovN2⟨Gi,Tj⟩ =
[
0.43 0.42
0.57 0.58
]
.
Note that we calculate GcovN1⟨Gi,Tj⟩ and GcerN1⟨Gi,Tj⟩ by using Theorem 4with 32multiplications and 16 additions whereas
traditional formulas require 130 multiplications and 22 additions. Similarly, we compute GcovN2⟨Gi,Tj⟩ and GcerN2⟨Gi,Tj⟩ with
32 multiplications and 16 additions whereas traditional formulas require 320 multiplications and 60 additions.
Finally, we can use Theorem 6 to directly calculate three coefficients of connections for the composed normalized flow
graph N1 ∪ N2 as GσN1∪N2⟨Gi,Tj⟩ =

0.16 0.25
0.22 0.38

,GcerN1∪N2⟨Gi,Tj⟩ =

0.39 0.61
0.37 0.63

and GcovN1∪N2⟨Gi,Tj⟩ =

0.42 0.40
0.58 0.60

.
Sensitivity, specificity and accuracy analysis and model selection
From GcerN1 ,GcerN2 and GcerN1∪N2 above, we extract association rules and decision rules (or models) from the row of each
matrix by selecting rules which give maximum certainty. We consider five models as illustrated in Tables 2–4. We compare
the sensitivity, specificity and accuracy of each model.
In Tables 2–4, ‘‘high’’ is considered as a positive case and ‘‘low’’ is considered as a negative case. We can interpret as
follows:
– Model 5 for N1 has maximum sensitivity that is 100%. This means that we can use this model to certainly recognize all
actual positives.
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Table 4
Models for N1 ∪ N2 .
Classification models for N1 ∪ N2
Model 1: G and N Model 2: N and A Model 3: A and C Model 4: C and I Model 5: I and T
IF G is high, IF N is low, IF A is high, IF C is high, IF I is high,
THEN N is high. THEN A is low. THEN C is high. THEN I is high. THEN T is high.
IF G is low, IF N is high, IF A is low, IF C is low, IF I is low,
THEN N is low. THEN A is low. THEN C is low. THEN I is low. THEN T is low.
Sensitivity (%) 69.44 0 57.44 75.76 72.97
Specificity (%) 25.00 0 26.41 32.84 9.52
Accuracy (%) 73.00 59.00 66.00 70.00 84.00
– Models 1, 2 and 4 for N1 and 2 for N1 ∪ N2 have minimum specificity (0%). For example, model 2 for N1 tells us that no
female student who has low score for algebra is identified as having high score for algebra.
– Models 1 and 4 for N1 have maximum accuracy equal to 95%. That is, by using these models we can classify female
students’ score for number theory and score for inequalitieswith 95% accuracy.
In conclusion, we see that some models have high sensitivity but low accuracy or have both high sensitivity and specificity
but low accuracy. By the meaning of sensitivity, specificity and accuracy, the most desirable model for classification should
have high sensitivity and accuracy but low specificity. For this data set, models 5 for N1,N2 and N1 ∪N2 are appropriate for
classification.
5. Conclusion
In this paper, we represent Pawlak’s graphical flow graphs in matrix forms which allow more flexible computation.
We present formulas for calculating all coefficients by using properties of matrices. Moreover, we introduce a composition
flow graph from heterogeneous data sources and formulas for calculating its coefficients. We also performed a real-world
experiment on the POSN data set for demonstration. Our future work is to propose new methods to allow extensive
computation for large data sets.
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