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A Family of Probability Distributions Consistent with the
DOZZ Formula
Dmitry Ostrovsky
Abstract
A three parameter family of probability distributions is constructed such that its Mellin transform
is defined over the same domain as the 2D GMC on the Riemann sphere with three insertion
points (α1,α2,α3) and satisfies the DOZZ formula in the sense of Kupiainen et al. (Ann. Math.
191 (2020) 81 – 166). The probability distributions in the family are defined as products of
independent Fyodorov-Bouchaud and powers of Barnes beta distributions of types (2,1) and
(2,2). It is conjectured that these distributions give the law of the GMC for some background
metric.
1 Introduction
In this paper we contribute to the study of integrability of 2D GMC (Gaussian Multiplicative Chaos)
measures on the Riemann sphere. The study of GMC measures, cf. [16], [31], is a flourishing area
of research at the intersection of probability [4], [15], [33], [35], statistical physics of random energy
landscapes [5], [12], [13], [14], and Liouville conformal field theory [2], [3], [6], [9], [18], [32].
A fundamental open problem in the theory of GMC is to calculate the distribution of the total
mass of the chaos measure. This field was pioneered by [12], [14] and independently by [21], [22],
[26], who made precise conjectures about the Mellin transform of the total mass distribution with
and without insertion points on simple 1D shapes such as cirle or interval. These conjectures were
responsible for the continued development of the field and led to many applications, cf. [13], and, on
the mathematical side, these conjectures led to the creation of the theory of Barnes beta distributions,
cf. [23], [24], [25]. We refer the interested reader to [27] for a comprehensive review of all of these
developments.
The conjectures about the total mass in 1D were facilitated by the knowledge of the integer mo-
ments of the GMC chaos measure in question, which were represented by the Selberg integral on the
interval and the Morris integral on the circle, cf. [10], chapter 4. The task of formulating a conjecture
was then tantamount to analytically continuing the corresponding integral as a function of its dimen-
sion, i.e. the order of the integer moment of the measure, to the complex plane, thereby conjecturing
the Mellin transform of the total mass. Such a procedure does not guarantee uniqueness and is not
mathematically rigorous, especially as the positive integer moments of a GMC measure become in-
finite at a sufficiently high order. As a result, the problem of rigorously computing the law of the
total mass remained out of reach until 2018. A breakthrough was made in [6], where the connection
between GMC and Liouville conformal field theory was established. This connection along with the
machinery developed in [17] and [18] led to the proofs of: the conjecture of [12] about the law the
GMC on the circle without insertion points in [28], the conjectures of [14] and [22], [23] about the
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law the GMC on the interval with two insertion points in [29], and, most recently, the conjecture of
[26] about the law of GMC on the circle with a single insertion point in [20] and [30].
The study of integrability of 2D GMCmeasures goes back to the pioneering work of [7] and [37],
which conjectured 3-point correlation functions of the Liouville conformal field theory that is known
as the celebrated DOZZ formula, cf. [19] and [34] for review. Their computations were based on
the complex Selberg integral that was evaluated independently in [1] and [8], cf. [11] for review.
The DOZZ formula remained without a rigorous mathematical footing until the work of [6] and [18],
which established the connection between the GMC and Liouville theories and formulated and proved
the DOZZ formula, respectively. In the modern mathematical language, the DOZZ formula gives the
value of the Mellin transform of the GMC measure with three insertion points (α1,α2,α3) on the
Riemann sphere at the point
s0 =
α1+α2+α3−2Q
γ
, (1.1)
cf. [36] for a review of the original and the modern mathematically rigorous approaches. The GMC
measure on the sphere depends non-trivially on the choice of the background metric. The proof of the
DOZZ formula in [18] was given for the metric g(x) = |x|−4+ . The remarkable feature of the DOZZ
formula is that its right-hand side, which is the value of the Mellin transform at s0, the so-called
structure constant, remains the same, up to a scaling factor, for any background metric [6].
The main contribution of this paper is the construction of a family of positive probability distri-
butions, whose Mellin transform is defined over the same domain as that of the GMC measure with
three insertion points and takes on the same value at s0 as a function of γ and insertion points as
the Mellin transform of the GMC measure, i.e. satisfies the DOZZ formula. Thus, our result can be
thought of as analytical continuation of the DOZZ formula as a function of s0 to the complex plane.
The idea of such continuation and mathematical methods used to effect it are similar to our work in
1D and are based on the theory of Barnes beta probability distributions. We first identify the minimal
solution, whose structure is essentially imposed uniquely by the structure of the Upsilon terms in the
DOZZ formula itself. We prove that it is the Mellin transform of a probability distribution by factor-
ing it into the product of Mellin transforms of Barnes beta distributions of types (2,1) and (2,2). The
minimal solution has no free parameters and is symmetric in (α1,α2,α3).We then deform each of the
Barnes beta factors so that they keep the same value at s0 and remain the Mellin transform of a prob-
ability distribution. This produces a three parameter family of probability distributions that extend
the minimal solution. The three deformation parameters control the symmetry of the distribution in
(α1,α2,α3) and allow for solutions that are symmetric in (α1,α2,α3) or only symmetric in (α1,α3)
or not symmetric at all.
The main technical innovation is the construction of one-parameter deformations of general
Barnes beta distributions of types (2,1) and (2,2) having the property that the deformed Mellin
transform has the same value at a given point as the original Mellin transform. Also, our construction
provides the first known use of the Barnes beta distribution of type (2,1) in the context of GMC. Up
to now, all the known laws of 1D GMC measures were expressed in terms of products of type (2,2)
distributions and Frechet and lognormal factors so that the appearance of type (2,1) distributions here
is a new feature of 2D GMC. Finally, we give an explicit computation of the constant ϒ′γ
2
(0) in the
DOZZ formula, which appears to be new.
As explained above, all major advances of GMC integrability research were preceded by exact
conjectures. This makes us believe that our construction of a family of probability distributions
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satisfying the DOZZ formula opens up an avenue for new integrability results in both the GMC and
Liouville theories as it provides a natural conjecture for the law of GMC on the sphere.
The primary limitation of our work is that we do not attempt to identify the exact GMC mea-
sures that our distributions are conjectured to correspond to. As the DOZZ formula holds for any
background metric and the GMC measure depends on the metric, the DOZZ formula does not deter-
mine the GMC measure. This lack of uniqueness is stronger than the lack of uniqueness of 1D GMC
conjectures, where the match was made at all finite integer moments as opposed to a single point.
Nonetheless, the structure constant in the DOZZ formula is quite complicated and imposes a very
delicate constraint on the underlying distribution so that it is reasonable to suppose that by matching
it one is not too far off from the actual law of the GMC. Our construction is flexible enough to narrow
down the search further by matching the symmetry of the GMC law in (α1,α3) that is known to hold
for particular background metrics.
The plan of the paper is as follows. In Section 2 we briefly remind the reader of the definition
of GMC measures on the Riemann sphere, state the DOZZ formula in terms of such measures, and
summarize the properties of the GMC measures that we match. In Section 3 we summarize the main
mathematical tools that are used in the rest of the paper. In Section 4 we give the main results. In
Section 5 we give the proofs. Conclusions are given in Section 6. The Appendix summarizes the
scaling and symmetry properties of GMC measures on the sphere.
2 Problem Statement
In this section we will briefly review the definition of the 2D GMC on the Riemann sphere corre-
sponding to a background metric g(x) and refer the reader to [6], [18], [31], [36] and for details.
Define the following quantities,
Q=
2
γ
+
γ
2
, 0< γ < 2. (2.1)
τ =
4
γ2
. (2.2)
ϒ γ
2
(x) =
1
Γ γ
2
(x)Γ γ
2
(Q− x) . (2.3)
Consider the subcritical GMC on the Riemann sphere. Given a metric on the sphere, let the
Gaussian Free Field Xg(s) corresponding to the metric be defined by
E[Xg(x)Xg(y)] = log
1
|x− y| −
1
4
logg(x)− 1
4
logg(y)+ χg. (2.4)
χg is a constant depending on the metric. Given three insertion points α1,α2,α3, let
α¯ = α1+α2+α3. (2.5)
Define the subcritical GMC1 and the corresponding ρg by the formulas,
ρg(α1,α2,α3) = e
γ2χg
2
∫
C
g(x)−
γ
4
α¯
|x|γα1 |1− x|γα2 Mγ ,g(dx), (2.6)
Mγ ,g(dx) = e
γ Xg(x)− γ
2
2
E[Xg(x)
2]g(x)dx. (2.7)
1As the field Xg(x) is not defined pointwise, the usual renormalization procedure is required to define the GMC, cf. [31].
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The natural boundaries for the variables involved that guarantee the existence of the Mellin transform2
E
[
ρg(α1,α2,α3)
−s] of the quantity ρg are given in [36], cf. Eq. (2.12):
−Re(s)< τ , (2.8)
−Re(s)< 2
γ
(Q−αk), (2.9)
αk < Q. (2.10)
Let
s0 =
α¯−2Q
γ
, (2.11)
and
l(z) =
Γ(z)
Γ(1− z) . (2.12)
Assume that s0 satisfies (2.8) and (2.9). Then, the main result of [18] is the proof
3 of the DOZZ
formula
Γ(s)E
[
ρg(α1,α2,α3)
−s]∣∣∣
s=s0
=
γ
2
e
s2
0
γ2
2
χg
(
pil(
γ2
4
)(
γ
2
)2−
γ2
2
)−s0 ϒ′γ2 (0)
3
∏
i=1
ϒ γ
2
(αi)
ϒ γ
2
( α¯
2
−Q)
3
∏
i=1
ϒ γ
2
( α¯
2
−αi)
. (2.13)
It must be emphasized that this result requires αi > 0 ∀i, cf. Lemma 5.1 below, but the Mellin
transform is defined if αi = 0 ∀i, cf. (2.8) – (2.10) and corresponds to the total mass of the GMC
measure. The difference between the two is that the DOZZ theorem requires s0 to satisfy (2.8) and
(2.9), whereas the existence of the Mellin transform does not.
The law of ρg(α1,α2,α3) is not known for any metric. Aside from its existence, ρg(α1,α2,α3)
is known to possess two additional properties. When g(x) is multiplied by a positive constant λ ,
ρg(α1,α2,α3) satisfies the scaling invariance,
E
[
ρλg(α1,α2,α3)
−s]= λ ss0 γ24 E[ρg(α1,α2,α3)−s], (2.14)
cf. the Appendix. In addition, if the background metric g(x) satisfies the property
g
(1
x
)
= |x|4 g(x), x ∈ C, (2.15)
then,
ρg(α3,α2,α1) = ρg(α1,α2,α3) (2.16)
in law, cf. the Appendix. The natural metrics on the Riemann sphere such as
g(x) =|x|−4+ , (2.17)
g(x) =
1
(1+ |x|2)2 , (2.18)
2Throughout this paper we define the Mellin transform of a random variable X to mean E[X s] with the exception of the
Mellin transform of ρg(α1,α2,α3) written as E
[
ρg(α1,α2,α3)
−s] to be consistent with its definition in [18] and [36].
3The proof in [18] is restricted to the metric g(x) = |x|−4+ but goes through for a general metric on the sphere, cf. [6].
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satisfy (2.15) so that the corresponding ρg is symmetric under α1 ↔ α3. We finally note that the
constant χg can be computed explicitly. For example, for the metric g(x) = |x|−4+ it equals 0.
In what follows we will consider the problem of constructing probability distributions parameter-
ized by (α1,α2,α3) whose Mellin transform:
• is defined under the conditions in (2.8) – (2.10),
• satisfies the DOZZ formula (2.13),
• satisfies the scaling invariance (2.14),
• possesses the symmetry in (2.16).
Such a construction provides a conjecture for the law of ρg(α1,α2,α3). Of particular interest is the
special case of αi = 0 ∀i, which gives the total mass of the GMC on the sphere corresponding to the
metric g(x).
3 Building Blocks
We start with the relationship between the physicist’s double gamma function that appears in (2.3)
and the double gamma function, Γ2(x|τ), that is typically used in the mathematical literature and that
we will use below. It is given in [29], footnote 7,
Γ γ
2
(x) = (
2
γ
)
1
2
(x−Q
2
)2
Γ2(
2x
γ |τ)
Γ2(
Q
γ |τ)
, (3.1)
where the double Gamma Γ2(x|τ) is defined in sect. 3 of [27].
The first building block that is used below is the Barnes beta distribution of type (2, 2). We denote
it by β2,2(b0,b1,b2), cf Theorem 7.1 in Sect. 7.1 and Eq. (7.24) in [27]. Given b0 > 0, b1, b2, such
that b0+b1 > 0, b0+b2 > 0, b0+b1+b2 > 0, and b1b2 > 0,
4 and Re(s)+b0 > 0, Re(s)+b0+b1 > 0,
Re(s)+b0+b2 > 0, Re(s)+b0+b1+b2 > 0,
E[β s2,2] =
Γ2(s+b0 |τ)
Γ2(b0 |τ)
Γ2(b0+b1 |τ)
Γ2(s+b0+b1 |τ)
Γ2(b0+b2 |τ)
Γ2(s+b0+b2 |τ)
Γ2(s+b0+b1+b2 |τ)
Γ2(b0+b1+b2 |τ) . (3.2)
The Mellin transform has the asymptotic behavior,
E[β s2,2]∼ s
− b1b2τ , Re(s)−→+∞. (3.3)
The second building block is the Barnes beta distribution of type (2, 1). We denote it by β2,1(b0,b1),
cf Theorem 7.5 in Sect. 7.2 and Eq. (7.35) in [27]. Given b0 > 0 and b1 > 0,
E[β s2,1] =
Γ2(s+b0 |τ)
Γ2(b0 |τ)
Γ2(b0+b1 |τ)
Γ2(s+b0+b1 |τ) , Re(s)>−b0. (3.4)
The Mellin transform has the asymptotic behavior,
E[β s2,1]∼ e
b1
τ s log(s)+O(s), Re(s) −→+∞. (3.5)
4The conditions b0 > 0, b0+b1 > 0, b0+b2 > 0, b0+b1+b2 > 0, are needed for the existence of the right-hand side
of (3.2), b1b2 > 0 is needed for the positivity of the Le´vy-Khinchine spectral function.
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We will also need the functional equations of the double gamma function,
Γ2(s+ τ |τ)
Γ2(s+ τ +1|τ) =
τ
s+τ
τ − 12√
2pi
Γ
(s+ τ
τ
)
, (3.6)
Γ2(s|τ)
Γ2(s+ τ |τ) =
1√
2pi
Γ(s), (3.7)
cf. Eqs. (3.5) and (3.6) in [27] with a1 = 1, a2 = τ .
We finally recall the definition of the Fyodorov-Bouchaud random variable, cf. [12].
E
[
Y s
]
= Γ(1+
s
τ
). (3.8)
More generally, given b> 0, c> 0,
Γ(b+ s
c
)
Γ(b)
, (3.9)
is the Mellin transform of a (generalized) Frechet RV. It has the density,
pdf(y) =
c
Γ(b)
ycb−1 e−y
c
. (3.10)
4 Results
In this section we will construct probability distributions that satisfy (2.13) and are defined subject to
(2.8), (2.9), and (2.10). We start with the minimal solution. Throughout this section we assume that
the αs satisfy (2.10) and s0 in (2.11) satisfies (2.8), (2.9).
Introduce the notation,
Cγ(α1,α2,α3) =
γ
2
(
pil(
γ2
4
)(
γ
2
)2−
γ2
2
)−s0 ϒ′γ2 (0)
3
∏
i=1
ϒ γ
2
(αi)
ϒ γ
2
( α¯
2
−Q)
3
∏
i=1
ϒ γ
2
( α¯
2
−αi)
. (4.1)
so that we can write the DOZZ formula in the simplified form,
Γ(s)E
[
ρg(α1,α2,α3)
−s]∣∣∣
s=s0
= e
s2
0
γ2
2
χgCγ(α1,α2,α3), (4.2)
where the constant Cγ(α1,α2,α3) is independent of the metric g(x).
We start with a heuristic derivation that motivates the formal results. Let us observe that the
Upsilon terms in the constant Cγ(α1,α2,α3) have a particular structure. By expanding it in terms of
the double gamma factors we can write the Upsilon terms in the form
ϒ′γ
2
(0)Γ γ
2
(
α¯
2
−Q)Γ γ
2
(2Q− α¯
2
)
3
∏
i=1
Γ γ
2
( α¯
2
−αi)
Γ γ
2
(Q−αi)
Γ γ
2
(Q+αi− α¯2 )
Γ γ
2
(αi)
. (4.3)
For the ratios of the double gamma factors we have the pattern
α¯
2
−αi− (Q−αi) = α¯
2
−Q, (4.4)
Q+αi− α¯
2
−αi = Q− α¯
2
. (4.5)
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What this means is that the difference between the arguments of the factors in the numerator and
denominator is ±( α¯
2
−Q), which is, up to sign, γ
2
s0 and for each ratio with +
(
α¯
2
−Q) there is a ratio
with −( α¯
2
−Q). Further, the same pattern is seen in the remaining factors if we write them in the
form5
Γ γ
2
(
α¯
2
)
Γ γ
2
(Q)
Γ γ
2
(2Q− α¯
2
)
Γ γ
2
(Q)
. (4.6)
This pattern, which is precisely the pattern of Barnes beta factors, cf. (3.2) and (3.4), motivates the
following “analytic continuation” from s0 to complex s,
Γ(1+
s
τ
)
Γ γ
2
( γ
2
s+Q)
Γ γ
2
(Q)
Γ γ
2
(2Q− α¯
2
)
Γ γ
2
( γ
2
s+2Q− α¯
2
)
3
∏
i=1
Γ γ
2
( γ
2
s+Q−αi)
Γ γ
2
(Q−αi)
Γ γ
2
(Q+αi− α¯2 )
Γ γ
2
( γ
2
s+Q+αi− α¯2 )
. (4.7)
This expression has the properties that when multiplied by Γ(s) it evaluates at s = s0, up to a trivial
factor, to the expression in (4.3) and its value at s = 0 is 1. Hence it provides a suitable candidate
for the Mellin transform of a probability distribution that satisfies the DOZZ formula. In fact, as the
following result shows, it gives the minimal solution.
Theorem 4.1 Define the function
M(s |α ,γ) =Γ(1+ s
τ
)
Γ2(s+1+ τ |τ)
Γ2(1+ τ |τ)
Γ2(2(1+ τ)− α¯γ |τ)
Γ2(s+2(1+ τ)− α¯γ |τ)
×
3
∏
i=1
Γ2(s+1+ τ− 2γ αi |τ)
Γ2(1+ τ− 2γ αi |τ)
Γ2(1+ τ +
2
γ (αi− α¯2 ) |τ)
Γ2(s+1+ τ +
2
γ (αi− α¯2 ) |τ)
. (4.8)
Then,
1. The function M(s |α ,γ) is analytic in s over the domain specified in (2.8), (2.9) and is the
Mellin transform of a positive, log-infinitely divisible probability distribution defined as the
product of independent Frechet, β22, and two β21 distributions.
M(s |α ,γ) =Γ(1+ s
τ
)E
[
β s22
(
b0 = 1+ τ , b1 =
2
γ
(α1− α¯
2
), b2 =
2
γ
(α3− α¯
2
)
)]
×E
[
β s21
(
b0 = 1+ τ− 2
γ
α1, b1 = 1+ τ +
2
γ
(α1− α¯
2
)
)]
×E
[
β s21
(
b0 = 1+ τ− 2
γ
α3, b1 =
2
γ
(
α¯
2
−α1)
)]
. (4.9)
2. At s= s0 the function
ess0
γ2
2
χg
(piτ 1τ Γ( 1τ
)
Γ
(
1− 1τ
) )−sM(s |α ,γ) (4.10)
takes on the value
Γ(s)ess0
γ2
2
χg
(piτ 1τ Γ( 1τ
)
Γ
(
1− 1τ
) )−sM(s |α ,γ)
∣∣∣
s=s0
= e
s2
0
γ2
2
χg Cγ(α1,α2,α3), (4.11)
5We replaced ϒ′γ
2
(0) with 1/Γ2γ
2
(Q), cf. Lemma 5.2 below and modified α¯2 −Q to α¯2 . By the functional equation of the
double gamma function, Γ(s)Γ(1+ sτ )Γ γ2
( γ2 s+Q) ∝ Γ γ2
( γ2 s), cf. (3.1) and (5.31).
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and so satisfies the DOZZ formula in (2.13). It also satisfies the scaling invariance in (2.14)
and the symmetry in (2.16).
3. In the special case of αi = 0 ∀i (the total mass), this function simplifies to
ess0
γ2
2
χg
( piΓ( 1τ
)
Γ
(
1− 1τ
))−s Γ(1+ s
τ
)
Γ(s+1+ τ)
Γ(1+ τ)
Γ(1+ s+1+ττ )
Γ(1+ 1+ττ )
. (4.12)
and corresponds to the product of three independent Frechet distributions.
The solution in Theorem 4.1 has the limitation of being symmetric in all the αs. The unknown
laws of ρg(α1,α2,α3) corresponding to the metrics in (2.17) and (2.18) are believed to be only sym-
metric in (α1, α3) for example, and ρg(α1,α2,α3) is not expected to have any particular symmetry in
the αs for a general metric. For these reasons one is interested in finding more flexible solutions. To
this end we propose a three parameter deformation of the minimal solution in Theorem 4.1.
Let s0 be as in (2.11). Let us define the auxiliary functions depending on the deformation param-
eter ρ ,
M1(s |α ,γ ,ρ) =Γ2(s+1+ τ +ρ(s− s0) |τ)
Γ2(1+ τ−ρs0 |τ)
Γ2(1+ τ +
2
γ (α1− α¯2 )−ρs0 |τ)
Γ2(s+1+ τ +
2
γ (α1− α¯2 )+ρ(s− s0) |τ)
×
Γ2(1+ τ +
2
γ (α3− α¯2 )−ρs0 |τ)
Γ2(s+1+ τ +
2
γ (α3− α¯2 )+ρ(s− s0) |τ)
Γ2(s+1+ τ− 2γ α2+ρ(s− s0) |τ)
Γ2(1+ τ− 2γ α2−ρs0 |τ)
×
Γ2(−ρs+1+ τ− 2γ α2 |τ)
Γ2(1+ τ− 2γ α2 |τ)
Γ2(1+ τ +
2
γ (α1− α¯2 ) |τ)
Γ2(−ρs+1+ τ + 2γ (α1− α¯2 ) |τ)
×
Γ2(1+ τ +
2
γ (α3− α¯2 ) |τ)
Γ2(−ρs+1+ τ + 2γ (α3− α¯2 ) |τ)
Γ2(−ρs+1+ τ |τ)
Γ2(1+ τ |τ) , (4.13)
M21(s |α ,γ ,ρ) =
Γ2(s+1+ τ− 2γ α1+ρ(s− s0) |τ)
Γ2(1+ τ− 2γ α1−ρs0 |τ)
Γ2(2(1+ τ)− α¯γ −ρs0 |τ)
Γ2(s+2(1+ τ)− α¯γ +ρ(s− s0) |τ)
×
Γ2(−ρs+1+ τ− 2γ α1 |τ)
Γ2(1+ τ− 2γ α1 |τ)
Γ2(2(1+ τ)− α¯γ |τ)
Γ2(−ρs+2(1+ τ)− α¯γ |τ)
, (4.14)
M22(s |α ,γ ,ρ) =
Γ2(1+ τ +
2
γ (α2− α¯2 )−ρs0 |τ)
Γ2(s+1+ τ +
2
γ (α2− α¯2 )+ρ(s− s0) |τ)
Γ2(s+1+ τ− 2γ α3+ρ(s− s0) |τ)
Γ2(1+ τ− 2γ α3−ρs0 |τ)
×
Γ2(−ρs+1+ τ− 2γ α3 |τ)
Γ2(1+ τ− 2γ α3 |τ)
Γ2(1+ τ +
2
γ (α2− α¯2 ) |τ)
Γ2(−ρs+1+ τ + 2γ (α2− α¯2 ) |τ)
. (4.15)
We now define the three parameter deformation of M(s |α ,γ) by
M(s |α ,γ ,ρ) = Γ(1+ s
τ
)M1(s |α ,γ ,ρ1)M21(s |α ,γ ,ρ21)M22(s |α ,γ ,ρ22). (4.16)
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Theorem 4.2 The function M(s |α ,γ ,ρ) has the following properties.
1. Let
−1< ρ1, ρ21, ρ22 ≤ 0. (4.17)
The function M(s |α ,γ ,ρ) is analytic in s over the domain specified in (2.8), (2.9) and is the
Mellin transform of a positive, log-infinitely divisible probability distribution defined as the
product of independent Frechet and powers of β22 and β21 distributions.
M(s |α ,γ ,ρ) =Γ(1+ s
τ
)E
[
β
s(1+ρ1)
22
(
b0 = 1+ τ−ρ1s0, b1 = 2
γ
(α1− α¯
2
), b2 =
2
γ
(α3− α¯
2
)
)]
×E
[
β
−ρ1s
22
(
b0 = 1+ τ− 2
γ
α2, b1 =
2
γ
(
α¯
2
−α1), b2 = 2
γ
(
α¯
2
−α3
)]
×E
[
β
s(1+ρ21)
21
(
b0 = 1+ τ− 2
γ
α1−ρ21s0, b1 = 1+ τ + 2
γ
(α1− α¯
2
)
)]
×E
[
β
−ρ21s
21
(
b0 = 1+ τ− 2
γ
α1, b1 = 1+ τ +
2
γ
(α1− α¯
2
)
)]
×E
[
β
s(1+ρ22)
21
(
b0 = 1+ τ− 2
γ
α3−ρ22s0, b1 = 2
γ
(
α¯
2
−α1)
)]
×E
[
β
−ρ22s
21
(
b0 = 1+ τ− 2
γ
α3, b1 =
2
γ
(
α¯
2
−α1)
)]
. (4.18)
It coincides withM(s |α ,γ) in (4.8) when all the deformation parameters are zero,
M(s |α ,γ ,ρ1 = 0,ρ21 = 0,ρ22 = 0) =M(s |α ,γ). (4.19)
and has the same value at s= s0,
M(s0 |α ,γ ,ρ1,ρ21,ρ22) =M(s0 |α ,γ), (4.20)
so that it satisfies the DOZZ formula, cf. (4.11) and the scaling invariance6 in (2.14) when
multiplied by ess0
γ2
2
χg
(
piτ
1
τ Γ
(
1
τ
)
Γ
(
1− 1τ
) )−s.
2. The function M(s |α ,γ ,ρ1,ρ21,ρ22) has the following symmetry properties. If ρ21 = ρ22,
M(s |α1,α2,α3,γ ,ρ1,ρ21 = ρ22) =M(s |α3,α2,α1,γ ,ρ1,ρ21 = ρ22). (4.21)
If ρ1 = ρ21 = ρ22, M(s |α ,γ ,ρ1,ρ21,ρ22) is symmetric in all the αs.
3. In the special case of αi = 0 ∀i (the total mass), we obtain the product of five independent
Frechet distributions,
M(s |α = 0,γ ,ρ) =τ sτ Γ(1+ s
τ
)
Γ
(
(1+ρ21)(s+1+ τ)
)
Γ
(
(1+ρ21)(1+ τ)
) Γ
(
1+ (1+ρ21)(s+1+τ)τ
)
Γ
(
1+ (1+ρ21)(1+τ)τ
)
× Γ
(−ρ21s+1+ τ)
Γ
(
1+ τ
) Γ
(
1+ (−ρ21s+1+τ)τ
)
Γ
(
1+ 1+ττ
) . (4.22)
6 The scaling invariance is satisfied so long as ρ1, ρ21, and ρ22 are independent of the scale λ , cf. the Remark at the
end of this section.
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4. The leading asymptotic term of the Mellin transform is
M(s |α ,γ ,ρ) ∼ exp
((
1+
2
τ
)
s log s+O(s)
)
, Re(s)→+∞. (4.23)
Thus, we have constructed a family of probability distributions that satisfy the DOZZ formula
and have the desired symmetry and scaling properties.
Remark We end this section with a comment about the open problem of identification of particular
GMCs on the sphere that our construction is conjectured to give the law of. While this problem is
outside the scope of this paper, we indicate here how it might be approached assuming ρg(α1,α2,α3)
is symmetric in (α1,α3). For example, one could try to match the first moment of ρg(α1,α2,α3),
E
[
ρg(α1,α2,α3)
]
= e
γ2χg
2
∫
C
g(x)−
γ
4
α¯
|x|γα1 |1− x|γα2 g(x)dx, (4.24)
and the value of the Mellin transform M(s |α ,γ ,ρ) at s=−1, i.e. try to satisfy
e−s0
γ2
2
χg
piτ
1
τ Γ
(
1
τ
)
Γ
(
1− 1τ
) M(s =−1 |α ,γ ,ρ) = E[ρg(α1,α2,α3)]. (4.25)
Theoretically, matching them when αi = 0 ∀i determines ρ21 = ρ22 by (4.22) and matching them
at general αs should determine ρ1. Note that the ρs depend on the metric but do not change with
rescaling, ρ(g) = ρ(λg) for any λ > 0 as required by (2.14).
5 Proofs
We begin by analyzing the natural boundaries in (2.8) and (2.9) and the implications of s0 satisfying
these conditions in detail.
Lemma 5.1 Let s and s0 satisfy (2.8) and (2.9), αi satisfy (2.10) ∀i. Then, the following inequalities
hold for the αs:
1+ τ− 2αk
γ
> 0, (5.1)
α¯ > 2αk, (5.2)
2Q+αk− α¯ > 0, (5.3)
αk > 0, (5.4)
Q+αk− α¯
2
> 0, (5.5)
1+ τ +
2
γ
(αk− α¯
2
)> 0, (5.6)
1<
α¯
γ
<
3
2
(1+ τ), (5.7)
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and the following inequalities7 hold for s :
s+1+ τ− 2αk
γ
> 0, (5.8)
s+1+ τ +
2
γ
(αk− α¯
2
)> 0, (5.9)
s+1+ τ− 2α¯
3γ
> 0, (5.10)
s+2(1+ τ)− α¯
γ
> 0, (5.11)
and the following inequalities hold for s0 :
s0 <
1+ τ
2
, (5.12)
s0 <
αk
γ
. (5.13)
Proof Let (i, j,k) denote an arbitrary permutation of (1,2,3). Observe the identity
γ
2
(1+ τ) =Q. (5.14)
We note first that (5.1) is equivalent to (2.10) by (5.14). (5.2) follows immediately from s0 satisfying
(2.9). Now,
2αk− α¯ = 2αk− (αi+α j+αk), (5.15)
= αk− (αi+α j), (5.16)
> αk−2Q (5.17)
due to (2.10). This verifies (5.3). Next,
2αk− α¯ = 2αk− (αi+α j+αk), (5.18)
= αk− (αi+α j), (5.19)
> αk− α¯ (5.20)
due to (5.2). This verifies (5.4). To verify (5.5),
Q− α¯
2
+αk =
α¯
2
+Q− (αi+α j), (5.21)
= (
α¯
2
−αi)+ (Q−α j)> 0 (5.22)
due to (2.10) and (5.2). It also follows directly from (5.3) and (5.4). (5.6) is equivalent to (5.5) by
means of (5.14). Finally, (5.7) follows from s0 satisfying (2.8) and α¯ < 3Q.
The inequality in (5.8) is equivalent to (2.9). To verify (5.9),
s+1+ τ +
2
γ
(αk− α¯
2
) = s+1+ τ +
2
γ
(α¯−αi−α j− α¯
2
), (5.23)
= s+1+ τ− 2αi
γ
+
2
γ
(
α¯
2
−α j)> 0 (5.24)
7To ease notation we write s instead of Re(s) here and throughout this section.
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by (5.2) and (5.8). (5.10) follows from (5.8) and the definition of α¯ . To verify (5.11),
s− α¯
γ
+2(1+ τ) =
(
s+1+ τ− 2α¯
3γ
)
+
(
1+ τ− α¯
3γ
)
> 0 (5.25)
by (5.10) and (5.7).
The inequality in (5.12) follows from (5.7). (5.13) follows from (5.3).
The next auxiliary result that we need is the computation of the derivative of the Upsilon function
in the DOZZ formula.
Lemma 5.2
ϒ′γ
2
(0) =
2pi
Γ2γ
2
(Q)
. (5.26)
Proof The proof of this formula is a corollary of the functional equations of the double and Euler’s
gamma functions. We start with the definition of the Upsilon function in (2.3),
ϒ γ
2
(x) =
1
Γ γ
2
(x)Γ γ
2
(Q− x) . (5.27)
The singularity at x= 0 comes from the first factor. It is sufficient to show that
logΓ γ
2
(x) =− logx+C+O(x), x→ 0, (5.28)
for some constant C. Then,
ϒ′γ
2
(0) =
e−C
Γ γ
2
(Q)
. (5.29)
We will now show that (5.28) holds with
C = logΓ γ
2
(Q)− log2pi. (5.30)
Multiplying together the functional equations of the double gamma function, cf. (3.6) and (3.7), we
obtain
Γ2(s|τ)
Γ2(s+ τ +1|τ) =
τ
s
τ +
1
2
2pi
Γ(s)Γ
(s+ τ
τ
)
. (5.31)
By taking the log of this equation and using the functional equation of Euler’s gamma function, we
get
logΓ2(s|τ) = logΓ2(s+ τ +1|τ)+ log τ
s
τ +
1
2
2pi
+ logΓ(s+1)− log(s)+ logΓ(s+ τ
τ
)
. (5.32)
Thus,
logΓ2(s|τ) =− logs+ log τ
1
2
2pi
+ logΓ2(τ +1|τ)+O(s), s→ 0. (5.33)
It now remains to translate this into the equivalent asymptotic for logΓ γ
2
(x). Recalling (3.1),
logΓ γ
2
(x) = log(
2
γ
)
1
2
(x−Q
2
)2 + logΓ2(
2x
γ
|τ)− logΓ2(Q
γ
|τ),
= log(
2
γ
)
1
2
(x−Q
2
)2− log 2x
γ
+ log
τ
1
2
2pi
+ logΓ2(τ +1|τ)− logΓ2(Q
γ
|τ)+O(x). (5.34)
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On the other hand,
logΓ γ
2
(Q) = log(
2
γ
)
1
2
(Q−Q
2
)2 + logΓ2(1+ τ |τ)− logΓ2(Q
γ
|τ). (5.35)
The result now follows from recalling the definition of τ in (2.2).
We can now give the proof of Theorem 4.1.
Proof We note first that the real part of the arguments of the double gamma factors that enter (4.8)
is positive for each double gamma factor due to (2.8), (2.9), (2.10) or their corollaries in Lemma 5.1.
Hence, M(s |α ,γ) is analytic over the domain specified in (2.8), (2.9).
Next, we split the expression in (4.8) into two groups of factors, which we denote byM1(s |α ,γ)
and M2(s |α ,γ),
M1(s |α ,γ) =Γ2(s+1+ τ |τ)
Γ2(1+ τ |τ)
Γ2(1+ τ +
2
γ (α1− α¯2 ) |τ)
Γ2(s+1+ τ +
2
γ (α1− α¯2 ) |τ)
Γ2(1+ τ +
2
γ (α3− α¯2 ) |τ)
Γ2(s+1+ τ +
2
γ (α3− α¯2 ) |τ)
×
Γ2(s+1+ τ− 2γ α2 |τ)
Γ2(1+ τ− 2γ α2 |τ)
, (5.36)
M2(s |α ,γ) =
Γ2(s+1+ τ− 2γ α1 |τ)
Γ2(1+ τ− 2γ α1 |τ)
Γ2(2(1+ τ)− α¯γ |τ)
Γ2(s+2(1+ τ)− α¯γ |τ)
Γ2(1+ τ +
2
γ (α2− α¯2 ) |τ)
Γ2(s+1+ τ +
2
γ (α2− α¯2 ) |τ)
×
Γ2(s+1+ τ− 2γ α3 |τ)
Γ2(1+ τ− 2γ α3 |τ)
, (5.37)
so that
M(s |α ,γ) = Γ(1+ s
τ
)M1(s |α ,γ)M2(s |α ,γ). (5.38)
It is sufficient to show that M1(s |α ,γ) and M2(s |α ,γ) are Mellin transforms of positive, log-
infinitely divisible distributions. ForM1(s |α ,γ) this follows directly from (3.2). Denote
b0 = 1+ τ , (5.39)
b1 =
2
γ
(α1− α¯
2
), (5.40)
b2 =
2
γ
(α3− α¯
2
). (5.41)
Then, b0 > 0, b0+ b1 > 0, b0+ b2 > 0, b0+ b1+ b2 > 0 and b1b2 > 0 due to Lemma 5.1 and the
expression in (3.2) with these values of the bs coincides withM1(s |α ,γ), hence
M1(s |α ,γ) = E
[
β s22
(
b0 = 1+ τ , b1 =
2
γ
(α1− α¯
2
), b2 =
2
γ
(α3− α¯
2
)
)]
. (5.42)
The argument for M2(s |α ,γ) is similar but requires an extra step. To prove that M2(s |α ,γ) is
the Mellin transform we split it further into two groups of factors,
M21(s |α ,γ) =
Γ2(s+1+ τ− 2γ α1 |τ)
Γ2(1+ τ− 2γ α1 |τ)
Γ2(2(1+ τ)− α¯γ |τ)
Γ2(s+2(1+ τ)− α¯γ |τ)
, (5.43)
M22(s |α ,γ) =
Γ2(1+ τ +
2
γ (α2− α¯2 ) |τ)
Γ2(s+1+ τ +
2
γ (α2− α¯2 ) |τ)
Γ2(s+1+ τ− 2γ α3 |τ)
Γ2(1+ τ− 2γ α3 |τ)
, (5.44)
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so that
M(s |α ,γ) = Γ(1+ s
τ
)M1(s |α ,γ)M21(s |α ,γ)M22(s |α ,γ). (5.45)
Let
b0 = 1+ τ− 2
γ
α1, (5.46)
b1 = 1+ τ +
2
γ
(α1− α¯
2
). (5.47)
Then, (5.43) is a special case of (3.4) with these values of b0 and b1. They are positive by Lemma 5.1,
hence
M21(s |α ,γ) = E
[
β s21
(
b0 = 1+ τ− 2
γ
α1, b1 = 1+ τ +
2
γ
(α1− α¯
2
)
)]
. (5.48)
Now, let
b0 = 1+ τ− 2
γ
α3, (5.49)
b1 =
2
γ
(
α¯
2
−α1). (5.50)
Then, (5.44) is a special case of (3.4) with these values of b0 and b1. Indeed, these are positive by
Lemma 5.1 and
b0+b1 = 1+ τ +
2
γ
(α2− α¯
2
) (5.51)
by the definition of α¯ , hence,
M22(s |α ,γ) = E
[
β s21
(
b0 = 1+ τ− 2
γ
α3, b1 =
2
γ
(
α¯
2
−α1)
)]
. (5.52)
This completes the proof of Part I.
To prove Part II we first need to establish the identity
Γ(s)M(s |α ,γ)
∣∣∣
s=s0
=2piτ−
s0
τ − 12 Γ2(s0|τ)
Γ2(1+ τ |τ)
Γ2(1+ τ− s0|τ)
Γ2(1+ τ |τ)
×
3
∏
i=1
Γ2(1+ τ +
2
γ (αi− α¯2 ) |τ)
Γ2(s0+1+ τ +
2
γ (αi− α¯2 ) |τ)
3
∏
i=1
Γ2(s0+1+ τ− 2γ αi |τ)
Γ2(1+ τ− 2γ αi |τ)
, (5.53)
which follows from (5.31) by means of
Γ(s0)Γ(1+
s0
τ
)
Γ2(s0+1+ τ |τ)
Γ2(1+ τ |τ) = 2piτ
− s0τ − 12 Γ2(s0|τ)
Γ2(1+ τ |τ) . (5.54)
Applying (3.1), we have thus established
Γ(s)M(s |α ,γ)
∣∣∣
s=s0
= 2piτ−
s0
τ − 12
(γ
2
)−s0Qγ
3
∏
i=1
ϒ γ
2
(αi)
Γ2γ
2
(Q)ϒ γ
2
( α¯
2
−Q)
3
∏
i=1
ϒ γ
2
( α¯
2
−αi)
. (5.55)
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Applying Lemma 5.2 and simplifying, we obtain
Γ(s)M(s |α ,γ)
∣∣∣
s=s0
=
(γ
2
)−2s0 γ
2
ϒ′γ
2
(0)
3
∏
i=1
ϒ γ
2
(αi)
ϒ γ
2
( α¯
2
−Q)
3
∏
i=1
ϒ γ
2
( α¯
2
−αi)
. (5.56)
Upon comparing with the right-hand side of the DOZZ formula, we see that they differ by the factor
es
2
0
γ2
2
χg
(
pil(
γ2
4
)(
γ
2
)−
γ2
2
)−s0
(5.57)
which is precisely the factor in (4.10) due to the identity
(
γ
2
)−
γ2
2 = τ
1
τ . (5.58)
The scaling invariance in (2.14) follows from (A.2). The symmetry in (2.16) is a corollary of (5.38) as
both M1(s |α ,γ) and M2(s |α ,γ) are symmetric under α1 ↔ α3. Finally, (4.12) follows from (5.31).
We now proceed to the proof of Theorem 4.2 and start with a series of lemmas. The first lemma
extends Lemma 5.1.
Lemma 5.3 Let −1≤ ρ ≤ 0 and
E > 0, (5.59)
s+E > 0, (5.60)
s0+E > 0. (5.61)
Then,
−ρs+E > 0, (5.62)
s+E+ρ(s− s0)> 0. (5.63)
In particular, all arguments of the double gamma factors in (4.13) – (4.15) are positive if s and s0
satisfy (2.8) and (2.9), −1≤ ρ ≤ 0 and the αs satisfy (2.10).
Proof If ρ = 0, there is nothing to show. Else, −ρs > ρE because ρ < 0 so that −ρs+E > (1+
ρ)E ≥ 0, because ρ ≥ −1 and E > 0 as desired. Similarly, −ρs0 > ρE so that s+E+ρ(s− s0) >
(1+ ρ)(s+E) ≥ 0. To apply these inequalities to the arguments of the double gamma factors in
(4.13) – (4.15) it is sufficient to note that E corresponds to one of the expressions 1+ τ , 1+ τ− 2αkγ ,
1+τ + 2γ (αk− α¯2 ), and 2(1+τ)− α¯γ . By Lemma 5.1 we know that E > 0 and s+E > 0 for any s that
satisfies (2.8) and (2.9) so in particular s0+E > 0. The result now follows from (5.62) and (5.63).
The next lemmas provide deformations of the Barnes beta distributions of types (2,1) and (2,2)
in (3.4) and (3.2).
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Lemma 5.4 Let b0,b1 > 0 and β21(b0,b1) be a Barnes beta distribution of type (2,1). Let
−1≤ ρ ≤ 0, (5.64)
s0+b0 > 0, (5.65)
and consider the following deformation of the Mellin transform of β21(b0,b1),
η21(s,ρ) =
Γ2(s(1+ρ)+b0−ρs0 |τ)
Γ2(b0−ρs0 |τ)
Γ2(b0+b1−ρs0 |τ)
Γ2(s(1+ρ)+b0+b1−ρs0 |τ)
× Γ2(−ρs+b0 |τ)
Γ2(b0 |τ)
Γ2(b0+b1 |τ)
Γ2(−ρs+b0+b1 |τ) . (5.66)
Then, this deformation is analytic over the same domain as the original Mellin transform, s+b0 > 0,
is the Mellin transform of the following random variable,
β
1+ρ
21 (b0−ρs0,b1)β−ρ21 (b0,b1), (5.67)
and this deformation has the same value at s= s0 as the original Mellin transform,
η21(s0,ρ) = E[β
s0
21(b0,b1)]. (5.68)
Proof By Lemma 5.3 the conditions in (5.64) and (5.65) and b0, b1 > 0 guarantee that η21(s,ρ) is
analytic over s+b0 > 0 and b0−ρs0 > 0 so that β21(b0−ρs0,b1) is well-defined. The equality
η21(s,ρ) = E
[(
β
1+ρ
21 (b0−ρs0,b1)
)s]
E
[(
β
−ρ
21 (b0,b1)
)s]
, s+b0 > 0, (5.69)
and (5.68) follow from (3.4) by direct inspection.
Lemma 5.5 Let b0 > 0,b0+ b1,b0+ b2,b0+ b1+ b2,b1b2 > 0 and β22(b0,b1,b2) be a Barnes beta
distribution of type (2,2). Let
−1≤ ρ ≤ 0, (5.70)
s0+b0 > 0, s0+b0+b1 > 0, s0+b0+b2 > 0, s0+b0+b1+b2 > 0, (5.71)
and consider the following deformation of the Mellin transform of β22(b0,b1,b2),
η22(s,ρ) =
Γ2(s(1+ρ)+b0−ρs0 |τ)
Γ2(b0−ρs0 |τ)
Γ2(b0+b1−ρs0 |τ)
Γ2(s(1+ρ)+b0+b1−ρs0 |τ)
× Γ2(b0+b2−ρs0 |τ)
Γ2(s(1+ρ)+b0+b2−ρs0 |τ)
Γ2(s(1+ρ)+b0+b1+b2−ρs0 |τ)
Γ2(b0+b1+b2−ρs0 |τ)
× Γ2(−ρs+b0 |τ)
Γ2(b0 |τ)
Γ2(b0+b1 |τ)
Γ2(−ρs+b0+b1 |τ)
× Γ2(b0+b2 |τ)
Γ2(−ρs+b0+b2 |τ)
Γ2(−ρs+b0+b1+b2 |τ)
Γ2(b0+b1+b2 |τ) . (5.72)
Then, this deformation is analytic over the same domain as the original Mellin transform, s+b0 > 0,
s+b0+b1 > 0, s+b0+b2 > 0, s+b0+b1+b2 > 0, is the Mellin transform of the following random
variable,
β
1+ρ
22 (b0−ρs0,b1,b2)β−ρ22 (b0+b1+b2,−b1,−b2), (5.73)
and this deformation has the same value at s= s0 as the original Mellin transform,
η22(s0,ρ) = E[β
s0
22(b0,b1,b2)]. (5.74)
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Proof By Lemma 5.3 the conditions in (5.70) and (5.71) guarantee that η22(s,ρ) is analytic over
s+b0 > 0, s+b0+b1 > 0, s+b0+b2 > 0, s+b0+b1+b2 > 0 and b0−ρs0 > 0, b0+b1−ρs0 > 0,
b0+b2−ρs0 > 0, b0+b1+b2−ρs0 > 0, so that β22(b0−ρs0,b1,b2) is well-defined. We also note
β22(b0+b1+b2,−b1,−b2) is also well defined because b0 > 0, b0+b1 > 0, b0+b2 > 0, b0+b1+
b2 > 0, and b1b2 > 0 by assumption. The equality
η22(s,ρ) = E
[(
β
1+ρ
22 (b0−ρs0,b1,b2)
)s]
E
[(
β
−ρ
22 (b0+b1+b2,−b1,−b2)
)s]
(5.75)
over the domain s+ b0 > 0, s+ b0+ b1 > 0, s+ b0+ b2 > 0, s+ b0+ b1+ b2 > 0 and (5.74) follow
from (3.2) by direct inspection.
We can now give the proof of Theorem 4.2.
Proof Lemma 5.3 guarantees that M1(s |α ,γ ,ρ1), M21(s |α ,γ ,ρ21), and M22(s |α ,γ ,ρ22) are ana-
lytic over the domain that is specified in (2.8) and (2.9). Further, by Lemmas 5.4 and 5.5 we have the
identities
M1(s |α ,γ ,ρ1) = E
[
β
s(1+ρ1)
22
(
b0 = 1+ τ−ρ1s0, b1 = 2
γ
(α1− α¯
2
), b2 =
2
γ
(α3− α¯
2
)
)]
×E
[
β
−ρ1s
22
(
b0 = 1+ τ− 2
γ
α2, b1 =
2
γ
(
α¯
2
−α1), b2 = 2
γ
(
α¯
2
−α3
)]
, (5.76)
M21(s |α ,γ ,ρ21) = E
[
β
s(1+ρ21)
21
(
b0 = 1+ τ− 2
γ
α1−ρ21s0, b1 = 1+ τ + 2
γ
(α1− α¯
2
)
)]
×E
[
β
−ρ21s
21
(
b0 = 1+ τ− 2
γ
α1, b1 = 1+ τ +
2
γ
(α1− α¯
2
)
)]
, (5.77)
M22(s |α ,γ ,ρ22) = E
[
β
s(1+ρ22)
21
(
b0 = 1+ τ− 2
γ
α3−ρ22s0, b1 = 2
γ
(
α¯
2
−α1)
)]
×E
[
β
−ρ22s
21
(
b0 = 1+ τ− 2
γ
α3, b1 =
2
γ
(
α¯
2
−α1)
)]
, (5.78)
and
M1(s0 |α ,γ ,ρ1) =M1(s0 |α ,γ), (5.79)
M21(s0 |α ,γ ,ρ21) =M21(s0 |α ,γ), (5.80)
M22(s0 |α ,γ ,ρ22) =M22(s0 |α ,γ), (5.81)
where M1(s |α ,γ), M21(s |α ,γ), and M22(s |α ,γ) are the factors of the original Mellin transform,
cf. (5.45). This proves Part I.
The symmetry in (α1,α3)when ρ21= ρ22 derives from the fact that the original factorsM1(s |α ,γ)
and M2(s |α ,γ), cf. (5.38), are symmetric in (α1,α3). The ρ1−transformation preserves this sym-
metry in M1(s |α ,γ ,ρ1), cf. (4.13). If ρ21 = ρ22, then M21(s |α ,γ ,ρ21)M22(s |α ,γ ,ρ22) is also
symmetric in (α1,α3), cf. (4.14) and (4.15). If ρ1 = ρ21 = ρ22, then the deformed Mellin transform
has the same symmetry as the original Mellin transform, which is symmetric in (α1,α2,α3).
Finally, (4.22) follows from (5.31) and the leading asymptotic of M(s |α ,γ ,ρ1,ρ21,ρ22) follows
from (3.5) and Stirling’s formula.
17
6 Conclusions
We have constructed a family of probability distributions that have the property that their Mellin
transform satisfies the DOZZ formula. The family is parameterized by three deformation parameters.
When they are all set to zero, we get the minimal solution, which is symmetric in all insertion points
(α1,α2,α3). By varying the deformation parameters, we can produce solutions that are only symmet-
ric in (α1,α3) or not symmetric at all. The probability distributions are constructed from products
of independent Fyodorov-Bouchaud factor (Frechet) and powers of Barnes beta distributions of types
(2,1) and (2,2). In the special case of all insertion points equal to zero, our distributions degenerate
to a product of independent Frechet factors.
We have advanced the theory of Barnes beta distributions by constructing one-parameter defor-
mations of general Barnes beta distributions of types (2,1) and (2,2) having the property that the
deformed Mellin transform has the same value at a given point as the original Mellin transform.
We naturally conjecture that our construction corresponds to the law of GMC with three insertion
points on the Riemann sphere for some background metric. In particular, in the special case of
zero insertion points our solution then corresponds to the total mass of the GMC. In support of this
conjecture we note that in addition to satisfying the DOZZ formula, the Mellin transform of our
family of distributions is analytic over the same domain as the known domain of analyticity of the
Mellin transform of GMC on the sphere. The actual identification of the metric on the sphere that
our solution is conjectured to correspond to is beyond the scope of this paper. The challenge of any
such identification is that the DOZZ formula holds for any GMC on the sphere. Particular families of
metrics on the sphere are known to imply the (α1,α3) symmetry of the corresponding GMC and our
construction is capable of reproducing such symmetry so that we can narrow down the search to such
metrics. Aside from this symmetry, the identification problem is open and must await new advances
on GMC.
Acknowledgments
The author gratefully acknowledges that the problem of constructing a probability distribution that
satisfies the DOZZ formula was posed to the author by Vincent Vargas.
A Scaling and symmetry of GMC on the Sphere
This section is based on [6]. Let Xg(s) be defined by (2.4), the corresponding ρg by (2.6), and the
metric-independent constant Cγ(α1,α2,α3) be as in (4.1) so that
Γ(s)E
[
ρg(α1,α2,α3)
−s]∣∣∣
s=s0
= e
s2
0
γ2
2
χgCγ(α1,α2,α3), (A.1)
Using the scaling relationship,
χλg = χg+
1
2
logλ , (A.2)
that holds for any constant λ > 0 we can work out what ρλg(α1,α2,α3) is going to be. Observing the
identity in law
Xλg(x) = Xg(x), (A.3)
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then
Mγ ,g(dx) = λMg(dx). (A.4)
It follows from (2.6) that
ρλg(α1,α2,α3) =λ
1− γ
4
α¯ e
γ2 logλ
4 e
γ2χg
2
∫
C
g(x)−
γ
4
α¯
|x|γα1 |1− x|γα2 Mγ ,g(dx),
=λ 1−
γ
4
α¯+ γ
2
4 ρg(α1,α2,α3). (A.5)
This is the fundamental scaling relationship that holds for any background metric. Then,
Γ(s)E
[
ρλg(α1,α2,α3)
−s]∣∣∣
s=s0
= λ−s0(1−
γ
4
α¯+ γ
2
4
) e
s2
0
γ2
2
χgCγ(α1,α2,α3). (A.6)
On the other hand,
Γ(s)E
[
ρλg(α1,α2,α3)
−s]∣∣∣
s=s0
=e
s2
0
γ2
2
χλgCγ(α1,α2,α3),
=e
s2
0
γ2
4 logλ e
s2
0
γ2
2 χgCγ(α1,α2,α3). (A.7)
Upon comparing (A.6) and (A.7), we get
− s0(1− γ
4
α¯ +
γ2
4
) =
s20γ
2
4
. (A.8)
which is correct by the definition of s0.
The importance of (A.5) is that it implies the following scaling invariance of the Mellin transform
that holds for all s where it is defined,
E
[
ρλg(α1,α2,α3)
−s]= λ ss0 γ24 E[ρg(α1,α2,α3)−s]. (A.9)
We end this section with a proof of symmetry of ρg under α1↔ α3 for a class of metrics. Assume
that the background metric g(x) satisfies the property
g
(1
x
)
= |x|4 g(x), x ∈ C. (A.10)
Then,
ρg(α3,α2,α1) = ρg(α1,α2,α3) (A.11)
in law.
The proof is based on (2.4). If (A.10) holds, then it is easy to check that the following identities
hold,
E
[
Xg
(1
x
)
Xg
(1
y
)]
=E[Xg(x)Xg(y)], (A.12)
g
(1
x
)
d2
(1
x
)
=g(x)d2x. (A.13)
The result now follows from (2.6) by changing variables x→ 1/x.
The natural metrics on the Riemann sphere such as
g(x) =|x|−4+ , (A.14)
g(x) =
1
(1+ |x|2)2 , (A.15)
satisfy (A.10) so that the corresponding ρg is symmetric under α1↔ α3.
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