Abstract. Let N( f ) be a number of nodal domains of a random Gaussian spherical harmonic f of degree n. We prove that as n grows to infinity, the mean of N( f )/n 2 tends to a positive constant a, and that N( f )/n 2 exponentially concentrates around a.
Introduction.
Let H n be the 2n + 1-dimensional real Hilbert space of spherical harmonics of degree n on the 2-dimensional unit sphere S 2 equipped with the L 2 (S 2 ) norm. For f ∈ H n , put Z( f ) = {x ∈ S 2 : f (x) = 0}. Let N( f ) be the number of connected components of Z( f ). The famous Courant nodal domain theorem [4, Chapter VI, § 6] states that N( f ) (n + 1) 2 for all f ∈ H n . On the other hand, H. Lewy [5] showed that no non-trivial lower bound is possible: one can find spherical harmonics f of arbitrarily large degree with N( f ) 3. The question we want to discuss here is: What is the "typical" value of N( f ) when the degree n is large? To give the word "typical" a precise meaning, let us consider the random spherical harmonic
where ξ k are independent identically distributed Gaussian random variables with Eξ 2 k = 1 2n+1 and {Y k } is an orthonormal basis of H n , so E f L 2 (S 2 ) = 1. It is not hard to see that f (as a random function) does not depend on the choice of the basis {Y k } in H n .
The same question can be raised in other instances of smooth random functions of several real variables, e.g., for random trigonometric polynomials of large degree n. We are not aware of any rigorous treatment of this question, though we know three encouraging attempts to tackle this and related questions in different contexts. In the paper [8] (motivated by some engineering problems), Swerling estimated from below and from above the mean number of connected components of the level lines Z(t, f ) = {f = t} of a random Gaussian trigonometric polynomial f of two variables of given degree n. His method is based on estimates of the integral curvature of the level line Z(t, f ). The estimates are rather good when the level t is separated from zero, but as t → 0 they are getting worse and, unfortunately, give nothing when t = 0.
In the paper [6] , Malevich considered C 2 -smooth Gaussian random functions f on R 2 with positive covariance function that decays polynomially in the distance from the origin. She proved that for T T 0 ,
where N(T) is a number of connected components of the zero set of f that are contained in the square [0, T] × [0, T], and C is a positive numerical constant. Her proof uses essentially the positivity property of the convariance function that does not hold for Gaussian spherical harmonics or for Gaussian trigonometric polynomials.
A few years ago Blum, Gnutzmann, and Smilansky [1] raised a question about the distribution of the number of nodal domains of high-energy eigenfunctions. In the ergodic case, in accordance with Berry's "random wave conjecture", they suggested to find this distribution for Gaussian random plane waves and performed the corresponding numerics. To compute this distribution, Bogomolny and Schmit suggested in [2] an elegant percolation-like lattice model for description of nodal domains of random Gaussian plane waves. It agrees well with numerics, but completely ignores the correlation between values of the random function f at different points, and apparently it will be very difficult to make it rigorous.
In this note, we will show that, in accordance with one of the Bogomolny and Schmit predictions, EN( f )/n 2 tends to a positive limit a when n → ∞. Moreover, we show that the random variable N( f )/n 2 exponentially concentrates around a: THEOREM 1.1. There exists a constant a > 0 such that, for every ε > 0, we have
where c(ε) and C(ε) are some positive constants depending on ε only. Remark 1.2. (Sharpness of Theorem 1.1) The exponential decay in n in Theorem 1.1 cannot be improved: in Section 6 we show that, given a positive and arbitrarily small κ, P{N( f ) < κn 2 } e −C(κ)n . On the other hand, our proof of Theorem 1.1 gives a very small value c(ε) ε 15 and it would be nice to reduce the power 15 of ε to something more reasonable. Remark 1.3. The model proposed by Bogomolny and Schmit also predicts that the variance of the random variable N( f ) grows with n as bn 2 with some constant b > 0. Unfortunately, our technique does not allow us to obtain any meaningful lower bound for the variance. We cannot even prove that the variance goes to infinity with n. Remark 1.4. For any spherical harmonic f ∈ H, the total length of its nodal set Z( f ) does not exceed Const n. Therefore, Theorem 1.1 yields that, for a typical spherical harmonic, most of its nodal domains have diameters comparable to 1/n.
The proof of Theorem 1.1 goes as follows: I. First, we prove the lower bound EN( f ) const n 2 . This part of the proof is rather straightforward and short.
II. Then we prove the exponential concentration of the random variable N( f )/n 2 around its median. This part is based on two ingredients:
(i) the uniform lower continuity of the functional f → N( f ) with respect to the L 2 -norm outside of an exceptional set E ⊂ H of exponentially small measure;
(ii) Levy's concentration of measure principle. III. In the third part, we prove the existence of the limit lim n→∞ EN( f )/n 2 . In this part, we use the existence of the scaling limit for the covariance function
Note that in the proof of Theorem 1.1 we use only relatively simple tools from the classical analysis, which we believe may work in a more general setting of random functions of several real variables, while it seems that the BogomolnySchmit model is essentially a two-dimensional one.
Notation. Throughout the paper, we denote by c and C positive numerical constants whose values may vary from line to line. As usual, the constants denoted by C are large, while the ones denoted by c are small. In the cases when we need to fix the value of some constant, we assign to it a certain index, for instance, c 0 and C 0 .
By D(x, r) we denote the spherical disk of radius r centered at x, by D( y, t) we denote the Euclidean disk of radius t centered at y.
By σ we denote the spherical area measure with normalization σ(S 2 ) = 1, and by m we denote the (Euclidean) area measure on the plane.
By · we always mean the L 2 (S 2 )-norm. Given a set K, we denote by K +d the d-neighbourhood of K. We apply this notation both to subsets of H n and the L 2 -distance, and to subsets of S 2 and the usual spherical distance.
Notation A B and A B means that there exist positive numerical constants C and c such that A C · B and A c · B. If A B and A B simultaneously, then we write A B. Notation A B stands for "much less" and means that A c · B with a very small positive c; similarly, A B stands for "much larger" and means that A C · B with a very large positive C. and about the works [1] , [2] from Zeév Rudnick. We thank him as well as Leonid Polterovich, Mark Rudelson, Boris Tsirelson and Steve Zelditch for very helpful discussions. We also thank the referee for the remarks, which improved the presentation.
Main tools.
2.1. Spherical harmonics. We shall need a few standard facts about spherical harmonics of degree n. Most of them can be derived either from the fact that they are eigenfunctions of the Laplacian on the sphere corresponding to the eigenvalue n(n+1) or from the fact that they are traces of homogeneous harmonic polynomials of degree n on the unit sphere. Everywhere below we assume that n 1.
Claim 2.1. The scalar product in the Hilbert space H n is invariant under rotations (and reflections) of the unit sphere. As a consequence, the distribution of the random spherical harmonic f is also rotation invariant. Claim 2.2. For any f ∈ H n and any point x ∈ S 2 , we have
Claim 2.3. (Length estimate) For any f ∈ H n that is not identically 0, the total length of Z( f ) does not exceed Cn.
The next claim follows from the classical Faber-Krahn inequality:
Next, we bring several classical facts about the Legendre polynomials P n (x) = 2·4· ... ·2m . This follows, for instance, from the recurrence relations
where Θ(x, y) is the angle between the vectors x, y ∈ S 2 . In particular,
The next two facts can be found in Szegö's book [9] (Theorems 6.21.2 and 8.21.6 correspondingly).
Claim 2.8. Suppose x ν = cos θ ν are zeroes of P n enumerated in decaying order:
Claim 2.9. (Hilb's asymptotics)
and J 0 is the zeroth Bessel function.
Note, that we shall use Claim 2.8 only for ν = 1 and 2, and Claim 2.9 for 0 θ C/n.
Probabilistic claims.
We shall also need a few classical facts about the Gaussian random vectors in spaces of high dimension.
The next result follows from the Gaussian isoperimetric lemma which is due to Sudakov-Tsirelson [7] and Borell [3] : Claim 2.11. (Levy's concentration of Gaussian measure) Let F ⊂ H n be any measurable set of spherical harmonics. Suppose that the set F +ρ satisfies P(F +ρ ) < Claim 2.12. (Independence of f and ∇f ) If x ∈ S 2 , then f (x) and ∇f (x) are independent Gaussian random variables. Also, due to rotation invariance, we can say that E| f (x)| 2 = 1, E|∇f (x)| 2 n 2 , and that the distribution of ∇f (x) is rotation invariant on the tangent plane T x (S 2 ). 
Lower bound for EN( f
Proof of Claim 3.1. By the mean-value inequality in Claim 2.2, for any spherical harmonic f ∈ H n and any x ∈ S 2 , we have
Integrating this inequality with respect to x over the sphere, changing the integration order, and taking into account that
Hence,
(in the first equation we used the rotation invariance of the distribution of f ). Applying Chebyshev's inequality, we get the estimate.
(Existence of the barrier) There exist positive numerical constants ρ and c 1 such that, for each sufficiently large n and each x ∈ S 2 , there is a function b x ∈ H n with the following properties: , and set f ± = ± ξ 0 b x +f x . These are Gaussian spherical harmonics having the same distribution as f . Note that
and that by Claim 3.1
Therefore,
Here, κ is a positive numerical constant. (Recall that the variance of the Gaussian random variable ξ 0 √ n is of constant size.) It remains to choose n 2 disjoint disks on S 2 of radius 2ρ/n. Each of them contains a component of Z( f ) with probability at least κ. Hence, EN( f ) n 2 .
Exponential concentration near the median.

Main lemma.
We would like to use Levy's concentration of measure principle. To this end, we need to show that the number N( f ) doesn't change too much under slight perturbations of f . We won't be able to prove it for all f ∈ H n but we will show that the "unstable" spherical harmonics f for which small perturbations can lead to a drastic decrease in the number of nodal lines are exponentially rare. More precisely, we will prove the following: LEMMA 4.1. For every ε > 0, there exists ρ > 0 and an exceptional set E ⊂ H n of probability P(E) C(ε)e −c(ε)n such that for all f ∈ H n \ E and for all g ∈ H n satisfying g ρ,
Let us show that Lemma 4.1 ensures an exponential concentration of
near its median a n . Consider first the set F = {f ∈ H n : N( f ) > (a n + ε)n 2 }. Then for f ∈ (F \ E) +ρ , we have N( f ) > a n n 2 , and therefore, P((
and, thereby,
for large n and it follows that P(G) 2e −cρ 2 n for large n. It remains to note that, for fixed c(ε), we can always make the estimate hold for small n by increasing the value of C(ε).
Unstable spherical harmonics are exponentially rare.
The exceptional set E of "unstable spherical harmonics" is constructed as follows. We take a sufficiently large positive R and cover the unit sphere S 2 by approximately R −2 n 2 spherical disks D j of radii R/n with multiplicity of covering bounded by a positive numerical constant. Let 3D j be the disks of radii 3R/n with the same centers as D j . Fix some small α, β > 0. We shall call a disk 3D j stable for a function f ∈ H n if there is no point x ∈ 3D j such that | f (x)| < α and |∇f (x)| < βn simultaneously. Otherwise we shall call the disk 3D j unstable. Finally, fix a small δ > 0. We shall call a function f ∈ H n exceptional if the number of the unstable disks for this function exceeds δn 2 .
Our first task will be to find the conditions that would imply that the exceptional functions are exponentially rare. To this end, note that if we can find δn 2 unstable disks, we can also find c 2 δn 2 unstable disks that are 4/n-separated. Now, for each unstable disk 3D j in this well-separated family, pick a point x j ∈ 3D j where | f | < α and |∇f | < βn simultaneously. Fix γ ∈ (0, 1) and consider the disks D(x j , γ/n). They are pairwise disjoint.
and that the disks D(x j , 2/n) are also pairwise disjoint. Hence,
Now there are 2 possibilities: either f > 2, or for the majority of our disks 3D j , we have M j C 2 δ −1/2 n 2 .
The functions for which the first possibility holds are exponentially rare (Claim 2.10).
On the other hand, if the second possibility holds, we can conclude using the Taylor formula that in at least 1 2 c 2 δn 2 pairwise disjoint disks of radius γ/n, we have the estimates
Let now g ∈ H n satisfy g τ . Then the number of our disks where max | g| is much greater than δ −1/2 τ or max |∇g| is much greater than δ −1/2 τ n is small compared to δn 2 . Thus, we can conclude that f + g ∈ U where U is the set of all h ∈ H n satisfying
We want to show that P(U) 1 2 and use Levy's concentration of measure principle to conclude that the probability that f is exceptional does not exceed 2e −cτ 2 n . By independence of h(x) and ∇h(x) (Claim 2.12), we see that, for each x ∈ S 2 , we have
Due to rotation invariance,
and we can draw the desired conclusion if 2C 4 AB 2 c 3 δγ 2 . At this point we shall just note that, for given δ > 0, we can always choose some positive γ, α, β and τ to satisfy this inequality just because the right-hand side behaves like γ 2 and the left-hand side behaves like γ 4 when α = β = τ = 0 and γ → 0+. We shall postpone the optimal choice of parameters until later when all the relations between them will be discerned.
4.3.
Now our task is to find the conditions that will ensure that N( f + g) N( f ) − εn 2 whenever f is not exceptional and g ρ. We need to estimate the number of components of Z( f ) that may disappear or merge with some other components in the process of perturbing f by g.
First of all, we discard all components of Z( f ) whose diameters are greater than R/n. Since the total length of Z( f ) does not exceed Cn (Claim 2.3), we can conclude that the number of such components is much less than εn 2 if R is much greater than ε −1 . Now, for each small component Γ, we fix the disk D j that intersects Γ. Then Γ lies deeply within the disk 3D j : the distance from Γ to the boundary of 3D j is at least R/n.
Next, we forget about all small components whose disks are unstable. The area estimate (Claim 2.4) implies that each unstable disk 3D j can contain at most CR 2 small components, so, if f is not exceptional, the total number of small components whose disks are unstable does not exceed δR 2 n 2 , which is much smaller than εn 2 if δR 2 is much less than ε.
We need to show that if the disk corresponding to the component Γ is stable, then the component Γ won't disappear or merge with another component unless max 3D j | g| α. This will follow from the next claim. Later we'll use this corollary in various contexts. λ 1 F(λ 2 u) , we may assume that µ = ν = 1. This will simplify our notation.
Proof of Claim 4.2. Replacing the function F(u) by
Let us look at what happens with the connected component F(t) of the set {|F| < t} containing Γ as t increases from 0 to 1. As long as F(t) stays away from the boundary ∂D, it cannot merge with another component of {|F| < t} because such a merge can occur only at a critical point of F and all critical values of F in D are greater than 1 in absolute value. For the same reason neither of the two boundary curves of F(t) can collapse and disappear. But F(t) cannot reach ∂D before it merges with some other component: indeed, if x ∈ F(t) and F(t) lies at a positive distance from the boundary ∂D then we can go from x in the direction of ∇F if F(x) < 0 and in the direction −∇F if F(x) > 0. In any case, since |∇F| > 1 in F(t), we shall reach the zero set Z(F) after going the unit length or less. Since the only component of Z(F) in F(t) before any merges is Γ, we conclude that F(t) ⊂ Γ +1 . Recalling that dist (Γ, ∂D) > 1, we see that, for each t 1, F(t) stays away from the boundary ∂D.
Thus, each component Γ lies in an "annulus" A Γ = F(1) which is contained with its boundary in the open disk D and such that F = 1 in one boundary curve of A Γ and F = −1 on the other. By construction, the annuli A Γ are pairwise disjoint. This proves the claim. Now, we apply Corollary 4.3 to the functions F = f and G = g on the disk D = 3D j with µ = α, and ν = βn. We require that α/β < R. This guarantees that if Γ is a component of Z( f ) with diam (Γ) R/n and Γ ∩ D j = ∅, then dist (Γ, ∂(3D j )) R/n > α/(βn). We see that the only small components of Z( f ) in stable disks D j that can be destroyed by perturbation of f by g are those that correspond to the disks where max 3D j | g| α. By the mean value property (Claim 2.2), the number of such disks does not exceed Cρ 2 α −2 n 2 and, by the area estimate (Claim 2.4), the number of the corresponding components is bounded by Cρ 2 α −2 R 2 n 2 , which is much less than εn 2 if ρ 2 is much less than εα 2 R −2 .
4.4.
Tuning the parameters. Now it is time to make the choice of our parameters. First, let us list the constraints introduced above:
and
We take
, and β εα.
The quantity we want to maximize is c(ε) min (ρ 2 , τ 2 ) min (τ 2 , α 2 ε 3 ) subject to the constraint
(we neglected absolute constants and the term βγ αεγ < α in the first bracket).
Denoting the minimum to maximize by m, we see that we have to put τ = m 1/2 , α = m 1/2 ε −3/2 . This leads to the constraint
Again, we neglected ε 2 α 2 = ε −1 m < ε −3 m. Rewrite this constraint as
It is immediate from here that m ε 15 . On the other hand, taking γ 2 ε 15/2 , we see that this upper bound can be attained. Thus, the proof we presented gives c(ε) ε 15 . 5. Existence of the limit lim n→∞ a n . In this section, we denote the spherical harmonics from H n by f n . Since the random variable N( f n )/n 2 exponentially concentrates near its median a n and is uniformly bounded, it suffices to show that the sequence of means {EN( f n )/n 2 } converges. Then the sequence of medians {a n } converges to the same limit. In what follows, we'll show that {EN( f n )/n 2 } is a Cauchy's sequence.
Some integral geometry.
Let G be a system of N(G) loops on the sphere S 2 . By N  *  (G, D) we denote the number of loops from G that are contained in the spherical disk D, and by N(G, D) we denote the number of loops from G that intersect D. We fix ρ > 0 and denote D x = D(x, ρ) , S = σ(D x ). Note that the area S does not depend on x.
Claim 5.1.
Proof. Fix a loop Γ ∈ G and note that
To prove the first inequality, we fix an arbitrary point y ∈ Γ and observe that {x:
Similarly, to prove the second inequality holds, we fix a point y ∈ Γ and note that {x:
Now, we fix 1 d R, put ρ = R/n, and let n go to ∞. We set
We call the component Γ of Z( f n ) d-normal if its diameter does not exceed 
Taking the expectation and using rotation invariance of the distribution of random spherical harmonics (and recalling that σ(S 2 ) = 1), we continue our chain of estimates
where x 0 is an arbitrary point on S 2 .
Scaling.
We fix a point x 0 ∈ S 2 , denote by exp x 0 : T x 0 S 2 → S 2 the exponential map, and define a function F on the tangent plane D x 0 ) is the number of components that are contained in the disk D(R).
Noting that
and that, by the area estimate (Claim 2.4),
we get a scaled version of (5.2):
We arrive at the following claim:
Later, estimating the expectation on the right-hand side, we'll use that the expression
is bounded from above by a positive numerical constant. This follows from Claim 5.4. We have
uniformly with respect to R and n.
By scaling Claim 2.4, the area of each nodal domain of the function F n cannot be less than a positive numerical constant c 4 
In what follows, we show that if we discard some events of small probability, the difference N d (F n , R) − N * (F m , R) will be small. In view of Claims 5.3 and 5.4, this will prove that EN( f n )/n 2 is a Cauchy's sequence.
The main idea is to show first that if m and n are sufficiently large, then the function F m can be viewed as a statistically small C 1 -perturbation of the function F n (see estimate (5.7) below), and therefore, outside some events of small probability, N d (F n , R) cannot be much larger than N * (F m , R). We start with: Claim 5.5. Given a finite set of points {u j }, there exist realizations of Gaussian processes F n such that the sequence of random vectors F n (u j ) converges in probability as n → ∞.
In fact, we use below only the Cauchy property of this sequence
Proof. We use Claim 2.7:
where Θ(x, y) is the angle between x and y as vectors in R 3 . Then the scaled covariance equals
When n goes to ∞, the angle between the points exp x 0 u n , and exp x 0 v n on the sphere is equivalent to |u − v|/n (locally uniformly in u and v). Therefore, by Hilb's theorem (Claim 2.9), the scaled covariance E {F n (u)F n (v)} converges to the Bessel kernel J 0 (|u − v|) locally uniformly in u and v.
Since the processes F n are Gaussian ones, the convergence of covariance functions E {F n (u)F n (v)} yields the existence of realizations of F n such that the sequence of Gaussian vectors F n (u j ) converges in probability.
Discarding small events.
Consider the event
Since at any point x ∈ S 2 , E| f n (x)| 2 = 1, we have
Then, by Chebyshev's inequality,
Throwing away these events, we assume that
By Claim 2.2 this yields the estimates
The parameter a > 1 will be chosen later. Since by Claim 5.5,
in what follows, we discard the event
and assume that
Using a priori estimates (5.6), we get
Then, scaling local gradient estimates from Claim 2.2, we get
if R is big enough. We conclude that
that is, outside of events Ω (1) n ∪ Ω (1) m , and Ω (2) n,m , the random function F m indeed can be viewed as a small C 1 -perturbation of the random function F n in the disk D(3R) (recall that R is fixed while min (m, n) → ∞).
5.3.3.
To be sure that an R −a -perturbation of the function F n does not decrease drastically the number of the components of the zero set {F n = 0} in the disk D(R), we need to know that the function F n is "stable" in a larger disk D(3R), i.e., that
Let us estimate the probability of the event
We fix an R −(a+2) -net {u j }, this time in the disk D(3R), that contains at most CR 2a+6 elements.
Suppose that, at some point u ∈ D(3R),
Then there is a point u of our net such that
(we again used a priori estimates (5.6)).
By the independence Claim 2.12, the probability that in a given point u j from our net condition (5.8) holds does not exceed CR −3a . Hence, the probability that (5.8) holds at some point of the net does not exceed CR 2a+6 · CR −3a = CR 6−a and tends to 0 as R → ∞ provided that a > 6. Hence, choosing a = 7, we achieve that P(Ω (3) n ) CR −1 . To summarize, we denote by Ω * the complement to the union of our small events
By the area estimate (Claim 2.4), the area of each component of Z(F n ) cannot be less than a positive numerical constant. Since each component of
Thus we get
Note that if the event Ω * occurs, then
and min
D(3R)
{|F n | + |∇F n |} > 2 R 7 .
5.4.
The following claim estimates the supremum on the right-hand side of (5.9).
Claim 5.10. If the event Ω * occurs, then Since the area of each nodal domain of F m cannot be less than a positive numerical constant (Claim 2.4), we see that the number of components of the zero set {F m = 0} that are contained in the annulus A cannot exceed
proving the claim.
Combining estimates (5.9) and (5.11), we obtain
First, we set d = √ R. Then, given ε > 0, we choose R so big that 1/ √ R < ε. At last, we choose n and m so large that κ(n, m) < ε and R 2 /n 2 < ε. Then we get
This completes the proof of convergence of EN( f n )/n 2 , and hence finishes off the proof of the theorem.
6. Sharpness of Theorem 1.1:
The idea is very simple: the zero set of the zonal spherical harmonic Y 0 is a union of n circles of constant latitude. On the other hand, by Claim 2.6, the zonal harmonic Y 0 is stable, and therefore, its small L 2 -perturbations cannot increase the number of components of the nodal set by much.
Let
be a Gaussian spherical harmonic of degree n. Consider the event
where ρ is a small positive constant which we shall choose later. We have P{Ω} = P{ξ In what follows, we assume that the event Ω occurs. Then f = ξ 0 Y 0 + g with g ρ.
Again, we cover the sphere S 2 by R −2 n 2 spherical disks D j of radius R/n with R (depending on κ) to be chosen later. The disk D j is good if spherical harmonic and its nodal set consists of the spherical circumferences of constant latitude that are generated by zeroes of Legendre polynomials. By Claim 2.8, the components Γ of diameter at most (R + 2)/n must be located in a neighbourhood of one of the Poles, and there is only a bounded number of them. Hence, the number of components Γ of the second type remains bounded as n goes to ∞.
At last, all components of the third type are contained in the set D j is bad 3D j of area ρ 2 R 2 , and by the area estimate (Claim 2.4) the number of such components is ρ 2 R 2 n 2 κn 2 provided that ρ is properly chosen.
Added in proof. After this paper was submitted, Mark Rudelson attracted our attention to the fact that the main result (after a suitable modification) remains valid in higher dimensions as well. The only real difficulty in such a generalization is the estimate for the number of components of large diameter. The estimate for the hypersurface area similar to Claim 2.3 no longer allows one to estimate the number of such components because they may have long thin tentacles with small hypersurface area but with large diameter. Instead, one should observe that in any dimension q, the sum of the diameters of all components is bounded by the average number of components in the interesction of the zero hypersurface with a random equatorial hypersurface. The latter does not exceed the total number of critical points, which in turn, can be bounded from above using the Bezout theorem.
