Abstract-Inspired by behaviors of schools of fish seeking darker (shaded) regions in environments, this paper proposes a distributed source seeking strategy for a mobile sensor network. The strategy allows each sensing agent to take instantaneous measurements of the field and collectively move against the direction of spatial gradient, without explicitly estimating the gradient. For each agent, one portion of its velocity is designed to be proportional to its measurement of the field, and another portion of its velocity is devoted to keep a formation with other agents. This strategy generates a speeding-up and slowing-down (SUSD) behavior that is very similar to what has been observed in schools of fish. Convergence analysis of this SUSD strategy shows that the moving direction of the agent formation will be aligned with the opposite gradient direction so that the formation moves toward a local minimum of the field, which is referred to as the source of the field. The SUSD strategy is also robust to deterministic disturbances and stochastic noise, which is rigorously justified by proving that the resulting closed-loop system is input-to-state stable and noise-to-state stable. Both simulation and experimental results are presented to demonstrate the SUSD strategy.
I. INTRODUCTION

M
OBILE sensing agents (e.g., robots and vehicles) can be deployed to measure an unknown field that represents chemical concentration, temperature, light intensity, etc. We say that the mobile agents perform source seeking behaviors if their motion is toward a local minimum or maximum of the field. These behaviors are of great importance in many scenarios such as locating the source of chemical contamination and the origin of a wild fire. Various approaches for source seeking have been developed in the literature using a single sensing agent [1] - [6] or a formation of collaborative sensing agents [7] - [12] .
Most existing source-seeking approaches rely on obtaining the spatial gradient of the field to guide the sensing agents toward the source. The gradient is either assumed to be directly measurable by the agents at their current locations [13] , or more realistically, be estimated from multiple measurements. For source seeking using one sensing agent, gradient estimation can be achieved by combining measurements from multiple sensors on the agent [14] or from measurements taken along the trajectory of the agent [15] . For source seeking using multiple mobile sensing agents, the instantaneous measurements taken by the agents can be leveraged to produce gradient estimation in a centralized [7] , [16] - [19] or distributed fashion [8] , [20] , [21] . In most existing results, the measurements are required to be shared across agents in the network.
Couzin's group [22] recently observed that schools of fish are able to perform source seeking to locate darker (shaded) regions in complex lighting environments in a shallow tank. However, experimental evidence has shown that each fish in a school has very poor or no gradient estimates, and fish do not exchange measurements either. Fish achieve source seeking by just measuring light intensity and interacting with other fish within their fields of view. A fish typically speeds up when the light intensity at its current position is relatively high and slows down as the light intensity decreases. This is called the speeding-up and slowing-down (SUSD) behavior. The SUSD behavior, combined with the schooling behavior, allows fish schools to align their collective motion with the opposite gradient directions, along which the measurements of the field reduce so that the fish schools can move toward the shade [22] . Once the fish school reaches a shade, its forward motion becomes circular motion, where some fish in the school reverse their directions of movement.
The SUSD behavior of fish inspires us to mimic it for a mobile sensor network. The contributions of this paper include: 1) we propose a distributed SUSD strategy for source seeking using mobile sensor networks, which does not require the agents to exchange their measurements with other agents and does not require the gradient estimation. For a two-agent formation, which is the minimum number of agents that can achieve the SUSD strategy, the only information used by an individual agent is the relative location of the other agent and its own measurement of the field; 2) we analyze the robustness of the SUSD strategy under the presence of perturbations and noise by proving that the closed-loop system is input-to-state stable (ISS) under deterministic perturbations and 2325-5870 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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noise-to-state stable (NSS) under stochastic perturbations; and 3) we demonstrate our strategy on mobile robots in lab-based experiments, which confirms the feasibility of the strategy in practical applications and the robustness of the strategy to realworld disturbances. It is worth mentioning that with appropriate modifications, the SUSD strategy can also be applied to source seeking in nonsmooth fields (see [12] and [23] which deal with plume tracking) and particle swarm optimization (PSO) [24] . Preliminary results on the SUSD strategy for mobile sensor networks have been published in our conference papers [11] , [12] . We are not aware of similar work in the literature. Our results reveal a strong connection with the well-known Braitenberg-style differential drive vehicles as introduced in [25] , which have similar properties in that the movement of a wheel is directly coupled to the measurement of the sensor connected to it. Braitenberg-style source seeking algorithms have been proposed in studies as [26] and [27] . However, these algorithms are developed for one agent. The strategy we develop is for multiagent systems. Our results suggest that by knowing only measurements and relative positions to other agents, a formation of agents tend to behave like a Braitenbergstyle vehicle.
The rest of this paper is organized as follows. Section II sets up the source seeking problem. Section III introduces the SUSD strategy for N -agent formation. Section IV presents the convergence and stability analysis, as well as the input-tostate stability proof. Section V shows that the strategy achieves noise-to-state stability. Section VI demonstrates simulation and experimental results, and Section VII provides concluding remarks, discussions, and future work.
II. PROBLEM FORMULATION
Let z(r), r ∈ R 2 represent a scaler field in a 2-D space, where every location of the field is associated with a scalar value such as temperature, light intensity, or chemical concentration. We have the following assumptions on the field.
Assumption II.1:
1) The field z(r) is time-invariant with a bounded value, that is, z min ≤ z(r) ≤ z max , where z min , z max ≥ 0. 2) There is an unique minimum point r 0 in the field, that is, z(r 0 ) = z min .
We refer to the location r 0 as the source of the field. Consider a formation of N sensing agents moving in the field and taking measurements of the field along their trajectories. The measurements of the agents are denoted by
where r i represents the position of the ith agent and η(r i ) is the noise term that may come from sensors or the uncertainty of the field. We assume that η(r i ) is zero-mean Gaussian noise with variance σ 2 . The motion of each agent in the formation satisfiesṙ i = v i , i = 1, . . . , N, where v i represents the velocity of the ith agent. Then, we obtain the position and velocity of the center of the formation as
Consider the agents as nodes in an undirected graph G = (U , E), where U = {u 1 , . . . , u N } represents the node set and E ∈ U × U represents the edge set. Assume that each sensing agent can sense the relative positions of other agents using sensors, such as sonar, radar, and camera within the sensing range of the sensors. Therefore, an edge exists between agent i and agent j if the relative position of agent j can be sensed by agent i, and vice-versa. Then, agent i is referred to as the neighbor of agent j, and vice-versa. Denote the set of neighbors of node i on graph G as N i = {j : (i, j) ∈ E}. We have the following assumption.
Assumption II.2: The graph G is connected for all t > 0.
The source seeking problem is defined as: Under Assumptions II.1 and II.2, design the velocity of each sensing agent v i , i = 1, . . . , N so that: 1) the moving direction of the center of the formation converges to the opposite gradient direction, indicating that the formation moves toward the source in the field, and 2) the agents maintain a desired formation.
Remark II.3: Note that we do not assume that agents communicate with each other in Assumption II.2. We will show later that when N = 2, no explicit communication is required to achieve source seeking using the SUSD strategy. When N > 2, however, agents need to communicate. A further assumption on communication will be made in Section III-B.
III. SUSD STRATEGY
A. SUSD for Two-Agent Formation
The SUSD behavior of fish schools suggests a velocity controller design that individual sensing agents modulate their speed according to their instantaneous measurements. On the other hand, the schooling behavior of fish suggests that part of the velocity of an agent should be used to maintain its relative position to its neighbors. Thus, we decompose the velocity of each sensing agent into two perpendicular parts: one part will be the control of the forward motion of the agent, and the other part will be the control of the relative position to other agents in the formation.
To describe this decomposition, we start with a two-agent formation. For agent i, i = 1, 2, we define a unit vector q i and a unit normal vector n i perpendicular to vector q i so that (q i , n i ) forms a right-handed coordinate frame, for example, 
where i, j = 1, 2, j = i, and a We refer to direction n i as the SUSD direction of agent i. We design the speed of each agent along direction n i to be proportional to its instantaneous measurements of the field, i.e.,
where k > 0 is a constant and C represents a constant offset to the speed. If the SUSD directions n i of the two agents are aligned with each other, the two agents are in forward motion. In this case, the orientations of the coordinate frames of the two agents are the same. We denote the common coordinated frame as (q, n) and refer to q as the common baseline. If the SUSD directions of the two agents are opposite, the two agents are in circular motion. The alignment of the frames (q i , n i ) plays important roles for source seeking. To achieve such alignments for two agents, our design requires that q i is selected to be aligned with the line segment connecting the two agents. Hence, q i can only have two possible directions. Let q i be determined by q i = (s i (r j − r i )/ r j − r i ), i, j = 1, 2, j = i, where s i , i = 1, 2 is a real number that takes the values 1 or −1. To achieve source seeking, the two agents need to achieve the alignments such that s i = −s j when performing forward motion, as shown in Fig. 1(a) , and s i = s j when performing circular motion, as shown in Fig. 1(b) . Since q i is observable for each agent, agent i can switch the value of s i between 1 and −1 to decide whether it wants to generate forward motion or circular motion with the other agent. In the case of forward motion, the common baseline q can be agreed upon. In the case of circular motion, there is no common baseline. Initially, the agents can be in either forward or circular motion.
Suppose the agents start from forward motion. Once the two agents are close to the source, we design a switching condition from forward motion to circular motion to be |y(r i (t)) − y(r i (t − 1))| ≤ δ 1 , where δ 1 > 0 is a small constant, and t and t − 1 represent the time instants, at which the agents take measurements of the field. The triggering of the switching condition means that the ith agent detects that the measurements along its trajectory are not decreasing significantly. Then, agent i reverts its SUSD direction n i by reversing the sign of s i . If the SUSD direction n j of the other agent is kept unchanged, then the two agents start circular motion. In this case, the baseline of the ith agent is opposite to the baseline of the other agent, as illustrated in Fig. 1(b) . We will prove in Section IV-B that the circular motion will only sustain around singular points.
Remark III.1:
The switching from forward motion to circular motion can be considered as the termination criterion for the SUSD source seeking strategy. In this case, no terminal time is needed to be preset. Therefore, the algorithm can self-terminate.
Suppose the agents start from circular motion. We design another switching condition from circular motion to forward motion as |y(r i (t)) − y(r i (t − 1))| > δ 2 , where δ 2 > δ 1 . Once one agent detects that its measurements change significantly, it flips its SUSD direction and the two-agent formation achieves the forward motion if the SUSD direction of the other agent is unchanged. This also enables the two agents to seek the source when the source changes location.
Remark III.2: Our algorithm will fail to switch from forward motion to circular motion and vice-versa if s i and s j always switch signs at the same time. But in reality, this singularity almost never happens.
B. Generalization to N -Agent Formation
Though two agents are sufficient to perform the SUSD strategy, there are scenarios that more than two agents are available in the field to collaborate with each other. We extend the SUSD strategy to N -agent formation in this section.
Let (q i , n i ) be a right-handed coordinate frame used by agent i. Similar to the two-agent case, we select n i as the SUSD direction and let each agent decompose its velocity along directions q i and n i . Following the same design as in the twoagent case, the forward speed is determined by
Since we assume that each agent can sense the relative positions of its neighbors, therefore, the speed along direction q i is designed as
where a 0 i,j is a constant that determines the desired displacement between agent i and j along the direction of q i . We also require that a
In the N -agent case, we have shown in our previous work [11] that if all the agents have access to a predetermined baseline q, i.e., q i = q for i = 1, . . . , N, then, by decomposing the velocity along q and the perpendicular direction n, the formation is able to follow the gradient of the field. We refer to this predetermined baseline as the "virtual baseline." However, in the distributed case, no predetermined baseline is available to the agents. The agents need to agree on a common virtual baseline at each time instant so that they can move along the same direction. In this case, q i represents a guess of the common virtual baseline q. Assuming that each agent keeps track of q in the previous step, which is denoted by q p , we provide a method for each agent to determine q i and then agree on a common baseline q at every time instant.
First let q Fig. 2 . In a N -agent formation, agents agree on a virtual baseline by running the consensus protocol (7). The dotted arrow and dashed arrow represent the baseline direction and SUSD direction, respectively.
Then, q i is obtained through
. We introduce an assumption about communication with neighbors here.
Assumption III.3: Each agent is able to detect and share α i with its neighbors in the graph G.
Under Assumption III.3, each agent runs a consensus algorithm asα
where K > 0 is a constant. It is well known that by running the aforementoned consensus algorithm, the agents will agree on a value α, which is determined by the average of initial α i , i = 1, . . . , N, which indicates that q i converges to q described by α [28] - [30] . Fig. 2 illustrates an example of the graph that describes the neighboring relationship among agents and the process of agreeing on a common virtual baseline. An edge exists if the two agents are neighbors. In Fig. 2(a) , q p is the agreed virtual baseline in the previous step. For agent r 2 , r 1 and r 3 are its neighbors. Thus, we have q Similar procedures are applied to agent r 3 except that agent r 3 has three neighbors r 2 , r 4 , and r 6 . Fig. 2(b) illustrates the agreed virtual baseline and SUSD direction.
Since the consensus protocol has an exponential convergence rate, we assume that the agents have already agreed on directions q and n while decomposing their velocities. Thus, assuming q i = q, (5) becomes (8) is only designed for relative distances along direction q. Along direction n, the relative distances among agents may be time varying, depending on the field values. Fig. 3 shows an example of three agents decomposing their velocities along direction q after running the consensus control (7) , and the SUSD direction n. As demonstrated in Fig. 3 , the three dots r 1,q , r 2,q , and r 3,q are projections of the three agents onto q, that is, r i,q = r i · q, i = 1, 2, 3. r c,q is the center of the three projections on q, that is, r c,q = (1/3) r i,q . In this Fig. 3 . Decomposition of the velocities of agent r 1 , r 2 , and r 3 along q and n, and the projections of r 1 , r 2 , and r 3 to vector q.
case, the three agents can sense the relative positions of other agents and form a connected graph G. The dotted lines in Fig. 3 represent the edges between each pair of the three agents.
When the entire formation approaches a source in the field, some agents will flip their SUSD directions once the switching condition |y(r i (t)) − y(r i (t − 1))| ≤ δ 1 is triggered. In this case, there is no common baseline that can be agreed on. We allow each agent to just randomly choose one of its neighboring agents as the reference and determine its velocity in the same manner as in the two-agent case. If two agents with opposite forward directions choose each other as references, they will perform the circular motion. We will prove in Theorem IV.8 that circular motion can only be sustained around singular points.
Remark III.4: In the two-agent case, the virtual baseline q is detectable by each agent; thus, no explicit communication is required. When N > 2, the agents in a N -agent formation only need to share α i among neighbors. The two-agent source seeking is a special case of the N -agent source seeking. If communication is allowed in the two-agent case, (6) and (7) are also applicable. No measurements are shared and no gradients are estimated.
IV. INPUT-TO-STATE STABILITY
In this section, we analyze the robustness of the SUSD strategy subject to deterministic perturbations.
A. Convergence of the Formation
We first show that the agents will be able to keep a formation along direction q.
Proposition IV.1: Under Assumption II.2, for any i ∈ {1, . . . , N} and j ∈ N i , the relative distances of agents i and j along direction q converges to a 0 i,j asymptotically as t → ∞ using controller (8) .
Proof: Along direction q, let r i,q be the projection of r i onto vector q. Then, we have v i,q =ṙ i,q . Equation (8) be-
, which is a typical consensus equation for formation control with reference a 0 i,j . The equilibrium of the system is asymptotically stable under Assumption II.2 [28] . Therefore, the relative distance r j,q − r i,q between agents i and j converges to a 0 i,j asymptotically. We have shown that the relative distance between each pair of the agents along direction q will converge to a positive constant. The projections of the N agents on direction q will be considered as a rigid body. The case when N = 3 is illustrated in Fig. 3 . The formation formed by the three projections r 1,q , r 2,q , and r 3,q is a line segment along q, which can be considered as a rigid body. The center of the body is r c,q = r c,and the frame (q, n) is considered as a body frame that is attached to the rigid body at the center. The orientation of the rigid body is then determined by the relative displacement between the body frame and the inertial frame. This orientation can be changed by allowing the agents to move at different speed perpendicular to the direction q. The rigid body here can then be viewed as one type of Braitenberg vehicle.
B. Convergence of the SUSD Direction
We prove that the SUSD strategy will steer the orientation of the formation center r c,q to be aligned to the opposite gradient direction of the field so that the formation will move toward the source of the field. For this purpose, we first ignore the noise in the measurements, for example, assuming η(r) = 0. We will show that the SUSD strategy is robust even though the agents have no knowledge of the spatial variations of the gradient. Noise in the measurements will be considered in Section V.
1) Forward Motion:
We first discuss the case when the agents generate forward motion for the formation in the inertial frame. Once the relative distances along direction q converges, v i,q = 0. Then, the velocity of agent i becomes v i = v i,n n, and the velocity of the formation center can be written as
Let N be a unit vector representing the gradient direction of the field, that is, N = ∇z(r)/ ∇z(r) , where ∇z(r) is the gradient of the field at location r. Define shape variables N·q and N·n. The goal is to prove that as time t → ∞, N·n → −1 asymptotically. In other words, the moving direction of the rigid body converges to the opposite of the gradient direction of the field, implying a source seeking behavior. For this purpose, we first derive the dynamic equation of N · n.
Denote ω as the angular velocity of the rigid body with respect to the inertial frame. We arbitrarily choose two points on this rigid body: r l,q = r l,and r m,q = r m,q q, that are symmetric with respect to the center r c,q = r c,(i.e., r l,q − r c,q = r c,q − r m,q ). The angular velocity of the formation then
Remark IV.2: In the two-agent case, since the baseline q is directly determined by (r 2 − r 1 )/ r 2 − r 1 , the angular velocity is ω = (v 2,n − v 1,n )/ r 2 − r 1 .
Ignoring noise, (4) 
From the Frenet-Serret formulas [31] , we haveṅ = −ωq = −k ∇z(r c,q ) (N · q)q + O( r l − r m )q. Note that since we are able to select the two points r l and r m to be arbitrarily close to the center, the term O( r l − r m ) can then be made arbitrarily small. Therefore, we will omit this term in the rest of the analysis. Next, we have that
Note that N · q and N · n satisfy the relationship (N · n)
2 ) +Ṅ · n. For simplicity, denote θ = N · n and δ =Ṅ · n. Since N and n are unit vectors, we have −1 ≤ θ ≤ 1. System (10) can be rewritten as
In this equation, the term δ will be viewed as a deterministic perturbation. This perturbation comes from the spatial variation of the gradient direction, which the agents have no knowledge of.
Since ∇z(r c,q ) = 0 except at extrema, the unperturbed system h(t, θ, 0) has two equilibriums θ 0 = 1 and
θ 0 1 = 0 and θ 0 1 = 2 are the two equilibriums of the unforced system h(t, θ 1 , 0), which correspond to N · n = −1 and 1, respectively. SinceṄ is perpendicular to N, we haveṄ · n = 0 when N · n = −1 or 1. Therefore, δ = 0 when θ 1 = 0 or θ 1 = 2. In the following text, we focus on the analysis for θ 1 ∈ [0, 1] because the goal is to align n with −N. Before we analyze the robustness of the system (12) to the deterministic perturbation δ, let us first restate the definition of input-to-state stability [32] , [33] using the notions in this paper.
Definition IV.3: The system (12) is said to be input-to-state stable (ISS) regarding the equilibrium θ 0 1 = 0, the neighborhood θ 1 ∈ [0, 1], and a bound on input M if there exist a class KL function β and a class K function γ such that for any initial state θ 1 (t 0 ) ∈ [0, 1] and any bounded input δ(t) satisfying |δ(t)| ≤ M , the solution θ 1 (t) exists for all t > t 0 and satisfies
The following theorem will be applied to prove ISS. 
and whenever |θ 1 | ≥ ρ(|δ|) > 0, the total derivative of V satisfies
Then, the system (12) is input-to-state stable with γ = α
Remark IV.5: It is well known that the proof of [32, Theor. 4.19] applies to the case where the perturbation is bounded and the state space is restricted to a sublevel set of a strict Lyapunov function, which then gives a neighborhood of the equilibrium where the theorem holds. In our problem, the neighborhood is restricted to θ 1 ∈ [0, 1]. In addition, even though θ 1 is non-negative, we keep the absolute values on θ 1 so that our notions are aligned with the general notions used by ISS definitions and proofs in the literature.
We have the following Theorem. Theorem IV.6: Consider the time-varying system (12). Assume ∇z(r) is bounded below along the trajectory of the formation center except at the minimum point r 0 , that is, ∇z(r) ≥ c for r ∈ B(r 0 ) where B(r 0 ) is a small neighborhood of r 0 and c > 0 is a small constant. If at t = 0, we set θ 1 (0) ≤ 1, then, as t → ∞, the equilibrium θ 1 = 0 of the unperturbed system h(t, θ 1 , 0) is asymptotically stable for all initial conditions satisfying 0 ≤ θ 1 (0) ≤ 1. Furthermore, for all initial conditions 0 ≤ θ 1 (0) ≤ 1 and perturbation satisfying |δ| < k c , in which 0 < < 1 is a constant, the system (12) is input-to-state stable regarding the equilibrium θ 1 = 0 and the neighborhood θ 1 ∈ [0, 1].
Proof: To prove the input-to-state stability of the equilibrium θ 1 = 0, we define a Lyapunov candidate function on the interval 0 ≤ θ 1 ≤ 2 as V (t, θ 1 ) = (1/2)θ 2 1 . We have V (t, 0) = 0, and V (t, θ 1 ) > 0 for 0 < θ 1 ≤ 2. We derivė
When θ 1 = 1, from the assumptions ∇z(r) ≥ c and |δ| < k c , (16) becomeṡ
Therefore, if at t = 0, we set 0 ≤ θ 1 (0) ≤ 1, then, since V (t, θ 1 ) is a monotonic function of θ 1 on the interval 0 ≤ θ 1 ≤ 1 and bounded below by zero, the trajectory of the system will stay in a compact sublevel set of the Lyapunov function, implying 0 ≤ θ 1 (t) ≤ 1 for all t > 0.
The conclusion 0 ≤ θ 1 (t) ≤ 1 for all t implies that θ 1 − 2 ≤ −θ 1 . We then derivė
The assumption |δ| < k c implies that (|δ|/k c ) < 1, which guarantees the set θ 1 ∈ [ |δ|/k c , 1] is not empty.
Let Remark IV.7: Theorem IV.6 indicates that N · n converges to −1 as t → ∞ without perturbation. The convergence of the moving direction of the formation agrees with the observations from fish schools. The relative distances of the agents along direction n are not constant since each agent in the formation performs the SUSD strategy along n. However, they are able to keep relative distances with their neighbors along direction q. The ISS result indicates that the formation is able to track the changing gradient of the field.
2) Circular Motion: As discussed before, the circular motion of the N-agent formation can be viewed as a collection of the circular motion of two-agent formations. Suppose a twoagent formation is circulating a local minimum. The relative distance between the two agents should converge to a constant under the formation control. In each two-agent group, suppose agent 2 is the agent that reverted its SUSD direction, then we have the following claim.
Theorem IV.8: Under the SUSD strategy that determines the velocities v 1 and v 2 of a two-agent formation, if the formation performs a circular motion around its center r c , in which v c = 0 and ω = 0, then ∇z(r c ) = 0 must be satisfied.
Proof: Without loss of generality, we can select n = n 1 as the reference direction. Then v 2 = −(kz(r 2 ) + C)n. Under the SUSD strategy, the velocity of the formation center is v c = (1/2)k(z(r 2 ) − z(r 1 ))n = (1/2)k ∇z(r c ) r 2 − r 1 (N · n)n. The angular velocity of the two-agent formation satisfies ω = (v 2,n + v 1,n )/ r 2 − r 1 = (k(z(r 2 ) + z(r 1 )) + 2C))/ r 2 − r 1 . For v c = 0, we must have ∇z(r c ) = 0 or N · n = 0. If ∇z(r c ) = 0, then N is a nonzero vector. But since ω = 0, the vector n will be changing its direction. Then, N · n = 0 cannot hold for all time t. Therefore, v c = 0 only when ∇z(r c ) = 0.
Remark IV.9: The theorem shows that circular motion can only sustain around a singular point. In the N -agent case, if circular motion is achieved, we can choose any two agents directly opposite of each other to apply Theorem IV.8. The conclusion ∇z(r c ) = 0 still holds.
V. NOISE-TO-STATE STABILITY
In this section, we consider the robustness of the SUSD strategy subject to noises in the measurements. Recall that the measurement is modeled by (1), where η(r i ) is considered as zero-mean Gaussian noise with variance σ 2 . With the noisy measurement y(r i ), the forward speed of each agent becomes
We would like to show that the velocity of the formation center stays close to the direction −N under the influence from the noise term kη(r i ).
For simplicity, let us consider the two-agent case where the distance between the two agents is arbitrarily small. The extension of the analysis to N -agent case is straightforward according to our analysis in the previous section. Given the noisy measurements, the angular velocity of the formation becomes
By letting the angle between −N and n be φ, we havė
where the deterministic perturbation term has been removed so that we can focus on the influence of the noise. The robustness analysis for (21) is difficult unless additional technical assumptions are made. To facilitate the understanding of robustness of the SUSD strategy, we would like to make the following additional assumptions for the results to follow: (A1) We assume that η(r 2 ) and η(r 1 ) are independent for any pairs of r 1 and r 2 and for all time t. (A2) We assume that the norm of the gradient ∇z(r c,q ) is slowly varying over time so that it can be viewed as a constant. Note that the direction of the gradient is allowed to change. Under the above assumptions, (21) leads to the following stochastic differential equation:
where B(r) denotes a Wiener process, f (φ) = −k ∇z(r c,q ) sin φ, and Φ(t) = kσ/ r 2 − r 1 . Obviously, f (0) = 0 when φ = 0. Furthermore, the term k ∇z(r c,q ) sin φ does not explicitly depend on time. These two assumptions are restrictive and may not hold for practical situations. But they are needed to obtain analytical results, which more or less illustrate the robustness of the SUSD strategy when subject to noise. We need the following definition of the noise-to-state stability (modified from [34, Def. 4 
.1]):
Definition V.1: System (22) is said to be noise-to-state stable (NSS) in probability if for each > 0, there exist a class KL function β and a class K function γ such that
In the definition, P {·} represents the probability and R + denotes the set of all positive real numbers. For any given C 2 function V : φ ∈ R → V (φ) ∈ R + , the infinitesimal generator L associated with system (22) is defined as Ito's operator
This notion of NSS can be trivially relaxed to restrict φ(0) to start within the neighborhood [−(π/2), π/2]. We will apply the following theorem (modified from [34, Theor. 4.1], see also [35] for a good review of related notions) to show that (22) 
holds for all φ ∈ [−(π/2), π/2], then system (22) is NSS on the
According to Theorem (V.2), we have the following results regarding the noise-to-state stability of system (22) .
Proposition V.3: Consider system (22) . Assume ∇z(r) is bounded below along the trajectory of the formation center except at the minimum point r 0 , that is, ∇z(r) ≥ c for r ∈ B(r 0 ) where B(r 0 ) is a small neighborhood of r 0 and c > 0 is a small constant. Assume there exists a positive number 0 < < 1 such that the following inequality is satisfied by the distance between the two agents:
Then, the system (22) 
Define the class 2 k ∇z(r c,q ) ). From the assumptions ∇z(r) ≥ c and r 2 − r 1 ≥ kσ 2 /2 c , we know that kσ 2 / 2 ∇z(r c,q ) r 2 − r 1 2 ≤ 1, which ensures that α 3 is well defined.
If |φ| ≥ α 3 (Φ 2 ), then sin 2 φ ≥ kσ 2 /2 ∇z(r c,q ) r 2 − r 1 2 . We can apply the condition (26) to obtain where we have leveraged the inequality cos 2 (φ/2) ≥ 1/2, and the class K function α 4 (V (φ)) = (1 − )k ∇z(r c,q ) V (φ). Therefore, applying Theorem V.2, the system (22) Remark V.4: The NSS property of the system (22) requires the formation size r 2 − r 1 to be large enough to overcome the noise term σ. This suggests that agents in a mobile sensing network need to be distributed properly to overcome uncertainty and noise.
VI. SIMULATIONS AND EXPERIMENTAL RESULTS
A. Two-Agent Formation
We implement the SUSD strategy in a mobile-robot testbed consisting of a 40-W incandescent light bulb that generates a light field and two Khepera III robots. The size of the light field is 2.8 × 1.6 m 2 . We use infrared (IR) sensors mounted on the robots to measure the ambient light intensity. The sensor readings are normalized into [0, 5000] with 0 corresponding to the maximum light intensity (the source of the field) and 5000 corresponding to the minimum light intensity of the field. Thus, the higher the light intensity is, the lower the sensor reading is. Therefore, seeking the maximum of the light field corresponds to finding the minimum of the measured light field. Two Khepera III robots are deployed. At each time instance, each robot takes one measurement of the light field, obtains the relative location of the other robot, determines the baseline q, and decomposes its velocity. The trajectory of each robot is determined by
where v i,q (t k ), the velocity perpendicular to the baseline, is calculated using the control law (2), and v i,n (t k ), the velocity along the baseline, is determined by (3) . t k is the index of the time step and Δt is the interval between two steps. We choose k 1 = 10 in (2), k = 0.01 and C = 0 in (3), and Δt = 0.05. Once the formation of the two robots converges, v i,q (t k ) = 0. Then, higher measurements correspond to higher speed, leading to larger step sizes in direction n. Once one robot detects that |y(r i (t k )) − y(r i (t k − 1))| < δ 1 , it changes direction so that the two-agent formation starts a circular motion. Fig. 4 demonstrates the trajectories of two robots moving toward the light source. Fig. 5 illustrates the measurements taken by the two robots and the field values along the trajectory of the center of the two-robot formation. In the figure, the dashdot line, dashed line, and solid line illustrate the measurements taken by robot 2 and robot 1, and the field value at the formation center, respectively. The field value at the formation center is obtained by averaging the measurements taken by the two robots along their trajectories. In the experiment, due to the noises, the measurements are in the range of (200, 4250), and we set δ 1 = 200. The vertical solid line marks the instant when robot 1 flips its forward moving (SUSD) direction. As shown in Fig. 5 , at step 31, robot 1 detects that |y(r 1 (31)) − y(r 1 (30))| < δ 1 , then, it flips its SUSD direction. The tworobot formation starts the circular motion and stays close to the light source. They do not stay exactly at the center of the source, as shown in Fig. 4 because: 1) there are measurement noises and 2) in the light field, the source associated with the minimum field value is not a point. Instead, it spreads over an area (the white area in Fig. 4) .
B. N-Agent Groups
To demonstrate our SUSD strategy for a N -agent formation, we simulate a smooth field according to z(r) = (r − 20)
T (r − 20), the minimum of which is located at r = (20, 20) . N = 4 sensing agents are simulated in the field. At each time instance, each agent takes one measurement of the field, obtains the relative distances with respect to its neighbors, runs the consensus algorithm to agree on an SUSD direction, and adjusts its velocity accordingly. In the simulation, we choose k = 1,
We first simulate the four agents under control laws (2) and (3). The simulation results are illustrated in Fig. 6 . In the figure, the bigger blue dots represent the sensing agents, and the magenta lines represent the edges between each pair of agents. The smaller black dots represent the trajectory of the formation center. As we can tell from the small dots in Fig. 6 that, when far away from the minimum, the four-agent formation moves faster, that is, the step sizes determined by the forward speed are larger than when closer to the minimum, since the measurements of the field are larger. When the four-agent formation approaches the minimum, it slows down due to decreased measurements. In addition, we can observe that the relative distances between agents along direction q (the direction perpendicular to the moving direction of the formation as shown in Fig. 6 ) converge to desired values as the formation moves toward the minimum. In this case, since we do not control the relative distances between agents in the SUSD direction n, we observe that the agents do not maintain constant relative distances in direction n. In fact, the relative distances between agents in direction n are determined by the field values.
The basic SUSD strategy can be further modified. We can also control the relative distances between agents in direction n. For this purpose, we can replace the constant C in (4) by a feedback control term, which yields
where b 0 i,j = −b 0 j,i . We choose k = 1, and k 2 = 3. Next, we simulate the four agents under the rigid formation controller (29) instead of (3) and with the presence of noise in the measurements. Gaussian noise with standard deviation σ = 200 is added to the measurements. In the simulation, the field value ranges from 0 to 1400. At the starting locations of the four agents where the field value is above 1200, the noise is relatively small. However, as the agents move toward the minimum of the field where the field value approaches 0, the noise becomes substantial. Fig. 7 shows the trajectories of the four agents. As we can observe from the figure, in addition to maintaining relative distances in direction q, the four agents tend to keep constant distances in direction n. In addition, the formation is still able to move toward the source. In the control law (29) , choices k and k 2 balance the convergence rate of the moving direction of the formation to opposite gradient direction and the convergence rate of the relative distances in direction n to desired values.
VII. CONCLUSIONS, DISCUSSIONS, AND FUTURE WORK
In this paper, we design and analyze a distributed sourceseeking strategy using a mobile sensor network. The strategy is named as the SUSD strategy. The velocity of each agent is decomposed into two perpendicular parts. One part is regulated by the measurements and aims to steer the entire formation toward a local minimum of the field. The other part controls the relative distances among agents along the direction perpendicular to the moving direction. We prove that the system is input-to-state stable under deterministic perturbations and noise-to-state stable under stochastic perturbations. The SUSD strategy does not rely on gradient estimation. Furthermore, it is a distributed algorithm that the agents do not need to exchange measurements with other agents. Preliminary work of the SUSD algorithm in 3-D has been developed in [12] .
Compared to existing source-seeking methods using one sensing agent that requires the agent to travel around to collect measurements before determining a moving direction, our approach can provide a faster convergence rate toward the source with only two agents. Compared to most existing methods using multiple sensing agents, the advantages of our strategy include: 1) no gradient is estimated, which reduces the computational cost, and 2) no measurements are shared among sensor networks, and only α i , i = 1 . . . , N, N > 2 are shared for N -agent formation, which reduces the communication cost.
One may wonder how fish can agree on a virtual baseline without explicit communication. We provide some reasoning here that leads to conjectures without experimental evidence so far. In a school of fish, α i could be the orientation of the body of the ith fish with respect to the inertial frame, which can be observed by its neighboring fish. One strategy for a consensus on α might be that each fish observes the orientation of its neighboring fish and aligns itself with others. Note that changing body orientation will not affect the actual moving direction of a fish. Fish can use their fins to rapidly adjust their orientation while moving in any direction. But a fish may prefer to move along the direction of its body since it is relatively more energy efficient. Hence, by aligning with neighboring fish, all of the fish are able to agree on the SUSD direction, and the school will eventually move along the SUSD direction without explicitly sharing the baseline.
In future work, we will extend the SUSD source seeking strategy and its robustness analysis to 3-D using N -agent formation, and to missions other than source seeking, such as level curve tracking. In addition, we will also take a more realistic communication network with constraints into consideration.
