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ABSTRACT. In this paper we provide another application of the Inhomogeneous Hopf-Oleı˘nik Lemma (IHOL) proved
in [8] or [46]. As a matter of fact, we also provide a new and simpler proof of a slightly weaker version IHOL for the
uniformly elliptic fully nonlinear case which is sufficient for most purposes. The paper has essentially two parts. In
the first part, we use IHOL for unbounded RHS to develop a Caffarelli’s “Lipschitz implies C1,α” approach to prove
Ladyzhenskaya-Uraltseva boundary gradient type estimates for functions in S∗(γ, f) that vanishes on the boundary.
Here, unbounded RHS means that f ∈ Lq with q > n. This extends the celebrated Krylov’s boundary gradient estimate
proved in [25]. A Phragme´n-Lindelo¨f classification result for solutions in half spaces is recovered from these estimates.
Moreover, a Ho¨lder estimate up to the boundary (in the half-ball) for u(x)/xn is obtained. In the second part, we extend
the previous results for functions in S∗(γ, σ, f) where γ, f ∈ Lq with q > n that have a C1,Dini boundary data on a
W 2,q domain. Here, we use an “improvement of flatness” strategy suited to the unbounded coefficients scenario. As a
consequence of that, a quantitative version of IHOL under pointwise C1,Dini boundary regularity is obtained.
1. INTRODUCTION
We start by recalling a celebrated result due to N. Krylov.
Theorem 1.1 (Krylov, [25]). Let u ∈W 2,n(B+R0)∩C0(B
+
R0) be a strong solution toLu = Trace(A(x)D
2u) = f
in B+R0 and u = 0 in B
′
R0
:= ∂B+R0 ∩
{
xn = 0} where A is a (λ,Λ)1−uniformly elliptic matrix of order n and
f ∈ L∞(B+R0). Then, for any r ≤ R0, we have
(1.1) osc
B+r
(
u
xn
)
≤ C
(
r
R0
)α(
osc
B+R0
(
u
xn
)
+ ||f ||L∞(B+R0 )
)
where α ∈ (0, 1) and C > 0 are universal constants depending only on n, λ,Λ.
One can prove that the estimate above actually implies the existence of the classical gradient of the solution on
the flat boundary B′R0 and that the gradient is Ho¨lder continuous there. As a matter of fact, the following estimate
holds
(1.2) osc
B+r
|∇u(x′, 0)| ≤ C
(
r
R0
)α(
osc
B+R0
(
u
xn
)
+ ||f ||L∞(B+R0 )
)
.
Krylov’s result is indeed impressive. It is known from the Krylov-Safonov theory in [26, 27] and [39] that
solutions of uniformly elliptic equations with bounded measurable coefficients are at most Ho¨lder continuous
inside the domain and thus the classical gradient may not even exist in the interior. Krylov’s result lines up with
the observation that solutions to nondivergence type equations tend to behave better on the boundary.
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1This means that A is a symmetric matrix of order n such that λ|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ Λ|ξ|2 ∀x ∈ B+1 , ∀ξ ∈ Rn.
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Now, we start describing the goals of this paper. The first one (which is the central one) is to extend Krylov’s
result above for up to the boundary continuous Ln−viscosity solutions to the following Dirichlet problem
M+λ,Λ(D2u) + γ(x)|∇u|+ σ(x)u ≥ −|f | in Ω(1.3)
M−λ,Λ(D2u)− γ(x)|∇u|+ σ(x)u ≤ |f | in Ω(1.4)
u = ϕ on ∂Ω.(1.5)
Here, 0 ≤ γ ∈ Lq(Ω) and σ, f ∈ Lq(Ω) with q > n. Moreover, ϕ is a C1,Dini boundary data along ∂Ω where
Ω ⊂ Rn is a bounded W 2,q domain. This paper can be divided into two macro parts that we now start to describe.
In the first one, we deal with Krylov’s result in the zero boundary data case (Theorem 4.2). Two ingredients here
come into play, namely, Lipschitz estimates up to the boundary and the Inhomogeneous Hopf-Oleı˘nik Lemma that
we cal IHOL for short. The interplay of these estimates (properly normalized and applied to every scale) allows us
to implement a L. Caffarelli “Lipschitz implies C1,α” type approach that renders Krylov’s result. In a certain way,
the “Lipschitz implies C1,α” approach developed here can be thought as the analogue (for this context) to the free
boundary regularity theory developed by L. Caffarelli in [11].
IHOL was proven in [8] for fully nonlinear and quasilinear type as well as uniformly elliptic fully nonlinear
equations. We point out that an earlier and slightly stronger version of IHOL for the uniformly elliptic fully
nonlinear case is due to B. Sirakov. To the best of our knowledge, this stronger version was first stated in [45] and
a full proof appeared quite recently in [46] (see Theorems 2 and 11 in [46]). As a matter of fact, the papers [45, 46]
contain quite nice new estimates.
In this paper, Krylov’s boundary gradient type estimates concern only uniformly elliptic fully nonlinear equa-
tions. For this context only, we present a simpler and alternative proof of a slightly weaker version of IHOL found
in [45, 46] (see Theorem 4.1 and Remark 4.1 below) which is the same version found in [8]. In reality, this version
of IHOL is sufficient for our purposes here. This is the second goal of this paper. We highlight that this alterna-
tive proof is elementary in nature and of geometric flavour. It relies on the construction of barriers for the Pucci
extremal operators with unbounded RHS. These barriers enjoy some geometric properties that easily yield simple
proofs of IHOL as well as the Lipschitz estimates up to the boundary2. The ideas of the proofs are transportable to
other situations. In fact, these Pucci barriers are of multiple use and thus interesting on their own right.
We remark that Lipschitz type estimates up to the boundary obtained here are sharp in the sense that they do
not hold for q = n (see section 9). Moreover, Krylov’s C1,α type estimates allow us to recover a classification
result of Phragme´n-Lindelo¨f type for solutions to homogeneous equations in half-spaces (see Remark 4.10). We
also point out that Krylov’s C1,α type estimates along the boundary obtained here also implies a Ho¨lder control up
to the boundary for u(x)/d(x) where d(x) represents the distance to the boundary for the unbounded RHS case.
In the second part, we discuss Krylov’s result under the C1,Dini (nonzero) boundary data case (Theorem 4.3).
Here, the previous strategy of “Lipschitz implies C1,α” becomes more delicate to implement since one has to
account for the “wiggling” oscillation of the boundary data. Here, we follow an “improvement of flatness” type
method (see for instance the one implemented in [43] for the bounded coefficients case). In our case however,
differently from [43], the differential inequalities we deal with do not have an “envelope class”, i.e, if γ, f ∈ L∞
then S∗(γ; f) ⊂ S∗(||γ||L∞ ; ||f ||L∞). Furthermore, in our case the iteration becomes more delicate since now
the Dini character of the boundary data is indeed what drives the convergence of the tangent plane approximations
at every scale. Here, we need some additional assumptions on the modulus of continuity that are discussed in the
next section. We mention however that they seem to be weaker and more natural than the ones presented by J.
Kovats in [23, 24] once they are more aligned with the conditions that appeared earlier in the classical works of
G. Lieberman, K. Widman and M. Borsuk (see Remark 4.13). Our estimates hold in W 2,q domains by “flattening
out” the boundary type arguments. We leave the details of these computation to the readers. As a consequence of
that, we prove a version of IHOL under C1,Dini boundary data regularity (see Corollary 4.2) which complements
Theorem 4.1. We also observe that the C1,α estimates for the zero boundary data case presented here (first part)
are in a sharper form when compared to the general boundary data case obtained in the second part.
2We observe that Theorem 3 in [46] also gives the Lipschitz estimates up to the boundary for bounded solutions.
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Now, we mention some historical accounts and recent developments related to Krylov’s result with no intention
of being complete or exhaustive. Shortly after the Krylov’s paper [25], M. Safonov in [41] and L. Caffarelli
(unpublished work) simplified Krylov’s original proof. To the best of our knowledge, L. Caffarelli’s simplification
appeared for the first time in J. Kazdan’s book [19].
The statement of Theorem 1.1 above is taken from Theorem 9.31 in D. Gilbarg and N. Trudinger’s book [17]
(which like [19]) incorporates L. Caffarelli’s argument on Krylov’s proof. As described at the end of Chapter VII
in [34], Krylov studied the quotient u(x)/xn by introducing new variables to the problem. L. Caffarelli’s idea was
to look directly to u (or even, perturbations of u by linear functions, i.e, u − Axn). This allows the elimination
of the Krylov’s added independent variables. The quotient v(x) := u/xn is proven to satisfy a Harnack type
inequality. This proof has a geometric flavour and it depends on the construction of a clever comparison barrier
(a quadratic polynomial with precise curvature control in orthogonal directions)3. This construction seems, in
principle, delicate to reproduce in the unbounded RHS case. Caffarelli-Krylov’s approach fostered a number of
interesting variants like, for instance, in [32, 33] due to G. Lieberman (see section 5 in [32] and section 4 in [33]).
We indicate here the clear presentation of Caffarelli-Krylov’s approach in Theorem 1.2.16 in the first chapter of
the nice and recent book [18] written by Q. Han.
Recently, the remarkable paper [28]4 due to O. Ladyzhenskaya and N. Uraltseva came to our knowledge. There,
the authors extend Krylov’s result by considering strong solutions to differential inequalities involving second order
quasilinear equations in nondivergence form with lower order terms with coefficients in Lq for q > n.
In [28], the authors used barriers for homogeneous equations to explore boundary estimates for solutions to
the inhomogeneous problem. They used ABP estimate that allows one to compare the homogeneous barriers with
the actual solutions to the inhomogeneous problems. Lipschitz type estimates on the boundary are obtained by
developing a quite delicate iteration scheme. An “oscillation decay” type estimate is also needed. This is done
by the use of barriers that are “pieces of the fundamental solution type”, i.e, of the form C1 + C2|x|−α and a
Landis boundary growth type lemma for the quotient v(x) = u(x)/xn. We remark that their results also apply to
W 2,q−domains.
We highlight the nice paper of B. Barcelo, L. Escauriaza and E. Fabes [5], where Krylov’s boundary gradient
type estimates were obtained for solutions to linear 2nd order uniformly elliptic equations in nondivergence form
(like the one in Theorem 1.1) via estimates on the Green’s function. Some of our results here are extensions of
the estimates in [5] for the fully nonlinear case involving unbounded coefficients. We use however a completely
different approach here.
Another development on Krylov’s result was done in the third author thesis. He extended Krylov’s result for the
fully nonlinear parabolic equations (u ∈ S∗(g)) in the case the RHS g belongs to Lq with q > n + 1 (parabolic
case) and the boundary and the boundary data are pointwise C1,α. There, it was developed an iteration scheme that
finds a linear approximation for the solution at every dyadic scale. In order to estimate the decay of the Lipschitz
constant, Gaussian type barriers were used. In fact, the strategy in [48] is quite delicate and involves a combination
of these type of barriers. Some of them are “tilted” in order to capture at the same time the oscillation of the
boundary and the boundary data at small scales. The iteration process then goes on by using the ABP estimate to
measure the “deviation” or the “error” in the linear approximation with respect to the solution when one goes from
one scale to the next. Roughly speaking, these “errors” are controlled by the RHS, oscillations of the boundary data
and boundary. Since q > n + 1 and boundary data and boundary oscillates in a C1,α fashion, these accumulated
errors “pile up”. Krylov’s C1,α (pointwise) boundary estimates were proven on the lateral boundary.
It seems to us that Krylov’s boundary gradient type estimates for viscosity solutions to fully nonlinear (par-
abolic) equations with unbounded RHS in (pointwise) C1,α domains with (pointwise) C1,α boundary data first
appeared in the third author thesis (Theorem 2.1 in [48]). By using the same type of ideas present in [48], the third
author and F. Ma studied the elliptic case with unbounded RHS and (pointwise) C1,Dini boundary and boundary
data in [35] .
3Another instance where beautiful geometrical considerations implied Harnack type inequalities appeared in an earlier paper ([42]) due to
J. Serrin. This was brought to our attention by L. Caffarelli.
4It seems that results from this paper were obtained earlier by the same authors in a preprint. There is a nice note [47] that contains precisely
the statement of the results in [28].
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In the papers [48, 35] lower order terms were not considered. Furthermore, although the regularity results were
proven in some detail, the gradient estimates were not written in the most precise way. A careful inspection in
the proofs in [48, 35] reveals that a simpler iteration scheme towards Krylov’s result can be obtained for the case
where the RHS in L∞ (at least in the zero boundary data case). The simpler iteration scheme appears since the
use of the ABP estimate to control the error between scales is no longer necessary in the proof. In fact, ABP can
be directly replaced by a more precise estimate, namely, the Hopf-Oleı˘nik Lemma (HOL). As a matter of fact,
this observation was indeed the main motivation for the development of the method in [48, 35]. Now, under the
possession of IHOL, we can simplify some of the delicate arguments in [48] and obtain precise gradient estimates
in a clear and direct way.
The ideas surrounding Krylov’s result still permeates the field of nonlinear elliptic and parabolic PDEs. To
mention some recent and important examples, O. Savin and N.Q. Le proved nice results on affine analogues
of Krylov’s and Ladyzhenskaya-Uraltseva’s C1,α results for the linearized Monge-Ampe`re equation in [29, 30].
Even more recently, X. Ros-Oton and J. Serra followed some ideas of the original Caffarelli-Krylov’s approach in
order to prove Krylov’s result in the context of nonlinear Integro-Differential operators with bounded RHS5. This
is the content of the excellent papers [37, 38]. We suspect that some ideas in the present paper may eventually be
useful to explore estimates in the Integro-Differential operators with unbounded RHS setting.
Our paper is organized as follows: In section 2, we introduce some notation and section 3 is devoted to pre-
liminares and definitions of the special classes of modulus of continuity considered here. Section 4 is destined to
present the main results of this paper. In section 5, we introduced the structural conditions required for the PDEs.
In section 6, we provide examples and properties of the modulus of continuity considered here. The purpose of
section 7 is to present the alternative proof of IHOL and the new construction of the inhomogeneous Pucci barriers
for the fully nonlinear case. In section 8, we give the proofs of Lipschitz estimates and IHOL on flat boundaries,
namely, Propositions 4.3 and 4.4 respectively. In section 9, we discuss an example that shows that the estimates
we proved are sharp with respect to the RHS. Section 10 deals with the “Lipschitz implies C1,α” approach to
prove Ladyzhenskaya-Uraltseva estimates for the class S∗(γ; f) in the zero boundary data case. In Section 11, we
state and prove a new version of the “Improvement of flatness Lemma” for the unbounded coefficients case. In
sections 12, 13 and 14, we prove the Krylov’s result under the C1,Dini boundary data regularity assumptions, i.e,
the proof of Theorem 4.3 and its Corollaries. In the Appendix, for completeness, we present some lemmas that
related pointwise Taylor’s expansion and C1,ω regularity. These estimates are known (specially in the C1,α case)
but it is not so easy to find a reference for their proofs.
2. NOTATION
• n ≥ 2 indicates the dimension of the Euclidean space.
• If Ω ⊆ Rn we set Ω+ := Ω ∩
{
(x1, · · · , xn) ∈ Rn : xn ≥ 0
}
.
• |A| is the n−dimensional Lebesgue measure of the set A.
• We denote sometimes x ∈ Rn as x = (x′, xn), where x′ = (x1, · · · , xn−1) ∈ Rn−1;
• Hn−1 := ∂Rn+ :=
{
(x′, 0);x′ ∈ Rn−1};
• Br(x0) =
{
x ∈ Rn; |x− x0| < r
}
;
• For x0 ∈ Hn−1, B′r(x0) :=
{
x = (x′, 0); |x′ − x0| < r
}
;
• B′r = B′r(0), Br = Br(0);
3. DEFINITIONS AND PRELIMINARES
Definition 3.1. A modulus of continuity is a nondecreasing continuous function ω : [0, δω] → [0,∞) such that
ω(0) = 0 and ω(t) > 0 for t > 0. Here δω ∈ (0, 1]. Additionally, we say
5As a matter of fact, we obtained (for the unbounded RHS case) a similar estimate for the Ho¨lder norm up to the boundary for u(x)/xn as
done in [37, 38] (see estimate (4.25)). In fact, for that matter, we used some nice ideas from [37, 38].
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a) ω satisfies the Q−decreasing quotient property for Q ≥ 1 if for 0 ≤ h ≤ r ≤ δω,
q(r) ≤ Q · q(h), where q(t) := ω(t)
t
is defined for t ∈ (0, δω].
b) ω is Dini continuous if ∫ δω
0
ω(t)
t
dt <∞;
c) ω has the β−compatibility property between scales for some β ∈ (0, 1) if
∃ δ∗ω ∈ (0, 1] so that
∀µ ∈ (0, δ∗ω), µβ · ω(µk · δ) ≤ ω(µk+1 · δ) ∀δ ∈ (0, δω] and ∀k ≥ k0 where k0 ∈ N.
We indicate that a modulus of continuity ω satisfies all the properties above by writing ω ∈ DMC(Q, β).
See also Remark 4.13 for the comments on β−compatibility condition. Also, we refer to section 7, where examples
of modulus of continuity in the class DMC(Q, β) are given.
Definition 3.2. Let u : Br → R be a bounded function, x0 ∈ Br and ω a modulus of continuity. We say that
u ∈ C1,ω(x0) if there exist an affine function Lx0 such that
(3.6) [u]C1,ω (x0) := sup
x∈Br
0<|x−x0|≤δω
|u(x)− Lx0(x)|
|x− x0|ω(|x− x0|) <∞.
It is easy to verify that the affine function Lx0 is unique and
|u(x)− Lx0(x)| ≤ [u]C1,ω (x0)|x− x0|ω(|x− x0|) ∀x ∈ Br such that |x− x0| ≤ δω.
We define the (first order) Taylor’s polynomial of u at x0 to be the affine function Lx0 . We then write,
(3.7) Lx0(x) := ∇u(x0) · (x− x0) + u(x0), x ∈ Rn.
and set
(3.8) ||u||C1,ω(x0) := |u(x0)|+ |∇u(x0)|+ [u]C1,ω(x0).
Remark 3.1. Assume that ϕ : B′r → R. We define ϕ ∈ C1,ω(x0) where x0 ∈ B′r exactly as in the previous
definition imposing only that the affine function L over Rn satisfies additionally that ∂Lx0/∂xn ≡ 0. Observe that
in this case, (3.7) and (3.8) are defined likewise and that now∇ϕ(x0) ∈ Rn−1 × {0}.
Definition 3.3. Let u : Br → R be a bounded function, x0 ∈ Br and α ∈ (0, 1]. We say that u ∈ C1,α(x0) if
(3.9) [u]C1,α(x0) := sup
x∈Br
|u(x)− Lx0(x)|
|x− x0|1+α <∞.
(3.10) [u]∗C1,α(x0) := r
1+α · [u]C1,α(x0)
(3.11) ||u||∗C1,α(x0) := |u(x0)|+ r · |∇u(x0)|+ r1+α · [u]C1,α(x0)
Remark 3.2. We observe that the concepts introduced above coincide. Indeed,
sup
x∈Br
|x−x0|≤δω
|u(x)− Lx0(x)|
|x− x0|1+α ≤ [u]C1,α(x0) ≤ supx∈Br
|x−x0|≤δω
|u(x)− Lx0(x)|
|x− x0|1+α +
(
1
δω
)1+α(
||u||L∞(Br)+||Lx0 ||L∞(Br)
)
.
Remark 3.3. Let ω be a modulus of continuity. We recall that u ∈ C1,ω(Br) if u ∈ C1(Br) and
[∇u]C0,ω(Br) = sup
x,y∈Br,x6=y
|x−y|≤δω
|∇u(x)−∇u(y)|
ω(|x− y|) <∞.
By classical Taylor’s expansion, it is easy to see that for any x0 ∈ Br/2 we have
|u(x)− u(x0)−∇u(x0) · (x− x0)| ≤ [∇u]C0,ω(Br)|x− x0|ω(|x− x0|) ∀x ∈ Bmin{r/2,δω}(x0).
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Now, we introduce the following notation: If V : Ω→ Rn is a C1,κ(Br) vector field with 0 < κ ≤ 1
||V ||∗
C0,κ(B+r )
= ||V ||L∞(B+r ) + rκ · [V ]C0,κ(B+r ),
[V ]C0,κ(B+r ) = sup
x,y∈B+r
x6=y
|V (x)− V (y)|
|x− y|κ .
If ϕ ∈ C1,κ(Br) where κ ∈ (0, 1], we denote
||ϕ||∗C1,κ(Br) = ||ϕ||L∞(Br) + r · ||∇ϕ||L∞(Br) + r1+κ · [∇ϕ]C0,κ(B+r ).
Definition 3.4. Let a, b, c > 0. We set the following notation
(3.12) min
{
a, b−
}
:=
 a if a < b,
κ for any κ ∈ (0, b) if b ≤ a.
Additionally,
min
{
a, b, c−
}
:= min
{
min{a, b}, c−}.
We end up this section with the following
Definition 3.5. Let Ω ⊂ Rn a bounded domain and q > n. We say Ω is W 2,q−domain if for each point x0 ∈ ∂Ω
there corresponds a coordinate system (x′, xn) ∈ Rn−1 × R together with a W 2,q function h : Rn−1 → R and
r0 > 0 such that
Ω ∩Br0(x0) =
{
x = (x′, xn) : xn > h(x1, x2, · · · , xn−1)
}
= Ω ∩Br0(x0).
In the case q =∞, i.e, h ∈ C1,1(Rn−1), we say that Ω is a C1,1−domain. This is equivalent to say that Ω satisfies
a uniform interior and exterior ball condition (see Lemma 2.2 in [2]).
4. MAIN RESULTS
In this section, we present the main results on the paper. In the sequel, we use the notation
(4.13) γR0 := max
{
γ, γ ·R0
}
,
for the case where γ is a nonnegative real constant. We observe that in some results below, we allow γ to be
a function in the Lebesgue space Lq . Whenever this is the case, this will be indicated in the statements of the
corresponding results. Unless explicitly stated otherwise, γ is a nonnegative constant. We refer the reader to
section 5 to check definitions and structural conditions for the PDEs below. We use the notation for r > 0
A r
2 ,r
:=
{
x ∈ Rn; r
2
< |x| < r
}
.
Proposition 4.1 (Inhomogeneous Pucci Barriers - I). Let us consider the constants 0 ≤ γ ≤ γ0, M ≥ 0 and
0 < r ≤ R0. Assume f ∈ Lq(Ar) with q > n. Then, there exist a unique Ln−viscosity solutions in C0(Ar) to
the following Dirichlet problem
(4.14)

P−γ [u] = f in A r2 ,r
u = 0 on ∂Br
u = M on ∂B r
2
.
This solution is also a Ln−strong solution to (4.14).
Furthermore, denoting dr(x) = dist(x, ∂Br), we have ∀x ∈ Ar/2,r that
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(4.15)
(
A1
M
r
−A2 · r1−n/q||f ||Lq(Ar/2,r)
)
· dr(x) ≤ u(x) ≤
(
A3
M
r
+A4 · r1−n/q||f ||Lq(Ar/2,r)
)
· dr(x)
Here, A1, A3 depend on n, λ,Λ, γR0 and A2, A4 depend only on n, q, λ,Λ, γR0 are positive universal constants.
Following exactly the same strategy of the proof of Proposition 4.1, we can obtain a “symmetric” result for P+γ
Proposition 4.2 (Inhomogeneous Pucci Barriers - II). Let us consider the constants 0 ≤ γ ≤ γ0, M ≥ 0 and
0 < r ≤ R0. Assume f ∈ Lq(Ar) with q > n. Then, there exist a unique Ln−viscosity solutions in C0(Ar) to
the following Dirichlet problem
(4.16)

P+γ [v] = f in A r2 ,r
v = M on ∂Br
v = 0 on ∂B r
2
.
This solution is also a Ln−strong solution to (4.14).
Furthermore, by denoting d∗r(x) = dist(x, ∂Br/2), we have ∀x ∈ Ar/2,r
(4.17)
(
A1
M
r
−A2 · r1−n/q||f ||Lq(Ar/2,r)
)
· d∗r(x) ≤ u(x) ≤
(
A3
M
r
+A4 · r1−n/q||f ||Lq(Ar/2,r)
)
· d∗r(x)
Here, A1, A3 depend on n, λ,Λ, γR0 and A2, A4 depend only on n, q, λ,Λ, γR0 are positive universal constants.
Theorem 4.1 (IHOL - Fully Nonlinear Case). Let 0 ≤ u ∈ C0(Br), f ∈ Lq(Br) with q > n and 0 < r ≤ R0.
Assume that u ∈ S∗(γ, f) in Br. Then, there exist positive and universal constants C1, C2 such that ∀x ∈ Br
(4.18) u(x) ≥
(
C1
r
u(0)− C2
(
r1−n/q||f ||Lq(Br)
))
· dist(x, ∂Br).
Assume moreover the inwards ∂u∂ν (x0) unit normal derivative exists at x0 ∈ ∂Br and u(x0) = 0. Then,
(4.19)
u(0)
r
≤ C3 ·
(
∂u
∂ν
(x0) + r
1−n/q · ||f ||Lq(Br)
)
.
Here, C1, C2 and C3 are positive universal constants depending only on n, q, λ,Λ, γR0 .
Remark 4.1. In the Theorem 4.1 above, if condition u ∈ S∗(γ; f) is replaced by u ∈ S(γ; f) in Br instead, then
u(0) can be replaced by the average value |Br|−n/ε|| udist(x,∂Br) ||Lε(Br/2) in both estimates (4.18) and (4.19). This
follows from Theorems 2 and 11 in [46]. As a consequence of that, it follows that one can also replace u(0) by
|Br|−n/ε||u||Lε(Br/2) since this is a smaller quantity when compared to |Br|−n/ε|| udist(x,∂Br) ||Lε(Br/2).
This latter fact however has an much simpler proof. One can just follow exactly the proof of Theorem 4.1
as presented here using weak Harnack inequality in (7.63) instead of Harnack inequality just replacing u(0) by
||u||Lε(B1/2) in the proof (see Theorem 2.1 in [8]). The proof is essentially a consequence of the geometry of the
Pucci barriers.
Proposition 4.3 (Boundary Ladyzhenskaya-Uraltseva Lipschitz type estimate). Let u ∈ C0(B+r ) and f ∈
Lq(B+r ) with q > n and 0 < r ≤ R0. Assume that u ∈ S∗(γ, f) in B+r . Then, there exists a positive universal
constant D1 > 0 such that
(4.20) |u(x)| ≤ D1
(‖u‖L∞(B+r )
r
+ r1−n/q||f ||Lq(B+r )
)
· xn + sup
B′r
|u|, ∀ x ∈ B+r
2
,
Moreover, this estimate is sharp and does not hold for q = n. Here, D1 = D1(n, q, λ,Λ, γR0 ).
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Remark 4.2. We observe also that Proposition 4.3 extends some of the results of the classical paper of H. Beresty-
cki, L. Caffarelli and L. Nirenberg [4] (see Lemma 2.1 in [4] for instance) to the case of unbounded RHS and more
general (nonlinear) operators.
Remark 4.3. It follows from the proof of Proposition 4.3 the following (see section 8). Let f ∈ Lq(B+r ) with
q > n and u ∈ C0(B+r ). Thus, for u ∈ S(γ,−|f |) in B+r we have
u(x) ≤ D1
(‖u‖L∞(B+r )
r
+ r1−n/q||f ||Lq(B+r )
)
· xn + sup
B′r
u, ∀ x ∈ B+r
2
.
Analogously, for u ∈ S(γ, |f |) in B+r we have
u(x) ≥ −D1
(‖u‖L∞(B+r )
r
+ r1−n/q||f ||Lq(B+r )
)
· xn − inf
B′r
u, ∀ x ∈ B+r
2
.
Remark 4.4 (Carleson’s estimate for nonnegative solutions). In the Lipschitz type estimate provided by Propo-
sition 4.3 if we additionally assume that u is nonnegative and vanishes on the flat boundary u = 0 in B′r, the
estimate (4.20) takes a sharper form and becomes
(4.21) u(x) ≤ D1
(
u( r2en)
r
+ r1−n/q||f ||Lq(B+r )
)
· xn ∀ x ∈ B+r
2
.
This is consequence of the inhomogeneous version of the Carleson’s estimate for nonnegative functions in S∗(γ, f)
with f ∈ Ln−ε0 that is proven in a forthcoming work [9]. Here, ε0 > 0 is a Escuriaza type exponent. Again,
Lipschitz type estimate (4.21) is sharp in the sense it does not hold for q = n.
Remark 4.5. It follows from the proof of Proposition 4.3 that this result can be immediately extended to C1,1
domains. So, let Ω ⊂ Rn be a bounded C1,1domain and u ∈ C0(Ω) ∩ S∗(γ; f) in Ω. Suppose f ∈ Lq(Ω) with
q > n. Then, we have the following estimate with D1 = D1(n, q, λ,Λ, γ, ∂Ω)
|u(x)| ≤ D1
(
‖u‖L∞(Ω) + ||f ||Lq(Ω)
)
· dist(x, ∂Ω) + sup
∂Ω
|u|, ∀ x ∈ Ω.
Likewise, similar observations apply to the context of Remarks 4.3 and 4.4.
Remark 4.6. It follows from Theorem 4.3 (or even Corollary 4.4) and Theorem 4.4 that in the case the function u
in Remark 4.5 and Proposition 4.3 vanishes on the boundary or flat boundary respectively, we can allow the drift
term to be in γ ∈ Lq with q > n. Moreover, we can allow W 2,q domains instead of C1,1. In this case, D1 depends
on ||γ||Lq(Ω) and R1−n/q0 ||γ||Lq(B+R0 ) respectively.
Proposition 4.4 (Inhomogeneous Boundary Hopf-Oleı˘nik principle on flat boundaries). Consider 0 ≤ u ∈
C0(B
+
r ) such that u = 0 in B
′
r, f ∈ Lq(Br) with q > n and 0 < r ≤ R0. Assume that u ∈ S∗(γ, f) in B+r .
Then,
(4.22) u(x) ≥
(
D2
u
(
r
2en
)
r
−D3 · r1−n/q||f ||Lq(B+r )
)
· xn, ∀x ∈ B+r/2.
Here, D2 = D2(n, q, λ,Λ, γR0 ) ∈ (0, 1) and D3 = D3(n, q, λ,Λ, γR0 ) > 0.
Remark 4.7. As before, it follows from the proof of Proposition 4.4 that this result can extended to C1,1 domains
in the following way: Let Ω ⊂ Rn be a bounded C1,1−domain and 0 ≤ u ∈ C0(Ω) ∩ S∗(γ; f) in Ω where
f ∈ Lq(Ω) with q > n. Suppose u ≡ 0 along ∂Ω. Then, for some x0 ∈ Ω
u(x) ≥
(
D2 · u(x0)−D3 · ||f ||Lq(Ω)
)
· dist(x, ∂Ω), ∀x ∈ Ω.
Here, D2 = D2(n, q, λ,Λ, γ, ∂Ω) ∈ (0, 1) and D3 = D3(n, q, λ,Λ, γ, ∂Ω) > 0.
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Theorem 4.2 (BoundaryC1,α0−Krylov-Ladyzhenskaya-Uraltseva type estimate). Let u ∈ C0(B+r )∩S∗(γ, f)
in B+r where f ∈ Lq(B+r ) with q > n and r ≤ R0. Assume that u vanishes on B′r. Then, there exists a unique
Ho¨lder continuous function A on B′r/2 and α0 ∈ (0, 1) such that for all x0 ∈ B′r/2 and x ∈ B+3r/4 we have
(4.23) |u(x)−A(x0) · xn| ≤ r−α0E1
( ||u||L∞(B+r )
r
+ r1−n/q · ||f ||Lq(B+r )
)
|x− x0|α0xn,
and
(4.24) ‖A‖∗C0,α0 (B′
r/2
) ≤ E1
( ||u||L∞(B+r )
r
+ r1−n/q · ||f ||Lq(B+r )
)
.
Furthermore,
(4.25)
∥∥∥ u
xn
∥∥∥∗
C0,α0 (B+
r/2
)
≤ E1
( ||u||L∞(B+r )
r
+ r1−n/q · ||f ||Lq(B+r )
)
.
Precisely, α0 = α0(n, λ,Λ, q) and E1 = E1(n, q, λ,Λ, γR0) > 0.
Remark 4.8. The vector field A : B′r/2 → Rn above should be thought as the gradient of u along B′r/2.
Remark 4.9. In the case we consider nonnegative functions in Theorem 4.2, we can indeed replace the expression
inside the parenthesis in (4.23), (4.24) and (4.25) by the following one(
u( r2en)
r
+ r1−n/q||f ||Lq(B+r )
)
.
As before, this follows from the results in [9]. In any case (independent of the sing of u), we can replace the
expression |x|α0 · xn by |x|1+α0 in (4.23). In fact, in this case, the new taylor expansion in (4.23) holds for all
x0 ∈ B′1/2 and for all x ∈ B+1 (see Remark 10.2).
Definition 4.1. We denote α00 ∈ (0, 1) the exponent α0 of Theorem 4.2 in the case where f ≡ 0, i.e,
(4.26) α00 = α00(n, λ,Λ) ∈ (0, 1).
Remark 4.10 (Recovering Phargme´n-Lindelo¨f type result in half spaces). Let u ∈ C0(Rn+) ∩ Sλ,Λ(0) in Rn+
that vanishes on the flat boundary, i.e, u = 0 in ∂Rn+. Let α00 ∈ (0, 1) given in Definition 4.1. Suppose that there
exists a number 0 < β < 1 + α00 such that
(4.27) |u(x)| ≤ C0|x|1+β ∀x ∈ Rn+.
Then,
(4.28) u(x) = u(en) · xn ∀x ∈ Rn+.
Additionally, if u above is nonnegative (no growth condition apriori), it has to be of the form (4.28). We give a
proof (see the end of section 10) of these facts inspired by the very nice ideas of [38] in the nonlinear integral-
differential operators context. For the nonnegative case, we simply observe that from the results of [9], we have
|u(x)| ≤ C|x| for all x ∈ Rn+. Thus, we can just take β = 1 in the statement. We point out here that this fact was
also proven in [3] in a more general situation. The context there was done for domains in conical shape. We are
thankful to B. Sirakov that brought this fact to our attention and kindly explain to us the details of their (different)
proof in [3].
We now state of the main result of this paper
Theorem 4.3 (Krylov boundary gradient type estimate under C1,Dini pointwise boundary regularity). Let
u ∈ C0(B+1 ) ∩ S∗(γ, f) in B+1 where γ, f ∈ Lq(B+1 ) with q > n and β∗ := min{1 − n/q, α−00}. Assume the
boundary data ϕ = u|B′1
satisfies ϕ ∈ C1,ω(0) where ω ∈ DMC(Q, β∗) and let L be the Taylor’s polynomial of
ϕ at zero. Then, there exists a unique Ψ0 ∈ R such that for all x = (x′, xn) ∈ B+δω ,
(4.29) |u(x)− L(x′, 0)−Ψ0 · xn| ≤ T0
(
‖u‖L∞(B+1 ) + ||ϕ||C1,ω (0) + ‖f‖Lq(B+1 )
)
|x|ϑ(|x|),
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(4.30) |Ψ0| ≤ T0
(
‖u‖L∞(B+1 ) + ||ϕ||C1,ω (0) + ‖f‖Lq(B+1 )
)
,
where
ϑ(t) := tβ∗ +
∫ t
0
ω(s)
s
ds for t ∈ [0, δω].
In particular, there exists the normal derivative
(4.31) Dxnu(0) := lim
t→0+
u(ten)− u(0)
t
= Ψ0.
Here, the universal constant T0 = T0(n, q, λ,Λ, ||γ||Lq(B+1 ), α00, δ
∗
ω, β∗, Q, δω,
∫ δω
0
ω(s)s−1ds).
Remark 4.11. In fact, T0 in the Theorem 4.3 above can be taken of the form
T0 = J1 · δ−(1+β∗)ω
(
1 + ||γ||Lq(B+1 )
)(
1 + ||γ||
2+β∗
1−n/q
Lq(B+1 )
)
where J1 = J1(n, q, λ,Λ, α00, δ∗ω, β∗, Q,
∫ 1
0
ω(s)s−1ds) > 0 is universal (see proof of Theorem 4.3).
Remark 4.12. It is long known that even for Harmonic functions in half spaces the “Dini character” of the bound-
ary data is required to obtain at least a finite gradient on boundary (see [49], Remark 1).
Remark 4.13 (Comments on the β∗ compatibility condition). We observe that the condition “ϕ ∈ C1,ω(0)
where ω ∈ DMC(Q, β∗)” in the Theorem 4.3 is a natural one. Indeed, first, if the boundary data ϕ is say C1,β0
and the RHS is in Lq with q > n, we know that solution is C1,β (along the boundary) only for β ≤ 1 − n/q and
β < α00. This way, this condition imposed on the modulus of continuity of the boundary data in Theorem 4.3 is
capturing this obstruction (see detailed discussion on the Ho¨lder continuous boundary data in the sequel). Second,
this condition is weaker than requiring Dini continuity of ω together with ω(t)/tα is decreasing (see Lemma
6.1 item iii)). This type of condition on the monotonicity of ω(t)/tα together with Dini continuity appeared in
classical previous works on this subject (i.e, boundary regularity with C1,Dini boundary data) as one can see in
the papers of G. Lieberman ([32]), K. Widman ([49]), M. Borsuk ([6]) and M. Borsuk and V. Kondratiev’s book
[7] for linear equations in nondivergence and divergence forms. Moreover, our condition here seems to be weaker
than the one imposed in the works if J. Kovats [23, 24] and more natural since it resembles the ones in K. Widman
and M. Borsuk works.
Corollary 4.1. Let u ∈ C0(B+1 ) ∩ S∗(γ, f) in B+1 with γ, f ∈ Lq(B+1 ) where q > n. Assume the boundary data
ϕ = u|B′1
∈ C1,ω(B′1) with ω ∈ DMC(Q, β∗) where β∗ := min{1− n/q, α−00}. Thus, there exist a unique vector
field, A : B′1/2 → Rn such that for every x0 ∈ B′1/2
(4.32)
∣∣∣u(x)− u(x0)−A(x0)(x− x0)∣∣∣ ≤ T1 ·M · |x− x0|ϑ(|x− x0|) for |x− x0| ≤ min{δω, 1/2},
(4.33) ‖A‖C0,ϑ(B′1/2) ≤ T1 ·M,
where
ϑ(t) := tβ∗ +
∫ t
0
ω(s)
s
ds for t ∈ [0, δω] and
M :=
(
‖u‖L∞(B+1 ) + ‖f‖Lq(B+1 ) + ||ϕ||C1,ω(B′1)
)
.
Here T1 = T1
(
n, q, λ,Λ, γ, α00, δ
∗
ω, β∗, Q, δω,
∫ δω
0
ω(s)s−1ds,min{δω, 1/2}, ω
(
min{1/8, δω/4}
))
.
Remark 4.14. The constant T1 in Corollary 4.1 above can be taken of the form
(4.34) T1 := C
(
1 +
1
ω(δ∗/4)
)(
T0δ
−(1+β∗)∗ + 1)
where C > 2 is a dimensional constant and δ∗ = min{δω, 1/2}. The constant T0 is the one given in Theorem 4.3
or Remark 4.11 with δω replaced by δ∗. For details, see the proof of Corollary 4.1.
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Next, we state the global version of Krylov’s result in W 2,q−domains and C1,Dini boundary data
Theorem 4.4 (Global Krylov boundary gradient type estimate in W 2,q−domains (q > n)). Let u ∈ C0(Ω) ∩
S∗(γ, f) in Ω where γ, f ∈ Lq(Ω) with q > n and Ω ⊆ Rn be a bounded W 2,q-domain. There exists a universal
κ∂Ω = κ∂Ω(n, λ,Λ, ∂Ω) ∈ (0, 1) such that if u|∂Ω = ϕ ∈ C1,ω(∂Ω) where ω ∈ DMC(Q, β∗) for
β∗ := min
{
1− n
q
, κ−∂Ω
}
,
then u ∈ C1,ϑ(∂Ω). More precisely, there exist a unique vector field A : ∂Ω → Rn and positive universal
constants T2 and r0 = r0(∂Ω) ≤ δω such that for every b ∈ ∂Ω ∩Br0(x0) and x ∈ Br0(x0) ∩ Ω we have
(4.35)
∣∣∣u(x)− u(b)−A(b)(x− b)∣∣∣ ≤ T2 · (‖ϕ‖C1,ω(∂Ω) + ‖f‖Lq(Ω))|x− b|ϑ(|x− b|).
Moreover,
(4.36) ‖A‖C0,ϑ(∂Ω) ≤ T2 ·
(
‖ϕ‖C1,ω(∂Ω) + ‖f‖Lq(Ω)
)
.
Here,
ϑ(t) := tβ∗ +
∫ t
0
ω(s)
s
ds for t ∈ [0, δω] .
Additionally,
T2 = T2
(
n, q, λ,Λ, ||γ||Lq(Ω), δ∗ω, δω, β∗, Q,
∫ δω
0
ω(s)s−1ds,min{1/2, δω/K∂Ω}, w
(
min{1/8, δω/4K∂Ω})
)
where K∂Ω > 1 depends on ∂Ω.
Remark 4.15. The constant T2 in Theorem 4.4 above is of the form appearing in (4.34) with δ∗ is replaced by
min{1/2, δω/4K∂Ω} where as above K∂Ω > 1.
Remark 4.16 (Krylov’s boundary type estimates for all the coefficients unbounded). We observe that all the
results above (and the followingC1,α counterparts below) work for the classes S∗(γ, σ, f) that has the zeroth order
term σ ∈ Lq+, drift term γ ∈ Lq+ and RHS f ∈ Lq for q > n (see Remark 5.2).
From the previous Theorem, we conclude the existence of the normal derivative on a smooth boundary for
C1,Dini boundary data. Thus, we conclude immediately from Theorem 4.1 the following Corollary.
Corollary 4.2 (IHOL under pointwise C1,Dini−boundary regularity). Let 0 ≤ u ∈ C0(Br), f ∈ Lq(Br) with
q > n and 0 ≤ r ≤ R0. Assume that u ∈ S∗(γ, f) in Br with x0 ∈ ∂Br, u(x0) = 0 and also that the boundary
data ϕ = u|B′r ∈ C
1,ω(x0) with
ω ∈ DMC(Q, β∗) where β∗ := min{1− n/q, α−00}.
Then, there exists the inner normal derivative ∂u∂ν (x0) and the following estimate holds
(4.37)
u(0)
r
≤ T3 ·
(
∂u
∂ν
(x0) + r
1−n/q||f ||Lq(Br)
)
.
Here, T3 is a positive universal constant that depends only on n, q, λ,Λ, γR0 .
4.1. Scaled Ho¨lder regularity versions of the previous results. In what follows, we present the statements of the
previous results in a scaled form for the case boundary data is C1,β0 . They may be useful in some circumstances
to the readers and they also make contact with the estimates with the zero boundary data case estimates (4.23) and
(4.24). Even for the case where boundary data is C1,β0 these estimates are new, since they involve unbounded
coefficients (γ, f). The relevant observation here is that if ϕ ∈ C1,β0 and β∗∗ := min{1 − n/q, β0, α−00} then
we clearly have ϕ ∈ C1,β∗∗ . This way (see example 6.1) the modulus of continuity ω(t) = tβ∗∗ ∈ DMC(1, β∗)
where β∗ = min{1 − n/q, α−00} since β∗ ≥ β∗∗. The next results follow immediately from the previous C1,Dini
estimates and the scaling Remark 5.4.
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Corollary 4.3 (Ho¨lder scaled version of Theorem 4.3). Let u ∈ C0(B+r ) ∩ S∗(γ, f) in B+r where f ∈ Lq(B+r )
with q > n and 0 ≤ r ≤ R0. Let β∗ = min{1 − n/q, β0, α−00} and assume that ϕ = u|B′r ∈ C
1,β0(0). Then
u ∈ C1,β∗(0). More precisely, the estimates (4.29) and (4.30) become respectively
(4.38) |u(x)− L(x′, 0)−Ψ0 · xn| ≤ T0 · r−(1+β∗) ·M · |x|1+β∗ ∀x ∈ B+r ,
(4.39) r · |Ψ0| ≤ T0 ·M,
M :=
(
‖u‖L∞(B+r ) + r2−n/q‖f‖Lq(B+r ) + ||ϕ||∗C1,β0 (0)
)
.
Here, T0 = T0(n, q, λ,Λ, α00, β0, R
1−n/q
0 ||γ||Lq(B+R0 )) is a universal constant.
Corollary 4.4 (Ho¨lder scaled version of Corollary 4.1). Let u ∈ C0(B+r )∩S∗(γ, f) in B+r where f ∈ Lq(B+r )
with q > n and 0 ≤ r ≤ R0. Let β∗ = min{1 − n/q, β0, α−00} and assume that ϕ = u|B′r ∈ C
1,β0(B′r). Then
u ∈ C1,β∗(B+r ). More precisely, there exists a unique vector field, A : B′r → Rn such that the estimates (4.32)
and (4.33) become respectively
(4.40)
∣∣∣u(x)− u(x0)−A(x0)(x− x0)∣∣∣ ≤ T1 · r−(1+β∗) ·M · |x− x0|1+β∗ ,
(4.41) r · ‖A‖∗C0,β∗ (B′
1/2
) ≤ T1 ·M,
where
M :=
(
‖u‖L∞(B+r ) + r2−n/q‖f‖Lq(B+r ) + ||ϕ||∗C1,β0 (B′r)
)
.
Here T1 = T1(n, q, λ,Λ, α00, β0, R
1−n/q
0 ||γ||Lq(B+R0 )) is a universal constant.
Theorem 4.5 (Global Krylov boundary Ho¨lder gradient type estimate in W 2,q−domains (q > n)). Let u ∈
C0(Ω) ∩ S∗(γ, f) in Ω where γ, f ∈ Lq(Ω) with q > n and Ω ⊆ Rn be a bounded W 2,q-domain. There exists a
universal κ∂Ω = κ∂Ω(n, λ,Λ, ∂Ω) ∈ (0, 1) such that if u|∂Ω = ϕ ∈ C1,β0(∂Ω) and β∗ := min
{
1− nq , β0, κ−∂Ω
}
,
then u ∈ C1,β∗(∂Ω). Precisely, there exist a unique vector field A : ∂Ω → Rn and positive universal constants
T2 and r0 = r0(∂Ω) ≤ δω such that for every b ∈ ∂Ω ∩Br0(x0) and x ∈ Br0(x0) ∩ Ω we have
(4.42)
∣∣∣u(x)− u(b)−A(b)(x− b)∣∣∣ ≤ T2 · (‖ϕ‖C1,β0 (∂Ω) + ‖f‖Lq(Ω))|x− b|1+β∗ .
Moreover,
(4.43) ‖A‖C0,β∗ (∂Ω) ≤ T2 ·
(
‖ϕ‖C1,β0 (∂Ω) + ‖f‖Lq(Ω)
)
.
Here, T2 = T2(n, q, λ,Λ, ||γ||Lq(Ω), β0, κΩ, ∂Ω).
Remark 4.17. T1, T2, T3 have similar structural dependence that the corresponding T1, T2, T3 in the Dini case.
5. STRUCTURAL CONDITIONS FOR THE PDES
We now introduce the structural conditions for the PDEs that appear in this paper. We start by recalling the
Pucci extremal operators. Let us denote Sn×n the space of symmetric matrices of order n. For 0 < λ ≤
Λ,M±λ,Λ : Sn×n → R are given by
(5.44) M−λ,Λ(M) = λ ·
∑
ei>0
ei + Λ ·
∑
ei<0
ei, M+λ,Λ(M) = Λ ·
∑
ei>0
ei + λ ·
∑
ei<0
ei,
where ei are the eigenvalues of M . We recall that
(5.45) M−λ,Λ(M) = infM∈Aλ,Λ Trace(AM), M
+
λ,Λ(M) = sup
M∈Aλ,Λ
Trace(AM)
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(5.46) Aλ,Λ :=
{
A ∈ Sn×n; λIn ≤ A ≤ ΛIn
}
.
It is easy to verify that the infimum and supremum above are attained. Also for γ ≥ 0 a measurable function, we
define the Pucci operators P±λ,Λ,γ : Sn×n × Rn × Ω→ R are defined by
(5.47) P−λ,Λ,γ(M,p, x) =M−λ,Λ(M)− γ(x)|p|, P+λ,Λ,γ(M,p, x) =M+λ,Λ(M) + γ(x)|p|.
Here we often make use of scaling arguments. These scalings in general affects the function γ of the Pucci
operators P±λ,Λ,γ , but leave the parameters λ,Λ untouched. For this reason and to simplify notation, we denote
the Pucci operators P±λ,Λ,γ by P±γ to keep track of these changes. Whenever clarification becomes necessary, we
mention all the ellipticity constants explicitly. To simplify matters, we also make use of the following notation,
(we drop the dependence on Ω in the symbols since the context is clear)
P±γ [u](x) = P±λ,Λ,γ [u](x) := P±λ,Λ,γ(D2u(x),∇u(x)),
S(γ, f) = S(λ,Λ, γ, f) =
{
u ∈ C0(Ω); P−γ [u](x) ≤ f(x) in Ω in the Ln − viscosity sense
}
,
S(γ, f) = S(λ,Λ, γ, f) =
{
u ∈ C0(Ω); P+γ [u](x) ≥ f(x) in Ω in the Ln − viscosity sense
}
,
S(γ, f) = S(γ, f) ∩ S(γ, f), S∗(γ, f) = S(γ,−|f |) ∩ S(γ, |f |).
As said before, γ sometimes denotes a nonnegative constant and sometimes a nonnegative measurable function.
In the latter case, this will be always indicated in the context or in the statements of the corresponding results. So,
unless indicated otherwise, γ is a nonnegative constant.
Remark 5.1 (Ln−viscosity solutions). We recall that u ∈ C0(Ω) is a solution to P+γ [u] ≥ f in Ω in the
Ln−viscosity sense if for any φ ∈W 2,nloc (Ω) such that u− φ has a local maximum at x0 ∈ Ω we have
ess lim sup
x→x0
(
P+γ [ϕ]− f(x)
)
= ess lim sup
x→x0
(
M+λ,Λ(D2φ(x)) + γ(x)|∇φ(x)| − f(x)
)
≥ 0.
We say that P−γ [u] ≤ f in Ω in the Ln−viscosity sense if for any φ ∈ W 2,nloc (Ω) such that u − φ has a local
mimimum at x0 ∈ Ω we have
ess lim inf
x→x0
(
P−γ [ϕ]− f(x)
)
= ess lim inf
x→x0
(
M−λ,Λ(D2φ(x))− γ(x)|∇φ(x)| − f(x)
)
≤ 0.
Unless otherwise explicitly stated, all the viscosity concepts in this paper are considered in the Ln−viscosity
sense (even when f ∈ L∞(Ω)). We point out however that for all the classes defined above, in the case γ is a
nonnegative number, the Ln and Lq viscosity concepts coincide whenever f ∈ Lq(Ω) with n ≤ q <∞. The same
apply to the of Ln and C−viscosity concepts whenever f ∈ C0(Ω). Clearly, if f ∈ L∞(Ω), Ln and Lq viscosity
concepts coincide for all n < q <∞. These results are consequence of the Theorem 2.1 in [15]. In this paper, we
freely use Ln−viscosity theory as it appears in [13] and [22]. For the C−viscosity theory see [12].
Remark 5.2. We observe that the results of this paper also apply to classes involving the zeroth order term, as
long as the involved functions are bounded. In fact, we recall the following general Pucci extremal operators,
P±Λ,λ,γ,σ : Sn×n × Rn × R→ R× Ω given by
P−γ,σ(M,p, z, x) = P−Λ,λ,γ,σ(M,p, z, x) :=M−λ,Λ(M)−γ(x)·|p|+σ(x)·z, γ ∈ Lq+(Ω), σ ∈ Lq(Ω), q > n,
P+γ,σ(M,p, z, x) = P−Λ,λ,γ,σ(M,p, z, x) :=M+λ,Λ(M)+γ(x)·|p|+σ(x)·z, γ ∈ Lq+(Ω), σ ∈ Lq(Ω), q > n.
Similarly as before, we can define
P±γ,σ[u](x) := P±γ,σ(D2u(x),∇u(x), u(x))
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S(γ, σ, f), S(γ, σ, f), S(γ, σ, f) and S∗(γ, σ, f).
Now,
S(γ, σ, f) ⊂ S(γ, f + σ · u), S(γ, σ, f) ⊂ S(γ, f + σ · u),
S(γ, σ, f) ⊂ S(γ, f + σ · u), S∗(γ, σ, f) ⊂ S∗(γ, f + σ|u|).
since if u ∈ L∞ then ||f + σu||Lq ≤ ||f + σ|u|||Lq ≤ ||f ||Lq + ||σ||Lq · ||u||L∞ . In the case γ is a nonnegative
constant and σ is a nonpositive constant then similar considerations as in Remark 5.1 regarding the equivalence of
Ln, Lq(n ≤ q < ∞) viscosity concepts for the classes above apply here. This also follows from Theorem 2.1 in
[15] since the Pucci operators P±γ,σ are monotone decreasing in the variable z.
Remark 5.3 (Monotonicity in γ). Whenever γ0 is a nonnegative constant we have, in the respective domains,
γ(x) ≤ γ0 =⇒ S(γ, f) ⊆ S(γ0, f), S(γ, f) ⊆ S(γ0, f), S∗(γ, f) ⊆ S∗(γ0, f)
Thus, whenever γ is a nonnegative constant, we may replace whenever convenient the dependence on γ in the
universal constants by any γ0 ≥ γ.
Remark 5.4 (Scaling remark). Suppose u ∈ S(γ(x); f) in Ω. Let us set
Ωβ = β
−1 · Ω :=
{
x; βx ∈ Ω
}
.
Then, defining v(x) := αu(βx) for x ∈ Ωβ , we conclude that v ∈ S(γ, f) in Ωβ where
γ(x) := βγ(βx), f(x) := αβ2f(βx).
Clearly, similar observations hold for the classes S(γ; f), S(γ; f) and S∗(γ; f). These scaling properties are easy
to check. The proof follow the spirit of Lemma 2.12 in [12] for C−viscosity solutions. Many times in this paper,
we use the scaling v(x) = u(rx)/r. In this case, f(x) = rf(rx).
Remark 5.5. Suppose u : B1 → R is such that u ∈ C1,ω(0). Let 0 < r < 1 and define v(x) := u(rx) for x ∈ B1.
In order to simplify our discussion, suppose the tangent plane of u at zero is zero (i.e, Taylor’s polynomial at zero
is zero). Then, for x ∈ B1 such that |x| ≤ δω we have
|v(x)| = |u(rx)| ≤ [u]C1,ω(0)|rx|ω(|rx|) ≤ [u]C1,ω(0)|x|ω(|x|).
This implies that [v]C1,ω(0) ≤ [u]C1,ω(0).
6. EXAMPLES AND PROPERTIES OF MODULUS OF CONTINUITY
We now discuss some examples of modulus of continuity for which our Theorem applies.
Example 6.1 (Ho¨lder modulus of continuity). Let α ∈ (0, 1] and consider the following function ω(t) := tα.
Clearly, ω is nonnegative, increasing, continuous in [0, 1] and ω(0) = 0. Let us set δ∗ω = δω = 1. The quotient
q(t) = ω(t)/t = tα−1 is decreasing. It is elementary to check that the Dini continuity is satisfied. Finally, for
any µ, δ ∈ (0, 1] and β ∈ [α, 1] we find µβω(δµk) ≤ µαω(δµk) = µαδαµkα ≤ δαµkαµα = ω(δµk+1). Thus, ω
satisfies the β−compatibility condition between scales.
Example 6.2 (Pure Dini modulus of continuity). Let us consider the function ω(t) = (ln(t−1))γ where γ < −1.
Clearly, limt→0+ ω(t) = 0. Also, for q(t) = ω(t)/t, we have q′(t) < 0 ⇐⇒ t ∈ (0, eγ) and ω′(t) > 0 in (0, 1).
Moreover, setting δω = eγ ∈ (0, 1) for 0 < µ < 1 we have for any δ ∈ (0, 1]
ω(δµk+1)
ω(δµk)
=
(
ln(1/µ)
ln(1/δωµk)
+ 1
)γ
≥ 2γ ≥ µβ for µ ∈ (0, 2γ/β ],
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since the expression inside the parenthesis is less than 2 and γ < 0. This way, if β ∈ (0, 1), we define δ∗ω :=
2γ/β ∈ (0, 1). Thus, ω satisfies the β−compatibility condition between scales. Also, making the change of
variables ln(1/t) = s, we conclude that ω is a Dini modulus of continuity since for 0 < r < δω∫ r
0
t−1
(
ln(t−1)
)γ
dt =
∫ ∞
ln(r−1)
sγds = − (ln(r
−1))γ+1
(γ + 1)
.
Furthermore, ω(t) cannot be controlled by any Ho¨lder type modulus of continuity, say ≤ Ctα with α ∈ (0, 1].
Indeed, suppose by contradiction that, ω(t) ≤ Ctα for all t small enough and C > 0. Set γ = −µ where µ > 0.
Thus, making the change of variables ln(1/t) = x we find
(6.48) 0 < C−1 ≤ lim sup
t→0
tα
(
ω(t)
)−1
= lim sup
t→0
tα
(
ln(t−1)
)µ
= lim
x→∞ e
−αxxµ = 0,
which is clearly a contradiction.
Example 6.3 (Mixed type modulus of continuity). Let us define ω(t) = tα
(
ln(t−1)
)γ
where α ∈ (0, 1) and
γ ∈ R. We already analyzed in the first example the case where γ = 0. Now we divide our analysis in two cases:
Case 1: γ > 0. In this case, by doing the change of variables as in (6.48) we arrive to lim
t→0
w(t) = 0. Furthermore,
ω(t) is nonnegative and continuous for 0 ≤ t ≤ 1. The quotient q(t) = ω(t)/t is decreasing in [0, 1). We observe
that ω′(t) ≥ 0 ⇐⇒ t ∈ (0, e−γ/α] and e−γ/α < 1. In particular, we can take δω = e−γ/α. Now, we have for
α ≤ β ∈ (0, 1], δ ∈ (0, 1](since γ > 0 and 0 ≤ Ak ≤ 1) (below)
(6.49)
ω(δµk+1)
ω(δµk)
= µα
(
ln(1/µ)
ln(1/δωµk)︸ ︷︷ ︸
Ak
+1
)γ
= µα ≥ µβ for µ ∈ (0, 1).
So, we can take δ∗ω = 1 and ω satisfies the β−compatibility condition. Furthermore, 0 < r < δω we obtain by the
change of variables ln(t−1) = s that
(6.50)
∫ r
0
tα−1
(
ln(t−1)
)γ
dt =
∫ ∞
ln(r−1)
xγe−αxdx <∞.
Thus, expression (6.50) implies that ω is Dini continuity independently of the sign of γ.
Case 2: γ < 0. It is clear that lim
t→0
ω(t) = 0. Again, ω(t) is nonnegative and continuous for 0 ≤ t ≤ 1. We
observe that ω(t) is nondecreasing for all t ∈ [0, 1). Furthermore, for the quotient q(t) = ω(t)/t, we have
q′(t) ≤ 0⇐⇒ t ∈ [0, eγ/(1−α)] and eγ/(1−α) < 1. The Dini continuity of ω was already established.
Let α < β < 1. We set δω := eγ/(1−α) ∈ (0, 1). Now since γ < 0 and 0 ≤ Ak ≤ 1 we have by (6.49) for all
δ ∈ (0, 1]
ω(δµk+1)
ω(δµk)
= µα
(
ln(1/µ)
ln(1/δµk)
+ 1
)γ
≥ 2γµα = 2γµα−βµβ ≥ µβ for µ ∈ (0, 2 γβ−α ).
We then define δ∗ω = 2
γ
β−α . This way, ω satisfies the β−compatibility condition.
Remark 6.1. Unlike the papers [23, 24], we observe that our assumptions on the modulus of continuity do include
the case ω ≡ 0.
We now prove some properties of the modulus of continuity.
Lemma 6.1 (Properties of the modulus of continuity). Let ω be a modulus of continuity.
i) If ω satisfies the Q−decreasing quotient property (a) in Definition 3.1) then
ω(t) ≤ Q
∫ t
0
ω(s)
s
ds ∀t ∈ [0, δω];
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0
ω(s)
s
ds ≤ 2Q2Θ
∫ t
0
ω(s)
s
ds ∀t ∈ [0, δω/Θ] whenever Θ ≥ 1.
In particular,
∫ µk
0
ω(s)
s
ds ≤ 2Q
2
µ
∫ µk+1
0
ω(s)
s
ds ∀µ ∈ [0, δω], ∀k ≥ 0.
ii) If ω is a Dini modulus of continuity then for µ ∈ (0,min{δω, 1/e}] we have for k ≥ 0
∞∑
j=k
ω(µj) ≤ ω(µk) +
∫ µk
0
ω(t)
t
dt ≤ (2Q)
∫ µk
0
ω(t)
t
dt.
iii) Assume that ω(t)/tα is decreasing in (0, δω] for some α ∈ (0, 1). Then, ω satisfies properties (a) and (c)
(with β = α and δ∗ω = 1) in Definition 3.1. If additionally, ω is Dini continuous (i.e, it satisfies (b) in
Definition 3.1) then ω ∈ DMC(1, α).
Proof. Let us denote
ω1(t) =
∫ t
0
ω(s)
s
ds.
From the Q−decreasing quotient property we see that for t ∈ [0, δω]
ω1(t) =
∫ t
0
ω(s)
s
ds ≥ Q−1ω(t)
t
∫ t
0
ds = Q−1ω(t).
Thus, by Q−decreasing property and the result proven above (recalling that µ ∈ (0, 1))
ω1(Θt) =
∫ Θt
0
ω(s)
s
ds =
∫ t
0
ω(s)
s
ds+
∫ Θt
t
ω(s)
s
ds
= ω1(t) +Q
∫ Θt
t
ω(t)
t
ds
≤ ω1(t) +QΘω(t)
≤ ω1(t) +Q2Θω1(t)
= 2Q2Θω1(t).
The last inequality follows from the previous one just by taking Θ = µ−1 and t = µk+1 ∈ (0, δω/Θ). This proves
i). Now, by monotonicity and from the fact µ ∈ (0,min{δω, 1/e}] and j ≥ 0∫ µj
µj+1
ω(s)
s
ds ≥
∫ µj
µj+1
ω(µj+1)
s
ds = ω(µj+1) ln(µ−1) ≥ ω(µj+1).
Now, we estimate for k ≥ 0
N∑
j=k
ω(µj) ≤ ω(µk) +
N∑
j=k
ω(µj+1)
≤ ω(µk) +
N∑
j=k
∫ µj
µj+1
ω(s)
s
ds
= ω(µk) +
∫ µk
µN+1
ω(s)
s
ds
≤ (2Q)ω1(µk).
Letting N →∞, we finish the of ii) in the Lemma.
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Finally, to prove iii), we observe that if we define qα(t) := ω(t)/tα for t ∈ (0, δω] then q(t) = qα(t)t1−α which is
clearly decreasing since the denominator is increasing. Moreover, for any µ ∈ (0, 1) and any δ ∈ (0, δω] we clearly
have 0 < δµk+1 ≤ δµk ≤ δω and
ω(δµk+1)
(δµk+1)α
≥ ω(δµ
k)
(δµk)α
=⇒ ω(δµk+1) ≥ µαω(δµk).

Remark 6.2 (Restriction, Renormalization and monotonicity of modulus of continuity).
Restriction: Suppose ω ∈ DMC(Q, β) and τ ∈ (0, δω) then the restriction of ω to [0, τ ], i.e, ω̂ : [0, τ ] → [0,∞)
given by ω̂(t) = ω(t) for t ∈ [0, τ ] is such that ωˆ ∈ DMC(Q, β). In this case, δω̂ = τ and δω̂ = δω∗ . Furthermore,
if a bounded function u defined on B1 is such that u ∈ C1,ω(0) and L is its Taylor’s polynomial at zero, we have
that for x ∈ B1 with |x| ≤ τ
|u(x)− L(x)| ≤ [u]C1,ω(0)|x|ω(|x|).
In particular [u]C1,ω̂(0) ≤ [u]C1,ω(0).
Renormalization: Suppose ω ∈ DMC(Q, β) and set ω(t) := w(Kt) where t ∈ [0, δω/K] ND K ≥ 1. It is easy
to see that ω ∈ DMC(Q, β) with δω = δω/K and δ∗ω := δ∗ω . Furthermore,
∫ δω
0
w(s)s−1ds =
∫ 1
0
w(s)s−1ds. As
before, let u be a bounded function defined on B1 such that u ∈ C1,ω(0) and L its Taylor’s polynomial at zero.
Setting u(x) = K−1u(Kx) and L(x) := K−1L(Kx) for x ∈ B1 and |x| ≤ δω/K we have
|u(x)− L(x)| = ∣∣K−1(u(Kx)− L(Kx))∣∣
≤ K−1[u]C1,ω (0)|Kx|ω(K|x|)
≤ [u]C1,ω (0)|x|ω(|x|).
This implies that L is the Taylor’s polynomial of u at the origin and [u]C1,ω(0) ≤ [u]C1,ω(0).
Monotonicity: Suppose ω1(t) ≤ A · ω2(t) = ω2(t) for all t ∈ [0, δ]. Then,
A−1 · [u]C0,ω2 (Ω) = [u]C0,ω2 (Ω) ≤ [u]C0,ω1 (Ω) =⇒ C0,ω2(Ω) = C0,ω2(Ω) ⊂ C0,ω1(Ω).
In particular, when ω1 ∼ ω2 in [0, δ] then the respective induced norms are equivalent.
7. PROOF OF PROPOSITION 4.1 AND IHOL - THEOREM 4.1
We start by stating and proving a series of Lemmas of independent interest. The proof of Proposition 4.1
is a direct consequence of them. In the sequel, we prove Theorem 4.1 which has Proposition 4.1 as the main
ingredient. We will use throughout this section the scaling v(x) = u(rx)/r as pointed out in Remark (5.4) to
reduced the proofs to the case where r = 1.The first Lemma is indeed the homogeneous version of Proposition
4.1.
Lemma 7.1. Let us consider the following Dirichlet Problem for 0 ≤ γ ≤ γ0 and 0 < r ≤ R0
(7.51)

P−γ [u] = 0 in A r2 ,r
u = 0 on ∂Br
u = M on ∂B r
2
.
There exists a unique classical solution Γ0 ∈ C∞(Ar) to the problem (7.51). Furthermore, ∀x ∈ A r2 ,r, we have
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(7.52) A1 · M
r
· dist(x, ∂Br) ≤ u(x) ≤ A3 · M
r
· dist(x, ∂Br)
Here, A1, A3 are positive universal constants depending only on n, λ,Λ, γR0 .
Proof. This is actually a particular case of Proposition 4.1 in [8]. We indicate the details. By scaling, it is enough
to discuss the case where r = 1. The uniqueness follows from the validity of the comparison principle for
C−viscosity solutions (see [13]). In fact, for the problem (7.51), all the concepts (C-viscosity, Ln-viscosity, strong
and classical solutions) coincide. Regarding the existence, once solution must be radial (equations is invariant
under rotations), the PDE in (7.51) can be reduced to an ODE. Thus, we define
Γ0(x) := M · φ(|x|) for 1
2
≤ |x| ≤ 1,
where φ : [1/2, 1]→ R is given by
φ(r) =
(∫ 1
1/2
t−E0e−(γ/λ)tdt
)−1
·
∫ 1
r
t−E0e−(γ/λ)tdt, E0 := Λ · (n− 1)
λ
≥ 1.
One can check that φ is decreasing and convex. From this, it is easy to check that Γ0 is a (classical) solution to
(7.51) and also satisfies the indicated properties. 
Lemma 7.2. Let U ⊂ Rn be an open set. Suppose that P−γ [u] = f in U in the Ln-viscosity sense and that
v ∈W 2,nloc (U) is a strong solution to P−γ [v] = g in U . Here, f, g ∈ Lnloc(U). Then, u− v ∈ S(γ, f − g) in U .
Proof. Indeed, let φ ∈W 2,nloc (U) be such that (u−v)−φ = u− (v+φ) = u−φ∗ has a local maximum at x0 ∈ U
where φ∗ = v + φ. This way, for a.e. x in U we have
P+γ [φ](x) = P+γ [φ∗ − v](x)
≥ P−γ [φ∗](x) + P+γ [−v](x)
= P−γ [φ∗](x)− P−γ [v](x)
= P−γ [φ∗](x)− g(x).
In particular, by the estimate above
ess lim sup
x→x0
(
P+γ [φ]−
(
f(x)− g(x)
))
≥ ess lim sup
x→x0
(
P−γ [φ∗](x)− g(x)−
(
f(x)− g(x)
))
= ess lim sup
x→x0
(
P−γ [φ∗](x)− f(x)
)
≥ 0.
So, P+γ [u] ≥ f − g in U in the Ln-viscosity sense. Conversely, suppose φ ∈ W 2,nloc (U) and u − v − φ =
u− (v+ φ) = u− φ∗ has a local minimum at x0 ∈ U , where as before φ∗ := v+ φ. This way, for a.e. x in U we
have
P−γ [φ](x) = P−γ [φ∗ − v](x)
≤ P−γ [φ∗](x) + P+γ [−v](x)
= P−γ [φ∗](x)− P−γ [v](x)
= P−γ [φ∗](x)− g(x).
In particular, as before, by the estimate above
ess lim inf
x→x0
(
P−γ [φ]−
(
f(x)− g(x)
))
≤ ess lim inf
x→x0
(
P−γ [φ∗](x)− g(x)−
(
f(x)− g(x)
))
= ess lim inf
x→x0
(
P−γ [φ∗](x)− f(x)
)
≤ 0.
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So, P−γ [u] ≤ f − g in U in the Ln-viscosity sense. This finishes the proof of the Lemma. 
Now, we present the last Lemma we need to prove the results of this section.
Lemma 7.3. Let u ∈ C0(A r
2 ,r
) ∩ S∗(γ; f) in A r
2 ,r
where f ∈ Lq(A r
2 ,r
) for q > n and 0 ≤ γ ≤ γ0 and
0 < r ≤ R0. Additionally, assume that u = 0 on ∂A r2 ,r. Then, there exists a positive universal constant
C = C(n, q, λ,Λ, γR0) > 0 such that
(7.53) |u(x)| ≤ Cr1−n/q||f ||Lq(Ar/2,r)dist(x, ∂Br) for every x ∈ A r2 ,r.
Proof. By scaling, it is enough to study the case where r = 1. Let us consider Γa and Γb the Ln-viscosity solutions
to the following Dirichlet problems
P−γ [Γb] = |f | in A1/2,1
u = 0 on ∂A1/2,1,

P+γ [Γa] = −|f | in A1/2,1
u = 0 on ∂A1/2,1.
(7.54)
The existence of such solutions can be directly quoted from Theorem 4.1 in [14]. A function is a Ln−viscosity
solution to the Dirichlet Problem above if and only if it is a Ln−strong solution of the same problem. Indeed,
Ln−strong solutions are Ln−viscosity solutions by Theorem 2.1 in [15]. The converse follows from the fact that
W 2,nloc interior regularity is available for L
n−viscosity solutions to the Dirichlet problems (7.54) by Theorem 4.2
in [50]. The result then follows from Corollary 3.7 in [13]. Now, we can apply the comparison principle in the
presence of strong solutions (Theorem 2.10 in [13]) to obtain
(7.55) Γb(x) ≤ u(x) ≤ Γa(x) ∀x ∈ A1/2,1.
Since q > n, we have C1,α estimates up to the boundary for problems (7.54) (see Theorem 4.5 in [50]). More
precisely,
(7.56) max
{
||Γa||C1,α(A1/2,1), ||Γb||C1,α(A1/2,1)
}
≤ C · ||f ||Lq(A1/2,1).
In particular, for any x ∈ A1/2,1 \ ∂B1, we have by (7.56) that
|Γa(x)| = |Γa(x)− Γa(x/|x|)|(7.57)
≤ ||∇Γa||L∞(A1/2,1) · ||x− x/|x|||
≤ C||f ||Lq(A1/2,1)dist(x, ∂B1)
The inequality above trivially holds in ∂B1. Similarly, we prove that for all x ∈ A1/2,1 we have
(7.58) |Γb(x)| ≤ C||f ||Lq(A1/2,1)dist(x, ∂B1).
Combining the inequalities (7.55), (7.58) and (7.58), the Lemma is proven. 
Proof of Proposition 4.1
Proof. Existence, uniqueness and the fact that Ln-viscosity solutions are also Ln-strong solutions to the Dirchlet
problem in (4.14) follow exactly from the same arguments we used the same assertions in the proof of Lemma 7.3.
It remains to prove inequality in (4.17). By scaling arguments, it is enough to show the inequality only when r = 1.
So, let v ∈ C∞(A1/2,1) be the unique classical solution (and thus also Ln-viscosity solution by the equivalence
of these notions proved in Theorem 2.1 in [15]) of the problem
(7.59)

P−γ [v] = 0 in A1/2,1
v = 0 on ∂Br
v = M on ∂B r
2
.
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given by Lemma 7.1. From the same Lemma, we know that
(7.60) A1 ·M · dist(x, ∂B1) ≤ v(x) ≤ A3 ·M · dist(x, ∂B1) ∀x ∈ A1/2,1,
where A1, A2 depends only on n, λ,Λ, γ. Now, we consider w := u−v ∈ C0(A1/2,1). Since v is smooth solution
to (7.59) we obtain from Lemma 7.2 that w ∈ S(γ; f) in A1/2,1. Clearly, w = 0 along ∂A1/2,1. This way, we
conclude from Lemma 7.3 that
|w(x)| ≤ C||f ||Lq(A1/2,1)dist(x, ∂B1) ∀x ∈ A 12 ,1.
where C = C(n, q, λ,Λ) > 0. This implies,
v(x)− C||f ||Lq(A1/2,1)dist(x, ∂B1) ≤ u(x) ≤ v + C||f ||Lq(A1/2,1)dist(x, ∂B1) ∀x ∈ A 12 ,1.
Taking into account the estimate (7.60), we finally conclude that ∀x ∈ A1/2,1 we have(
A1M − C||f ||Lq(A1/2,1)
)
dist(x, ∂B1) ≤ u(x) ≤
(
A3M + C||f ||Lq(A1/2,1)
)
dist(x, ∂B1).
This finishes the proof of the Proposition. 
Proof IHOL - Theorem 4.1
Proof. Once more, by scaling, it is enough to prove only the case r = 1. In order to prove the Theorem, we
observe that suffices to prove the result for “small RHS”. More precisely, it suffices to prove that there exist
positive universal constants H1, H2 depending on n, q, λ,Λ, γ such that
(7.61) ||f ||Lq(B1) ≤ H2u(0) =⇒ u(x) ≥ H1u(0)dist(x, ∂B1) ∀x ∈ B1.
Indeed, we observe that if (7.61) holds then
(7.62) u(x) ≥
(
H1u(0)− 2H1
H2
||f ||Lq(B1)
)
dist(x, ∂B1) ∀x ∈ B1.
This is easy to see. If ||f ||Lq(B1) ≤ H2u(0) then (7.61) implies (7.62). Otherwise, (7.62) holds trivially since
u(x) ≥ 0 ≥
(
H1u(0)− 2H1
H2
||f ||Lq(B1)
)
dist(x, ∂B1) ∀x ∈ B1.
So, we will just prove (7.61). By Harnack inequality (Corollary 5.12 in [16]), there exists a universal constant
C = C(n, q, λ,Λ, γ) > 0 such that
(7.63) u(0) ≤ sup
B1/2
≤ C
(
inf
B1/2
u+ ||f ||Lq(B1)
)
.
Thus,
(7.64) ||f ||Lq(B1) ≤
1
2C
u(0) =⇒ inf
B1/2
u ≥ 1
2C
u(0).
Now, we consider the following barrier
(7.65)

P−γ [v] = |f | in A 12 ,1
v = 0 on ∂B1
v = M := u(0)2C on ∂B 12 .
Now, Proposition 4.1 gives ∀x ∈ A1/2,1
(7.66) v(x) ≥
(
A1
2C
u(0)−A2||f ||Lq(A1/2,1)
)
· dist(x, ∂B1).
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Now, suppose that
(7.67) ‖f‖Lq(A1/2,1) ≤ min
{
1
2C
,
A1
4A2C
}
u(0).
This way, estimate (7.64) combined with the comparison principle (applied for the operator P−γ ) and (7.66) imply
that
(7.68) u(x) ≥ v(x) ≥ A1
4C
u(0)dist(x, ∂B1) ∀x ∈ A1/2,1.
Also, under the assumption in (7.67), we also conclude by (7.64) that
(7.69) u(x) ≥ 1
2C
u(0) ≥ 1
2C
u(0)dist(x, ∂B1) ∀x ∈ B1/2.
Thus, (7.67), (7.68) and (7.69) together imply that (7.61) holds for
H1 := min
{
1
2C
,
A1
4C
}
and H2 := min
{
1
2C
,
A1
4A2C
}
.
Estimate (4.19) follows by direct computations. This finishes the proof of IHOL. 
8. PROOF OF PROPOSITIONS 4.3 AND 4.4
Proof of Propostion 4.4
Proof. By scaling it is enough to prove the Proposition when r = 1. Let x0 ∈ B+1/2. If (x0)n ≥ 1/16, the
Harnack inequality in D0 := B
+
3/4 ∩ {xn ≥ 1/16} 3 x0 and since (x0)n ≤ |x0| ≤ 1, we have that there exists
c0 = c0(n, q, λ,Λ, γ) ∈ (0, 1) such that
(8.70) u(x0) ≥
(
c0 · u
(
1
2
en
)
− ||f ||Lq(B+1 )
)
· (x0)n.
Now, if (x0)n < 1/16 we take y0 to be the projection of x0 on {xn = 1/16}, i.e, if x0 = (x′0, (x0)n) we set
y0 := (x
′
0, 1/16). Let us observe that B1/16(y0) ⊂ B+3/4 with x0 ∈ B1/16(y0). Then, by estimate (4.18) in
Theorem 4.1 applied to the ball B1/16(y0), we have that
u(x0) ≥
(
C1 · u(y0)− C2 · ||f ||Lq(B+1 )
)
· dist(x0, ∂B 1
16
(y0))(8.71)
=
(
C1 · u(y0)− C2 · ||f ||Lq(B+1 )
)
· (x0)n.
Since y0 ∈ D0, we can use Harnack inequality once more (like in (8.70)) to obtain
u(x0) ≥
(
C1 ·
(
c0 · u
(
1
2
en
)
− ||f ||Lq(B+1 )
)
− C2 · ||f ||Lq(B+1 )
)
· (x0)n(8.72)
=
(
c0 · C1 · u
(
1
2
en
)
− (C1 + C2) · ||f ||Lq(B+1 )
)
· (x0)n.
The proof is finished by taking D2 := min
{
c0, c0 · C1
}
and D3 := max
{
1, C1 + C2
}
. 
Proof of Propostion 4.3
22 J. EDERSON M. BRAGA, DIEGO MOREIRA, AND LIHE WANG
Proof. As before, by scaling, it is enough to prove the case r = 1. We divide the proof in two case: first, suppose
x0 ∈ B+1/2 ∩ {xn ≥ 1/16}. We have
|u(x0)| ≤ 16
(
‖u‖L∞(B+1 (0)) + ‖f‖Lq(B+1 (0))
)
· (x0)n + sup
B′1
|u|,
proving desired estimate. If x0 ∈ {xn < 1/16} ∩ B+1/2 we take y0 to be its projection onto the the hyperplane
{xn = −1/16}, i.e, if x0 = (x′0, (x0)n) then
(8.73) y0 := (x′0,−1/16) ∈
{
xn = −1/16
}
=⇒ |x0 − y0| = |(x0)n + 1/16| < 1/8.
Clearly, B1/8(y0) ⊂ B3/4. Set
A0 := A 1
16 ,
1
8
(y0) :=
{
x ∈ Rn; 1/16 < |x− y0| < 1/8
}
.
Now, we consider Γ+ the (unique) Ln−strong solution to Dirichlet problem (8.74) (as in Proposition 4.2)
(8.74)

P+γ [Γ+] = −|f˜ | in A0
Γ+ = 0 on ∂B1/16(y0)
Γ+ = ‖u‖L∞(B+1 ) on ∂B1/8(y0),
where f˜ is the extension of f given by
(8.75) f˜(x′, xn) :=

f(x′, xn), if (x′, xn) ∈ B+1
0, if (x′, xn) ∈ B′1
f(x′,−xn), if (x′, xn) ∈ B−1 .
This way, ||f˜ ||Lq(B1) = 2||f ||Lq(B+1 ). By the maximum principle (i.e, ABP estimate (Theorem 3.3 in [13])),
Γ+ ≥ 0 in A0.
Moreover, Proposition 4.2 gives
(8.76) Γ+(x) ≤ A0
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
dist(x, ∂B1/16(y0)) ∀x ∈ A0.
where A0 = A0(n, q, λ,Λ, γ) > 0 is universal. It is easy to verify that
u,−u ∈ S(γ,−|f |) in B 1
8
(y0) ∩ {xn ≥ 0}.
We observe also that
V := B1/8(y0) ∩ {xn > 0} ⊂ B+3/4,
u,−u ≤ B := Γ+ + sup
B′1
|u| on ∂(B1/8(y0) ∩ {xn > 0}) = ∂V.
By comparison principle with the strong solution B applied to P+γ (Theorem 2.10 of [13]), we obtain
u,−u ≤ B in B 1
8
(y0) ∩ {xn ≥ 0}.
Now, estimate (8.76) gives (once x0 ∈ B 1
8
(y0) ∩ {xn ≥ 0}, by (8.73))
|u(x0)| ≤ Γ+(x0) + sup
B′1
|u|(8.77)
≤ A0
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
dist(x, ∂B1/16(y0)) + sup
B′1
|u|
= A0
(
‖u‖L∞(B+1 ) + ‖f‖Lq(B+1 )
)
· (x0)n + sup
B′1
|u|,
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The proof is completed by taking D1 := max
{
16, A0
}
. 
Remark 8.1. It is clear from the proof of Proposition 4.3 that in the estimate 4.20 we can replace B+r/2 by B
+
3r/4
perhaps changing slightly the universal constants. We remark however that in this case the new universal constants
will have exactly the same dependence as the old ones.
Remark 8.2. By the monotonicity dependence of the universal constants A1 and A2, A3 in the previous results on
the parameter γR0 (see Remark 5.3), we conclude that in the particular case where γ ≤ 1 and R0 ≤ 1 the universal
constants D2, D3 in the Proposition 4.4 and D1 in Proposition 4.3 do not depend on γR0 . More precisely, in this
case, D1, D2 and D3 depend only on n, q, λ,Λ.
9. SHARPNESS OF LIPSCHITZ REGULARITY UP TO THE BOUNDARY WITH RESPECT TO RHS
Let us consider the function given by
u(x, y) =

y ·
∣∣∣∣ ln√(x2 + y2)∣∣∣∣1/4 ∀(x, y) ∈ B+1/2 ⊂ R2,
0 on
{
y = 0
} ∩B+1/2 ⊂ R2.
Using polar coordinates in R2, i.e, r =
√
(x2 + y2), we see that for every (x, y) ∈ B+1/2
0 ≤ u(x, y) ≤ r · | ln r|1/4 → 0 as r → 0.
This way, u ∈ C0(B+1/2) ∩ C∞(B+1/2). Let us denote w(r) = | ln r|1/4 for r > 0. Then,
∆u(x, y) =
(
w′′(r) +
1
r
w′(r)
)
· y + 2〈w′(r) · (x, y)
r
, e2〉
=
(
w′′(r) +
3
r
w′(r)
)
· y =: f(x, y)
Now, direct computations shows that for some constant A0 > 0 we have
(w′(r))2 ≤ A0
r2| ln r|3/2 ∀r ∈ (0, 1/2),
(w′′(r))2 ≤ A0
r4| ln r|3/2 +
A0
r4| ln r|7/2 ∀r ∈ (0, 1/2).
This way, by using polar coordinates in R2 and the change of variables s = ln r∫
B1/2
|f(x, y)|2dxdy ≤ 18
(∫
B1/2
(w′′(r)r)2dxdy +
∫
B1/2
(w′(r))2dxdy
)
≤ 36pi
(∫ 1/2
0
(w′′(r))2r3dr +
∫ 1/2
0
(w′(r))2rdr
)
≤ 36piA0
(
2
∫ 1/2
0
dr
r| ln r|3/2 +
∫ 1/2
0
dr
r| ln r|7/2
)
= 36piA0
(
2
∫ ln(1/2)
−∞
ds
|s|3/2 +
∫ ln(1/2)
−∞
ds
|s|7/2
)
<∞.
Thus, f ∈ Lq(B1/2) and by the Calderon-Zygmund theory, u ∈W 2,qloc (B1/2) with q > 2. Hence, u is a L2−strong
solution and hence a L2−viscosity solution to ∆u = f in B1/2 by Theorem 2.1 in [15]. We observe however that
Theorem 4.3 does not hold. Indeed, otherwise
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∣∣∣∣∣u(0, y)y
∣∣∣∣∣ ≤ C for every y ∈ B+1/4.
However, by the definition of u, it is immediate to check that u(0, y)/y →∞ as y → 0+.
In fact, there is a blow-up of the gradient as (0, y) approaches the origin by y > 0 since
∂u
∂y
(x, y) = 〈∇(y · w(r)), e2〉 = 〈w(r)e2 + yw′(r) (x, y)
r
, e2〉 = w(r) + w
′(r)
r
y2,
and in particular,
∂u
∂y
(0, y) = w(y) + w′(y)y = | ln y|1/4 − 1
4
| ln y|−3/4 →∞ as y → 0.
10. BOUNDARY GRADIENT ESTIMATE WITH ZERO BOUNDARY DATA - LIPSCHITZ IMPLIES C1,α ON THE
BOUNDARY
Remark 10.1 (Perturbation by linear functions). In the sequel, we use several times perturbation of functions
in the class S∗(γ; f) by linear functions. In order to simplify the arguments to come, we point out that if L is a
linear function and γ ∈ Ln+(Ω), f ∈ Ln(Ω)
i) u ∈ S(γ, f) in Ω =⇒ u+ L ∈ S(γ, f − γ|∇L|) in Ω;
ii) u ∈ S(γ, f) in Ω =⇒ u+ L ∈ S(γ, f + γ|∇L|) in Ω;
In particular, ∀A,B ∈ R
(10.78) u ∈ S∗(γ, f) =⇒ v := A · u+B · L ∈ S∗
(
γ, |A| · |f |+ γ · |B| · |∇L|
)
We now prove item i). Item ii) follows similarly and (10.78) is a simple consequence from i) and ii). Let
ϕ ∈ W 2,nloc (Ω) and suppose (u + L) − ϕ = u − (ϕ − L) has a local maximum at x0 ∈ Ω. Observe that
ϕ¯ = ϕ− L ∈W 2,nloc (Ω). Furthermore,
(10.79) P+γ [ϕ− L] ≤ P+γ [ϕ] + γ(x)|∇L| a.e. x in Ω.
P+γ [ϕ](x)− f(x) + γ(x)|∇L| =
(
P+γ [ϕ](x)− P+γ [ϕ− L] + γ(x)|∇L|
)
+
(
P+γ [ϕ− L]− f(x)
)
The expression in the first parenthesis on the RHS is nonnegative almost everywhere in Ω by (10.79). This way,
P+γ [ϕ](x)− f(x) + γ(x)|∇L| ≥ P+γ [ϕ− L]− f(x) a.e. in Ω.
Thus,
ess lim sup
x→x0
(
P+γ [ϕ](x)− f(x) + γ(x)|∇L|
)
≥ ess lim sup
x→x0
(
P+γ [ϕ− L]− f(x)
)
≥ 0
where for the second inequality we used that u ∈ S(γ; f) in Ω. This finishes the proof of i) and thus the Remark.
Proposition 10.1 (Key step - Universal closing of the aperture of the wedge). Let u ∈ C0(B+1 ) ∩ S∗(γ, f) in
B+1 and f ∈ Lq(B+1 ) with q > n such that 0 ≤ u(x) ≤ xn in B+1 . Then, there exists a (small) universal constant
ε0 > 0 such that if
(10.80) γ + ‖f‖Lq(B+1 ) ≤ ε0
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we can find constants L0, U0 and δ0 ∈ (0, 1)6
(10.81)

0 ≤ L0 ≤ U0 ≤ 1
U0 − L0 ≤ δ0
such that
(10.82) L0 · xn ≤ u(x) ≤ U0 · xn for all x ∈ B+1/2.
Precisely, ε0, δ0, L0 and U0 depends on n, q, λ,Λ.
Proof. We start by setting
(10.83) ε0 := min
{
D2
8 ·D3 ·N0 , 1
}
, µ0 :=
A2
10
∈ (0, 1/2), N0 := 1 + |B+1 |1/q.
where D2 > 0 and D3 > 0 are given in Proposition 4.4. We observe that since γ ≤ ε0 ≤ 1, Remark 8.2 ensures
that µ0 and ε0 depends only on n, q, λ,Λ. From now on, we divide the proof in two cases.
Case 1: Assume u
(
1
2en
) ≥ 14 .
By assumption and Proposition 4.4 we have
(10.84) u(x) ≥
(
D2
4
−D3 · ‖f‖Lq(B+1 )
)
· xn, ∀x ∈ B+1/2.
Then, (10.83) implies
(10.85) D3 · ‖f‖Lq(B+1 ) ≤ D3 ·N0 ·
(
‖f‖Lq(B+1 ) + γ
)
≤ D3 ·N0 · ε0 ≤ D2
8
.
Thus,
(10.86) u(x) ≥ D2
8
· xn ≥ µ0 · xn, ∀ x ∈ B+1/2.
We set L0 := µ0 and U0 := 1. It proves the result in this case for δ0 := 1− µ0 ∈ (0, 1).
Case 2: Assume u
(
1
2en
)
< 14 .
Then we define w(x) := xn − u(x) for x ∈ B+1 . Remark 10.1 implies
w ∈ S∗(γ, |f |+ γ) in B+1 , w
(
1
2
en
)
≥ 1
4
and 0 ≤ w(x) ≤ xn, ∀x ∈ B+1 .
Once more, by assumption and Proposition 4.4, we have for every x ∈ B+1/2
(10.87) w(x) ≥
(
D2
4
−D3 · ‖|f |+ γ‖Lq(B+1 )
)
· xn.
Now, (10.83) implies
(10.88) D3 · ‖|f |+ γ‖Lq(B+1 ) ≤ D3 ·N0 ·
(
‖f‖Lq(B+1 ) + γ
)
≤ D3 ·N0 · ε0 ≤ D2
8
.
This way, as before,
(10.89) w(x) ≥ µ0 · xn, ∀ x ∈ B+1/2.
6Clearly, whenever necessary, we can assume that δ0 ∈ [3/4, 1).
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Now from definition of w we obtain
0 ≤ u(x) ≤ (1− µ0) · xn, ∀ x ∈ B+1/2.
We define L0 := 0 and U0 :=
(
1 − µ0
)
. Once again, the results holds for δ0 = 1 − µ0 and this finishes the
proof. 
Proposition 10.2 (Normalized version of Lipschitz impliesC1,α on the boundary). Let u ∈ C0(B+1 )∩S∗(γ, f)
inB+1 and f ∈ Lq(B+1 ) with q > n. Assume, |u(x)| ≤ xn inB+1 . Then, there exists ε0 ∈ (0, 1) universal constant
so that if
(10.90) γ + ‖f‖Lq(B+1 ) ≤ ε0,
we can find constants Ak, Bk and a universal δ0 ∈ (0, 1) satisfying
(10.91)

A0 := −1 ≤ · · · ≤ Ak−1 ≤ Ak ≤ · · · ≤ Bk ≤ Bk−1 ≤ · · · ≤ 1 =: B0,
Bk −Ak ≤ δ0k · (B0 −A0), ∀k ≥ 0.
such that
(10.92) Ak · xn ≤ u(x) ≤ Bk · xn, in B+2−k .
In particular, for 0 < r ≤ 1,
(10.93) osc
B+r
(
u
xn
)
≤ E0 · rα0 where E0 = 2δ−10 ≤ 3.
This implies that there exist Ψ0 ∈ R and α0 ∈ (0, 1) such that
(10.94) |u(x)−Ψ0 · xn| ≤ E0|x|α0xn ∀x ∈ B+1/2, |Ψ0| ≤ 1.
Precisely, α0 ∈ (0, 1), ε0, δ0, E0 and E0 depend only on n, λ,Λ and q.
Proof. We recall ε0 and δ0 from Proposition 10.1 and set the following constants
(10.95) K0 := 3
(
1 + |B+1 |1−n/q
)
, ε0 :=
ε0
K0
< ε0, δ0 :=
max
{
2n/q−1, δ0
}
+ 1
2
.
This way, ε0 = ε0(n, q, λ,Λ) and δ0 = δ0(n, q, λ,Λ) and both of them are in (0, 1).
Now, recall that for 0 < a < b =⇒ (a+ b)/2 ∈ (a, b). This way, since δ0 ∈ (0, 1)
q > n =⇒ max
{
2n/q−1, δ0
}
< 1 =⇒ δ0 ∈
(
max
{
2n/q−1, δ0
}
, 1
)
.
From this, we conclude
(10.96) ζ0 :=
2n/q−1
δ0
∈ (0, 1) and δ0 < δ0 ∈ (0, 1).
We argue by induction. For the first step, we define the following renormalized function
v(x) :=
u(x) + xn
2
for x ∈ B+1 .
It is immediate that 0 ≤ v(x) ≤ xn in B+1 and Remark 10.1 gives
v ∈ S∗
(
γ;
|f |+ γ
2
)
in B+1 with
∣∣∣∣∣
∣∣∣∣∣ |f |+ γ2
∣∣∣∣∣
∣∣∣∣∣
Lq(B+1 )
≤ K0 ·
(
||f ||Lq(B+1 ) + γ
)
≤ ε0.
Now, we can apply directly Proposition 10.1 to obtain L0 · xn ≤ v(x) ≤ U0 · xn in B+1/2. Setting
A1 := 2L0 − 1, B1 := 2U0 − 1 we have
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A1 · xn ≤ u(x) ≤ B+1/2 · xn in B+1 with B1 −A1 = 2 · (U0 − L0) ≤ 2 · δ0 ≤ δ0 · (B0 −A0).
This proves the first inductive step. Now, we assume that the estimates in (10.91) and (10.92) hold true for all the
steps j ≤ k. We prove the step j = k + 1. Indeed, we set
uk(x) :=
u(2−kx)
2−k
for x ∈ B+1 .
Now, uk ∈ S∗(γk, fk) in B+1 where γk = 2−kγ and fk(x) = 2−kf(2−kx) for x ∈ B+1 . Also,
(10.97) Ak · xn ≤ uk(x) ≤ Bk · xn, ∀ x ∈ B+1 and Bk −Ak ≤ δk0 · (B0 −A0).
Define
vk(x) :=
(
uk(x)−Ak · xn
2δk0
)
for x ∈ B+1 .
Clearly, by (10.97) 0 ≤ vk(x) ≤ xn in B+1 . Remark 10.1 once more implies
vk ∈ S∗
(
γk,
|fk|+ γk · |Ak|
2δk0
)
in B+1 .
This way, since 2−k ≤ 2−k(1−n/q), we have
γk +
∣∣∣∣∣
∣∣∣∣∣ |fk|+ γk · |Ak|2δk0
∣∣∣∣∣
∣∣∣∣∣
Lq(B+1 )
≤ 2−kγ +
2−k(1−n/q) · ‖f‖Lq(B+1 ) + 2
−k · γ · |B+1 |1−n/q
2δk0
≤ 2
−k(1−n/q)
2δk0
(
‖f‖Lq(B+1 ) +
(
2 · δk0 + |B+1 |1−n/q
) · γ)
≤ 2
k(n/q−1)
2δk0
·K0 ·
(
||f ||Lq(B+1 ) + γ
)
≤ 1
2
· ζk0 ·K0 · ε0
≤ ε0
2
(since ζ0 ∈ (0, 1) by (10.96) and definition of ε0 in (10.95)).
Then, by Propositon 10.1,
L0 · xn ≤ vk(x) ≤ U0 · xn ∀ x ∈ B+1/2.
This translates to
Ak+1 · xn ≤ u(x) ≤ Bk+1 · xn in B+2−(k+1) where
Ak+1 := 2δ
k
0L0 +Ak, Bk+1 := 2δ
k
0U0 +Ak,
with
Bk+1 −Ak+1 = 2δk0 · (U0 − L0) ≤ 2δk0 · δ0 ≤ δk+10 · (B0 −A0),
since δ0 ≤ δ0 by (10.96).
This finishes the proof of the inductive process. By monotonicity there exists Ψ0 ∈ R such that
lim
k→∞
Ak = Ψ0 = lim
k→∞
Bk and |Ψ0| ≤ 1.
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Now set α0 := − log2 δ0 > 0. As pointed out before, we can assume that δ0 > 3/4. This way, by (10.96), we
have δ0 > 3/4. Thus α0 ∈ (0, 1). Consider x ∈ B+1/2. Then, there exists k ≥ 1 such that 2−(k+1) < |x| ≤ 2−k.
This way,
u(x)−Ψ0 · xn = u(x) +
(
Ak −Ψ0
)
· xn −Ak · xn
≤
(
Bk −Ak
)
· xn
≤ 2 · δk0 · xn = 2α0+1(2−(k+1))α0 · xn
≤ 2α0+1 · |x|α0 · xn
Similarly, we prove for x ∈ B+1/2 that u(x)−Ψ0 · xn ≥ −2α0+1 · |x|α0 · xn. Hence,
|u(x)−Ψ0 · xn| ≤ 2α0+1|x|α0 · xn, ∀x ∈ B+1/2.
We can take E0 := 2α0+1. Finally, observe that for 0 < r < 1 we can find k ∈ N so that 2−(k+1) < r ≤ 2−k.
This way, setting
ψ(r) = osc
B+r
u
xn
,
we have by (10.91)
ψ(r) ≤ ψ(2−k) ≤ Bk −Ak ≤ 2δk0 = 2δ−10 δk+10 ≤ 2δ−10 2−(k+1)α0 ≤ E0 · rα0
which proves (10.93). This finishes the proof. 
Remark 10.2. It is trivial to see that (10.94) in Proposition 10.2 implies
(10.98) |u(x)−Ψ0 · xn| ≤ E0|x|1+α0 ∀x ∈ B+1/2.
We can easily observe, that perhaps changing the constant E0, we can make it holds for the whole B+1 . Indeed,
set C := 22+α0 . Now, (10.98) holds with C replaced by E0 := max
{
E0, C
}
for every x ∈ B+1 . To see this, it is
enough to check it just outside B+1/2. So, for x ∈ B+1 \B+1/2 we have
|u(x)−Ψ0 · xn| ≤ 2 = 22+α0 · 2−(1+α0) ≤ 22+α0 · |x|1+α0 .
Proof of Theorem 4.2
Proof. By scaling, it is enough to prove the result for r = 1. We make the following
Claim: There exists a constant G0 such that
(10.99) |u(x)−G0 · xn| ≤ E1
(
‖u‖L∞(B+1 ) + ‖f‖Lq(B+1 )
)
|x|α0xn ∀x ∈ B+1/2.
and
(10.100) |G0| ≤ E1
(
‖u‖L∞(B+1 ) + ‖f‖Lq(B+1 )
)
,
and
(10.101) osc
B+r
(
u
xn
)
≤ Ê0 ·
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
· rα0 for 0 < r < ε¯,
where ε¯, Ê0 and E1 are positive universal constants depending only on n, q, λ,Λ, γ.
Proof of the Claim: Set K := D1
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
. Then, by Proposition 4.3
(10.102) |u(x)| ≤ K · xn, ∀x ∈ B+1/2.
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Now, we set a universal constant given by
ε := min
{
1
4
,
(
ε0
2(γ +D1)
) 1
1−n/q
}
.
Since 1− n/q ∈ (0, 1] and ε¯ ∈ (0, 1) we have ε¯ ≤ ε¯1−n/q . Thus,
(10.103) ε¯γ + (ε¯)1−n/q ·D−11 ≤ 2(ε¯)1−n/q(γ +D−11 ) ≤ ε0.
Define,
v(x) :=
u(ε¯x)
ε¯ ·K for x ∈ B
+
1 .
Now, since ε¯ < 1/2, by (10.102) we observe that |v(x)| ≤ xn in B+1 ,
v ∈ S∗
(
γ¯; f¯
)
where γ¯ = ε · γ, f¯(x) = ε¯ · f(ε¯x)
K
for x ∈ B+1 .
Hence, we have by (10.103)
γ¯ + ||f¯ ||Lq(B+1 ) = ε¯γ + (ε¯)
1−n/q ·D−11 ≤ ε0.
Applying Proposition 10.2 to v and translating back in terms of u we conclude,
(10.104) |u(x)−G0 · xn| ≤ E∗0 ·K · |x|α0xn ∀x ∈ B+ε¯/2 with
G0 := Ψ0 ·K, E∗0 = E0 · (ε¯)−α0 and thus |G0| ≤ K.
Setting C∗ = 2(2/ε¯)α0 we have by Proposition 4.3 that for x ∈ B+1/2 \B+ε/2,
(10.105) |u(x)−G0 · xn| ≤ 2K · xn = C∗
( ε¯
2
)α0 ·K · xn ≤ C∗K|x|α0xn.
Furthermore,
(10.106) osc
B+r
(
u
xn
)
≤ (ε¯KE0) · rα0 for 0 < r < ε¯ and E0 as in (10.93).
Thus, setting Ê0 = ε¯E0D1 and E1 := D1 max
{
E∗0 , C
∗, 1
}
≥ D1 the claim is proven.
Let x0 ∈ B′1/2. By considering v0(x) := 4u(x0 + x/4) for x ∈ B+1 we see
(10.107) v0 ∈ S∗(γ/4; f0) ⊂ S∗(γ; f0) where f0(x) := 4−1f(x0 + x/4) ∀x ∈ B+1 .
Applying the claim to v0 and translating the results back to u we conclude, ∀x0 ∈ B′1/2,∀x ∈ B+1/8(x0),
(10.108) |u(x)−A(x0) · xn| ≤ 4α0+1E1
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
|x− x0|α0 · xn,
(10.109) |A(x0)| ≤ 4E1 ·
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
,
and
(10.110) osc
B+r (x0)
(
u
xn
)
≤ Ê0 ·
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
· rα0 for 0 < r < ε¯
4
.
Once more, Lipschitz estimates up to the boundary, Proposition 4.3 and Remark 8.1 gives for x ∈ B+3/4 \B+1/8
|u(x)−A(x0) · xn| ≤ D1
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
· xn(10.111)
≤ 8−α0
(
D1
8−α0
)(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
· xn
≤
(
D1
8−α0
)(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
|x|α0xn
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Set
(10.112) E∗1 := max
{
4α0+1E1,
D1
8−α0
}
≥ 4E1.
Now, the Ho¨lder (gradient) estimate for ||A||C0,α0 (B+
1/2
)follows directly from (10.108), (10.109), (10.112) and
Lemma 15.2 by taking T = E∗1 and r0 = 1/8.
Now, we prove the Ho¨lder estimate ||u/xn||C0,α0 (B+
1/2
). We follow the very nice ideas presented in the proof of
Theorem 1.2 in [37]. We define Q(x) := u(x)/xn for x ∈ B+1 . Let x ∈ B+1/2. Let us denote dx = dist(x,B′1).
By Krylov-Safonov (interior) Ho¨lder estimate, there exists a universal β0 = β0(n, λ,Λ, γ) ∈ (0, 1) so that
(10.113) dβ0x [u]Cβ0 (Bdx/2(x)) ≤ C0
(
||u||L∞(B+1 ) + ||f ||Lq(B+1 )
)
=: C0M0
where C0 = C0(n, q, λ,Λ, γ) > 0. It is easy to check that for any α ∈ (0, 1)
(10.114) ||1/xn||L∞(Bdx/2(x)) ≤ 2d−1x , [1/xn]Cα(Bdx/2(x)) ≤ 2d−(1+α)x
Now, using the product estimate for the Ho¨lder semi-norm (for any α ∈ (0, 1))
[fg]C (Ω) ≤ [f ]Cα(Ω)||g||L∞(Ω) + ||f ||L∞(Ω)[g]Cα(Ω).
we conclude from (10.113) and (10.114) that
(10.115) [Q]Cβ0 (Bd/2(x)) ≤ (2 + 2C0)M0d−(1+β0)x = C0M0d−(1+β0)x
We observe also that (4.23) implies that Q is defined in B′1/2 and in fact Q ≡ A in B′1/2. As a matter of fact, from
(4.23) and (4.24), we have
(10.116) |Q(x)−A(z0)| ≤ E1M0||x− z0|α0 ∀z0 ∈ B′1/2,∀x ∈ B+1/2
(10.117) |Q(z1)−Q(z2)| ≤ E1M0|z1 − z2|α0 ∀z1, z2 ∈ B′1/2
Now, we are ready to prove the estimate. Let x, y ∈ B+1/2. We set
r := |x− y|, dx = d(x) = |x− x0|, dy = d(y) = |x− y0|, x0, y0 ∈ B′1/2
We assume without losing generality that dy ≤ dx. In what follows let p ≥ 1 to be chosen a posteriori. We then
analyze two cases
Case I: r ≥ dpx/2
Now by (10.116) and (10.117) we estimate
|Q(x)−Q(y)| ≤ |Q(x)−Q(x0)|+ |Q(x0)−Q(y0)|+ |Q(y0)−Q(y)|
≤ E1M0(dα0x + |x0 − y0|α0 + dα0y )
≤ E1M0(2dα0x + (dx + r + dy)α0)
≤ E1M0(5dα0x + rα0)
≤ 5(2α0p + 1)E1M0 · r
α0
p
= 5(2
α0
p + 1)E1M0 · |x− y|
α0
p
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Case II: r < dpx/2
Set ξ := 1 + β0. Then by (10.115)
|Q(x)−Q(y)| ≤ C0M0d−ξx · rβ0 ≤ 21−
ξ
p = C0M0d
−ξ
x · rβ0 = 21−
ξ
pC0M0|x− y|β0−
ξ
p
We just choose any p ≥ 1 for which β0 − ξ/p > 0. In fact, p = β−10 + 2 does the job. This way, we proved
x, y ∈ B+1/2 =⇒ |Q(x)−Q(y)| ≤ C00M0|x− y|τ0 where τ0 = min
{
α0
p
, β0 − ξ
p
}
for C00 > 0 and τ0 depending only on n, q, λ,Λ, γ. This finishes the proof. 
Proof of Remark 4.10 - Phargme´n-Lindelo¨f type result
Proof. Let us consider the function ur(x) = r−βu(rx) for x ∈ Rn+. It is immediate to check that ur satisfies the
same growth condition in (4.27). Moreover, from Remark 5.4, ur ∈ S(0). This way, by Theorem 4.2, we obtain
for C = C(n, λ,Λ) > 0[
u
xn
]
C0,α00 (B+r )
= r−α00
[
u(rx)
rxn
]
C0,α00 (B+1 )
= r−α00−1
[
u(rx)
xn
]
C0,α00 (B+1 )
= r−α00−1+β
[
ur(x)
xn
]
C0,α00 (B+1 )
≤ C · r−α00−1+β · ||ur||L∞(B+2 ) (by estimate (4.25))
≤ 2CC0r−α00−1+β → 0 as r →∞.
This way, [
u
xn
]
C0,α00 (Rn+)
= 0 =⇒ u(x) = Kxn in Rn+ for some constant K ∈ R.
In the case u ≥ 0, it follows from the results in [9], that u(x) ≤ C0|x| for x ∈ Rn+ where C0 > 0. The result
follows since in this case we can take β = 1 < 1 + α00. 
11. IMPROVEMENT OF FLATNESS
Our next goal is to extend the previous Theorem (zero boundary data) to arbitrary C1,Dini-boundary data on the
flat boundary for equations involving unbounded coefficients. In order to do that, we prove a (new) version of
improvement of flatness that contemplates the case whrere γ, f ∈ Lq. As pointed out before, because of the low
regularity of the coefficients, there is no envelope class for this equation.
Proposition 11.1 (Improvement of flatness). Let u ∈ C0(B+1 ) ∩ S∗(γ, f) in B+1 where γ, f ∈ Lq(B+1 ) with
q > n. Let u|B′r = ϕ be the boundary data on the flat boundary and 0 ≤ α < α00. This way, for all µ∗ ∈ (0, µα)
we can find (a small) %0 = %0(α, µ∗) > 0 such that if
(11.118) ‖u‖L∞(B+1 ) ≤ 1 and ‖γ‖Lq(B+1 ) + ‖f‖Lq(B+1 ) + ‖ϕ‖L∞(B′1) ≤ %0,
there exist G0 ∈ [−F0, F0] such that
(11.119)
∣∣∣∣u(x)−G0 · xn∣∣∣∣L∞(B+µ∗ ) ≤ 14µ1+α∗ .
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Here, F0 = F0(n, q, λ,Λ) > 0 is a universal constant. Moreover, µα is the universal constant given by
(11.120) µα := min
{
2
3
,
(
1
8F0
) 1
α00−α
}
∈ (0, 1).
Proof. We recall from Theorem 4.2 the following:
(11.121)

∀v ∈ S(0) in B+2/3,
‖v‖L∞(B+
2/3
) ≤ 1,
v = 0 on B′2/3,
⇒

∃ Av(0) ∈ R so that
|v(x)−Av(0) · xn| ≤ F0|x|1+α00 for all x ∈ B+1 ,
|Av(0)| ≤ F0 where F0 = F0(n, λ,Λ) > 0.
By the choice of µα done in (11.120), we have
(11.122)

∀v ∈ S(0) in B+2/3,
‖v‖L∞(B+
2/3
) ≤ 1,
v = 0 on B′2/3,
⇒

∃ Av(0) ∈ R so that∣∣∣∣v −Av(0) · xn∣∣∣∣L∞(B+µ ) ≤ 18µ1+α for all µ ∈ (0, µα),
|Av(0)| ≤ F0 where F0 = F0(n, q, λ,Λ) > 0.
We now proceed to prove the Proposition 11.1 by contradiction. So, let us suppose the statement of the Proposition
is not true. This way, there exist µ∗ ∈ (0, µα) and a sequence uk ∈ C(B+1 ) ∩ S∗(γk, fk) in B+1 and %k → 0 with
‖uk‖L∞(B+1 ) ≤ 1 and ‖γk‖Lq(B+1 ) + ‖fk‖Lq(B+1 ) + ‖ϕk‖L∞(B′1) ≤ %k,
such that, for each constant G ∈ [−F0, F0],
(11.123)
∣∣∣∣uk −G · xn∣∣∣∣L∞(B+µ∗ ) > 14µ1+α∗ for every k ≥ 1.
Now, by a Krylov-Safonov Ho¨lder estimate up to the boundary type estimate (Theorem 2 in [44])7 we obtain the
equicontinuity of (uk) in B+3/4. Then, by the Arzela-Ascoli Theorem, we can extract a subsequence of uk which
converges uniformly in B+3/4. Let u∞ be the limit of this subsequence. Now, observe that if Br ⊂ B+1 and
φ ∈W 2,nloc (Br) we have∥∥∥P±γk(D2φ,∇φ)−M±λ,Λ(D2φ)∥∥∥Ln(Br) + ||fk||Ln(Br) = ||(γk · |∇φ|)||Ln(Br) + ||fk||Ln(Br)
The RHS above is less equal than
(11.124) ||γk||nLq(Br) · |||∇φ|||nLnτ (Br) + |Br|
1
n− 1q · ||fk||Lq(Br)
where τ = q/(q − n) is the conjugate exponent of q/n > 1. Since, φ ∈ W 2,nloc (B+1 ) then by Rellich-Kondrachov
embedding Theorem (Theorem 9.16 in [10]) we have |∇ϕ| ∈ W 1,n(Br) ↪→ Lp(Br) for every p ∈ [n,∞). In
particular, since the expression in (11.124) goes to zero as k →∞, we conclude that∥∥∥P±γk(D2φ,∇φ)−M±λ,Λ(D2φ)∥∥∥Ln(Br) + ||fk||Ln(Br) → 0 as k →∞.
By the stability properties of Ln-viscosity solutions in this context (Theorem 9.4 of [22]) we conclude
7This is the same argument used in [43] Lemma 3.4 that also works for our case. As observed there, although Theorem 2 in [44] is stated
for solutions, it in fact holds for the class S∗(γ; f) we consider here. See Remark done in page 603 of [44]. For the precise argument (for
equations of type (3) in [44]) see the proofs in page 604 of [44].
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(11.125)

u∞ ∈ S(0) in B+2/3,
‖u∞‖L∞(B+
2/3
) ≤ 1,
u∞ = 0 on B′2/3.
Therefore, the RHS of the implication in (11.122) holds for u∞, i.e., there exists Au∞(0) such that
(11.126)
∣∣∣∣u∞ −Au∞(0) · xn∣∣∣∣L∞(B+µ∗ ) ≤ 18µ1+α∗ .
and
|Au∞(0)| ≤ F0.
But uk → u∞ uniformly in B+2/3 ⊇ B+µ∗ . In particular, for k sufficiently large,
(11.127)
∣∣∣∣uk − u∞∣∣∣∣L∞(B+
2/3
)
≤ 1
8
µ∗1+α.
Thus, combining (11.126) and (11.127), we arrive at
||uk −Au∞(0) · xn||L∞(B+µ∗ ) ≤
1
4
µ1+α∗ ,
which is a contradiction to (11.123). This finishes the proof of the Proposition. 
12. PROOF OF A PARTICULAR CASE OF THEOREM 4.3 - ZERO TANGENT PLANE CASE
Theorem 12.1 (Pointwise gradient type estimate - zero tangent plane case). Let u ∈ C0(B+1 )∩S∗(γ, f) inB+1
where γ, f ∈ Lq(B+1 ) with q > n and β∗ := min{1−n/q, α−00}. Assume the boundary data ϕ = u|B′1 ∈ C
1,ω(0)
with zero Taylor’s polynomial at the origin where ω ∈ DMC(Q, β∗) and δω = 1. Let
ϑ(t) := tβ∗ +
∫ t
0
ω(s)
s
ds for t ∈ [0, 1].
Then, there exists a unique Ψ0 ∈ R such that for all x ∈ B+1 ,
(12.128) |u(x)−Ψ0 · xn| ≤ F1
(
‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )
)
|x|ϑ(|x|),
(12.129) |Ψ0| ≤ F1
(
‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )
)
.
Here, the universal constant
F1 = F1(n, q, λ,Λ, ||γ||Lq(B+1 ), α00, δ
∗
ω, β∗, Q,
∫ 1
0
ω(s)s−1ds).
Remark 12.1. In the previous Theorem, in the case q = n, we have that ϑ(t) = 1 +
∫ t
0
ω(s)/sds which is not
a modulus of continuity since ϑ(0) ≥ 1. In particular, this would not even imply the differentiability of u at the
origin on the boundary.
Remark 12.2. In fact, in the Theorem 12.1 above, F1 can be taken as
F1 = J1 ·
(
1 + ||γ||
2+β∗
1−n/q
Lq(B+1 )
)
, J1 = J1(n, q, λ,Λ, α00, δ
∗
ω, β∗, Q,
∫ 1
0
ω(s)s−1ds).
It follows from the proof below that the dependence of J1 (and thus of F1) on
∫ 1
0
ω(s)s−1ds is monotonically
increasing.
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Proof. Let us start by the uniqueness of Ψ0. Suppose Ψ0 is another number satisfying (12.128). This way, for all
x ∈ B+1 ∣∣Ψ0 · xn −Ψ0 · xn∣∣ ≤ 2F1 (‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )) |x|ϑ(|x|),
Taking x = ten for t > 0 in the inequality above and letting t→ 0+ we readily obtain Ψ0 = Ψ0.
We observe from the statement that 0 < δ∗ω ≤ δω = 1. Also, since n > q we have β∗ > 0.
We divide the proof in two parts.
Part I: Here we do the following claim.
Claim: There exists a universal constant γ0 > 0 such that Theorem 12.1 holds if ||γ||Lq(B+1 ) ≤ γ0. Precisely,
F1 = F1(n, q, λ,Λ, α00, Q, β∗, δ∗ω,
∫ 1
0
ω(s)s−1ds).
Proof of the Claim: According to Proposition 11.1, once 0 < β∗ < α00 is fixed we choose
(12.130) µ∗ := min
{
δ∗ω,
1
e
,
(
1
8F0
) 1
α00−β∗
}
< min
{
2
3
,
(
1
8F0
) 1
α00−β∗
}
= µβ∗ ,
and set
(12.131) N0 := 2Q
(
1
β∗
+
∫ 1
0
ω(t)
t
dt
)
.
Here
(12.132) F0 = F0(n, q, λ,Λ) given in the statement of Proposition 11.1.
Observe that β∗ ∈ (0, 1). After the choice of µ∗, the number %0 = %0(β∗, µ∗) > 0 given in Proposition 11.1 is
completely determined and universal. Now, we set
(12.133) N :=
(
‖u‖L∞(B+1 ) +
1
%0
(
[ϕ]C1,ω (0) + 2‖f‖Lq(B+1 )
))
and introduce
(12.134) ω0(t) := tβ∗ + ω(t), ∀t ∈ [0, 1].
Taking into consideration Lemma 6.1 item i) (recall Q ≥ 1), direct computation shows that
(12.135) ω0 ∈ DMC(Q, β∗) with δ∗ω0 = δ∗ω.
(12.136)
∫ t
0
ω0(s)
s
ds ≤
(
1 +
1
β∗
)
ϑ(t) ∀t ∈ [0, 1],
(12.137) ω0(t) ≤ tβ∗ +Q
∫ t
0
ω(s)
s
ds ≤ Qϑ(t) ∀t ∈ [0, 1].
We can assume without lost of generality that k0 = 0 in the definition of DMC(Q, β∗). Our goal is to prove, by
an inductive process, that there exist a sequence of real numbers {Ak}k≥0 such that for all k ≥ 0 we have
(12.138)
∣∣∣∣u−Ak · xn∣∣∣∣L∞(B+
µk∗
)
≤ Nµk∗ω0(µk∗),
(12.139) |Ak+1 −Ak| ≤ 2F0Nω0(µk∗) where F0 is given by (12.132).
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Putting A0 = 0 we conclude that (12.138) holds for k = 0. Now, we assume that for all 0 ≤ j ≤ k the conditions
(12.138) and (12.139) hold. We need to show that there exists a real number Ak+1 such that (12.138) and (12.139)
hold for j = k + 1. In order to do that we define
(12.140) uk(x) :=
1
2Nµk∗ω0(µk∗)
(
u(µk∗x)−Akµk∗ · xn
)
for x ∈ B+1 .
Remark 10.1 together with Remark 5.4 imply that uk ∈ S∗(γk, fk) in B+1 where
γk(x) := µ
k
∗γ(µ
k
∗x) for x ∈ B+1 ,
and
fk(x) :=
µk∗
2Nω0(µk∗)
(
|f(µk∗x)|+ γ(µk∗x)|Ak|
)
for x ∈ B+1 .
Also,
ϕk(x) =
ϕ(µk∗x)
2Nµk∗ω0(µk∗)
for x ∈ B′1.
From the hypothesis of induction in (12.138), we obtain that ‖uk‖L∞(B+1 ) ≤ 1.
Now, in order to apply the improvement of flatness, we need to estimate the following quantity
Mk := ||γk||Lq(B+1 ) + ‖fk‖Lq(B+1 ) + ‖ϕk‖L∞(B′1).
From the definition of N and ω0 in (12.133) and (12.134), we have for all x ∈ B′1
|ϕk(x)| = |ϕ(µ
k
∗x)|
2Nµk∗ω0(µk∗)
≤ 1
2N
|ϕ(µk∗x)|
µk∗ω(µk∗)
≤ 1
2N
|ϕ(µk∗x)||x|
(µk∗|x|)ω(µk∗|x|)
(ω is non-decreasing)
≤ 1
2N
(
[ϕ]C1,ω (0)
)
|x|
≤ [ϕ]C1,ω (0)
2N
≤ %0
2
.
Thus,
(12.141) ‖ϕk‖L∞(B′1) ≤ %0/2.
Also, since q > n
(12.142) ||γk||Lq(B+1 ) ≤ (µ
k
∗)
1−nq ||γ||Lq(B+1 ) ≤ ||γ||Lq(B+1 ).
Moreover, since ω0(t) ≥ tβ∗ for all t ∈ [0, 1], we have
|fk(x)| ≤ µ
k
∗
2N(µk∗)β∗
(
|f(µk∗x)|+ γ(µk∗x)|Ak|
)
for x ∈ B+1 .
Also, we observe that by Lemma 6.1 item ii) and by the choice made in (12.130) (µ∗ ∈ (0, δ∗ω))
(12.143) N0 = 2Q
∫ 1
0
ω0(s)
s
ds ≥
∞∑
j=0
ω0(µ
j
∗).
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Since β∗ ≤ 1− n/q then (µk∗)1−β∗−
n
q ≤ 1 for any k ≥ 0 and thus we find
||fk||Lq(B+1 ) ≤ (µ
k
∗)
1−β∗−nq
(‖f‖Lq(B+1 )
2N
+
||γ||Lq(B+1 )
2N
· |Ak|
)
≤ %0
4
+
||γ||Lq(B+1 )
2N
·
k−1∑
j=0
|Aj+1 −Aj |
≤ %0
4
+
(
F0 · ||γ||Lq(B+1 )
)
·
∞∑
j=0
ω0(µ
j
∗) (by the hypothesis of induction in (12.139))
≤ %0
4
+N0F0||γ||Lq(B+1 )(12.144)
Adding up (12.141), (12.142) and (12.144) we obtain
(12.145) Mk ≤ 3
4
%0 +
(
1 +N0F0
)
· ||γ||Lq(B+1 )
Setting
γ0 :=
%0
4(N0F0 + 1)
,
we arrive at
||γ||Lq(B+1 ) ≤ γ0 =⇒Mk ≤ %0.
Now by the improvement of flatness, Proposition 11.1, there exists a constant G0 such that |G0| ≤ F0 and
(12.146)
∣∣∣∣uk −G0 · xn∣∣∣∣L∞(B+µ∗ ) ≤ 14µ1+β∗∗ .
We define,
(12.147) Ak+1 := Ak + 2Nω0(µk∗)G0.
Clearly, (12.139) holds for Ak+1. By (12.147) and (12.140), we have the following identities for x ∈ Bµk∗ ,
u(x) = 2Nµk∗ω0(µ
k
∗)uk(x/µ
k
∗) +Ak · xn
So,
u(x)−Ak+1 · xn = 2Nµk∗ω0(µk∗)uk(x/µk∗)− 2Nω0(µk∗)G0 · xn
= 2Nµk∗ω0(µ
k
∗)uk(x/µ
k
∗)− 2Nµk∗ω0(µk∗)G0 ·
(
xn
µk∗
)
= 2Nµk∗ω0(µ
k
∗)
(
uk(x/µ
k
∗)−G0 ·
(
xn
µk∗
))
Thus, by (12.146) and since ω0 satisfies the β∗ compatibility condition by (12.135), we find∣∣∣∣u−Ak+1 · xn∣∣∣∣L∞(B+
µ
k+1∗
)
≤ 2Nµk∗ω0(µk∗)
(
4−1µ1+β∗∗
)
=
N
2
µk+1∗ ω0(µ
k
∗)µ
β
∗
≤ Nµk+1∗ ω0(µk+1∗ ) (since by the choice done in (12.130) we have µ∗ ∈ (0, δ∗ω)).
This finishes the inductive construction and (12.138) and (12.139) hold for all k ∈ N.
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Now,
|Am+k −Ak| ≤
m+k−1∑
j=k
|Aj+1 −Aj |(12.148)
≤ 2F0N
∞∑
j=k
ω0(µ
j
∗) (by (12.139))
≤ 4QF0N
∫ µk∗
0
ω0(t)
t
dt (by Lemma 6.1 item ii))
≤ 4QF0N
(
1 +
1
β∗
)
ϑ(µk∗) by (12.136).
By the chain of inequalities above, we see that the Dini continuity of ω0 implies that {Ak}k≥0 is a Cauchy se-
quence. So, let Ψ̂0 := limk→∞Ak. Thus, from (12.138) and also from the second and the last inequality in the
chain (12.148) (passing the limit as m→∞) we obtain∣∣∣∣u− Ψ̂0 · xn∣∣∣∣L∞(B+
µk∗
)
≤ ∣∣∣∣u−Ak · xn∣∣∣∣L∞(B+
µk∗
)
+ µk∗|Ak − Ψ̂0|
≤ Nµk∗ω0(µk∗) + µk∗
∣∣∣ ∞∑
j=k
(Aj+1 −Aj)
∣∣∣
≤ QNµk∗ϑ(µk∗) + 4QF0N
(
1 +
1
β∗
)
µk∗ϑ(µ
∗
k) by (12.137)
≤ M0Nµk∗ϑ(µk∗), M0 := Q+ 4QF0
(
1 +
1
β∗
)
.
We also observe from the the chain of inequalities in (12.148) by letting m→∞ and taking k = 0 that
|Ψ̂0| =
∣∣∣ ∞∑
j=0
(Aj+1 −Aj)
∣∣∣ ≤ 4QF0N(1 + 1
β∗
)
ϑ(1) = 4QF0
(
1 +
1
β∗
)(
1 +
∫ 1
0
ω(s)
s
ds
)
N.
Since ϑ(t) =
∫ t
0
ω∗(s)s−1ds where ω∗(s) = β∗sβ∗ + ω(s) and ω∗ satisfies the Q−decreasing quotient property
in Definition 3.1 (recall β∗ ∈ (0, 1)), we have by Lemma 6.1 item i) applied to ω∗ that
(12.149) ϑ(µk∗) ≤
2Q2
µ∗
ϑ(µk+1∗ ) ∀k ∈ N.
Now, for x ∈ B+1 , we can choose k ∈ N so that µk+1∗ ≤ |x| < µk∗. Thus,
∣∣u(x)− Ψ̂0 · xn∣∣ ≤ ∣∣∣∣u− Ψ̂0 · xn∣∣∣∣L∞(B+
µk∗
)
≤ M0Nµk∗ϑ(µk∗)
= M0Nµ
k+1
∗
2Q2
µ2∗
ϑ(µk+1∗ ) by (12.149)
≤
(
2M0 ·Q2
µ2∗
)
·N · |x|ϑ(|x|)
This way, since
N ≤
(
1 + 2%−10
)(
‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )
)
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the claim is now proven with
(12.150) F ∗1 :=
(
1 + 2%−10
)(
4QF0
(
1 +
1
β∗
)(
1 +
∫ 1
0
ω(s)
s
ds
)
+
(
2M0 ·Q2
µ2∗
))
,
replacing F1 in the statement of the Theorem. This concludes the proof if the claim and Part I of the proof.
Part II: Suppose ||γ|Lq(B+1 ) > γ0.
In this case, we use a scaling argument. Let us set
(12.151) r0 :=
(
γ0
||γ||Lq(B+1 )
) 1
1−n/q
< 1.
We define
v(x) := u (r0x) , x ∈ B+1 .
We denote ϕv := v|B′1
. In this case, by Remark 5.4, v ∈ S∗ (γ00, f00) in B+1 , where
γ00(x) := r0γ(r0x), f0(x) := r
2
0f (r0x) for x ∈ B+1 .
Also, by Remark 5.5, ϕv is C1,ω at 0 and
[ϕv]C1,ω (0) ≤ [ϕ]C1,ω (0).
Moreover,
||γ00||Lq(B+1 ) ≤ r
1−n/q
0 ||γ||Lq(B+1 ) ≤ γ0,
‖v‖L∞(B+1 ) ≤ ‖u‖L∞(B+1 ), ‖f00‖Lq(B+1 ) ≤ r
2−n/q
0 ‖f‖Lq(B+1 ) ≤ ‖f‖Lq(B+1 ).
By the previous claim, there exists Ψ̂0 such that for all x ∈ B+1 ,
(12.152)
∣∣∣v(x)− Ψ̂0 · xn∣∣∣ ≤ F ∗1 (‖v‖L∞(B+1 ) + [ϕv]C1,ω (0) + ‖f00‖Lq(B+1 )) |x|ϑ(|x|),
(12.153) |Ψ̂0| ≤ F ∗1
(
‖v‖L∞(B+1 ) + [ϕv]C1,ω (0) + ‖f00‖Lq(B+1 )
)
,
where F ∗1 = F
∗
1 (n, q, λ,Λ, α00, δ
∗
ω, β∗, Q,
∫ 1
0
ω(s)s−1ds). Translating this back in terms of u we find
(12.154)
∣∣∣u(x)− Ψ˜0 · xn∣∣∣ ≤ F˜1 (‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )) |x| · ϑ(r−10 |x|) in B+r0
where
(12.155) |Ψ˜0| ≤ F˜1
(
‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )
)
, F˜1 := r
−1
0 F
∗
1 .
Clearly, from Lemma 6.1 item i) since Θ = r−10 > 1 and again ϑ(t) =
∫ t
0
ω∗(s)
s ds where ω
∗(s) = β∗sβ∗ + ω(s)
and ω∗ satisfies the Q−decreasing quotient property in Definition 3.1, we have
ϑ
(
r−10 |x|
)
≤ 2Q2r−10 ϑ(|x|) for all |x| ≤ r0.
So, setting F̂1 = 2Q2r−10 F˜1 = 2Q
2r−20 F
∗
1 , (12.154) becomes,
(12.156)
∣∣∣u(x)− Ψ˜0 · xn∣∣∣ ≤ F̂1 (‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )) |x| · ϑ(|x|) in B+r0 .
Finally to treat points x in B+1 \B+r0 , we set
M :=
(
‖u‖L∞(B+1 ) + [ϕ]C1,ω (0) + ‖f‖Lq(B+1 )
)
.
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This way, we estimate (since ϑ(t) ≥ tβ∗ ∀t ∈ [0, 1])∣∣∣u(x)− Ψ˜0 · xn∣∣∣ ≤ (‖u‖L∞(B+1 ) + |Ψ˜0|)
≤ (F˜1 + 1) ·M
= (F˜1 + 1) · r0 · r−10 · ϑ
(
r0
) · (ϑ(r0))−1 ·M
≤ (F˜1 + 1) · r−10 ·
(
ϑ
(
r0
))−1 ·M · |x|ϑ(|x|)
≤ (F˜1 + 1)r−(1+β∗)0 .(12.157)
Now, adding up the estimates (12.150), (12.155), (12.156) and (12.157), the Theorem is proven for
F1 := F
∗
1 + F˜1 + F̂1 + (F˜1 + 1)r
−(1+β∗)
0 = F
∗
1 + r
−(2+β∗)
0
(
F ∗1 (2 + 2Q
2) + 1
)
= F ∗∗1
(
1 +
( ||γ||Lq(B+1 )
γ0
) 2+β∗
1−n/q
)
≤ F ∗∗1
((
1 + (γ0)
−(2+β∗)
1−n/q
)(
1 + ||γ||
2+β∗
1−n/q
Lq(B+1 )
))
= F ∗∗∗1
(
1 + ||γ||
2+β∗
1−n/q
Lq(B+1 )
)
where F ∗∗1 := F
∗
1 (2 + 2Q
2) + 1 and F ∗∗∗1 := F
∗∗
1
(
1 + (γ0)
−(2+β∗)
1−n/q
)
. 
13. PROOF OF THEOREM 4.3
Proof. Uniqueness can be proven as in the previous Theorem. In order to make the proof more transparent, we
divide it in two steps. First, we assume δω = 1.We then consider the function v(x) := u(x)−L(x′, 0) for x ∈ B+1 .
Let ϕv = v|B′1
. Clearly, [ϕv]C1,ω (0) ≤ [ϕ]C1,ω (0). Moreover, v ∈ S∗(γ; f) in B+1 where f = |f | + γ · |∇ϕ(0)|
by Remark 10.1.
This way, by applying Theorem 12.1 to v, we obtain for all |x| ≤ 1
(13.158) |v(x)−Ψ0 · xn| ≤ F1
(
‖v‖L∞(B+1 ) + [ϕv]C1,ω (0) + ‖f‖Lq(B+1 )
)
|x|ϑ(|x|),
(13.159) |Ψ0| ≤ F1
(
‖v‖L∞(B+1 ) + [ϕv]C1,ω (0) + ‖f‖Lq(B+1 )
)
.
where F1 as in Theorem 12.1 above. Translating the estimates above back to u, the Theorem is proven with
T0 =
(
1 + ||γ||Lq(B+1 )
)
· F1
in the place of T0. Now, we treat the general case δω ∈ [0, 1] proceeding by scaling. Consider v0(x) = δ−1ω u(δωx)
for x ∈ B+1 . Now, v0 ∈ C0(B1) ∩ S∗(γ00, f00) where γ00(x) := δωγ(δωx) and f00(x) = δωf(δωx) for x ∈ B+1 .
Setting L(x) := δ−1ω L(δωx) for x ∈ B′1 and ϕ0 := v0|B′1 as the new boundary data, we have by Remark 6.2 that
ϕ0 ∈ C1,ω(0) and [ϕ0]C1,ω (0) ≤ [ϕ]C1,ω (0) where ω(t) = ω(δωt) for t ∈ [0, 1]. We recall that ω ∈ DMC(Q, β∗)
with δω = 1, δ∗ω = δ
∗
ω ∈ (0, 1] and
(13.160)
∫ δω
0
w(s)
s
ds =
∫ 1
0
w(s)
s
ds.
Furthermore,
||γ00||Lq(B+1 ) ≤ δ
1−n/q
ω ||γ||Lq(B+1 ), ||f00||Lq(B+1 ) ≤ δ
1−n/q
ω ||f ||Lq(B+1 ), ||v0||L∞(B+1 ) ≤ δ
−1
ω ||u||L∞(B+1 ).
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We set
(13.161) ϑ(t) := tβ∗ +
∫ t
0
ω(s)
s
ds = tβ∗ +
∫ δωt
0
ω(s)
s
ds for t ∈ [0, 1].
In particular since δω ≤ 1,
(13.162) ϑ(δ−1ω t) = δ
−β∗
ω t
β∗ +
∫ t
0
ω(s)
s
ds ≤ δ−β∗ω ϑ(t) ∀t ∈ [0, δω].
We can now apply the previous case to v0 (since δω = 1) to obtain (once δω ∈ (0, 1]) for |x| ≤ δω
|u(x)− L(x′, 0)−Ψ0 · xn| ≤ T0δ−1ω
(
‖u‖L∞(B+1 ) + ||ϕ||C1,ω (0) + ‖f‖Lq(B+1 )
)
|x|ϑ(|x|δ−1ω )
≤ T0δ−1−β∗ω
(
‖u‖L∞(B+1 ) + ||ϕ||C1,ω (0) + ‖f‖Lq(B+1 )
)
|x|ϑ(|x|)
by (13.162) and
|Ψ0| ≤ δ−1ω T0
(
‖u‖L∞(B+1 ) + ||ϕ||C1,ω (0) + ‖f‖Lq(B+1 )
)
.
The proof is finished by observing (13.160) and by taking
T0 := δ
−(1+β∗)
ω T0 = δ
−(1+β∗)
ω
(
1 + ||γ||Lq(B+1 )
)
· F1.

14. PROOF OF COROLLARY 4.1
Proof. Let us consider a generic point x0 ∈ B′1/2. Define δ∗ := min{δω, 1/2} and v(x) := δ−1∗
(
u(x0 + δ∗x)
)
for x ∈ B+1 . Clearly, v ∈ S∗(γ; f) in B+1 where γ(x) = δ∗γ(x0 + δ∗x)and f(x) = δ∗f(x0 + δ∗x) for x ∈ B+1 .
Moreover, for y ∈ Hn−1, let
Lx0(y) = ϕ(x0) +∇ϕ(x0) · (y − x0) (in our notation here ∇ϕ(x′, 0) ∈ Rn−1 × {0}) see Remark 3.1)
be the (classical) Taylor’s polynomial of ϕ at x0 and ϕv = v|B′1
. Setting, for y ∈ Hn−1
L0(y) := δ
−1
∗ Lx0(x0 + δ∗y),
we have for any x ∈ B′1 by Remark 3.3
|ϕv(x)− L0(x)| = δ−1∗ |ϕ(x0 + δ∗x)− Lx0(x0 + δ∗x)| ≤ [∇ϕ]C0,ω(B1)|x|ω(|x|)
where ω(t) := ω(δ∗t) for t ∈ [0, 1]. From, the estimate above, we obtain
[ϕv]C1,ω (0) ≤ [∇ϕ]C0,ω(B′1).
Again, we observe by Rermark 6.2 that ω ∈ DMC(Q, β∗) with δω = 1, δ∗ω = δ∗ω ∈ (0, 1]. Moreover,
(14.163)
∫ 1
0
ω(s)
s
ds =
∫ δ∗
0
ω(s)
s
ds ≤
∫ δω
0
ω(s)
s
ds
This way, applying Theorem 4.3 and recalling definition of ϑ in (13.161)8, we obtain for Ψ0 = Ψ0(x0)
(14.164)
∣∣v(x)− L0(x′, 0)−Ψ0(x0) · xn∣∣ ≤ T0M · |x|ϑ(|x|) ∀x ∈ B+1 ,
|Ψ0(x0)| ≤ T0M,
M := δ−1∗
(
‖u‖L∞(B+1 ) + ‖f‖Lq(B+1 ) + ||ϕ||C1,ω(B′1)
)
=: δ−1∗ ·N.
8with δω replaced by δ∗ = min{δω , 1/2}.
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as before.
Setting
A(x0) := ∇ϕ(x0) + Ψ0(x0) · en and
(14.165) Px0(x) = ϕ(x0) +A(x0) · (x− x0).
Rewriting (14.164) in terms of u and taking (13.162) into account, we obtain
(14.166) |u(x)− Px0(x)| ≤ T0δ−(1+β∗)∗ N |x− x0|ϑ(|x− x0|) ∀x ∈ B+δ∗(x0),
Also, ∀(x′, 0) ∈ B+δ∗(x0), we trivially have
(14.167) |u(x′, 0)− Px0(x′, 0)| = |ϕ(x′, 0)− Lx0(x′, 0)| ≤ (T0δ−(1+β∗)∗ + 1)N |x− x0|ϑ(|x− x0|).
Moreover,
(14.168) |A(x0)| ≤ |Ψ0(x0)|+ |∇ϕ(x0)| ≤ (T0δ−1∗ + 1)N.
Observe here that we can replace
∫ 1
0
ω(s)s−1ds that appears embedded in T0 by
∫ δω
0
ω(s)s−1ds due to (14.163)
and the monotonically increasing dependence of T0 in that variable (Remark 12.2 and Remark 4.11). Now, we are
exactly in the conditions of Lemma 15.2 if we take
T := (T0δ
−(1+β∗)∗ + T0δ−1∗ + 2)N = T∗ ·N and r0 = δ∗.
Inequalities (14.168) and (15.180) imply
(14.169) [A]C0,ω(B′1/2) ≤ F
(
T +
T
ω(δ∗/4)
)
= F
(
T∗ +
T∗
ω(δ∗/4)
)
·N,
where F is a dimensional constant. The Theorem is proven by adding the constants in expressions (14.169) and
(14.166)
T1 := F
(
T∗ +
T∗
ω(δ∗/4)
)
+ T∗ ≤ T∗(F + 1)
(
1 +
1
ω(δ∗/4)
)
= 2(T0δ
−(1+β∗)∗ + 1)(F + 1)
(
1 +
1
ω(δ∗/4)
)
.

15. APPENDIX: UNIFORM CONTROL ON TAYLOR’S EXPANSION VERSUS INTERIOR AND BOUNDARY
REGULARITY
In this Appendix, we present some estimates relating pointwise C1,ω behavior and classical C1,ω regularity in
the interior and boundary case. These estimates are known (specially in the C1,α case). However, it is not so easy
to find a reference for their proofs specially on the generality discussed here. We present the proofs in full details
for completeness.
Lemma 15.1 (C1,ω− interior regularity by uniform control on Taylor’s expansion). Let u be defined inBr and
ω : [0, δω]→ [0,∞) a modulus of continuity. Moreover, let r0 ≤ min{r/2, δω}. Assume that for every x0 ∈ Br/2
there exists an affine function Px0 such that
(15.170) |u(x)− Px0(x)| ≤ T |x− x0|ω(|x− x0|) ∀x ∈ Br such that |x− x0| ≤ r0.
Then, u ∈ C1,ω(Br/2) with the following estimates
(15.171) [∇u]C0,ω(Br/2) ≤ E
(
T +
||∇u||L∞(Br/2)
ω(r0/4)
)
.
(15.172) [∇u]C0,ω(Br0/8) ≤ ET.
where E > 0 is a dimensional constant.
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Proof. Clearly, (15.170) implies that u is differentiable at any point in Br/2. Suppose x0, y0 ∈ Br/2 are such that
d0 := |x0 − y0| > r0/4. Then,
(15.173)
|∇u(x0)−∇u(y0)|
ω(|x0 − y0|) ≤
(
2
ω(r0/4)
)
||∇u||L∞(Br/2).
Now, assume x0, y0 ∈ Br/2 with 2d0 = 2|x0 − y0| ≤ r0/2. Set z0 := (x0 + y0)/2 ∈ Br/2. Clearly, |z0 − x0| =
|z0 − y0| = d0/2. This way, Bd0/2(z0) ⊂ Bd0(x0) ∩Bd0(y0) ⊂ Br. By assumption (15.170) we have,
(15.174) ||u− Px0 ||L∞(B d0
2
(z0))
≤ ||u− Px0 ||L∞(Bd0 (x0)) ≤ Td0ω(d0)
(15.175) ||u− Py0 ||L∞(B d0
2
(z0))
≤ ||u− Py0 ||L∞(Bd0 (y0)) ≤ Td0ω(d0)
Now, recall that the affine function Px0−Py0 is harmonic. So, using gradient estimates, we have for a dimensional
constant C > 0 that∣∣∣∇u(x0)−∇u(y0)∣∣∣ ≤ 2C
d0
∣∣∣∣∣∣Px0 − Py0 ∣∣∣∣∣∣
L∞(Bd0/2(z0))
≤ 2C
d0
(∣∣∣∣∣∣u− Px0∣∣∣∣∣∣
L∞(Bd0 (x0))
+
∣∣∣∣∣∣u− Px0∣∣∣∣∣∣
L∞(Bd0 (y0))
)
≤ 4CTω(d0) = 4CTω(|x0 − y0|),(15.176)
where we added (15.174) and (15.175) in the last inequality. The first estimate in the Lemma follows by adding
(15.173) and (15.176) by taking E = 4C + 2. The second estimate is a immediate consequence of the second part
of the proof since for x0, y0 ∈ Br0/8 we have 2d0 := 2|x0 − y0| ≤ r0/2. 
Lemma 15.2 (C1,ω−boundary regularity by uniform control on Taylor’s expansion). Let u be defined in Br
and ω : [0, δω] → [0,∞) a modulus of continuity. Moreover, let r0 ≤ min{r/2, δω}. Suppose that for every
x0 ∈ B′r/2 there exists an affine function Px0 such that for x = (x′, xn)
(15.177) |u(x)− Px0(x)| ≤ T |x− x0|ω(|x− x0|) ∀x ∈ B+r such that |x− x0| ≤ r0.
(15.178) |u(x′, 0)− Px0(x′, 0)| ≤ T |x′ − x′0|ω(|x′ − x′0|) ∀(x′, 0) ∈ B′r such that |x′ − x′0| ≤ r0.
Then, there is a unique function A : B′r/2 → Rn such that
(15.179) Px0(x) := A(x0)(x− x0) + u(x0) ∀x ∈ Rn.
Furthermore, A ∈ C0,ω(B′r/2) and
(15.180) [A]C0,ω(B′r/2) ≤ F
(
T +
||A||L∞(B′r/2)
ω(r0/4)
)
.
(15.181) [A]C0,ω(B′r0/8)
≤ FT.
where F > 0 is a dimensional constant. The vector field A can be thought as the gradient of u along B′r.
Proof. For each x0 ∈ B′r/2, we can write
Px0(x) := A(x0)(x− x0) + u(x0) ∀x ∈ Rn.
We observe that by denoting A(x0) = (AT (x0), An(x0)) ∈ Rn−1 × R then for all x ∈ Rn
Px0(x) = AT (x0)(x
′ − x′0) +An(x0)xn + u(x0) = Px0(x′, 0) +An(x0)xn
(15.182) Px0(x
′, 0) = AT (x0)(x′ − x′0) + u(x0)
Now, by setting v(x) := u(x)− Px0(x′, 0) we can rewrite expression (15.177) and (15.178) as:
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∀x0 ∈ B′r/2 we have:
(15.183) |v(x)−An(x0)xn| ≤ T |x− x0|ω(|x− x0) ∀x ∈ B+r such that |x− x0| ≤ r0.
(15.184) |v(x′, 0)| ≤ T |x′ − x′0|ω(|x′ − x′0) ∀(x′, 0) ∈ B′r such that |x′ − x′0| ≤ r0.
Suppose x0, y0 ∈ B′r/2 are such that d0 := |x0 − y0| > r0/4. Then,
(15.185)
|An(x0)−An(y0)|
ω(|x0 − y0|) ≤ 2(ω(r0/4))
−1||A||L∞(Br/2).
Now, assume x0, y0 ∈ B′r/2 with 2d0 = 2|x0 − y0| ≤ r0/2. Set z0 := (x0 + y0)/2 ∈ B
′
r/2. Clearly, |z0 − x0| =
|z0 − y0| = d0/2. This way, B+d0/2(z0) ⊂ B
+
d0(x0) ∩B
+
d0(y0) ⊂ B+r . By assumption (15.183) we have,
(15.186) ||v −An(x0)xn||L∞(B+d0
2
(z0))
≤ ||v −An(x0)xn||L∞(B+d0 (x0)) ≤ Td0ω(d0).
(15.187) ||v −An(y0)xn||L∞(B+d0
2
(z0))
≤ ||v −An(y0)xn||L∞(B+d0 (y0)) ≤ Td0ω(d0).
Now, recall that for a function of the type zµ(x) = µ · xn (µ ∈ R) we always have for any a ∈ Rn−1 that
||zµ||L∞(Br(a,0)) = ||zµ||L∞(B+r (a,0)), |µ| ≤ C ·
||zµ||L∞(B+r (a,0))
r
,
by gradient estimates since zµ is a harmonic function. Here, C = C(n).
In particular, by (15.186) and (15.187), we arrive at
|An(x0)−An(y0)| ≤ 2C
d0
∥∥(An(x0)−An(y0))xn∥∥L∞(B+d0/2(z0))
≤ 2C
d0
(∥∥v −An(x0)xn∥∥L∞(Bd0 (x0)) + ∥∥v −An(y0)xn∥∥L∞(Bd0 (y0)))
≤ 4CTω(d0) = 4CTω(|x0 − y0|).(15.188)
So, by (15.185) and (15.188)
(15.189) [An]C0,ω(B′r/2) ≤ 4CT + 2(ω(r0/4))
−1||A||L∞(Br/2).
Now, if we denote ϕ(x′) = u(x′, 0) and P x0(x
′) = Px0(x
′, 0) for x′ ∈ Bn−1r (0) where
Bn−1r (0) :=
{
x′ ∈ Rn−1; (x′, 0) ∈ B′r
}
,
We can actually rewrite (15.184) as
|ϕ(x′)− P x0(x′)| ≤ T |x′ − x′0|ω(|x′ − x′0) ∀x′ ∈ Bn−1r (0) such that |x′ − x′0| ≤ r0.
By Lemma 15.1, we have ϕ ∈ C1,ω(Br/2). From (15.182) we arrive to
∇ϕ(x0) = ∇P x0(x0) = AT (x0).
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This way, from the estimates (15.171), (15.172) and (15.189)
[A]C0,ω(B′r/2)
= [AT +An · en]C0,ω(B′r/2)
≤ [AT ]C0,ω(B′r/2) + [An]C0,ω(B′r/2)
≤ [∇ϕ]C0,ω(B′r/2) + 4CT + 2(ω(r0/4))
−1||A||L∞(Br/2)
≤ E(T + ω(r0/4)−1||AT ||L∞(Br/2)) + 4CT + 2(ω(r0/4))−1||A||L∞(Br/2)
≤ (E + 4C)T + 3ω(r0/4)−1||A||L∞(Br/2).
Futhremore, by (15.171) and (15.188), we obtain
[A]Cα(B′r0/8)
= [AT ]Cα(B′r0/8)
+ [An]Cα(B′r0/8)
≤ [∇ϕ]Cα(B′r0/8) + 4CT
≤ ET + 4CT.
Uniqueness of A follows easily. 
16. ACKNOWLEDGEMENTS
The authors are thankful to Luis Caffarelli for sharing thoughts, ideas and comments about the topics treated in
this paper. The authors are grateful to O. Savin for nice suggestions and for bringing Lemma 7.3 to their attention.
The authors would like to thank B. Sirakov for kindly pointing out to them how his results in [45, 46] relate to
IHOL discussed here and in [8]. The first author was supported by CAPES (Brazil) by grant PNPD-1412370. The
second author was supported by CNPq (Brazil) by grants PQ-310986/2013-3 and Universal-447536/2014-1. The
third author was partially supported by NSFC (China) by grant 11371249.
REFERENCES
[1] Adams, Robert A.; Fournier, John J. F. Sobolev spaces. Second edition. Pure and Applied Mathematics (Amsterdam), 140. Else-
vier/Academic Press, Amsterdam, 2003. xiv+305 pp. ISBN: 0-12-044143-8
[2] Aikawa, Hiroaki; Kilpelinen, Tero; Shanmugalingam, Nageswari; Zhong, Xiao Boundary Harnack principle for p-harmonic functions in
smooth Euclidean domains. Potential Anal. 26 (2007), no. 3, 281-301.
[3] Armstrong, Scott N.; Sirakov, Boyan; Smart, Charles K. Singular solutions of fully nonlinear elliptic equations and applications. Arch.
Ration. Mech. Anal. 205 (2012), no. 2, 345-394.
[4] Berestycki, H.; Caffarelli, L. A.; Nirenberg, L. Inequalities for second-order elliptic equations with applications to unbounded domains.
I. A celebration of John F. Nash, Jr. Duke Math. J. 81 (1996), no. 2, 467-494.
[5] Barcel, Bartolom; Escauriaza, Luis; Fabes, Eugene Gradient estimates at the boundary for solutions to nondivergence elliptic equations.
Harmonic analysis and partial differential equations (Boca Raton, FL, 1988), 1-12, Contemp. Math., 107, Amer. Math. Soc., Providence,
RI, 1990.
[6] Borsuk, M. V. Dini-continuity of first derivatives of solutions of the Dirichlet problem for second-order linear elliptic equations in a
nonsmooth domain. (Russian) Sibirsk. Mat. Zh. 39 (1998), no. 2, 261-280, i; translation in Siberian Math. J. 39 (1998), no. 2, 226-244.
[7] Borsuk, Mikhail; Kondratiev, Vladimir Elliptic boundary value problems of second order in piecewise smooth domains. North-Holland
Mathematical Library, 69. Elsevier Science B.V., Amsterdam, 2006. vi+531 pp. ISBN: 978-0-444-52109-5; 0-444-52109-7
[8] Braga, J. Ederson M.; Moreira, D.; Inhomogeneous Hopf-Oleı˘nik Lemma and Applications. Part I: Regularity of the Normal Mapping.
Preprint.
[9] Braga, J. Ederson M; Moreira, D. Inhomogeneous Carleson estimates and applicatons. Preprint.
[10] Brezis, Haim Functional analysis, Sobolev spaces and partial differential equations. Universitext. Springer, New York, 2011. xiv+599 pp.
ISBN: 978-0-387-70913-0
[11] Caffarelli, Luis A. A Harnack inequality approach to the regularity of free boundaries. I. Lipschitz free boundaries are C1,α. Rev. Mat.
Iberoamericana 3 (1987), no. 2, 139-162.
[12] Caffarelli, L. A.; Cabre´, X.Fully Nonlinear Elliptic Equations. Amer. Math. Soc. Coll. Publ. 43. Providence (RI): Amer. Math. Soc. 1995.
INHOMOGENEOUS HOPF-OLEI˘NIK LEMMA AND KRYLOV’S BOUNDARY GRADIENT ESTIMATES 45
[13] Caffarelli, L. A.; Crandall, M. G.; Kocan, M.; S´wie¸ch, A. On viscosity solutions of fully nonlinear equations with measurable ingredients.
Comm. Pure Appl. Math. 49 (1996), no. 4, 365-397.
[14] Crandall, M. G.; Kocan, M.; Lions, P. L.; S´wie¸ch, A. Existence results for boundary problems for uniformly elliptic and parabolic fully
nonlinear equations. Electron. J. Differential Equations 1999, No. 24, 22 pp.
[15] Crandall M. G., Kocan, M., Soravia, P., S´wie¸ch, A.; On the equivalence of various weak notions of solutions of elliptic PDEs with
measurable ingredients, Progress in elliptic and parabolic partial differential equations (Capri, 1994), 136 - 162.
[16] Fok, P. Some Maximum Principles and Continuity Estimates for Fully Nonlinear Elliptic Equations of Second Order. ProQuest Disserta-
tions and Thesis, 92 pages, 1996.
[17] Gilbarg, David; Trudinger, Neil S. Elliptic partial differential equations of second order. Reprint of the 1998 edition. Classics in Mathe-
matics. Springer-Verlag, Berlin, 2001. xiv+517 pp. ISBN: 3-540-41160-7.
[18] Han, Qing Nonlinear elliptic equations of the second order. Graduate Studies in Mathematics, 171. American Mathematical Society,
Providence, RI, 2016. viii+368 pp. ISBN: 978-1-4704-2607-1.
[19] Kazdan, Jerry L. Prescribing the curvature of a Riemannian manifold. CBMS Regional Conference Series in Mathematics, 57. Published
for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1985.
vii+55 pp. ISBN: 0-8218-0707-2.
[20] Koike, S.; S´wie¸ch A. Existence of strong solutions of Pucci extremal equations with superlinear growth in Du. J. Fixed Point Theory
Appl. 5 (2009), no. 2, 291-304.
[21] Koike, Shigeaki; S´wie¸ch, A Maximum principle for fully nonlinear equations via the iterated comparison function method. Math. Ann.
339 (2007), no. 2, 461-484.
[22] Koike, Shigeaki; S´wie¸ch, Andrzej Weak Harnack inequality for fully nonlinear uniformly elliptic PDE with unbounded ingredients. J.
Math. Soc. Japan 61 (2009), no. 3, 723-755.
[23] Kovats, J.; Fully nonlinear elliptic equations and the Dini condition. Comm. Partial Differential Equations 22 (1997), no. 11-12, 1911-
1927.
[24] Kovats, J.; Dini-Campanato spaces and applications to nonlinear elliptic equations. Electron. J. Differential Equations 1999, No. 37, 20
pp. (electronic).
[25] Krylov, N. V.; Boundedly inhomogeneous elliptic and parabolic equations in a domain. Izv. Akad. Nauk SSSR Ser. Mat., 47(1) 75 -108,
1983.
[26] Krylov, N. V.; Safonov, M. V. An estimate for the probability of a diffusion process hitting a set of positive measure. (Russian) Dokl.
Akad. Nauk SSSR 245 (1979), no. 1, 18-20.
[27] Krylov, N. V.; Safonov, M. V. A property of the solutions of parabolic equations with measurable coefficients. (Russian) Izv. Akad. Nauk
SSSR Ser. Mat. 44 (1980), no. 1, 161-175, 239.
[28] Ladyzhenskaya, O. A.; Ural’tseva, N. N. Estimates on the boundary of the domain of first derivatives of functions satisfying an elliptic or
a parabolic inequality. (Russian) Translated in Proc. Steklov Inst. Math. 1989, no. 2, 109-135. Boundary value problems of mathematical
physics, 13 (Russian). Trudy Mat. Inst. Steklov. 179 (1988), 102-125, 243.
[29] Le, N. Q.; Savin, O.; Boundary regularity for solutions to the linearized Monge-Ampre equations. (English summary) Arch. Ration. Mech.
Anal. 210 (2013), no. 3, 813-836.
[30] Le, Nam Q.; Savin, O.; On boundary Hlder gradient estimates for solutions to the linearized Monge-Ampre equations. Proc. Amer. Math.
Soc. 143 (2015), no. 4, 1605-1615.
[31] Leoni, Giovanni. A First Course in Sobolev Spaces. Graduate Studies in Mathematics, vol. 105. AMS, Providence, Rhode Island, 2000.
[32] Lieberman, Gary M. The Dirichlet problem for quasilinear elliptic equations with continuously differentiable boundary data. Comm.
Partial Differential Equations 11 (1986), no. 2, 167-229.
[33] Lieberman, Gary M. The first initial-boundary value problem for quasilinear second order parabolic equations. Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (4) 13 (1986), no. 3, 347-387.
[34] Lieberman, Gary M. Second order parabolic differential equations. World Scientific Publishing Co., Inc., River Edge, NJ, 1996. xii+439
pp. ISBN: 981-02-2883-X.
[35] Ma, F.; Wang, L. Boundary first order derivative estimates for fully nonlinear elliptic equations. J. Differential Equations 252 (2012), no.
2, 988-1002.
[36] Lin, Fang-Hua; Li, Yi. Boundary C1α regularity for variational inequalities. Comm. Pure Appl. Math. 44 (1991), no. 6, 715-732.
[37] Ros-Oton, X.; Serra, J.; The Dirichlet problem for the fractional Laplacian: regularity up to the boundary. J. Math. Pures Appl. (9) 101
(2014), no. 3, 275-302.
[38] Ros-Oton, X.; Serra, J.; Boundary regularity for fully nonlinear integro-differential equations. Duke Math J. (to appear)
[39] Safonov, M. V. Unimprovability of estimates of Ho¨lder constants for solutions of linear elliptic equations with measurable coefficients.
(Russian) Mat. Sb. (N.S.) 132(174) (1987), no. 2, 275–288; translation in Math. USSR-Sb. 60 (1988), no. 1, 269-281
[40] Safonov, M.V. Non-divergence elliptic equations of second order with un- bounded drift. Nonlinear partial differential equations and
related topics, 211-232, Amer. Math. Soc. Transl. Ser. 2, 229, Amer. Math. Soc., Provi- dence, RI, 2010.
[41] Safonov, M. V. Smoothness near the boundary of solutions of elliptic Bellman equations. (Russian. English summary) Boundary value
problems of mathematical physics and related problems in the theory of functions, No. 17. Zap. Nauchn. Sem. Leningrad. Otdel. Mat.
Inst. Steklov. (LOMI) 147 (1985), 150-154, 206.
[42] Serrin, James On the Harnack inequality for linear elliptic equations. J. Analyse Math. 4 (1955/56), 292-308.
[43] Silvestre, L., Sirakov, B.; Boundary regularity for viscosity solutions of fully nonlinear elliptic equations. Comm. Partial Differential
Equations, 39, n. 09, 1694 - 1717, 2014.
46 J. EDERSON M. BRAGA, DIEGO MOREIRA, AND LIHE WANG
[44] Sirakov, B.; Solvability of uniformly elliptic fully nonlinear PDE. Arc. Ration. Mech. Anal., 195(2) (2010), 579 - 607.
[45] Sirakov, B.; Uniform bounds via regularity estimates for elliptic PDE with critical growth in the gradient.
http://arxiv.org/pdf/1509.04495.pdf
[46] Sirakov, B.; Boundary weak Harnack estimates and quantitative strong maximum principles for uniformly elliptic.
http://arxiv.org/pdf/1608.01359.pdf
[47] Ural’tseva, N.N.; Estimates of derivatives of solutions of elliptic and parabolic inequalities. Proceedings of the International Congress of
Mathematicians, Vol. 1, 2 (Berkeley, Calif., 1986), 1143-1149, Amer. Math. Soc., Providence, RI, 1987.
[48] Wang, Lihe On the regularity theory of fully nonlinear parabolic equations. II. Comm. Pure Appl. Math. 45 (1992), no. 2, 141-178.
[49] Widman, Kjell-Ove.; Inequalities for the Green function and boundary continuity of the gradient of solutions of elliptic differential
equations. Math. Scand. 21 1967 17-37 (1968).
[50] Winter, N.; W 2,p and W 1,p-Estimates at the Boundary for Solutions of Fully Nonlinear, Uniformly Elliptic Equations, Zeitschrift fu¨r
Analysis und ihre Anwendungen 28 (2009), 129 - 164.
DEPARTAMENTO DE MATEMA´TICA, UNIVERSIDADE FEDERAL DO CEARA´
CAMPUS DO PICI - BLOCO 914, CEP 60455-760, FORTALEZA, CEARA´, BRAZIL.
E-mail address: eder mate@hotmail.com
DEPARTAMENTO DE MATEMA´TICA, UNIVERSIDADE FEDERAL DO CEARA´
CAMPUS DO PICI - BLOCO 914, CEP 60455-760, FORTALEZA, CEARA´, BRAZIL.
E-mail address: dmoreira@mat.ufc.br
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF IOWA CITY,
IOWA CITY, IA 52242, USA
E-mail address: lwang@math.uiowa.edu
