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THE LOCAL SYMMETRY CONDITION IN THE HEISENBERG GROUP
TUOMAS ORPONEN
ABSTRACT. I propose an analogue in the first Heisenberg groupH of David and Semmes’
local symmetry condition (LSC). For closed 3-regular sets E ⊂ H, I show that the (LSC)
is implied by the L2(H3|E) boundedness of 3-dimensional singular integrals with hori-
zontally antisymmetric kernels, and that the (LSC) implies the weak geometric lemma for
vertical β-numbers.
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1. INTRODUCTION
Developing a theory of uniformly rectifiable sets in Heisenberg groups has lately at-
tracted some attention: for results on sets of dimension 1, see for example [17, 18, 16, 8, 5],
and for results on sets of co-dimension 1, see [3, 4, 15, 19]. This note concerns sets of co-
dimension 1, hence dimension 3, in the first Heisenberg group H. Here are some of the
basic problems motivating the research:
Problem 1. Identify natural 3-dimensional singular integral operators inH. Find necessary and
sufficient conditions for 3-regular subsets E ⊂ H which ensure that such operators are bounded
on L2(H3|E).
In Rn, similar questions have been studied since the 70’s: an early result in the field is
the proof by Calderón [2] and Coifman-McIntosh-Meyer [9] that the Cauchy transform
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2 TUOMAS ORPONEN
– a 1-dimensional singular integral operator in the plane – is L2-bounded on Lipschitz
graphs. In higher (Euclidean) dimensions, Problem 1 was studied extensively by David
[11], Semmes [21] and David-Semmes [10, 12, 13] in the 80’s and 90’s, and, for example,
by Tolsa [22] and Nazarov-Tolsa-Volberg [20] in the 2000’s. This list of references is far
from complete! Roughly speaking, the most natural singular integrals to consider in Rn
are the ones with antisymmetric kernels, and they are bounded on L2(E) if and only if E
is uniformly rectifiable. This is evidently not a rigorous statement: for more precise ones,
see the various characterisations of uniform rectifiability in [10].
InH, what are the natural analogues of singular integrals with antisymmetric kernels?
The notion of antisymmetry can be directly translated to H by requiring that
K(p−1) = −K(p), p ∈ H \ {0}. (1.1)
It also seems that singular integrals with antisymmetric kernels are suitable for studying
geometric problems: for example, the direct analogues in Hn of the s-dimensional Riesz
kernels in Rn were studied by Chousionis and Mattila in [6]. A special case of their result
says that if the associated singular integral is L2-bounded on an s-regular set E ⊂ H,
then s ∈ {1, 2, 3}, and Hs|E has some flat tangent measures. Conversely, the main result
in [4] applies to these singular integrals with s = 3, and guarantees their boundedness
on some smooth (intrinsic) graphs in H.
There is, however, one issue with this approach: the kernel
p 7→ K(p) := ∇H‖p‖−2, p ∈ H \ {0},
is not antisymmetric. This kernel is the horizontal gradient of the fundamental solution
of the sub-Laplace equation 4Hu = 0: the solutions of this equation are known as the
harmonic functions in H, and they have been studied quite extensively, see [1] and the
references therein. The boundedness of the singular integral R with kernel K has con-
sequences akin to the boundedness of the (n − 1)-dimensional Riesz transform in Rn.
For example, 3-regular subsets of H on which R is L2-bounded are non-removable for
Lipschitz-harmonic functions in H: this result is [4, Theorem 5.1], but the singular inte-
gral R was first applied to the removability problem by Chousionis and Mattila in [7].
Also, if one eventually hopes apply the theory of singular integrals in H to boundary
value problem related to the sub-Laplace equation (following Fabes, Jodeit and Rivière
[14] and Verchota [23]), or understand the behaviour of the associated (sub-)harmonic
measure, then the theory needs to cover the operatorR.
So, if the kernel K is not antisymmetric, what is it then? It horizontally antisymmetric,
as discussed above [4, Definition 2.5]:
Definition 1.2 (Horizontal antisymmetry). A function ψ : H \ {0} → R is called horizon-
tally antisymmetric, if ψ(p¯) = −ψ(p) for all p ∈ H \ {0}, where (x, y, t) = (−x,−y, t).
This condition neither implies, or is implied, by the direct analogue of antisymmetry
(1.1), but it seems to be well adapted to the geometry ofH. The main result, Theorem 2.10,
in [4] shows that 3-dimensional singular integrals in H with horizontally antisymmetric
Calderón-Zygmund kernels are bounded on a family of intrinsic C1,α-graphs. For the
precise definition of "3-dimensional Calderón-Zygmund kernel", see [4, Section 2.2]. In
the present paper, I also consider horizontally antisymmetric kernels, but only smooth
ones (as this will make the results stronger):
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Definition 1.3 (Admissible kernels). A smooth function K : H \ {0} → R is called an
admissible kernel, if the following requirements are met:
• K is horizontally antisymmetric,
• K satisfies
|∇jHK(p)| ≤ C(j)‖p‖−3−j , j ∈ {0, 1, 2, . . .}.
It is easy to check (or see the proof of [7, Proposition 3.11(iii)]) that the admissible
kernels, as above, are 3-dimensional Calderón-Zygmund kernels in the sense of [4].
Here is the main result of the note:
Theorem 1.4. Assume that E ⊂ H is closed and 3-regular, and all singular integrals with
admissible kernels are bounded on L2(H3|E). Then E satisfies the weak geometric lemma for
vertical β-numbers.
Recall that an Hs-measurable set E ⊂ H is called s-regular, if there exists a constant
A ≥ 1 such that
rs
A
≤ Hs(E ∩B(p, r)) ≤ Ars, p ∈ E, 0 < r ≤ diam(E).
1.1. The local symmetry condition in H. The proof of Theorem 1.4, along with further
definitions concerning singular integrals, can be found in Section 4. Satisfying the weak
geometric lemma for vertical β-numbers means thatE admits fairly good approximations by
vertical planes at most scales and locations; the condition (without the word "vertical")
was introduced by David and Semmes in [10], and the Heisenberg analogue was first
studied in [3]. For a precise definition, see the statement of Proposition 3.6.
Theorem 1.4 is the counterpart of a result in [10], and follows the same chain of impli-
cations: in the terminology of [10],
(C1) =⇒ (C2) =⇒ (LSC) =⇒ (WGL).
Here (C1) is the main hypothesis of Theorem 1.4, while (C2)-(LSC) are two intermedi-
ate conditions, and (WGL) is the weak geometric lemma (for vertical β-numbers in the
present context).
The letters (LSC) stand for local symmetry condition: this property merits a brief discus-
sion here, because finding – and applying – the appropriate analogue in H is the main
novelty of the note. Given two points x, y ∈ Rn, the symmetric point of y relative to x is
Sx(y) := 2x− y.
This is the point obtained by mirroring y about the centre x. A set E ⊂ Rn will (in this
note at least) be called symmetric, if
x, y ∈ E =⇒ Sx(y) ∈ E.
More generally, a closed m-regular set E ⊂ Rn satisfies the (LSC), if it is "symmetric
up to a small error" at most scales and places (see Definition 3.4). The argument in [10,
Section 5] can be viewed as a quantitative proof of the following claim: a closed symmet-
ric m-regular subset of Rn is an m-plane. As a corollary (of the quantitative proof), if a
closed m-regular set satisfies the (LSC), then it is "close" to an m-plane at most scales and
locations. This is the proof idea of the implication (LSC) =⇒ (WGL) in Rn.
What should be the analogue of a symmetric point in H? Imitating the Euclidean
definition, one could set SHp (q) = p · q−1 · p for p, q ∈ H. Then, one could define the
4 TUOMAS ORPONEN
(LSC), and one might even be able to prove the implication (LSC) =⇒ (WGL). However,
the resulting notion of (local) symmetry would have nothing to do with horizontally
antisymmetric kernels.
It seems that a more appropriate definition of symmetric point is the following:
Σp(q) := p · p−1 · q, p, q ∈ H, (1.5)
where (x, y, t) = (−x,−y, t), as in Definition 1.2. It turns out that this notion of symmetric
points can be characterised in various different ways, as will be discussed in Section 2.1.
Also, Theorem 2.22 below shows that closed 3-regular symmetric sets in H are subsets of
vertical planes (they can be strict subsets of planes in H, as opposed to Rn). Moreover,
Theorem 4.2 shows that the (LSC) derived from (1.5) is implied by the L2-boundedness
of singular integrals with admissible kernels, as in Definition 1.3. These observations
combined (essentially) prove Theorem 1.4.
1.2. Basic notation and other conventions. In the first Heisenberg group H = (R3, ·), I
will use the group law
(x, y, t) · (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 12(xy′ − yx′)),
and the (Korányi) metric d(p, q) = ‖q−1 · p‖ induced by the norm-like quantity
‖p‖ := ((x2 + y2)2 + 16t2)1/4, p = (x, y, t) ∈ H.
For r > 0, I write δr : H→ H for the dilatation
δr(p) = (rx, ry, r
2t), p = (x, y, t) ∈ H.
Open balls in the metric d will be denoted by B(p, r), with p ∈ H and r > 0. The s-
dimensional Hausdorff measure on H, defined via the metric d, is denoted by Hs. The
notation A .P B means that A ≤ CB, where C ≥ 1 is a constant depending only on the
parameter P . The two-sided inequality A .P B .Q. A is abbreviated to A ∼P,Q B.
2. THE STRUCTURE OF SYMMETRIC SETS IN H
2.1. Symmetric points in H. Here is the Euclidean definition once more:
Definition 2.1 (Symmetric points in R2). Given two points x, y ∈ R2, we denote by
Sx(y) = 2x−y the symmetric point of y relative to x. A setE ⊂ R2 is symmetric, if Sx(y) ∈ E
for all x, y ∈ E.
I denote by pi : H → R2 the projection pi(x, y, t) = (x, y), which is a group homomor-
phism (H, ·)→ (R2,+). Points in R2 are typically denoted by z, and points in H are typ-
ically denoted by p, q. I will often identify R2 with the horizontal plane H := {(x, y, 0) :
x, y ∈ R} ⊂ H. In particular, if z ∈ R2 and p ∈ H, the notation p · z stands for p · (z, 0).
Also, without special mention, I often write points p ∈ H in the form p = (z, t), where
z = pi(p).
Definition 2.2 (Lifts). Given two points p, q ∈ H, the p-lift of q is the point
q|p = p · (pi(q)− pi(p)). (2.3)
Then q|p is the unique point in the plane p ·H which pi-projects to pi(q): in other words,
q|p is characterised by the properties
pi(q|p) = pi(q) and p−1 · q|p ∈ H. (2.4)
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Given a sequence of points (q1, . . . , qn) ∈ Hn, and a (base) point p ∈ H, the p-lift of the
sequence σ = (q1, . . . , qn) is the sequence σ|p = (p1, . . . , pn) ∈ Hn determined by p1 = q1|p
and
pj+1 = qj+1|pj 1 ≤ j ≤ n− 1.
In fact, I will only need to lift points and sequences lying on R2.
Definition 2.5 (Symmetric points in H). Given two points p, q ∈ H, the symmetric point of
q relative to p is the point
Σp(q) := Spi(p)(pi(q))|q = q · [Spi(p)(pi(q))− pi(q)].
A set E ⊂ H is symmetric, if Σp(q) ∈ E for all p, q ∈ E.
The symmetric point of q relative to p is obtained by projecting both points to the plane
H ∼= R2, then mirrorig pi(q) relative to the centre pi(p), and finally lifting the result back
to the horizontal plane q ·H . For computational purposes, I record a simple formula for
Σp(q), which also appeared in (1.5). For p = (z, t) ∈ H, write p¯ := (−z, t). For later, I note
that p 7→ p¯ is clearly a group isomorphism and an isometry.
Lemma 2.6. For p, q ∈ H,
Σp(q) = p · p−1 · q.
Proof. Write w := p · p−1 · q. Then, by (2.4), one has w = Spi(p)(pi(q))|q =: Σp(q), if and
only if
(i) pi(w) = Spi(p)(pi(q)), and
(ii) q−1 · w ∈ H .
To verify (i), note that pi(w) = −pi(w) for all w ∈ H. Then compute as follows:
pi(w) = pi(p)− pi(p−1 · q) = pi(p) + (pi(p)− pi(q)) =: Spi(p)(pi(q)).
To see (ii), note that q−1 · w = (q−1 · p) · (p−1 · q) = v−1 · v¯, where v := (z, t) := p−1 · q.
Then,
v−1 · v¯ = (−z,−t) · (−z, t) = (−2z, 0) ∈ H,
as claimed. The proof is complete. 
Example 2.7. From Lemma 2.6, one immediately gets
Σ0(q) = 0 · 0−1 · q = q¯.
This equation is, later on, the link to horizontally antisymmetric kernels.
If p = (a, b, c) and q = (x, y, t), one can further compute that
Σp(q) = p · p−1 · q = (2a− x, 2b− y, t− ax+ by). (2.8)
Remark 2.9. Here is one more description of Σp(w) (which I will not explicitly need). If
p−1 · q lies on the t-axis, then Σp(q) is simply q. Otherwise, there is a unique vertical
subgroup W satisfying p · W = q · W, and further q lies on a unique horizontal line
L ⊂ p ·W. The line L contains a unique point w 6= q with
d(p, w) = d(p, q),
and this point is w = Σp(q). This is easy to verify: it is immediate from the definition
that Σp(q) lies on the same vertical plane p ·W as p, q (since Spi(p)(pi(q)) does), and also on
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some common horizontal line with q – namely the unique such line contained in p ·W.
Finally, from Lemma 2.6 one infers that
d(p,Σp(q)) = ‖p−1 · p · p−1 · q‖ = ‖p−1 · q‖ = ‖p−1 · q‖ = d(p, q).
2.2. Properties of symmetric sets in H. The next aim is to describe the structure of sym-
metric sets in H: it turns out that they are either subsets of vertical planes, or then some-
thing substantially larger. First, a nearly trivial lemma:
Lemma 2.10. Assume that E ⊂ H is symmetric. Then pi(E) ⊂ R2 is symmetric.
Proof. Let pi(p), pi(q) ∈ pi(E) with p, q ∈ E. Then Σp(q) ∈ E, hence
Spi(p)(pi(q)) = pi(Σp(q)) ∈ pi(E).
This means, by definition, that pi(E) is symmetric in R2. 
Motivated by this observation, one is first tempted to study symmetric sets in R2:
Lemma 2.11. Assume that A ⊂ R2 is symmetric, and 0, a, b ∈ A. Then
(Za+ Zb) \ [(2Z+ 1)a+ (2Z+ 1)b] ⊂ A.
Proof. We will show this in the case a = e1 = (1, 0) and b = e2 = (0, 1). By induction, it
suffices to show that every point
(m,n) ∈ [Z× Z \ (2Z+ 1)× (2Z+ 1)] \ {0, e1, e2}
can be expressed as (m,n) = S(m1,n1)(m2, n2), where
(m1, n1), (m2, n2) ∈ Z× Z \ (2Z+ 1)× (2Z+ 1),
and
|m1|+ |n1|+ |m2|+ |n2| < 2(|m|+ |n|). (2.12)
The proof is most clearly conveyed by a picture, see Figure 1: use points close to the
origin to construct further points by "jumping over" the previously constructed points. It
is slightly curious that points (m,n) ∈ (2Z + 1) × (2Z + 1) do not appear. The rigorous
proof requires plenty of case chase depending on whether m or n is even, and whether
m ≤ 0, m > 0, n ≤ 0, n > 0. I only consider the case when m,n ≥ 0 and m is even (the
case where n is even is symmetric). Also, the case where either m = 0 or n = 0 is easy
(for example (m, 0) = S(m−1,0)(m − 2, 0)), so I assume that m,n ≥ 1. If also n is even, I
note that
(m− 2, n), (m− 1, n) ∈ Z× Z \ (2Z+ 1)× (2Z+ 1).
Clearly (2.12) is also satisfied, and
S(m−1,n)(m− 2, n) = (2(m− 1)− (m− 2), 2n− n) = (m,n),
as required. This situation corresponds to (roughly) vertical and horizontal arrows in
Figure 1. If n is odd, then consider the points
(m− 2, n− 2), (m− 1, n− 1) ∈ Z× Z \ (2Z+ 1)× (2Z+ 1),
and note that (2.12) is again satisfied. Further,
S(m−1,n−1)(m− 2, n− 2) = (2(m− 1)− (m− 2), 2(n− 1)− (n− 2)) = (m,n),
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0
FIGURE 1. Constructing the set Z× Z \ (2Z+ 1)× (2Z+ 1) from the gen-
erators {(0, 0), (1, 0), (0, 1)}. An arrow ending at a point shows how it can
be found as a symmetric point of two previously constructed points.
as desired. This corresponds to the diagonal arrows in Figure 1. We leave the other cases
to the reader, as it is quite easy to see from Figure 1 what to do. The case of general a, b
reduces to the one treated above, as the map ι : (m,n) 7→ am+ bn commutes with S:
Sι(m1,n1)(ι(m2, n2)) = ι(S(m1,n1)(m2, n2)).
In other words, if am+ bn ∈ (Za+Zb)\ [(2Z+1)a+(2Z+1)b], then then one can first use
the argument above to find (m1, n1), (m2, n2) with S(m1,n2)(m2, n2) = (m,n), and then
Sam1+bn1(am2 + bn2) = ι(S(m1,n2)(m2, n2)) = ι(m,n) = am+ bn.
This completes the proof. 
Remark 2.13. The assumption that 0 ∈ A is not essential: if a, b, c ∈ A, then
a+ (Z(b− a) + Z(c− a)) \ [(2Z+ 1)(b− a) + (2Z+ 1)(c− a)] ⊂ A,
which follows from the previous lemma applied to the (symmetric) set A− a.
Next, I aim to show that if E ⊂ H is symmetric, then the (symmetric) set pi(E) contains
plenty of sequences, whose lifts lie inside E.
Definition 2.14. A checkers sequence in a planar set A ⊂ H is a sequence (x1, . . . , xn) ⊂ An
with the following property: for every 1 ≤ j ≤ n−1, there exists a point yj ∈ A such that
xj+1 = Syj (xj).
Thus, checkers sequences are those sequences inAwhich can be obtained by "jumping
over other points inA". The point of the definition is that ifE is symmetric, then checkers
sequences in pi(E) can be lifted without leaving E:
Lemma 2.15. Let E ⊂ H be symmetric, and let q ∈ E. Let (z1, . . . , zn) ∈ (pi(E))n be a checkers
sequence with z1 = pi(q). Then the q-lift of (z1, . . . , zn) is contained in E.
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Proof. Let q1, . . . , qn ⊂ H be the q-lift of z1, . . . , zn, so that in particular pi(qj) = zj for all
1 ≤ j ≤ n. Then
q1 = z1|q = pi(q)q = q ∈ E.
Next, assume inductively that qj ∈ E for some j ≥ 1: the aim is to prove that qj+1 ∈ E.
By definition of the q-lift of a sequence, one has
qj+1 = zj+1|qj , (2.16)
where qj ∈ E. Since (z1, . . . , zn) is a checkers sequence, there exists pi(pj) ∈ pi(E) such
that zj+1 = Spi(pj)(zj) = Spi(pj)(pi(qj)). Combining this with (2.16) and the symmetry
assumption (on E) yields
qj+1 = Spi(pj)(pi(qj))|qj =: Σpj (qj) ∈ E.
This completes the induction. 
So, to construct more points from existing points in a symmetric set E ⊂ H, it might
suffice to find checkers sequences in pi(E), and lift them. This leads to the question:
which sequences in pi(E) are checkers sequences?
Lemma 2.17. Assume thatA ⊂ R2 is symmetric, and 0, a, b ∈ A. A sequence σ = (z1, . . . , zn) ∈
(2Za+ 2Zb)n ⊂ An is called connected, if
zj+1 ∈ {zj + 2a, zj − 2a, zj + 2b, zj − 2b}, 1 ≤ j ≤ n− 1.
Connected sequences are checkers sequences in A.
Proof. Let σ = (z1, . . . , zn) ∈ (2Za + 2Zb)n be a connected sequence: fix 1 ≤ j ≤ n − 1,
and assume for example that zj+1 = zj − 2a. Since zj ∈ 2Za+ 2Zb, we see that
yj := zj − a ∈ (Za+ Zb) \ [(2Z+ 1)a+ (2Z+ 1)b] ⊂ A
by Lemma 2.11. Further,
zj+1 = zj − 2a = Szj−a(zj) = Syj (zj),
which means that σ is a checkers sequence in A. The other cases are similar. 
The main consequence of the lemma is the existence of closed checkers sequences:
Lemma 2.18. Let A ⊂ R2 be symmetric with 0, a, b ∈ A. Then, for any z ∈ (2Za + 2Zb), the
sequences
σ+z := (z, z + 2a, z + 2a+ 2b, z + 2b, z) and σ
−
z := (z, z − 2a, z − 2a− 2b, z − 2b, z)
are checkers sequences (that is, checkers loops) in A.
Proof. The loops σ+z , σ−z ∈ (2Za + 2Zb)5 are evidently connected, so the claim follows
from the previous lemma. 
I suppress the dependence of σ+z and σ−z on a, b from the notation, because the points
a, b will be "fixed" in future applications. It is one of the most fundamental features of H
that the q-lift of a loop ends up either strictly "above" or "below" q. Here are the numbers:
Lemma 2.19. Let z, a = (a1, a2), b = (b1, b2) ∈ R2, and let p = (z, t) ∈ H. Then, the p-
lift of the loop σ+z terminates at (z, t + 4 det(a, b)), and the p-lift of the loop σ−z terminates at
(z, t− 4 det(a, b)), where det(a, b) := a1b2 − a2b1.
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Proof. Write σ+ := (z1, z2, z3, z4, z5) for brevity, where
z1 = z = z5, z2 = z + 2a, z3 = z + 2a+ 2b, and z4 = z + 2b.
By (2.3), the p-lift of the loop σ+ is the sequence consisting of the points
p, p · [z2 − z1], p · [z2 − z1] · [z3 − z2], p · [z2 − z1] · [z3 − z2] · [z4 − z3],
and
p · [z2 − z1] · [z3 − z2] · [z4 − z3] · [z5 − z4] = p · 2a · 2b · (−2a) · (−2b).
So, the lift terminates at p · 2a · 2b · (−2a) · (−2b), and one may easily compute that
2a · 2b · (−2a) · (−2b) = (0, 0, 2a12b2 − 2a22b1) = (0, 0, 4 det(a, b)),
so p · 2a · 2b · (−2a) · (−2b) = (z, t+ 4 det(a, b)). The proof is similar for σ−. 
Now, we are prepared to study the structure of symmetric sets in H:
Proposition 2.20. Let E ⊂ H be symmetric, and assume that 0, a, b ∈ pi(E). Then
2Za+ 2Zb ⊂ pi(E),
and and for all z ∈ 2Za× 2Zb, there exists a number tz ∈ R such that
(z, tz + 4Zdet(a, b)) ⊂ E.
Proof. Since pi(E) is symmetric, the first claim follows immediately from Lemma 2.11.
Consequently, for z ∈ 2Za + 2Zb ⊂ pi(E), there exists tz ∈ R such that p = (z, tz) ∈ E.
The sequences σ+z and σ−z are checkers loops, so their p-lifts are contained inE by Lemma
2.15. In particular, their endpoints are contained in E, and these points are
{p1, p2} := (z, tz ± 4 det(a, b)) (2.21)
by the previous lemma. Now, the same argument can be iterated, replacing p by the two
points in (2.21) (that is, considering the p1- and p2-lifts of σ±z , which again terminate in
the set (z, tz + 4Zdet(a, b)) ∩ E). This proves the second statement. 
2.3. Structure of symmetric 3-regular sets in H.
Theorem 2.22. Let E ⊂ H be symmetric and 3-regular. Then E is contained on a vertical plane.
Proof. Assume to the contrary: E is not contained on a vertical plane, which means that
pi(E) ⊂ R2 is not contained on a line. After a translation, one may assume that 0 ∈ pi(E).
Further, there exist two linearly independent vectors a, b ∈ pi(E) \ {0}. From Proposition
2.20, one infers that E contains all points of the form
(z, tz + 4k det(a, b)), (z, k) ∈ (2Za× 2Zb)× Z, (2.23)
form some tz ∈ R. Now, to reach a contradiction, it remains to count how many of these
points there are in B(0,M), for a suitably large M ≥ 1, and find that this contradicts the
3-regularity of E. Note that B(0,M) contains a box of the form R := [−L,L]× [−L,L]×
[−L2, L2], where L ∼ M . Evidently, R contains ∼a,b M4 points of the form (2.23), where
the implicit constant depends on a, b, and det(a, b) 6= 0. Also, all points of the form (2.23)
are pairwise separated by ρ ∼a,b 1. Since
H4(E ∩B(p, ρ)) & ρ3, p ∈ E,
by the 3-regularity of E, one concludes that
M4ρ3 .a,b H3(E ∩B(0,M)) .M3.
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This gives the desired contradiction for M  ρ−3 ∼a,b 1. 
Remark 2.24. Any union of horizontal lines contained in a fixed vertical plane is a sym-
metric set. Such unions can easily be 3-regular without covering all of the plane. So,
Theorem 2.22 cannot be upgraded to the statement that closed symmetric 3-regular sets
are vertical planes.
3. THE LOCAL SYMMETRY CONDITION AND THE WEAK GEOMETRIC LEMMA
The following notion is a relaxed and localised version of symmetry. It is a slightly
weaker variant of a condition appearing in [10, Section 4]:
Definition 3.1. Fix τ > 0. A closed set E ⊂ H is called τ -symmetric in a ball B(p, r), if for
all q1, q2 ∈ E ∩B(p, r), the exists q′1 ∈ E ∩B(q1, rτ) such that dist(Σq′1(q2), E) ≤ τr.
Remark 3.2. The original David-Semmes definition given at the head of [10, Section 4] is
slightly simpler: the direct analogue here would say that E is τ -symmetric in B(p, r), if
for all q1, q2 ∈ E ∩ B(p, r) one has dist(Σq1(q2), E) ≤ τr. The technical problem behind
the additional twist in Definition 3.1 is that the map q1 7→ Σq1(q2) is not Lipschitz in H.
This is easiest to observe when q2 = 0, because q1 7→ Σq1(0) is essentially the projection
to the xy-plane: by Lemma 2.6,
Σ(x,y,t)(0) = (x, y, t) · (x, y, t)−1 · 0 = (x, y, t) · (x, y,−t) = (2x, 2y, 0) =: 2pi(x, y, t).
Now consider points of the form p = (x, 0, 0) and q = (x, y,−xy/2) with |x|  |y|:
d(pi(p), pi(q)) = d((x, 0, 0), (x, y, 0)) = ‖(0,−y, yx2 )‖ &
√
|yx|,
yet
d(p, q) = ‖(−x,−y,−xy/2) · (x, 0, 0)‖ = ‖(0,−y,−xy2 + xy2 )‖ ∼ |y|,
so d(pi(p), pi(q))  d(p, q), and hence q1 7→ Σq1(0) is not Lipschitz. So, in H, the direct
analogue of the David-Semmes definition would be quite unstable. To elaborate a little
more, the next section contains an argument showing that non-τ -symmetric balls B(p, r)
are rare: if one used the David-Semmes definition, such balls would, by definition, con-
tain a pair of points q1, q2 with dist(Σq1(q2), E) > τr. But the argument in the next section
needs more, namely that
dist(Σq′1(q
′
2), E) ≥ τr/2, whenever d(q′1, q1) τr and d(q′2, q2) τr. (3.3)
Such a "self-improvement" of non-symmetry is automatic if both maps q1, q1 7→ Σq1(q2)
are Lipschitz – and, conversely, seems impossible to deduce in the present setting. On
the other hand, if B(p, r) is non-τ -symmetric in the sense of Definition 3.1, then (3.3) is
easily seen to be true (also using that q2 7→ Σq1(q2) is 1-Lipschitz).
From now on, I only discuss closed 3-regular sets E ⊂ H.
Definition 3.4 (Local symmetry condition). A closed 3-regular set E satisfies the local
symmetry condition, if the non-τ -symmetric balls centred on E satisfy a Carleson packing
condition, for any τ > 0. More precisely, for every τ > 0 there is a constant Cτ > 0 such
that the following holds: for all p0 ∈ E and R > 0,∫ R
0
H3({p ∈ B(p0, R) : E is not τ -symmetric in B(p, r)}) dr
r
≤ CτR3. (3.5)
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The main purpose of this section is to demonstrate that the local symmetry condition
implies the weak geometric lemma for vertical β-numbers. Recall (from [3, Definition
3.3] for example) that the vertical β-number of E in a ball B(p, r) is the quantity
βE(p, r) := inf
W
sup
y∈B(p,r)∩E
d(y,W)
r
,
where the inf runs over all vertical planes W (that is, translates of planes containing the
t-axis). The weak geometric lemma for vertical β-numbers, introduced in [3, Definition 3.5],
is the statement (3.7) below: in short, balls centred on E with non-negligible vertical
β-numbers satisfy a Carleson packing condition.
Proposition 3.6. Assume that E ⊂ H is a closed 3-regular set satisfying the (LSC). Then, for
any  > 0, the estimate∫ R
0
H3({p ∈ B(p0, R) : βE(p, r) ≥ }) dr
r
≤ CR3 (3.7)
holds for all p0 ∈ E and R > 0. The constant C ≥ 1 depends on , the constants in the (LSC),
and the 3-regularity constant of E.
The weak geometric lemma in Rn was originally introduced by David and Semmes,
see [10, Section 5]. Theorem 3.6 easily follows from the next lemma, which states that if
βE(p, r) ≥ , then there is a constant τ = τ() > 0 and a ball B "comparable" to B(p, r)
such that E is not τ -symmetric in B.
Lemma 3.8. For every A,  > 0 there is a constant τ = τ(A, ) > 0 such that the following
holds. Assume that E ⊂ H is closed and 3-regular with constant at most A, and B(p, r) is a ball
with p ∈ E and r > 0 such that βE(p, r) ≥ . Then, there exist two points q1, q2 ∈ E∩B(p, r/τ)
such that
dist(Σq′1(q2), E) > τr for all q
′
1 ∈ E ∩B(q1, τr).
In particular, E is not τ2-symmetric in B(p, r/τ).
Proof. If the conclusion fails for sufficiently small τ > 0, then E is "essentially symmet-
ric" in B(p, r/τ) and hence E ∩B(p, r) should be contained in an arbitrarily small neigh-
bourhood of a vertical plane, violating βE(p, r) ≥ . This could be done so – emulating
arguments from the previous section – that the dependence between A,  and τ becomes
effective; this approach seems so tedious, however, that I resort to compactness.
In other words, I make a counter assumption: for every τ = 1/i, there exists a closed
3-regular set Ei, with regularity constant at most A, and with the following properties:
• 0 ∈ Ei and βEi(0, 1) ≥ ,
• For all p, q ∈ Ei ∩B(0, i) there exists p′ ∈ E ∩B(p, 1/i) with
dist(Σp′(q), Ei) ≤ 1
i
.
A proper counter assumption would, in fact, allow for different balls B(pi, iri) for every
i ∈ N, but since all the assumptions and conclusions are translation and scaling invariant,
one may reduce to the case pi ≡ 0 and r0 ≡ 1. Replacing the sets Ei by a subsequence,
one may further assume that they converge locally in the Hausdorff metric to a closed
3-regular set E ⊂ H. By local convergence, I mean that the Hausdorff distance between
Ei ∩B(0, N) and E ∩B(0, N)
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tends to zero for everyN ∈ N fixed: it is well-known that 3-regularity is preserved under
such convergence. It is clear that 0 ∈ E, so E 6= ∅. Also, the vertical β-numbers are stable
under Hausdorff convergence:
βE(0, 1) ≥ .
Now, I claim that E is symmetric, which will immediately contradict Theorem 2.22. Pick
distinct points p, q ∈ E, and find sequences (pi), (qi) with pi, qi ∈ Ei, pi → p and qi → q.
Evidently pi, qi ⊂ Ei ∩ B(0, i) for i ∈ N sufficiently large. Consequently, for these i, by
definition of Ei, there exist points p′i ∈ Ei ∩B(pi, 1/i) and wi ∈ Ei such that
d(Σp′i(qi), wi) ≤
1
i
.
Clearly Σp′i(qi) → Σp(q) as i → ∞, so also d(Σp(q), wi) → 0, and finally Σp(q) ∈ E, since
E is closed. This shows that E is symmetric and completes the proof of Lemma 3.8. 
Proof of Proposition 3.6. Fix p0 ∈ E and R > 0, and consider a point p ∈ B(p0, R) and a
radius 0 < r ≤ R such that βE(p, r) ≥  > 0. Then, Lemma 3.8 says that E is not τ2-
symmetric in B(p, r/τ), for some τ depending only on  and the 3-regularity constant of
E. Consequently,∫ R
0
H3({p ∈ B(p0, R) : βE(p, r) ≥ }) dr
r
≤
∫ R
0
H3({p ∈ B(p0, R) : E is not τ2-symmetric in B(p, r/τ)}) dr
r
. R3
by (3.5). This concludes the proof of Proposition 3.6. 
4. BOUNDEDNESS OF SINGULAR INTEGRALS IMPLIES LOCAL SYMMETRY
In this section, I show that if all singular integrals with admissible kernels (Definition
4.1) are L2-bounded on a closed 3-regular set E ⊂ H, then E satisfies the local symmetry
condition – and hence the weak geometric lemma for vertical β-numbers by Proposition
3.6. This concludes the proof of Theorem 1.4.
The remaining proofs in the paper are extremely similar to arguments in [10, Sections
2-4], and they are only included for the reader’s convenience. I start by making a few
relevant definitions; then I recall the main steps of the proof in [10], and finally I give a
few details for the parts which are slightly different in H and Rn.
Definition 4.1 (Admissible kernels). A smooth function K : H \ {0} → R is called an
admissible kernel, if the following requirements are met:
• K is horizontally antisymmetric, that is K(p¯) = −K(p) for p ∈ H \ {0},
• K satisfies
|∇jHK(p)| ≤ C(j)‖p‖−3−j , j ∈ {0, 1, 2, . . .}.
The functions K1(p) = X‖p‖−2 and K2(p) = Y ‖p‖−2 are the primary examples of
admissible kernels, see the explicit formula above [4, Definition 2.5] for the horizontal
antisymmetry, and [7, Proposition 3.11] for the derivative estimate. To an admissible
kernel K, and a number  > 0, one associates an operator TK,,
TK,ν(p) :=
∫
{‖q−1·p‖>}
K(q−1 · p) dν(q),
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acting on complex Borel measures ν with finite total variation. Given a positive, locally
finite Borel measure µ, one says that TK is bounded on L2(µ), if
‖TK,(fµ)‖L2(µ) ≤ C‖f‖L2(µ), f ∈ L1(µ) ∩ L2(µ),
for some constant C ≥ 1 independent of  > 0. So, as is standard in the field, one
altogether omits discussing the existence of the operator TK . Thus, speaking about its
L2-boundedness is just a short way of expressing that the operators TK, are bounded
uniformly on L2(µ).
Here is the main result of the section:
Theorem 4.2. Assume that E ⊂ H is a closed 3-regular set, and TK is bounded on L2(H3|E)
for all admissible kernels K. Then E satisfies the local symmetry condition, Definition 3.4.
4.1. Steps of the proof. As I mentioned earlier, the proof of Theorem 4.2 follows ex-
tremely closely the argument of David and Semmes in [10]. I will briefly explain the two
main steps involved.
In [10], David and Semmes study singular integrals associated to smooth, odd kernels
K : Rn\{0} → R, satisfying the decay requirements from Definition 4.1 for the Euclidean
derivatives, and with "3" replaced by any integer 0 < m < n (the dimension of E ⊂ Rn).
For a fixed m-regular set E ⊂ Rn, Condition "(C1)" in [10] postulates that the operators
TK associated to all such kernels K are bounded on L2(Hm|E), in the same sense as
above. According to [10], this is one possible definition for the uniform m-rectifiability
of E.
In [10, Section 3], David and Semmes show that condition "(C1)" implies another con-
dition, known simply as "(C2)", which postulates the following (again for a fixed m-
regular set E ⊂ Rn): whenever ψ : Rn → R is smooth, odd, and has compact support,
then∑
2−k≤R
∫
B(x0,R)
∣∣∣∣∫
E
ψ2−k(x− y) dHm(y)
∣∣∣∣2 dHm(x) ≤ CRm, x0 ∈ E, R > 0. (4.3)
Here ψr(z) := r−mψ(z/r) for z ∈ Rn.
Finding the Heisenberg analogue of the condition "(C2)" inH requires no imagination:
Definition 4.4 (Condition (C2)). A closed 3-regular set E ⊂ H satisfies condition (C2) if
for all smooth, horizontally antisymmetric functions ψ : H → R, with compact support
sptψ ⊂ H \ {0}, one has∑
2−k≤R
∫
B(p0,R)
∣∣∣∣∫
E
ψ2−k(q
−1 · p) dH3(q)
∣∣∣∣2 dH3(p) ≤ CR3, p0 ∈ E, R > 0. (4.5)
Here ψr(q) = r−3ψ(δr−1(q)) for q ∈ H.
One can follow the argument in [10, Section 3] to arrive at the following conclusion:
Proposition 4.6. Assume that E ⊂ H is closed and 3-regular, and all singular integrals asso-
ciated to admissible kernels are bounded on L2(H3|E). This is our assumption (C1). Then E
satisfies condition (C2).
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Indeed, David and Semmes start with an odd function ψ, as in "(C2)". Then, to verify
(4.3), they consider antisymmetric kernels K of the form
K(x) =
N∑
k=−N
j · ψ2−k(x), x ∈ Rn, N ∈ N, (4.7)
to which the boundedness assumption "(C1)" can be applied; here j ∈ {−1, 1}. In the
present setting, one rather starts with a horizontally antisymmetric function ψ, with com-
pact support sptψ ⊂ H \ {0}. Then (4.7) yields a horizontally antisymmetric kernel. The
admissibility condition (ii) for K follows from the assumption on sptψ: it implies that
the terms in the sum definingK(p) vanish for all k, except for those with 2−k ∼ψ ‖p‖. For
such terms, one can estimate |∇jHψ2−k(p)|, j ∈ N, by first noting that horizontal deriva-
tives and the dilatations δr commute in the same way as Euclidean derivatives and di-
latations, for example X(ψ ◦ δr)(p) = rXψ(δr(p)). Consequently, the assumption (C1)
about admissible kernels applies to K, and the proof of Proposition 4.6 can be completed
as in [10].
The proof of Theorem 4.2 has now been reduced to the claim that condition (C2) im-
plies the local symmetry condition. Since the local symmetry condition in H is slightly
different from the one employed by David and Semmes (recall Remark 3.2), I give all the
details. It is a little questionable if this makes sense: the local symmetry condition in the
present paper was slightly tweaked (compared to the original) exactly for the purpose
that the following argument would work in the same way as in [10, Section 4].
Proof of Theorem 4.2. To show that the local symmetry condition is satisfied, one needs
to fix τ ∈ (0, 1), p0 ∈ E, R > 0, and verify the Carleson packing condition from (3.5),
namely ∫ R
0
H3({p ∈ B(p0, R) : E is not τ -symmetric in B(p, r)}) dr
r
≤ CτR3. (4.8)
Before fixing a non-τ -symmetric ball B(p, r), I start with some preliminary construc-
tions. Fix a constant C ≥ 1, and let B1, . . . , BN , N = N(τ) ∈ N be an enumeration of
all the balls of radius 4(τ/C), where the centre lies in a (τ/C)-net of {pj}j∈N ⊂ B(0, 5).
Assume for a moment that the following holds for some point q ∈ H:
q ∈ E ∩B(0, 5) and dist(Σ0(q), E) ≥ τ. (4.9)
Then, if C ≥ 1 was chosen large enough, there exists j ∈ {1, . . . , N} such that
B(q, τ/C) ⊂ 12Bj = B(pj , 2(τ/C)) (4.10)
and
dist(Σ0(Bj), E) ≥ 9τ
C
, (4.11)
where Σ0(Bj) = {Σ0(p) : p ∈ Bj}. Simply pick a net point pj with d(q, pj) < τ/C; then
the associated ball Bj = B(pj , 4(τ/C)) satisfies (4.10)-(4.11) if C is large enough. Note
that if Bj satisfies (4.10)-(4.11), then, using first that q ∈ Bj and diam(Bj) = 8τ/C, and
then (4.11), one gets
dist(Σ0(Bj), Bj) ≥ dist(Σ0(Bj), q)− 8τ
C
≥ τ
C
. (4.12)
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In particular, (4.12) implies that
‖p‖ ≥ τ
2C
, p ∈ Bj ∪ Σ0(Bj), (4.13)
because otherwise d(Σ0(p), p) = d(p¯, p) ≤ 2‖p‖ < τ/C. Only the balls Bj arising from
some q as in (4.9) will be of interest in the sequel, so the rest may now be discarded; in
particular, one may assume that (4.12)-(4.13) holds for all the ballsBj with j ∈ {1, . . . , N}.
Next, for j ∈ {1, . . . , N} fixed, choose a smooth function ψ˜j : H → [0, 1] which is
supported on B¯j and equals one on 12Bj . Then, recalling (4.12)-(4.13), and defining
ψ(p) =
{
−ψ˜(Σ0(p)), p ∈ Σ(Bj),
ψ˜(p), p ∈ H \ Σ(Bj),
yields a smooth horizontally antisymmetric function ψ which is non-negative outside
Σ0(Bj), and satisfies
sptψ ⊂ B¯j ∪ Σ0(Bj) ⊂ H \ {0} and ψj(p) = 1 for p ∈ 12Bj .
Next, moving towards (4.8), fix a ball B, centred at E with radius 0 < r < R, as in
(4.8), where E is not τ -symmetric. Thus, there exist q1, q2 ∈ E ∩B such that
dist(Σq′1(q2), E) ≥ τr for all q′1 ∈ E ∩B(q1, τr). (4.14)
Let k ∈ Z be the least integer such that 2−k ≤ r. Then, (4.14) holds with r replaced by
2−k. For notational convenience, I will assume that r = 2−k: to be accurate, the reader
should replace future occurrences of r by 2−k.
Fix q′1 ∈ E ∩B(q1, τr), and consider
q := δr−1(q
′−1
1 · q2) and E˜ := δr−1(q′−11 · E). (4.15)
Then, note that q ∈ E˜ ∩B(0, 5), and
Σ0(q) = δr−1(q
′−1
1 · q2) = δr−1(q′−11 · Σq′1(q2)).
By the definition of E˜, and (4.14), this implies that
d(Σ0(q), E˜) = d([δr−1(q
′−1
1 · Σq′1(q2))], [δr−1(q′−11 · E)]) =
dist(Σq′1(q2), E)
r
≥ τ.
This means that the assumption (4.9) is satisfied by the point q, and the set E˜ in place of
E. Hence, there exists j ∈ {1, . . . , N} such that (4.10)-(4.11) hold (still with E˜ in place of
E). Consider the associated function ψj . The next task will be to show that∫
E
ψj
2−k(q
′−1
1 · p) dH3(p) =
∫
E
ψjr(q
′−1
1 · p) dH3(p) &τ 1, (4.16)
where, I recall, φr(p) = r−3φ(δr−1(p)) for p ∈ H. I first claim that the integrand in (4.16)
is non-negative for all p ∈ E. To see this, recall that ψj is non-negative outside Σ0(Bj).
Then,
p ∈ E =⇒ δr−1(q′−11 · p) ∈ E˜
(4.11)
=⇒ δr−1(q′−11 · p) /∈ Σ0(Bj),
and this proves the claim by the definition of ψjr . So, to prove (4.11), it suffices to show,
by the 3-regularity of E, that
ψjr(q
′−1
1 · p) = r−3, p ∈ B(q2, rτ/C). (4.17)
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By (4.10), and the definition of ψj , one knows that ψj(p) = 1 as long as d(p, q) ≤ τ/C, so
(4.17) follows if one manages to check that
d(δr−1(q
′−1
1 · p), q) ≤
τ
C
, p ∈ B(q2, rτ/C).
But this follows immediately from the definition of q from (4.15):
d(δr−1(q
′−1
1 · p), q) = d(δr−1(q′−11 · p), δr−1(q′−11 · q2)) =
d(p, q2)
r
≤ τ
C
, p ∈ B(q2, rτ/C).
This proves (4.16). Different choices of q′1 ∈ E ∩ B(q1, τr) – as in (4.14) – may lead to
different indices j ∈ {1, . . . , N}, but in any case
N∑
j=1
∫
E
ψj
2−k(q
′−1
1 · p) dH3(p) &τ 1, q′1 ∈ E ∩B(q1, τr) ⊂ E ∩ 2B. (4.18)
Consequently,
N∑
j=1
∫
E∩2B
∣∣∣∣∫
E
ψj
2−k(q
′−1
1 · p) dH3(p)
∣∣∣∣2 dH3(q′1) & H3(E ∩B(q1, τr)) ∼τ H3(E ∩B).
The proof above shows that this estimate holds for all balls B which are centred on E,
have radius in the interval [2−k, 2−k+1), and with the property that E is not τ -symmetric
in B. Covering the set {p ∈ B(p0, R) : E is not τ -symmetric in B(p, r)} by such balls
(with bounded overlap), this leads to the following estimate:∫ 2−k+1
2−k
H3({p ∈ B(p0, R) : E is not τ -symmetric in B(p, r)} dr
r
.τ
N∑
j=1
∫
E∩B(p0,2R)
∣∣∣∣∫
E
ψj
2−k(q
−1 · p) dH3(p)
∣∣∣∣2 dH3(q).
Finally, summing up the intervals [2−k, 2−k+1) intersecting [0, R] gives∫ R
0
H3({p ∈ B(p0, R) : E is not τ -symmetric in B(p, r)}) dr
r
.τ
N∑
j=1
∑
2−k≤2R
∫
B(p0,2R)
∣∣∣∣∫
E
ψj
2−k(q
−1 · p) dH3(p)
∣∣∣∣2 dH3(q) drr . R3.
The last estimate, of course, uses the assumption (C2). The proof of of Theorem 4.2 is
complete. 
Now the main result, Theorem 1.4, follows immediately:
Proof of Theorem 1.4. Combine Theorem 4.2 and Proposition 3.6. 
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