Abstract. In the theory of generalized cluster algebras, we build the so-called cluster formula and D-matrix pattern. Then as applications, some fundamental conjectures of generalized cluster algebras are solved affirmatively.
introduction
Cluster algebras were introduced by Fomin and Zelevinsky in [8] . The motivation was to create a common framework for phenomena occurring in connection with total positivity and canonical bases. By now numerous connections between cluster algebras and other branches of mathematics have been discovered, e.g. the theory of quiver representations, categorifications over some important algebras and Poisson geometry, etc..
There are many interesting conjectures about cluster algebras, for example, as follows. Note that in this paper, the positive integer n always denotes the rank of a cluster algebra. Conjecture 1.1. ( [10, 14] )(a) The exchange graph of a cluster algebra with rank n only depends on the initial exchange matrix; (b) Every seed is uniquely determined by its cluster under mutation equivalence; (c) Two clusters are adjacent in the exchange graph if and only if they have exactly n − 1 common cluster variables.
In [14] , M. Gekhtman, M. Shapiro and A. Vainshtein proved the following facts in the skewsymmetrizable case for standard cluster algebras:
(1) (a) is true for B with full rank.
(2) (b) implies (c).
(3) (b) is true for cluster algebras of geometric type, and for cluster algebras whose exchange matrix is of full rank.
It is also known that (b) is true for cluster algebras having some "realization", for example cluster algebras from surfaces [7] and the cluster algebra which has a categorification [2, 6, 1] .
We know a cluster should contain the whole information of the corresponding exchange matrix under the assumption that (b) is true. Trivially, (b) implies the following statement (d):
(d) The exchange matrix could be uniquely recovered from a given cluster. In this paper, our aim is to discuss the above conjectures for generalized cluster algebras. Generalized cluster algebras were introduced in [5] by Chekhov and Shapiro, which are the generalization of the (standard) cluster algebras introduced by Fomin and Zelevinsky in [8] . In the standard case, a product of cluster variables, one known and one unknown, is equal to a binomial in other known variables. These binomial exchange relations is replaced by polynomial exchange relations in generalized cluster algebras. The structure of generalized cluster algebras naturally appears from the Teichmuller spaces of Riemann surfaces with orbifold points [5] . It also is raised in representations of quantum affine algebras [12] and in WKB analysis [16] . It can be seen in [5, 17] that many important properties and definitions of the standard cluster algebras are naturally extended to the generalized ones, for examples, Laurent phenomenon, finite type classification, the c-vectors, g-vectors and F -polynomials. From these views, we know generalized cluster algebra is an essential improvement of the standard cluster algebras.
We want to consider Conjecture 1.1 in the case of generalized cluster algebra. As a tool for studying generalized cluster algebras including cluster algebras, we give the so-called cluster formula.
Relying the using of the cluster formula, our method will be constructive, in particular, to recover the exchange matrix from a given cluster, as a direct proof of (d). Finally, we will show that Conjecture 1.1 holds for generalized cluster algebra in general case.
Cluster algebras is introduced in a general case, which means their coefficients are in a general semifield. But it seems that many researchers are more interested in cluster algebras of geometric type. Many conjectures were proved for such cluster algebras, for example, Conjecture 1.1 given above. However, these conjectures are also believed true for cluster algebras with general coefficients. In order to consider Conjecture 1.1 in the case of cluster algebras with general coefficients, we introduce the D-matrix pattern, which explains the connection between any two (generalized) cluster algebras having the same initial exchange matrix with different coefficient rings from the view of exchange graphs. More precisely, we give a positive answer to Conjecture 1.1 for (generalized) cluster algebras with any coefficients, whose restricted results on standard cluster algebras are also an improvement of the conclusions in the case of geometrical type, given by other mathematicians early.
This paper is organized as follows: in Section 2, some basic definitions are needed. In Section 3, we give the cluster formula, which is a main result in this papper. As an application, we prove (b) in Conjecture 1.1 is true for generalized cluster pattern of weak geometric type. In the final part of the Section 3, we give the connection between cluster formula and compatible 2-form. In Section 4, we give a positive answer to to Conjecture 1.1 in the case of generalized cluster algebra.
Preliminaries
We know that (P, ⊕, ·) is a semifield if (P, ·) is an abelian multiplicative group endowed with a binary operation of auxiliary addition ⊕ which is commutative, associative, and distributive with respect to the multiplication · in P.
Let T rop(u i : i ∈ I) be a free abelian group generated by {u i : i ∈ I} for a finite set of index I. We define the addition ⊕ in T rop(u i :
is a semifield, which is called a tropical semifield.
The multiplicative group of any semifield P is torsion-free for multiplication [8] , hence its group ring ZP is a domain.
The following proposition can be checked directly:
Proposition 2.1. Assume P 1 , P 2 are two semifield, let
n×n is called skew-symmetrizable if there exists a diagonal matrix T with positive integer diagonal entries s 1 , · · · , s n such that T B is skew-symmetric.
We take an ambient field F to be the field of rational functions in n independent variables with coefficients in ZP.
is an n-tuple with n algebraically independent variables x 1 · · · , x n over ZP. We call X a cluster and x 1 · · · , x n cluster variables.
(ii) Y = (y 1 , · · · , y n ) is an n-tuple of elements in P, where y 1 , · · · , y n are called coefficents.
is an n × n integer skew-symmetrizable matrix, called an exchange matrix.
Let (R, Z) be a pair with R = (r i ) n×n a diagonal matrix, r i ∈ N, and Z = (z i,m ) i=1,··· ,n; m=1,··· ,ri−1 a family of elements in P satisfying the reciprocity condition z i,m = z i,ri−m for m = 1, · · · , r i − 1. And, denote the notations z i,0 = z i,ri = 1 for i = 1, · · · , n. Definition 2.4. ( [17] ) Let Σ = (X, Y, B) be a seed in F , we define the (R, Z)-mutation µ k (Σ) = Σ = (X,Ȳ ,B) of Σ in the direction k ∈ {1, · · · , n} as a new seed in F :
Remark 2.5. (i). It is easy to check that the (R, Z)-mutation µ k is an involution.
(ii). If R = I n , then (3) is the standard matrix mutation. Let B ′ be the matrix obtained from BR by the standard matrix mutation in the direction k, it is easy to see B ′ =BR. We can write ) An (R, Z)-cluster pattern (or say, generalized cluster pattern) M in F is an assignment for each seed Σ t to a vertex t of the n-regular tree T n , such that for any edge t
The triple of Σ t are written as follows:
Remark 2.7. (i) Clearly, for each vertex of T n , we can uniquely determine the (R, Z)-cluster pattern under (R, Z)-mutations.
(ii) When R = I n the identity matrix, Z must be empty. In this case, the generalized cluster pattern is just the standard cluster pattern.
Definition 2.8. Let M be an (R, Z)-cluster pattern, we denote by X = {x i;t : t ∈ T n , 1 ≤ i ≤ n} the set of all cluster variables. The generalized cluster algebra A associated with a given (R, Z)-cluster pattern is the ZP-subalgebra of the field F generated by all cluster variables, i.e. A = ZP[X ].
By definition, A can be obtained from any given seed Σ t0 for t 0 ∈ T n via mutations. So, we denote A = A(Σ t0 ) and call Σ t0 the initial seed of A. Definition 2.9. (Restriction) (i) Let J be a subset of n = {1, 2, · · · , n}. Remove from T n all edges labeled by indices in n \J, and denote T t0 n (J) the connected component of the resulting graph containing the vertex t 0 in T n . Say that T t0 n (J) is obtained from T n by restriction to J including t 0 . Trivially, T t0 n (J) is a |J|-regular tree.
(ii) Let M be an (R, Z)-cluster pattern on T n in F with the seed Σ t = (X t , Y t , B t ). We define a restricted generalized cluster pattern
Note that in the view in [15] , we can think the seed Σ t0 t (J) as a mixing-type subseed of Σ t , that is, Σ t0 t (J) = (Σ t ) n \J,∅ . Definition 2.10. (a) Assume P 1 is a semifield, P 2 = T rop(u j : j ∈ I), where h = |I| < +∞. An (R, Z)-cluster pattern M with coefficients in P = P 1 P 2 is said to be of weakly geometric type if the following hold:
(i) Z is a family of elements in P 1 .
(ii) y i;t is a Laurent monomial and denote it by y i;t = u
, where we regard Z = (z i,m ) i=1,··· ,n;m=1,··· ,ri−1 with z i,m = z i,ri−s as formal variables, then we say M to be an (R, Z)-cluster pattern of geometric type. Proposition 2.11. Let M be a (R, Z)-cluster pattern of weakly geometric type, Y t = (y 1;t , · · · , y n;t ) be the coefficient tuples at t, where
h . Define C t = (c t ij ). Then for any edge t kt in T n , C t and Ct are related by the formula of mutation of C-matrices:
Proof. By (2), we have
Then, we obtain
Definition 2.12. We say M to be an (R, Z)-cluster pattern with (weakly) principle coefficients at t 0 , if M is of (weakly) geometric type on T n and C t0 = I n .
Remark 2.13. The definition of (R, Z)-cluster pattern with principle coefficients given here is the same with the one in [17] .
Cluster formula and related results
3.1. The cluster formula. . A fundamental fact is that for any vertex t ∈ T n and the corresponding seed Σ t = (X t , Y t , B t ), RB t is always a skew-symmetrizable matrix, that is, there is a positive integer diagonal matrix S such that SRB t is skew-symmetric.
Indeed, since B t is skew-symmetrizable, we have a positive integer diagonal matrix T which does not depend on t such that T B t is a skew-symmetric matrix. For R = (r i ), let S = (
Trivially, S is a positive integer diagonal matrix. Then
r i )T R −1 will be valuable for the following discussion, which is called the R-skew-balance for all seeds Σ t with t ∈ T n .
) be two seeds of M at t and t 0 . Considering Σ t0 as the initial seed, we know x i;t is a rational function in x 1;t0 , · · · , x n;t0 with coefficients in ZP for each i.
Let 
Proof. We can view x j;w as a rational function in x 1;v , · · · , x n;v , and view x k;v as a rational function in x 1;u , · · · , x n;u , where j, k = 1, · · · , n. Thus
Proof. We assume that Σ u = Σ, Σ v =Σ, x i;u = x i , x i;v =x i for i ∈ n and we denote
We have
It is easy to see that det(H) = −1. Without lose of generality, we may assume k = 1. Let
, where
We can write
Thus, we can obtain by replacing the entries that
. Because SRB and SRB are skew-symmetric, we have
So, by mutation ofB, we have M = µ 1 (B), but µ 1 (B) = B, so we get M = B.
, and H 0 = H| xi=t, ∀i∈I
Thus lim
⊤ SR, which was proved for standard cluster pattern in [3] .
Let t 0 , t be two vertices in T n with a walk
connecting t 0 and t in T n . Write Σ tj the seed corresponding to t j , j = 1, 2, · · · , m.
Now we can give the useful formula as follows:
Theorem 3.5. (Cluster Formula) Keep the above notations. It holds that
And, detH
Corollary 3.6. rank(B t ) = rank(B t0 ) and det(B t ) = det(B t0 ).
Proof. If X t = X t0 , then x i;t = x i;t0 . In this case, H t t0 (X) = I n , so we have B t = B t0 .
, B t = B t0 ,
It is easy to check that H
t t0 (X)(B t R −1 S −1 )H t t0 (X) T = B t0 R −1 S −1 and det(H t t0 (X)) = 1.More information on this example can be seen at Example 2.3 of [17].
3.2.
Connection between cluster formula and compatible 2-forms. .
In [13, 14] , M. Gekhtman, M. Shapiro and A. Vainshtein defined a closed differential 2-form ω compatible with a skew-symmerizable cluster algebra and proved such 2-form always exists for a cluster algebra of geometric type if its exchange matrices have no zero rows. In this part, we give the connection between compatible 2-forms and the cluster formula, and in particular, we prove the compatible 2-form always exists for any (R, Z) cluster pattern. Trivially, the coefficient matrix Ω is skew-symmetric. (i) A closed rational differential 2-form ω on an n-affine space is compatible with M if and only if there exists a family of skew-symmetric matrices {Ω t ∈ Q n×n )|t ∈ T n } such that for any t 0 , t ∈ T n ,
(ii) In particular, there always exists a closed rational differential 2-form ω compatible with M .
Proof. (i): "=⇒": Assume that ω is a closed rational differential 2-form on the n-affine space compatible with M , Ω t = (w t ij ) is the coefficient matrix of ω with respect to X t . We know dx i;t = "⇐=": Assume that {Ω t ∈ Q n×n |t ∈ T n } is a set of skew-symmetric matrices, satisfying
, be a closed rational differential 2-form on an n-affine space. Replacing dx i;t0 = n k=1 ∂xi;t 0 ∂x k;t dx k;t into ω, we can see that ω is compatible with M . (ii): By Theorem 3.5, {B t R −1 S −1 ∈ Q n×n |t ∈ T n } is a family of skew symmetric matrices
always exists a closed rational differential 2-form ω compatible with M .
4.
Answer to Conjecture 1.1 for generalized cluster algebras 4.1. On Conjecture 1.1(b) in case of weak geometric type. . In this section, we firstly prove Conjecture 1.1 (b) for the generalized cluster patterns with coefficients of weak geometric type by using the cluster formula (see Theorem 4.12). The corresponding result for (R, Z)-cluster pattern with coefficients in general semmifield P, will be studied in the second part of this section, using the theory of D-matrix pattern. Before proving Theorem 4.12, we need some preparations. Proof. If both x and −x are cluster variables in M , assume that F is the F -polynomial corresponding to x, then −F is the F -polynomial corresponding to −x. This will contradict to that each F -polynomial has constant term 1.
Let M be an (R, Z)-cluster pattern with principle coefficients and initial seed Σ = (X, Y, B), the author in [17] introduced a Z n -grading of Z[X ±1 , Y, Z] as follows:
where e i is the ith column vector of I n , and b i is the ith column vector of the initial exchange matrix B. Note that these degrees are vectors in Z n .
In [17] , the author proved that the X-functions are homogeneous with respect to the Z n -grading, and thanks to this, the g-vector of a cluster variable x i;t is defined to be the degree of its X-function X i;t . From this definition, we have deg(
Theorem 4.7. (Theorem 3.22 and Theorem 3.23 of [17] ) Let M be an (R, Z)-cluster pattern with coefficients in P and initial seed at t 0 , M pr be the corresponding (R, Z)-cluster pattern with initial principle coefficients at t 0 , which has the same initial cluster and exchange matrix with M , then for the cluster variables x i;t and the coefficients y i;t of M at t, it holds that
Proposition 4.8. Assume that M is an (R, Z)-cluster pattern with principle coefficients at t 0 , and S is the R-skew-balance of M . Let
Proof. By Theorem 4.7, we know
By proposition 4.5, it is to make sense to take Y t0 = 0 in above equation, so we have
From this result and the cluster formula, it is easy to see that
and det(G t ) = ±1, as obtained in [17] . Assume that M is an (R, Z)-cluster pattern of weak geometric type with initial seed (X t0 , Y t0 , B t0 ). Using the notations in Proposition 2.11 and assuming S an R-skew-balance of M , we defineM a (R,Z)-cluster pattern withR-skew-balanceS and trivial coefficients, given by (X t0 ,B t0 ), wherẽ R = diag{R, I h },Z = Z,X t0 = (x 1;t0 , · · · ,x h+n;t0 ), withx i;t0 = x i;t0 ,x n+j;t0 = y j;t0
Clearly, M is a restriction ofM from {1, · · · , h + n} to {1, · · · , n} at t 0 . Assume that
Proposition 4.9. Keep the above notations, it holds SR(H
t B t + C t )R −1 S −1 H Proof. By Theorem 3.5, we have H t t0 (X)(B tR −1S−1 )H t t0 (X) ⊤ =B t0R −1S−1 , thus H t t0 (X) 0 H t I h B t −S −1 R −1 C ⊤ t C tBt R −1 0 0 I h S −1 0 0 I h H t t0 (X) 0 H t I h ⊤ = B t0 −R −1 S −1 C ⊤ t0 C t0 0 R −1 0 0 I h S −1 0 0 I h .
So we have SR(H
(X)) = ±1. Then using this proposition, we can obtain
Using Proposition 4.9, the following result in [17] can be given directly. 
Proof. By the definition of H-matrix, and proposition 4.5, we know H t | Yt 0 =0 = 0. By proposition 4.9 and proposition 4.8, we have
Now, we can give the positive affirmation on Conjecture 1.1 (b) in case of weak geometric type.
Theorem 4.12. Assume that M is an (R, Z)-cluster pattern of weak geometric type at t 0 , with an R-skew-balance S. Then for each t, the seed Σ t is uniquely determined by X t .
Proof. We know Σ t = (X t , Y t , B t ) and Y t is uniquely determined by C t . However, by Theorem 3.5, we have
By remark 4.10, we have
We know the right side of (7) and (8) is uniquely determined by X t , thus B t and C t is uniquely determined by X t , which implies that Σ t is uniquely determined by X t .
4.2. D-matrix pattern and answer to Conjecture 1.1. . Let M be an (R, Z)-cluster pattern with coefficients in P and initial seed Σ t0 = (X t0 , P t0 , B t0 ). By Laurent phenomenon, we can express the cluster variable x i;t in Σ t , as
where f i;t is a polynomial in x 1;t0 , · · · , x n;t0 with coefficients in ZP, such that x j;t0 ∤ f i;t .
Define
Proposition 4.13. D t is uniquely determined by the initial condition D t0 = −I n , together with the relation as follows under mutation of seeds:
for any t, t ′ ∈ T n with edge t k t ′ .
Proof. We know x k;t ′ = x 
In this proposition, the case for standard cluster pattern has been given in [11] .
Corollary 4.14. The d-vectors of the (R, Z)-cluster pattern with initial seed (X t0 , Y t0 , B t0 ) coincide with the d-vectors of the standard cluster pattern with initial seed (X t0 , Y t0 , B t0 R). Definition 4.15. A D-matrix pattern W at t 0 is an assignment for each pair ∆ t := (D t , Q t ), called a matrix seed, to a vertex t of the n-regular tree T n with ∆ t0 = (−I n , Q t0 ), which is called the initial matrix seed, where Q t0 is a skew-symmetrizable matrix. And for any edge t
by the standard matrix mutation µ k and D t ′ is defined satisfying (10) 
, or say, their corresponding vertices t and t ′ in T n , are called M-equivalent if there exists a permutation σ ∈ S n such that x i;t ′ = x σ(i);t , y i;t ′ = y σ(i);t and b
(ii) For a D-matrix pattern W , two matrix seeds ∆ t = (D t , Q t ) and ∆ t ′ = (D t ′ , Q t ′ ), or say, their corresponding vertices t and t ′ in T n are W-equivalent if there exists a permutation σ ∈ S n such that d (11) x σ(1);t = x 1;t0 f 1 , · · · , x σ(n);t = x n;t0 f n .
So we have x i;t0 = x σ(i);t fi(x1;t 0 ,··· ,xn;t 0 ) . Conversely, there exist polynomials g 1 , · · · , g n in x 1;t , · · · , x n;t with coefficients in Z[Y t0 , Z], and x j;t ∤ g i for any i, j, such that (12) x 1;t0 = g 1 (x 1;t , · · · , x n;t ) x k11 1;t · · · x kn1 n;t , · · · , x n;t0 = g n (x 1;t , · · · , x n;t ) x k1n 1;t · · · x knn n;t .
Hence, for any i, For the right side of this equality, we can write x i;t0 as that x i;t0 = x λ1;i 1;t · · · x λn;i n;t /h i (x 1;t , · · · , x n;t ), where h i is a polynomial in x 1;t , · · · , x n;t such that x j;t ∤ h i for j = 1, · · · , n. So we have g i (x 1;t , · · · , x n;t )h i (x 1;t , · · · , x n;t ) = x k1;i+λ1;i 1;t · · · x kn;i+λn;i n;t , However, due to x j;t ∤ g i and x j;t ∤ h i for j = 1, · · · , n, it implies that g i = ±1 = h i , then from (12), we have x i;t0 = Then we have H t t0 (X) ∈ M n (Z).
Lemma 4.21. For any i = 1, · · · , n, x i;t is a Laurent monomial in x 1;t0 , · · · , x n;t0 and f i = ±1.
Proof. Without loss of generality, we can assume that i = 1. By (11) 
Proof. (i): Firstly, we prove (2)⇐⇒(3). "=⇒": Obviously.
"⇐=": Since ∆ t1 ≃ W ∆ t2 , there exists a permutation σ ∈ S n such that d . By Theorem 4.7, for cluster variables and coefficients of M , we have the relations x σ(i);t1 = x i;t2 , y σ(i);t1 = x i;t2 , then X t1 = X t2 , Y t1 = Y t2 as sets. It follows that Σ t1 and Σ t2 are M-equivalent.
(ii) is obtained directly from (i).
From this theorem, we now can answer Conjecture 1.1 (a),(b),(c) for a generalized cluster algebra in the statements (a),(b),(c) respectively as follows. (b) By Theorem 4.22, Σ t is uniquely determined by ∆ t = (D t , B t R). And, by the definition of D t , D t is uniquely determined by X t and the initial seed Σ t0 . By Theorem 3.5, B t is also determined by X t . Then the result follows.
(c) " =⇒ ": It is clear from the definition of mutation. " ⇐= ": Assume that X t1 and X t2 are two clusters of M with n − 1 common cluster variables, we will prove that the matrix seed ∆ t1 and ∆ t2 are adjacent in the exchange graph Γ W . Thus, by (b) and Theorem 4.22, X t1 and X t2 are adjacent in the exchange graph Γ M .
Let M tr be the corresponding (R, Z)-cluster pattern with trivial coefficients of M , which has the same initial exchange matrix with M . The cluster variables x i,t of M tr can be obtained from the corresponding cluster variables x o i,t of M via valuing their coefficients to 1. Hence, any pair of equal cluster variables in X t1 and X t2 respectively becomes a pair of equal cluster variables in X tr t1 and X tr t2
respectively. Without loss of generality, let X tr t1 = (x 1 , x 2 , · · · , x n ), X tr t2 = (w 1 , x 2 , · · · , x n ), X tr t3 = µ x1 (X tr t1 ) = (x 1 , x 2 , · · · , x n ). If x 1 = w 1 , then by (b) and Theorem 4.22, ∆ t1 ≃ W ∆ t1 and then X t1 = X t2 as sets. This is a contradiction. Hence, we have x 1 = w 1 . Then, the given clusters X . By Laurent phenomenon, it is easy to know f is a monomial in x 2 , · · · , x n . Since x i ∤ f , we obtain f = 1 and w 1 = x 1 x −d2 2 · · · x −dn n . For i = 1, if d i > 0, we consider the cluster variablex i obtained from X tr t1 by mutation at cluster variable x i . Then x ixi = g(x 1 , · · · , x i−1 , x i+1 , · · · , x n ). Clearly, g is a nontrivial polynomial, otherwise, the generalized cluster algebra generated by x i will split off, which contradicts to that d We know that a pattern (cluster pattern or matrix pattern) is said to be of finite type, if the exchange graph has finite many vertexes. Remark 4.26. The classifications of standard cluster algebras and generalized cluster algebras of finite type has been given respectively in [9] and [5] . Corollary 4.25 actually supplies a simple way to give the classification of generalized cluster algebras of finite type via that of standard cluster algebras.
