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Abstract— This paper discusses an efficient and 
effective robust algorithm applied to the 
classification of vegetation areas in the Jakarta 
Province. The input data is remote sensing data 
from the Landsat 7 Satellite. The classification 
process is guided over two steps, training and 
classification. The purpose of the training step is to 
determine the reference spectra of the vegetation 
area, and the purpose of the classification step is to 
classify Jakarta areas as either vegetation or non-
vegetation. An efficient robust approach is used to 
classify the Jakarta area using the anomolous 
digital number resulting from a failed instrument. 
This paper discusses the application of an efficient 
and effective robust method to classify the  remote 
sensing data with anomolous or inconsistent 
observations. The aim is to propose a new efficient 
subset robust approach—the subset minimum 
vector variance—to classify the vegetation area of 
Jakarta. The minimum vector variance (MVV) is  a 
robust method having a minimum of the square of 
the length of a parallelotope diagonal. 
I. INTRODUCTION 
N awareness of anomalous observations or 
outliers occurred almost a hundred years ago, 
when Irwin [10] proposed a criterion for rejecting 
anomalous data based on their deviation from the 
mean. There are various meanings  assigned to 
outliers, but it is generally understood that an outlier is 
an observation which seems to clearly deviate from the 
other data points [4]. Outliers can arise from the 
human error, instrumentation error, an uncontrollable 
event, or simply through natural deviations in 
populations. An outlier can influence the data analysis 
and even the result of an experiment. To avoid 
affecting the results, it is usual to discard  an outlier.  
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If one or more outliers are not discarded, an outlier 
accommodation should be chosen to minimize their 
effects.  
A robust method is one approach for outlier 
accomodation.  Hampel et al. [6] stated that robust 
statistics, generally speaking, is concerned with the 
fact that many assumptions commonly made in 
statistics (such as normality, linearity, and 
independence) are at most approximations to reality.  
The major goal of robust statistics is to develop 
methods that are robust against the possibility that one 
or several unannounced outliers may occur anywhere 
in the data.  
The implementation of the robust Mahalanobis 
distance is used to detect or otherwise handle outliers. 
This idea has been proposed by many scientists, 
including Rousseeuw and van Zomeren [17], Hadi [5], 
Hawkins [7], Rousseeuw and van Driessen [15], Billor 
et al. [2], and Hubert et al. [9]. They proposed the 
robust measure based on the same criteria, that is, to 
determine the location and covariance matrix in a 
subset giving the minimum volume of an ellipsoid or 
the minimum covariance determinant (MCD). 
MCD is the famous measure of dispersion within 
multivariate analysis. The advantages of  this measure  
are that it is robust with a high breakdown point and it 
gives an affine equivariant location estimator and a 
covariance matrix. But MCD comes with the ‘high 
cost’ of its computational requirements. The efficiency 
of the algorithm decreases when the dimension of data 
increases. Regarding algorithm efficiency, the MCD is 
not ‘cheap’, as it is based on Cholesky decomposition 
for large values of variate p, the computation of CD is 
3( )O p . Herwindiati et al. [8] proposed the Minimum 
Vector Variance (MVV) as a robust  procedure which 
is more efficient than MCD. This algorithm, compared 
with the fast MCD (FMCD) algorithm, has reduced 
computational complexity; the computational 
complexity of MVV is 2( )O p . 
This paper discusses robust classification 
implemented in large data sets, in this case for the 
classification of the vegetation area in Jakarta using 
remote sensing. Remote sensing data are often 
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considered to be multispectral; that is, the data sets are 
obtained simultaneously but separately by sensing a 
different part of the electromagnetic spectrum. Remote 
sensing is defined as the science (and to some extent, 
art) of acquiring information about the earth’s surface 
without actually being in contact with it [12]. 
The classification process is performed in two 
steps, training and classification. The training step is 
used to identify the reference spectra of the vegetation 
area, and the classification step is used to classify the 
Jakarta area as vegetation or non-vegetation. 
We used remote sensing data from Landsat 7. 
Landsat 7 is the latest NASA satellite in a series that 
has produced an uninterrupted multispectral record of 
the Earth's land surface since 1972 [13]. The mission 
of the Landsat Program is to provide repetitive 
acquisition of high-resolution multispectral data of the 
Earth's surface on a global basis. On 31 May 2003, the 
Scan Line Corrector (SLC) in the ETM+ instrument 
failed. As a result, approximately one-quarter of the 
data in each ETM+ scene since the time of the SLC 
failure is missing, and the images appear stripy. Gap 
filling is one technique that can be applied to repair 
the image. 
The image quality produced using the gap filling 
technique is not perfect. The digital numbers of the 
image pixels that result from interpolating across the 
gap using data from neighboring scan lines are 
inconsistent. To achieve an acceptable classification 
we use the robust approach. 
The aim of this paper is to propose a new efficient 
and effective subset robust approach—the subset 
minimum vector variance—to classify the vegetation 
area of Jakarta. The minimum vector variance (MVV) 
is  a robust method that uses the minimum of a square 
of length of a parallelotope diagonal to estimate the  
location and scatter. The algorithm and good  
performance of the MVV method with a new subset 
are shown in Sections III and IV. The results of the 
vegetation classification appear at the end of the 
paper.   
II. REMOTE SENSING DATA 
Remote sensing is a process involving an interaction 
between incident radiation and the targets of interest. 
Multispectral data of Jakarta were obtained from the 
Landsat 7 satellite. Data are aquired by seven spectral 
band sensors which cover the visible, near infrared, 
and mid infrared spectra. The spatial resolution of 
bands 1 - 5 and 7 are 30 m,  and the resolution of the 
sixth band is 60 m. The Landsat series has produced 
seven satellites so far. 
 
 
Fig 1. The multispectral Jakarta formatted RGB color space, from 
2009. 
 
 
Fig 2A. The multispectral Jakarta formatted tiff   
for channel 4. 
 
 
Fig 2B. The multispectral Jakarta formatted tiff   
for channel 3. 
 
The multispectral data for Jakarta  covers the 
coordinates ( 5° 19' 12" - 6° 23' 54")  South Latitude  
and (106° 22' 42" - 106° 58' 18") East Longitude. 
Figs. 1 and 2 provide examples of the multispectral 
data from 2009. The Jakarta area is large, covering 
over 700,000 pixels. Each pixel contains seven 
channels of multispectral data, so that each pixel has 
seven digital numbers. 
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Figure 2C. The multispectral Jakarta formatted tiff   
for channel 5. 
III. THE MODIFIED MVV  FOR CLASSIFICATION OF 
THE JAKARTA VEGETATION AREA  
Jakarta, the capital of Indonesia, has a high 
population density. Jakarta is a province with five 
cities: North, West, Central, South, and East Jakarta. 
In 2006 the population was almost 8.9 million.  Spread 
over an area of approximately 649.71 square 
kilometers, the density population of Jakarta is a 
recorded 13,756 people per square kilometer. Land 
use changes have occurred without the benefit of 
careful planning.  
This work investigates the classification of five 
types of vegetation areas in Jakarta. The resulting 
multispectral data set is large and has been found to 
contain noise in several areas. This complicates the 
classification process and increases the need for an 
efficient and effective approach. The new robust 
approach presented here has been chosen to provide a 
‘reliable’ result. 
A. The Robust Modified Minimum Vector Variance 
The Modified MVV is a modified data subset that 
uses the minimum of a square of length of a 
parallelotope diagonal  to estimate the  location and 
scatter. Herwindiati et al. [8] proposed the Minimum 
Vector Variance (MVV) for  application in outlier 
labeling. The MVV algorithm is not significantly 
different than the Fast Minimum Covariance 
Determinant (FMCD) algorithm, which was proposed 
by Rousseeuw and van Driessen [14]. However, the 
criterion used here is MVV instead of MCD. 
The FMCD algorithm is a high breakdown point 
robust procedure that is constructed based on the so-
called C-Step. The basic theorem and concept of the 
C-Step  was described in [14] as follows. 
Consider a data set ^ `1 2, , , nX X X& & &  of p-variate 
observations. Let ^ `1 1, 2, ,H n  with 1 ,H h  and 
let   
1
1
1: ii HT xh  ¦  and 
    
1
1 1 1
1: i ii HS x T x Th 
c  ¦ . If  1det 0S z , 
define the relative distances 
     11 1 1i id i x T S x T c    for  1, 2, ,i n  . 
Now take  2H  such that 
 ^ `    ^ `1 2 1 11: :, :, , ,n h nd i i H d d   are ordered 
distances, and compute 2T  and 2S  based on 2H . Then 
   2 1det detS Sd , with equality only if 2 1T T  and 
2 1S S . 
The algoritm is known as C-Step  (‘concentration’ 
step) because it concentrates on h observations with 
the smallest distances. The concept is that it takes 
many initial choices of 1H  prior to performing the C-
Step. The determination  of 1H , initially from the data 
subset, is very important for estimator  computation. 
In the computation of a robust estimator, the subset 
of ‘clean data’ has an important role. Rousseeuw and 
van Driessen [15] approximated the MCD estimator 
by searching among all subsets containing the half of 
the data that is most tightly clustered together; this 
subset has a minimum generalized variance or 
minimum covariance determinant. 
Minimum Vector Variance (MVV) is a robust 
approach that uses the minimization of vector variance 
(VV) criteria. The estimator MVV for the pair  ,P 6&  
is the pair  ,VV VVT S  giving minimum vector 
variance. Let 6  be the covariance matrix. Rousseuw 
[14] proposed the covariance determinant (CD) (i.e., 
6 ) as the multivariate dispersion measure, and two 
decades later, Djauhari [3] introduced vector variance 
or VV (i.e.,  2Tr 6 ) as another measure. In general, 
the implementation of the MVV algorithm [8] 
determines the initial data subset,  to concentrate the 
smallest distance using minimum vector variance and  
to estimate the estimator. 
To compute the multispectral data for Jakarta, the 
first step of the MVV algorithm requires the selection 
of all possible data subsets H  containing h  
observations having the smallest VV from the outcome 
of an index permutation. The computation becomes 
difficult since we must calculate the permutation of n  
distinct objects taking  1p   when n  is large. 
The modified data subset of MVV is used to reduce 
the computational time for a large data set. Suppose 
1 2, , , nX X X
& & &
  are random samples of size n from a p-
variate distribution of the location parameter P&  and 
the positive definite covariance matrix6 .The 
algorithm for the proposed method is as follows: 
1. Compute the norm vector  N i  = iX&  
for 1, 2, ,i n  . Next, sort from the smallest to 
the largest. This order defines a permutation S on 
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the observation index. Suppose the sorting is: 
       1 2 k nN N N NS S S Sd d d d d   
      Let ^ `0 1, 2, ,H n   with 0H h  and 
1
2
n ph  ª º « »¬ ¼ . Determine the median  N kS . 
2. Suppose 0T
&
and 0S are the vector mean of dimension 
p and the matrix covariance sample of 0H . 
Compute   0id i X T & & = 0iX T& &  
for 1, 2, ,i n  . Next sort from the smallest to the 
largest.  
   Consider       1 2 kd d dS S Sd d d  to be the order 
of the distance. Take a set  1H  consisting of h 
observations of index      1 , 2 , , hS S S .  1H   
can be assumed to be the ’basic’ set or the initial 
subset. 
B. The Algorithm the Training and Classification 
Step 
The process of classification is performed in two 
steps, first training and then classification. Both steps 
are composed of the Modified MVV. 
The training step is conducted to determine the 
reference spectra of vegetation types. The algorithm is 
described as follows: 
1. Crop the image of the vegetation area to a size of 
 30 30u pixels based on the RGB color space of 
the multispectral visual and Normalized Difference 
Vegetation Index (NDVI). 
2.  Compute the sample mean and covariance matrix 
using the Modified MVV. 
First, define  the initial subset of the Modified 
MVV (see Section III A). 
Second, apply the MVV algoritm for estimation 
[8].  
a. Let the oldH  subset contain h data points. 
b. Compute the mean vector 
oldH
X
&
and 
covariance matrix oldH , and  compute 
 2
oldH
d i  =     1old old oldti H H i HX X S X X & && &   
for all i = 1, 2, … , n. 
c. Sort these squared distances in increasing 
order. 
d.  Define newH  =      ^ `1 2, , , hX X XS S S& & & . 
e. Calculate 
newH
X
&
, 
newH
S , and  2
newH
d i . 
f. If  det 0newHS  , repeat steps 1 – 5. If 
 det newHS =  det oldHS , the process 
terminates. Otherwise, the process continues 
until the k-th iteration if  det kHS  = 
 1det kHS  . Thus, we get  1det HS  t 
 2det HS  t  . . . t  det kHS  =  1det kHS  . 
3. Find the interval of the reference spectra of the 
vegetation area through a 95% confidence interval 
of the robust Modified MVV distance. 
 
The classification of the vegetation area is guided by 
the training step; however, point 3 is different. The 
classification is conducted by a similarity distance of 
all of the multispectral  data  area and  the reference 
spectra of the vegetation area. The pixel is called 
‘vegetation’ if the distance is in a 95% confidence 
interval of the Modified MVV distance. 
IV. THE PERFORMANCE OF  THE MODIFIED MVV 
A. The Consistency of the Modified MVV Estimator  
The estimator is a measurable function of the data 
used to infer the value of an unknown parameter. An 
estimator for a parameter is consistent if there is a 
probability that the estimator converges to the true 
value of the parameter [12]. Consider an estimator nt , 
computed from a sample of n  values. This is said to 
be a consistent estimator if there is some N  such that 
the probability that 
               nt T H                                     (1) 
is greater than  1 K for all n N! . In the notation of 
probability theory, 
^ ` 1nP t n NT H K  !  !         (2) 
for any positive H  and K ,  however small. 
Equation (2) means that the distributions of the 
estimators become more and more concentrated near 
the true value of the parameter being estimated, so that 
the probability of the estimator being arbitrarily close 
to θ converges to one. 
To clarify the above statement, we conduct an 
experiment using 100 replications. The multivariate 
normal of  25 ,N P ¦&  is generated (where 0P  && , 
25I¦  , and 1000n  ). The contaminant data appear 
in a data set beginning at 1% and gradually increase, 
i.e., to 2%, 3%, 4%, and so on until 10%. The 
consistency of the two estimators from two different 
approaches, the modified  MVV and a classic 
estimator, are computed. Fig. 3 illustrates  the 
compararison of consistency probability of a new 
subset of the MVV estimator to the classic estimator. 
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Weconclude that the estimator from the new subset 
MVV is consistent.  
 
 Fig 3. The consistency of the new subset of  the MVV estimator, 
for p=25. 
B. The Computational Time of Modified MVV 
One major motivation in outlier detection research 
is to identify outliers in an efficient manner [5]. 
Research focusing on computational time is an 
important topic in robust statistics and outlier 
detection. 
The efficiency of two methods, the Modified MVV 
and the MVV, are compared in this section. Regarding 
this aim, we generate the multivarite normal  
 25 250,N I&  with 5% contaminant data. To determine 
the efficiency and effectiveness of those methods, the 
experiments are replicated 100 times  and the sample 
size is gradually increased from 500n   to 
32000n  . All of the experiments demonstrate that 
the contaminant data are identified well but the 
computational times are different.  
Fig. 4 clearly shows the difference in running 
time for the  Modified MVV and MVV. For the 
larger sample size, we see the computational  time 
of MVV increasing, but the time is relatively stable 
for the Modified MVV. 
 
Fig 4. Comparison of computational time (seconds) for the two 
approaches. 
C. The Breakdown Point of The Modified MVV  
In the context of a sample, Rousseeuw and Leroy 
[16] defined the breakdown point as the smallest 
fraction of data which causes the value of the estimator 
to be infinite when the values of all data in the fraction 
are changed to be infinite. Thus, the breakdown point 
is one measure of robustness. Generally, the 
breakdown point estimator is a measure of its 
resistance, and the higher the breakdown point of an 
estimator, the more robust it is. Suppose the estimator  
 XnT  becomes  *XnT  if the value of m  data are 
changed.  The breakdown point of a sample of size n 
is as follows: 
 
       
*
* *
X
, min sup X X infinite 3n n n
mT X T T
n
H ­ ½ ® ¾¯ ¿
&
 
To investigate the resistance of the modified MVV 
estimator, we performed a simulation with 1000 
replications of 1 30n   multivariate normal  3 0,N I& . 
The contaminant 2n  is added, and initially 2 0n   
until the estimator breaks (consider 2n k ). Fig. 5 
shows that the MVV estimator is robust and has a high 
breakdown point. 
 
 
Fig 5. The breakdown point of the modified MVV 
V. THE  CLASSIFICATION OF JAKARTA VEGETATION 
AREA   
Figures the classification of vegetation or no 
vegetation using two steps, training and testing. 
A. The Training Step 
The goal of the traing step is to determine the  
spectral reference for the vegetation areas, namely city 
forest, city park, farm land, water catchment area, and 
vegetation for reservoir protection. Regarding this goal, 
we crop the areas to a size of  30 30u  pixels.  The 
training is conducted for the five types of land. The 
spectral references  for city forest and city park are 
14.01518541 City Forest 31.08888d d  and 
9.798620655 City Park 13.98931d d . The same 
procedures are performed for the spectral references 
for farm land, water catchment area, and vegetation for 
reservoir protection. The references are used in the 
classification step. 
B. The Classification  Step 
The classification step is performed by comparing 
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the digital number of each pixel from the Jakarta 
image with the vegetation spectral references from the 
training sites. Fig. 6 and Table I show the 
classification  results for Jakarta vegetation in 2009. 
 
 
Figure 6. The vegetation areas in Jakarta for 2009. 
 
Note: 
 
 
 
TABLE I. PERCENTAGE OF VEGETATION AREAS IN THE JAKARTA   
PROVINCE  (2009) 
Type of Vegetation 
 
Percentage 
Vegetation for Reservoir  
Protection 0.117441 
City Forest 0.365372 
Farming Land 0.249895 
City Park  1.157429
 
Water Cathment Area 8.093588 
Total 9.983724 
 
We see that the total percentage of vegetation in 
Jakarta is approximately 9.9837%. This percentage 
differs from the planning goal of the Jakarta Governor 
that the vegetation percentage of Jakarta by the end of 
2010 should be 13%.  
Fig. 7 shows the vegetation in the five cities in 
Jakarta Province. The smallest percentage occurs in 
West  Jakarta and the largest percentage occurs in East 
Jakarta. It is very interesting to examine Central 
Jakarta. This area contains the center of business in the 
Jakarta province, yet the area of vegetation is nearly 
equivalent to the vegetation occurring in  West 
Jakarta. West Jakarta is significant larger in area than 
Central Jakarta. 
 
 
Fig 7a. The vegetation area in North Jakarta, 2009. 
 
   
Fig 7b. The vegetation area in West Jakarta, 2009. 
       
   
Fig 7c. The vegetation area in Central Jakarta, 2009 
. 
 
                
Fig 7d. The vegetation area in South  Jakarta, 2009 
 
     
Fig 7e. The vegetation area in East Jakarta, 2009 
 
VI. REMARK 
The new MVV, that is, the new subset of MVV, is a 
reliable method for the classification of anomolous 
data from remote sensing.  The computational time for 
training and classification is around 70 minutes. This 
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time differs from the computational time of MVV. 
Based on experience with the MVV computation, over 
12 hours are needed to complete one classification. 
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