Abstract
Introduction
Future communication systems constitute an emerging example of complex adaptive systems, since they consist of a dynamic network of many elements, constantly acting in parallel, and reacting to the operations of other elements [1] . There is a need to understand the system as a whole, and how changes in elements affect its overall behavior. Literature investigates the introduction of cognitive [2] , autonomous [3] , and self-organization [4] capabilities in future communication systems so as to improve their performance, increase their intelligence, and handle the emerging complexity. For a realistic cognitive and adaptive system, the number and variety of situations that can arise and the number of problems to be solved increases very quickly [5] . There is a need for new ways to organize, control, and structure communication systems, according to specific disciplines that could be used for deriving new networking techniques towards next generation networks. The scope of this paper is to describe a generic architecture for cognitive adaptive behavior and its applications on complex next generation communication network infrastructures. Such work describes a model with high degree of adaptability, synthesizing dynamical hierarchies [6] at all scales and by utilizing self-similar autonomic elements. An autonomic element may represent anything from the software entities, network elements to an entire communication system. It is considered that each autonomic element is cognitive, having self-* characteristics and also evolutionary capabilities, which allow the element to be adaptable, increasing the fitness of the whole system, whilst taking into account the situations and the environment where the element is placed.
The remainder of this paper is organized as follows: The related work for cognitive adaptive systems is presented in section 2. The key design principles and the applicability of the proposed architecture are outlined in section 3. The synergetic architecture for cognitive and adaptive behavior is described in more detail in section 4, focusing on key functional requirements and the elements of the functional architecture. The emergent behavior is analyzed in section 5. Finally, future research directives and conclusion are discussed in section 6.
peer fashion (at a microscopic level) on a common global objective, which leads to sophisticated organization and defines the behavior of the global system (at a macroscopic level), thus establishing emergent 1 properties [18] . Self-organized systems are flexible, scalable, adaptive, robust to failures, and more reliable, since they degrade softly rather than break down suddenly. These features are necessary for future communications systems that operate in high dynamic and complex environments, considering the frequency of potential changes in their structure. Mobile Ad Hoc Networks (MANETs) and Peer-to-Peer (P2P) networks are examples of dynamic network environments, where self-organization has merit [19] .
The gradual evolution from cognition to autonomy and self-organization comes into question. In this context, self-organization of network elements, at all scales, is considered to support collective and emergent cognition that is amplified by multiple elements collaborative interaction. High level cognition is also attained by bottom-up organization.
New Approaches in the Architecture Design
This paper describes new approaches in the architecture design that aims at the unification of cognition, autonomy and self-organization concepts. This work does not provide insights to new middleware but to embedding cognitive and adaptive behavior at all aspects of a communication system. We have adopted the following design principles that will support the above mentioned functional requirements: autonomic element paradigm, dynamical hierarchies, self-similarity, and openness to the environment.
A component-oriented system based on autonomic elements is the cornerstone in order to develop intrinsic adaptable communication systems and also introduce the necessary cognitive mechanisms. Autonomic elements are formed using the dynamical hierarchies concept [20] that will ensure scalability and complexity management. There are multiple levels of nested autonomic element structures, whose structure and properties at one level emerge from the ongoing interactions among the elements of the lower level. Dynamical hierarchies will enable the introduction of cognition, autonomy and self-organization at all scales of a communication system from the microscopic level up to the macroscopic one. Self-similarity of autonomic elements structure facilitates complexity handling, whereas openness allows efficient collaboration and self-organization of autonomic elements, forming more composite systems.
The integration of the above design principles will lead to a totally synergetic architecture. Synergies explain the formation and self-organization of multiple cognitive elements that are acting together in open systems, in a collaborative manner, towards a common end, and for a common purpose. They create a behavior greater than that predicted by knowing only the separate effects of the individual elements.
SYN-CAS: Synergetic Architecture for Cognitive Adaptive Behavior

Dynamical Hierarchies and Self-Similarity
An autonomic element (AE), according to our consideration, is an organization of more elementary elements into patterns or structures that have a specific functionality and emerging properties. The interaction and the collaboration among a group of AEs leads to the formation of higher-level autonomic structures. Decomposition and dynamical hierarchy models are fundamental characteristics that natural systems exploit. The key feature of biological systems is the high degree of organization, which is based on the hierarchy of the structural levels, where each level builds the next one [5] . All known living organisms are structured based on nested (or "box in a box") structures. For instance, cells are organized by clusters of several molecules that are interconnected according to specific bonds, which thereinafter is the result of atoms interactions. As depicted in 1, AE III is the result of interaction between lower level, more elementary, autonomic elements (e.g., AE II). An AE may represent software entities, network elements (e.g., RFIDs, eNobebs in 3GPP LTE environments) or an entire communication system (e.g., PAN, WLAN) that are formed from more elementary AEs.
Dynamical hierarchies of AEs are structured using the concept of self-similarity. Each AE is much like the whole, but in a smaller scale. The property of selfsimilarity may be continued through many stages in the context of structural, numerical or statistical measures that are preserved across scales. We have selected selfsimilarity to model the described synergies at the various scales of the dynamical hierarchies, as regard the structural characteristics in order to increase scalability and facilitate complexity management. Selfsimilarity and power law distribution have already been successfully utilized for the modeling of biological or natural phenomena as well as network traffic achieving scalability, complexity management and robustness [21] . Self-organized systems are characterized by self-similarity and fractal geometries, in which similar patterns are repeated with different sizes or time scales without changing their essential meaning [22] . Self-similarity of AEs structure, organization, and interaction principles facilitate selforganization and AEs dynamic reorganization, horizontally or vertically. An AE at each organizational level should dynamically adapt its behavior at run-time in response to changing conditions (e.g. mobile devices mobility). Adaptation can be conceived as a fit between the element and its environment and be modeled as a problem of regulation or control. An AE at each scale selects the most adequate counteraction and produces a variety of actions to cope with perturbations. Adaptation is described by the modification of AEs interactions and their various combinations, creating a new state, or a new behavior. Parameter adjustment or new algorithm activation is a complementary adaptation mechanism as well as the replacement of an AE. Apart from short-term adaptation techniques, each AE, even the most elementary one, should have the capability to evolve itself. Evolvability allows an element to develop new functionalities and new properties in order to deal with arising problems, and situations, in a longer time period. The triggers for reorganization (vertically or horizontally) at an AE could be bottom-up or top-down. The AE using distributed cooperative control techniques or predictive control schemes undertakes to decide the optimal behavior or organization, considering local and global performance metrics.
Some of the applications that derive form the described conceptual architecture both to microscopic and macroscopic level are briefly presented in Figure  1 . Macroscopically, several mobile devices could have developed a synergetic organization in order to share software or computational resources and cooperate for the sake of a specific service or task. This interaction could be based on local information, without reference to a global pattern. Furthermore, various network elements (i.e. AEs) form a synergy which consists of a cluster of routers and wireless access points that are organized in order to serve specific traffic flows or a service category, achieving local cooperative behavior in order to increase the total throughput. From each synergy (i.e. AE) of routers or mobile devices, described above, we can move at a more microscopic level (synergy), consisting of a sub-group of routers or mobile devices, and in turn at a more microscopic level, which could be the software of each network element, which is also organized according to the specified design principles for the sake of an identified goal. The higher layer goals direct the organization of lower synergies. This analysis to the microcosm or alternatively the synthesis to macrocosm can be iterated several times. The majority of current communication architectures are centralized as regards management.
Figure 2. Autonomic element general structure
Through the described architecture, it is attempted to decompose management at various scales, dynamically reorganizing, either, horizontally, at the same level of notice or, vertically, between two separate scales.
Autonomic Element General Structure
Cognition, autonomy and self-organization as discussed in section 3, appear in the most elementary units to the most complex organization of elements, utilizing the concept of dynamical hierarchies. An element regardless the hierarchy level, where it is placed, considering self-similarity design principle has a general structure, as depicted in Figure 2 . This structure supports intrinsically the above mentioned requirements of cognition, autonomy, selforganization and the tendency towards evolution. The programmer defines the main functionality of each element, while the element itself has the ability to modify its functionality and enrich its properties, during its digital life. An AE, for instance the most elementary element I in Figure 1 , consists of the following parts: Element Services, the core part of the element, implements its functionality, the process that it executes and the role that the specific element has in the structure that it participates. Cognition, Syllogism and Planning (COSYP), being also evolvable, provides the element intelligence through reasoning and interaction, as well as the balance between proactive and reactive adaptive behavior on the process that the element services part executes. More information about this part is presented in section 4.3. Furthermore, AEs may have several sensor mechanisms that allow the sensing of its environment (External sensors) and its internal state (Internal sensors), supporting COSYP operation. The standardized inter-(autonomic) elements interface allows interaction and cooperation, in general. Moreover, an AE, especially the most elementary, has a set of information and instructions, namely Autonomic Element Genetic Information (AEGI) functionality (i.e. internal description) and it contains the instructions needed to construct other similar elements. Envisaging more futuristic paradigms, an AE, utilizing AEGI, could replicate and reproduce itself, if there is the need to increase the number of elements in a specific structure, or to develop better generation of elements, updating their capabilities. Finally, an AE should have the capability to migrate, towards other synergies for the sake of efficiency or preservation and also to selfdestruct, when the corresponding element is not necessary anymore.
COSYP: Cognition, Syllogism and Planning
Each organization level of the dynamical hierarchy appears cognition, syllogism and planning functionality. For instance, in a synergy of routers, traffic monitoring mechanisms feed the respective COSYP functionality, which undertakes to update the routing function of the specific group. At higher organization levels, (e.g., AE V, in Figure 1 ), COSYP emerges of the underlying AEs COSYP cooperatively interaction and synergy. Alternatively, COSYP could be an element dedicated for this role. At this point, it is important to mention that each AE is cognitive up to the level that it can sense and perceive.
The flow of COSYP functions is briefly described. An AE recognizes events, and situations, and classifies them to known categories. Events recognition implies the ability to sense or monitor, to perceive objects and interpret the environmental situation. Decision making models which solve arising problems and optimize the operation of AE are necessary, taking into account the allowable actions and the available alternatives. Furthermore, planning and anticipation are required and are important features of an intelligent system. A plan specifies a future state description and the steps that should take place in order to achieve an identified goal or state. Anticipation mechanisms increase AE intelligence, by predicting future situations as a result of certain actions on current status and facilitate problem solving because the system has the necessary time to organize and plan its actions. Moreover, reasoning methods enable an AE to combine current knowledge so as to produce new knowledge or to draw conclusions. Learning techniques allow an AE system to acquire, manipulate, relate, and classify knowledge. Modular decomposition of COSYP, based on the above analysis, is presented below.
The Knowledge Repository stores the necessary models that each element needs in order to describe the acquired environment, through the relative sensors and the interaction with other elements, enabling knowledge sharing. Knowledge is maintained utilizing three correlated types of memories: the semantic memory, the episodic memory and the procedural. The Learning Mechanism undertakes the acquisition and development of knowledge, behavior, and skills. Learning improves the decision and prediction process of AE, since the knowledge is increased, whereas it facilitates its evolution. The Knowledge Exchange provides an alternative way to enrich the knowledge models of the AE, through interaction with other elements. Elements are not considered as selfish entities but have the capability to inform and cooperate with other elements for appropriate solutions on specific problems.
The Prediction Mechanism provides forecasting techniques so as to reduce uncertainty, by estimating more accurately future states of the system, events and actions (i.e. adaptations) that lead to the appropriate state. The uncertainty for the future is due to the absence of complete knowledge about the current environment. An element can predict potential problems and consequences, based on current knowledge and also solutions that will solve specific problems, when there is high uncertainty. Prediction mechanisms help cognitive ability to act proactively and to optimize the behavior, avoiding future problems or reaching earlier so as to achieve the desirable goals. The feedback received by predictions validation can improve future predictions and decisions.
Reasoning is a process that undertakes to associate existing knowledge in order to acquire new knowledge and to infer so as to relate solutions with specific problems or to form new patterns of behavior. There are several reasoning techniques classified into inductive, deductive, abductive reasoning that could be used.
Furthermore, experimentation through simulations is an additional technique so as to support the above functions and to answer hypothetical questions of the AE e.g., "What would have I done if I had…?" (Hypothetical Syllogism). Syllogism is an important capability that is proposed in the present paper for a cognitive element, enabling the evolution of its adaptive behavior and knowledge enrichment by updating specific models, such as solutions model.
The Decision Making supports the optimal configuration of each element, considering its hypostasis and the organization level (i.e. element) that it belongs. Decision making mechanism identifies alternatives for adaptation or optimization and chooses the best one, based on situation assessment, understanding of the surrounding context, and the preferences of the element.
Perception is introduced in order to analyze data received by several sensors and it is considered the first phase of data interpretation, so as to identify either important events or problems. Appraisal helps the element to evaluate the result of its decision, based on problem solving experience. It assesses the result and the efficiency of an adaptation action and is considered a complementary method of learning. Finally, short term memory is introduced in order to retain and load models (e.g., goals model, environment model) that are necessary for online tasks and the synchronization between various COSYP functions.
Emergent Behavior
As described in sections 4.1, 4.2 an AE interacts through specified/open interface with similar elements so as to form clusters that will lead to a higher level AE. The last is more sophisticated, since it has new properties and abilities (Element Service) that derive from the synthesis of several elements. The generic inter-elements interface (Figure 2 ) facilitates the initial communication establishment among AEs and through this the corresponding AE provides particular information about the available functions and APIs. Alternatively, discovery mechanisms could be used. Emergent properties, from this collective behavior are expressed only to a higher layer of complexity, and are not present at lower levels. The collaboration among clusters of elements produces an emergent adaptive and cognitive behavior that each underlying AE cannot produce individually. Adaptive behavior is expressed through the ability of the underlying elements to change their internal state or their interaction with neighboring elements. The key role of COSYP at each AE is dual. Firstly, as presented above COSYP helps AEs to improve their behavior and increase their intelligence Secondly, it enables the retainment of coherence, formation, and organization of patterns and structures in open systems in the context of the same scale, achieving also the coupling between the scales and the link between micro to macro phenomena. An AE can attain cognitive behavior by bottom-up organization taking into account the identified goals. Each AE, regardless its level (e.g., III in Figure 1 ) has developed COSYP functionality, which as a whole is emergent by the corresponding COSYP interaction of the underlying AEs.
As depicted in Figure 3 and in Table 1 , the AE II-B consists of the COSYP and AE-Service parts. Furthermore, COSYP II-B is the result of COSYP I-C and COSYP I-B integrated and collaborative interaction, whereas AE-Service II-B is the result of AE-Service I-C 
Conclusion and Next Steps
In this paper, we have proposed the integration of cognition, autonomy and self-organization concepts into a coherent architectural framework in order to support cognitive adaptive behavior of future communication systems. A conceptual architecture in order to form synergies from the most microscopic up to the most macroscopic level of a communication system is described. This is achieved using autonomic elements and embedding cognition, which are then applied at all scales, through dynamical hierarchies and self-similarity techniques. The advantages that selfsimilarity and power-law distribution will provide on scalability and complexity management are highlighted. Furthermore, we have presented the general structure for an autonomic element and more specifically the necessary functional mechanisms resulting in cognitive behavior. Emergent cognitive and adaptive behavior is outlined; the manifold contribution of cognition, syllogism and planning functionality is also explained. Our ongoing work includes performance evaluation of the proposed architecture, using specific scenarios and use cases.
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