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Abstract
We consider a diffuse interface model for tumor growth consisting of a Cahn–
Hilliard equation with source terms coupled to a reaction-diffusion equation, which
models a tumor growing in the presence of a nutrient species and surrounded by
healthy tissue. The well-posedness of the system equipped with Neumann boundary
conditions was found to require regular potentials with quadratic growth. In this work,
Dirichlet boundary conditions are considered, and we establish the well-posedness of
the system for regular potentials with higher polynomial growth and also for singular
potentials. New difficulties are encountered due to the higher polynomial growth, but
for regular potentials, we retain the continuous dependence on initial and boundary
data for the chemical potential and for the order parameter in strong norms as estab-
lished in the previous work. Furthermore, we deduce the well-posedness of a variant
of the model with quasi-static nutrient by rigorously passing to the limit where the
ratio of the nutrient diffusion time-scale to the tumor doubling time-scale is small.
Key words. Tumor growth; phase field model; Cahn–Hilliard equation; reaction-
diffusion equations; chemotaxis; weak solutions; Dirichlet boundary conditions; well-
posedness; asymptotic analysis; singular potentials.
AMS subject classification. 35D30, 35Q92, 35K57, 35B40, 92C17.
1 Introduction
We consider the following system of equations describing a two component mixture of
tumor tissue and healthy (surrounding) tissue in the presence of a chemical species acting
as nutrient for the tumor,
∂tϕ = ∆µ+ (λpσ − λa)h(ϕ) in Ω× (0, T ), (1.1a)
µ =
γ
ε
Ψ′(ϕ)− γε∆ϕ− χσ in Ω× (0, T ), (1.1b)
κ∂tσ = div (D(ϕ)(∇σ − η∇ϕ))− λcσh(ϕ) in Ω× (0, T ), (1.1c)
σ = σ∞, ϕ = −1, µ = µ∞ on Γ× (0, T ), (1.1d)
ϕ(x, 0) = ϕ0(x), σ(x, 0) = σ0(x) in Ω. (1.1e)
Here, T > 0 denotes a fixed time and Ω ⊂ R3 denotes a bounded domain with boundary
Γ := ∂Ω. The system (1.1) describes a diffuse interface model for tumor growth via a
∗Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, 93040 Regensburg, Germany ({Harald.Garcke,
Kei-Fong.Lam}@mathematik.uni-regensburg.de).
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Cahn–Hilliard equation coupled with a reaction-diffusion equation for a nutrient species,
whose concentration we denote as σ. The order parameter which distinguishes the two
components is denoted by ϕ, where the region {ϕ = 1} corresponds to the tumor phase
and the region {ϕ = −1} corresponds to the healthy tissue phase.
The function Ψ′ is the derivative of a potential Ψ that has two equal minima at ±1,
ε > 0 is a parameter related to the interfacial thickness, γ > 0 denotes the surface tension,
λp, λa, and λc are non-negative constants denoting the tumor proliferation rate, tumor
apoptosis rate, and the nutrient consumption rate, respectively. The positive mobility
D(ϕ) corresponds to the diffusivity of the nutrient, and h(ϕ) is an interpolation function
such that h(−1) = 0 and h(1) = 1, with the simplest example being h(ϕ) = 12(1 + ϕ).
Here, κ ≥ 0 is a constant such that, for a constant mobility D(ϕ) = D0, the ratio κ/D0
represents the ratio of the nutrient diffusion time-scale and the tumor doubling time-scale.
Finally, χ and η are non-negative constants representing chemotaxis (movement of tumor
cells towards regions of high nutrients) and active transport (establishment of persistent
nutrient concentration gradient in the vicinity of the tumor interface), respectively. We
refer the reader to [15] for more details regarding the derivation of the model and the
modeling of the chemotaxis and active transport mechanisms.
We point out that the well-posedness of (1.1) with κ = 1, h(·) ∈ C0(R) ∩ L∞(R),
homogeneous Neumann boundary conditions for µ and ϕ, and Robin boundary condition
for σ has been studied by the authors in [14]. In contrast, here we consider Dirichlet
boundary conditions for the following reasons.
• In [14], the class of admissible potential Ψ is restricted to potentials with at most
quadratic growth. Here, for the existence of weak solutions, we allow Ψ to have
arbitrary polynomial growth (see (2.1) below), and for regularity and continuous
dependence on initial data, we are restricted to the class of potentials that have
polynomial growth of order up to (but not including) 6 in dimension d = 3 (see (2.7)
and (2.8)).
• In [14], we are unable to pass to the limit κ→ 0 to deduce if weak solutions of (1.1)
converge (in some appropriate sense) to weak solutions of the following quasi-static
model
∂tϕ = ∆µ+ (λpσ − λa)h(ϕ) in Ω× (0, T ), (1.2a)
µ =
γ
ε
Ψ′(ϕ)− γε∆ϕ− χσ in Ω× (0, T ), (1.2b)
0 = div (D(ϕ)(∇σ − η∇ϕ)) − λcσh(ϕ) in Ω× (0, T ), (1.2c)
σ = σ∞, ϕ = −1, µ = µ∞ on Γ× (0, T ), (1.2d)
ϕ(x, 0) = ϕ0(x) in Ω. (1.2e)
The well-posedness of (1.2) is proved separately from (1.1) in [14]. However, with
Dirichlet boundary conditions, we prove that the quasi-static model can be realized
as the limit system from (1.1) as κ→ 0 (see Theorem 2.6 below).
We briefly discuss the motivation for the Dirichlet boundary conditions. For simplicity,
in taking κ = γ = ε = λp = λc = D(ϕ) = 1, λa = 0, η = χ, and zero Neumann boundary
conditions in (1.1), there is a natural energy identity of the form
d
dt
∫
Ω
(
Ψ(ϕ) +
1
2
|∇ϕ|2 +
1
2
|σ|2 + χσ(1− ϕ)
)
dx
+
∫
Ω
|∇µ|2 + |∇(σ − χϕ)|2 dx
(1.3)
2
=∫
Ω
h(ϕ)σµ − h(ϕ)σ(σ + χ(1− ϕ)) dx.
The main difficulty in deriving the first useful a priori estimate from (1.3) lies in controlling
the product h(ϕ)σµ on the right-hand side with the left-hand side. In the absence of any a
priori knowledge about the integrability of σ, it seems natural to use the Cauchy–Schwarz
inequality, which leads to the appearance of a term ‖µ‖2
L2
on the right-hand side. To
control this with ‖∇µ‖2
L2
on the left-hand side with the Poincare´ inequality, we have to
obtain an estimate for the square of the mean of µ, which is related to the square of the
mean of Ψ′(ϕ), leading to a integral inequality of the form∫
Ω
(
Ψ(ϕ) + |∇ϕ|2 + |σ|2
)
dx ≤ C
∫ s
0
(
1 + ‖Ψ′(ϕ)‖2L1 + ‖∇ϕ‖
2
L2 + ‖σ‖
2
L2
)
dt. (1.4)
This is in contrast with the standard Cahn–Hilliard equation, where the first a priori
estimate can be derived without the need to estimate the mean of µ. A scaling argument
for the polynomial growth of Ψ (cf. [14, §7]) shows that in order to satisfy (1.4) the
potential Ψ can have at most quadratic growth, which does not cover the classical quartic
potential W (s) := (s2 − 1)2 that commonly appears in phase field models. Therefore, our
current consideration of Dirichlet boundary condition for µ seeks to elevate this restriction
on the growth of Ψ, which bypasses the need to estimate the mean of µ with the use of
the Poincare´ inequality.
Furthermore, to rigorously obtain the quasi-static limit κ → 0 in (1.1), we have to
control the source terms on the right-hand side of (1.3) involving σ without making use
of d
dt
κ‖σ‖2
L2
that will appear on the left-hand side. This can be achieved again through
the use of the Poincare´ inequality and Dirichlet boundary condition for σ.
In Section 3.1.1 we will derive the following energy integral identity for (1.1): Let
ω = σ − σ∞ and X > 0 be a positive constant yet to be determined, then we have for
s ∈ (0, T ],∫
Ω
[γ
ε
Ψ(ϕ) +
γε
2
|∇ϕ|2 + X
κ
2
|ω|2
]
(s) dx
+
∫ s
0
∫
Ω
|∇µ|2 + XD(ϕ)|∇ω|2 + λch(ϕ)|ω|
2 dx dt
=
∫
Ω
[γ
ε
Ψ(ϕ) +
γε
2
|∇ϕ|2 + X
κ
2
|ω|2
]
(0) dx
+
∫ s
0
∫
Ω
∂tϕ(µ∞ + χσ∞)− χ∇µ · ∇ω +∇µ · ∇µ∞ dx dt
+
∫ s
0
∫
Ω
h(ϕ)(λpσ − λa)(µ − µ∞ + χω) dx dt
+ X
∫ s
0
∫
Ω
D(ϕ)η∇ϕ · ∇ω − κ∂tσ∞ω −D(ϕ)∇σ∞ · ∇ω − λch(ϕ)σ∞ω dx dt.
This is obtained from testing (1.1a) with µ − µ∞ + χ(σ − σ∞), (1.1b) with ∂tϕ and
(1.1c) with X (σ − σ∞). The boundary conditions µ∞ and σ∞ appear due to the fact
that we can only test with functions that have zero trace on Γ in the weak formulation
of (1.1), and from the above energy identity, assumptions on the spatial gradients and
time derivatives (in order to handle the term ∂tϕ(µ∞ + χσ∞)) for µ∞ and σ∞, such as
(2.3) below, will be needed to derive useful a priori estimates. Similar assumptions for the
boundary values have also been used in the seminal work of Alt and Luckhaus [1].
Let us mention that, while a Dirichlet boundary condition for σ is reasonable from the
modeling viewpoint, which represents a source of nutrients into the domain Ω, there has
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been little consideration of a Dirichlet boundary condition for the chemical potential µ in
the literature. To the authors’ best knowledge, the Dirichlet boundary condition µ = 0
has been considered in [6, 9, 23], and this has the interpretation that the cells are allowed
to flow freely across the boundary Γ. In this work, we treat a more general boundary
value µ∞ and investigate the assumptions that are sufficient for well-posedness.
It is also possible to consider more general boundary conditions ϕ∞ for ϕ, but in this
work we restrict to the case ϕ∞ = −1 which allows for the physical interpretation that
the tumor region is enclosed by the healthy tissue. Using the Yosida approximation and
due to a priori estimates which do not depend on the Yosida parameter, we can extend
our analysis to potentials of the form
Ψ(y) = βˆ(y) + Λ(y), (1.5)
where βˆ : R → [0,∞] is a convex, proper (i.e., not identically ∞), lower semicontinuous
function and Λ : R → R is a C1,1 perturbation with at most quadratic growth. It is
possible that βˆ does not possess a classical derivative, and so Ψ′ may not be well-defined.
But we can consider the subdifferential ∂βˆ as a notion of generalized derivative.
We briefly recall that the effective domain of βˆ is defined as D(βˆ) := {x ∈ R : βˆ(x) <
∞}, and the effective domain for a possibly multivalued mapping T : R→ 2R is D(T ) :=
{x ∈ R : Tx 6= ∅}. The subdifferential ∂βˆ : R → 2R of βˆ is a potentially multivalued
mapping defined as
∂βˆ(x) := {f ∈ R : βˆ(y)− βˆ(x) ≥ f(y − x) ∀y ∈ R} for x ∈ R, (1.6)
with domain D(∂βˆ) = {x ∈ R : ∂βˆ(x) 6= ∅}. Using the notation β(x) := ∂βˆ(x), we denote
by β0(x) the element of the set β(x) such that
|β0(x)| := inf
f∈β(x)
|f | for x ∈ D(β).
The well-posedness theory of (1.1) will allow us to deduce the existence and uniqueness
of weak solutions to
∂tϕ = ∆µ+ (λpσ − λa)h(ϕ) in Ω× (0, T ), (1.7a)
µ =
γ
ε
(ψ + Λ′(ϕ)) − γε∆ϕ− χσ in Ω× (0, T ), (1.7b)
κ∂tσ = div (D(ϕ)(∇σ − η∇ϕ))− λcσh(ϕ) in Ω× (0, T ), (1.7c)
σ = σ∞, ϕ = −1, µ = µ∞ on Γ× (0, T ), (1.7d)
ϕ(x, 0) = ϕ0(x), σ(x, 0) = σ0(x) in Ω, (1.7e)
where ψ ∈ β(ϕ) = ∂βˆ(ϕ) denotes a selection, as β(ϕ) can be multivalued. In particular,
if we consider Ψ to be a potential of double-obstacle type
βˆ(y) =
{
0 for y ∈ [−1, 1],
∞ otherwise,
β(y) = ∂βˆ(y) =


(−∞, 0] if y = −1,
0 if y ∈ (−1, 1),
[0,∞) if y = 1,
(1.8)
and
Λ(y) =
1
2
(1− y2), (1.9)
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then ϕ ∈ [−1, 1] = D(β) a.e. in Ω× (0, T ).
Lastly, we compare with some of the recent well-posedness results on phase field models
for tumor growth. The model studied in [8, (1.1) - (1.4)] (with α = 0) and [10, (1.1) -
(1.4)] bears the most resemblance to (1.1),
∂tϕ = ∆µ+ h(ϕ)(σ − µ) in Ω× (0, T ), (1.10a)
µ = Ψ′(ϕ) −∆ϕ in Ω× (0, T ), (1.10b)
∂tσ = ∆σ − h(ϕ)(σ − µ) in Ω× (0, T ), (1.10c)
0 = ∇ϕ · ν = ∇µ · ν = ∇σ · ν on Γ× (0, T ). (1.10d)
The source term h(ϕ)(σ − µ) appearing in (1.10a) and (1.10c) is motivated by linear
phenomenological constitutive laws for chemical reactions (see [18] for more details), and
is different compared to our choice of source terms in (1.1). The well-posedness of the
system (1.10) has been established in [8, 10] for large classes of Ψ and h.
Another class of models that describes tumor growth uses a Cahn–Hilliard–Darcy
system
div v = S in Ω× (0, T ),
v = −∇p+ µ∇ϕ in Ω× (0, T ),
∂tϕ+ div (ϕv) = ∆µ+ S in Ω× (0, T ),
µ = Ψ′(ϕ)−∆ϕ in Ω× (0, T ),
0 = ∇ϕ · ν = ∇µ · ν = v · ν on Γ× (0, T ),
where v denote a mixture velocity, p denotes the pressure, and S is a mass exchange term.
The existence of strong solutions in 2D and 3D have been studied in [20] for the case S = 0.
For the case where S 6= 0 is prescribed, global weak solutions and unique local strong
solutions in 3D, as well as global strong well-posedness and long-time behavior in 2D can
be found in [19]. We also mention the work of [3] which treats a related system known as
the Cahn–Hilliard–Brinkman system. For the Cahn–Hilliard–Darcy system with nutrient
which was proposed in [15], the global existence of weak solutions have been established
in [12], and also in [13] for the quasi-static variant.
The plan for the rest of this paper is as follows. In Section 2, we state the assumptions
and the results for (1.1), (1.2) and (1.7). In Section 3 we perform a Galerkin procedure to
deduce existence of weak solutions to (1.1), and show further regularity and continuous
dependence on initial and boundary data. In Section 4 we pass to the limit κ→ 0 in (1.1)
and deduce the existence result for (1.2), and then we prove further regularity properties
and continuous dependence on initial and boundary data. The regular weak solutions to
(1.1) satisfy an energy inequality and this will allow us to employ the Yosida approximation
to prove the existence of weak solutions to (1.7), which is done in Section 5.
Notation
For convenience, we use the notation Lp := Lp(Ω) andW k,p :=W k,p(Ω) for any p ∈ [1,∞],
k > 0 to denote the standard Lebesgue spaces and Sobolev spaces equipped with the norms
‖ · ‖Lp and ‖ · ‖W k,p . In the case p = 2 we use H
k := W k,2 with the norm ‖ · ‖Hk , and
the notation H10 and H
−1 to denote the spaces H10 (Ω) and its dual H
−1(Ω). The duality
pairing between H10 and H
−1 is denoted by 〈·, ·〉.
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Useful preliminaries
We recall the Poincare´ inequality for H10 : There exists a constant Cp > 0 that depends
only on Ω such that
‖f‖L2 ≤ Cp‖∇f‖L2 =: Cp|f |H1
0
∀f ∈ H10 . (1.11)
We also state the Sobolev embedding H1 ⊂ Lr, r ∈ [1, 6], for dimension d = 3: There
exists a constant Cs > 0 depending on Ω and r such that
‖f‖Lr ≤ Cs‖f‖H1 .
We will also use the following Gronwall inequality in integral form (see [14, Lem 3.1] for
a proof): Let α, β, u and v be real-valued functions defined on [0, T ]. Assume that α
is integrable, β is non-negative and continuous, u is continuous, v is non-negative and
integrable. If u and v satisfy the integral inequality
u(s) +
∫ s
0
v(t) dt ≤ α(s) +
∫ s
0
β(t)u(t) dt for s ∈ (0, T ],
then it holds that
u(s) +
∫ s
0
v(t) dt ≤ α(s) +
∫ s
0
β(t)α(t) exp
(∫ t
0
β(r) dr
)
dt. (1.12)
2 Main results
In this section we state the main results on existence, regularity, uniqueness and continuous
dependence first for regular potentials and then for singular potentials. We also state the
results for the quasi-static limit κ→ 0 for both cases. The results are stated for dimension
d = 3, but similar results also holds for d = 1, 2.
2.1 Regular potentials
Assumption 1. We make the following assumptions.
(A1) λp, λa, λc, χ and η are fixed non-negative constants, while κ, γ and ε are fixed
positive constants.
(A2) The functions D,h belong to the space C0(R) ∩ L∞(R), and there exist positive
constants D0, D1 and h∞ such that
D0 ≤ D(y) ≤ D1, 0 ≤ h(y) ≤ h∞ ∀y ∈ R.
(A3) The potential Ψ ∈ C1(R) is a quadratic perturbation of a convex function, i.e.,
Ψ(s) = Ψ1(s) + Ψ2(s) with a convex function Ψ1(s) and ‖Ψ
′′
2‖L∞(R) < ∞. Further-
more, Ψ is non-negative and satisfies
|Ψ′(y)|s ≤ k1(1 + Ψ(y)) ∀y ∈ R, (2.1)
for some constant k1 > 0, and exponent s ∈ (1, 2].
(A4) The initial and boundary data satisfy
ϕ0 ∈ H
1, σ0 ∈ L
2, Ψ(ϕ0) ∈ L
1, (2.2)
µ∞, σ∞ ∈ L
2(0, T ;H1) ∩H1(0, T ;L2) ⊂ C0([0, T ];L2). (2.3)
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We point out that by (2.1) the potential Ψ can have arbitrary polynomial growth (cf.
[7, §3 (H5)], [11, §3, (H5)]).
Definition 2.1. We call a triplet of functions (ϕ, µ, σ) a weak solution to (1.1) if
ϕ ∈
(
−1 + L∞(0, T ;H10 )
)
∩H1(0, T ;H−1),
µ ∈ µ∞ + L
2(0, T ;H10 ),
σ ∈
(
σ∞ + L
2(0, T ;H10 )
)
∩H1(0, T ;H−1),
such that ϕ(0) = ϕ0 and σ(0) = σ0, and satisfies for all ζ, λ, ξ ∈ H
1
0 and for a.e. t ∈ (0, T ),
0 = 〈∂tϕ, ζ〉+
∫
Ω
∇µ · ∇ζ − (λpσ − λa)h(ϕ)ζ dx, (2.4a)
0 =
∫
Ω
µλ−
γ
ε
Ψ′(ϕ)λ− γε∇ϕ · ∇λ+ χσλdx, (2.4b)
0 = 〈κ∂tσ, ξ〉+
∫
Ω
D(ϕ)(∇σ − η∇ϕ) · ∇ξ + λcσh(ϕ)ξ dx. (2.4c)
Theorem 2.2 (Existence of weak solutions and energy inequality). Let Ω ⊂ R3 denote
a bounded domain with C2-boundary Γ and suppose that Assumption 1 holds. Then there
exists a weak solution (ϕ, µ, σ) to (1.1) in the sense of Definition 2.1 which satisfies
sup
s∈(0,T ]
(
‖Ψ(ϕ(s))‖L1 + ‖ϕ(s)‖
2
H1 + κ‖σ(s)‖
2
L2
)
+ ‖µ‖2L2(0,T ;H1) + ‖σ‖
2
L2(0,T ;H1)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
,
(2.5)
for some positive constant C independent of κ, ϕ, µ and σ.
Theorem 2.3 (Regularity). Suppose (ϕ, µ, σ) is a weak solution triplet to (1.1) in the
sense of Definition 2.1.
• If, instead of (A3), Ψ ∈ C1(R) is non-negative and satisfies
|Ψ′(y)| ≤ k2 (1 + |y|
p) ∀y ∈ R, (2.6)
for some constant k2 > 0 and exponent p ∈ (1, 5). Then ϕ ∈ L
2(0, T ;W 2,6).
• If Γ is C3, and instead of (A3), Ψ ∈ C1,1(R) is non-negative and satisfies
|Ψ′′(y)| ≤ k3(1 + |y|
p−1) for a.e. y ∈ R, (2.7)
for some constant k3 > 0 and exponent p ∈ (1, 5). Then ϕ ∈ L
2(0, T ;H3).
Note that in the above assumptions, we do not require Ψ to be a quadratic perturbation
of a convex function, as in (A3). In fact, Ψ can be a general function with the assumed
regularity and polynomial growth. We make the following additional assumptions to prove
continuous dependence on the initial and boundary data.
Assumption 2. In addition to Assumption 1, we assume that
(C1) D(·) = D0 > 0 is a constant.
7
(C2) h(·) is Lipschitz continuous with Lipschitz constant Lh.
(C3) Ψ′ satisfies
|Ψ′(s1)−Ψ
′(s2)| ≤ k3(1 + |s1|
4 + |s2|
4)|s1 − s2|, (2.8)
for some positive constant k3 and for all s1, s2 ∈ R.
Theorem 2.4 (Continuous dependence). Under Assumption 2, for any two weak solution
triplets {ϕi, µi, σi}i=1,2 to (1.1) satisfying
ϕi ∈ (−1 + L
∞(0, T ;H10 )) ∩ L
2(0, T ;H3) ∩H1(0, T ;H−1),
µi ∈ µ∞,i + L
2(0, T ;H10 ),
σi ∈ (σ∞,i + L
2(0, T ;H10 )) ∩ L
∞(0, T ;L2) ∩H1(0, T ;H−1),
with µ∞,i, σ∞,i satisfying (2.3), ϕi(0) = ϕi,0 ∈ H
1 and σi(0) = σi,0 ∈ L
2 for i = 1, 2, there
exists a positive constant C, depending on T , γ, ε, D0, η, χ, λp, λa, λc, k3, ‖ϕi‖L2(0,T ;H3),
‖ϕi‖L∞(0,T ;H1), ‖σi‖L∞(0,T ;L2), Lh, Ω, and h∞ such that
sup
t∈(0,T ]
(
‖ϕ1(t)− ϕ2(t)‖
2
L2 + κ‖σ1(t)− σ2(t)‖
2
L2
)
+ ‖µ1 − µ2‖
2
L2(0,T ;L2) + ‖σ1 − σ2‖
2
L2(0,T ;H1) + ‖ϕ1 − ϕ2‖
2
L2(0,T ;H1)
≤ C
(
‖ϕ1,0 − ϕ2,0‖
2
L2 + ‖µ∞,1 − µ∞,2‖
2
L2(0,T ;H1) + ‖σ∞,1 − σ∞,2‖
2
L2(0,T ;H1)
)
+ Cκ
(
‖σ∞,1 − σ∞,2‖
2
L∞(0,T ;L2) + ‖σ1,0 − σ2,0‖
2
L2
)
+ Cκ2‖∂t(σ∞,1 − σ∞,2)‖
2
L2(0,T ;L2).
Here, we point out that, the constant C does not depend on κ, and Theorem 2.4 pro-
vides continuous dependence for the chemical potential µ in L2(0, T ;L2) and for the order
parameter ϕ in L∞(0, T ;L2). This is in contrast to the classical continuous dependence
for ϕ in L∞(0, T ;H−1) one expects for the Cahn–Hilliard equation, compare [10, Thm. 2]
and Theorem 2.10 below.
Before we give the result concerning the quasi-static limit κ → 0, we introduce the
definition of weak solutions to (1.2).
Definition 2.5. We call a triplet of functions (ϕ∗, µ∗, σ∗) a weak solution to (1.2) if
ϕ∗ ∈
(
−1 + L∞(0, T ;H10 )
)
∩H1(0, T ;H−1),
µ∗ ∈ µ∞ + L
2(0, T ;H10 ),
σ∗ ∈ σ∞ + L
2(0, T ;H10 ),
such that ϕ∗(0) = ϕ0, and satisfies for all ζ, λ, ξ ∈ H
1
0 and for a.e. t ∈ (0, T ),
0 = 〈∂tϕ∗, ζ〉+
∫
Ω
∇µ∗ · ∇ζ − (λpσ∗ − λa)h(ϕ∗)ζ dx, (2.9a)
0 =
∫
Ω
µ∗λ−
γ
ε
Ψ′(ϕ∗)λ− γε∇ϕ∗ · ∇λ+ χσ∗λdx, (2.9b)
0 =
∫
Ω
D(ϕ∗)(∇σ∗ − η∇ϕ∗) · ∇ξ + λcσ∗h(ϕ∗)ξ dx. (2.9c)
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Theorem 2.6 (Quasi-static limit). For each κ ∈ (0, 1], let (ϕκ, µκ, σκ) denote a weak
solution triplet to (1.1) with initial conditions ϕ0 and σ0 satisfying (2.2). Then, as κ→ 0,
we have
ϕκ → ϕ∗ weakly-∗ in L
∞(0, T ;H1) ∩H1(0, T ;H−1),
σκ → σ∗ weakly in L
2(0, T ;H1),
∂t(κσ
κ)→ 0 weakly in L2(0, T ;H−1),
µκ → µ∗ weakly in L
2(0, T ;H1),
such that (ϕ∗, µ∗, σ∗) is a weak solution triplet to (1.2) in the sense of Definition 2.5.
Furthermore the assertions of Theorem 2.3 also hold for ϕ∗, and if in addition σ∞ ∈
L∞(0, T ;H1) holds, then we have σ∗ ∈ L
∞(0, T ;H1).
Theorem 2.7 (Continuous dependence). Under Assumption 2, for any two weak solution
triplets {ϕi, µi, σi}i=1,2 to (1.2) satisfying
ϕi ∈ (−1 + L
∞(0, T ;H10 )) ∩ L
2(0, T ;H3) ∩H1(0, T ;H−1),
µi ∈ µ∞,i + L
2(0, T ;H10 ),
σi ∈ (σ∞,i + L
2(0, T ;H10 )) ∩ L
∞(0, T ;L2),
with µ∞,i, σ∞,i satisfying (2.3) and ϕi(0) = ϕi,0 ∈ H
1 for i = 1, 2, there exists a positive
constant C, depending on T , γ, ε, χ, D0, η, λp, λa, λc, k3, ‖ϕi‖L2(0,T ;H3), ‖ϕi‖L∞(0,T ;H1),
‖σi‖L∞(0,T ;L2), Lh, Ω, and h∞ such that
sup
t∈(0,T ]
‖ϕ1(t)− ϕ2(t)‖
2
L2 + ‖µ1 − µ2‖
2
L2(0,T ;L2)
+ ‖σ1 − σ2‖
2
L2(0,T ;H1) + ‖ϕ1 − ϕ2‖
2
L2(0,T ;H1)
≤ C
(
‖ϕ1,0 − ϕ2,0‖
2
L2 + ‖µ∞,1 − µ∞,2‖
2
L2(0,T ;H1) + ‖σ∞,1 − σ∞,2‖
2
L2(0,T ;H1)
)
.
By Theorem 2.6, the condition σi ∈ L
∞(0, T ;L2) is fulfilled if, for instance, σ∞,i ∈
L∞(0, T ;H1).
2.2 Singular potentials
Definition 2.8. We call a quadruple of functions (ϕ, µ, σ, ψ) a weak solution to (1.7) if
ϕ ∈
(
−1 + L∞(0, T ;H10 )
)
∩H1(0, T ;H−1),
µ ∈ µ∞ + L
2(0, T ;H10 ),
σ ∈
(
σ∞ + L
2(0, T ;H10 )
)
∩H1(0, T ;H−1),
ψ ∈ L2(0, T ;L2) with ϕ ∈ D(β), ψ ∈ β(ϕ) a.e. in Ω× (0, T ),
such that ϕ(0) = ϕ0 and σ(0) = σ0, and satisfies for all ζ, λ, ξ ∈ H
1
0 and for a.e. t ∈ (0, T ),
0 = 〈∂tϕ, ζ〉+
∫
Ω
∇µ · ∇ζ − (λpσ − λa)h(ϕ)ζ dx, (2.10a)
0 =
∫
Ω
µλ−
γ
ε
(ψ + Λ′(ϕ))λ − γε∇ϕ · ∇λ+ χσλdx, (2.10b)
0 = 〈κ∂tσ, ξ〉+
∫
Ω
D(ϕ)(∇σ − η∇ϕ) · ∇ξ + λcσh(ϕ)ξ dx. (2.10c)
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Assumption 3. In addition to (A1), (A2), (2.3) and σ0 ∈ L
2, we assume that Ψ is of
the form (1.5) with
(S1) βˆ : R→ [0,∞] is a convex, proper, lower semicontinuous function with βˆ(0) = 0 and
−1 ∈ D(β).
(S2) Λ ∈ C1,1(R) is non-negative with ‖Λ′′‖L∞(R) <∞.
(S3) ϕ0 ∈ H
1 satisfies βˆ(ϕ0) ∈ L
1.
Note that from the definition (1.6), the condition βˆ(0) = 0 and non-negativity of βˆ
imply that 0 ∈ β(0). Meanwhile, the condition −1 ∈ D(β) is motivated from the boundary
condition for ϕ and in particular this implies that β(−1) 6= ∅ and |β0(−1)| < ∞. This is
required to obtain estimates on the selection ψ in L2(0, T ;L2), and while this condition
is satisfied for the double-obstacle potential (1.8), unfortunately it does not hold for the
classical logarithmic potential
βˆlog(y) = (1− y) log(1− y) + (1 + y) log(1 + y), Λlog(y) = θ(1− y
2) for θ > 0,
whose subdifferential βlog has an effective domain D(βlog) = (−1, 1). Thus, our current
setting does not extend to the logarithmic potential, but this can be remedied if we impose
that the more general boundary condition ϕ∞ for ϕ lies in D(β).
Theorem 2.9 (Existence of regular weak solutions and energy inequality). Let Γ be a
C3-boundary. Suppose that Assumption 3 is satisfied. Then, there exists a weak solution
(ϕ, µ, σ, ψ) to (1.7) in the sense of Definition 2.8 with the additional regularities
ϕ ∈ L2(0, T ;H2), σ ∈ L∞(0, T ;L2).
Furthermore, it holds that
sup
s∈(0,T ]
(∫
Ω
βˆ(ϕ(s)) + Λ(ϕ(s)) dx + ‖ϕ(s)‖2H1 + κ‖σ(s)‖
2
L2
)
+ ‖µ‖2L2(0,T ;H1) + ‖σ‖
2
L2(0,T ;H1)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
,
(2.11)
for some positive constant C independent of κ, ϕ, µ, σ and ψ.
We point out that we are only able to showH2-regularity for ϕ, in contrast with theH3-
regularity for the regular potentials. This is due to the fact that theH3-regularity estimate
is not independent of the Yosida parameter. Before we state the result on continuous
dependence, we introduce the inverse Dirichlet-Laplacian operator N : H−1 → H10 , f 7→
N(f), via ∫
Ω
∇N(f) · ∇u dx = 〈f, u〉 ∀u ∈ H10 . (2.12)
That is, N(f) is the unique solution to the Dirichlet-Laplacian problem with right-hand
side f . Note that
〈f,N(g)〉 =
∫
Ω
∇N(f) · ∇N(g) dx = 〈g,N(f)〉 ∀f, g ∈ H−1,
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and we can define a norm on H−1 as
‖f‖∗ := ‖∇N(f)‖L2 = |N(f)|H1
0
=
√
〈f,N(f)〉, (2.13)
which satisfies for g ∈ H10 ,
‖g‖2L2 =
∫
Ω
∇N(g) · ∇g dx ≤ ‖∇N(g)‖L2‖∇g‖L2 = ‖g‖∗‖∇g‖L2 . (2.14)
Moreover, we obtain from (2.12) the relation
1
2
d
dt
‖f(t)‖2∗ =
1
2
d
dt
‖∇N(f(t))‖2L2 = 〈∂tf(t), N(f(t))〉 (2.15)
for f ∈ H1(0, T ;H−1) and a.e. t ∈ (0, T ). This follows from the fact that ∂tf ∈
L2(0, T ;H−1) and thus N(∂tf) is well-defined and satisfies∫
Ω
∇N(∂tf) · ∇u dx = 〈∂tf, u〉 ∀u ∈ H
1
0 .
Multiplying the above equality with ζ ∈ C∞c (0, T ) and integrating in time, we obtain the
following chain of equalities (here (·, ·) denotes the L2-scalar product)∫ T
0
ζ(∇N(∂tf),∇u) dt =
〈∫ T
0
∂tfζ dt, u
〉
=
〈
−
∫ T
0
fζ ′ dt, u
〉
= −
∫ T
0
ζ ′(∇N(f),∇u) dt.
As u ∈ H10 and ζ ∈ C
∞
c (0, T ) are arbitrary, we find that ∂t(∇N(f)) = ∇N(∂tf) in the
weak sense. Thus
1
2
d
dt
‖∇N(f)‖2L2 = (∂t(∇N(f)),∇N(f)) = 〈∂tf,N(f)〉.
Theorem 2.10 (Partial continuous dependence and full uniqueness). Under (C1) and
(C2) of Assumption 2, for any two weak solution quadruples {ϕi, µi, σi, ψi}i=1,2 to (1.7) ob-
tained from Theorem 2.9 with boundary conditions µ∞,1 = µ∞,2,
{σ∞,i}i=1,2 satisfying (2.3) and initial conditions ϕi(0) = ϕi,0 ∈ H
1 and σi(0) = σi,0 ∈ L
2
for i = 1, 2, there exists a positive constant C, depending on T , γ, ε, χ, D0, η, λp, λa, λc,
‖σi‖L∞(0,T ;L2), Lh, Ω, ‖Λ
′′‖L∞(R), and h∞ such that
sup
t∈(0,T ]
(
‖ϕ1(t)− ϕ2(t)‖
2
∗ + κ‖σ1(t)− σ2(t)‖
2
L2
)
+ ‖σ1 − σ2‖
2
L2(0,T ;H1) + ‖ϕ1 − ϕ2‖
2
L2(0,T ;H1)
≤ C
(
‖ϕ1,0 − ϕ2,0‖
2
∗ + ‖σ∞,1 − σ∞,2‖
2
L2(0,T ;H1) + κ
2‖σ∞,1 − σ∞,2‖
2
H1(0,T ;L2)
)
+ Cκ
(
‖σ∞,1 − σ∞,2‖
2
L∞(0,T ;L2) + ‖σ1,0 − σ2,0‖
2
L2
)
.
In particular, if σ∞,1 = σ∞,2, ϕ1,0 = ϕ2,0 and σ1,0 = σ2,0 hold, then we have ϕ1 = ϕ2,
µ1 = µ2, σ1 = σ2 and ψ1 = ψ2.
We note that continuous dependence on the initial and boundary data can only be
shown for ϕ and σ. In particular, we do not have control over the differences µ1 − µ2 and
ψ1−ψ2. In the proof we have to apply the inverse Dirichlet-Laplacian operator (2.12) and
thus it is necessary that µ∞,1 = µ∞,2. Partial continuous dependence are often observed
in the case β is multivalued (see for instance [16, Remark 2.3] and [17, Remark 3.1]).
In the same spirit as Theorem 2.6, we will pass to the limit κ → 0 in (1.7) to deduce
the existence of weak solutions for the quasi-static model of (1.7) with κ = 0.
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Theorem 2.11 (Quasi-static limit with singular potentials).
• (Existence) For each κ ∈ (0, 1], let (ϕκ, µκ, σκ, ψκ) denote a weak solution to (1.7)
obtained from Theorem 2.9 with initial conditions σ0 ∈ L
2, ϕ0 ∈ H
1 such that
βˆ(ϕ0) ∈ L
1. Then, as κ→ 0, we have
ϕκ → ϕ weakly-∗ in L∞(0, T ;H1) ∩H1(0, T ;H−1) ∩ L2(0, T ;H2),
σκ → σ weakly in L2(0, T ;H1),
∂t(κσ
κ)→ 0 weakly in L2(0, T ;H−1),
µκ → µ weakly in L2(0, T ;H1),
ψκ → ψ weakly in L2(0, T ;L2),
such that (ϕ, µ, σ, ψ) satisfies (2.10) with κ = 0.
• (Regularity) If σ∞ ∈ L
∞(0, T ;H1) then σ ∈ L∞(0, T ;H1).
• (Partial continuous dependence) Under (C1) and (C2) of Assumption 2, for any
two weak solution quadruples {ϕi, µi, σi, ψi}i=1,2 to (1.7) with κ = 0 satisfying ad-
ditionally σi ∈ L
∞(0, T ;L2), the corresponding boundary conditions µ∞,1 = µ∞,2,
{σ∞,i}i=1,2 and initial conditions ϕi,0 ∈ H
1 for i = 1, 2, there exists a positive
constant C, depending on T , γ, ε, χ, D0, η, λp, λa, λc, ‖σi‖L∞(0,T ;L2), Lh, Ω,
‖Λ′′‖L∞(R), and h∞ such that
sup
t∈(0,T ]
‖ϕ1(t)− ϕ2(t)‖
2
∗ + ‖σ1 − σ2‖
2
L2(0,T ;H1) + ‖ϕ1 − ϕ2‖
2
L2(0,T ;H1)
≤ C
(
‖ϕ1,0 − ϕ2,0‖
2
∗ + ‖σ∞,1 − σ∞,2‖
2
L2(0,T ;H1)
)
.
• (Uniqueness) In particular, if σ∞,1 = σ∞,2, and ϕ1,0 = ϕ2,0 hold, then ϕ1 = ϕ2,
µ1 = µ2, σ1 = σ2 and ψ1 = ψ2.
Since the above result is proved by combining the proofs of Theorems 2.6, 2.7 and 2.10,
we will omit the proof of Theorem 2.11.
3 Regular potentials
3.1 Galerkin approximation
We prove Theorem 2.2 via a Galerkin procedure, assuming first that ϕ0+1 ∈ H
2∩H10 . The
general case ϕ0 ∈ H
1 with Ψ(ϕ0) ∈ L
1 can be handled by means of a density argument, see
for example [7, Remark 2], as by (A3) Ψ is a quadratic perturbation of a convex function.
Let us consider {wj}j∈N as the set of eigenfunctions of the Dirichlet-Laplacian which are
chosen such that they form an orthonormal basis of L2 and an orthogonal basis of H10 .
Furthermore, as Γ is C2, elliptic regularity yields that wj ∈ H
2 ∩ H10 for all j ∈ N. Let
Wk = span{w1, . . . , wk} ⊂ H
1
0 denote the finite dimensional subspace spanned by the first
k eigenfunctions. We introduce the Galerkin ansatz
ϕk := −1 +
k∑
i=1
αkiwi, µk := µ∞ +
k∑
i=1
βki wi, σk := σ∞ +
k∑
i=1
τki wi,
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and we require that ϕk, µk and σk satisfy
0 =
∫
Ω
∂tϕkwj +∇µk · ∇wj − (λpσk − λa)h(ϕk)wj dx, (3.1a)
0 =
∫
Ω
µkwj −
γ
ε
Ψ′(ϕk)wj − γε∇ϕk · ∇wj + χσkwj dx, (3.1b)
0 =
∫
Ω
κ∂tσkwj +D(ϕk)(∇σk − η∇ϕk) · ∇wj + λcσkh(ϕk)wj dx, (3.1c)
for all 1 ≤ j ≤ k. For convenience we introduce the following matrices
(M)ij :=
∫
Ω
wiwj dx = δij , (S)ij :=
∫
Ω
∇wi · ∇wj dx,
(Mh)ij :=
∫
Ω
h(ϕk)wiwj dx, (SD)ij :=
∫
Ω
D(ϕk)∇wi · ∇wj dx,
where δij is the Kronecker delta. Note thatM is the identity matrix precisely due to the
orthonormality of {wj}j∈N in L
2. Furthermore, we use the notation
αk := (αki )1≤i≤k, β
k := (βki )1≤i≤k, τ
k := (τki )1≤i≤k,
and
ψk :=
(∫
Ω
Ψ′(ϕk)wj dx
)
1≤j≤k
, hk :=
(∫
Ω
h(ϕk)wj dx
)
1≤j≤k
,
sµ :=
(∫
Ω
∇µ∞ · ∇wj dx
)
1≤j≤k
, mµ :=
(∫
Ω
µ∞wj dx
)
1≤j≤k
,
mσ :=
(∫
Ω
σ∞wj dx
)
1≤j≤k
, mkh,σ :=
(∫
Ω
h(ϕk)σ∞wj dx
)
1≤j≤k
,
m∂tσ :=
(∫
Ω
∂tσ∞wj dx
)
1≤j≤k
, skD,σ :=
(∫
Ω
D(ϕk)∇σ∞ · ∇wj dx
)
1≤j≤k
,
so that when we substitute the Galerkin ansatz into (3.1), we obtain the following nonlinear
initial value problem in vector form
d
dt
αk = −Sβk + λpMhτ
k − λah
k − sµ + λpm
k
h,σ, (3.2a)
0 = βk −
γ
ε
ψk − γεSαk + χτ k +mµ + χmσ, (3.2b)
κ
d
dt
τ k = −SD(τ
k − ηαk)− λcMhτ
k − skD,σ − λcm
k
h,σ − κm∂tσ, (3.2c)
with initial data
αk(0) =
(∫
Ω
(ϕ0 + 1)wj dx
)
1≤j≤k
, τ k(0) =
(∫
Ω
(σ0 − σ∞)wj dx
)
1≤j≤k
,
and we define ϕk(0) := −1 +
∑k
i=1(α
k(0))iwi, σk(0) := σ∞ +
∑k
i=1(τ
k(0))iwi.
Note that ψk, hk,mkh,σ, s
k
D,σ,Mh and SD depend nonlinearly on the solution. We can
also express (3.2) as an initial value problem just in terms of αk and τ k by substituting
(3.2b) into (3.2a). Moreover, by the continuity of Ψ(·), h(·) and D(·), we observe that the
right-hand side of (3.2a) and (3.2c) depends continuously on αk and τ k. Thus, by the
Cauchy–Peano theorem we infer the existence of local solutions αk,βk, τ k ∈ (C1([0, tk]))
k
defined on a time interval [0, tk] for each k ∈ N.
Next, we derive some a priori estimates to deduce that αk, βk and τ k can be extended
to the interval [0, T ] and to allow us to pass to the limit. In the following, the various
constants C may vary from line to line, but they do not depend on k or on κ.
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3.1.1 A priori estimates
We define a new variable
ωk := σk − σ∞,
and then multiple (3.1a) with βki + χτ
k
i , (3.1b) with
d
dt
αki and (3.1c) with X τ
k
i for some
positive constant X yet to be determined. Sum from i = 1 to k, and summing the three
equations, integrating in time from 0 to s ∈ (0, T ] leads to∫
Ω
[γ
ε
Ψ(ϕk) +
γε
2
|∇ϕk|
2 + X
κ
2
|ωk|
2
]
(s) dx
+ ‖∇µk‖
2
L2(0,s;L2) + XD0‖∇ωk‖
2
L2(0,s;L2) + λc
∫ s
0
∫
Ω
h(ϕk)|ωk|
2 dx dt
≤
∫
Ω
ϕk(s)(µ∞ + χσ∞)(s)− ϕk(0)(µ∞ + χσ∞)(0) dx
−
∫ s
0
∫
Ω
ϕk∂t(µ∞ + χσ∞) dx dt
+
∫ s
0
∫
Ω
−χ∇µk · ∇ωk +∇µk · ∇µ∞ dx dt
+
∫ s
0
∫
Ω
h(ϕk)(λpσk − λa)(µk − µ∞ + χωk) dx dt
+ X
∫ s
0
∫
Ω
D(ϕk)η∇ϕk · ∇ωk − κ∂tσ∞ωk dx dt
− X
∫ s
0
∫
Ω
D(ϕk)∇σ∞ · ∇ωk + λch(ϕk)σ∞ωk dx dt
+
∫
Ω
[γ
ε
Ψ(ϕk) +
γε
2
|∇ϕk|
2 + X
κ
2
|σk − σ∞|
2
]
(0) dx
=: I1a + I1b + I2a + I2b + X (I3a + I3b) + I4.
(3.3)
Since ϕ0 + 1 ∈ H
2 ∩ H10 , via a similar argument employed in [12, §3], one can show
that ∆(ϕk(0) + 1) converges strongly to ∆(ϕ0 + 1) in L
2, and hence ϕk(0)→ ϕ0 strongly
in H2 ⊂ L∞. Then, there exists a constant C > 0 such that ‖Ψ(ϕk(0))‖L∞ ≤ C for all
k ∈ N. Together with (2.2) and σ∞ ∈ C
0([0, T ];L2), we see that
|I4| ≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2
)
. (3.4)
Application of Ho¨lder’s inequality, Young’s inequality and the Poincare´ inequality (1.11)
applied to f = ϕk + 1 leads to
|I1a + I1b| ≤
1
2
‖ϕk‖
2
L2(0,s;L2) +
1
2
‖∂t(µ∞ + χσ∞)‖
2
L2(0,s;L2) +
γε
8C2p
‖ϕk(s)‖
2
L2
+
2C2p
εγ
‖(µ∞ + χσ∞)(s)‖
2
L2 + ‖ϕk(0)‖
2
L2 +
1
4
‖(µ∞ + χσ∞)(0)‖
2
L2
≤
1
2
‖ϕk‖
2
L2(0,s;L2) +
γε
8C2p
‖ϕk(s)‖
2
L2 + C
≤ C2p‖∇ϕk‖
2
L2(0,s;L2) +
γε
4
‖∇ϕk(s)‖
2
L2 + C.
(3.5)
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By Ho¨lder’s inequality, we have
|I2a| ≤ ‖∇µk‖L2(0,s;L2)
(
χ‖∇ωk‖L2(0,s;L2) + ‖∇µ∞‖L2(0,s;L2)
)
,
|I2b| ≤ h∞λa|Ω|
1
2 s
1
2
(
‖µk‖L2(0,s;L2) + ‖µ∞‖L2(0,s;L2) + χ‖ωk‖L2(0,s;L2)
)
+ h∞λp‖σk‖L2(0,s;L2)
(
‖µk‖L2(0,s;L2) + ‖µ∞‖L2(0,s;L2) + χ‖ωk‖L2(0,s;L2)
)
.
Then, by Young’s inequality and the Poincare´ inequality (1.11) applied to f = µk − µ∞
and f = ωk, we obtain
|I2a + I2b| ≤
4
8
‖∇µk‖
2
L2(0,s;L2) + 2χ
2‖∇ωk‖
2
L2(0,s;L2) + 2χ
2‖ωk‖
2
L2(0,s;L2)
+ h2∞λ
2
p(4C
2
p + 1)‖σk‖
2
L2(0,s;L2)
+ C
(
1 + ‖µ∞‖
2
L2(0,T ;H1) + ‖σ∞‖
2
L2(0,T ;H1)
)
≤
(
2χ2(1 + C2p) + 2C
2
ph
2
∞λ
2
p(4C
2
p + 1)
)
‖∇ωk‖
2
L2(0,s;L2)
+
1
2
‖∇µk‖
2
L2(0,s;L2) + C,
(3.6)
where we have used
‖σk‖L2 ≤ ‖ωk‖L2 + ‖σ∞‖L2 . (3.7)
Similarly,
|I3a + I3b| ≤ D1
(
η‖∇ϕk‖L2(0,s;L2) + ‖∇σ∞‖L2(0,s;L2)
)
‖∇ωk‖L2(0,s;L2)
+
(
κ‖∂tσ∞‖L2(0,s;L2) + λch∞‖σ∞‖L2(0,s;L2)
)
‖ωk‖L2(0,s;L2)
≤
D0
4
‖∇ωk‖L2(0,s;L2) +
2D21η
2
D0
‖∇ϕk‖
2
L2(0,s;L2)
+
D0
4C2p
‖ωk‖
2
L2(0,s;L2) + C
(
1 + κ2‖∂tσ∞‖
2
L2(0,T ;L2)
)
.
(3.8)
Then, substituting (3.4), (3.5), (3.6) and (3.8) into (3.3) leads to∫
Ω
[γ
ε
Ψ(ϕk) +
γε
4
|∇ϕk(s)|
2 + X
κ
2
|ωk|
2
]
(s) dx+
1
2
‖∇µk‖
2
L2(0,s;L2)
+
(
X
D0
2
− 2χ2(1 + C2p)− 2C
2
ph
2
∞λ
2
p(4C
2
p + 1)
)
‖∇ωk‖
2
L2(0,s;L2)
≤
(
C2p + X
2D21η
2
D0
)∫ s
0
‖∇ϕk‖
2
L2 dt
+ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2)
)
.
Choosing
X =
4
D0
(
2χ2(1 + C2p) + 2C
2
ph
2
∞λ
2
p(4C
2
p + 1)
)
,
and applying the Gronwall inequality (1.12) with
u(s) :=
γ
ε
‖Ψ(ϕk)‖L1 +
γε
4
‖∇ϕk(s)‖
2
L2 + X
κ
2
‖ωk‖
2
L2 ,
v(t) :=
1
2
‖∇µk‖
2
L2 + X
D0
4
‖∇ωk‖
2
L2 ,
α(s) = α := C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2)
)
∀s ∈ (0, T ],
β(t) = β :=
4
γε
(
C2p + X
2D21η
2
D0
)
∀t ∈ (0, T ],
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leads to
sup
s∈(0,T ]
(
‖Ψ(ϕk(s))‖L1 + ‖∇ϕk(s)‖
2
L2 + κ‖ωk(s)‖
2
L2
)
+ ‖∇µk‖
2
L2(0,T ;L2) + ‖∇ωk‖
2
L2(0,T ;L2)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2)
)
,
for some positive constant C independent of k and κ. Then, by the Poincare´ inequality,
(3.7) and (2.3), we find that
sup
s∈(0,T ]
(
‖Ψ(ϕk(s))‖L1 + ‖ϕk(s)‖
2
H1 + κ‖σk(s)‖
2
L2
)
+ ‖µk‖
2
L2(0,T ;H1) + ‖σk‖
2
L2(0,T ;H1)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
,
(3.9)
for some positive constant C independent of k and κ. This a priori estimate in turn
guarantees that the solution {ϕk, µk, σk} to (3.2) exists on the interval [0, T ], and thus
tk = T for each k ∈ N.
We now provide some a priori estimates on the time derivatives. From (3.1a) and
(3.1c), we have that
‖∂tϕk‖L2(0,T ;H−1) ≤ ‖∇µk‖L2(0,T ;L2) + C
(
1 + ‖σk‖L2(0,T ;L2)
)
,
κ‖∂tσk‖L2(0,T ;H−1) ≤ C
(
‖σk‖L2(0,T ;H1) + ‖∇ϕk‖L2(0,T ;L2)
)
,
and so by (3.9),
‖∂tϕk‖L2(0,T ;H−1) + κ‖∂tσk‖L2(0,T ;H−1)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
,
(3.10)
for some positive constant C independent of k and κ.
3.1.2 Passing to the limit
From (3.9) and (3.10) we find that
{ϕk}k∈N is bounded in L
∞(0, T ;H1) ∩H1(0, T ;H−1),
{σk}k∈N is bounded in L
∞(0, T ;L2) ∩ L2(0, T ;H1) ∩H1(0, T ;H−1),
{µk}k∈N is bounded in L
2(0, T ;H1),
and by the standard compactness results we obtain for a non-relabeled subsequence the
following convergences
ϕk → ϕ weakly-∗ in L
∞(0, T ;H1) ∩H1(0, T ;H−1),
ϕk → ϕ strongly in C
0([0, T ];Hr) ∩ L2(0, T ;Lm) and a.e. in Ω× (0, T ),
σk → σ weakly-∗ in L
2(0, T ;H1) ∩ L∞(0, T ;L2) ∩H1(0, T ;H−1),
σk → σ strongly in L
2(0, T ;Lm) and a.e. in Ω× (0, T ),
µk → µ weakly in L
2(0, T ;H1),
for 0 ≤ r < 1 and m ∈ [1, 6).
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Fix j and consider δ(t) ∈ C∞c (0, T ). Then, δ(t)wj ∈ L
2(0, T ;H2 ∩H10 ). We multiple
(3.1) with δ(t) and integrate in time from 0 to T , leading to
0 =
∫ T
0
∫
Ω
δ(t) (∂tϕkwj +∇µk · ∇wj − (λpσk − λa)h(ϕk)wj) dx dt, (3.11a)
0 =
∫ T
0
∫
Ω
δ(t)
(
µkwj −
γ
ε
Ψ′(ϕk)wj − γε∇ϕk · ∇wj + χσkwj
)
dx dt, (3.11b)
0 =
∫ T
0
∫
Ω
δ(t) (κ∂tσkwj +D(ϕk)(∇σk − η∇ϕk) · ∇wj + λcσkh(ϕk)wj) dx dt. (3.11c)
By continuity of h(·), we see that h(ϕk) → h(ϕ) a.e. in Ω × (0, T ). Thanks to the
fact that h(·) is bounded, applying Lebesgue dominated convergence theorem to (h(ϕk)−
h(ϕ))δwj yields
‖(h(ϕk)− h(ϕ))δwj‖L2(0,T ;L2) → 0 as k →∞.
Together with the weak convergence σk ⇀ σ in L
2(0, T ;L2), we obtain by the product of
weak-strong convergence∫ T
0
∫
Ω
h(ϕk)σkδwj dx dt→
∫ T
0
∫
Ω
h(ϕ)σδwj dx dt as k →∞.
The terms involving D(·) can be treated in a similar fashion. The remaining non-trivial
part is to pass to the limit in the term involving Ψ′. By (2.1) and (3.9), we have that
{Ψ′(ϕk)}k∈N is bounded uniformly in L
∞(0, T ;Ls) for some s ∈ (1, 2]. Thus, there exists
a function ξ ∈ L∞(0, T ;Ls) such that
Ψ′(ϕk)→ ξ weakly- ∗ in L
∞(0, T ;Ls).
By the continuity of Ψ′ and the a.e. convergence of ϕk to ϕ, we have Ψ
′(ϕk) → Ψ
′(ϕ)
a.e. in Ω× (0, T ). The uniqueness of a.e. and weak limits shows that ξ = Ψ′(ϕ). We now
pass to the limit k →∞ in (3.11), and the application of the aforementioned convergence
results leads to
0 =
∫ T
0
δ(t)
(
〈∂tϕ,wj〉+
∫
Ω
∇µ · ∇wj − (λpσ − λa)h(ϕ)wj dx
)
dt,
0 =
∫ T
0
δ(t)
(∫
Ω
µwj −
γ
ε
Ψ′(ϕ)wj − γε∇ϕ · ∇wj + χσwj dx
)
dt,
0 =
∫ T
0
δ(t)
(
〈κ∂tσ,wj〉+
∫
Ω
D(ϕ)(∇σ − η∇ϕ) · ∇wj + λcσh(ϕ)wj dx
)
dt,
which holds for arbitrary δ(t) ∈ C∞c (0, T ). Hence, we have for a.e. t ∈ (0, T ),
〈∂tϕ,wj〉 =
∫
Ω
−∇µ · ∇wj + (λpσ − λa)h(ϕ)wj dx, (3.12a)∫
Ω
µwj dx =
∫
Ω
γ
ε
Ψ′(ϕ)wj + γε∇ϕ · ∇wj − χσwj dx, (3.12b)
〈κ∂tσ,wj〉 = −
∫
Ω
D(ϕ)(∇σ − η∇ϕ) · ∇wj + λcσh(ϕ)wj dx. (3.12c)
This holds for all j ≥ 1, and as {wj}j∈N is a basis for H
1
0 , we see that {ϕ, µ, σ} satisfy (2.4)
for all ζ, λ, ξ ∈ H10 . Moreover, from the strong convergence of ϕk to ϕ in C
0([0, T ];L2),
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and the fact that ϕk(0)→ ϕ0 in L
2 it holds that ϕ(0) = ϕ0. Meanwhile, by the continuous
embedding
L2(0, T ;H1) ∩H1(0, T ;H−1) ⊂ C0([0, T ];L2),
and that σk(0) → σ0 in L
2, we have σ(0) = σ0. This shows that {ϕ, µ, σ} is a weak
solution of (1.1).
Remark 1. For the reader’s convenience, we outline an alternative argument for showing∫ T
0
∫
Ω
Ψ′(ϕk)δwj dx dt→
∫ T
0
∫
Ω
Ψ′(ϕ)δwj dx dt as k →∞ (3.13)
when the potential Ψ satisfies (2.6) instead of (2.1) that uses the generalized Lebesgue
dominated convergence theorem. For any q < 6, choose r = 32 −
3
q
< 1. Then, the Sobolev
embedding Hr ⊂ Lq yields that C0([0, T ];Hr) ⊂ Lq(0, T ;Lq) for q < 6, and by the above
compactness results, we have ϕk → ϕ strongly in L
q(0, T ;Lq) ∼= Lq(Ω× (0, T )) for q < 6.
For p ∈ [1, 5), let q = 65p < 6. Then, by Ho¨lder’s inequality,∫ T
0
∫
Ω
||ϕk − ϕ|
pδwj | dx dt ≤ ‖ϕk − ϕ‖
p
Lq(0,T ;Lq)‖wj‖L6‖δ‖L6(0,T ) → 0 as k →∞.
Hence, |ϕk − ϕ|
pδwj → 0 strongly in L
1(Ω× (0, T )). A short computation shows that
• |ϕk|
p|δwj | ≤ C(p)(|ϕ|
p + |ϕk − ϕ|
p)|δwj | ∈ L
1(Ω× (0, T )) for all k,
• (|ϕ|p + |ϕk − ϕ|
p)|δwj | → |ϕ|
p|δwj | a.e in Ω× (0, T ) as k →∞,
•
∫ T
0
∫
Ω(|ϕ|
p + |ϕk − ϕ|
p)|δwj | dx dt→
∫ T
0
∫
Ω |ϕ|
p|δwj | dx dt as k →∞.
By the generalized Lebesgue dominated convergence theorem, we have∫ T
0
∫
Ω
(1 + |ϕk|
p)δwj dx dt→
∫ T
0
∫
Ω
(1 + |ϕ|p)δwj dx dt as k →∞ for p ∈ [1, 5).
Using that Ψ′(ϕk)→ Ψ
′(ϕ) a.e. in Ω× (0, T ) as k →∞, and
|Ψ′(ϕk)δwj | ≤ k2(1 + |ϕk|
p)|δwj | ∈ L
1(Ω× (0, T )) ∀k ∈ N and p ∈ [1, 5),
and the generalized Lebesgue dominated convergence theorem again, we obtain (3.13).
3.2 Energy inequality
By the a.e. convergence ϕk → ϕ in Ω × (0, T ), the non-negativity and continuity of Ψ,
Fatou’s lemma and the estimate (3.9), we have that for a.e. s ∈ (0, T ],∫
Ω
Ψ(ϕ(s)) dx ≤ lim inf
k→∞
∫
Ω
Ψ(ϕk(s)) dx
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
.
Taking the supremum in s ∈ (0, T ] in the above, and using the following convergences:
ϕk → ϕ weakly-∗ in L
∞(0, T ;H1),
σk → σ weakly-∗ in L
2(0, T ;H1) ∩ L∞(0, T ;L2),
µk → µ weakly in L
2(0, T ;H1),
along with the weak/weak-∗ lower semicontinuity of the Sobolev norms, we find that
passing to the limit k →∞ in (3.9) leads to (2.5).
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3.3 Further regularity
Note that (2.4b) is the weak formulation of
−γε∆ϕ = µ−
γ
ε
Ψ′(ϕ) + χσ in Ω, (3.14a)
ϕ = −1 on Γ. (3.14b)
To prove the L2(0, T ;W 2,6)-regularity assertion, it suffices to show that Ψ′(ϕ) is bounded
in L6, as µ+χσ already belongs to H1 ⊂ L6. We define iteratively, a sequence of numbers
{lj}j∈N, by
l1 ≥ 1, l1p ≤ 6, lj+1 =
6lj
6− (5− p)lj
, (3.15)
where p ∈ (1, 5) is the exponent in (2.6). While lj and lj+1 are positive and greater than
1, by the Gagliardo–Nirenberg inequality, it holds that
‖f‖2p
L
plj+1
≤ C‖f‖2
W
2,lj
‖f‖2p−2
L6
⇔
1
lj+1p
=
(
1
lj
−
2
3
)
1
p
+
1
6
−
1
6p
.
Rearranging the equality on the right-hand side yields exactly the relation lj+1 =
6lj
6−(5−p)lj
,
and so
L2(0, T ;W 2,lj ) ∩ L∞(0, T ;L6) ⊂ L2p(0, T ;Llj+1p). (3.16)
The bootstrapping procedure is as follows:
First step. By (2.6) and (3.15), we have
‖Ψ′(ϕ)‖2
Ll1
≤ C(k1)
(
1 + ‖ϕ‖2p
L6
)
≤ C(k1, Cs, l1, p)
(
1 + ‖ϕ‖2p
H1
)
,
and due to the boundedness of ϕ in L∞(0, T ;H1), the right-hand side of (3.14a) belongs
to L2(0, T ;Ll1) and elliptic regularity theory yields that ϕ ∈ L2(0, T ;W 2,l1).
j-th step. For each j > 1, from (2.6) and (3.16) we have that
‖Ψ′(ϕ)‖2
L
lj
≤ C(k1)
(
1 + ‖ϕ‖2p
L
lj p
)
≤ C
(
1 + ‖ϕ‖2
W
2,lj−1
‖ϕ‖2p−2
L6
)
,
which in turn implies that Ψ′(ϕ) belongs to L2(0, T ;Llj ), and the application of elliptic
regularity then gives that ϕ ∈ L2(0, T ;W 2,lj ).
Let us point out that the function g(x) := 6x6−(5−p)x is strictly increasing and positive
in the interval [1, 65−p). In particular,
lj < lj+1 if lj , lj+1 <
6
5− p
,
lj+1 < 0 if lj >
6
5− p
.
By the strictly increasing property, after a finite number of steps, we have lj ≥
6
6−p , and
at this point the bootstrapping procedure is terminated. Then, lj+1 ≥ 6 and (2.6) and
(3.16) imply that ϕ is bounded in L2p(0, T ;L6p) and Ψ′(ϕ) is bounded in L2(0, T ;L6). For
example, in the case p = 3 which corresponds to the double-well potential (s2 − 1)2, we
have l1 = 2 and l2 = 6, and so the bootstrapping procedure ends in two steps. In the case
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p = 4, we have l1 =
3
2 , l2 = 2, l3 = 3 and l4 = 6, and the bootstrapping procedure ends in
four steps.
Now let Γ be of class C3, we show that Ψ′(ϕ) ∈ L2(0, T ;H1). Then, the right-hand
side of (3.14a) belongs to H1 for a.e. t ∈ (0, T ) and by elliptic regularity theory, one
obtains that ϕ ∈ L2(0, T ;H3). From the growth assumptions (2.7) on Ψ′ and Ψ′′, we find
that
|Ψ′(ϕ)|2 ≤ 2k22(1 + |ϕ|
2p), |Ψ′′(ϕ)∇ϕ|2 ≤ 2k23(1 + |ϕ|
2p−2)|∇ϕ|2
for p < 5. In dimension d = 3, the Gagliardo–Nirenberg inequality yields that (substituting
lj+1 = 2 in (3.15) and rearrange the equation for lj)
‖ϕ‖2p
L2p
≤ C‖ϕ‖2W 2,m‖ϕ‖
2p−2
L6
for m =
6
8− p
.
Then, for any p < 5, the L2(0, T ;W 2,6)-regularity established above yields that
L2(0, T ;W 2,6) ∩ L∞(0, T ;H1) ⊂ L2p(0, T ;L2p)⇒ Ψ′(ϕ) ∈ L2(0, T ;L2).
Similarly, the Gagliardo–Nirenberg inequality yields that for p < 5,
‖ϕ‖2p−2L∞ ≤ C‖ϕ‖
2
W 2,q‖ϕ‖
2p−4
L6
for q =
6
6− p
.
From the L2(0, T ;W 2,6)-regularity, we have that ϕ ∈ L2p−2(0, T ;L∞) and thus
‖Ψ′′(ϕ)∇ϕ‖2L2(0,T ;L2) ≤ C
(
1 + ‖ϕ‖2p−2
L2p−2(0,T ;L∞)
)
‖∇ϕ‖2L∞(0,T ;L2),
and this establishes that Ψ′(ϕ) ∈ L2(0, T ;H1).
Remark 2. The restriction to L2(0, T ;W 2,6) for the first regularity assertion of Theorem
2.3 is due to the fact that H3-regularity requires a C3-boundary. If Γ is only a C2-
boundary, then at best we can only deduce ϕ ∈ L2(0, T ;W 2,6) even if the right-hand side
of (3.14a) belongs to L2(0, T ;H1).
3.4 Continuous dependence
Suppose D(·) = D0 is constant, h(·) is Lipschitz continuous with Lipschitz constant Lh,
and Ψ′ satisfies (2.8). Given two regular weak solution triplets {ϕi, µi, σi}i=1,2 to (1.1)
with corresponding initial data {ϕi,0, σi,0}i=1,2 and boundary data {µ∞,i, σ∞,i}i=1,2, let
ϕ := ϕ1 − ϕ2, µ := µ1 − µ2, σ := σ1 − σ2, µ∞ := µ∞,1 − µ∞,2, and σ∞ := σ∞,1 − σ∞,2
denote the differences, respectively. Then, we have that
ϕ ∈ L∞(0, T ;H10 ) ∩ L
2(0, T ;H3) ∩H1(0, T ;H−1),
µ ∈ µ∞ + L
2(0, T ;H10 ),
σ ∈
(
σ∞ + L
2(0, T ;H10 )
)
∩ L∞(0, T ;L2) ∩H1(0, T ;H−1),
and they satisfy ϕ(0) = ϕ0 := ϕ1,0 − ϕ2,0, σ(0) = σ0 := σ1,0 − σ2,0, and
0 = 〈∂tϕ, ζ〉+
∫
Ω
∇µ · ∇ζ + ((λa − λpσ1)(h(ϕ1)− h(ϕ2))− λpσh(ϕ2))ζ dx,
0 =
∫
Ω
µλ−
γ
ε
(Ψ′(ϕ1)−Ψ
′(ϕ2))λ− γε∇ϕ · ∇λ+ χσλdx,
0 = 〈κ∂tσ, ξ〉+
∫
Ω
D0(∇σ − η∇ϕ) · ∇ξ + λc(σ1(h(ϕ1)− h(ϕ2)) + σh(ϕ2))ξ dx,
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for all ζ, λ, ξ ∈ H10 (Ω) and a.e. t ∈ (0, T ). In the following, we will often use
‖σ‖L2 ≤ ‖σ − σ∞‖L2 + ‖σ∞‖L2 ≤ Cp‖∇σ‖L2 +C(Cp)‖σ∞‖H1 , (3.17)
obtained from applying the Poincare´ inequality to σ− σ∞. For positive constant Z yet to
be determined, substituting ξ = Z(σ − σ∞) leads to
Z
κ
2
d
dt
‖σ‖2L2 + ZD0‖∇σ‖
2
L2 + Zλc
∫
Ω
h(ϕ2)|σ|
2︸ ︷︷ ︸
≥0
dx
=Zκ〈∂tσ, σ∞〉+ Z
∫
Ω
D0η∇ϕ · ∇(σ − σ∞) +D0∇σ · ∇σ∞ dx
−Z
∫
Ω
λcσ1(h(ϕ1)− h(ϕ2))(σ − σ∞)− λch(ϕ2)σσ∞ dx.
(3.18)
Then, substituting ζ = γεϕ, λ = µ−µ∞ and λ = Yϕ, for some positive constant Y yet to
be determined, and summing with (3.18), integrating over t from 0 to s ∈ (0, T ] leads to(γε
2
‖ϕ(s)‖2L2 + Z
κ
2
‖σ(s)‖2L2
)
+
∫ s
0
‖µ‖2L2 + ZD0‖∇σ‖
2
L2 + Yγε‖∇ϕ‖
2
L2 dt
≤ J1 + J2 + J3 + J4 + J5 +
(γε
2
‖ϕ0‖
2
L2 +Z
κ
2
‖σ0‖
2
L2
)
,
(3.19)
where
J1 = −Zκ
∫ s
0
∫
Ω
σ∂tσ∞ dx dt+Zκ
∫
Ω
σ(s)σ∞(s)− σ0σ∞(0) dx,
J2
=
∫ s
0
∫
Ω
γ
ε
(Ψ′(ϕ1)−Ψ
′(ϕ2))(µ − µ∞ − Yϕ) + Y(µ+ χσ)ϕ− γε∇ϕ · ∇µ∞ dx dt,
J3 =
∫ s
0
∫
Ω
ZD0η∇ϕ · ∇(σ − σ∞) + ZD0∇σ · ∇σ∞ − χσ(µ − µ∞) + µµ∞ dx dt,
J4 =
∫ s
0
∫
Ω
−γελa(h(ϕ1)− h(ϕ2))ϕ + λpγεh(ϕ2)σϕ+ Zλch(ϕ2)σσ∞ dx dt,
J5 =
∫ s
0
∫
Ω
(γελpϕ+ λcZ(σ∞ − σ))σ1(h(ϕ1)− h(ϕ2)) dx dt.
Application of Ho¨lder’s inequality and Young’s inequality leads to
|J1| ≤
1
4
‖σ‖2L2(0,s;L2) + κ
2Z2‖∂tσ∞‖
2
L2(0,T ;L2) + Z
κ
4
‖σ(s)‖2L2 (3.20a)
+ 2κZ‖σ∞‖
2
L∞(0,T ;L2) + Z
κ
4
‖σ0‖
2
L2 ,
|J3| ≤
2D0
4
Z‖∇σ‖2L2(0,s;L2) +
2
8
‖µ‖2L2(0,s;L2) + 2ZD0η
2‖∇ϕ‖2L2(0,s;L2) (3.20b)
+
5D0
4
Z‖∇σ∞‖
2
L2(0,T ;L2) + (2χ
2 + 1)‖σ‖2L2(0,s;L2) +
9
4
‖µ∞‖
2
L2(0,T ;L2),
|J4| ≤
(
γελaLh + (λpγεh∞)
2
)
‖ϕ‖2L2(0,s;L2) +
2
4
‖σ‖2L2(0,s;L2) (3.20c)
+ (λch∞Z)
2‖σ∞‖
2
L2(0,T ;L2).
By (2.8) and the following Gagliardo–Nirenberg interpolation inequality in three-dimensions,
‖f‖L∞ ≤ C‖f‖
1
4
H3
‖f‖
3
4
L6
≤ Cˆ‖f‖
1
4
H3
‖f‖
3
4
H1
,
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for positive constants C, Cˆ depending only on Ω, we find that∣∣∣∣
∫
Ω
(Ψ′(ϕ1)−Ψ
′(ϕ2))(µ − µ∞ −Yϕ) dx
∣∣∣∣
≤ k3
∫
Ω
(1 + |ϕ1|
4 + |ϕ2|
4)(Y|ϕ|2 + |ϕ||µ| + |ϕ||µ∞|) dx
≤ k3
(
1 + ‖ϕ1‖
4
L∞ + ‖ϕ2‖
4
L∞
) (
Y‖ϕ‖2L2 + ‖ϕ‖L2 (‖µ‖L2 + ‖µ∞‖L2)
)
≤ C
(
1 +
∑
i=1,2 ‖ϕi‖H3‖ϕi‖
3
H1
) (
Y‖ϕ‖2
L2
+ ‖ϕ‖L2 (‖µ‖L2 + ‖µ∞‖L2)
)
,
where C depends only on k3 and Cˆ. Then, we can estimate J2 as follows,
|J2| ≤ C
∫ s
0
(
1 +
∑
i=1,2 ‖ϕi‖H3‖ϕi‖
3
H1
)
Y‖ϕ‖2L2 dx
+C
∫ s
0
(
1 +
∑
i=1,2 ‖ϕi‖
2
H3
‖ϕi‖
6
H1
)
‖ϕ‖2L2 dt+
2
8
‖µ‖2L2(0,s;L2)
+ ‖µ∞‖
2
L2(0,T ;L2) +
χ2
4
‖σ‖2L2(0,s;L2) + 3Y
2‖ϕ‖2L2(0,s;L2)
+ γε‖∇ϕ‖2L2(0,s;L2) +
γε
4
‖∇µ∞‖
2
L2(0,T ;L2).
(3.21)
By the Lipschitz continuity of h(·) and (3.17), we have
|J5| =
∣∣∣∣
∫ s
0
∫
Ω
σ1(h(ϕ1)− h(ϕ2)) (Zλc(σ∞ − σ) + γελpϕ) dx dt
∣∣∣∣
≤ Lh
∫ s
0
‖σ1‖L2‖ϕ‖L4 (Zλc (‖σ‖L4 + ‖σ∞‖L4) + γελp‖ϕ‖L4) dt
≤ C‖ϕ‖L2(0,s;H1)Zλc
(
‖σ‖L2(0,s;H1) + ‖σ∞‖L2(0,T ;H1)
)
+ Cγελp‖ϕ‖
2
L2(0,s;H1)
≤ C
(
2Cλ2cZ
2 + γελp
)
‖ϕ‖2L2(0,s;H1) +
1
4
‖σ‖2L2(0,s;H1)
+
1
4
‖σ∞‖
2
L2(0,T ;H1)
≤ C
(
2Cλ2cZ
2 + γελp
)
‖ϕ‖2L2(0,s;H1) +
2C2p + 1
4
‖∇σ‖2L2(0,s;L2)
+ C‖σ∞‖
2
L2(0,T ;H1),
(3.22)
where C := C2sLh‖σ1‖L∞(0,T ;L2). Then, upon collecting terms from (3.20), (3.21) and
(3.22), we obtain(γε
2
‖ϕ(s)‖2L2 + Z
κ
4
‖σ(s)‖2L2
)
+
∫ s
0
1
2
‖µ‖2L2 +
(
1
2
ZD0 −
2C2p + 1
4
−
2C2p
4
(
9χ2 + 7
))
‖∇σ‖2L2 dt
+
∫ s
0
(
(Y − 1)γε− 2ZD0η
2 −C
(
2Cλ2cZ
2 + γελp
))
‖∇ϕ‖2L2 dt
≤
γε
2
‖ϕ0‖
2
L2 +
3κ
4
Z‖σ0‖
2
L2 +
∫ s
0
F‖ϕ‖2L2 dt+ C‖µ∞‖
2
L2(0,T ;H1)
+ 2κZ‖σ∞‖
2
L∞(0,T ;L2) + κ
2Z2‖∂tσ∞‖
2
L2(0,T ;L2) + C‖σ∞‖
2
L2(0,T ;H1),
(3.23)
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where
F := C
(
Y
(
1 +
∑
i=1,2 ‖ϕi‖H3‖ϕi‖
3
H1
)
+
(
1 +
∑
i=1,2 ‖ϕi‖
2
H3
‖ϕi‖
6
H1
))
+ 3Y2 + γελaLh + (λpγεh∞)
2 + C
(
2CZ2λ2c + γελp
)
.
We choose
Z >
1
2D0
(
2C2p
(
8 + 9χ2
)
+ 1
)
, Y > 1 +
1
γε
(
2ZD0η
2 + C
(
2CZ2λ2c + γελp
))
so that we obtain from (3.23) (after adding
∫ s
0 Fκ‖σ‖
2
L2
dt to the right-hand side),
‖ϕ(s)‖2L2 + κ‖σ(s)‖
2
L2 +
∫ s
0
c1
(
‖µ‖2L2 + ‖∇σ‖
2
L2 + ‖∇ϕ‖
2
L2
)
dt
≤ c2
(
‖ϕ0‖
2
L2 + κ‖σ0‖
2
L2
)
+
∫ s
0
c3
(
1 + ‖ϕi‖H3 + ‖ϕi‖
2
H3
) (
‖ϕ‖2L2 + κ‖σ‖
2
L2
)
dt
+ c4
(
‖µ∞‖
2
L2(0,T ;H1) + ‖σ∞‖
2
L2(0,T ;H1) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
+ c4κ
2‖∂tσ∞‖
2
L2(0,T ;L2).
for some positive constants c1, c2, c3 and c4 independent of κ and such that c3 depends
on ‖ϕi‖L∞(0,T ;H1). Let us define
u(s) := ‖ϕ(s)‖2L2 + κ‖σ(s)‖
2
L2 , v(t) := c1
(
‖µ‖2L2 + ‖∇σ‖
2
L2 + ‖ϕ‖
2
L2
)
,
α(t) = α := c2
(
‖ϕ0‖
2
L2 + κ‖σ0‖
2
L2
)
+ c4
(
‖µ∞‖
2
L2(0,T ;H1) + ‖σ∞‖
2
L2(0,T ;H1)
)
+ c4
(
κ‖σ∞‖
2
L∞(0,T ;L2) + κ
2‖∂tσ∞‖
2
L2(0,T ;L2)
)
,
β(t) := c3
(
1 + ‖ϕi(t)‖H3 + ‖ϕi(t)‖
2
H3
)
.
Thanks to the fact that ϕi ∈ L
2(0, T ;H3),
∫ T
0 β(t) dt is finite, and thus∫ s
0
β(t)α(t) exp
(∫ t
0
β(r) dr
)
dt
is also finite for all s ∈ (0, T ]. Then, applying the Gronwall inequality (1.12), we find that
there exists a constant C, not depending on κ, ϕ, µ, σ, µ∞ and σ∞ such that
‖ϕ(s)‖2L2 + κ‖σ(s)‖
2
L2 +
∫ s
0
(
‖µ‖2L2 + ‖∇σ‖
2
L2 + ‖∇ϕ‖
2
L2
)
dt
≤ C
(
‖ϕ0‖
2
L2 + ‖µ∞‖
2
L2(0,T ;H1) + ‖σ∞‖
2
L2(0,T ;H1)
)
+ Cκ
(
‖σ0‖
2
L2 + ‖σ∞‖
2
L∞(0,T ;L2) + κ‖∂tσ∞‖
2
L2(0,T ;L2)
)
for all s ∈ (0, T ].
4 Quasi-static limit
4.1 Existence of weak solutions
Let κ ∈ (0, 1] be fixed and (ϕκ, µκ, σκ) be a weak solution to (1.1) satisfying the hypothesis
of Theorem 2.6. Then, we see that the following energy inequality (2.5) is satisfied for
23
(ϕκ, µκ, σκ),
sup
s∈(0,T ]
(
‖Ψ(ϕκ(s))‖L1 + ‖ϕ
κ(s)‖2H1 + κ‖σ
κ(s)‖2L2
)
+ ‖µκ‖2L2(0,T ;H1) + ‖σ
κ‖2L2(0,T ;H1)
≤ C
(
1 + ‖∂tσ∞‖
2
L2(0,T ;L2) + ‖σ∞‖
2
L∞(0,T ;L2)
)
,
where we have used κ ≤ 1 to obtain that the right-hand side does not depend on κ.
Together with a similar derivation of (3.10), this leads to
{ϕκ}κ∈(0,1] is bounded in L
∞(0, T ;H1) ∩H1(0, T ;H−1),
{σκ}κ∈(0,1], {µ
κ}κ∈(0,1] is bounded in L
2(0, T ;H1),
{κ∂tσ
κ}κ∈(0,1] is bounded in L
2(0, T ;H−1),
and by the standard compactness results, there exist functions ϕ∗, µ∗ and σ∗ such that,
for a non-relabeled subsequence,
ϕκ → ϕ∗ weakly-∗ in L
∞(0, T ;H1) ∩H1(0, T ;H−1),
ϕκ → ϕ∗ strongly in C
0([0, T ];Hr) ∩ L2(0, T ;Lm) and a.e. in Ω× (0, T ),
σκ → σ∗ weakly in L
2(0, T ;H1),
∂t(κσ
κ)→ 0 weakly in L2(0, T ;H−1),
µκ → µ∗ weakly in L
2(0, T ;H1),
where 0 ≤ r < 1 and m ∈ [1, 6). Then, passing to the limit κ → 0 in (2.4) shows that
(ϕ∗, µ∗, σ∗) is a weak solution triplet to (1.2) in the sense of Definition 2.5.
4.2 Further regularity
The L2(0, T ;H3)-regularity for ϕ∗ follows along the same lines as in Section 3.3 and so we
will omit the details. For the L∞(0, T ;H1)-regularity for σ∗, we turn to (2.9c) and test
with ξ = σ∗ − σ∞, resulting in∫
Ω
D(ϕ∗)|∇σ∗|
2 + λch(ϕ∗)|σ∗|
2 dx
=
∫
Ω
D(ϕ∗) (η∇ϕ∗ · ∇(σ∗ − σ∞) +∇σ∗ · ∇σ∞) + λch(ϕ∗)σ∗σ∞ dx.
By Young’s inequality, and the Poincare´ inequality, we find that
‖∇σ∗‖
2
L2 ≤ C(Cp,D0,D1, η, λc, h∞)
(
‖σ∞‖
2
H1 + ‖∇ϕ∗‖
2
L2
)
,
where the right-hand side is bounded in L∞(0, T ). Then, by the Poincare´ inequality, we
easily have
σ∗ ∈ L
∞(0, T ;H1).
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4.3 Continuous dependence
The continuous dependence result can be easily obtain by setting κ = 0 in Section 3.4.
Given two weak solution triplets satisfying the hypothesis of Theorem 2.7, let ϕ, µ, and σ
denote their differences, respectively, which satisfy
0 = 〈∂tϕ, ζ〉+
∫
Ω
∇µ · ∇ζ + (λa − λpσ1) (h(ϕ1)− h(ϕ2))ζ − λpσh(ϕ2)ζ dx,
0 =
∫
Ω
µλ−
γ
ε
(Ψ′(ϕ1)−Ψ
′(ϕ2))λ− γε∇ϕ · ∇λ+ χσλdx,
0 =
∫
Ω
D0(∇σ − η∇ϕ) · ∇ξ + λc(σ1(h(ϕ1)− h(ϕ2)) + σh(ϕ2))ξ dx,
for all ζ, λ, ξ ∈ H10 (Ω). As in Section 3.4, let µ∞ := µ∞,1 − µ∞,2 and σ∞ := σ∞,1 − σ∞,2
denote the difference of boundary data, and we substitute ζ = γεϕ, ξ = Z(σ − σ∞),
λ = µ − µ∞ and λ = Yϕ for positive constants Y, Z yet to be determined. This is
equivalent to setting κ = 0 in (3.19). Then, J1 vanishes and the estimations of J2, J3,
J4 and J5 do not depend on κ. One would have to adjust the value for Z accordingly to
account for the absence of the first term on the right-hand side of (3.20a), but the same
arguments will lead to the assertion of Theorem 2.7.
5 Singular potentials
5.1 Maximal monotone operators and the Yosida approximation
In this section, we will briefly review the basic concepts regarding the Yosida approxi-
mation of maximal monotone operators. For more details related to maximal monotone
operators, subdifferentials and the Yosida approximation, we refer the reader to [4, Chap-
ter III], [21, Chapter III], [22, p. 161] and [24, Chapter 32].
Let X be a Banach space with dual space X∗. A possibly multivalued mapping T :
X → 2X
∗
with effective domain D(T ) := {x ∈ X : Tx 6= ∅}, range R(T ) := {y ∈ Tx : x ∈
D(T )} and graph G(T ) := {[x, y] ∈ X ×X∗ : x ∈ D(T ), y ∈ Tx} is said to be monotone if
〈f − g, x− y〉 ≥ 0 ∀x, y ∈ D(T ), f ∈ Tx, g ∈ Ty.
The mapping T is maximal monotone if and only if
〈f − g, x− y〉 ≥ 0 ∀[y, g] ∈ G(T )⇒ x ∈ D(T ) and f ∈ Tx.
In the case where X is a Hilbert space H, we identify H with its dual H∗. For a maximal
monotone multivalued mapping T : H → 2H with [0, 0] ∈ G(T ), i.e., 0 ∈ T (0), and for
any λ > 0, one can show that I + λT is surjective, where I is the identity operator, i.e.,
R(I + λT ) = H. Hence, for every fixed u ∈ H, there exists [x, f ] ∈ G(T ) such that
u = x+ λf with f ∈ Tx.
The resolvent Jλ : H → D(T ) and the Yosida approximant Tλ : H → H of T are defined
as
Jλ := (I + λT )
−1, Tλ :=
1
λ
(I − Jλ), so that x = Jλu, f = Tλu
satisfy u = Jλu+ λTλu ∀λ > 0 and Tλu = f ∈ Tx = T (Jλu) .
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It is well-known that Jλ and Tλ are both Lipschitz operators with Lipschitz constant 1 and
1
λ
, respectively. Furthermore, denoting T 0x as the element such that ‖T 0x‖ := inf{‖f‖H :
f ∈ Tx}, then it holds that
‖Tλx‖H ≤ ‖T
0x‖ ∀λ > 0 and Tλx ⇀ T
0x in H as λ→ 0 ∀x ∈ D(T ). (5.1)
For a convex, proper, lower semicontinuous function βˆ : H → R, it is also well-known that
the subdifferential T = ∂βˆ : H → 2H , defined for x ∈ D(∂βˆ) = {y ∈ H : ∂βˆ(y) 6= ∅} as
∂βˆ(x) := {f ∈ H : βˆ(y)− βˆ(x) ≥ 〈f, y − x〉 ∀y ∈ H}
is a maximal monotone mapping. For any λ > 0, the Yosida approximation of βˆ, defined
as
βˆλ(x) = inf
y∈H
{
1
2λ
‖x− y‖2H + βˆ(y)
}
,
is convex, Fre´chet differentiable on H with dβˆλ = ∂βˆλ = Tλ = (∂βˆ)λ for all λ > 0, i.e.,
the Fre´chet derivative dβˆλ of βˆλ coincides with its subdifferential ∂βˆλ and is equal to the
Yosida approximant of the subdifferential ∂βˆ. Moreover, it holds that
βˆλ(x) ≤ βˆ(x) for all x ∈ H and βˆλ(x)ր βˆ(x) as λ→ 0. (5.2)
5.2 Existence
From the above discussion, we take the Hilbert space H = R and introduce the Yosida
approximation of β = ∂βˆ as follows. For n ∈ (0, 1], let
βˆn(y) := min
s∈R
(
1
2n
(s − y)2 + βˆ(s)
)
≥ 0, βn(y) := βˆ
′
n(y), (5.3)
and
Ψn(y) := βˆn(y) + Λ(y).
Then, for each n ∈ (0, 1], Ψn ∈ C
1,1(R) is non-negative and has at most quadratic growth.
The conditions of Theorems 2.2 and 2.3 are fulfilled (with p = 1), and so, for every
n ∈ (0, 1], there exists a weak solution (ϕn, µn, σn) to (1.1) with Ψ
′
n in (1.1b) and satisfies
ϕn(0) = ϕ0, σn(0) = σ0 with the following regularity
ϕn ∈ (−1 + L
∞(0, T ;H10 )) ∩ L
2(0, T ;H3) ∩H1(0, T ;H−1),
µn ∈ µ∞ + L
2(0, T ;H10 ),
σn ∈ (σ∞ + L
2(0, T ;H10 )) ∩ L
∞(0, T ;L2) ∩H1(0, T ;H−1).
Moreover, the weak solution (ϕn, µn, σn) satisfies an analogue of (2.5):
sup
s∈(0,T ]
(
‖Ψn(ϕn(s))‖L1 + ‖ϕn(s)‖
2
H1 + κ‖σn(s)‖
2
L2
)
+ ‖µn‖
2
L2(0,T ;H1) + ‖σn‖
2
L2(0,T ;H1)
≤ C
(
1 + κ‖σ0 − σ∞(0)‖
2
L2 + κ
2‖∂tσ∞‖
2
L2(0,T ;L2) + κ‖σ∞‖
2
L∞(0,T ;L2)
)
,
(5.4)
for some positive constant C independent of n and κ. The fact that C is independent of n
follows from the fact that that the derivation of (2.5) does not use the polynomial growth
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of the potential. Moreover, by (S3) and (5.2), the quantity ‖Ψn(ϕn(0))‖L1 = ‖Ψn(ϕ0)‖L1
is bounded uniformly in n. This allows us to deduce that
{ϕn}n∈(0,1] is bounded in L
∞(0, T ;H1),
{µn}n∈(0,1] is bounded in L
2(0, T ;H1),
{σn}n∈(0,1] is bounded in L
∞(0, T ;L2) ∩ L2(0, T ;H1).
By the Lipschitz continuity of Λ′, we also obtain that {Λ′(ϕn)}n∈(0,1] is bounded in
L∞(0, T ;H1). Next, due to the regularity of (ϕn, µn, σn), we can write the equation
for µn as the following equality
γε∆ϕn = −µn − χσn +
γ
ε
Λ′n(ϕn) +
γ
ε
βn(ϕn). (5.5)
As βn is Lipschitz and therefore belong to W
1,∞(R), it is differentiable with derivative
β′n ∈ L
∞(R) a.e. in R. Then, by the chain rule for Sobolev functions [25, Thm 2.1.11], it
holds that ∫
Ω
−∆ϕn(βn(ϕn)− βn(−1)) dx =
∫
Ω
β′n(ϕn)|∇ϕn|
2 dx,
where we used that βn(ϕn)− βn(−1) = 0 on Γ. Here we point out that this is where the
assumption −1 ∈ D(β) comes in, as we can only test with H10 functions for (5.5). Thus,
after multiplying (5.5) by βn(ϕn)− βn(−1) ∈ H
1
0 and performing integration by parts, we
obtain ∫
Ω
γ
ε
|βn(ϕn)|
2 + β′n(ϕn)|∇ϕn|
2 dx
=
∫
Ω
(
−
γ
ε
Λ′(ϕn) + (µn + χσn)
)
(βn(ϕn)− βn(−1)) +
γ
ε
βn(ϕn)βn(−1) dx.
Using that βˆn is convex and thus β
′
n ≥ 0 a.e. in R, the second term on the left-
hand side can be neglected. Furthermore by Assumption 3 and (5.1), we have |βn(−1)| ≤
|β0(−1)| <∞ for all n ∈ (0, 1]. Thus, writing Λ′(ϕn) = Λ
′(ϕn)− Λ
′(0) + Λ′(0), and using
the Lipschitz continuity of Λ′, Ho¨lder’s inequality and Young’s inequality, we have
‖βn(ϕn)‖
2
L2(0,T ;L2) ≤ C
(
1 + ‖ϕn‖
2
L2(0,T ;L2) + ‖µn + χσn‖
2
L2(0,T ;L2)
)
,
for some positive constant C depending only on γ, ε, ‖Λ′′‖L∞(R), |Λ
′(0)|, and |β0(−1)|.
Returning to (5.5), as the right-hand side is now bounded in L2(0, T ;L2) uniformly in n
and κ, by elliptic regularity, we have that {ϕn}n∈(0,1] is also bounded in L
2(0, T ;H2).
Analogous to (3.10), {∂tϕn}n∈(0,1] and {κ∂tσn}n∈(0,1] are bounded in L
2(0, T ;H−1).
Hence, in addition to the convergence stated in Section 3.1.2, where we denote the limit
functions of (ϕn, µn, σn) as (ϕ, µ, σ) (changing the index from k to n), we also have
ϕn → ϕ weakly in L
2(0, T ;H2),
βn(ϕn)→ ψ weakly in L
2(0, T ;L2)
to some function ψ ∈ L2(0, T ;L2).
To finish the proof, it suffices to pass to the limit n → 0 in the weak formulation of
(ϕn, µn, σn) to show that (ϕ, µ, σ, ψ) satisfies (2.10). We will omit the details. It remains
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to show that ϕ ∈ D(β) and ψ ∈ β(ϕ) a.e. in Ω×(0, T ), which will follow from the maximal
monotonicity of β once we showed
〈ψ − g, ϕ − y〉 ≥ 0 ∀[y, g] ∈ G(β).
We argue as in [5, Lem 1.3 (e), p. 127] (cf. [2, Prop 2.2 (iv), p. 38]). By the boundedness
of {βn(ϕn)}n∈(0,1] in L
2(0, T ;L2) and the identity
ϕn = Jnϕn + nβn(ϕn),
where Jnϕn is the resolvent of ϕn, we find that ϕn − Jnϕn → 0 strongly in L
2(0, T ;L2),
and this implies that Jnϕn → ϕ strongly in L
2(0, T ;L2). Take an arbitrary [y, g] ∈ G(β),
i.e., y ∈ D(β) and g ∈ β(y). By the monotonicity of β and as βn(ϕn) ∈ β(Jnϕn), we have
(here 〈·, ·〉 denotes the scalar product on L2(0, T ;L2))
0 ≤ 〈βn(ϕn)− g,Jnϕn − y〉 → 〈ψ − g, ϕ− y〉 as n→∞.
As [y, g] ∈ G(β) is arbitrary, by the maximal monotonicity of β, we have that [ϕ,ψ] ∈ G(β),
and so ϕ ∈ D(β) and ψ ∈ β(ϕ) a.e. in Ω× (0, T ).
5.3 Energy inequality
We argue as in Section 3.2 and pass to the limit n→ 0 in (5.4). Due to the non-negativity
and continuity of Λ(·), and the a.e. convergence ϕn → ϕ in Ω× (0, T ), by Fatou’s lemma
we have for a.e. s ∈ (0, T ],∫
Ω
Λ(ϕ(s)) dx ≤ lim inf
n→0
∫
Ω
Λ(ϕn(s)) dx.
Similarly, for every n ∈ (0, 1], βˆn is non-negative and continuous. By (5.2) and a.e.
convergence ϕn → ϕ in Ω× (0, T ), we have βˆn(ϕn)→ βˆ(ϕ) a.e. in Ω× (0, T ). By Fatou’s
lemma, we obtain for a.e. s ∈ (0, T ],∫
Ω
βˆ(ϕ(s)) dx ≤ lim inf
n→0
∫
Ω
βˆn(ϕn(s)) dx.
Using weak/weak-∗ lower semicontinuity of the Sobolev norms on the other terms, and
passing to the limit n→ 0 in (5.4) leads to (2.11).
5.4 Partial continuous dependence
Consider two weak solution quadruples (ϕi, µi, σi, ψi)i=1,2 to (1.7) satisfying the hypothesis
of Theorem 2.10. Denoting the differences of (ϕi, µi, σi, ψi, σ∞,i)i=1,2 as ϕ, µ, σ, ψ and
σ∞, respectively, we then have
ϕ ∈ L∞(0, T ;H10 ) ∩ L
2(0, T ;H2) ∩H1(0, T ;H−1),
σ ∈
(
σ∞ + L
2(0, T ;H10 )
)
∩ L∞(0, T ;L2) ∩H1(0, T ;H−1),
µ ∈ L2(0, T ;H10 ), ψ ∈ L
2(0, T ;L2),
and
0 = 〈∂tϕ, ζ〉+
∫
Ω
∇µ · ∇ζ + (h(ϕ1)− h(ϕ2))(λa − λpσ1)ζ − λpσh(ϕ2)ζ dx, (5.6)
0 =
∫
Ω
µλ−
γ
ε
(ψ + Λ′(ϕ1)− Λ
′(ϕ2))λ− γε∇ϕ · ∇λ+ χσλdx, (5.7)
0 = 〈κ∂tσ, ξ〉+
∫
Ω
D0(∇σ − η∇ϕ) · ∇ξ + λc(σ1(h(ϕ1)− h(ϕ2)) + σh(ϕ2))ξ dx,
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for all ζ, λ, ξ ∈ H10 and a.e. t ∈ (0, T ).
Let Y denote a positive constant yet to be determined. Testing with ζ = YN(ϕ) ∈ H10 ,
where N is the inverse Dirichlet-Laplacian operator defined in (2.12), and λ = −Yϕ ∈ H10
leads to
0 =
Y
2
d
dt
‖ϕ‖2∗ + Y
∫
Ω
∇µ · ∇N(ϕ) dx
+ Y
∫
Ω
((λa − λpσ1)(h(ϕ1)− h(ϕ2))− λpσh(ϕ2))N(ϕ) dx,
0 = Y
∫
Ω
γ
ε
(ψϕ + (Λ′(ϕ1)− Λ
′(ϕ2))ϕ+ γε|∇ϕ|
2 − (µ+ χσ)ϕdx,
where we used (2.15). Upon adding the above equations leads to
Y
2
d
dt
‖ϕ‖2∗ + Y
∫
Ω
∇µ · ∇N(ϕ)− µϕ+
γ
ε
ψϕdx
+ Y
∫
Ω
((λa − λpσ1)(h(ϕ1)− h(ϕ2))− λpσh(ϕ2))N(ϕ) dx
+ Y
∫
Ω
γ
ε
(Λ′(ϕ1)− Λ
′(ϕ2))ϕ+ γε|∇ϕ|
2 − χσϕdx = 0.
Using (2.12) with u = µ ∈ H10 , we observe that∫
Ω
∇µ · ∇N(ϕ) dx−
∫
Ω
µϕdx = 0,
and by the monotonicity of β, for ψi ∈ β(ϕi), i = 1, 2, we have∫
Ω
ψϕdx =
∫
Ω
(ψ1 − ψ2)(ϕ1 − ϕ2) dx ≥ 0.
Thus, by Ho¨lder’s inequality and the Lipschitz continuity of Λ′, it holds that
Y
2
d
dt
‖ϕ‖2∗ + Yγε‖∇ϕ‖
2
L2
≤ Y (λaLh‖ϕ‖L2‖N(ϕ)‖L2 + λpLh‖σ1‖L2‖ϕ‖L4‖N(ϕ)‖L4)
+ Y
(
λph∞‖σ‖L2‖N(ϕ)‖L2 +
γ
ε
‖Λ′′‖L∞(R)‖ϕ‖
2
L2 + χ‖σ‖L2‖ϕ‖L2
)
.
(5.8)
Adding (3.18) to (5.8) we obtain (neglecting the non-negative term Zλc
∫
Ω h(ϕ2)|σ|
2
dx) after integrating in time from 0 to s ∈ (0, T ],
Y
2
‖ϕ(s)‖2∗ + Z
κ
2
‖σ(s)‖2L2
+ Yγε‖∇ϕ‖2L2(0,s;L2) + ZD0‖∇σ‖
2
L2(0,s;L2)
≤ J1 +K1 +K2 +K3 +K4 +
Y
2
‖ϕ0‖
2
∗ + Z
κ
2
‖σ0‖
2
L2 ,
(5.9)
where J1, as defined in Section 3.4, can be handled as in (3.20a), and
K1 = Y
∫ s
0
(λaLh‖ϕ‖L2‖N(ϕ)‖L2 + λpLh‖σ1‖L2‖ϕ‖L4‖N(ϕ)‖L4) dt,
K2 = Y
∫ s
0
(
λph∞‖σ‖L2‖N(ϕ)‖L2 +
γ
ε
‖Λ′′‖L∞(R)‖ϕ‖
2
L2 + χ‖σ‖L2‖ϕ‖L2
)
dt,
K3 = Z
∫ s
0
∫
Ω
D0η∇ϕ · ∇(σ − σ∞) +D0∇σ · ∇σ∞ dx dt,
K4 = −Z
∫ s
0
∫
Ω
λcσ1(h(ϕ1)− h(ϕ2))(σ − σ∞)− λch(ϕ2)σσ∞ dx dt.
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By Ho¨lder’s inequality and Young’s inequality, and also from the estimation of J5 in (3.22),
we see that
|K3| ≤ Z
2D0
4
‖∇σ‖2L2(0,s;L2) + Z
5D0
4
‖∇σ∞‖
2
L2(0,T ;L2) (5.10a)
+ 2ZD0η
2‖∇ϕ‖2L2(0,s;L2),
|K4| ≤ 2C
2
λ2cZ
2‖ϕ‖2L2(0,s;H1) +
2
4
‖σ‖2L2(0,s;H1) (5.10b)
+
(
1
4
+ (λch∞Z)
2
)
‖σ∞‖
2
L2(0,T ;H1)
≤ 2C
2
λ2cZ
2(Cp + 1)
2‖∇ϕ‖2L2(0,s;L2) +
2C2p + 1
2
‖∇σ‖2L2(0,s;L2)
+ C‖σ∞‖
2
L2(0,T ;H1),
where C = C2sLh‖σ1‖L∞(0,T ;L2) as before, and we have applied the Poincare´ inequality to
ϕ ∈ H10 . Meanwhile, using the Poincare´ inequality applied to N(ϕ) ∈ H
1
0 , we see that
‖N(ϕ)‖H1 ≤ (Cp + 1)‖∇N(ϕ)‖L2 = (Cp + 1)‖ϕ‖∗,
and by the Sobolev embedding H1 ⊂ L4, it holds that
‖ϕ‖L4‖N(ϕ)‖L4 ≤ C
2
s‖ϕ‖H1‖N(ϕ)‖H1 ≤ C
2
s (Cp + 1)
2‖ϕ‖∗‖∇ϕ‖L2 .
Then, by Ho¨lder’s inequality and Young’s inequality it holds that
|K1| ≤ (YλaLhCp)
2‖N(ϕ)‖2L2(0,s;L2) +
1
4
‖∇ϕ‖2L2(0,s;L2)
+ (YλpC(Cp + 1)
2)2‖ϕ‖2L2(0,s;∗) +
1
4
‖∇ϕ‖2L2(0,s;L2),
|K2| ≤ (Yλph∞)
2‖N(ϕ)‖2L2(0,s;L2) +
1
4
‖σ‖2L2(0,s;L2)
+
(
Y
γ
ε
‖Λ′′‖L∞(R) +
Y2
2
)
‖ϕ‖2L2(0,s;L2) +
χ2
2
‖σ‖2L2(0,s;L2),
where we use the notation
‖f‖2L2(0,s;∗) =
∫ s
0
‖f‖2∗ dt.
Recalling (2.13) and (2.14), it holds that
‖N(ϕ)‖L2 ≤ Cp‖∇N(ϕ)‖L2 = Cp‖ϕ‖∗, ‖ϕ‖
2
L2 ≤ ‖ϕ‖∗‖∇ϕ‖L2 ,
and so we obtain
|K1| ≤
(
(YλpC(Cp + 1)
2)2 + C2p(YλaLhCp)
2
)
‖ϕ‖2L2(0,s;∗) (5.11a)
+
1
2
‖∇ϕ‖2L2(0,s;L2),
|K2| ≤
(
C2p(Yλph∞)
2 +
(
Y
γ
ε
‖Λ′′‖L∞(R) +
Y2
2
)2)
‖ϕ‖2L2(0,s;∗) (5.11b)
+
2χ2 + 1
4
‖σ‖2L2(0,s;L2) +
1
4
‖∇ϕ‖2L2(0,s;L2)
≤
(
C2p(Yλph∞)
2 +
(
Y
γ
ε
‖Λ′′‖L∞(R) +
Y2
2
)2)
‖ϕ‖2L2(0,s;∗)
+
(2C2p + 1)(2χ
2 + 1)
4
‖∇σ‖2L2(0,s;L2) +
1
4
‖∇ϕ‖2L2(0,s;L2) + C‖σ∞‖
2
L2(0,T ;H1).
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We point out that the reason not to use the Poincare´ inequality directly to estimate
terms involving ‖ϕ‖2
L2(0,s;L2) in K2 is to obtain terms involving ‖∇ϕ‖
2
L2(0,s;L2) with coef-
ficients that are independent of Y. Upon collecting all of the terms from (5.10a), (5.10b),
(5.11a) and (5.11b), and also keeping in mind the estimate (3.20a) for J1, we find that
Y
2
‖ϕ(s)‖2∗ + Z
κ
4
‖σ(s)‖2L2 +
(
Z
D0
2
− (2C2p + 1)
2χ2 + 3
4
−
C2p
2
)
‖∇σ‖2L2(0,s;L2)
+
(
Yγε− 2ZD0η
2 − 2C
2
λ2cZ
2(Cp + 1)
2 −
3
4
)
‖∇ϕ‖2L2(0,s;L2)
≤
Y
2
‖ϕ0‖
2
∗ + Z
3κ
4
‖σ0‖
2
L2 + κ
2Z2‖∂tσ∞‖
2
L2(0,T ;L2) + 2κZ‖σ∞‖
2
L∞(0,T ;L2)
+C
(
Y, λp, C,Cp, λa,Lh, h∞, γ, ε, ‖Λ
′′‖L∞(R)
)
‖ϕ‖2L2(0,s;∗) + C‖σ∞‖
2
L2(0,T ;H1),
for some positive constant C not depending on κ. Choosing Z and Y so that the coefficients
on the left-hand side are positive, we obtain
‖ϕ(s)‖2∗ + κ‖σ(s)‖
2
L2 +
∫ s
0
d1
(
‖∇σ‖2L2 + ‖∇ϕ‖
2
L2
)
dt
≤ d2
(
‖ϕ0‖
2
∗ + κ‖σ0‖
2
L2
)
+ d3‖ϕ‖
2
L2(0,s;∗)
+ d4
(
‖σ∞‖
2
L2(0,T ;H1) + κ‖σ∞‖
2
L∞(0,T ;L2) + κ
2‖σ∞‖
2
H1(0,T ;L2)
)
,
for positive constants d1, d2, d3 and d4 not depending on κ. Application of the Gronwall
inequality (1.12) yields the desired result.
5.5 Full uniqueness
If ϕ1,0 = ϕ2,0, σ1,0 = σ2,0 and σ∞,1 = σ∞,2, then it holds that
‖σ1 − σ2‖
2
L2(Ω×(0,T )) + ‖ϕ1 − ϕ2‖
2
L2(Ω×(0,T )) = 0.
Hence, ϕ1 = ϕ2 and σ1 = σ2 a.e. in Ω× (0, T ). As µ∞,1 = µ∞,2, we see that µ = µ1−µ2 ∈
H10 . Thus, substituting ζ = µ in (5.6), integrating in time and applying the Poincare´
inequality leads to
0 = ‖∇µ‖2L2(0,T ;L2) ≥
1
C2p
‖µ‖2L2(0,T ;L2) ⇒ µ1 = µ2 a.e. in Ω× (0, T ).
Upon setting ϕ = µ = σ = 0 in (5.7) we obtain∫
Ω
ψλdx = 0 ∀λ ∈ H10 ,
which in turn implies that ψ = ψ1 − ψ2 = 0 a.e. in Ω × (0, T ). This completes the proof
of Theorem 2.10.
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