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ABSTRACT 
This dissertation studies socioeconomic epidemiology In terms of mor­
tality. Three multivariate path models of mortality (i.e., young, middle-
age, and older-age) are Investigated for Iowa counties in 1960 and 1970. 
Independent variables for each model are sex, marital status, education, 
occupation, income^residency, housing, health and medical care and facil­
ities, Infectious diseases, degenerative diseases, and social causes of 
death. These multivariate models were designed to contribute to a mortal­
ity component of a theory of socioeconomic epidemiology in that they ex­
ceed the confines of prevalent descriptive and blvarlate mortality research. 
A second concern of this dissertation was the problem of correlated 
denominators. Spuriously Inflated values are thought to exist lAen de­
nominators of rates are similar. Therefore, three multivariate path 
models are expressed both as rates and residual values in 1960 and 1970 
in order to examine the empirical influence of correlated denominators. 
Both standardized and unstandardized coefficients are examined. 
A third concern of this dissertation was the application of a longi­
tudinal design for mortality research. Variables In 1960 are Included in 
the 1970 models as endogenous variables, removing from 1970 variables the 
direct effects of 1960 variables. Hence, 1970 models are expressed net 
of 1960 effects. An interpretation of change is then allowed. 
Findings demonstrated that there were young, middle-age, and older-
age mortality models for 1960 and 1970 (net of 1960). The analytical in­
terpretation of these models sheds light on past blvarlate research and 
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offers generalizable results to guide future demographic and sociological 
research. An applied interpretation contributes to understanding the rel­
ative importance of various socioeconomic characteristics that have prac­
tical implications for demography, sociology, and health policy. 
A major finding resulted when mortality models were expressed as 
rates and residuals. Both in 1960 and 1970 (net of 1960) mortality models 
expressed with rates were spuriously high and sometimes resulted in mis­
leading significant relationships. Mortality models expressed with resid­
uals displayed much lower standardized coefficients, many more signifi­
cant relationships, and generally less ambiguous results than models ex­
pressed with rates. As a result, demographic and sociological research 
using variables expressed as rates in correlational research must be ques­
tioned. Further research is needed to investigate this problem and the 
varying conditions to which it applies. 
The inclusion of 1960 variables as endogenous variables in the 1970 
models was found to be an appropriate and useful longitudinal design. 
The issue of calculating unique change values, beset by problems of 
analysis and interpretation, is avoided but a change interpretation is 
still permitted. 
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CHAPTER I. INTRODUCTION AND STATEMENT OF THE PROBLEM 
the "Titanic" struck an iceberg and sank in 1912. Social-
class differences among passengers were reflected in first-, 
second-, and third-class accommodations. The official 
casualty list showed that only four first class female pas­
sengers (three voluntarily chose to stay on the ship) of a 
total of 143 [3%] were lost. Among second-class passengers, 
15 of 93 Cl6%] females drowned; and among the third class, 
81 of 179 [45%] female passengers went down with the ship. 
(Robertson and Heagarty, 1975:22) 
Strange indeed, that even the most universal of all characteris­
tics of human existence—death—is an unequal phenomena. Throughout 
much of social life a variety of social inequalities exist, one of which 
is varying rates of death for different socioeconomic groups. The in­
equality of death is related to social, economic, and health inequali­
ties that include education, sex, occupation, income, and access to 
medical facilities (Goldscheider, 1971; McGirr, 1976b). Mortality it­
self is closely intertwined with the other demographic processes of 
fertility and migration. The purpose of this chapter is to introduce 
the concept of mortality as one of three closely related demographic 
processes which individually and jointly have far reaching social and 
demographic consequences; to discuss the relationship between life in­
equalities and the inequality of death; and to present limitations of 




Mortality is one of the three basic components in population 
change. Along with fertility and migration, mortality is associated 
with the size, composition, and distribution of populations (Menken, 
1974; Kanmeyer, 1969; Keyfitz, 1968; Riser, 1968; Goodman, 1969; 
Hermalin, 1966; Moriyama, 1955; Stolnitz, 1958). At a societal level, 
mortality is often related to demographic transition theory which be­
gins by hypothesizing that in preindustrial societies population growth 
is low due to similar high levels of fertility and mortality. As a 
society moves from a traditional to modem orientation, mortality de­
clines while fertility remains at previously high levels. One result 
is rapid population growth because more survivors are added to the pop­
ulation. As mortality approaches a low level fertility begins to de­
cline, resulting in the slowing of population growth. Within time, fer­
tility and mortality are again in balance but at very low levels. This 
demographic transition has been occurring for more than a century in 
many of the more developed nations of the world but it is only recently 
that underdeveloped countries can be said to have entered the transition 
process itself. Many disagree whether any country has entered the last 
condition—that of a balance between low fertility and low mortality. 
My concern here is not with demographic transition theory per se, but 
rather to emphasize the important role mortality plays in the size and 
composition of a population which in turn contribute to a multitude of 
social, economic, and cultural changes. 
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An examination of population growth reveals changes in the age 
composition of the population (Goodman, 1969; Keyfitz, 1968, Stolnitz, 
1965; Valaoras, 1958). Declining mortality which contributes to this 
population growth (United Nations, 1954) has been linked to economic 
variables (Davis, 1956; Sly and Chi, 1972), health variables (Davis, 
1956; Stolnitz, 1965; Preston, 1975), and agricultural or nutritional 
variables (Davis, 1956; Hardin, 1971). If the decline in mortality is 
decomposed one finds a major proportion accounted for by infant mortal­
ity (i.e., the rate of death for those under one year of age). An 
important long term result of declining mortality in general and infant 
mortality specifically is more children surviving through middle ages 
and eventually adding to the elderly dependent population (Bogue, 1969; 
Coale, 1972). The immediate short-term effect is to produce a younger 
population (Coale, 1972). These compositional changes have been shown 
to have a variety of social, demographic, and economic consequences. 
Besides acting as a stimulant for natural increase (Davis, 1956; Stolnitz, 
1965), labor productivity and investments in human capital change (Pres­
ton, 1975; Stolnitz, 1965) and there are a variety of health policy im­
plications (i.e., distribution of health care facilities, physician and 
medical resources, medical research) (Logan, 1954; Stahl and Gamer, 
1976; Preston, 1975). Perhaps most important is the recognition that de­
creases in mortality can contribute to increases in life expectancy and 
are associated with a better quality of life (Alexander, 1953; Hartley, 
1972; Riser, 1968; Legaré, 1967; Lemer and Anderson, 1963; Linden, 1969; 
Stockwell, 1961). The Importance of understanding the consequences of 
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mortality change is driven home when one recognizes that there is almost 
universal support for the further lowering of mortality rates. But how 
low can mortality go? 
Most developed countries now have fairly low rates of mortality. 
The Thited States, one of the most advanced and wealthy nations of the 
world, had a crude death rate of 9.0 per 1,000 population in 1975, This 
figure appears to be low when compared to past U.S. mortality rates: 
16.2 per 1,000 in 1900 and 10.6 per 1,000 in 1940. Life expec­
tancy increased from 49.2 in 1900 to 70.1 in 1966. United States mortal­
ity rates and life expectancy certainly seem to be heading in the direc­
tion valued by most people. According to transition theory there would 
be some point at which the mortality rate levels off. The National Cen­
ter for Health Statistics (1966) reports that U.S. mortality began to 
stabilize in 1954. But does this mean it can be lowered no further? 
In 1970 the United States had one of the world's highest rates of 
ischaemic heart disease (325.0 per 100,000 population). Countries like 
Israel, Germany (Federal Republic), and Italy had rates significantly 
lower (184.0, 177.0, and 129.0 respectively) (Smith and Zopf, 1976:417-
420). Also in 1970, rates of cerebrovascular disease in Canada (74.0 
per 100,000 population) and the Netherlands (97.0) were lower than the 
United States (102.0) (Smith and Zopf, 1976:417-419). In 1964 the rate 
of death for motor vehicle accidents in the United Kingdom (15.3 per 
100,000 population). New Zealand (16.5), and Sweden (17.5) were lower 
than the United States (24.5) (Smith, 1967). The United States, in 
1964, ranked fourteenth among nations in the world with the lowest 
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overall mortality rates, and this rank had been worsening over the dec­
ades. A comparison with life expectancies of other countries reveals 
the surprising fact that the United States ranked sixteenth among all 
nations of the world (U.S. Department of H.E.W., 1969). But death 
rates of some developed and less developed countries may actually 
increase in the future, documenting the complex interplay between 
fertility and mortality. 
The crude death rates of some developed countries like the United 
States may increase because of reductions in fertility. Lower fertility 
will result in an aging population (Riser, 1968; Coale, 1956; United 
Nations, 1954) and slower rates of population growth. A developed 
country, characterized by low infant and child mortality and now also a 
slow growth, yet aging population, is bound to experience an increase in 
the crude death rate (calculated as the number of deaths divided by the 
total population, times 1000). Because of great technological, medical, 
and nutritional advances in a few lesser developed countries, death 
rates can be observed that are well below that of the IMited States. 
These rates, however, have apparently bottomed out. Without the cultural 
and social orientation found among the more developed countries, fertil­
ity for the time being will remain high (Population Reference Bureau, 
1975) or fall slowly as cultural advances are made. But mortality will 
increase as demands on the less mature social organizations of the LDCs 
(Less Developed Countries) increase with the rapidly growing population. 
Some authors now believe that most future gains in mortality in devel­
oped countries like the U.S. will occur more through a social instead 
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of a biological or medical cQaq>onent (Dom, 1959; Kitagawa and Hauser, 
1973) and quite obviously, U.S. mortality can decline even further. 
The general question now becomes "How can overall mortality be re­
duced?" This is asked for two important reasons. The more obvious 
reason is that knowledge of social, economic, and cultural conditions 
associated with or "causing" mortality must be obtained before resources 
can efficiently be directed to those areas where greatest benefits will 
be derived. The distribution of social, medical, and health resources 
and the development of social or economic policies designed to aid with 
the lowering of mortality, but enacted without prior knowledge of con­
ditions antecedent to mortality, can result in unnecessary economic and 
social costs. The less obvious reason for asking how mortality can be 
further lowered stems from our discussion on how mortality contributes 
to changes in population growth and composition; changes which have far-
reaching domestic and international consequences. Better understanding 
of and preparation for these consequences can be achieved through knowl­
edge of what conditions "cause" mortality. 
But the question "How can overall mortality be reduced?" may be too 
general. Depending on how mortality is defined, rates may either be 
high or low. If mortality is defined in terms of select socioeconomic 
subgroups of a population, rates of death may be higher than overall mor­
tality (Goldscheider, 1971). Instead of asking "How can overall mortal­
ity be reduced?" the question must be modified and expanded to ask: 
"How can cause specific mortality which Is high for certain subgroups of 
a population (i.e., bivariately and multlvarlately identified by 
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component levels of income, education, sex, marital status, age, housing 
conditions, etc.) be reduced to levels comparable to the lowest experi­
enced by any subgroup?" In order to answer this question differentials 
of mortality must be identified and evaluated. 
The Titanic exanq>le at the beginning of this chapter clearly notes, 
albeit in a somewhat dramatic fashion, that the mortality experience is 
a socially unequal phenomenon. My earlier discussion focused on the 
importance of mortality and used national and international examples. 
But because of conceptual and data problems with cross-cultural compari­
sons most analytical mortality studies have used smaller units of 
analysis ranging from rural communities to large urban areas or entire 
countries. The importance of mortality does not change regardless of 
the unit of analysis. 
The social class differential represented by the Titanic example 
has been researched by many, Antonovsky (1967), Logan (1954), Patno 
(1960), Roberts et al. (1970), and Sly and Chi (1972), to name just 
a few. Components of social class have been shown to provide certain 
subgroups with different kinds of mortality experience; education has 
been researched by Kitagawa and Hauser (1968), McGirr (1976b), and 
Upchurch (1962), occupation by Dom (1959), Sauer and Parke (1974), 
and Tuckman et al. (1965), and economic status by Altenderfer (1947), 
Schwirian and Lagreca (1971), and Yeracaris (1955). Other differen­
tials studied for the social inequality of mortality include urban-
rural residency (Arriga, 1967); Glass, 1964; Wiehl, 1948), marital status 
(Berkson, 1962; Nam, 1968; Young et al., 1970), sex (Geerken and Gove, 
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1974; Gove, 1973; Price, 1954), health and medical care and facili­
ties (McGirr, 1976a; Stockwell, 1961), housing and household charac­
teristics (Coombs, 1941; Ellis, 1957), race (Howard and Holman, 1970; 
Sutton, 1971), and ethnicity (Schwirian and Lagreca, 1971). But a 
host of problems remain in mortality analyses. Five problems, three 
related to the substantive study of mortality and two related to the 
methodology of demography and sociology are delineated in the next 
section. 
Limitations of Mortality and 
Relevant Methodological Research 
One limitation is the relative lack of research devoted to study­
ing the extent to which social and economic status contribute to dif­
ferences In mortality for various subgroups of a population. Compared 
to research in fertility and migration, mortality research has been 
neglected during recent decades. Because of the low or declining death 
rates In most areas of the United States, fertility has become the 
most problematic factor associated with population growth (Dom, 1952; 
Pendleton, 1976; Hermalin, 1966). But this does not diminish the 
importance of mortality's contribution to forming characteristics of a 
population. 
Secondly, many mortality statistics are collected and computed for 
descriptive purposes only. Data of this type are usually cross-tab­
ulated and presented as statements of mortality for general age, 
sex, and geographic categories. For the most part, mortality data are 
not used for Inferential purposes. The few studies that are concerned 
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with the prediction or understanding of mortality differentials study 
blvarlate relationships or less complicated three- or four-variable 
multivariate models (Committee to Evaluate the National Center for 
Health Statistics, 1971). While the study of blvarlate relationships 
(often accomplished with cross-tabulation or product-moment correlation 
procedures) contributes to a broad understanding of mortality differ­
entials, it obviously lacks the strength of multivariate models that 
more accurately reflect the nature of complex relationships between 
many social and econmic differentials and mortality. Multivariate 
analyses that exceed the confines of descriptive blvarlate research are 
needed. 
A third problem is the lack of a theoretical framework to guide mor­
tality research and to provide an explanation and understanding of cur­
rent mortality models. Sane mortality differentials have been so ex­
tensively tested in blvarlate models they assume the status of verified 
hypotheses (Price, 1954). Others show that these relationships may be 
changing, as with the narrowing of ethnic, racial, and urban-rural dif­
ferences (Nam, 1968; Price, 1954) and the widening of sex differences 
(Nam, 1968; Price, 1954). The explanatory power provided by theories of 
mortality is needed to understand why these relationships are changing 
and what their impacts may be on other facets of social, economic, and 
cultural life. Toward this goal a new orientation is developing in mor­
tality research. Called socioeconomic epidemiology, it is best intro­
duced through a comparison to biomedical epidemiology. 
Biomedical epidemiology is usually thought of as ". . . that field 
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of medical science which Is concerned with the relationships of the 
various factors and distribution of an Infectious process, a disease, 
or a physiological state in a human comminity*' (LeRichle et al., 1971:2; 
see also Susser, 1977:1; and MacMahon and Pugh, 1970:12). Within the 
same context, socioeconcmlc epidemiology studies the "... extent to 
which differences in socioeconomic status are responsible for differ­
ences in mortality [and morbidity] and indicates the gains that might 
be achieved in life expectance if socioeconomic conditions are improved" 
(Kitagawa and Hauser, 1973:4). While this definition of socioeconomic 
epidemiology covers diverse areas of research conducted before (e.g., 
studies of bivariate relationships) it represents one of the more re­
cent attesçts to clarify conceptual parameters for the socioeconomic 
aspects of epidemiology. The Importance of social, cultural, and eco­
nomic factors in studying the incidence and prevalence of illness and 
disease was recognized by medical sociologists in the late 1950s and 
early 1960s (Jaco, 1958, 1964; Serfllng, 1952; Omran, 1971). But the 
Inclusion of mortality to epidemiologic research is relatively new. 
This dissertation is limited to only the mortality component of socio­
economic epidemiology. 
Although these three deficiencies characterize the substantive 
study of mortality there are two methodological problems applicable to 
not only mortality research but most of demography and sociology. They 
foim two major components of this dissertation. 
The first of these problems concerns the use of rates or ratios 
for work other than descriptive, cross-tabular presentations. When two 
rates are correlated and the denominators of these two rates are the same, 
assuming the division by some constant is for purposes of control (e.g.. 
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population size), then that correlation will be an inaccurate repre­
sentation of the "true" relationship between the meaning of the numera­
tors, the problem of controlling for sane variable notwithstanding. 
This problem, which for convenience we shall refer to as the problem of 
"correlated denominators" remains whether the denominators are the 
same (e.g., the population of a country) or are highly correlated (e.g., 
change between time 1 and time 2 in the population of a county for one 
denominator and the population of the county at time 2 for the other 
denominator). 
This type of problem was recognized in biology as early as 1897 
by Karl Pearson (Pearson, 1897) and expanded upon in 1910 by G. Udney 
Yule (Yule, 1910). More recently the problem of correlated denomina­
tors has been called to the attention of sociologists and methodologists 
by Schuessler (1973, 1974), Fleiss and Tanur (1971), Rangarajan and 
Chatterjee (1969), and Fuguitt and Lieberson (1974). It has been the 
subject of a few statistical theory and methodology articles but as yet 
there have been no empirical comparisons provided to decipher the ob­
servable impact correlated denominators have on research. 
The second methodological problem refers to what may be aptly 
called the Pandora's box of change analysis. Attempts to create change 
variables are notorious for the controversy they generated. Most mor­
tality research that moves beyond the descriptive is cross sectional 
in design. Yet much data collected in mortality as well as demog­
raphy are for a series of years. Demographic data collected over 
time are usually highly reliable (stemming in part from the 
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required registration of birth and death data), but they are limited in 
scope and often do not have peers in the collection of social, cultural, 
and economic data. Longitudinal studies of mortality have tradition­
ally consisted of descriptive trend reporting where an "eyeballing" of 
the data provides knowledge of the degree, direction, and significance 
of mortality change and associated factors. 
Psychologists and educators who have the advantage of more longi­
tudinally efficient experimental designs have contributed to the under­
standing of time series research but have added little to the develop­
ment of valid and reliable techniques for the analysis of change in non-
experimental research (see for example Gottman et al., 1969; Huck and 
McLean, 1955). Recent work in sociology and causal analyses however, 
has shed some light on the use of nonexperimental longitudinal designs 
(Pelz and Andrews, 1964; Heise, 1970). But, Bohmstedt (1969) and 
Schubnell and Herberger (1973) make it clear that the problem of analyz­
ing change in sociology or demography is far from solved. Recent work 
has utilized standard least squares regression in interpreting longi­
tudinal data. Featherman (1971a, 1971b) has shown the usefulness of 
treating longitudinal variables in path analysis as unique variables 
entered in a time sequence order. Variables at time 2 are studied after 
the effects of variables at time 1 are removed. This may be termed a 
residual approach to analyzing change in a path framework and should be 
investigated further. 
As a summary of these major limitations in substantive mortality 
research and demographic and sociological methodology, I briefly 
13 
reentphasize five points. (1) There is a relative lack of substantive 
mortality research when compared to other areas of demography. (2) De­
scriptive and bivariate analyses prevail, sometimes presenting general 
data trends for a number of years but usually failing to provide the 
insight into socioeconomic differentials that is necessary to meet the 
requirements for building theories of socioeconomic epidemiology. (3) 
There is no guiding conceptual framework from which theories of socio­
economic epidemiology can be developed; simplified analytical schemes 
now characterize socioeconomic epidemiologic research. (4) The use of 
rates in mortality research that involves measures of association may 
be misleading and inaccurate. (5) Interpretations of longitudinal data 
that also move beyond descriptive summaries have proven to be analytical 
roadblocks for more meaningful research not only in mortality but other 
components of demography and sociology as well. 
Purpose of This Investigation 
The purpose of this dissertation is to further the maturity of mor­
tality research by contributing to the conceptual and methodological 
clarity of socioeconomic epidemiology. It should be noted that the fur­
ther development of mortality research has public health, social, and 
medical policy consequences as well as methodological implications for 
demography and sociology. 
Central to this dissertation are three stages of development. One 
is the building of three path models of mortality: One each for the 
young (aged 20 to 39), middle-aged (40 to 59), and older-aged (60 to 
75). It is felt that infant mortality represents a much different 
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orientation and is beyond the scope of this investigation. These models 
will; (1) provide more knowledge about the extent to \^ich socioeco­
nomic differentials contribute to the mortality of three meaningful pop­
ulation groups; (2) move mortality research out of prevalent descrip­
tive and bivariate modes of research and furnish a multivariate under­
standing to young, middle-aged, and elderly mortality; and (3) contribute 
to the development of frameworks from which meaningful theories of mor­
tality may emerge. 
A second stage is to investigate the problem of correlated denomina­
tors. For analysis purposes the three path models of mortality will be 
presented in two different ways. One is to represent the variables of 
interest as rates, as has been done traditionally in demography. 
The second is to regress the numerator (a variable of interest) on 
the denominator (a control variable). The residual is the variable of 
interest with the influence of a control variable removed. As an ex­
ample, instead of dividing the total personal income of a county by the 
population of that county to obtain per capita income, total income would 
be regressed upon county population. The problem of correlated denom­
inators is avoided and a direct comparison of values between models 
using rates and models using residuals will provide an empirical de­
scription of the correlated denominators problem. 
The third stage of development is to use Featherman's (1971a, 1971b) 
approach to treating longitudinal data. Instead of coping with the 
problems of creating a new value that represents the concept change over 
time for two variables, an approach that seans well-suited to path 
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analysis will be refined and used for all six models of mortality (three 
using rates and three using residuals). Featherman's method is one of 
simply entering the time 1 variables of interest as endogenous variables 
in the path model (recognizing at the same time the influence of the 
variable at time 2 on the dependent variable). Slightly more complex 
regression models are necessary when the path equations are developed 
but the more accurate treatment of longitudinal data in mortality may have 
far-reaching consequences for not only demography but other behavioral 
sciences using nonexperimental data. 
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CHAPTER II. LITERATURE REVIEW, DEVELOPMENT OF A THEORETICAL MORTALITY 
MODEL, AND DERIVATION OF THEORETICAL HYPOTHESES 
Introduction 
A variety of socioeconomic differentials for mortality have been 
investigated. The dependent variable for most all these studies (exclud­
ing those on infant mortality) has been the standardized death rate for 
persons over 19 years of age. Among major concepts used to investigate 
differentials of mortality are social class, education, occupation, 
economic status, urban-rural residency, marital status, sex, health and 
medical care and facilities, and housing. Any theory of socioeconomic 
epidemiology must account for the multivariate relationships between 
socioeconomic statuses and mortality. Such is the first characteristic 
for a theory of socioeconomic epidemiology; rather than relying upon a 
mixture of bivariate mortality studies the complex multivariate nature 
of the mortality phenomena must be represented by valid socioeconomic 
and demographic concepts and explicitly defined linkages. 
The second characteristic for a theory of socioeconomic epidemiology 
is a unique interpretation of the mortality phenomena, drawing from and 
contributing to theories of social change (Ryder, 1965), demography 
(Retherford, 1976), sociology (Cassel, 1964; Ford and DeJong, 1970; 
Kitagawa and Hauser, 1973; Tibbitts et al., 1959), and biomedical epi­
demiology and public health (Friedman, 1974; McGlrr, 1976a; LeRichie and 
Milner, 1971; MacMahon and Pugh, 1970). Because there are no theories 
of socioeconomic epidemiology ny proposal is to form models of 
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socioeconomic epidemiology by combining concepts and bivariate linkages 
from past research. Such models should provide an initial framework and 
a test for a theory of socioeconomic epidemiology. 
First presented in this chapter are the dependent variables concep­
tualized for this study. A review of previous research assists in deter­
mining the independent variables that are used for three mortality 
models (e.g., young, middle-aged, and older-aged) and in developing the 
framework from which a theory of socioeconomic epidemiology may be formu­
lated. Formation of the mortality models for each of the three age 
groups will overlap because findings of many past studies are based upon 
adult mortality. Because I propose dividing adult life into young, middle, 
and older, the finding of a previous study using total adulthood mortal­
ity is hypothesized for all three models of mortality. For this reason 
independent variables are reviewed outside the context of young, middle-
age, and older-age mortality except where age groups are specified by 
earlier research. Implications of past research are summarized and dis­
played in a series of tentative hypotheses forming linkages between 
concepts within each model of mortality. 
The Dependent Variables: 
Young, Middle-Age, and Older-Age Mortality 
Mortality "relates to death as a component of population change" 
(U.S. Bureau of Census, 1975:389). Sociologically, mortality is an 
"inexorable force for social change" (Bogue, 1969:549). Goldscheider 
(1971) notes that 
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mortality variation within and between societies Is signif­
icant for sociological inquiry not only because mortality 
is an analytic component of population processes that, in 
turn, may be Interrelated with social processes, but also 
because mortality, as an Independent process, may be viewed 
as a consequence, correlate, and indicator of social in­
equality. (p. 241) 
Mortality is often measured in terms of a crude death rate for the 
entire population aged 0 to 85 years and over. In order to remove in­
fant, child, and adolescent mortality because of their uniqueness and 
measurement difficulties, the crude death rate for those 20 to 85 years 
and over is frequently used. The death rate often is presented descrip­
tively by five-year age groups (i.e., 20-24, 25-29, etc.); especially 
for life table analyses (U.S. Bureau of the Census, 1975). Correlates 
and causes of death are known to differ with various sets of these age 
groups. But rarely has an attempt been made to divide adult mortality 
into sociologically meaningful groups and Identify socioeconomic ante­
cedents to causes of death. The division of adult mortality into young, 
middle-age, and older-age mortality can aid in the interpretation of 
differentials in mortality at meaningful life-cycle levels. 
The young 
"Young" mortality refers to the standardized death rate for persons 
20 to 39 years of age. Both the minimum and nmviTmim age values of this 
age group are by no means universally accepted. Weiss (1976), in a study 
of violent deaths among young adults in the United States, used 15 to 
34 years of age. But a graphic account of leading causes of death among 
males and females displayed by the Metropolitan Life Insurance Co. 
(1977) indicates changes in the relative contributions of accidents. 
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major cardiovascular diseases, and cancer occurring both at age 20 and 
age 40. In addition, Neugarten et al. (1968) found perceived minimum 
age for a young man or woman to be 18. They found also that age 25 was 
the lower end of the age range during which women were perceived to have 
the most responsibilities. A satisfactory median between all these ages 
which lends itself to available demographic data is 20 years of age. 
The choice of 20 years of age for this study* s lower value of the young 
age range is strengthened when one recognizes that first marriage, a 
major life-cycle change for a majority of the United States population, 
occurs between 20 and 25 years of age for both sexes (U.S. Department of 
Health, Education and Welfare, 1974). 
The middle-aged 
"Middle-aged" mortality refers to the standardized death rate for 
persons 40 to 59 years of age. Again, this age range is by no means 
accepted by all researchers. Besides the use of 40 to 60 and 35 to 44 
years of aga, respectively, by the Metropolitan Life Insurance Co. (1977) 
and Weiss (1976), Dom (1959) noted changing male mortality after age 
40. Spiegelman (1967) used age 45 to divide mortality in a study of 
mortality trends for different countries between 1930 and 1960. 
Based on perceptions the most significant evidence supporting 40 
years of age as the chronological dividing line between young and middle-
age is provided by Neugarten. Perceptions of middle age by her sample 
included (Neugarten et al., 1968); men and women in general can be 
called middle-aged \^en they are 40; a man begins accepting his great­
est responsibilities at age 35 and begins accomplishing most during 
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his life at age 40; a woman ends her period of greatest responsibility 
at age 40 and accomplishes most by the time she is 45. In another study 
she found that most parents consider themselves to be middle-aged when 
they turn 40 (Neugarten, 1974). 
Additional evidence for selecting age 40 is provided by the U.S. 
Bureau of the Census (1975:473) in a review of fertility for select 
countries (including the United States). They report that age 39 is the 
upper limit for the most important fertility ages. In addition, age 44 
is commonly used in the calculation of birth and fertility (Bogue, 1969). 
Finally, a significant change in the wOTnan's life-cycle, menopause, 
occurs around 40 to 45 years of age. Therefore, forty years of age 
appears to provide a meaningful division between young and middle-age. 
The older-aged 
"Older-aged" mortality refers to the standardized death rate for 
persons 60 to 75 years of age. Criteria for identifying an older segment 
of a population are perhaps least agreed upon for any substantive age 
group. The Metropolitan Life Insurance Canpany (1960a, 1960b) has used 
60 to 80 and 65 to 84 years of age respectively to define the older seg­
ment of the United States population. Recent demographic research on 
county mortality by McGirr (1976b) and Van Es and Bowling (1976) has de­
fined the percent of the population over age 65 as an elderly popula­
tion. Spiegelman (1967) used age 65 to divide the middle-aged and older-
aged segments of population mortality in various countries. In addition, 
the dependency ratio in sociological and demographic reasearch often 
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uses 65 and over ^ en referring to the aged dependent portion of a pop­
ulation (Bogue, 1969). 
However, people's perceptions of when older age begins are slightly 
lower. Neugarten (1974) found people perceiving a "young-old" age group 
forming between 55 and 75 years of age. She reports that 55 is some­
times used in research as a meaningful lower age limit to the older 
population. Also, labor force participation between 55 and 64 is sig­
nificantly lower than the next younger age group. Neugarten et al. 
(1968) found 65 to 75 to be the age range in which men are perceived to 
be old; for women the perceived range is 60 to 75. Perhaps most impor­
tant in the decision to select 60 years of age is the belief that people 
should retire between 60 and 65 and the fact that eligibility for ser­
vices provided by the federal government through the Older Americans Act 
is age 60 (Neugarten et al., 1968). This corresponds to actual ages of 
retirement which usually fall between 60 and 65. 
Most studies of mortality use age groups inclusive of age 85 and 
up. For the purposes of this investigation age 75 will be the upper 
limit of the older population. Not only do people perceive a difference 
between those below age 75 and those above age 75 (Neugarten, 1974) but 
life expectancy at birth is now between 68 and 76 for males and females. 
There also is an important reason for choosing 75 which future socio­
economic epidemiologic research will have to consider. After about age 
75 (as a general figure for expectation of life) the impact of socio­
economic differentials are lessened considerably by the very fact that 
all people must die at one time or another; the probability of death is 
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maximized after the expectation of life is passed. Just as biological 
and physiological factors play a most important role in determining 
neonatal mortality (i.e., the mortality of infants 0 to 4 weeks old) 
(Anderson, 1958; Logan, 1954; Slesinger and Travis, 1975) mortality 
after average life expectancy is due less to socioeconomic factors than 
physiological ones. So, in order to more accurately assess the relation­
ship between socioeconomic factors and "older-age" mortality the age 
group 60 to 75 is used. Persons over age 75 are a unique group which 
cannot be imnediately dealt with by this study but must be the topic of 
serious investigation at a later time. 
In summary, adult mortality has been divided into three sociologi­
cally meaningful subgroups: young, middle-aged; and older-aged. Chron­
ological ages associated with each group are 20 to 39, 40 to 59, and 
60 to 75. Decisions to divide adulthood into these age groups were made 
on the basis of people's perceptions of what young, middle, and old are, 
conventional divisions in sociological and demographic research, and 
significant life-cycle changes. 
The Independent Variables 
Research on variables that influence adult mortality in general and 
young, middle-age, and older-age mortality specifically is reviewed 
below. Findings of these past studies provide rationale for the inde­
pendent variables used and direction and magnitude of relationships be­
tween the independent variables and mortality. 
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Social class 
Ân inverse relationship between social class and mortality has been 
documented by a number of studies. Antonovsky (1967) reviewed research 
on mortality and concluded that regardless of how social class was meas­
ured or the number of classes used, there is almost always an inverse 
relationship between social class and mortality. Sheps and Watkins (1947) 
identified three social classes in New Haven, Connecticut. They found 
an inverse relationship between class and mortality from all causes of 
death. Using English data Griffiths (1971) found an inverse relation­
ship between social class and female mortality due to cardiovascular 
and coronary disease but did not find a similar relationship with males. 
Roberts et al. (1970), in a detailed study of mortality in Houston, found 
overall support for an inverse relationship between social class and 
mortality. They used an index of social class designed for ecological 
applications and found low to moderately high correlations with traffic 
deaths (r=-.14) and homicide (r=-.35). However, no relationship was 
found for suicide and all other forms of violent death. His data also 
showed inverse relationships between social class and mortality from in­
fectious but not degenerative diseases. But, not all studies show an 
inverse relationship between social class and mortality. Kadushin 
(1964) found ill health to be unrelated to class status and Graham 
(1957) notes that the highest class had the largest proportion of acutely 
ill. 
Two authors provide criticisms of studies between social class and 
mortality. Hodge and Siegal (1968) report the use of judges or raters 
24 
to be variable and Inaccurate when defining what constitutes social 
class. They note also that Interpretations of social class In mortal­
ity studies seem to be made more In light of differential nutrition, 
health care, or occupation than as the theoretical concept social 
class. Roberts et al. (1970) state simply that social class measures 
are often crude and the dividing lines between class stratums are often 
arbitrarily made. 
There are three middle-range concepts employed most often to repre­
sent social class: education, occupation, and income. They are dis­
cussed below. 
Education 
Higher levels of education lead to an awareness of and desire for 
life-styles conducive to lower overall mortality. Higher education also 
opens avenues of knowledge about personal habits and situations that are 
characteristic of lower mortality. 
The importance of education's relative contribution to describing 
socioeconomic or social class status is presented by Kitagawa and 
Hauser (1973): 
Education ... is the only one of the three [education, occupa­
tion, income] basic aspects of socioeconomic status for which 
data are available that cannot be affected by the approach of 
death, except of course in the young ages when people are still 
in the process of completing their education, (p. 8) 
They found for their national sample that substantial Inverse re­
lationships between education and mortality for different population 
subgroups remained after Income was controlled. In an earlier study, 
Kitagawa and Hauser (1968) found the strong Inverse relationship between 
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education and mortality but differentials for women were much greater 
than for men. This was especially true for persons above 65 years of 
age. Education was most strongly related to arteriosclerotic and de­
generative heart disease, and vascular lesions affecting the central 
nervous system. Stockwell (1963) also found an inverse relationship 
between educational attainment and mortality in Hartford and Providence 
samples. Upchurch (1962) hypothesized that persons with more formal 
education tend to have lower mortality throughout the middle-ages but 
higher mortality at older-ages. His reasoning was that "weak speci­
mens" tend to more survive through the middle-ages in the higher (edu­
cated) groups but cannot survive the rigors of old age. Among the less 
educated knowledge of, and availability to, health and medical services 
are limited, resulting only in the "stronger specimens" surviving be­
yond middle-age into old-age. Using United States data his hypothesis 
was tentatively supported. However, McGirr (1976b) found no relation­
ship between education and mortality until a variety of demographic/ 
residence and medical availability variables were controlled. 
Schwirian and Lagreca (1971) report the influence of education on 
mortality operating through soundness of housing. No bivariate asso­
ciation between education and mortality was found. In addition, an 
early multivariate study found the relative contribution of education 
to mortality to be insignificant (Hamilton, 1955). 
In summary, the weight of the evidence points to an inverse rela­
tionship between education and mortality. 
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Occupation 
Certain occupations carry greater risk of personal injury or in­
volve job situations specific to select causes of death. However, the 
relationship between occupational status and mortality is blurred some­
what by the variety of empirical definitions for occupational status. 
One frequently supported relationship is between agricultural and non-
agricultural professions and mortality. In a study of mortality for 
select United States counties, Sauer and Parke (1974) found low mortal­
ity counties to have a high proportion of people in agricultural profes­
sions. Another study found the proportion of the United States popula­
tion associated with nonagricultural professions contributed to an ex­
planation of declining mortality (Sly and Chi, 1972). Finally, Stocks 
(1938), in a study of England and Wales notes that farmers, as an auton­
omous occupation, enjoyed more favorable mortality when compared to 
other occupations. 
In a study of United States mortality Stem (1951) found greater 
rates of coronary artery disease among business and professional occu­
pations. In another study of United States male mortality Tuckman et 
al. (1965) collapsed 26 occupational classes to eight. Each occupa­
tional category was weighted from 8 to 1 and correlated with causes of 
death. Relationships with mortality ranged from low positive values with 
diabetes mellitus (r=-20) and low negative values with cardiovascular 
diseases (r=-.19) to high inverse values with tuberculosis, syphillis, 
accidents and homicides. Another study of England and Wales in the 
early 1950s showed an inverse relationship between overall mortality and 
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grouped occupational classes (Metropolitan Life Insurance Co., 1959). 
And, a summary review of mortality studies found that persons engaged 
in white collar occupations experienced lower overall mortality (Dom, 
1959). 
An extensive study of England and Wales during the first half of 
this century (Logan, 1954) collapsed 586 occupational groups into five 
occupational classes: professional, intermediate, skilled, partly 
skilled, and unskilled. Lower occupational classes had increasing in­
cidences of respiratory tuberculosis, cancer of the stomach, bronchitis, 
myocardial degeneration, cancer of the lung for men and cancer of the 
cervix for women, as causes of death. But the higher occupational 
classes suffered more from leukemia, cancer of the breast (for women) 
coronary heart disease (for men), and diabetes mellitus (for men). But 
another study of England and Wales over a period of 100 years found that 
evidence of an occupational risk was not conclusive (Martin, 1951). 
However, this study does not overcome some methodological difficulties 
in assessing occupational influences on mortality. 
An interesting study of nearly 7,000 clergymen by King (1971) found 
lower mortality for male clergy when compared to the general population. 
And Brenner (1971) found a positive relationship between unemployment 
and changes in the rate of total heart disease between 1900 and 1967. 
In summary, this study will hypothesize an inverse relationship be­
tween higher status or "white-collar" occupations and mortality. 
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Income 
Certain amounts of income or economic status are thought to allow 
a family or individual access to life-styles conducive to mortality lower 
than that of persons with less income or lower economic status. Hence, 
most research that used an income or economic conceptual indicator of 
social class shows an inverse relationship with mortality. Coulter and 
Guralnick (1959) note that many studies use median income or median rent 
by census tract when establishing social class. 
Census tracts in Pittsburgh were divided into high, middle, and 
low classes by Patno (1960) on the basis of family income, monthly rental, 
and median home values. Inverse relationships between economic class 
and mortality were found both for 1940 and 1950. Stocfcwell (1963), in 
an analysis of census tract mortality in Hartford, Connecticut and Prov­
idence, Rhode Island, found no relationship with median rent, but median 
income was found to be inversely correlated with mortality. Yeracaris 
(1955) divided 1940 Buffalo, New York, into five classes on the basis 
of median monthly rental rates. Inverse relationships between economic 
class and mortality were found for males and females although sex differ­
ences were greatest at lower economic levels. Altenderfer (1947) divided 
cities with populations over 100,000 into three groups on the basis of 
per capita income. The poorer cities showed higher rates of death than 
more wealthy cities. At a societal level, an analysis of United States 
mortality between 1916 and 1962 (Sly and Chi, 1972) concluded that the 
gross national product was highly associated with mortality. 
Ellis (1957) used Income groups to establish social class differences 
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but also divided mortality into degenerative and infectious diseases. 
His study of Houston showed Inverse relationships between economic status 
and both degenerative and infectious diseases although the latter re­
lationship was more pronounced. But another study found lower death 
rates for lower economic levels (measured by median rental) for 1930 
Chicago data (Coombs, 1941). A breakdown of causes of death at each 
class level in Chicago revealed Infectious and parasitic diseases, dis­
eases of the circulatory and digestive system, diseases of childbirth 
and pregnancy, and accidents to be particularly susceptible to economic 
class differences. Stem (1951) in a review of mortality in both demo­
graphic and medical fields reports significant findings to support an 
Inverse relationship between income and heart disease In general. 
In two of the few multivariate studies of mortality, McGirr (1976b) 
used percent of all families below poverty level to represent social 
class status in a study of 548 Southeastern U.S. counties. She found 
family poverty to be positively associated with mortality (r=.35). It 
remained an important explanatory variable when other social, medical, 
and demographic variables were controlled. Another multivariate study 
by Schwlrlan and Lagreca (1971) revealed a moderately strong negative 
Pearsonlan correlation between median family Income and mortality 
(r=-.53). They determined that Income influenced mortality through per­
cent housing units sound. 
On the basis of this previous research, it is concluded that vari­
ous measures of economic status or Income (e.g., rent, home value, aggre­




Many studies investigating race differentials of mortality report 
that white populations enjoy more favorable mortality than nonwhite 
(usually Black) populations. At the turn of the century life expectancy 
for Black males and females vas 34.1 and 35.0 years respectively. Com­
parable figures for White males and females were 50.2 and 51.1 (Smith 
and Zopf, 1976). According to Smith and Zopf (1976), this differential 
has been greatly reduced; by 1970 Black male and female life expectancy 
was 60.5 and 68.9 years. For White males and females the figures were 
68.1 and 75.4 years. However, Bogue (1969) and Goldscheider (1971) re­
port that Black mortality has indeed fallen but not as much as White 
mortality; hence the differential has widened in recent years. 
Other studies also have emphasized the disadvantage Blacks have 
with the mortality experience (Howard and Holman, 1970; Sutton, 1971; 
Kitagawa and Hauser, 1968). Race however, is not important in this dis­
sertation. As will be explained in the data chapter, this study's 
sample is racially homogeneous, providing a natural control. Further 
information on racial differentials will not be included and they will 
be left out of the discussion on other mortality differentials. 
Urban-rural residency 
Almost invariably, research shows lower mortality levels for rural 
residency although there is some dispute. Arriga (1967) found higher 
mortality in rural areas of developing nations and Wiehl (1948) divided 
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geographical regions of the U.S. Into urban and rural and found higher 
mortality In some rural regions. Irregardless of these few conflicting 
studies. It may generally be said that rural areas enjoy lower overall 
mortality. Most often the environment, rural occupations, and less 
stressful life-styles are considered important to an urban-rural dif­
ferential . 
An early mortality study by Hamilton (1955) found death rate differ­
ences in North Carolina counties by urban-rural residency (measured as 
the proportion of the population living on farms). However, when the 
contribution of urban-rural residency was studied net of other ecological 
and social factors, urban-rural differences were not unimportant in dis­
tinguishing county mortality variation. He found also that between 1940 
and 1950 urban-rural differences were diminishing. 
In a more recent study (McGirr, 1976b), the proportion of a county's 
population living in rural nonfarm areas displayed a weak negative asso­
ciation (r=-.109) with mortality in 548 Southeastern United States coun­
ties. However, when residency was combined with size of the county, 
which also had an insignificant blvarlate relationship with mortality, 
one-third of the variation in county mortality rates was accounted for 
2 (R =.33). When residency was added to nine other socioeconomic and med­
ical services availability variables (e.g., nonwhite population, crude 
birth rate, families living in poverty, number of hospitals in county), 
It still provided significant input to explaining county mortality. A 
cross-tabular analysis of Southeastern counties, dichotomized into metro­
politan and nonmetropolitan revealed higher death ratios for whites in 
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metropolitan counties for six of eleven cause of death categories 
(McGirr, 1976a). The six were: infectious and parasitic diseases; 
malignant neoplasms; diseases of the circulatory system; digestive sys­
tem; accidents, suicides, and other violent deaths; and all other causes 
of death. The largest differences for the two types of counties were 
malignant neoplasms (favorable for nonmetropolitan counties) and dis­
eases of the heart (favorable for metropolitan counties). 
In a study of English, Welsh, and Scottish mortality Glass (1964) 
found overall mortality to be much more favorable for rural districts. 
A review of U.S. mortality by Stem (1951) revealed urban-rural differ­
ences for heart disease. He found that as the size of a city decreased, 
there was markedly lower mortality from heart disease. 
Two studies using an occupational classification to reveal urban-
rural distinctions also showed rural life to have more favorable mortal­
ity. Stocks (1938) compared the mortality of farmers to the mortality 
of occupations found only in urban areas (e.g., factory fumacemen) and 
found that farmers enjoy more favorable overall mortality. Dom (1959) 
discovered, within a given country, the agricultural population has his­
torically enjoyed lower mortality, but this urban-rural distinction is 
diminishing. 
Both Price (1954) and Nam (1968) agree with Dom that the urban-
rural difference is decreasing over time. Price (1954) analyzed United 
States mortality during the first half of this century. In studying ex­
pectation of life and crude death rates he found that urban mortality 
levels were declining much more rapidly than rural mortality levels. 
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His urban to rural mortality ratio was 3.7 in 1900 and 1.9 in 1949. 
Nam (1968) notes that increases in rural hospitals, better rural medi­
cal and health care, the adoption of an "urban culture" by rural pop­
ulations and more equitable levels of living have decreased urban-
rural mortality differences. To this Syme et al. (1966) add that chang­
ing cultural settings contribute to coronary heart disease among the mo­
bile. 
An extensive study of Louisiana mortality by Hitt and Bertrand 
(1951) revealed urban-rural differences. They found higher rates of 
death for urban populations in all cause of death categories including 
heart disease, pneumonia and influenza, nephritis, cancer, diseases of 
the nervous system, tuberculosis, motor vehicle and nonmotor vehicle 
accidents, and syphilis. Causes of death least frequent for rural area 
dwellers were heart disease, nephritis, cancer, and tuberculosis. In­
stead of using death rates, HcMahan (1951) used expectation of life in 
a study of 1940 Georgian mortality differentials. He found greater 
life expectancy for rural areas and females; and the sex difference had 
been increasing over time. 
In summary, some causes of death are found to be most prevalent in 
urban areas while others are more frequent in rural areas. In general, 
higher rates of death are found in urban rather than rural areas. 
Marital status 
Study of the relationship between marital status and mortality has 
not been extensive, but research does show the married population to 
have lower mortality than single, divorced, or widowed populations. As 
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with most mortality research, studies on marital status differentials 
have been bivariate. An investigation of 1950 United States mortality 
by Shurtleff (1955) showed lower mortality rates for married men and 
women at every age category. His descriptive information also displayed 
lower mortality for married women followed by married men. However, an­
other study also using 1950 United States data (Sheps, 1961) found higher 
mortality for married persons, and this differential increased with age. 
It should be noted that Sheps used an index to measure "increased risk" 
of death instead of the traditional measure of the "population at risk." 
The latter value uses a denominator that includes all those who exper­
ience or are exposed to the risk of death being investigated. The de­
nominator of an "increased risk" of death is an estimated population at 
risk in the absence of all harmful factors (i.e., survivors in the 
group exposed to a risk of death). 
Both Nam (1968) and Sheps (1961) acknowledge lower age-specific 
mortality rates for married persons but in unison they note that mari­
tal status differentials arise from the physical selection of more 
healthy persons for marriage, and the life-style of married persons may 
be more conducive to lower mortality. Nam (1968) adds that by itself 
the actual state of marriage does not contribute to longer life expec­
tancy. Sheps (1961) notes by example that persons with chronic cardiac 
or neurologic conditions or with disabilities that affect life expec­
tancy "are less likely to marry in the first place" (p. 547). Hence, 
mortality is higher for the nonmarrieds. In related work Geerken and 
Gove (1974) and Gove (1973) show married individuals having more favorable 
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mortality rates due apparently to psychological factors of stress, 
psychiatric disorders, and self-esteem. Gove (1973) also found greater 
differences for men. 
Two recent studies have investigated the immediate effect of widow­
hood on the mortality of remaining spouse. Young et al. (1970) used 
1950 English data that included information on older-age (55-years-old 
and older) widowers for a period of six months immediately after the 
death of wives. Greater than expected mortality for men was observed 
among widowers for those six months. The results of Cox and Ford's 
(1970) study of 1933 United States widows (widowers were used in the 
earlier study) mortality conflict with Young et al. (1970). Cox and 
Ford (1970) observed mortality among pensioned widows for five years 
after death of husband. They found excess mortality ("mildly strong") 
during the second year. However, they note that the selection of pen­
sioned widows may have biased their sample. 
Berkson (1962) examined marital status and mortality for New York 
State (excluding New York City). He strongly criticizes mortality re­
search for "selecting particular diseases associated with particular 
factors that appear plausible, while ignoring similar associations of the 
same diseases with other factors, and of the same factors with other 
diseases" (p. 1327). He notes that many times only relationships that 
support an author's hypothesis are reported or interpreted and often 
times interpretation of the data is decidedly biased in favor of rela­
tionships sought by an author. He proceeds to show that the relationship 
between mortality due to smoking and marital status can be interpreted 
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in a number of ways, none of which are less important than the other. 
In conclusion, this research will hypothesize an inverse relation­
ship between the married population and mortality. 
Sex 
Among all the differentials of mortality the most universally 
supported is sex (Dom, 1959; Nam, 1968). In addition, many authors re­
port for countries of lower mortality, a widening of the mortality sex 
ratio (ratio of male to female mortality) over time (Dom, 1959). At 
all ages, females appear to enjoy lower mortality rates and longer life 
expectancy (Nam, 1968). Price (1954) felt that the sex differential 
had been so consistently distinguished that it was on the verge of 
assuming status as a verified hypothesis. When he studied the sex dif­
ferential for United States mortality both the crude death rate and life 
expectancy figures supported increasingly more favorable mortality for 
women since 1920. At about the same time a study of early 1940 Georgian 
mortality differentials discovered more favorable mortality for Southern 
women; and this differential was increasing over time (McMahan, 1951). 
However, a dissenting interpretation of United States mortality trends 
is provided by the National Center for Health Statistics (1973). While 
acknowledging more favorable mortality for females since 1950 they re­
port stable mortality sex ratios of 1.34, 1.36, and 1.35 for 1950, 1960, 
and 1969 respectively. 
Spiegelman (1967) expanded research on the mortality sex ratio by 
investigating a number of developed countries with low mortality between 
1930 and 1960. He first notes that there has been a reduction in 
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mortality since 1930 for every age and sex category. However, female 
decreases, especially between 1950 and 1960, were greater than for males. 
The greatest reductions for females were for ages 25 to 44. And over­
all, rates of reduction tended to stabilize in older-age groups. 
Madigan (1957) conducted a very interesting study into the possibil­
ity that sex differentials are due to biological factors. Data were col­
lected from religious groups for five decades beginning in 1900. The 
sample was stratified by a number of criteria (e.g., not married before, 
clergy, not foreign bom, white) resulting in a very homogeneous sample 
of religious personnel. Comparisons of sample mortality rates with those 
for the United States led Madigan to conclude that: 
1) . . . biological factors are more important than socio-
cultural pressures and strains in relation to the different 
sex rates; and 2) the greater sociocultural stresses asso­
ciated with the male role in our society play only a small 
and unimportant part in producing the differentials between 
male and female death rates. 
Enterline (1961) found an increase in a mortality sex ratio for the 
United States; from 1.08 in 1920 to 1.60 in 1958. Reasons for this in­
crease at the younger-age groups were trends in motor vehicle accidents, 
tuberculosis and maternal mortality. Reasons for the increase at the 
older ages were trends in cancer and heart disease. 
Some authors posit social class as a variable intervening between 
the sex differential and mortality, but also they find the trends more 
pronounced for men. Patno (1960) and Yeracaris (1955) found this differ­
ential when using income and median rental for social class. Kitagawa 
and Hauser (1968) confirmed the relationship using educational levels and 
Stocks (1938), Logan (1954), and Martin (1951) found lower female 
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mortality throughout social class levels when measured by occupational 
statuses. 
Even among marital statuses, women enjoy more favorable mortality. 
Both Gove (1973) and Geerken and Gove (1974) show that the differences 
between married and unmarried statuses are greater and higher for men 
than women. In summary, the bulk of past research clearly shows lower 
rates of death for females. 
Health and medical care and facilities 
Like urban-rural residency and housing characteristics, health 
and medical care facilities are structural as opposed to personal fac­
tors in mortality. Sound health and the availability and utilization of 
medical facilities for emergency or durational care are inversely asso­
ciated to mortality (Dom, 1959; Stockwell, 1961). Where sound health 
is beyond the reach of certain groups (e.g., lower Income groups) (Sly 
and Chi, 1972; Schwirlan and Lagreca, 1971) mortality is found to be 
higher. Where medical facilities are unavailable emergencies (e.g., 
accidents) and lack of facilities for durational care (e.g., treatment 
of chronic diseases) may result in high mortality. 
Upchurch (1962) found social class to be an intervening variable 
between the availability and utilization of health and medical care facil­
ities and mortality. Higher social classes were more conscious of fac­
tors related to the preservation of health and had more access to sound 
medical care. Their awareness of care and facilities was linked to 
higher education and their ability to pay for the costs of health and 
medical care was linked to economic statuses (Upchurch, 1962). 
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A descriptive examination of regional mortality variation for 
North Carolina used average number of doctors per 1,000 population. Re­
gions with fewer physicians experienced slightly higher rates of mortal­
ity (McGirr, 1976a). However, a multivariate study by McGirr (1976b) 
included number of hospitals and number of physicians per 10,000 popu­
lation for a medical services availability concept. She found that med­
ical services availability accounted for just over one percent of South-
2 
eastern county mortality variation (R =.011). Also, the unique con­
tributions of number of hospitals and physicians per 10,000 were small. 
When seven other socioeconomic, demographic/residential variables are 
controlled the associations between the two medical services availabil­
ity components and mortality increase only slightly. 
In summary, where medical or health facilities and care are rela­
tively unavailable to the population, mortality is higher. This dis­
sertation will hypothesize that medical doctor availability is inversely 
related to mortality. 
Housing 
The quality and density of living conditions has been linked to 
the incidence of mortality. Benjamin (1965), Mabry (1958) and Ellis 
(1957) find dwelling unit overcrowding and inadequate housing to be 
topics related in past research to the incidence of infectious diseases. 
Benjamin's (1965) review of British literature on the subject leads him 
to conclude that household density (crowding) and sanitary facilities 
of the house directly affect the incidence of infectious disease. A 
more analytical discussion about personnal "Interaction space" 
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(Mabry, 1958) concludes that household overcrowding leads to the spread 
of infectious diseases. Ellis (1957) investigated housing and mortality 
for the Ihited States population. Again, crowded and deteriorated hous­
ing was positively related to mortality. 
Stockwell (1963) used two measures of housing, median rent and ex­
tent of overcrowding, for a study of mortality in Hartford, Connecticut 
and Providence, Rhode Island. The housing measures were combined to 
fom a composite used in ranking census tracts by socioeconomic status. 
This composite showed lower mortality for areas higher in socioeconomic 
status (i.e., higher median rent, less overcrowding) and showed females 
to have lower mortality than males at different status levels. However, 
the unique contribution of each housing conq)onent was quite different. 
Overcrowding and mortality were significantly related in both cities 
but median rent and mortality were not related in either city. 
Schwirian and Lagreca (1971) used seventeen variables in a multi­
variate study of standardized urban crude death rates for Columbus, Ohio 
in 1960. Seven of their variables were housing variables. These were: 
average number of persons in each household, percent units owner occu­
pied, percent housing units sound, percent housing units built recently 
(1950 to 1960), median number of persons in each housing unit, percent 
all households with 1.01+ persons per room, and median value of all 
owner occupied units. They found eighty-five percent of mortality vari-
2 
ation explained (R =.85) by all seventeen variables. The most important 
housing variables accounting for high mortality were: high average 
number of persons in each household (overcrowding), low percent housing 
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units sound, and the low median value of owner occupied units. They 
found also that dwelling units sound acted as an intervening variable 
between education and income levels and mortality. Educational and in­
come levels were positively related to dwelling units sound (b«.644 and 
.146 respectively) which was negatively related to the crude death rate 
(b=-.308). 
Median rent has been used both as an indicator of housing quality 
and socioeconomic status. For 1930 Chicago Coombs (1941) found that 
median rent accurately portrayed socioeconomic status which was inversely 
correlated with mortality. 
In sunanary, housing density (overcrowding) and poor housing condi­
tions are positively related to mortality. 
Causes of death 
Although specific causes of death are mentioned earlier they are 
included here as independent variables. Representing the decomposition 
of overall mortality, their importance to understanding antecedent dif­
ferentials in the formation of a theory of socioeconomic epidemiology 
is undeniable. 
A cause of death refers to the type of disease, illness or injury 
leading to death. A universal code for describing these causes of death 
is described by the World Health Organization's International Classifica­
tion of Diseases (Seventh Revision) (1957), providing a classlflcatory 
scheme for every known cause of death. Most research that decomposes 
general mortality into its cause of death components does not use the 
detailed listing but collapses diseases into general categories more 
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appropriate for the country being studied or the type of research 
being conducted. A representative taxonongr of major causes of death 
is provided both by Hillery et al. (1968) and Roberts et al. (1970). 
They classified diseases into infectious, degenerative (chronic), social, 
maternal, infant, and other symptoms, senility, and ill-defined condi­
tions. Maternal deaths, infant deaths, and other symptoms, senility 
and ill-defined conditions are not directly relevant to this study and 
are not further considered. (A more complete explanation is provided 
in the methods chapter.) The following literature review of cause of 
death differentials will cover the infectious, degenerative, and social 
categories. Throughout the remainder of this thesis causes of death 
will refer to these three major categories. 
Infectious diseases are those diseases generally recognized as can-
municable or transmissible. In the United States during the past half 
century, greater control of infectious diseases has lowered their rela­
tive contribution to overall mortality (Dauer et al., 1968; Spiegelman, 
1967; Ellis, 1957). 
Two early studies of cause of death differentials focus on infec­
tious diseases. Using Chicago census tracts Coombs (1941) found infec­
tious and parasitic diseases to be inversely related to economic class 
differentials. These diseases were second only to diseases of the circu­
latory system (degenerative diseases) in the magnitude and consistency 
of the relationships. Sheps and Watkins (1947) used New Haven census 
tracts to display an inverse association between socioeconomic status 
and mortality from degenerative diseases. Other studies also document 
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a social class differential with mortality due to Infectious diseases. 
Logan (1954), using occupational groupings to Indicate social class 
differences. For three points In time, 1921-1923, 1930-1932, and 1950 
in England and Wales, increasing social class status displayed lower 
levels of respiratory tuberculosis and bronchitis. A 1950s study of 
England and Wales (Metropolitan Life Insurance Company, 1959) found cer 
tain Infectious diseases to be more prevalent in either upper or lower 
social (occupational) classes. Tuberculosis, influenza, pneumonia and 
bronchitis were found mainly among the upper classes. Roberts et al. 
(1970) used 1960 Houston census tracts and an index of social class 
"designed specifically for ecological applications." The relationship 
between social class and infectious diseases was stronger (r=-.44) than 
other hypothesized relationships between mortality and degenerative 
causes, social causes, and infant mortality. An earlier study by Ellis 
(1957) also used Houston census tracts. Ellis expected to find the 
largest inverse differences between social class and mortality from de­
generative diseases. However, the most pronounced inverse relationship 
was found between social class and mortality from infectious diseases. 
This association held true for both men and women. 
Rural-urban and male-female distinctions also have been found for 
infectious diseases. Hitt and Bertrand (1951) found urban people to 
have greater incidences of tuberculosis, and pneumonia and Influenza in 
a study of Louisiana. The incidence of tuberculosis was especially 
high. A study of English, Welsh, and Scottish mortality found a higher 
incidence of bronchitis and pneumonia in urban males (Glass, 1964). 
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For the United States between 1920 and 1958, Enterline (1961) found an 
infectious disease (tuberculosis) accounted for much of the increase in 
the sex mortality ratio. Martin (1951) found much higher male mortality 
due to tuberculosis and diseases of the respiratory system between ages 
45 and 55. In a study of the components of increasing male mortality 
between 1952 and 1967, the National Center for Health Statistics (1971a) 
used five-year age ranges and a number of infectious diseases. Diseases 
of the respiratory system were a major factor for the increase in male 
mortality between ages 25 to 45. Bronchial pneumonia and diseases of 
the respiratory system were among the important factors for ages 46 and 
above. 
Degenerative diseases are characterized by a degeneration of normal 
physiological processes. Mortality from degenerative diseases has in­
creased in relative importance during the past few decades. 
Studies of differentials for mortality due to degenerative diseases 
almost exclusively use measures of social class. For three points in 
time Logan (1954) found declining social class status related to in­
creasing Incidences of stomach cancer and myocardial degeneration for 
both sexes. For men alone cancer of the lung increased; for women alone 
cancer of the cervix and uteri, coronary heart disease, and diabetes 
mellitus increased with lower social class levels. In addition he found 
higher social classes dispalylng greater mortality due to leukemia, 
cancer of the brest (women only), and for men alone, coronary heart dis­
ease and diabetes mellitus. Data from a study on early 1950 England 
and Wales (Metropolitan Life Insurance Co., 1959) displayed a positive 
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relationship between mortality and coronary artery disease, cerebreal 
hemorrhage and cirrhosis of the liver. An inverse relationship vas 
found with ulcers of the stomach and duodenum. However, Roberts et al. 
(1970) found no relationship between his index of social class (designed 
for ecological applications) and rates of death from degenerative dis­
eases. 
Both Coombs (1941) and Stem (1951) found consistently high inverse 
relationships between social class and mortality from degenerative dis­
eases. In the former study diseases of the circulatory system exhibited 
the strongest and most consistent inverse relationship to economic 
status. In the latter study, which dealt with U.S. mortality, rates of 
death from degenerative diseases Increased from the highest to the low­
est Income groups. 
An extensive study of educational differences and mortality for the 
1960 U.S. population revealed both inq)ortant diseases and educational 
and sex differences (Kitagawa and Hauser, 1968). For the great majority 
of various degenerative diseases both males and females exhibited an 
Inverse relationship with educational attainment. Nearly sixty percent 
of all male and female deaths resulted from four major degenerative dis­
eases. They were: arterioclerotic and degenerative heart disease (which 
alone accounted for more than one-third of the deaths for both males 
and females), vascular lesions affecting the central nervous system, 
malignant neoplasms (other than lung and uterus), and other cardiovascu­
lar diseases. Males had higher rates from arteriosclerotic and degener­
ative heart disease and malignant neoplasms (other than lung and uterus). 
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A third major category of causes of death is social. Included 
here are motor vehicle accidents, all other accidents, suicide (and 
self-inflicted injury), homicide (and war). Social mortality other 
than motor vehicle accidents is somewhat culture bound largely because 
available sociocultural materials and economic factors define the pos­
sibilities of death (Hillery et al., 1968). 
Much of the research on social deaths concentrates on accidents. 
Coombs (1941) found total accidents accounted for a large portion of 
deaths at all economic levels. It also was inversely related to economic 
class differences. Sheps and Watkins (1947) found social class differ­
ences in mortality from accidents and violence in 1930 New Haven, Con­
necticut and the Metropolitan Life Insurance Co. (1939) report motor 
vehicle deaths to be inversely related to mortality for England and 
Wales. A more detailed study is provided by Hltt and Bertrand (1951) 
who report higher rates of death both for motor vehicle accidents and 
all other accidents for urban rather than rural populations. Motor ve­
hicle accidents are said to be a major reason for the rise in the sex 
mortality differential between 1920 and 1958 (Enterline, 1961). However, 
the Metropolitan Life Insurance Co. (1960a) reports a reduction in acci­
dent fatalities for both sexes of the U.S. population (but especially 
for men) after the age of 65. 
Roberts et al. (1970) provide one of the more detailed studies of 
mortality from social causes. Overall, he reported an Inverse relation­
ship between social class and mortality from social causes. When social 
mortality was decomposed however, different relationships emerged. 
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Traffic deaths and homicide were found to be Inversely related to 
social class (r—.137 and ,-345 respectively). Suicides and all other 
forms of violent deaths showed no social class differences. 
Violent deaths (the aggregate of motor vehicle accidents, homicide, 
and suicide) in the United States between 1968 and 1973 have reportedly 
changed extensively by various socioeconomic differentials (Weiss, 
1976). He reports that violent deaths alone account for forty percent 
of all deaths for those 15 to 44 years of age. Motor vehicle accidents 
increased for both males and females but suicide rose for males only. 
Surprisingly, mortality due to all other accidents remained relatively 
stable during the time period. 
The National Center for Health Statistics (1971a) reported two age 
differences in mortality due to social causes when explaining increas­
ing mortality between 1952 and 1967. For ages 15 to 25 deaths from 
motor vehicle accidents, suicide, and homicide increased for males. For 
men and women aged 25 to 45, motor vehicle accidents accounted for a sub­
stantial portion of increases in overall mortality. 
In sum, infectious disease causes of death are prevalent in the 
lower social classes, urban populations, in crowded housing, and is ex­
pected to be lower among the married. Mortality from degenerative dis­
eases Is especially prevalent in the lower social classes and is ex­
pected to be lower in rural areas, among the married, for females and in 
less crowded housing. Social causes of death also have been inversely 
related to social class, rural populations, females, and is expected to 
be lower where there is better quality housing. 
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Tentative Hypotheses 
The literature review suggests the following tentative hy­
potheses: 
TH.l Social class as measured by income, educational and occu­
pational characteristics will ediibit significant in­
verse bivariate relationships with young, middle-age, 
and older-age mortality due to infectious, degenerative, 
and social causes at successive points in time. 
TE.2 Social class as measured by income, educational and occu­
pational characteristics will exhibit significant inverse 
relationships in multivariate models with young, middle-
age, and older-age mortality due to infectious, degenera­
tive, and social causes at successive points in time. 
TH.3 Residency, marital, health and medical, sex, and housing 
status will esdiibit significant bivariate relationships 
with young, middle-age, and older-age mortality due to 
infectious, degenerative, and social causes at successive 
points in time. 
TH.4 Residency, marital, health and medical, sex, and housing 
status will exhibit significant relationships in multivariate 
models with young, middle-age and older-age mortality due 
to infectious, degenerative, and social causes at succes­
sive points in time. 
TH.5 Social class, as measured by income, educational and occu­
pational chracteristies, and sex and marital status will 
exhibit significantly different relationships between 
multivariate models of young, middle-age, and older age 
mortality. 
Figure 1 graphically displays the analytical relationships between 
the independent variables, causes of death, and young, middle-age, and 
older-age mortality.^ 
For the sake of clarity directional arrows are left out. However, 
the models may be read as path models with temporal movement from left 
to right and downward. Exceptions to this causal inference are the 
relationships between sex and marital status, and among infectious dis­
ease, degenerative disease, and social causes of death; these are asso­
ciations with no causal is^lications. 
























Figure 1, Analytical variables and orders of priority for models of young, middle-age, 
and older-age mortality 
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These models of young, middle-age, and older age mortality are not 
theoretical models. They are tentative models which list, on the basis 
of the literature review, the order of analytical variables felt to be 
antecedant to mortality. There is no theory of mortality represented 
by these models. The hypothesized relationships are felt to be those 
most prominently found in the mortality literature, which is mostly bi-
variate. 
Although the priority of socioeconomic characteristics (i.e., sex, 
marital status, education, occupation, income, residency, housing, and 
health and medical care and facilities) are delineated on the basis of 
past mortality research, these relationships are not discussed outside 
the context of their associations with causes of death and mortality. 
They are used as control variables for the three mortality models. The 
purpose for including their interrelationships is not to test a particu­
lar theory(ies) of socioeconomic characteristics. Data are later pre­
sented for relationships between these socioeconomic variables but no 
attejiq>t is made to discuss their sociological or demographic in^lica-
tions; instead, data interpretation concentrates on relationships be­
tween socioeconomic characteristics, causes of death, and young, middle-
age, and older-age mortality. 
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CHAPTER III. RATIO VARIABLES AND THE PROBLEM OF CORRELATED 
DENOMINATORS 
Introduction 
This chapter Introduces the problem of correlated denominators for 
variables expressed as ratios (Including Indices, rates, and propor­
tions). Indices are simply the composite of two or more other numbers. 
A ratio Is the "composite of two numbers that relates one number to the 
other In fractional or decimal form" (Kerlinger, 1973:151). A rate is 
simply the ratio of the number of events actually occurring In a given 
time period to the number of same events which might have occurred 
(Loether and HcTavish, 1976): 
^ Number of events occurring during a time period 
Potential number of events which might have occurred 
during the same time period. 
In each case, the denominator deflates or weights the numerator to 
the scale of a particular unit of analysis. When describing character­
istics of a phenomena the presentation of rates and other ratios is a 
valid and meaningful procedure. As an example, per capita Income is 
interpreted as the average income for each man, woman, and child for a 
given population when expressed as: 
Total personal income for all 
Per capita income (d)» ^ ^^^^rs (a) 
Total population (c) 
The division of total personal Income by total population controls 
for different sizes of census tracts, cities, counties, etc. As another 
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example, average education Is calculated as: 
Total years of schooling for 
Average edacetKm (e) - all member, of the 8-ple (b) 
Total population (c) 
It Is Interpreted as the average number of years of schooling obtained 
by each member of the population. Per capita Income and average educa­
tion, like number of doctors or hospital beds per 1,000 population, pro­
portion of the population In certain occupations, and many other social 
and economic characteristics, can be descriptively portrayed as ratios. 
However, \Aien one ratio is statistically compared to another ratio 
and both have the same or similar denominators, the resulting associa­
tion may be spurious, regardless of whether it's expressed as a measure 
of association or causal influence. In other words, when ratios 
are included in a correlation so that there is a common 
element in both the dependent and the independent variable, 
part of the correlation may be attributed to these common 
elements. Even if all the individual elements Intercorrelate 
zero, the original ratio correlation would not be zero. 
(Fuguitt and Lleberson, 1974:133) 
This potential problem of correlated denominators was first debated 
at the turn of the century by Karl Pearson (1897, 1910) and G. Udney Yule 
(1910). Pearson's first work presented an approximate equation for the 
correlation of ratios in terms of their individual elements and a now 
classic equation for estimating spurious correlation. In 1910 both 
Pearson and Yule first raised questions about the unit of analysis being 
transformed by ratios and the changing meaning of the ratio when com­
pared to component parts. 
Clarification of Pearson's original work by Kuh and Meyer (1955) 
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and Rangarajan and Chatterjee (1969) allows us to express the correla 
tlon between per capita Income (d) ar,.d average education (e) as: 
where r, is the correlation between a/c and b/c. de 
^ab* ^ac' ^bc product-moment correlation coefficients; 
V^, V^, are coefficients of variation for a, b, and c 
respectively (i.e., the ratio of the standard deviation 
to the mean). 
If, in the above situation r , = 0, r =0, and r. = 0 and c is 
ab ac DC 
not equal to zero, the ratios d = a/c and e = b/c are correlated and 
not equal to zero because of their mutual dependence on c (Yule, 1910; 
Flelss and Tanur, 1971). The original research Interest may be to in­
vestigate the relationship between income and education (a and b respec­
tively) . But controlling for population size by dividing each variable 
by population (c) Introduces a statistical dependence and change in 
meanings; from income and education to per capita income and average or 
per capita education. Statistically, the magnitude of the mutual 
dependency of a and b on c determines the spuriousness between ratios 
d and e. Generalizing from per capita income and average education to 
income and education is a problem of inference similar to generalizing 
beyond the representativeness of one's sample. Methodologically the 
implication is that "it is not the empirical correlation of ratio vari­
ables that is spurious, but rather the false inference drawn from that 




The Statistics of Correlated Denominators 
Equations have been developed to estimate spuriousness when the 
correlations between a, b, and c vary. Two are of basic concern to 
this study. First is a situation found with the examples introduced 
earlier. Both ratios have the same denominator, total population (c). 
Even if it is assumed that r = r, = r , = 0, r, ^ 0, As shown in 
ac be ab de 
early work by Pearson (1897) and Yule (1910), and more recently by 
Schuessler (1973) and Fuguitt and Lieberson (1974) the spurious cor­
relation, when intercorrelations are set equal to zero, is: 
v: 
C 
A second equation for estimating spuriousness that is of interest 
to our discussion involves situations where the denominators (i.e., de­
flators or control variables) may be different but highly correlated. 
For example, average education may be expressed in tems of the popula­
tion over 25 years of age, assuming that by this time most people have 
completed their educations. Therefore: 
Total years of schooling for all 
members of the sample 25 years of 
Average education (e') = age and older (f) 
Population 25 years of age and 
older (g) 
The correlation between per capita income (d) and average education 
(e*) with r^g é 0 and ^ 1.0 (as was true when denominators were the same) 
is now given by: 
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"afVf - SfVf - Wg + Wg 
^de' yV ^ - 2r V V + V ^ - 2r. V^V + V a ac a c c v ' i -  
If and are all equal to zero, the spurious cor­
relation can be examined by using a modification of Pearson's (1897) 
first equation for spuirious correlation (Rangarajan and Chatterjee, 
1969; Schuessler, 1973; Fuguitt and Lieberson, 1974): 
2 
r V V 
eg c g 
^de' 
As mentioned earlier, when the denominators are the same (i.e., r = 
eg 
1.0 as with our earlier example) the equation for spurious correlation 
2 2 
changes slightly. In the numerator r = 1.0 and V = V ; the co-
eg c g 
efficient of variation is the same for both ratios. The denominator 
remains the same. 
The problem of correlated denominators recently has been called to 
the attention of sociologists by Freeman and Kronenfeld (1973), Schuessler 
(1973, 1974), and Fuguitt and Lieberson (1974). The problem is pre­
sented in a variety of ways. Discussion often focuses on the many vari­
ations of ratio calculations, corrections for correlated denominators, 
and the Importance of furthering research on this problem. All agree 
that correlated denominators present a difficulty to sociologists and 
demographers but the problem and solutions remain ambiguous. Perhaps 
for this reason sociologists and demographers have avoided correction 
factors for correlated denominators. Even in the study of bivariate 
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relationships the transformation of ratios into logarithms (Schuessler, 
1973, 1974) or the use of partial correlation (Kuh and Meyer, 1955; 
Schuessler, 1973) or part correlation (Logan, 1971, 1972) becomes a 
complicated process. When placed into multivariate models that more 
accurately reflect the complexities of social and demographic processes 
the consistent use of logarithms, partial correlation, or part correla­
tion becomes an exceedingly demanding task (Schuessler, 1974). And, 
especially when using logarithms, the interpretation of transformed vari­
ables may be quite different from that intended by the original vari­
ables (Schuessler, 1973). The use of partial and part correlations to 
remove the effect of correlated denominators is still under debate (Kuh 
and Meyer, 1955; Fuguitt and Lieberson, 1974). Calculation of second-
order and higher partials in a multivariate framework again becomes an 
exceedingly demanding task and approaches the uninterpretable. The in­
troduction of control variables in a partialling framework also requires 
theoretical justification; a context difficult to conceptualize for 
second-order and higher partials (Gordon, 1968). 
Another reason the use of ratios in more sophisticated statistical 
analyses has not undergone closer scrutiny lies in their traditional use 
in sociological and demographic work. Ratios have always made descrip­
tively good sense; they are easy to canpute and understand. The simple 
control provided by ratios for a major intervening variable like popula­
tion enhanced the use of ratios for descriptive purposes. And, until 
only the past few decades major research descriptively presented data 
(e.g., means, standard deviations, cross-tabulation and rank-order 
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procedures). The traditional ease with which ratios have been under­
stood and computed would understandably lead few to question their use 
in more sophisticated statistical analyses. 
Recent and growing interest on the problem of correlated denomina­
tors has led sociologists to reexamine and comment on contemporary 
studies using ratio correlations. Surprisingly, demographers have al­
most uniformly avoided the issue. Freeman and Kronenfeld (1973) comment 
on twenty-four organizational studies investigating the general proposi­
tion that larger organizations have relatively fewer administrative 
personnel than smaller organizations. While careful to note that the 
common denominator problem exists in many of the studies it does not 
mean erroneous substantive inferences were produced nor does their re­
view refute the general proposition. However, their review does 
alert the researcher to the problems entailed when vari­
ables are defined in such a way that components appear re­
dundantly. Sometimes the redundancy is readily apparent. 
. . . At other times it may be obscured by conceptualiza­
tions. . . . (Freeman and Kronenfeld, 1973:119) 
Schuessler (1973) reviews three examples from the literature. 
First is a major study of racial discrimination in the South (1971). 
Schuessler was interested in whether Blalock's theory pertained to 
ratio variables or their component parts, raising the possibility that 
erroneous generalizations would be made from empirically defined ratios 
to theoretically important component parts. Because Blalock's theory 
pertained to ratio variables, and the interpretation of the data did not 
exceed these boundaries, no problem of spurious correlation existed. 
The second example was Duncan's (1966) decomposition of a dependent 
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variable into contributing factors (each expressed as a ratio) for the 
purpose of assigning relative weights. Because of overlapping variables 
in the numerators and denominators of the contributing factors the pos­
sibility of a spurious effect was evident. However, because Duncan was 
concerned with the statistical effect of each ratio on the other, there 
is no problem with spurious correlations. 
Schuessler's (1973) third example is discussed also by Fuguitt and 
Lieberson (1974). In the early 1970s a debate in criminology between 
Tittle (1969) and Chiricos and Waldo (1970), and Logan (1971) and Bailey, 
Gray, and Martin (1971) questioned the use of ratios when studying cer­
tainty of punishment and the crime rate. The latter two studies com­
ment on the assumption that, in order to estimate spurious correlation, 
component correlations are set equal to zero (Pearson's 1897 equation 
for a spurious correlation). They felt this assumption was unrealis­
tic and misleading because rarely would the component correlations 
truely be zero, i.e., departure from the null is expected and cannot 
be assumed nonexistent. 
Final evidence of growing interest on the problem of correlated 
denominators is provided by Schuessler (1974) when he comments on a few 
studies and the benefits to be obtained through intensive study of the 
consequences of using ratio correlations in six areas; organizational 
sociology, population density, chain relatives, factorial ecology, 
residential succession, and complex ratios. In an earlier work 
Schuessler (1973) comments on complications when ratio variables are 
used in factor analysis, the analysis of covariance, and path analysis. 
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In addition, the use of ratio variables can magnify the problem of 
multlcollnearlty (Blalock, 1963). A major reason for the difficulty in 
identifying spurious correlation rests with the conceptualization of the 
variable. The composition of a particular variable must reflect the 
intentions of a stated hypothesis (Gordon, 1968). With our example, 
use of ratio variables to test the relationship between income and edu­
cation is incorrect. Only when the hypothesis refers specifically to 
ratio variables is this difficulty overcome directly.^ Also, the actual 
meaning of some variables can be expressed only in ratio form. This is 
a major point made both by Pearson (1910) and Yule (1910). 
If the causes, the nature of lAich we wish to elucidate, 
influence directly the ratios or indices, x^/xg and x^/xg, 
or the mode in which these ratios are combined, the corre­
lation between the absolute values of the variables, xi 
and X2, will be misleading: the correlation should be 
worked out between x^/xg and X2/X3. (Yule, 1910:646) 
As Yule later states, the death rate is determined directly by the 
causes we "wish to elucidate" and not by the number of deaths. The abso­
lute number of deaths is determined mainly by the population of the unit 
of analysis. Hence, it is the meaning of the death rate, a ratio, which 
has theoretical significance and not the absolute number of deaths. 
In contrast, Schuessler (1974) questions by example the composition 
Even if this condition is met and per capita income is related 
to average education, the inference that person's income is causally 
dependent upon education drops one into the ecological fallacy (Robinson, 
1950). In the same sense, inferences made from per capita income or 
average education (referring to individual statuses) to income or edu­
cation in general (referring to the aggregate) ccxmnits the reciprocal 
of the ecological fallacy (see also Blalock, 1964:95-100). 
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of an unobservable variable that is common to a set of ratio variables. 
In his example, "anaaie" may be the factor abstraction common to percent­
ages of home owners, unrelated persons, suicides, and divorces. However, 
the name "anomie" does not correspond directly to the makeup of the 
factor. 
Even though the multlfaceted problem of correlated denominators is 
somewhat ambiguous it is a situation that must be coped with in future 
sociological, and especially demographic research. The use of one solu­
tion and the comparison of this solution to the traditional use of ratio 
correlation constitutes a major portion of this dissertation. 
Partlals and Multiple-Fartlals in Ratio Analyses 
Almost no work has been done, outside of a very few statistical 
theory and mathematical studies, on a partial correlation solution to 
ratio correlation (a notable exception is Chayes' 1971 work for petrolo-
glsts and geochemlsts). Recall the two variables used in our earlier 
example: 
, a , b d = , and e = . 
c c 
In the bivarlate study of two ratio variables economists Kuh and 
Meyer (1955) note that r^^ ^ is equal to r^^ under certain circumstances. 
If Vç (i.e., coefficient of variation for c; the ratio of the standard 
deviation to the mean) = r V • r, V. , then r, ^ r , » 
ac a be b' de ab.c 
This chapter's first equation, stating the relationship between 
two ratio variables d and e (repeated here for convenience), was: 
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Wb - Wc - Wc + 
^de " 
- ^vVc 
without restating the algebraic argument (see Kuh and Meyer, 1955:404) 
we note simply that given V = r V = r, V, (i.e., the numerators are 
c aca DC b 
linear homogeneous functions of the correlated denominators): 
2 
r . V V- - V r . - r r. 




Necessary and sufficient conditions for r^^ and r^^ ^  to approach 
equality and for r^^ to be at its lowest with respect to are (Kuh and 
Meyer, 1955:405); (1) that be small, and (2) the variables under­
going control or deflation be linear homogeneous functions of the 
correlated denominators. At any other time, when V 9^ r V # r. V, , r, 
c ac a be b de 
will be greater than r^y This we note is an expected consequence 
where the ratio correlation, imbued with the shared effects of a common 
denominator, will have a value higher than a partial correlation between 
the two numerators with the Influence of shared denominators held con­
stant. However, it is worthwhile to again note that only magnitude is 
referred to here: the direction of the relationship may be positive or 
negative (Rangarajan and Chatterjee, 1969). 
For multivariate analyses, regression analysis may be thought of 
as a series of partial correlations to the nth-order. In order to show 
that the bivariate case is generallzable to the multivariate case 
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we let 
Per capita physician availability (h) = Ntanber of physicians (1) 
Total population (c) 
Continuing with the same assumptions as before (i.e., is small and 
the numerators a, b, and i are linear homogeneous functions of c) we 
have: 
^ab.c ^ai.c^bi.c ^de ^dh^eh 
'ab.ci ^ ' —° 
- 'mi./ - V.c' 
where 
r, = r , (from the bivariate case) de ab.c ^ 
r,. = r . (from the bivariate case) dh ai.c 
r . = r, . (from the bivariate case) 
en Di.c 
and. 
r , - r r, 






r r r. 
ai ac ic 
r . = 
ai.c 
^1.0 - tJ ;i.O -
2 
ic 
^ ^bi • ^bc^ic 
bi.c 
/•» - 2 
^ic 
It follows therefore, that the multiple correlation coefficient 
calculated with ratio variables is equal to the multiple correlation 
coefficient calculated with, in our case, numerators that have the 
common denominator partlaled out. The logical extension of this 
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conclusion leads to Freeman and Kronenfeld's (1973) suggestion that 
"referring to the A/P ratio, we can regress A on P and look for corre­
lates of the residuals" (p. 117). This is the same as DuBois' (1957) 
view that ratios are a special case of residuals. If, in the case of 
a multivariate model, each ratio variable is expressed as a residual 
where the numerator has been regressed on the denominator, we have a 
multivariate model of residuals that should have final values similar 
to those in a multivariate model consisting of ratio variables. This 
assumes small coefficients of variation for correlated denominators and 
linear homogeneous functions between variables; or for the latter case, 
operating with assumptions similar to any least squares analysis. 
Violation of the assumptions for the ratio variable-residual variable 
approaches to constructing multivariate models of mortality would al­
most certainly lead to discrepancies lAen comparing the approaches. We 
note also that unlike ratio variables, residuals are not directly inter­
prétable in a descriptive sense. Deviations from linear regression for 
a particular variable are not directly comparable to the ratio value of 
the same variable (Schuessler, 1974). However, values calculated from 
either ratio variables or residualized variables (e.g., path coeffici­
ents) should, within a margin of error, be similar. 
In the following chapters mortality models for young, middle-age, 
and older-age segments of the population will be empirically constructed 
as ratio variable models and residualized value models. Final analyses 
of these six models will be by path analysis; comparisons between models 
will allow for an empirical interpretation of the correlated denominator 
problem. The chapter immediately following discusses the measurement of 
change and the longitudinal design used in this study. 
63 
CHAPTER IV. THE MEASUREMENT AND ANALYSIS OF CHANGE 
Introduction 
The study of longitudinal relationships differs significantly 
from the study of cross-sectional relationships. In cross-sectional 
studies independent samples are drawn at the same point in time. Longi­
tudinal studies sample the same unit of analysis at two or more points ° 
in time (Baltes, 1968; Lord, 1963). 
Attempts by behavioral scientists to measure change over time in 
a particular phenomena range from simple observation or the "eyeball-
ing" of data at successive points in time to sophisticated and compli­
cated trend analyses. In no instance however, is a particular tech­
nique for evaluating change met with approval by everyone. Quite 
literally, the measurement of change and the formation of longitudinal 
designs open a "Pandora's Box" of dispute and controversy. Yet there 
is widespread agreement that longitudinal methodologies in sociology 
and demography are becoming increasingly important and are the subject 
of more and more research (Loether and McTavish, 1976:584-585; Social 
Science Research Council, 1976, 1977). 
Because of the nature of demographic data they often are presented 
as a set of data ordered through time. Longitudinal analyses in demog­
raphy generally have been of two types (Schubnell and Herberger, 1973): 
1) trend observations for a particular set of data expressed in graph 
or tabular form where changes in the flow of data are evaluated non-
statistically; and 2) hypothetical constructs of data as in life table 
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or generational analyses (U.S. Bureau of Census, 1975). This chapter 
briefly reviews techniques for measuring change and discusses a method 
of change analysis and interpretation particularly well-suited for a 
path analytic approach. 
The Measurement of Change 
This section of this chapter reviews a few select approaches to 
measuring change. First is the difference score which is the differ­
ence in a variable at two points in time and is defined as: 
4% = *2 -
where = value of variable x at time 1. 
Xg = value of variable x at time 2. 
Although the absolute value of the difference score can be used 
for certain research purposes, most difference scores retain a positive 
or negative direction. The difference score is perhaps the most "com-
mon-sensical" approach to measuring change (Goldfarb, 1960) and has been 
used extensively both in descriptive research (Barclay, 1958) and sta­
tistical analyses. It is computationally simple, easy to understand and 
explain, and descriptively makes good sense. It often is desirable to 
evaluate how a variable at time 1 is related to change in another vari­
able between time 1 and time 2, or how change between time 1 and time 2 
is related to the "situation" of another variable at time 2. This often 
is done to assess how antecedent conditions relate to change variables 
or how change affects a later situation. When change between time 1 
and time 2 is calculated as a difference score, its correlation with 
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time 1 values and another variable, say a^, is: 
s r _ - s r 
*2 *2 1 *1 *1*1 
r 
- 2s s r 
*1 *2 *1*2 
If Xj^, Xg, and a^ are measured with no error, then x^ - x^ is true 
change and r^ ^  is without error. This however, is a hypothetical 
situation that is rarely found in research. Kessler (1977) notes that 
difference scores are correlated with any error in component variables 
at both points in time. Furthermore, the difference score is composed 
logic of a difference score it is obvious that the difference score is 
related positively to the error in Xg and negatively to the error in 
x^. The result not only is a spurious negative element in the correla­
tion of a score at time 1 with the difference score (Bereiter, 1963) 
but also a maximum parameter for difference score reliability. A dif­
ference score's reliability can be no higher than the reliability of 
component scores (Kessler, 1977). Both Bohmstedt (1969) and Kessler 
(1977) have shown that the difference score is highly unreliable. 
A further problem with difference scores, discussed in detail by 
Kessler (1977) is generally referred to as "regression toward the mean." 
Both individual or single units of analysis that are at extreme ends of 
the variable, and positive error components that are characteristic of 
extreme scores, tend to regress toward the mean when measured over time. 
This produces a deflating correlation and regression effect, respectively. 
X 1 
of the positive value of x^ and the negative value of x^. Given the 
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Additionally, even if all variables are measured perfectly, a regres­
sion effect will occur. This is because of the spurious negative corre­
lation between d^ and given the negative component of x^ when the 
difference score is calculated. 
Because of these problems Bohimstedt (1969), Kessler (1977), and 
Cronbach and Furby (1970) recommend against the use of difference scores 
in correlational analyses. 
One of the most common approaches to measuring change is proportions 
or percentages. A proportion, measuring relative change, is expressed 
as: 
^2 
A value of 1.0 means no change occurred. A value above 1.0 repre­
sents a relative increase from time 1; below 1.0 reflects a relative 
decrease. Percentage change is simply an extension of the proportion: 
X X - X 
(_2__ - 1.0) * 100 or, (___J * 100. 
*1 *1 
The logic of a proportion, percentage change, or difference score 
is that the amount of change should take into account the value of vari­
able X at time 1. These three measures of change have been standards 
both in sociological and demographic work. 
Barclay (1958) and the U.S. Bureau of the Census (1975) suggest the 
use of proportions, percentages, or difference scores in the descrip­
tive presentation of demographic data. In sociology, Loether and McTavish 
(1976) and Duncan et al. (1962) review these techniques as standard 
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methods of presenting social data over time. Fuguitt and Thomas (1966) 
and Rogers et al. (1977) use percentage change in more sophisticated 
correlational computations. 
Debate on the use of proportional and percentage change appears 
to center around two problems: 1) measures of relative change assume 
ratio level variables—few variables in sociology and not many more in 
demography are truely ratio; 2) the value of variable x at time 1 is not 
fully accounted for—this stems mainly from the unreliability and regres­
sion toward the mean arguments discussed for difference scores (Duncan 
et al., 1962; Kessler, 1977; Bohmstedt, 1969). 
A third approach to measuring change uses residualized difference 
scores. The goal of proportional and percentage change, and difference 
scores, is to construct a new variable to represent the concept of 
"change." Residualized difference scores "regress" out the influence 
of a variable's time 1 values from its time 2 values. The general form 
of the residualized difference score is (Bohmstedt, 1969): 
=2.1 = *2 - *2 
where Xg = observed score at time 2 
x_ . = the residualized score for x. with the influence of x^ 
"regressed out". 
Xg = predicted 
b^ = intercept constant 
b = slope for x regressed on x. 
The intuitive appeal of this approach is threefold (Cronbach and 
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Furby, 1970; Kessler, 1977): 1) by definition the covariance and 
correlation between ^ and x^ is zero, hence the residual score is 
completely uncorrelated with the variable's initial score. An inter­
pretation then deals with that part of the change in a variable which 
is unaccounted for by the variable's initial standing; 2) the regression 
problem is overcome—"it is unnecessary to enter [x^] into a [future] 
regression equation, thus eluding the problem of confounded real cause 
with spurious regression effect" (Kessler, 1977:55). And, 3) if the 
residual score is adjusted for unreliability it gives an estimate of 
residual change that is more reliable than the simple difference score 
and does not have the statistical complexities of the difference score 
when adjusted for unreliability. However, the attractiveness of resid-
ualized difference scores diminishes because of two important problems. 
First, it cannot be determined how much of the observed difference over 
time is due to any given predictor because the effect due to x^ is 
partialed out before change is calculated. Second, since x^ is re­
gressed on x^ before it is regressed on other independent variables, 
the correlation between x^ and these other independent variables cannot 
be determined (Kessler, 1977:55). Because of these two problems, re-
sidualized change scores are not recommended in correlational work 
(Bohmstedt, 1969; Kessler, 1977). 
However, the logic of residualized change scores remains sound. 
When extended it leads to semipartial (i.e., part) and partial correla­
tion (Bohmstedt, 1969). If we let a^ remain a vector of time 1 values 
for variable a and a^ a vector of time 2 values for variable a, then 
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the semipartial correlation between Xg and a^, with the influence of x^ 
removed from x^ but not a^, is defined as; 
r - r r 
^ *2*1 *1*2 *1*2 
^^x_.x )a = 
The partial correlation between x^ and a^, where x^ is partialled 
out of both Xg and a^, is defined as: 
'xa X = '^''2*1 ^*1*1^*1*2 
*2 11 ——=iizzz=zir 
\ /  '  V i  y  " Va  
The decision must then be made as to which method of removing the 
influence of variable x at time 1 is most appropriate to studying the 
lagged correlation between x^ and a^. 
Bohmstedt (1969) gives the following reason for choosing partial 
correlation over part correlation in the measurement of change: 
if x^ and x^ are positively correlated, as normally they will 
be, and x^ and [a2l are positively correlated because of a 
causal relation, it is not unreasonable that the simultaneous 
correlation [rx2a2^ is positive. Therefore, when looking at 
the relationship of Ca^J to X2, one should partial the effect 
X has on [a^] through [aj^] since it is an artifact of the time-
lagged causation that exists between [a] and x. Or, stated dif­
ferently, one should remove this indirect effect of xj on X2 
through [ai] by residualizing [ai] with x^. When both X2 and 
[a^] have been residualized by x^ and then residuals are corre­
lated, the result is simply [rxgai.xi]" correlation does 
not take into account the indirect effect that [a^] can have 
on xo through x^ and, therefore, appears to be of little use 
in the study of causal change, (p. 119) 
Partial correlation therefore, seems to be the most appropriate 
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measure where "cause" between two variables is time-lagged and there is 
need to remove the intervening effect of when the effect a^ on Xg 
operates through x^. Note that partial correlation skirts the issue of 
calculating a unique change variable but still allows a change interpre­
tation. As demonstrated in the previous chapter, the logic of partial 
correlation extends to regression analysis in the multivariate case. 
The relationship between the correlation coefficient and the re­
gression coefficient in the bivariate case is simply: 
When this is expanded into the change framework previously dis­
cussed, the relationship between the partial correlation and the three 
variable regression coefficient is defined as: 
'*1=1 
r = b (• 




s ^ = standard error of estimate for a^ and x^ (i.e., the 
^1* 1 standard deviation of the residuals of a^ regressed 
on x^). 
= standard error of estimate for X2 and x^ (i.e., the 
2"^1 standard deviation of the residuals of X2 regressed 
on x^). 
^*2^1**1~ fcgfession coefficient of x2 regressed on ai after 
x^ (i.e., the partial covariance between the residual-
ized variables X2.x and a^x^ divided by the partial 
variance—variance of the estimate—s ). 
*1'=1 
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The multivariate case with more than two variables at two points 
in time is simply an extension of the above. For example, let be a 
vector of values for c at time 1 and Cg be a vector of values for c at 
time 2. Expressed as a regression equation the relationship between a^ 
and Xg controlling for x^, c^, and would be: 
x_ = b + b X, + b c + b c + b a + e 
2 o x^ 1 c^ 1 Cg 2 a^ 1 Xg 
where 
b = intercept constant 
o 
b > b , b , b = slope or regression coefficients 
*1 ^1 ^2 ®1 
e = error. 
*2 
At this point it is appropriate to ask whether unstandardized or 
standardized coefficients (i.e., path coefficients derived from the 
regression analysis) best serve our purpose in this multivariate longi­
tudinal study of mortality. The correct answer is both! The relation­
ship between the unstandardized regression coefficient and the standard­
ized regression coefficient (beta) with two variables x and a can be 
expressed as: 
s 
®ax ° > "ken is known or, 
a 
b = B f when B is known 




B = standardized regression coefficient of a regressed on x 
^ (i.e., the regression coefficient expressed in standard 
score form) 
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b = unstandardized regression coefficient of a regressed 
on X 
s^, s^ = standard deviations for x and a, respectively. 
For intermodel comparisons, as with our planned comparison of mor­
tality models expressed both as rates and residuals, standardized coef­
ficients are most appropriate. For the evaluation of each mortality 
model--young, middle-age, and older-age—the unstandardized coefficient 
is most efficient because its measurement of the contribution one vari­
able makes to the other is done in an absolute sense and can be used in 
analyses of other populations. However, standardized and unstandard­
ized coefficients "correspond to different modes of interpretation which 
taken together give a deeper understanding of a situation than either 
can give by itself" (Wright, 1960:202). 
The use of a suitable longitudinal design is as important as the 
accurate measurement of change. It depends on the design of the re­
search and appropriate assumptions. Other approaches besides path anal­
ysis have been used in interpreting change and have been met with vary­
ing degrees of acceptance. Foremost among these are the repeat measures 
analysis of variance (Huek and McLean, 1955; Lindquist, 1956), curve 
fitting and generating functions (Gottman et al., 1969; Cooley and 
Lohnes, 1971; Pendleton, 1976), and for descriptive purposes, the compli­
mentary one group pretest-posttest design, and single and multiple time-
series designs (Gottman et al., 1969; Campbell, 1967; Baltes, 1968, 
Lord, 1963). 
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Path Analysis and the Measurement of Change 
One reason path analysis was chosen for this study Is Its demon­
strated ability to account for variable change over time. The logic of 
path analysis as change analysis is discussed by Blalock (1964), Duncan 
(1966), and Pelz and Andrews (1964) but not until Featherman's (1971a, 
1971b) studies on socioeconomic achievement is the method clearly ex­
posed. 
Path analysis and causal inference refer to a procedure designed 
to bridge the gap between the theoretical and the empirical. It involves 
the construction of a structural equation model (Duncan, 1975) which 
leads to parameter estimation and evaluation for the support or refuta­
tion of a theory that links variables with notions of "x causes y" 
(Land, 1969) (figures mapping paths between variables usually accompany 
the model of structural equations). The ultimate goal of such a model 
is to define a set of equations which, in some sense, corre­
sponds to actual causal processes in the real world; that 
is, one seeks a set of equations lAlch permits predictions 
of how a change in any one variable in the system affects 
the values of other variables in the system. (Helse, 
1969:41) 
While path analysis is somewhat controversial and has been called 
"faddish" both in sociology and demography, its correct application un­
deniably moves the construction and interpretation of theory two steps 
forward for every step backward. 
The procedures of path analysis and causal inference operate within 
a set of necessary conditions. These assumptions, synthesized from 
Helse (1969; 1970) and Land (1969), are briefly presented below. 
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1. Relationships between one variable and other variables are linear 
functions. A linear relationship is where the value of one vari­
able is expressed as the sum of values of other variables, hence 
multiplicative, interactive, exponential, and curvilinear rela­
tionships are valid only after transformation. 
2. There are no reciprocal causations or feedback loops. In other 
words, if X causes y, then y cannot affect x either directly or 
indirectly. 
3. Causal priorities among variables in the model are established to 
the extent that they are undebatable. In actual social and demo­
graphic research however, "undebatable" often becomes "sufficiently 
supported." 
4. The disturbances of dependent variables are uncorrelated with each 
other or with the inputs; thus it is necessary for all system inputs 
to be entered explicitly into the analysis. This expands into an 
assumption of no multlcolinearity between Independent variables and, 
in a multistage model between dependent variables (Blalock, 1963). 
5. The measuring instruments used to obtain empirical data must have 
high reliability. Some measurement imprecision with social data is 
expected, but unreliability is required to be minimal. 
Because regression analysis is the statistical technique used in 
path analysis the following assumptions for multiple regression are nec­
essary (Snedecor and Cochran, 1973: Kerlinger and Pedhazur, 1973; 
Daniel, 1974): 
6a. Sampling units are drawn at random and are independent. 
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6b. For each selected Independent variable (x) the dependent variable 
(y) is normally distributed. 
6c. The y scores are normally distributed and have equal variances at 
each X point (i.e., the assumption of homoscedasticity). 
A most important characteristic of these causal assumptions is the 
time order of a system's variables, almost necessitating a longitudinal 
framework in order to accurately measure and test a path model. 
Recognizing the difficulties of longitudinal methodologies and the 
measurement of change, Heise (1969) offers the following explanation 
for an abundance of cross-sectional causal designs: 
the focus is on cause-effect changes that already have 
occurred—on measures the changes after they have 
occurred [sic] rather than as they are occurring, and 
one presumes that at any one point in time some persons 
(groups, organizations) in the population have under­
gone a manipulation and others have not. (p. 43) 
Still, longitudinal designs that account for the time order of 
system variables are more desirable than cross-sectional designs (Land, 
1969; Heise, 1969). 
Feathennan (1971a, 1971b) uses a logically simple but computation­
ally complex procedure for fitting the time order of variables into a 
path analytic framework. Others, including Land and Felson (1976) and 
Featherman and Hauser (1976) incorporate the logic of Featherman's 
original approach but do not develop it fully. Very simply, a variable 
at time 1 is entered into the model as an endogeneous variable, avoid­
ing arguments of calculating a new change variable yet accounting for the 
position of the variable at time 1 when evaluating the position of the 
variable at time 2. Such a design also allows for the identification 
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of a spurious correlation or interventing effect between another vari­
able at time 1 (a^) and the original variable at time 2 (xg) (as where 
serves as a confounding influence; this was discussed earlier with 
the partial correlation example). 
When considered analytically, Featherman uses a three dimensional 
path model. A variety of modifications that deviate from standard path 
analytic research are required for clarity in the presentation of re­
search but its applicability appears sound. However, its advantages 
over cross-sectional models have yet to be delimited. For a more clear 
understanding of such a model's composition. Figure 2 is presented with 
three variables both at time 1 and time 2. 
Theoretically designated paths can be made in both the time 1 and 
time 2 planes. It must be assumed that each variable at time 1 can con­
tribute to the "cause" of one or more variables at time 2 (both through 
direct and indirect paths). This requires the longitudinal designation 
of paths from each time 1 variable to all time 2 variables unless there 
is sound theoretical reasoning for this not to be so. Two major bene­
fits of this approach not discussed previously are; 1) the design has 
a model testing ability which now assumes a longitudinal framework, and 
2) the design has a model building approach which allows for the empiri­
cal designation of new, testable hypotheses derived from a theoretical 
framework. 
It is proposed that three dimensional path models be developed 
for each of the young, middle-age, and older-age mortality models repre­
sented both as rates and as residuals. The measurement of the socio­
economic and mortality variables is presented in the next chapter with 




Path designations are hypothetical 
Figure 2. An analytical representation of a three-dimensional, 
longitudinal path model 
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CHAPTER V. VARIABLE MEASUREMENT AND EMPIRICAL HYPOTHESES 
Introduction 
Eleven theoretical variables were discussed in Chapter II and 
displayed in Figure 1: sex, marital status, education, occupation, in­
come, residency, housing, health and medical care and facilities, infec­
tious disease causes of death, degenerative disease causes of death, and 
social causes of death. Three dependent variables also were delineated: 
young mortality, middle-age mortality, and older-age mortality. Dis­
cussed in this chapter are the data source, the measurement of each 
Independent and dependent variable for 1960 and 1970, a descriptive sum­
mary of the data and empirical hypotheses. 
Data Source 
Most of the data used in this study are from a section of Project 
1972 conducted by the Department of Sociology and Anthropology, at Iowa 
State Dhiverslty, under the direction of Dr. David L. Rogers (principle 
investigator). Dr. Robert 0. Richards and Dr. Willis J. Goudy. The 
original sample consisted of ninety-two of the ninety-nine counties in 
Iowa. Approximately six hundred social, econanlc, occupational, health, 
educational, medical. Industrial, physical, and demographic variables 
for both 1960 and 1970 were collected from secondary sources of the 
Bureau of the Census, various State of Iowa offices, and national organ­
izations. 
The present author added to this data set the remaining seven 
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standard metropolitan statistical area counties and for all ninety-nine 
counties added approximately two hundred detailed mortality and cause 
of death variables for 1960 and 1970. From this data file the twenty-
eight variables (fourteen each for 1960 and 1970) outlined below were 
chosen to conduct the present investigation into socioeconomic epidemi­
ology. Past research from this set has noted the comparability of the 
state of Iowa to the North Central Region and the Midwest (Rogers et al. 
(1977). 
Variable Measuranent 
The choice of variables for this dissertation's multivariate models 
of mortality requires the selection of variables commonly used in bl-
variate mortality research; thus allowing for comparisons between the 
multivariate and blvarlate nature of mortality research. Although 
empirical Indicators other than those selected are available for each 
theoretical variable the multivariate nature of the most predominant 
blvarlate mortality research is reflected in the models of mortality 
discussed below. In this section the operatlonalization of variables 
is presented. Also included Is a description of how the rates and resid­
uals are calculated for each variable. 
Sex 
Sex is one of the more universally supported blvarlate differentials 
of mortality. Because of the age grouping used the proportion of the 
county's population that is over age 14 and female in 1960 and 1970 is 
chosen to represent a female versus male weight for Iowa counties. 
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The calculation of this variable as a rate at both points in time 
is the number of females 14 and over in the county divided by the total 
population 14 and over in the county, then multiplying this quantity by 
100. Residuals are calculated for both points in time by regressing 
the number of females 14 years and older on the total population 14 years 
and older. The regression coefficient obtained is then used to calcu­
late the predicted number of females for each county. The residual is 
the difference between the observed number of females and the predicted 
number of females. 
Marital status 
Marital status includes a variety of ratios referring to married, 
single, divorced, separated, or widowed segments of a population. The 
proportion of the county population married at both points in time is 
chosen to represent county marital status. 
The rate calculation for both points in time is the division of the 
number of married males and females by the population 14-years-old and 
older, then multiplying by 100. The contribution of persons below age 
14 to marital status is negligible. The residual calculation is the 
regression of number married on the population age 14 and older. 
Social class; Education 
High school graduates among the population 20 years of age and 
older are chosen to represent the general educational status of a county. 
Most high school educations are completed by age 20 while many college 
educations (the most viable alternative) continue into the late 20s, well 
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beyond the lower age boundary for the young mortality model. For both 
points in time the rate calculation is the number of high school grad­
uates divided by the population 20 and older, then multiplied by 100. 
The residual calculation is done by regressing the number of high school 
graduates on the population 20 and older. 
Social class: Occupation 
Persons employed in white-collar occupations are chosen as the em­
pirical indicator for occupation. Occupations designated as white collar 
(Bergel, 1962) for 1960 and 1970 included; professional, technical, 
and kindred workers; managers, officials, and proprietors (except farm); 
clerical and kindred workers; and sales workers. 
The rate calculation for the proportion of the labor force engaged 
in white collar occupations is the sum of males and females employed in 
white collar jobs divided by the total employed labor force, multiplied 
by 100. Residuals are obtained by regressing those employed In white-
collar occupations on the total employed labor force. 
Social class; Income 
Families above the state median family income level for 1960 and 
1970 are chosen to represent a measure of Income for counties. The rate 
calculation is the number of families in the county above the state's 
median family income level for 1960 (median = $3598) and 1970 (median = 
$6664) divided by the total number of families in the county, then multi­
plied by 100. Residuals are calculated by regressing the number of 
families in the county above the state's median family Income level on 
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the total number of families in the county. 
Rural-urban residency 
The proportion of a county's population that is urban uses the num­
ber of people residing in urban areas and total population in 1960 and 
1970. Rates are the division of the former by the latter times 100 and 
residuals are the regression of urban residents on total population. 
Housing 
Density is selected as the housing indicator for 1960 and 1970. 
Density is the proportion of all occupied housing units with 1.01 or 
more persons per room. Housing units with more than 1.01 persons per 
room are considered to be "overcrowded." 
Rates are calculated by dividing the number of occupied housing 
with units 1.01 or more persons per room by the total number of occupied 
housing units, then multiplying by 100. Residuals are calculated by 
regressing the number of occupied housing units with 1.01 or more per­
sons per room on the total number of occupied housing units. 
Health and medical care and facilities 
The number of medical doctors available in the county accurately 
reflects both health care availability and the proximity of medical 
care facilities (e.g., clinics, hospitals, or private office practices). 
Rate calculation both for 1960 and 1970 is the number of medical 
doctors divided by the total population, times 1000. This gives the 
number of doctors per 1000 population. Residuals are obtained by re­
gressing the number of medical doctors on the total population. 
Infectious diseases cause of death 
Infectious diseases were identified from work by Hllleiy et al.(1968), 
Roberts et al. (1970), and the World Health Organization (1957). For 
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both 1960 and 1970 infectious diseases are: influenza and pneumonia; 
all forms of tuberculosis; syphilis and its sequela; all forms of 
dysentery; bronchitis, emphysema, and asthma; meningococcal infections, 
poliomyelitis; meningitis; and all other infectious and parasitic dis­
eases. 
The concept of infectious disease as delineated earlier refers to 
the proportion of all causes of death that are infectious in nature. 
Therefore, the rate calculation of this variable is the sum of all deaths 
due to infectious diseases divided by the total number of deaths. Resid­
uals are obtained by regressing the number of infectious diseases on 
the total number of deaths. Data used for infectious diseases and the 
total number of deaths are three-year averages; 1960 is the average of 
1959, 1960, and 1961; 1970 is the average of 1969, 1970, and 1971 
(Taylor, 1977; Iowa State Department of Health, 1977). 
Degenerative diseases cause of death 
Degenerative diseases were identified from work by Hillery et al. 
(1968), Roberts et al. (1970), and the World Health Organization (1957). 
For both 1960 and 1970 degenerative diseases include: diseases of the 
heart; hypertension, cerebrovascular disease, arteriosclerosis, all other 
diseases of arteries, arterioles, and capillaries; all other major cardio­
vascular diseases; malignant neoplasms, including neoplasms of lymphatic 
and hemotopoietic tissues; diabetes mellitus; peptic ulcer and ulcer of 
the stomach and duodenum; cirrhosis of the liver; nephritis and nephro­
sis; and vascular lesions affecting the central nervous system. 
The concept of degenerative disease refers to the proportion of all 
causes of death that are degenerative in nature. The rate calculation 
of this variable is the sum of all degenerative deaths divided by the 
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total number of deaths. Residuals are calculated by regressing degen­
erative deaths on the total number of deaths. Data for degenerative 
diseases again are three-year averages with 1960 and 1970 midpoint years 
(Taylor, 1977; Iowa State Department of Health, 1977). 
Social causes of death 
Social causes of death were identified by Hillery et al. (1968) 
and Roberts et al. (1970). For both 1960 and 1970 social causes of death 
Include: motor vehicle accidents, all other accidents, suicides, homi­
cides, and all other external causes. The concept of social causes of 
death refers to the proportion of all deaths primarily due to external 
forces. 
Rates are calculated by summing all social causes of death and 
dividing by the total number of deaths. Residuals are calculated by 
regressing social causes of death on the total number of deaths. As 
with infectious and degenerative diseases, data for social causes of 
death are three-year averages for 1960 and 1970. 
Young, middle-age, and older-age standardized mortality rates 
Mortality has a very obvious relationship with age; the older one 
becomes the greater the probability of death. The most meaningful way 
of comparing mortality across different geographical areas or over time 
is to remove the effects of different age compositions in the units of 
analysis (e.g., rates of death in one county may be higher than others 
simply because more elderly reside in the county of higher mortality) 
(U.S. Bureau of the Census, 1975). Standardization is a simple method 
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by which this age adjustment may be introduced (Daniel, 1974; Kitagawa, 
1955, 1964). 
There are a number of standardizing procedures: the direct and in­
direct method, the comparative mortality index, and the life table death 
used to standardize Iowa county mortality rates in both 1960 and 1970. 
According to the U.S. Bureau of Census (1975) the direct method "is the 
preferred procedure and serves to provide the best basis for determin­
ing the relative difference between mortality in two areas or at two 
dates" (p. 419). Procedurally the direct method is computationally 
simple. But detailed mortality data by age are needed for each unit of 
analysis. Special tabulations were made available through, and prepared 
by, the Iowa State Department of Health for this dissertation (Taylor, 
1977; Iowa State Department of Health, 1977). 
In the direct method a "standard" population is employed when calcu­
lating the age-adjusted mortality rates. The age distribution of this 
standard population is used as a weight when adjusting the age specific 
death rates for a given area at a given time, thus assuring the compara­
bility of mortality rates across different units and times. The equa­
tion for direct standardization is (U.S. Bureau of the Census, 1975: 









m^ = age-adjusted standardized death rate. 
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d 
m = ^ is the age specific death rate for a particular 
area at a given time. 
= the standard population at each age. 
P = ^P^ = the total standard population. 
It should be noted that age standardized mortality rates are not 
directly interpretable, i.e., they have no meaning in and of themselves 
but are useful only for further analyses or when compared to rates com­
puted in a similar fashion. 
Three models of mortality have been developed; young, middle-age, 
and older-age. Each of these models, for both points in time, have been 
standardized to the 1970 Ifoited States population. These standardized 
mortality rates will be expressed as rates both for the rate and resid­
ual models of mortality. They cannot be directly expressed as resid­
uals because of the constant (i.e., standard young, middle-age, and 
older-age U.S. populations) in the denominator. Regression of numerator 
values which have variation on a constant with no variation is impos­
sible. However, the ultimate goal of controlling for a correlated de­
nominator, which in most cases is a variant of county population size, 
is achieved. The calculation of age-specific death rates requires age-
specific county population figures in the denominator. These act as a 
preliminary control for population size across counties and in each 
mortality model. 
The young mortality model, covering ages 20 to 39, used four age 
categories 20-24, 25-29, 30-34, and 35-39. Its calculation first in­
volved the calculation of "expected number of young deaths." This is 
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the sun of Iowa county death rates times the 1970 U.S. population for 
each age category, first computed with 1960 Iowa county death rates 
then for 1970 Iowa county death rates. The expected number of young 
deaths for 1960 and for 1970 is then divided by the standard young pop­
ulation (i.e., the sum of the number of 1970 U.S. deaths in each of 
the four categories), then multiplied by 1000. 
The middle-age mortality model was calculated similarly. This model 
covered ages 40-44, 45-49, 50-54, and 55-59. Expected number of middle-
age deaths were computed by multiplying age specific Iowa county mor­
tality rates for 1960 and then for 1970 by the 1970 U.S. population at 
each age category and summing these values. The standard middle-age pop­
ulation for both times is the sum of the 1970 U.S. population in each 
middle-age category. The final calculation was simply the expected 
number of middle-age deaths for 1960 and then 1970 divided by the stand­
ard middle-age population, then multiplied by 1000. 
The older-age mortality model includes ages 60-64, 65-69, and 70-74. 
Expected number of older deaths was calculated in the same manner as 
above. The standard older-age population is the 1970 U.S. population 
in these three age categories. The final calculation for standardized 
older-age mortality is the division of expected number of older deaths 
in 1960 and 1970 by the standard 1970 older-age U.S. population. 
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Data Description 
In order to further understand the substantive interpretation of 
this study's Independent and dependent variables. Table 1 presents a 
descriptive summary of means and standard deviations for all 99 Iowa 
counties both for 1960 and 1970. Data are presented only for rates be­
cause they alone are descriptively interpretable. Residuals are not 
meaningful when summarized with descriptive statistics. However, re­
siduals are provided for cursory examination in Appendix A. 
Qnpirical Hypotheses 
Empirical hypotheses were developed in accordance with the theoret­
ical hypotheses developed in Chapter II and the measurement of vari­
ables. The hypothesized relationships apply both bivariately and to the 
multivariate rate and residual mortality models except where otherwise 
specified. A detailed description of hypotheses, significance, and 
direction is given at the end of the next chapter. 
E.H.I. The higher the income and occupational statuses, 
and the proportion of high school graduates of a 
county, the lower the infectious disease, degenera­
tive disease, and social causes of death and the 
lower the young, middle-age, and older-age mortality, 
both for 1960 and 1970. 
E.H.2. Housing density will remain positively related to 
young, middle-age, and older-age mortality after in­
come is controlled. 
E.H.3. Sex, marital status, and health and medical care and 
facilities will be negatively related to causes of 
death and each mortality variable for 1960 and 1970. 
E.H.4. Residents urban and density will be positively 
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Table 1. Summary statistics for variables expressed as rates 
„ . a Mean Standard deviation 
I960 1970 1960 1970 
Proportion of population 
14 and over that is female (A) 51.0 51.1 1.09 1.17 
Proportion of population 
14 and over that is 
married (B) 68.8 64.4 2.77 3.28 
Proportion of families 
with incomes above state 
median (C) 61.2 63.4 9.74 7.67 
Proportion of population 
20 and over with high 
school degrees (D) 40.6 50.7 4.59 4.45 
Proportion of employed 
labor force engaged in 
white-collar occupations (E) 31.2 36.5 6.06 6.42 
Proportion of population 
residing in urban areas (F) 53.0 57.2 24.10 24.29 
Proportion of occupied 
housing with high density (G) 06.5 05.1 1.48 1.69 
Number of medical doctors 
per 1000 population (H) 00.1 00.8 0.06 0.87 
Number of infectious dis­
ease causes of death per 
1000 deaths (I) 47.5 54.9 17.37 20.36 
Number of degenerative 
disease causes of death 
per 1000 deaths (J) 787.3 777.8 101.44 62.16 
Number of social causes 
of death per 1000 deaths (K) 129.7 67.6 31.52 21.22 
Standardized young 
mortality rate (L) 01.4 01.5 0.49 0.55 
Standardized middle-age 
mortality rate (M) 05.9 05.8 0.93 0.87 
Standardized older^age 
mortality rate (N) 25.7 24.9 2.39 2.42 
*Time designations for each variable will be made by using subscripts 
1 for 1960 and 2 for 1970. For example, the proportion of the population 
14 and over that Is female in 1960 is Ai; for 1970 it is A2« 
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related to causes of death and each mortality vari­
able for both points in time. Residents urban will 
remain positively related to each mortality variable 
after income is controlled. 
E.H.5. The magnitude of the multivariate relationships be­
tween sex status, marital status, income, education, 
occupation and causes of death and models of young, 
middle-age, and older-age mortality will differ in 
1960 and 1970. 
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CBAFIER VI. FINDINGS AND DISCUSSION 
Introduction 
The empirical hypotheses about bivariate and multivariate differ­
entials of mortality and the effectiveness of rate and residual control 
are examined in this chapter. Correlational analysis is used to examine 
bivariate relationships. Path analysis, based on regression techniques, 
is used to test the hypotheses for each mortality model, between mor­
tality models, and to provide insight to the theoretical structure of 
socioeconomic epidemiology. 
Correlation Results 
Correlations for variables calculated as rates, 1960 and 1970^ 
Table 2 displays zero-order correlation coefficients, calculated 
from rate variables, for 1960 socioeconomic characteristics, causes of 
death, and young, middle-age, and older-age mortality. 
Of the twenty-four relationships between socioeconomic characteris­
tics and three causes of death (i.e., infectious, degenerative, social) 
Bergel (1962) includes farmers and farm managers as white-collar 
occupations. Preliminary analyses showed 1960 and 1970 correlations 
between income (I) and education (E), and occupation (0), including 
farmers and farm managers, to be: 
1960 1970 
IE IE 
0 -0.70* 0.03 0 -0.33* 0.12 
* 
significant at p < .05 
The inclusion of the many Iowa farmers apparently biases the asso­
ciations in a manner totally untypical of the social class literature. 
For this reason, farmers and farm managers are not included in white 
collar occupation calculations. 
Table 2. Zero-order correlations for socioeconomic variables, 
causes of death, and young, middle-age, and older-age 
mortality calculated as rates for 1960 
Variables 
Variables 
*1 ^1 »1 :i 
Proportion of population 
14 and over that is female (A^ 0.29* 0.31* 0.23 0.41* 
Proportion of population 
14 and over that is married (Bi) 1.00 -0.12 -0.17 -0.25* 
Proportion of families with 
incomes above state median (Ci) 1.00 0.39* 0.77* 
Proportion of population 
20 and over with high school 
degrees (»l) 1.00 0.53* 
Proportion of employed 
labor force engaged in white-
collar occupations (El) 1.00 
Proportion of population 
residing in urban areas (F^) 
Proportion of occupied 
housing with high density (cp 
Number of medical doctors 
per 1000 population (H^) 
Number of infectious disease 
causes of death per 1000 
deaths dl) 
Number of degenerative dis-
eaase causes of death per 
1000 deaths (Jl) 
Number of social causes of 
deaths per 1000 deaths (K^) 
Standardized young mor­
tality rate (L^) 
Standardized middle-age 
mortality rate (M^) 
Standardized older-age 
mortality rate (N^) 
* 
Significant at p < .05. 
93 
?! «1 »1 II Jl =1 h *1 
0.41* -0.14* 0.09 -0.05 -0.04 -0.12 0.11 0.34* 0.23* 
* * * * 
-0.25 -0.36 -0.32 -0.03 0.18 0.20 0.21 -0.02 -0.02 
* * * * * 
0.78 0.31 0.32 0.06 -0.29 -0.03 -0.11 0.37 0.27 
* * 
0.23 -0.18 0.29 0.03 -0.06 0.05 0.12 0.17 0.02 
* * * * * 
0.81 0.19 0.49 0.06 -0.26 -0.13 -0.06 0.40 0.22 
* * * * * 
1.00 0.33 0.32 0.08 -0.20 -0.10 -0.11 0.41 0.25 
* 
1.00 0.18 -0.07 -0.07 0.04 0.03 0.22 0.16 
1.00 -0.11 -0.11 -0.19 -0.13 0.08 0.01 
1.00 0.07 0.13 -0.02 -0.04 0.09 
1.00 0.07 -0.02 -0.03 -0.05 
1.00 0.17 -0.03 0.08 




expressed as rates for 1960, only four are significant. The proportion 
of the population married is positively related to the proportion of 
deaths that are social. The proportion of families in the county with 
incomes above the state median (county wealth) is negatively related 
to degenerative disease causes of death. Both the proportion of the 
labor force engaged in white-collar occupations and the proportion of 
the population residing in urban areas are negatively related with de­
generative causes of death. The positive relationship between marital 
status and social causes of death, and the negative relationship between 
urban residency and degenerative causes of death are unexpected. The 
lack of relationships between the remaining variables and causes of death 
also are unexpected. 
Of the eleven correlations between socioeconomic variables and 
younger-age mortality only one is significant; marital status and young 
mortality are positively related. However, five relationships between 
socioeconomic characteristics and middle-age mortality are significant; 
the proportion of the population female, county wealth, white-collar 
occupations, urban residency, and high density are positively related 
to middle-age mortality. Among the eleven relationships with older-age 
mortality, four are significant. Sex status, county wealth, white-collar 
occupations, and urban residency are positively related to older-age 
mortality. Only three of these relationships are in the expected direc­
tion; high density is positively related to middle-age mortality and 
urban residency is positively related both the middle-age and older-age 
mortality. The remaining relationships between socioeconomic 
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characteristics and the three mortality models were expected to be sig­
nificant. Most however, are small in magnitude. 
In sunmary, the significant and correctly hypothesized relation­
ships provide only partial support for the bivariate hypotheses. Among 
causes of death, the hypotheses supported were higher county wealth and 
greater proportions of the labor force engaged in white-collar occupa­
tions relating negatively to degenerative causes of death. Among the 
models of mortality, urban residency and high density were strongly 
related to middle-age and older-age mortality. County wealth and white-
collar occupations were important associations with degenerative causes 
of death, housing density and urban residency were important associations 
with middle-age and older-age mortality. 
Presented in Table 3 are the zero-order correlation coefficients, 
calculated from rate variables, for 1970 county socioeconomic character­
istics, causes of death, and young, middle-age, and older-age mortality. 
Only three significant correlations between socioeconomic charac­
teristics and causes of death are found; all three are positive and with 
social causes of death. The relationship between density and social 
causes of death is in the hypothesized direction. However, income and 
education, while of a desirable magnitude, are in the wrong direction. 
Few of the relationships between 1970 socioeconomic characteristics 
and young, middle-age, and older-age mortality are significant; none 
exist with young mortality. However, urban residency and density are 
related positively to middle-age mortality. Four significant associa­
tions are found with older-age mortality; county wealth, white-collar 
Table 3. Zero-order correlations for socioeconomic variables, 
causes of death, and young, middle-age, and older-age 




Proportion of population 
14 and over that is female (A^) 0.51 -0,16 0.18 -0.08 
Proportion of population 
14 and over that is married (Bg) 1.00 -0.22" 0.19 -0.51 
Proportion of families with 
incomes above state median (Cg) 1.00 0.46 0.68 
Proportion of population 
20 and over with high school 
degrees (Dg) 1.00 0.42 
* * 
* 
Proportion of employed 
labor force engaged in 
white-collar occupations (Eg) 1.00 
Proportion of population 
residing in urban areas (Fg) 
Proportion of occupied 
housing with high density (Gg) 
Number of medical doctors 
per 1000 population (Hg) 
Number of Infectious 
disease causes of death 
per 1000 deaths (Ig) 
Number of degenerative 
disease causes of death 
per 1000 deaths (Jg) 
Number of social causes of 
deaths per 1000 deaths (Kg) 
Standardized young mor­
tality rate (Lg) 
Standardized middle-age 
mortality rate (Mg) 
Standardized older-age 
mortality rate (Ng) 
^Significant at p < .05. 
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0.06 











0.24 0.06 -0.12 
* 
0.22 -0.02 0.03 0.31 
0.18 
* 
-0.30 0.13 -0.03 -0.07 
* 
0.24 0.09 0.07 0.10 
0.80* 0.18 
* 















1.00 0.08 -0.12 0.17 -0.12 0.04 0.02 

















occupations, urban residency, and housing density are related positively 
to older-age mortality. The positive relationships between urban resi­
dency and density, and both middle-age mortality and older-age mortal­
ity are in the hypothesized direction. Bbwever, county wealth and white-
collar occupations are not. 
In sunmary, few relationships are of the hypothesized magnitude. 
About half of those relationships that are significant are in a direc­
tion different than hypothesized. The positive relationships between 
urban residency and middle-age and older-age mortality, and between 
density and social causes of death, middle-age and older-age mortality, 
are the most significant and support the hypothesized associations. 
Correlations for variables calculated as residuals. 1960 and 1970 
Presented in Table 4 are the zero-order correlations between socio­
economic characteristics, causes of death, and young, middle-age, and 
older-age mortality models calculated with residuals^ for 1960. Of the 
twenty-four relationships between socioeconomic characteristics and 
infectious disease, degenerative disease, and social causes of death, 
four are significant. The population married regressed on the total 
population over 14 is positively related to deaths due to degenerative 
diseases. County wealth, or families with incomes above the state med­
ian family income regressed upon total number of families in the county, 
^Because it is impossible to regress a variable on a constant, young, 
middle-age, and older-age mortality remain calculated as rates. A con­
trol for population size still exists however. The initial division of 
age-specific deaths by the county population in each age category when 
standardizing controls for the size and composition of the county's 
population. 
Table 4. Zero-order correlations for socioeconomic variables, 
causes of death, and young, middle-age, and older-age 
mortality calculated with residuals for 1960 
Variables 
Variables 
*1 Cl »1 
Number of females over 14 
regressed on population over 14 (Ap 0,47* 0.00 0.44* 0.01 
Number over 14 who are married 
regressed on population over 14 (B^) 1.00 0.00 0.52* * -0.32 
Families with incomes above 
state median regressed on 
total families (Ci) 1.00 0.01 0.01 
Number with high school degrees 
regressed on population over 20 (Dj) 1.00 0.29* 
Number engaged in white-collar 
occupations regressed on total 
labor force (El) 1.00 
Number residing in urban areas 
regressed on total population (Fi) 
Number of high density housing 
units regressed on total occu­
pied housing units (Gi) 
Number of medical doctors re­
gressed on total population (Hp 
Number of deaths due to in­
fectious diseases regressed on 
total number of deaths dl) 
Number of deaths due to degen­
erative diseases regressed on 
total number of deaths (J^) 
Number of deaths due to social 
causes regressed on total 
number of deaths (K^) 









Significant at p < .05. 
100 
Fl Gl *1 h Kl h *1 *1 
0.41* -0.37* -0.22* -0.05 0.13 -0.08 0.19 0.09 0.06 
* * * 
0.12 -0.22 -0.53 -0.05 0.23 0.06 0.16 0.09 0.00 
-0.01 -0.02 -0.01 0.65* -0.14 * 0.76 0.10 * -0.31 -0.34* 
- * * 0.24 -0.32 -0.12 0.00 0.14 0.15 0.17 -0.03 -0.10 
, * * . * * 0.42 -0.37 0.54 0.00 -0.12 0.02 0.06 -0.15 -0.21 
* 
1.00 -0.25 -0.04 0.04 0.10 0.03 0.14 0.04 -0.01 
1.00 0.16 -0.05 -0.19 -0.03 -0.02 0.16 0.10 
* 
1.00 -0.06 -0.30 -0.08 -0.08 -0.07 -0.14 
* * * 1.00 0.16 0.62 0.03 -0.29 -0.24 
1.00 0.15 -0.03 0.06 0.04 
1.00 0.15 -0.28* * -0.25 
* 
1.00 0.23 0.12 
* 1.00 0.32 
1.00 
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is positively related both to infectious disease causes of deaths and 
social causes of death. The availability of medical doctors is nega­
tively related to deaths due to degenerative diseases. The first two 
relationships; marital status and income are positively related to 
causes of death. These are not in the hypothesized directions. The neg­
ative correlation between medical doctor availability and degenerative 
diseases was hypothesized. However, it is disappointing that only this 
one hypothesis is supported. All others are either in the direction 
not hypothesized or small in magnitude. 
Only three of the relationships between socioeconomic characteris­
tics and middle-age or older-age mortality are significant; none are 
found between socioeconomic characteristics and young mortality. County 
wealth is negatively related to older-age mortality. All three of these 
relationships were hypothesized. Again however, there are many rela­
tionships which were hypothesized but do not materialize. 
Displayed in Table 5 are the zero-order correlations between socio­
economic characteristics, causes of death, and young, middle-age, and 
older-age mortality calculated with residuals for 1970. 
Only four significant relationships are found between socioeco­
nomic characteristics and the three causes of death (i.e., infectious 
disease, degenerative disease, and social). Sex status, white-collar 
occupations, and urban residency are all positively related to deaths 
due to degenerative diseases. The number of medical doctors (regressed 
on total county population) is negatively related to deaths due to de­
generative diseases. No relationships between socioeconomic 
Table 5. Zero-order correlations for socioeconomic variables, 
causes of death, and young, middle-age, and older-age 
mortality calculated with residuals for 1970 
Variables 
Variables Ej 
Number of females over 14 re­
gressed on population over 14 (Ag) 0.74 -0.19 0.44 0.12 
Number over 14 \^o are married ^ 
regressed on population over 14 (Bg) 1.00 -0.03 0.55 -0.05 
Families with Incomes above 
state median regressed on total 
families (C_) 1.00 -0.08 -0.40 * 
Number with high school degrees 
regressed on population over 20 (Dg) 1.00 0.32 
Number engaged in white-collar 
occupations regressed on total 
labor force (Eg) 1.00 
Number residing in urban areas 
regressed on total population (Fg) 
Number of high density housing 
units regressed on total occu­
pied housing units (Gg) 
Number of medical doctors re­
gressed on total population (Hg) 
Number of deaths due to in­
fectious diseases regressed on 
total number of deaths (Ig) 
Number of deaths due to degen­
erative diseases regressed on 
total number of deaths (Jg) 
Number of deaths due to social 
causes regressed on total 
number of deaths (Kg) 
Standardized young mor­
tality rate (Lg) 
Standardized middle-age mor­
tality rate (Mg) 
Standardized older-age mor­
tality rate (Ng) 
*Significant at p < .05. 
* 
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0.10 -0.06 -0.61 0.00 0.03 0.12 0.16 0.23 
* 
-0.37 0.08 0.04 0.01 -0.13 -0.01 0.08 -0.18 0.12 
* * 
0.15 -0.35 -0.37 -0.03 -0.02 0.00 0.15 0.02 0.02 
* * * * 0.56 -0.60 0.14 -0.10 0.24 -0.04 0.08 -0.14 -0.23 
* * 1.00 -0.25 -0.02 -0.17 0.25 0.02 0.12 -0.10 -0.01 
1.00 -0.15 0.00 0.11 0.04 0.01 0.17 0.13 
* 
1.00 0.02 -0.22 -0.07 -0.12 -0.09 -0.17 
* 1.00 -0.08 -0.65 0.06 -0.10 -0.19 
1.00 -0.01 -0.04 0.01 0.05 
* * 1.00 -0.11 0.34 0.39 
1.00 -0.10 0.13 
* 1.00 0.36 
1.00 
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characteristics and deaths due to infectious diseases or social causes 
are significant. In fact, many of these remaining relationships approach 
zero. 
None of the relationships between socioeconomic status and young or 
middle-age mortality are significant; only two with older-age mortality 
are significant. The residual of the number married regressed on the 
county population over age 14 is positively related to older-age mortal­
ity. The labor force engaged in white-collar occupations regressed on 
the total employed labor force is negatively related to older-age mortal­
ity. Only this latter relationship is hypothesized. 
Path Analysis Results 
The remainder of this chapter examines the results of the path equa­
tions for causes of death and the various mortality models. In the 
first section, standardized path coefficients are displayed and discussed 
for the 1960, 1960 to 1970, and 1970 relationships between socioeconomic 
characteristics, causes of death, and models of mortality calculated as 
rates. The standardized coefficient (beta) allows variables originally 
measured on different units (as with education in years and occupation 
in numbers of people) to be compared for their relative effect on the 
dependent variable because all units are converted to standard form 
(i.e., with a mean of zero and a standard deviation of one) (Kerlinger 
and Pedhazur, 1973:25-27). Also, each independent variable can be com­
pared for its effect on different dependent variables. Thus, beta allows 
for the direct comparison of variables within a particular regression 
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model and the comparison of variables across different models. 
Following this section is a comparison of the analyses calculated 
as rates and residuals. This will allow for very important insight to 
the actual empirical effects correlated denominators may have in demo­
graphic and sociological research. 
Following this section is a discussion on unstandardized path coef­
ficients for the mortality models and a comparison between the unstandard­
ized coefficients calculated with rates and residuals. The unstandard­
ized coefficient expresses the relationship between the independent and 
dependent variable in terms of their original measurements. The un­
standardized coefficient indicates the expected change in the dependent 
variable with each one unit change in the independent variable. The 
intercept point is the predicted value of the dependent variable when 
the independent variables are zero. 
In both the standardized and unstandardized coefficient discussions, 
2 the coefficients of determination (R ) refer to the amount of variation 
in the dependent variable accounted for by the linear combination of 
the equation's independent variables. This "proportion of the variance 
explained" provides a useful summary value of the overall effectiveness 
of the independent variables ccsnbined in predicting the dependent 
variable. 
The multivariate hypotheses are evaluated throughout this next 
section. The discussion on unstandardized coefficients will emphasize 
the practical interpretation of socioeconomic characteristics, causes of 
death, and models of mortality. Ending this chapter is a test for the 
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effectiveness of rate and residual control. 
Standardized partial coefficients for equations calculated with rates 
Table 6 displays the standardized partial regression (path) coeffi­
cients for socioeconomic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with rates for 1960. No 
socioeconomic characteristic is significantly related to any of the 
three causes of death (i.e., infectious disease, degenerative disease, 
or social). The largest amount of cause of death variation explained 
by the socioeconomic characteristics is found for degenerative disease 
2 
causes of death (R =.25). No hypothesized relationships are significant 
although many are in the hypothesized direction. Consistently strong 
variables across all three causes of death include housing density and 
health and medical care and facilities (number of doctors per 1,000 pop­
ulation) . 
Coefficients of determination for the models of mortality are only 
slightly higher. However, a number of path coefficients have attained 
significance. The largest coefficients within the younger-age mortal­
ity model are the proportion of families with incomes above the state's 
median family income negatively affecting young mortality (B=-.31) and 
housing density positively affecting young mortality (B=.24). Both 
these relationships exist when all other socioeconomic and cause of death 
variables are controlled and are correctly hypothesized. As expected, 
infectious disease causes of death are not particularly important to 
mortality among the young. As indicated briefly in the literature review, 
social causes of death are especially prevalent among the young. 
Table 6. Standardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 






Sex status 4 .193 -.473* -.084 .120 
Marital status .121 .432 .146 -.038 
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^1 .513* -.092 -.251 
Occupation 













of death Ji 
Social causes of 
death Kl 
Coefficient of ^ 
determination R .07 .57 .61 .78 
Socioeconomic characteristics 
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Approximately one-fourth of the variance in middle-age mortality 
2 (R =.26) is accounted for by the linear combination of socioeconomic 
characteristics and causes of death. Housing density remains a strong 
predictor (B=.22). Middle-age urban residents now have higher mortal­
ity, Both of these relationships were hypothesized and remain signifi­
cant even after other socioeconomic characteristics and causes of death 
are controlled. As hypothesized, infectious diseases are relatively 
negative in their final effect on middle-age mortality; middle-age pop­
ulations are likely to suffer more from degenerative disease causes of 
death. 
Within the older-age mortality model the income status of a county 
(county wealth) is strong influence but in the opposite direction of 
that hypothesized. Urban residency also is important and in the hypoth­
esized direction, but perhaps most important is the significance of all 
three causes of death in predicting older-age mortality. 
Across the models of mortality, sex and occupation disappointingly 
are in the direction opposite of that hypothesized. Income, urban resi­
dency, and housing density are consistently strong and, for the most part, 
are in the hypothesized direction. These relationships hold after all 
other variables are controlled. Interestingly, degenerative causes of 
death are negatively related to young mortality but positively related 
to middle-age and older-age mortality while social causes of death are 
most important for young and older-age mortality. 
Table 7 displays standardized partial regression coefficients for 
socioeconomic characteristics, causes of death, and young, middle-age, 
Table 7. Standardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with rates, 
1960 to 1970, and 1970 
Dependent 
Independent A R n F r 
variables 2 2 2 2 2 
1960 variables 
Sex status 4 .820* 
Marital status ®i .196* .557* 
Education .018 .064 .918* 
Occupation 
"i -.405* -.417* -.129 .678* 
Income 
^1 -.072* .128* .116* .119* .952* 
Residency 
"i .127* .003 .039* -.051* -.032 
Housing Gl .012 -.097 1
 o
 
-.006 - .008 
Health and medical 




:i .004 -.115* -.040* .016 -.016 
Degenerative causes 
of death 
•^1 .003* .079* -.026* -.049* 
1 b
 
Social causes of 
death -.018* .007 .031 .022 .028* 
Young mortality h -.004 .016 -.035 -.012 -.056 
Middle-age 
mortality 
*1 .016 .013 .068 .005 .012 
Older-age mortality .130* .024 -.059 -.009 -.002 
^Coefficient is at least twice its standard error. 
Ill 
variables 1970 

































.011 -.067 .904*' 
1 
1 
-.001 .036* -.024*1 .053 .018 -.142 1 
.014 -.007* -.006*1 .137* -.178* .082*1 
.009 -.141* 
-.025*1 -.072 .023 -.152*1 
.003 .008 .037 1 .037 -.075 -.151 1 -.057 -.178 -.059 
-.006 .008 -.030 1 .128 .034 .163 1 .186* .139 .375 
-.011 .104* -.050*1 .080 -.018 -.111 1 .087* .024 .144 
Table 7 (Continued) 
Dependent 
1970 variables 
Sex status 4 .077 -.043 -.103 
Marital status .117 -.093 .004 







Health and medical 
care/facilities Hg 
Infectious casuses 
of death Ig 
Degenerative causes 
of death Jg 





^2 .78 .79 .85 .90 .85 1970 only Rg .48 .71 .60 .83 .68 
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-.189' 1 .173* -.009 .273* 
-.079 -.230* -.094*' 1 -.120 .033 .077' 1 -.288* .310* -.172 
-.013 -.235* .048*' 1 .015 - .086 .406' 1 .253* .153* .012 
.073 -.303* -.117*' 1 -.263 .117 -.054' 1 -.552* .425* -.121 
-.022 .372* .005 ' 1 .100 - .208 -.013' t .119* -.517* -.022 
.143* .103*' 1 .081 .143 -.108' 1 .019* .092* .471* 
.030 ' 1 .054 - .114 .396' 1 -.045 .371* .051 
1 
1 
1 .139 - .233 
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.88 ' .05 .01 
1 
1 
.12 ' .02 .08 .29 
.77 .52 .35 ' .13 .20 .23 ' .22 .30 .37 
.97 . 66 .90 ' 1 .09 .11 .31 ' 1 .19 .26 .39 
1 
1 
Causes of death • 
1 
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and older-age mortality calculated with rates for 1960 to 1970, and 
for 1970 (with the effects of 1960 removed). These series of variables 
may be read vertically as one continuous equation. It should be empha­
sized that the coefficients between 1970 independent and 1970 dependent 
variables are calculated with 1960 effects and causally antecedent 1970 
effects removed. 
The first half of Table 7 delineates the direct effects of each 1960 
variable on the 1970 variable of interest. A diagonal exists because 
of the statistical redundancy formed when a variable and its component 
parts are entered into the equation at the same time. For example, 
is predicted by variables through and Ag through Dg. According 
to the logic of the path model (Figure 1, p. 49) E^ is made up of some 
combination of A^, and D^. If A^, and were used as predictors 
of Eg at the same time E^ is used, their repetition would probably cause 
multicollnearity as well as a logical fallacy. Hence, only the 1960 
variable of interest and those path designated variables succeeding 
it are included. The exception to this are the causes of death, and 
models of mortality for which no causal priorities have been established. 
They are treated and entered as a block of variables because of their 
substantive similarity. 
The latter half of Table 7 displays the effects of 1970 socioeco­
nomic characteristics, causes of death, and models of mortality calcu­
lated with rates, with the influence of these variables a decade earlier 
removed. These coefficients represent the change approach discussed by 
Featheman (1971a, 1971b) and reviewed in Chapter IV of this dissertation. 
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Although new variables are not calculated to reflect change per se, the 
effects of change during the decade are removed and the 1970 direct 
effects can be described net of 1960 effects. The coefficients of deter­
mination for 1960 alone and for 1960 and 1970 (i.e., 1970 net of 1960) 
display change in the amount of explained variation in the models between 
1960 and 1970 where 1970 has the direct effects of 1960 removed. The 
coefficient of determination for 1970 alone (i.e., with the effects of 
1960 retained) are included for purposes of ccmiparison; coefficients for 
these models are not presented. 
One of the more surprising aspects of the second half of Table 7 is 
the lack of any direct effects for 1970 socioeconomic characteristics 
on causes of death. Needless to say, none of the multivariate hypoth-
2 
eses about causes of death are supported. The largest R representing 
the influence of 1960 and 1970 together is found for social causes of 
2 2 death (R =.31). The influence of 1970 alone (R =.23) accounts for most 
of the variation. 
The models of mortality display some interesting direct effects. 
2 
Regardless of the small R s which vary from one-fourth to one-third of 
the variation in mortality accounted for by 1970 alone, or 1960 and 
1970 together, a number of direct socioeconomic and cause of death 
effects are clearly present. Within the younger-age mortality model on 
the one hand, negative partials between marital status (B=-.29) and 
white-collar occupations (B=-.55), and young mortality, net of 1960, are 
the strongest and are in the hypothesized direction. On the other hand, 
the strong positive relationship between education and young mortality 
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(B=.25) is not in the hypothesized direction as is urban residency and 
young mortality (B=.019). With the influence of all 1960 variables and 
1970 socioeconomic characteristics controlled, all three causes of death 
are related negatively to young mortality; deaths due to degenerative 
diseases is the strongest (B=-.24). 
Six of the eight 1970 relationships between socioeconomic character­
istics and middle-age mortality (net of I960) are significant. Three 
of these are in the hypothesized direction. The partial beta for income 
is negatively related to middle-age mortality (B=-.52) and is the strong­
est predictor. This means that middle-age mortality is higher in those 
counties lAere family incomes fall below the state median family income. 
In addition, urban residency and housing density positively related to 
middle-age mortality. Also displayed is the prevalence of infectious 
disease and social causes of death for the middle ages. Degenerative 
disease causes of death, although relatively small in magnitude, are 
found less in the middle ages than are the other two causes of death. 
2 Older-age mortality has the highest R (.39) but only one of two 
significant socioeconomic partial betas is in the hypothesized direction. 
The positive relationship between urban residency and older-age mortality 
is by far the strongest predictor (B=.47). Two of the causes of death 
are in the hypothesized direction. Both infectious and degenerative dis­
ease causes of death are important in determining older-age mortality; 
social causes of death are relatively unimportant. 
Some interesting comparisons can be made between the models of 
mortality. In 1960 the highest explained variation was achieved with 
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2 the middle-age mortality model (R =.26, Table 6). But between all three 
models, only housing density plays a consistently important role in the 
hypothesized direction. Even then it was not significant in the older-
age mortality model. Among the causes of death, degenerative diseases 
were significant for all three mortality models. Infectious diseases 
and social causes of death were significant each in two models. A num­
ber of unexpected relationships were found. Sex status (percent female) 
and white-collar occupations (percent in white-collar occupations) are 
consistently positive for all three mortality models and significant with 
young and middle-age mortality. County wealth or income, and urban resi­
dency are significant for all three mortality models but only in the 
hypothesized direction for young mortality. 
These same models in 1970 (net of 1960) more closely fit the hy­
pothesized models. Sex status remains positively related to mortality 
for younger and older groups. However, both marital status and white-
collar occupations are negatively related to young and older-age mortal­
ity and significant in the young mortality model. Education remains 
positively related to young and middle-age mortality but this time they 
are significant. County wealth and housing density are related in the 
hypothesized directions (negative and positive, respectively) in middle-
age and older-age mortality models in 1970 but they are significant only 
in the middle-age model. Infectious and degenerative disease causes 
of death play a significant role in predicting all three mortality 
models; social causes of death are isq)ortant in the younger and middle-
age mortality models. 
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An evaluation of changes over time for variables calculated with 
rates can be obtained by comparing 1960 values (Table 6) and 1970 values 
(partialling out 1960; the latter half of Table 7). The direction and 
significance of predictors of younger-age mortality change in a variety 
of ways. Marital status, white-collar occupations, county wealth, 
urban residency, density, and social causes of death exhibit directional 
changes when 1960 alone and 1970 (net of 1960) values are compared. 
Housing density loses its significance in 1970 (net of 1960) and infec­
tious diseases cause of death becomes significant. For middle-age mor­
tality the following predictors change direction; county wealth, and 
infectious and degenerative diseases causes of death. Sex status is 
significant in 1960 alone; marital status, education and social causes 
of death become significant in 1970 when 1960 effects are controlled. 
The only significant predictor of older-age mortality that changes direc­
tion is urban residency. Significant in 1960 alone but not 1970 (net 
of 1960) are county wealth and social causes of death. Significant in 
1970 (net of 1960) but not in 1960 alone is sex status. 
In summary, for those partial coefficients calculated from variables 
expressed as rates in 1960 no socioeconomic characteristics were related 
to 1960 causes of death. Income and housing density accurately de­
scribed young mortality in the predicted direction; degenerative dis­
ease causes of death were relatively unimportant and negatively asso­
ciated with young mortality. However, social causes of death were posi­
tively related and relatively important in predicting young mortality. 
Urban residency and housing density were hypothesized predictors of 
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middle-age mortality. Both infectious disease (B=-.04) and degenerative 
disease (B=.08) causes of death were important to understanding middle-
age mortality. Income and urban residency accurately predicted 1960 
older-age mortality, but in directions not hypothesized. All three causes 
of death were significant for 1960 older-age mortality. 
For 1970, net of 1960, there were no socioeconomic predictors of 
causes of death. And this is in light of almost one third of the vari­
ance in social causes of death explained by the 1960 and 1970 variables 
2 together (1960 social causes of death accounts for most of this R ). Be­
tween one-fifth and over one-third of the variation in young, middle-
age, and older-age mortality is accounted for by 1970 socioeconomic 
characteristics and causes of death, net of 1960. The strongest pre­
dictor variables included marital status, white-collar occupations, and 
urban residency with young mortality; county wealth (income), urban resi­
dency, and housing density with middle-age mortality; and urban resi­
dency with older-age mortality. 
When ccmparing values for 1960 alone and values for 1970, with 
1960 effects partialled out, sex status, white-collar occupations, 
county wealth, and residency are consistently important at both times 
but their directions vary. 
Standardized partial coefficients for equations calculated with residuals 
Table 8 displays the standardized partial regression (path) coeffi­
cients for socioeconomic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with residuals for 1960. 
A discussion of the differences between rate and residual models of 
Table 8. Standardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, middle-
age, and older-age mortality calculated with residuals, 1960 
Independent 
variables ^ Bl Cl Fl 
1960 variables 
Sex status 4 .251 -.695 -.005 .349 
Marital status .399* .146*. -.001 .219 
Education 



















Social causes of 
death 
Coefficient of 
determination .32 .41 .01 .35 
Socioeconomic characteristics 
a Coefficient is at least twice its standard error. 
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-.257* .074* -.102* -.061* -.219* .180* .101* .145* 
-.351* -.131* -.147* -.044* -.021* .106* .043* -.180* 
.110* -.143* .087* .134* .228* -.006* -.024* -.020* 
-.546* .769* -.133* -.201* -.047* .166* -.084* -.245* 
-.018 -.012 .651* -.147 .756 -.066* -.110* -.381* 
.107* -.259* .119* .132* .091* .014* .083* .065* 
.338* -.091* -.198* -.011 .135* .195* .028* 
- .049 .176 .072 -.113* .001 -.093* 
-.045* -.161* -.046* 
-.106* .087* -.050* 
.244* -.100* .091* 
.32 .55 .45 .15 .63 .10 .18 .19 
Causes of death Models of mortality 
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mortality follows this description of findings for the residual models. 
A large amount of the variation for 1960 resldualized Infectious 
disease and social causes of death variables are explained by 1960 
2 
socioeconomic characteristics (R =.45 and .63, respectively). All but 
health and medical care and facilities (i.e., number of doctors re­
gressed on total county population) make a significant contribution to 
explaining infectious disease causes of death in 1960. By far the larg­
est partial beta is income (B=.65). It is surprising, but not hypothe­
sized, that counties of greater wealth (where the number of families 
with incomes above the state median were regressed on the total number 
of families in the county) are characterized by a greater Incidence of 
infectious disease causes of death. Some hypothesized relationships are 
supported. Negative partials between sex status, marital status, and 
white-collar occupations and Infectious diseases cause of death, and 
the positive beta between urban residency and infectious diseases all 
were hypothesized. Only 15 percent of the variation in degenerative 
diseases is accounted for by socioeconomic characteristics but a number 
of the hypothesized relationships are supported. Sex status, marital 
status, white collar occupations, and urban residency are all related 
negatively to degenerative disease causes of death. The equation for 
2 
social causes of death is by far the strongest (R =.63). Four of the 
five significant betas are in the hypothesized direction. Sex status, 
marital status, while-collar occupations, and urban residency are the 
most important predictors of social causes of death in 1960. 
The three equations for the young, middle-age, and older-age 
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2 
mortality models expressed as residuals show very small R s but many 
of the direct effects are significant.^ All partial betas In the young­
er-age model are significant. Five of the socioeconomic characteris­
tics are in the hypothesized directions. All three causes of death 
are in directions which would be expected. Counties with higher levels 
of education, county wealth, and health and medical care and facilities 
(expressed as residuals) have lower levels of youth mortality. Higher 
levels of urban residency and housing density show greater mortality 
among the young. And, as would be expected, social causes of death 
are more prevalent than other causes of death among the young. 
The middle-age mortality model for 1960 displays many of the same 
relationships as those found for young mortality. Betas for education, 
white-collar occupations, and county wealth are all negatively related 
to middle-age mortality as hypothesized. In addition, some relation­
ships hypothesized to be positive are supported; betas for urban resi­
dency and housing density are related positively with middle-age mortal­
ity. The most prevalent cause of death for middle age when using resid­
uals is degenerative diseases (B-.09). 
2 The older-age mortality model has the highest R (.19) and all 
direct effects are significant. Seven of the eight socioeconomic partial 
betas are in the hypothesized direction. The largest of these are the 
negative coefficients between white-collar occupations (B=-.25) and 
county wealth (B=-.38), and older-age mortality. Surprisingly, 
^It should be remembered that residuals for the three models of 
mortality cannot be calculated. They are calculated and used as rates 
both for rates and residual analyses. 
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Infectious and degenerative disease causes of death are relatively un­
important in older-age mortality after socioeconomic characteristics 
are considered; social causes has a significant partial beta of B=.19. 
In summary, 1960 causes of death are well-explained by 1960 socio­
economic characteristics when all variables are expressed as residuals. 
Partial betas for sex status, marital status, white-collar occupations, 
and urban residency are significantly related in the hypothesized 
direction for all three causes of death. The largest beta in the ex­
pected direction with infectious disease causes of death was marital 
status (B=-.15), followed closely by white-collar occupation (B=-.14). 
White-collar occupation also had the largest beta for predicting degen­
erative disease causes of death (B=-.20). The most important predictors 
of social causes of death were sex status, marital status, white-collar 
occupations, and urban residency. 
Within the mortality models, education, county wealth, urban resi­
dency, and housing density were consistently significant in the hypoth­
esized direction for all three models of mortality. Also, all three 
causes of death for all three mortality models registered significant 
impact on young, middle-age, and older-age mortality. 
Table 9 presents the standardized partial regression coefficients 
for socioeconomic characteristics, causes of death, and young, middle-
age, and older-age mortality calculated with residuals for 1960 to 
1970, and 1970 (net of 1960). Table 9 is organized the same as Table 7. 
The 1960 variables are entered into the equation first; the direct in­
fluence of 1960 independent variables on 1970 dependent variables 
Table 9. Standardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with 
residuals, 1960 to 1970, and 1970 
Dependent 
^ ^ =2 
1960 variables 
Sex status 4 .817* 
Marital status ®1 .169* .475* 
Education °1 -.058 .043 .876* 
Occupation 
^1 -.374* -.387 -.244 1.11* 
Income 
^1 -. 146 .011 -.033 .002 -.132 
Residency 
^1 .070* .058* .010* -.041* -.018* 
Housing Gl -.067 .271 -.053 .061 .011* 
Health and medical 
care/facilities «1 .109 .024 -.029 -.174 .094* 
Infectious causes 
of death 
:i .070 -.058 - .048 .000 .026 
Degenerative causes 
of death 
•^1 -.051 -.002 -.017 .017 -.131* 
Social causes of 
death 
^1 .044 .043 .058 .023 .216* 
Young mortality h -.004 .010 .006 -.042 -.102 
Middle-age 
mortality 
*1 .001 .031 .020 -.067 .189 
Older-age mortality 
*1 .049 .035 -.103 .023 -.032 









.092 -.242 .972 
.010 -.022 .001 .271* -.034 -.296 
-.031 -.051 .001 -.186* -.053 .290* 
.016 .025 .016 .355* .059 -.604* 
-.025 -.071 .007 .031 -.034 -.001 
-.077 -.084 -.050 
.011 .064 -.004 .065 .018 .024 .132* .190 .372 
.032 .086 -.025 - .068 -.008 .133 .129* -.046 .085 
Table 9 (Continued) 
Dependent 
1970 variables 
Sex status 4 
.060 .238 -.222* 
Marital status .060 .161 .145* 
Education .105 .092* 


















1960 only .89 .86 .87 .79 .16 
1970 only Rg .76 .80 .50 .70 .34 




F. G. J. K L„ M. 2 2 2 2 2 2 2 2 2 
- .088 .390* -.003 .128* .733* -.042* .350* -.095* -.244* 
.100 -.336* -.026* .067* -.626* -.023* -.218* .203* .298* 
.003 -.179* -.031* -.119* -.220* .069* .046* .074* .045* 
-.012 -.472* 1 b
 
-.109* .308* -.007 .226* -.078* -.210* 
-.140 -.106 .002 -.130 .115 .054 .201* -.301* -.002 
.035* .005* -.218* .063* .053* .111* -.126* .104* 
-.013* -.127* .085* .006 .119* .152* .001 
.041 -.438* -.014 -.168* .104 .053* 
-.025* .138* .043* 
-.280* .076* .153* 
-.260* .364* .250* 
.92 .38 .97 .28 .01 .75 .02 .08 .29 
.42 .54 .54 .49 .48 .58 .19 .30 .35 
.93 .58 .98 .35 .43 .75 .17 .27 .39 
Causes of death Models of mortality 
129 
expressed as residuals can be examined. The second half of Table 9 dis­
plays standardized coefficients between 1970 Independent and 1970 de­
pendent variables with all 1960 effects and causally antecedent 1970 
effects controlled. 
Two interesting items can be noted for causes of death in the second 
2 half of Table 9. First are the fairly high R s achieved when 1970 vari­
ables alone are used to predict each 1970 cause of death. Socioeconomic 
characteristics in 1970 alone account for 49 and 48 percent of the vari­
ance in infectious diseases and degenerative diseases causes of death in 
1970. This Increases to 58 percent for social causes of death. Second 
2 is the relatively small increase in R i^en 1970 socioeconomic character­
istics are added after the 1960 variables for degenerative diseases. 
This Increase from R^=.28 with 1960 only to R^=.35 for 1960 and 1970 is 
relatively small but there is no change for social causes of death. The 
2 increase for degenerative disease causes of death, from R =.01 with 1960 
2 
to R =.43 with 1960 and 1970 is substantial. 
An examination of the direct effects between 1970 socioeconomic 
characteristics and 1970 causes of death (net of 1960) expressed as re­
siduals reveals most all partial betas to be significant. High school 
education and white-collar occupation are significantly related in the 
negative direction hypothesized with infectious disease causes of death. 
However, the two most significant associations, urban residency and 
housing density, are related negatively to infectious diseases cause of 
death; a direction opposite to that hypothesized. A much better fit to 
the hypotheses is achieved in the 1970 degenerative diseases cause of 
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death equation. Five of the seven significant relationships are cor­
rectly hypothesized. Two of the largest are marital status (B=-.63) 
and health and medical care and facilities (B=-.44). Others are the 
negative beta for education in the county and the positive betas for 
urban residency and housing density with degenerative disease causes of 
2 death. The high R for social causes of death (.75) is partialed out 
to the hypothesized negative relationships with sex status and marital 
status, and the positive relationship with urban residency. However, 
the majority of this equation's predictive power lies with the partial 
beta between social causes of death in 1960 and social causes of death 
in 1970 (B=-.60). 
2 Two models of mortality display R s, above .25; middle-age mortality 
is .27 and older-age mortality is .39. While only 17 percent of the vari­
ation in young mortality is accounted for by the 1970 socioeconomic 
characteristics and causes of death (net of 1960), all partial betas are 
significant. The most significant, hypothesized relationships for these 
residuals Include negative betas with marital status and health and med­
ical care and facilities and positive relationships with urban residency 
and housing density. This does not overlook the fact that sex status 
and young mortality has a standardized coefficient of .35 in the direc­
tion not hypothesized. When the correlated effect of population size 
and number of deaths is removed through resldualizatlon, we find all 
three causes of death to be negatively related to young mortality and 
significant. 
Within the middle-age mortality model all partial betas again are 
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significant. Socioeconomic characteristics operating in hypothesized 
directions are sex status (B=-.10), white-collar occupations (B=-.08), 
county wealth or income (B=-.30), and housing density (B=.15). While all 
three causes of death are significant and positive, a special note is 
made about the large beta for social causes of death among the middle-age 
(B=.36). 
Most important among the socioeconomic characteristics accounting 
2 for the R of .39 in the older-age mortality model are sex status (B= 
-.24) and white-collar occupations (B=-.21). In addition, urban resi­
dency is significant and in the hypothesized direction (B=.10). These 
relationships mean older-age mortality is characterized by more males, 
blue-collar occupations, and urban residency. All three causes of death 
are significant in the older-age mortality model. Most prevalent however, 
are degenerative disease (B=.15) and social causes of death (B=.25). 
An evaluation of change can be made by comparing relationships in 
1960 (Table 8) with relationships in 1970 where the direct effects of 
1960 are partialed out (latter half of Table 9). Only sex status, educa­
tion, and health and medical care and facilities change direction with 
deaths due to infectious diseases. Changes in relationships with degen­
erative diseases include directional changes for sex status, education, 
occupation, density, and health and medical care and facilities. Health 
and medical care and facilities was significant in 1970 (with 1960 ef­
fects partialed out) but not in 1960. The only change with social 
causes of death is a significant partial for white-collar occupation in 
1960 but not 1970. Because of a large number of significant relationships 
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between socioeconomic characteristics, causes of death, and models of 
mortality only the most important will be mentioned. For young mortal­
ity, marital status, county wealth, and social causes of death change 
direction. Directional changes are observed for sex status, education, 
urban residency, and infectious and degenerative diseases causes of 
death and middle-age mortality. Sex status, marital status, education, 
health and medical care and facilities, and infectious and degenerative 
diseases causes of death all change direction with older-age mortality. 
2 
In summary, large R s were reported for infectious diseases, de­
generative diseases, and social causes of death. In the infectious dis­
ease and degenerative disease equations, education played an important 
role. For degenerative disease and social causes of death equations, 
martial status, urban residency, housing, and health and medical care 
and facilities were consistently strong predictors. At least 17 percent 
of the variation in each mortality model was accounted for by the com­
bined influence of socioeconomic characteristics and causes of death in 
1960 and 1970 together. Important indicators of high mortality among 
the young were the nomnarrled, population areas lacking medical doctors, 
urban residency, and overcrowded living conditions. The most signifi­
cant predictors of middle-age mortality included sex status, white-collar 
occupations, county wealth, and housing density. At the older ages, 
sex status, white-collar occupations, and urban residency provide the 
most powerful predictive capabilities. 
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Comparison of rate and residual equations in standardized form 
This section discusses the difference between path equations calcu­
lated with rates and path equations calculated with residuals. 
2 In 1960 (Tables 6 and 8) R s for causes of death regressed on socio-
econanic characteristics with variables calculated as rates ranged from 
2 
.06 to .25 for variables calculated as residuals, R s ranged from .15 to 
.63. When rate variables were used, no significant relationships 
emerged. However, for residual variables, eighteen of the twenty-four 
relationships were significant; thirteen of the eighteen were in the hy­
pothesized direction. The size of the betas between rate and residual 
equations do not vary in any consistent way. About half the residual 
betas are larger than the rate's betas and half are lower. Yet cause of 
death residual betas were far more significant than rates betas. It 
appears that the use of residual analyses reduced the standard error of 
each variable. The standard error is the standard deviation of the 
sampling variability of b and is used in the estimation of significance. 
Initial appearances seem to indicate that the residual analyses 
"sharpen" the direct effects by removing the spuriousness induced by 
correlated denominators in the rates analyses for 1960. A comparison of 
the young, middle-age, and older-age mortality models appears to confirm 
2 
this. R s for rate calculated mortality models are higher for young and 
middle-age mortality but very close for older-age mortality. In the 
rates models, fourteen of the twenty-four possible relationships are 
significant, but only four in the hypothesized direction. However, re­
sidual mortality models display twenty-two significant relationships with 
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models of mortality; seventeen of these twenty-two relationships are 
correctly hypothesized. Partial betas between causes of death and 
models of mortality display the same trends, although not as pronounced. 
Again, some coefficients decrease when recaluclated as residual variables, 
some increase. 
A comparison between the rates and residual equations for 1970 
(Tables 7 and 9) reveals trends similar to those found in 1960. Causes 
of death equations using rates have no significant predictors among the 
2 
antecedant socioeconomic characteristics for 1970 (net of 1960). R s 
for both 1960 and 1970 together range from .09 for infectious diseases 
to .31 for social causes of death. For the residual analyses however, 
seventeen of the twenty-four relationships are significant and eleven 
2 
of these are in the hypothesized directions. R s for the residual anal­
yses in 1970 (net of 1960) also are higher; .35 for infectious diseases, 
.43 for degenerative diseases, and .75 for social causes of death. 
The young, middle-age, and older-age mortality models for 1970 rate 
and residual calculations offer further insight to the apparent advan-
2 tage of the residual analyses. The R s for each mortality model are 
approximately the same but a number of differences are apparent when the 
direct effects are compared. When calculated with rates, fourteen of 
the twenty-four relationships between socioeconomic characteristics and 
young, middle-age, and older-age mortality are significant; seven of 
these fourteen are in the hypothesized directions. In contrast, when 
residuals are used, twenty-two of the twenty-four relationships are sig­
nificant and eleven of these are in the hypothesized directions. 
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The most consistently significant variable in the rates models is 
urban residency. In the residual analyses sex status, white-collar occu­
pations, urban residency, and housing density, are significant in two of 
the three mortality models. For the most part, levels of significance 
and directions for causes of death and models of mortality equations 
using rates and residuals in 1970 (net of 1960) are the same. The nota­
ble exception is the significant positive beta between social causes of 
death and older-age mortality (B=.25) in the residual analysis. 
In sunsnary, the use of residuals instead of rates in 1960 resulted 
in a greater number of relationships for socioeconomic characteristics 
with causes of death, and socioeconomic characteristics and causes of 
death with mortality models, to be significant. Also, more of these sig­
nificant relationships using residuals tended to be in the hypothesized 
2 direction. In 1970, R s increased for causes of death when residuals 
were used but remained about the same for the mortality models. Again 
however, the residual analyses displayed more significant relationships 
than the rates analyses and numerically more of these significant rela­
tionships were in the correct direction. 
Interestingly, the magnitude between relationships displayed in 
rates and residual analyses differ, but not with any patterned regularity. 
About half increase between rate and residual comparisons and half de­
crease. Yet the number and direction of significant relationships which 
increase dramatically when one moves into the residual models means 
correlated denominators can change dramatically the standard error of 
regression coefficients. 
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It should be noted that the lack of changes In magnitude between 
rate and residual models may be due to the substantive nature and order­
ing of variables in the mortality models rather than the lack of a cor­
related denominator effect manifested in the beta coefficients. This 
interpretation is partially supported by a second look at the bivariate 
relationships between socioeconomic characteristics, causes of death, 
and models of mortality calculated with rates and residuals for 1960 
and 1970 (Tables 2, 3, 4, and 5). More than half the comparisons show 
lower bivariate correlations for the residual correlations, empirically 
providing some support for the notion of spuriousness when there are 
correlated denominators. 
Dhstandardized partial coefficients for equations calculated with rates 
In this section unstandardized partial regression coefficients cal­
culated from rates are discussed. IMstandardized coefficients reflect 
the relationship between an independent and dependent variable in terms 
of their original measurements. It indicates the expected change in the 
dependent variable with a one-unit change in the independent variable. 
When all independent variables are zero, the value of the dependent vari­
able is the intercept point. It is important to note that the signifi­
cant relationships and coefficients of determination are the same as 
those in the models with standardized coefficients; some are again dis­
cussed here for emphasis. The only difference lies in the interpreta­
tion of unstandardized coefficients. Unstandardized coefficients for 
1960, 1960 to 1970, and 1970 (net of 1970), are presented in Tables 12 
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and 13 in Appendix B. Table 14, also in Appendix B, displays intercept 
values for 1960 and 1970 (net of 1960) equations calculated with rates. 
Only one socioeconomic characteristic is significantly related to 
a cause of death in 1960. The greater the number of doctors per 1,000 
population the less mortality due to degenerative diseases (b=-678.0) 
after all other variables in the equation are controlled. This coeffi-
2 
cient is very strong and accounts for much of the R of .25. It is 
interpreted as "for every increase of one doctor per 1,000 population, 
there is a corresponding decrease of 678 deaths due to degenerative dis­
eases."^ 
Within the models of mortality there again is only one significant 
coefficient. Urban residents is positively related to middle-age mortal­
ity (b=.002) but is very small in magnitude. The largest mortality 
2 
model R is middle-age mortality with 25 percent of its variation 
accounted for. 
Among the unstandardized coefficients in 1970 (net of 1960) where 
causes of death are the dependent variables, only two significant partial 
coefficients are found. Within the equation for social causes of death 
(R2=.31), education has a b of 1.93 and housing density has a very large b 
of 4.97. Only housing is in the hypothesized direction. In other words, 
controlling for other socioecnomic characteristics, every increase of 
^A one-unit increase in the number of doctors per 1,000 population 
does not seem to be very large until it is recalled that the mean number 
of doctors per 1,000 population for all Iowa counties was 0.1 in 1960 
and 0.8 in 1970. 
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one crowded housing unit per 100 occupied housing units (i.e., a one 
percent increase) leads to an increase of five deaths due to social 
causes. 
Only three coefficients within the models of mortality are signif­
icant. County wealth is negatively related to middle-age mortality 
(b=-.06) while housing density is positively related (b=.19). Urban 
residency is positively related to older-age mortality (b=.05). 
Unstandardized partial coefficients for equations calculated with 
residuals 
Unstandardized partial regression coefficients calculated with re­
siduals for 1960, 1960 to 1970, and 1970 (net of 1960) are displayed in 
Tables 15 and 16 in Appendix C. Intercepts for the 1960 and 1970 (net 
of 1960) equations are in Table 17, also in Appendix C. 
2 
In 1960 the same high R s are achieved with the infectious diseases 
2 
and social causes of death equations (R =.45 and .63, respectively). But 
only one socioeconomic characteristic, county wealth, is significantly 
related to infectious diseases cause of death (b=2.13) and this, it will 
be recalled, is not in the hypothesized direction. Two of the coeffi­
cients related to social causes of death, education (b=.02) and county 
wealth (b=5.55), also are not in the hypothesized directions. However, 
the significant relationship between sex status and social causes of 
death (b=-.04) is in the direction hypothesized. Thus, for every one 
percent increase in the proportion of the county's population that is 
female there is a corresponding decrease of .04 deaths due to social 
causes. 
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Only one relationship between socioeconomic characteristics, causes 
of death, and models of mortality is significant. County wealth is re­
lated to older mortality (b=-.12). In other words, for every percentage 
increase in the number of families with incomes above the state's median 
family income there is a decrease of .12 older-age deaths, with all 
other variables held constant. 
Only a few of the relationships for the 1970 (net of 1960) vari-
2 
ables are significant. R s for causes of death are fairly high: .35 for 
infectious diseases, .43 for degenerative diseases, and .75 for social 
causes of death. Most of this variation is accounted for by the 1970 
variables acting alone. When considered alone, 1970 variables accounted 
for 49, 48, and 58 percent of the variation in infectious disease, de­
generative disease, and social causes of death respectively. Only health 
and medical care and facilities is related to infectious diseases cause 
of death (b-.02) but its direction was not correctly hypothesized. 
Four partial regression coefficients are significant with the degenera­
tive diseases cause of death (two are in the hypothesized direction): 
sex status (b=.02), marital status (b=-.01), white-collar occupation 
(b=.004), and health and medical care and facilities (b=-.13). The only 
two significant coefficients with models of mortality are between county 
wealth (b=.04) and infectious diseases cause of death (b=.04) and 
middle-age mortality. 
Comparison of rate and residual equations in unstandardized form 
It was noted in the chapter on rates and residuals (Chapter III) 
that correlated denominators result in spurious associations between the 
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independent and dependent variables. The implication of Chapter III 
was that the spuriousness induced by calculating variables as rates 
would be reduced when the variables are calculated as residuals. This 
reduction hypothesis was only partially supported by a review of the bi-
variate relationships for 1960 and 1970. No variable patterns display­
ing reduced spuriousness were immediately identified for partial betas 
in standardized form in 1960, 1960 to 1970, and 1970 (net of 1960). 
However, an investigation of these same relationships displayed in un-
standardized form clearly shows spuriously inflated regression coeffi­
cients calculated with rates that have correlated denominators. 
A comparison of the unstandardized partial regression coefficients 
for socioeconcsnic characteristics and causes of death for rates and re­
siduals in 1960 reveals all but two of the residual coefficients to 
smaller than the rate coefficients. The two coefficients calculated 
with residuals that increased became significant. Within the mortality 
models for 1960, twenty-four of the thirty-three relationships are lower 
when calculated with residuals. One relationship that increased be­
came significant, four remained the same but at very low magnitudes 
(e.g., .001 and .002), and three relationships were higher in the resid­
ual model by a difference of .001; their original values were near .001 
or .002. 
A comparison of the unstandardized coefficients in 1970 (net of 
1960) reveals much the same trend. Of the twenty-four relationships be­
tween socioeconomic characteristics and causes of death, twenty-one are 
lower when calculated with residuals. The three that increase are 
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between county wealth and the three causes of death. Within the models 
of mortality, twenty-five of the thirty-three coefficients are lower when 
calculated with residuals. But six of the remaining eight are higher 
in the residual calculations by a factor less than .008 and most of 
2 these coefficients' values were near .005. R values both for 1960 and 
1970 are either the same or higher for residual equations. 
In summary, a comparison of unstandardized coefficients for 1960 
and 1970 (net of 1960) equations calculated with rates and residuals 
reveals clear advantages to using residual analyses when correlated de­
nominators may be a problem. Most all coefficients calculated with re-
2 
siduals are lower than those calculated with rates yet R s and the number 
of significant relationships using unstandardized coefficients improve. 
When coupled with the comparisons made between rate and residual equa­
tions expressed in standardized form, a strong argument can be made for 
using residual analyses over the traditional rate analyses. Both stand­
ardized and unstandardized coefficients calculated with residuals re-
2 
veal little or no loss in R s, more significant relationships, and as a 
result, greater clarity in understanding and interpreting demographic and 
sociological research that is not confounded by relationships spuriously 
generated by correlated dencaninators. 
Table 10, displays a detailed summary of empirical hypotheses dis­
cussed in this chapter and originally presented in Chapter V. Included 
are the significance and direction of relationships found with causes 
of death and models of mortality, and whether the relationship found is 
different from that hypothesized. These results are drawn from the 
Table 10. Detailed summary of hypotheses, and significance and direction of relationship for 




1. Sex status Is negatively related to Infectious disease causes of death 
2. Marital status Is negatively related to Infectious disease causes of death 
3. Education Is negatively related to Infectious disease causes of death 
4. Occupation Is negatively related to Infectious disease causes of death 
5. Income is negatively related to Infectious disease causes of death 
6. Residency Is positively related to Infectious disease causes of death 
7. Density Is positively related to Infectious disease causes of death 
8. Density Is positively related to Infectious disease causes of death after Income Is controlled 
9. Health and medical care and facilities Is negatively related to Infectious disease causes of 
death 
Degenerative diseases 
10. Sex status Is negatively related to degenerative disease causes of death 
11. Marital status Is negatively related to degenerative disease causes of death 
12. Education Is negatively related to degenerative diseases causes of death 
13. Occupation Is negatively related to degenerative disease causes of death 
14. Income Is negatively related to degenerative disease causes of death 
15. Residency Is positively related to degenerative disease causes of death 
16. Density Is positively related to degenerative disease causes of death 
17. Density Is positively related to degenerative disease causes of death after Income Is 
controlled 
18. Health and medical care and facilities is negatively related to degenerative disease causes 
of death 
Social causes 
19. Sex status is negatively related to social causes of death 
20. Marital status is negatively related to social causes of death 
21. Education is negatively related to social causes of death 
22. Occupation is negatively related to social causes of death 
23. Income is negatively related to social causes of death 
24. Residency is positively related to social causes of death 
25. Density is positively related to social causes of death 
26. Density is positively related to social causes of death after income is controlled 
27. Health and medical care and facilities is negatively related to social causes of death 
Young mortality 
28. Sex status is negatively related to young mortality 
29. Marital status is negatively related to young mortality 
30. Education is negatively related to young mortality 
31. Occupation is negatively related to young mortality 
32. Income is negatively related to young mortality 
33. Residency is positively related to young mortality 
34. Residency is positively related to young mortality after income is controlled 
35. Density is positively related to young mortality 
36. Density is positively related to young mortality after income is controlled 
37. Health and medical care and facilities is negatively related to young mortality 
Middle-age mortality 
38. Sex status is negatively related to middle-age mortality 
39. Marital status is negatively related to middle-age mortality 
40. Education is negatively related to middle-age mortality 
41. Occupation is negatively related to middle-age mortality 
42. Income is negatively related to middle-age mortality 
43. Residency is positively related to middle-age mortality 
44. Residency is positively related to middle-age mortality after income is controlled 
45. Density is positively related to middle-age mortality 
46. Denisty is positively related to middle-age mortality after income is controlled 
47. Health and medical care and facilities is negatively related to middle-age mortality 
Older-age mortality 
48. Sex status is negatively related to older-age mortality 
49. Marital status is negatively related to older-age mortality 
Table 10 (Continued) 
Calculated with rates Calculated with residuals 
Blvarlate Multivariate Blvarlate Multivariate 
relationships relationships Relationships relationships 
Significance Direction Significance Direction Significance Direction Significance Direction 
1.  
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22. n.s. + n.s. 
23. n.s. n.s. + 
24. n.s. n.s. + 
25. n.s. + n.a. n.a. 
26. n.a. n.a. n.s. + 
27. n.s. - n.s. — 
* 
28. n.s. sig. 
29. sig. + sig. 
30. n.s. sig +* 




33. n.s. n.a. n.a. 
34. n.a. n.a. sig. * 
35. n.s. + n.a. n.a. 
36. n.a. n.a. sig. + 
37. n.s. - sig. -
38. 
* * 
sig. + sig. 
39. n.s. n.s. 
40. sig. n.s. +* 
41. n.s. +* sig. +* 
42. sig. + sig. + 
43. sig. + n.a. n.a. 
44. n.a. n.a. sig. + 
45. sig. + n.a. n.a. 
46. n.a. n.a. sig. + 
47. n.s. +* n.s. -
48. 
* * 
sig. + n.s. + 
49. n.s. - n.s. -
= direction is opposite of that hypothesized; 
< .05 for bivariate relationships and the coefficient 























n.s. +* sig. +* 
n.s. +* sig. + 
n.s. +* sig. 
n.s. +* sig, + 
n.s. + sig. 
n.s. n.a. n.a. 
n.a. n.a. sig. + 
n.s. + n.a. n.a. 
n.a. n.a. sig. -* m 
n.s. +* sig. - Ln 
* * 
n.s. sig. +* 
n.s. + sig. + 
sig. - sig. 
n.s. - sig. 
n.s. - sig. 
n.s. n.a. n.a. 
n.a. n.a. sig. + 
n.s. "t" n.a. n.a. 
n.a. n.a. sig. 
sig. - n.s. + 
* * 
n.s. +* sig. + 
n.s. + sig. 
n.s. = not significant; sig. = significant at p 
is at least twice its standard error for the 
= negative direction; n.a. = not applicable. 
Table 10 (Continued) 
Hypothesis 
50. Education is negatively related to older-age mortality 
51. Occupation is negatively related to older-age mortality 
52. Income Is negatively related to older-age mortality 
53. Residency is positively related to older-age mortality 
54. Residency is positively related to older-age mortality after Income is controlled 
55. Density is positively related to older-age mortality 
56. Density is positively related to older-age mortality after Income is controlled 
57. Health and medical care and facilities is negatively related to older-age mortality 
Differences between models 
58. Sex status differs significantly between multivariate models of mortality 
59. Marital status differs significantly between multivariate models of mortality 
60. Income differs significantly between multivariate models of mortality 
61. Education differs significantly between multivariate models of mortality 
62. Occupation differs significantly between multivariate models of mortality 
1970 (net of 1960) 
Infectious diseases 
63. Sex status is negatively related to infectious disease causes of death 
64. Marital status is negatively related to infectious disease causes of death 
65. Education is negatively related to Infectious disease causes of death 
66. Occupation is negatively related to infectious disease causes of death 
67. Income is negatively related to infectious disease causes of death 
68. Residency is positively related to infectious disease causes of death 
69. Density is positively related to infectious disease causes of death 
70. Density is positively related to infectious disease causes of death after income is controlled 
71. Health and medical care and facilities is negatively related to infectious disease causes of 
death 
Degenerative diseases 
72. Sex status Is negatively related to degenerative disease causes of death 
73. Marital status is negatively related to degenerative disease causes of death 
74. Education Is negatively related to degenerative disease causes of death 
75. Occupation is negatively related to degenerative disease causes of death 
76. Income is negatively related to degenerative disease causes of death 
77. Residency is positively related to degenerative disease causes of death 
78. Density is positively related to degenerative disease causes of death 
79. Density is positively related to degenerative disease causes of death after income is 
controlled 
80. Health and medical care and facilities is negatively related to degenerative disease ci 
of death 
Social causes 
81. Sex status is negatively related to social causes of death 
82. Marital status is negatively related to social causes of death 
83. Education is negatively related to social causes of death 
84. Occupation is negatively related to social causes of death 
85. Income is negatively related to social causes of death 
86. Residency is positively related to social causes of death 
87. Density is positively related to social causes of death 
88. Density Is positively related to social causes of death after Income is controlled 
89. Health and medical care and facilities is negatively related to social causes of death 
Young mortality 
90. Sex status is negatively related to young mortality 
91. Marital status is negatively related to young mortality 
92. Education is negatively related to young mortality 
93. Occupation is negatively related to young mortality 
94. Income is negatively related to young mortality 
95. Residency is positively related to young mortality 
96. Residency is positively related to young mortality after Income is controlled 
97. Density is positively related to young mortality 
98. Density is positively related to young mortality after Income is controlled 
99. Health and medical care and facilities is negatively related to young mortality 
Table 10 (Continued) 































































































































































































































































































































































Table 10 (Continued) 
Hypothesis 
Middle-age mortality 
100. Sex status is negatively related to middle-age mortality 
101. Marital status is negatively related to middle-age mortality 
102. Education is negatively related to middle-age mortality 
103. Occupation is negatively related to middle-age mortality 
104. Income is negatively related to middle-age mortality 
105. Residency is positively related to middle-age mortality 
106. Residency is positively related to middle-age mortality after income is controlled 
107. Density is positively related to middle-age mortality 
108. Density is positively related to middle-age mortality after Income is controlled 
109. Health and medical care and facilities is negatively related to middle-age mortality 
Older-age mortality 
110. Sex status is negatively related to older-age mortality 
111. Marital status is negatively related to older-age mortality 
112. Education is negatively related to older-age mortality 
113. Occupation is negatively related to older-age mortality 
114. Income is negatively related to older-age mortality 
115. Residency is positively related to older-age mortality 
116. Residency is positively related to older-age mortality after Income is controlled 
117. Density is positively related to older-age mortality 
118. Density is positively related to older-age mortality after income is controlled 
119. Health and medical care and facilities Is negatively related to older-age mortality 
Differences between models 
120. Sex status differs significantly between multivariate models of mortality 
121. Marital status differs significantly between multivariate models of mortality 
122. Income differs significantly between multivate models of mortality 
123. Education differs significantly between multivariate models of mortality 
124. Occupation differs significantly between multivariate models of mortality 
Table 10 (Continued) 
Calculated with rates Calculated with residuals 
Blvarlate Multivariate Blvarlate Multivariate 
relationships relationships relationships relationships 
Significance Direction Significance Direction Significance Direction Significance Direction 
* * 
100. n.s. + n.s. n.s. slg. 
101. n.a. slg. n.s. + sig. + 
102. n.s. slg. slg. - slg. + 
103. n.s. +* slg. + n.s. - slg. -
104. n.s. + sig. - n.s. - sig. -
105. sig. + n.a. n.a. n.s. + n.a. n.a. 
106. n.a. n.a. sig. + n.a. n.a. sig. + 
107. sig. + n.a. n.a. n.s. + n.a. n.a. 
108. n.a. n.a. slg. + n.a. n.a. sig. +* 
109. n.s. +* n.s. - n.s. - sig. + 
110. 
* * * 





"•k n.s. + sig. 
112. sig. +* n.s. + slg. - sig. + 
113. n.s. +* n.s. - n.s. - sig. -
114. slg. + n.s. - slg. 
"* 
n.s. -
115. sig. + n.a. n.a. ntS. n.a. n.a. 
116. n.a. n.a. sig. + n.a. n.a. sig. + 
117. sig. + n.a. n.a. n.s. + n.a. n.a. 
118. n.a. n.a. n.s. + n.a. n.a. n.s. +* 
119. n.s. +* n.s. n.s. sig. + 
120. n.a. n.a. sig. n.a n.a. n.a. slg. n.a. 
121. n.a. n.a. sig. n.a. n.a. n.a. slg. n.a. 
122. n.a. n.a. sig. n.a. n.a. n.a. sig. n.a. 
123. n.a. n.a. sig. n.a. n.a. n.a. n.s. n.a. 
124. n.a. n.a. slg. n.a. n.a. n.a. slK. n.a. 
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findings for standardized coefficients. Hypotheses and relationships 
with infectious diseases, degenerative diseases, and social causes of 
death in 1960 are presented first. Young, middle-age, and older-age 
mortality for 1960 are presented next. The same order is followed for 
1970 hypotheses and relationships. The significance of hypotheses 58 
to 62 and 120 to 124 were determined subjectively by the author. 
A Test for the Effectiveness of Rate and Residual Control 
When rates or residuals are used to control on a variable, it is 
assumed that the resulting values are uncorrelated with the control 
variable. For example, when medical doctor availability is controlled 
for county population size by regressing the number of medical doctors 
on population size the residual should be uncorrelated with population 
size. However, it is possible for a relationship of sizable magnitude 
to remain should size remain a significant intervening variable between 
another independent variable and the dependent variable or if size it­
self still holds predictive power. A test of whether the controls used 
in this study's rate and residual calculations are effective is performed 
by adding county population size as an independent variable for three 
different situations, each with rate and residual calculations. These 
situations are 1) regressing county population size alone on each mortal­
ity variable (indicating the degree to which standardization controls 
for population size) both for 1960 and 1970;^ 2) regressing 1960 
_ 2 The rate and residual R s for this comparison are the same because 
young, middle-age, and older-age standardized mortality rates cannot be 
expressed as residuals. 
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population size on each mortality variable after all 1960 independent 
variables have entered the equation (following the format of Tables 6, 
and 8); and 3) regressing 1970 size on each mortality variable after all 
1960 and 1970 independent variables have entered the equation (follow­
ing the format of Tables 7 and 9). 
2 
The resulting R s for the first situation were found to be the same 
for equations calculated with rates and residuals. In 1960, county 
population size alone still accounted for ten percent of the variation 
in middle-age mortality and twelve percent in older-age mortality. This 
changes only slightly in 1970 when population size alone accounts for 
nine percent of the variation in middle-age mortality and twelve percent 
2 in older-age mortality. The R for population size and young mortal-
2 ity is less than two percent both for 1960 and 1970. These R s are 
small, yet high enough to warrant further investigation into the effec­
tiveness of standardization in controlling for population size. 
In 1960 and 1970 (with 1960 variables entered into the equation) 
county population size accounts for less than three percent of the vari­
ance after all independent variables are controlled both for rate and 
residual equations. 
In summary, county population size is effectively controlled in 
each multivariate case. However, when each mortality model is regressed 
2 
only on the respective 1960 or 1970 population size the R s are high 
enough to warrant further research on the use of standardization in cer­
tain control situations. 
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CHAPTER VII. SUMMARY, IMPLICATIONS AND LIMITATIONS 
The purpose of this chapter is to provide a brief sunnary of the 
statement of the problem and procedures, and to discuss substantive 
and methodological iiiq>lications and limitations. 
Summary 
The purpose of this dissertation was to further mortality research 
by contributing to the conceptual and methodological development of 
socioeconomic epidemiology. This purpose vas the synthesis of five 
major limitations in substantive mortality research and demographic and 
sociological methodology which were: 1) the overall deficiency of mor­
tality research when compared to other areas of demography; 2) the prev­
alence of descriptive and blvarlate analyses that fail to meet require­
ments for building theories of socioeconomic epidemiology; 3) the lack 
of a guiding conceptual framework from which theories of socioeconomic 
epidemiology can be developed; 4) the use of rates or ratios in corre­
lational analyses which possibly lead to spurious results; and 5) the 
need for a change analysis which moves beyond the descriptive sumnarles 
and unreliable measures that now characterize change analyses. This dis­
sertation represents an attempt to surmount these limitations. 
First, multivariate models of mortality for three age groups (i.e., 
young, 20-39 years of age; middle, 40-59; and older, 60-75) were de­
veloped from a review of past research that consists of blvarlate and 
descriptive analyses for overall adult mortality. Major concepts 
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investigated were: sex status, marital status, education, occupa­
tional status, economic status, urban-rural residency, housing, health 
and medical care and facilities, infectious diseases cause of death, 
degenerative diseases cause of death, and social causes of death. 
These multivariate models of mortality were not theoretical. 
Instead, they were tentative models consisting of analytical varia­
bles ordered on the basis of past mortality research. There was no 
particular theory of socioeconomic epidemiology that could be used to 
define the iiiq>ortance or order of variables. Bivariate and multivari­
ate studies of mortality were used to identify socioeconomic and cause 
of death variables that were the most important and used most often. 
The ordering of socioeconomic characteristics is not based directly 
upon the sociological literature. Instead, these few past multivari­
ate mortality studies provided direction for relationships and vari­
able ordering for the multivariate models of mortality. Also, because 
the major thrust of this dissertation was toward the mortality compo­
nent of socioeconomic epidemiology, no hypotheses were proposed for 
these relationships and no sociological or demographic interpretation 
was made of relationship between socioeconomic characteristics. How­
ever, data for these relationships was presented. 
There was no past research that moved beyond a very limited de­
scription of mortality for different age groups available to provide 
information about differing relationships for young, middle-age, and 
older-age mortality. Instead, hypotheses were formulated regardless 
of age groupings. Hence, the mortality models assumed an exploratory 
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model building orientation as well as a hypotheses testing role. 
A major portion of this dissertation was directed toward the in­
vestigation of correlated denominators. The use of rates and ratios 
in correlational research was first discussed in the late ISOOs but 
only within the past fifteen years has the problem of spurious cor­
relations between variables expressed as rates with common or corre­
lated denominators been the subject of numerous statistical investi­
gations. Only a handful of substantive investigations in sociology 
have reviewed or commented on research with this problem; none exist 
in demography. This dissertation is the first major attempt to con­
firm the empirical effects correlated denominators may have on demo­
graphic and sociological research. A chapter on ratio variables and 
correlated denominators sought to introduce and discuss the basic con­
figuration of this problem for demography and sociology. 
A major methodological problem that has haunted researchers for 
many years is longitudinal analyses. An approach first used exten­
sively by Featherman (1971a, 1971b), in which each variable at an 
earlier point in time is Included in a path model as an endogenous vari­
able, was introduced in the chapter on the measurement and analysis of 




The multivariate analyses both for rates and residuals in 1960 and 
1970 (using standardized betas) suggest support for certain hypotheses 
based on past bivariate research. However, a number of relationships 
were significant in unexpected directions, suggesting changing rela­
tionships once these variables are entered into multivariate models de­
scribing relationships with causes of death for young, middle-age, or 
older-age mortality. More of the significant relationships, both hy­
pothesized and not hypothesized, were found with equations using vari­
ables calculated as residuals. The advantages and greater accuracy of 
residual analyses was noted. New relationships suggested by the multi­
variate analyses using residuals in 1960 were: positive relationships 
between education and infectious diseases, degenerative diseases, and 
social causes of death; a positive relationship between county wealth and 
infectious disease; and negative relationships between density and the 
three causes of death. New relationships generated by the models of 
mortality were positive for sex status and young, middle-age, and older-
age mortality; and positive between marital status and young and middle-
age mortality. Also implicated is the prevalence of social causes of 
death in the older ages. 
Hypothesized and supported in 1960 were negative relationships be­
tween sex status, marital status, white-collar occupation, and health and 
medical care and facilities and the three causes of death; and positive 
relationships between urban residency and the three causes of death. 
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Hypotheses supported in the mortality models included negative relation­
ships between education, county wealth, density and each model of mor­
tality; a negative relationship between marital status and older-age 
mortality; and negative relationships between health and medical care 
and young and older-age mortality. 
New relationships suggested in the multivariate analysis in 1970 
(net of 1960) include positive relationships between sex status, marital 
status and infectious disease causes of death; positive relationships 
between sex status, occupation and degenerative diseases; and a posi­
tive relationship between education and social causes of death. Nega­
tive relationships suggested include urban residency and density with in­
fectious disease causes of death. A number of new relationships also 
were generated with models of mortality. They included positive rela­
tionships between sex status, education, occupation, county wealth and 
young mortality; positive relationships between marital status, educa­
tion, health and medical care and middle-age mortality; and positive re­
lationships between marital status, education, and health and medical 
care and older-age mortality. The only new relationship suggested in a 
negative direction was urban residency and middle-age mortality. The 
three causes of death were negatively related to young mortality but 
positively related both to middle-age and older-age mortality. 
Hypothesized relationships supported in 1970 (net of 1960) that 
were calculated with residuals included negative relationships between 
education, occupation, county wealth and infectious disease causes of 
death; marital status, education, and health and medical care and 
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facilities and degenerative diseases; and sex status, marital status and 
social causes of death. Positive partials between urban residency, den­
sity and degenerative diseases and social causes of death also were 
supported. Within models of mortality hypothesized negative relation­
ships were supported between marital status, health and medical care and 
young mortality; sex status, occupation, county wealth and middle-age 
mortality; and sex status, occupation, and older-age mortality. Hypoth­
esized positive relationships were supported between urban residency, 
density and young and older-age mortality; and density and middle-age 
mortality. 
Multiple benefits to the development of theories of socioeconomic 
epidemiology may be garnered from this study. In Chapter I socioeco­
nomic epidemiology was introduced as the study of the extent to which 
differences in socioeconomic status account for differences in mortality, 
indicating gains that could be achieved in mortality reduction if socio­
economic conditions are improved. A number of multivariate relationships 
tested and generated in this study provide insight into relationships 
between county socioeconomic characteristics and young, middle-age, and 
older-age mortality. They may be used to understand and formulate policy 
decisions for both public and private agencies interested in the health 
and longevity of lowans. These relationships also provide the multivari­
ate basis for further testing with regional and national samples using 
a variety of units of analysis (e.g., cities, counties, individuals). 
A methodological finding concerned the use of rates and ratios in 
demographic and sociological research. Both standardized and 
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unstandardized partial regression coefficients calculated with rates 
resulted in fewer significant and less meaningful relationships. The 
use of residualized variables, where the denominator is regressed out 
of the numerator, provided substantially more significant and hypothe­
sized relationships. Findings of significant relationships increased 
dramatically when standardized partial regression coefficients were used. 
The full effect of correlated denominators was manifested during the 
comparison of unstandardized partiale for rate and residual equations. 
2 
Residual equations had the same or higher R s. The number of signifi­
cant relationships using unstandardized coefficients calculated with re­
siduals increased but the magnitude of these coefficients were almost 
always lower than those calculated with rates. Thus, the number of sig­
nificant relationships improve greatly with the use of residuals yet 
their magnitudes and standard errors were most always greatly reduced. 
The loss of magnitude lends empirical support to the notion of 
spuriousness induced with rates having correlated denominators. But the 
greater number of significant relationships with either no change or an 
Increase in the amount of variance explained Indicate no loss of predic­
tive capabilities with residual equations. 
The logic of treating time 1 variables as endogenous variables 
within a causal framework was supported. The removal of time 1 effects 
from time 2 analyses allows for the comparison of differing relationships 
with time 1 models. Change can be inferred without the statistical and 
methodological problems Involved in calculating a third variable to 
represent change. 
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A brief test of the effectiveness of using rates and residuals for 
purposes of control indicated that for the multivariate case and with 
the independent variables used in this study, control for various county 
population characteristics was achieved with a high degree of success 
both for rates and residuals. However, lAen the procedure of standard­
ization was tested for its usefulness in controlling for population size, 
some questions remain about its effectiveness with middle-age and older-
age mortality. 
Limitations 
Two major limitations of this dissertation serve as obstacles to be 
overcome in future research. First is the lack of uniform change over 
the ten-year period for Iowa counties' causes of death and mortality 
variables. Small and usually nonsignificant partial betas between 1960 
and 1970 (net of 1960) causes of death, and between 1960 and 1970 (net 
of 1960) mortality variables reveal the lack of relationships between 
1970 variables and their respective 1960 values. The large partial betas 
between 1960 and 1970 (net of 1960) socioeconomic characteristics are 
an example of the magnitude of expected relationships for causes of 
death and mortality variables over the decade. Apparently, some counties 
increased between 1960 and 1970, some decreased, and their lack of con­
sistent, patterned change resulted in low relationships between each 
1960 and 1970 variable. One possibility for this lack of association 
can be postulated. The ten-year time span was not long enough for this 
sample of Iowa counties. Overall adult mortality, especially when 
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disaggregated to component young, middle-age, and older-age parts, may 
not have changed in a consistent direction in such a short span of time. 
Twenty, or perhaps thirty years may be necessary to achieve relation­
ships of maximum benefit to this kind of study. 
The second major limitation of this study was the need to general­
ize bivariate relationships to the multivariate case. Little past re­
search was available to provide multivariate linkages. As a result, 
known bivariate relationships had to be generalized to multivariate sit­
uations. In addition, most all studies have used adult or total mortal­
ity for dependent variables. Only a very few use categories of young, 
middle age, or older age. There also was the need to generalize past 
bivariate findings to all three models of mortality. As a result, both 
a model testing and model building orientation was assumed by this dis­
sertation. 
Future research will need to examine closely the common and differ­
ing multivariate linkages between ecological or individual variables and 
young, middle-age, and older-age mortality. The support or refutation 
of bivariate findings applied to multivariate research can be mislead­
ing; at the very least it is a complex process of testing and building 
done simultaneously. 
Future research also will need to examine more closely the logic of 
including time 1 variables as endogenous variables in causal frameworks. 
The lack of strong associations between many of this study's most im­
portant variables at time 1 and time 2 limited the amount of change in­
terpretation that could be made. 
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Perhaps most important for future research in demography and soci­
ology is an examination of research using rates that have correlated 
denominators. Spurious associations are now known to result when corre­
lational analyses are used. But the magnitude of this spuriousness and 
the degree to which correlated deonominators affect final associations 
remains an uncharted path. Tangential effects of this spuriousness to 
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APPENDIX A. RAW RESIDUALS 
Table 11. List of residuals for county socioeconomic characteristics, 
causes of death, and young, middle-age, and older-age mor­
tality, 1960 and 1970 
Co. Marital Marital Educa­
no. Sex Sex status status Income Income tion 
A, B, Co C, D„ 2 1 2 1 2 1 2 
1 7.3 56.2 216.1 319.2 -2.08 -3941 269 
2 -6.8 98.8 -116.4 79.0 -7.07 -2602 114 
3 41.2 -25.8 -318.2 -311.5 -9.85 -5445 -12 
4 245.6 447.0 19.0 81.7 -12.61 -5940 -288 
5 7.6 76.7 38.9 199.5 -10.60 -3741 23 
6 54.4 -73.1 599.8 411.5 4.16 -8302 286 
7 -235.4 -488.0 -1682.4 1206.3 1.04 -43571 -19 
8 441.3 400.5 263.4 -424.3 2.68 -10246 128 
9 -146.4 -120.3 -103.1 -328.8 5.06 -7713 -181 
10 -194.8 -119.1 -9.7 -391.4 .92 -7728 466 
11 159.6 74.4 141.9 191.9 4.75 -7555 322 
12 -22.2 3.7 408.6 279.9 -2.84 -62.5 -251 
13 248.6 125.6 215.8 211.9 -3.05 -5636 92 
14 307.2 136.4 -241.1 -381.8 .33 -7934 -585 
15 330.3 181.8 588.6 304.9 -3.62 -6527 236 
16 -19.8 -69.7 378.8 292.3 6.57 -6289 96 
17 612.8 238.7 151.1 392.1 5.62 -18013 -444 
18 74.7 60.2 -7.8 -260.0 4.19 -6646 449 
19 -72.8 -22.9 -27.1 -101.5 -2.27 -5169 49 
20 105.0 225.9 28.9 153.5 -5.59 -2914 324 
21 189.6 41.5 145.6 388.0 3.10 -6491 637 
22 -36.3 -97.4 208.0 -47.1 -6.93 -7823 -455 
23 -27.5 -449.2 966.1 -284.2 8.25 -20050 230 
24 
-190.2 -87.4 187.0 -34.7 -2.05 -6600 -27 
25 235.6 260.0 1064.1 763.0 7.98 -8662 960 
26 37.2 107.4 37.7 146.8 -6.92 -3245 -101 
27 
-17.2 136.6 -687.1 -294.6 -17.35 -3883 -85 
28 
-182.3 -168.1 -159.1 -130.5 -1.01 -6231 247 
29 780.8 448.5 1081.2 468.9 7.49 -16389 157 
30 -38.1 -18.4 206.5 270.4 .24 -4462 328 
31 -30.6 56.5 -3175.7 -4004.0 7.50 -28109 -2101 
32 -34.6 49.3 -304.8 114.6 3.88 -5061 2 
33 -7.3 -152.5 -73.0 -1.8 -2.45 -10244 81 
34 161.7 61.3 413.6 274.8 3.75 -7480 475 
35 38.7 -11.5 414.7 260.5 -1.82 -5623 -81 
186 
Educa- Occupa- Occupa- Real- Resi-
tlon tion tion dency dency Housing Housing 
°1 ^2 ^1 ®2 «1 
393 413 46 131176 87716 -40.6 -111.3 
220 1009 341 424374 403780 30.3 -55.2 
-296 -66 -155 24572 -17515 90.0 58.9 
-351 595 173 272621 278072 -5.5 51.1 
78 588 163 404224 377946 7.7 -59.3 
-81 -762 -153 -345623 -297894 -73.0 -116.0 
-372 -4409 -1210 -2481 78606 470.9 577.0 
-227 -483 37 -195352 -246711 -207.7 -200.7 
-387 59 — — -370962 -219588 -86.7 -113.1 
13 -576 -196 -412977 -413656 45.2 130.5 
321 172 50 -48162 -89016 -68.8 -97.1 
-158 -52 -76 -560456 -518942 -45.6 -42.2 
402 804 182 -313484 -376459 -109.0 -119.4 
-575 
-141 -47 -241828 -300773 185.7 139.4 
457 536 155 165843 129229 -182.3 -1332 
104 
-235 -84 -337711 -262406 -81.1 -114.6 
-217 -405 -95 130008 170822 -222.2 184.9 
321 331 205 132115 148505 -42.1 -79.3 
-48 367 54 -9923 51361 140.9 2.0 
252 794 378 621597 668835 6.3 -47.4 
641 518 185 328013 271703 -98.3 -8.4 
-300 -841 -499 -898861 -933747 56.0 -16.2 
134 -2607 -937 -64663 -304567 -87.1 272.0 
-336 -476 -144 -143769 -128558 11.0 -57.4 
652 -267 -219 -694303 -489084 -87.7 -34.2 
-32 828 180 534535 520931 51.6 9.1 
-26 807 372 365073 120384 15.2 -41.8 
-17 -316 -374 -257652 -165412 119.3 28.2 
-75 -1350 -285 209566 473754 -137.8 104.2 
499 530 306 170215 201675 -42.0 14.1 
-2091 -4064 -1039 -740325 -282405 1298.4 348.7 
212 794 356 502376 513245 69.6 -32.0 
-10 -390 -293 -446164 -461339 -29.6 15.6 
407 470 -56 97708 141629 -38.2 -27.2 
53 314 -108 219533 115394 -104.9 -125.5 
Table 11 (Continued) 
Co. Medical/ Medical/ Infec- Infec- Degener- Degener- Social 
no. health health tious tious atlve ative causes 
diseases diseases diseases diseases of death 
^2 ®1 ^2 ^1 ^2 "^1 ^2 
1 -3.5 .6 42.0 55.3 -2.65 -5.67 400 
2 2.5 2.0 32.3 57.2 -1.12 -12.05 219 
3 -1.7 -3.7 79.7 76.1 -12.64 -11.48 576 
4 -.7 2.1 55.3 29.1 -3.47 30.53 672 
5 -1.7 .6 10.5 46.6 -.81 -7.76 357 
6 -12.1 -3.2 39.9 26.5 -15.93 18.82 725 
7 -33.2 -34.0 -19.2 -12.3 14.46 4.28 2842 
8 -8.8 -11.0 48.4 48.5 -9.08 57.44 835 
9 -6.9 -3.2 22.0 39.1 6.74 5.51 600 
10 15.3 -5.7 64.2 22.3 7.97 -7.57 636 
11 -4.2 -2.3 35.4 35.9 3.05 13.46 717 
12 -8.3 -6.6 47.5 25.3 -1.18 -4.04 567 
13 1.1 5.2 67.2 27.0 2.27 7.21 537 
14 -.1 1.7 46.5 -32.5 17.98 -425.69 681 
15 -3.4 -3.2 18.6 24.7 23.43 17.02 640 
16 -6.2 -6.0 68.1 63.7 -1.64 -7.75 578 
17 14.2 9.1 42.3 57.2 -4.49 -1.69 1466 
18 17.2 2.8 56.0 55.0 -2.26 - .48 562 
19 -3.7 .4 34.6 24.1 5.27 1.55 508 
20 4.9 3.0 30.8 4.4 7.10 3.49 367 
21 
-7.3 -3.9 23.8 21.5 .89 -5.31 553 
22 -8.1 -4.3 42.4 59.0 -8.78 21.69 710 
23 -23.4 -12.4 45.0 19.5 -26.24 31.30 1633 
24 
-7.7 -7.0 35.0 25.6 -8.10 17.92 630 
25 -9.3 -2.1 33.5 7.3 -12.46 7.21 864 
26 10.1 7.8 50.2 19.4 2.34 9.05 384 
27 1.1 2.1 77.9 56.5 -10.73 10.73 425 
28 
-9.7 -2.9 34.2 11.0 6.66 4.69 611 
29 3.3 -4.1 30.6 19.9 17.73 19.60 1354 
30 1.4 -1.4 71.6 69.2 4.57 16.89 419 
31 -23.8 -12.1 18.5 28.6 44.56 5.90 2174 
32 2.5 3.6 47.1 57.0 7.42 -20.55 401 
33 -10.3 -2.7 48.6 52.3 22.68 7.87 823 
34 1.8 -3.2 82.5 51.6 -6.86 
-1.26 679 
35 
























150 2.35 4.79 23.36 .68 5.78 24.24 
149 .68 4.93 19.78 2.93 4.85 29.22 
87 1.89 6.18 23.16 1.82 5.33 26.93 
84 1.77 6.45 27.70 2.71 8.19 28.88 
147 1.60 7.13 23.56 .98 4.06 22.02 
103 1.56 5.17 23.50 1.06 6.42 27.99 
-7 1.15 6.38 27.14 1.11 6.58 26.08 
56 1.41 5.26 22.14 .95 4.99 25.79 
108 .73 5.23 23.63 .81 4.83 22.92 
129 2.01 5.99 25.29 1.01 6.52 27.38 
74 1.80 6.01 26.69 1.04 5.52 26.45 
82 1.20 5.77 26.72 .68 4.40 24.01 
134 1.69 6.73 23.88 1.06 5.43 29.60 
-71 1.68 6.53 24.53 1.53 6.16 27.49 
126 1.85 5.28 22.37 1.51 6.31 27.24 
93 1.16 5.89 24.24 1.08 5.75 24.54 
75 1.95 6.19 26.83 1.07 7.07 23.70 
71 1.46 5.54 27.28 1.74 6.34 24.50 
116 2.25 5.56 24.74 1.58 6.13 25.29 
116 .56 5.34 26.77 1.67 5.85 25.82 
129 2.05 5.20 24.68 1.94 6.21 24.67 
90 1.70 6.43 26.53 1.02 5.42 26.87 
78 1.43 6.33 30.09 1.19 7.02 29.30 
59 2.50 5.87 25.70 .59 6.40 25.69 
105 1.53 6.09 27.18 2.52 6.81 25.23 
178 1.83 5.08 25.15 1.01 3.15 25.89 
93 1.51 7.23 27.26 1.52 6.45 23.59 
70 1.05 6.75 25.25 .88 3.78 23.82 
71 1.21 5.67 27.73 1.36 6.38 24.99 
87 2.52 6.45 25.86 1.53 5.76 28.57 
15 1.39 7.19 27.30 1.20 6.59 30.37 
93 1.73 4.14 24.86 1.52 5.36 26.18 
131 .90 6.24 24.97 1.10 4.99 26.61 
127 2.26 6.32 26.61 1.38 6.73 25.55 
86 1.19 5.99 27.88 1.75 6.06 22.67 
Table 11 (Continued) 
Co. Marital Marital Educa­
no. Sex Sex status status Income Income tion 
A„ A, B, C„ C, 2 1 2 1 2 1 2 
36 44.2 84.4 5.9 149.1 -.64 -3699 197 
37 218.6 156.5 230.4 216.1 3.68 -5124 293 
38 39.8 25.4 297.4 259.6 7.99 -5102 113 
39 196.4 158.8 283.1 197.0 -2.59 -4887 255 
40 23.0 10.0 274.7 228.9 4.05 -7164 413 
41 -2.3 -137.9 145.6 50.3 .75 -5117 186 
42 57.7 55.0 -72.1 303.8 4.93 -8240 -84 
43 161.7 72.4 290.0 215.5 -3.91 -6201 332 
44 -65.0 282.8 -87.6 -423.1 6.27 -6758 -203 
45 58.2 19.9 -214.2 -233.8 -6.01 -4433 10 
46 
-13.3 -20.4 55.9 140.5 4.61 -4536 445 
47 59.1 36.4 66.9 183.4 7.18 -3597 141 
48 
-3.1 -5.7 220.0 165.9 -1.53 -5781 249 
49 -80.5 -178.1 31.8 -110.3 2.60 -7230 -259 
50 18.3 -121.6 1576.9 1092.2 8.78 -12834 231 
51 -244.2 -15.9 -304.3 -190.3 4.05 -5828 158 
52 -2651.5 -1214.1 -7077.3 -4124.0 4.66 -20785 -2823 
53 -473.3 -543.7 -178.6 -371.3 1.47 -7349 160 
54 180.0 251.5 310.0 275.1 -6.56 -5434 439 
55 -72.0 -292.3 52.7 -34.1 .01 -8725 366 
56 
-20.9 -344.9 202.6 -518.4 6.21 -16311 -173 
57 -95.1 -244.8 2548.4 1402.6 .56 -50072 2537 
58 
-72.0 27.5 -18.1 104.4 6.95 -3597 364 
59 200.9 254.4 35.8 105.1 -5.59 -3977 187 
60 -110.7 -129.8 -12.4 -51.4 -5.23 -4962 -456 
61 150.0 151.6 329.3 234.2 -.12 -4382 581 
62 150.4 286.1 269.2 358.5 -4.84 -8633 -268 
63 -348.3 -658.5 -114.8 -452.2 2.13 -9700 -764 
64 -43.8 37.9 952.1 564.3 9.01 -13902 334 
65 -118.7 -80.4 -250.0 -803.5 6.45 -4747 515 
66 181.4 75.9 -65.8 12.7 -.82 -4741 121 
67 93.8 20.0 69.8 137.0 -6.66 -4939 112 
68 111.5 107.0 -222.6 -55.1 -4.12 -3667 141 
69 361.1 338.7 233.7 397.6 .90 -5167 39 
70 .1 124.1 862.9 495.3 9.62 -12252 -1208 
190 
Educa­ Occupa­ Occupa­ Resi­ Resi­
tion tion tion dency dency Housing Housing 
D, Eo E, F, G 1 2 1 2 1 2 1 
375 880 116 150167 144100 24.6 -9.7 
561 413 208 305085 223275 -21.6 -125.2 
261 202 -155 -26837 -211183 -32.4 -138.4 
237 391 78 -124132 -162736 -53.6 -41.9 
494 277 53 152690 95716 -183.5 -58.8 
149 270 31 -207352 -254740 -57.3 -33.0 
-16 157 96 -118781 -107653 -185.8 -150.9 
147 95 87 -137125 -173936 -11.5 51.4 
-128 305 149 34815 149370 -86.3 -64.7 
-355 628 68 333377 298573 43.4 -32.1 
474 928 226 317258 281456 -60.7 -87.6 
218 837 195 158690 145300 -41.4 -73.9 
48 -188 -144 -418350 -420109 -11.3 -.8 
-404 -844 -409 -347374 -230782 188.9 25.4 
287 -1036 -636 -712959 -624643 -79.5 43.7 
97 516 314 425798 438366 -7.9 6.5 
1446 503 1805 -355887 -515959 -156.4 388.2 
186 -345 -237 -33789 -36516 9.5 21.8 
342 307 45 -281616 -336686 1.7 -32.5 
91 -436 -311 -511557 -673510 51.9 97.8 
-411 -859 -424 -139583 169830 13.9 291.8 
635 -3722 -1015 -603766 -766354 -129.3 -38.7 
304 574 156 20474 143362 55.9 -11.8 
-22 829 228 570605 589590 16.5 -46.9 
-454 253 99 31706 35596 -10.6 24.5 
423 641 54 304556 322270 -16.0 -20.6 
-532 90 -279 77760 19484 -108.5 -62.1 
-918 -678 -203 7661 6205 7.0 40.6 
247 -1423 -288 -158075 -159831 -226.2 37.9 
-44 592 186 353854 367600 -4.5 30.8 
261 395 99 173246 171978 61.8 33.9 
28 719 53 220263 126034 2.4 91.5 
84 865 331 558670 585676 95.3 45.2 
168 766 275 462522 400237 -84.2 -178.0 
-1041 -1316 -451 -188599 68213 157.8 111.2 
Table 11 (Continued) 
Co. Medical/ Medical/ Infec­ Infec­ Degener­ Degener­ Social 
no. health health tious tious ative ative causes 
diseases diseases diseases diseases of death 
«2 «1 :2 :i ^2 Jl ^2 
36 -.2 4.4 43.9 37.1 1.34 1.59 417 
37 .2 5.2 13.9 21.1 9.19 11.58 494 
38 -4.6 -.4 47.5 39.4 -21.80 4.89 398 
39 -2.1 -4.7 57.3 37.5 1.03 27.31 443 
40 -7.2 -4.9 60.9 37.3 9.28 -14.78 620 
41 -3.4 -1.0 67.8 18.2 -16.57 -10.52 435 
42 -8.2 -1.1 17.7 33.8 12.29 37.39 727 
43 -6.4 -5.8 32.6 31.8 -3.02 35.89 617 
44 7.1 -3.5 55.2 33.1 -15.02 3.58 685 
45 -.1 -2.6 4.4 47.9 10.50 10.86 441 
46 -4.5 7.8 9.1 87.9 13.80 -9.52 380 
47 -2.1 2.4 34.2 32.7 11.25 -12.21 295 
48 -2.3 1.6 35.5 15.1 2.58 9.53 570 
49 -10.4 -6.8 33.3 38.5 2.21 11.99 649 
50 -16.5 -14.2 87.7 40.3 12.31 23.41 1018 
51 -.7 -.5 71.2 47.9 -7.11 5.67 501 
52 536.3 267.3 23.2 7.6 -43.98 -133.94 1076 
53 -1.1 -1.7 31.5 39.0 -6.09 -1.65 658 
54 -4.4 -2.1 73.1 28.8 -3.49 6.90 544 
55 -12.1 9.6 64.2 42.6 -18.48 25.47 664 
56 -6.4 -10.6 30.6 24.9 16.27 16.26 1373 
57 -48.9 -11.3 -13.6 -15.1 -56.62 3.81 3520 
58 -3.1 1.4 17.1 55.4 -5.19 -11.93 372 
59 -4.4 -.3 37.9 29.8 2.80 1.12 434 
60 -6.6 -5.8 44.4 27.4 3.18 -22.94 357 
61 
-3.2 -1.0 54.5 19.9 .19 12.00 461 
62 
-3.1 -2.4 28.0 27.7 36.91 21.34 778 
63 
-11.6 -10.3 89.0 33.1 18.83 16.33 733 
64 
-4.9 -5.7 37.0 18.6 -25.82 -36.07 1131 
65 2.6 
-.1 66.0 25.6 -14.65 -.24 373 
66 3.6 4.6 81.0 44.6 7.96 2.13 484 
67 1.0 2.8 9.2 26.0 16.57 2.10 479 
68 
-1.3 1.2 68.5 40.4 -8.58 16.43 417 
69 1.1 4.1 22.6 51.9 20.96 -6.19 493 
70 






























































































































































Table 11 (Continued) 
Co. Marital Marital Educa­
no. Sex Sex status status Income Income tion 
*2 4 *2 »1 S Cl »2 
71 229.6 101.3 279.9 354.8 -1.80 -6609 -268 
72 -51.2 -46.5 -140.9 44.1 -2.72 -3413 -132 
73 387.1 441.0 268.2 91.2 -2.52 -7906 -145 
74 -31.6 -27.7 -251.9 -139.4 .02 -5010 240 
75 -199.8 -155.8 -628.3 -460.9 1.51 -8363 -288 
76 13.0 -35.4 6.8 24.3 -1.02 -4939 384 
77 1471.6 1207.8 1318.8 582.7 -15.89 -99022 1840 
78 140.8 -427.3 1723.7 1297.4 2.55 -29560 38 
79 -3.7 188.0 -392.9 -298.9 3.72 -6933 397 
80 27.9 151.3 -11.2 203.0 -9.85 -2779 376 
81 144.2 28.7 225.7 321.9 .62 -5927 115 
82 -905.4 -891.9 2179.0 -76.9 2.67 -43418 -2794 
83 31.4 3.4 113.7 -36.4 1.51 -5331 367 
84 -91.2 -206.1 -529.3 -87.5 -3.13 -9109 -1592 
85 -4342.4 -1761.0 -6701.3 -2711.1 4.86 -19027 -1644 
86 29.2 -58.6 358.0 203.1 1.47 -7659 185 
87 224.6 238.2 214.5 303.2 -16.86 -3706 166 
88 265.4 327.8 182.1 211.1 -6.40 -4932 276 
89 15.6 143.5 84.1 124.7 -14.91 -3479 176 
90 808.9 368.1 1012.1 800.5 1.81 -16907 -864 
91 -387.9 -82.1 664.0 315.3 13.65 -7301 1312 
92 290.1 290.8 369.3 200.3 6.98 -6776 31 
93 111.0 266.8 209.1 374.2 -14.71 -3583 229 
94 507.6 257.1 195.2 349.1 5.12 -16941 -342 
95 -111.0 -42.8 -482.8 -244.9 5.08 -4693 -109 
96 -379.4 -248.2 -1554.8 -1001.3 -2.68 -7752 -873 
97 1105.0 85.8 -570.2 -714.1 -2.85 -39252 -1409 
98 -64.6 -92.1 -115.1 -156.1 3.02 -3625 93 
99 98.7 1.5 381.0 387.1 6.77 -6847 201 
194 
Educa­ Occupa­ Occupa­ Resi­ Resi­
tion tion tion dency dency Housing Housing 
»1 
"l ^2 Fl ®2 Gl 
-310 222 174 -154091 -219861 -56.6 -127.7 
-64 942 252 504107 449028 23.1 3.4 
-207 410 31 424512 300760 -132.2 -46.9 
284 571 238 212190 122109 88.8 92.5 
-437 -857 -285 -427724 -436604 30.7 91.4 
389 552 122 -169154 -220596 -1.0 23.1 
2387 8500 1851 1056464 938080 -571.6 -422.4 
377 -3217 -1235 -574743 -517702 728.7 346.9 
551 126 -1 119939 49166 -129.8 -124.1 
481 823 360 419650 362992 -3.7 -69.6 
141 143 3 -96240 -141455 -86.1 -49.0 
-2524 -3375 -802 423919 202140 307.5 -214.8 
280 167 40 76213 67772 113.0 46.7 
-1409 -1405 -286 -631590 -816124 21.7 73.4 
-372 1163 1579 -342170 -336632 -454.6 49.2 
-82 -408 -388 -556151 -304934 24.9 -15.9 
2 620 228 195745 143546 -50.3 -122.6 
256 849 333 575696 594076 -50.5 -41.1 
197 755 186 209362 190610 7.9 -66.6 
-704 -347 -212 72735 222011 87.1 486.5 
560 -43 88 -439413 -123089 86.9 158.2 
140 -38 -61 -119221 -94350 -40.0 -50.8 
225 827 222 231410 188580 -39.6 -96.8 
-42 -907 -432 -346741 -479126 92.7 172.4 
-1 374 247 180779 177561 -56.6 -44.5 
-798 -352 -293 -259281 -262013 156.2 47.7 
-1663 -1266 208 168334 135078 103.9 -304.4 
172 732 121 179255 146222 -57.0 -40.3 
271 363 93 123926 309585 -113.6 -118.2 





























71 -2.0 -1.4 46.8 16.4 -10.48 -30.21 613 
72 
-.3 .7 19.1 82.0 6.56 -11.47 250 
73 5.6 4.8 49.7 8.8 -1.55 16.13 693 
74 1.4 .8 37.2 41.9 13.27 -19.70 458 
75 -13.9 -8.8 46.0 52.2 -3.78 13.47 658 
76 -4.8 -2.5 61.4 23.1 -13.80 -.68 468 
77 -12.9 11.2 -100.2 -79.8 30.01 69.48 6686 
78 -39.0 -20.0 7.3 4.6 -36.89 13.75 2164 
79 -5.7 -.9 23.7 22.7 16.74 -5.13 611 
80 .5 2.4 26.1 54.3 -24.89 -2.36 357 
81 -6.5 -4.0 14.2 33.7 -5.56 22.11 564 
82 -53.0 -37.6 
-17.9 -8.5 -24.80 33.35 3222 
83 -3.4 -11.5 33.8 52.6 3.57 -1.73 492 
84 -18.8 -10.9 42.4 38.5 -3.78 -12.00 710 
85 -11.3 -6.1 16.1 23.1 -25.52 -2.54 1138 
86 -11.5 -9.6 30.5 19.4 -9.24 -8.55 723 
87 -1.6 -2.5 60.4 59.1 10.65 11.31 403 
88 2.1 3.1 20.8 50.8 -7.18 -9.36 528 
89 -.4 1.0 46.7 21.6 5.95 8.01 390 
90 
-3.3 -2.0 46.3 17.3 11.80 23.39 1368 
91 -22.0 -8.9 11.3 28.8 .12 .22 613 
92 -4.9 -4.1 28.3 13.1 -1.25 -6.15 638 
93 -.1 2.0 58.6 57.5 16.34 5.15 402 
94 2.4 1.7 26.3 40.7 -28.12 22.26 1321 
95 -1.1 1.8 59.8 39.4 22.88 -19.10 419 
96 -8.6 -9.9 22.4 57.5 -3.71 16.60 562 
97 -4.1 5.5 .4 1.9 26.32 25.16 2910 
98 -2.8 -.5 3.7 94.5 -1.58 -17.19 324 























122 1.14 5.74 23.88 1.77 6.95 23.26 
201 1.53 2.88 25.46 1.94 5.79 26.03 
59 1.61 5.51 24.71 .93 4.76 22.15 
111 1.60 6.10 26.14 1.88 6.89 25.24 
168 .77 5.92 22.86 .84 4.53 24.63 
97 2.08 5.49 23.51 1.78 5.26 25.02 
-180 1.35 7.12 28.08 1.24 6.95 29.59 
15 1.31 7.15 27.37 1.28 6.84 29.65 
110 1.65 5.19 29.85 1.13 6.35 32.99 
111 2.87 4.86 22.77 2.30 5.10 28.05 
108 2.17 5.40 25.02 1.32 4.79 22.35 
-12 1.29 6.50 29.54 1.13 6.73 30.37 
146 .72 5.37 19.98 2.84 5.50 22.76 
94 .81 5.17 23.71 1.23 5.25 27.67 
85 .79 5.12 23.50 1.01 5.41 24.16 
83 1.79 6.80 21.60 1.11 5.96 21.89 
119 1.48 5.28 25.53 1.89 6.04 20.90 
104 2.15 7.14 23.38 1.02 5.04 24.64 
71 .00 7.47 26.07 1.58 4.56 26.64 
60 1.49 6.10 28.48 1.22 6.89 28.71 
103 1.31 5.21 26.44 1.70 6.49 22.18 
84 1.31 4.76 21.03 1.47 6.31 26.49 
59 .00 6.76 21.21 .41 6.35 23.35 
46 1.32 5.53 26.59 1.17 6.45 27.53 
125 2.32 3.S3 24.99 1.34 5.19 22.16 
112 1.95 4.12 20.84 .80 5.45 24.57 
-35 1.66 6.71 26.65 1.53 7.17 30.18 
114 1.85 5.11 22.33 .94 4.74 24.57 
84 2.32 5.75 25.71 1.56 5.17 24.30 
197 
APPENDIX B. UNSIANDÂRDIZED REGRESSION COEFFICIENTS AND 
INTERCEPT POINTS FOR EQUATIONS USING RATES 
Table 12. Unstandardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with 
rates, 1960 
Independent 
variables »1 ^1 s Fl 
1960 variables 
Sex status 4 
.814 2.410* -.750 2.650* 
Marital status ®1 .201 -1.040* .514 -.328 
Education .681* -.196 -1.320* 
Occupation 













Social causes of 
death 
^1 
Coefficient of 0 
determination .07 .57 .61 .78 
Socioeconomic Characteristics 
a Coefficient is at least twice its standard error. 










-2.300 -2.810 -4.910 , .074* .194* .511 
-.104* -.005* 
1 
-.278 .129 2.490 , .023* .007 -.025 
-.069* .002*' 
1 
.113 2.990 .923 , .020* .005 -.061 
-.036* .005* 
1 
.017 -.819 -.413 , .015* .036* .050 
.051* .001*' i 
.054 -3.160 .201 , -.016* .005* .051* 
.063* -.001*' 
1 
.139 .944 .016 . -.003* .002* -.011* 
.004*' 
1 
















.002* -.002 .011* 
.30 .31 ' .06 .25 .12 .17 .26 .15 
1 
1 
Causes of death Models of mortality 
Table 13. Uhstandardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality expressed as rates, 
1960 to 1970, and 1970 
Dependent 
Independent 
variables 4 *2 »2 :2 S 
1960 variables 
Sex status .876* 
Marital status ®1 .082* .659* 
Education 
^1 .005 .046 .889* 
Occupation 
:i -.078* -.224* .094 .711* 
Income S -.009* .043* .053* .078* .750* 
Residency .006* .000 .007* .014* -.010 
Bousing Gl .009 -.215 -.010 -.026 -.042 
Health and medical 
care/facilities .744 -2.360 -3.870 5.940 -8.340 
Infectious causes 
of death h .000 -.022* -.010* .006 -.007 
Degenerative causes 
of death 
"i .000 .003* -.001* -.003* -.006* 
Social causes of 
death 
^1 -.001 .001 .004 .005 .007* 
Young mortality h -.011 .109 -.318 .153 -.883 
Middle-age 
mortality .020 
Older-age mortality N, .064^ 
.045 .324 .038 .101 
.032 -.110 -.024 -.007 
Coefficient is at least twice its standard error. 
201 
variables 1970 
^2 ®2 ®2 ^2 *^2 ^2 ^2 ^2 **2 
.925* 
-.217 .573* 
4.350 -1.910 13.400* 
-.003 .004^ -.001* 
.004 .000* .001* 
.007 -.008* -.001* 
.172 .278 .065 
-.154 .015 -.028 
-.113 .074* -.018* 
.063 . 064 -.174' 
-.027* -.109* .017% 
-.047 . 046 -.102*' 
1.540 -9.480 -6.550 ' 
2.800 2.280 3.740 ' 
.680 -.462 -.988 ' 
-.063 -.316 -.292 
.109* .131 .977 
.020* .009 .146 
Table 13 (Continued) 
Dependent 
Independent A R D F c 
variables ^2 ®2 2 ^2 2 
1970 variables 
Sex status 
^2 .295 -.238 -.676 
Marital status 
"®2 .158 -.181 .009 







Health and medical 
care/facilities «2 
Infectious causes 
of death 4 
Degenerative causes 
of death J2 






^2 .78 .79 .85 .90 .85 1970 Rg .48 .71 .60 .83 .68 




^2 ®2 ®2 ^2 "^2 ^2 ^2 ^2 ^2 
.490 -.182 -.019 .587 7.820 -3.430 , .081* -.007* -.355* 
.583 -.119* -.025* -.741 .632 .498 , -.048* .082* .201 
-.071 -.089* .009* .067 -1.200 1.930*, .031* .030* .006 
.278 -.080* -.016* -.837 1.140 -.018 , -.047* .058* -.046 
-.069 .082* .056 .266 -1.690 -.037 . .008* -.059* -.007 
.010* .037* .068 .367 -.094 . .001* .003* .047* 
.015 .652 -4.200 4.970 1 -0.150 .191* .073 
3.260 -16.600 2.52 1 -.030 -.057 -.029 
-.003* .007* .006* 
-.002* -.001* .002* 
-.003* .002* .000 
.97 .54 .88 .05 .01 .12 , .02 .08 .29 
.77 .52 .35 .13 .20 .23 1 .22 .30 .37 
.97 .66 .90 .09 .11 .31 1 .19 .26 .39 
Causes of death • Models of mortality 
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Table 14. Intercept points for 1960 and 1970 (net of 1960) rate 
equations 
Dependent Dependent 
variable Intercept variable Intercept 
1960 point 1970 (net of 1960) point 
®1 -14.786 4 1.487 
:i -47.676 ®2 -5.287 
^1 27.348 °2 -8.638 
"i -156.468 27.015 
®i 26.743 S 45.630 
«1 0.137 
^2 16.616 
^1 186.390 S .256 
^1 1098.314 2.810 
^1 159.043 ^2 20.112 
h .937 ^2 573.003 
*1 -7.400 118.283 




APPENDIX C. mSTANDARDIZED REGRESSION COEFFICIENTS AND INTER­
CEPT POINTS FOR EQUATIONS USING RESIDUALS 
Table 15. Ibstandardlzed partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with 
residuals, 1960 
Dependent 
Independent T z " I 
variables 1 h ^l ^1 
1960 variables 
Sex status Ai .446 .200 .000 365 
Marital status ®1 .314* -.420* .000 101 
Education Di .451* .0001* -104 
Occupation E. .0001* 396 
Income C. -489 
Residency 
Housing G. 
Health and medical 
care/facilities Hi 
Infectious causes 
of death Ij 
Degenerative causes 
of death Jl 
Social causes of 
death Ki 
Coefficient of „ 
determination R .32 .41 .01 .35 
Socioeconomic characteristics 
^Coefficient is at least twice its standard error. 








-.005*1 -.007* -.009* -
1 
.035* ' .001* .001* .001* 
-.111* .006*1 -.005* -.003* -.001*1 .0001* .0001* -.001* 
.027* -.007*1 .003* .011* .021*I -.0001* .0001* .0001* 
-.171* .047*. -.007* -.021* -
1 





-.048 • 2.130* -.969 5 
1 
.550 ' 1 -.0049 -.014* -.124* 
.0001* .001*1 .0001* .0001* 
1 


















































.10 .18 .19 
Models of mortality 
Table 16. Uiistandardized partial regression coefficients for socio­
economic characteristics, causes of death, and young, 
middle-age, and older-age mortality calculated with 
residuals, 1960 to 1970, and 1970 
Dependent 
Independent "7 Z I ' Z 
variables ^2 °2 ^2 2 
1960 variables 
Sex status A. 1.450 
Marital status B, .132^ .749* 
'1 
'i 
Education -.058 .086 1.050* 
Occupation -.484* -1.010 -.379 3.340* 
Income -11.900 -1.790 -3.210 .466 -.113 
Residency .001* .001* .0001* .001* .0001* 
a 
a 
Housing -.277 -2.250 -.263 .584 .001 
Health and medical 
care/facilities H^ 2.300 1.040 -.733 -8.600 .021 
Infectious causes 
of death I^ 1.740 -2.890 -1.420 .010 .007 
Degenerative causes 
of death -.063 -.062 -.249 .496 -.017* 
Social causes of 
death .483 .958 .776 .591 .025* 
Young mortality -5.230 23.800 9.09 -120. -1.290 
Middle-age 
mortality M^ .355 40.100 15.600 -98.900 1.270 
Older-age mortality N. 12.200 17.500 -31.000 13.300 -.083 
^Coefficient is at least twice its standard error. 
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variables 1970 
^2 S =2 :2 '2 ^2 ^2 *2 *2 
.948* 
-235. .379* 
1182. -1.700 1.92 
109. .020 .003 .300* .023 -.892 
-233. -.207 .002 -.102* -.018 .434* 
147. -.082 .017 .176* .018 -.812* 
4198. 25.800 .746 1.690 -1.110 -.174 - .086 -.149 -.268 
-18318. -15.1 -.252 1.8500 .316 1.890 .077* .178 .971* 
4845. 7.150 -.579 -.760 -.052 4.040* .030* -.017 .086 
Table 16 (Continued) 
Dependent 
Independent A n î? r 


































.89 .85 .87 .79 .16 
.76 .80 .50 .70 .34 
- -• — — 








^2 *2 *2 









30.00 -.554* -.001* .001* -.008* -.001* 
1 
-.0001* .001* .001* 








-3.03 -.067* 1 8
 
-.002* .004* .000 ' 
1 
.0001* -.0001* -.001* 
-8127. -3.350 .018 -.552 .295 .624 ' .018* -.042* -.001 
.000* .000* .0001* .0001* .001* 
1 
.0001* -.0001* .0001* 
-.004* -.017* .007* .002 ' .001* 
a 
.001 .000 
020 -.126 -.019 ' -.002* .002 .002® 
-.001* .004* .008 
-.010* .004* .023* 
.002* .005* .004* 
92 .38 .97 .28 .01 .75 ' .02 .08 .29 
42 .54 .54 .49 .48 .58 • .19 .30 .35 
93 .58 .98 .35 .43 .75 ' .17 .27 .39 
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Table 17. Intercept points for 1960 and 1970 (net of 1960) residual 
equations 
Dependent Dependent 
variable Intercept variable Intercept 













h -.142 -139605.200 
h 33.111 ®2 -129.691 
.227 =2 13.846 
h 93.004 ^2 17.794 




"l 25.525 ^2 
*2 
*2. 
.616 
4.856 
16.458 
