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LINEAR RECURRENCES OF ORDER TWO
S. CHOWLA, M. DUNTON AND D. J. LEWIS
1. Introduction* A sequence of rational integers {f(n)} satisfying
a relation
f(n + k)= ΣiΛJin + fc - i) , Ak Φ 0 ,
where the A{ are rational integers, is called an integral linear recurrence
of order k. Given such a linear recurrence and an integer c, one would
like to know for what n does f(n) — c? In a very few particular inst-
ances (e.g. see [2], [6]) this question has been answered, but in general
the question is very difficult. A less exacting problem is the deter-
mination of upper and lower bounds on the number, M{c), of distinct n
for which f(n) = c. We shall call M(c) the multiplicity of c in the
recurrence.
Much work has been done by C. L. Siegel [4], K. Mahler [3], Morgan
Ward [9], [10], [11] and others concerning the multiplicity of 0 and the
pattern of the appearance of 0 in the recurrence. Quite often from
information on the multiplicity of 0 in one recurrence one can infer a
bound on the multiplicity of all integers in another recurrence. How-
ever, as much of the information available concerning the zeros of a
recurrence is for recurrences satisfying special conditions on the Ai9 one
cannot always ascertain in this way whether M(c) is bounded.
Define the multiplicity of a recurrence as the least upper bound
of the M(c), as c ranges over the integers; and say that the multiplicity
of the recurrence is strictly infinite if for some integer c, M(c) is in-
finite. We are interested in examining the following questions:
( I ) When is the multiplicity of a recurrence finite? When in-
finite?
(II) If the multiplicity of a recurrence is finite, what is it or at
least what is an upper bound for it?
(III) Can the multiplicity of a recurrence be infinite and not strictly
infinite ?
Here, we confine our attention to recurrences of order 2. In the
direction of the above questions, there is a conjecture that for a recur-
rence of order 2 either the multiplicity is strictly infinite or it is bounded
above by 5. We are unable to resolve this conjecture, but we do obtain
reasonably satisfactory answers to the questions for all recurrences of
order 2 having (A19 A2) = 1.
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To simplify notation, we set
(1) f(n + 2) - Af(n + 1) - Bf(n), B Φ 0, /(0) = α, /(I) = 6,
The case a — b = 0 is trivial, hence we assume that not both a and 6
are 0. Set
( 2 )
(3) i
We also assume
Δ
 4
Δ =
Λ,
A'
-4B,
(4) (a,b) = l .
Clearly, this assumption does not affect the multiplicity of the recurrence.
The equation, z2 — Az + B = 0, will be called the companion equa-
tion of the recurrence.
If p is rational prime and M is a p-adic number, ||Λf | |p will denote
the exponential p-adic valuation of M, i.e. || Af ||p = maximum integer k
such that ph | M.
The principal result we obtain is the following:
THEOREM 1. The multiplicity of a linear recurrence of order 2,
with (A, B) = 1, is either strictly infinite or it is bounded by a com-
putable integer M(A, B, α, 6). // the multiplicity is strictly infinite
and the recurrence contains at least two distinct integers then the ratio
of the roots of the companion equation is a root of unity.
More specifically, we prove:
THEOREM 2. If J ^ 0, the multiplicity of the recurrence is either
strictly infinite or it does not exceed 3.
THEOREM 3. IfJ<0 and if there is a prime p such that
(S if p = 2
II A | |p = λ ^ 2 if p = 3, while \\ U\\P = Q
(l if P ^ 5
then the multiplicity of the recurrence is less than pλ.
Under additional conditions on A> B, a and b one can obtain a
smaller upper bound on the multiplicity of the recurrence than pλ. Some
of these special results are indicated in the course of the proof of
Theorem 3. The proof of Theorem 3 uses the p-adic method of Skolem
as exemplified in [5], [6].
One of us, in another paper, uses these results on the multiplicity
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of recurrences to obtain specific bounds on the number of integral solutions
x, y of the equation x2 + 1M2 = Nv.
2. Some basic Formulas. Set a = (1/2) (A + z/1/2) = U + Aιl\ β =
(1/2)(A — Δ112) — U — A112; then a and β are the roots of the companion
equation. Also a + β = A, aβ = B; thus a and β are non-zero complex
numbers. Set y = Σn=of(n)xn; then y(l - Ax + E£2) = α + (6 - αA)α.
// Δ = 0, then A = 2M, B - M2 and
2/ = Σ i^^-'ί^ί^ - αΛί) + aM}xn ,
i.e. f(n) = I ^ W i - αAf) + αJlί}. If Aί = 1 and 6 = αAf, then a = β = M,
and the multiplicity is strictly infinite. In all other cases {/(w)} is strictly
monotonic for n ^ 1 and the multiplicity is 1 or 2 as a Φ b or a = 6.
Henceforth we assume that Δ Φ 0, then α: ^  yβ and
l ( α + (2ίF)J
21 1 αa?
( ) ()
  - a? 1 - /8a?
Define
( 5 ) s(n) = an + βn t(n) = (an - βn)l(a - β) = (α:w -
It is easily seen that
8(0) = 2, s(l) = A, s(n + 2) = As(n + 1) — Bs(w) for w ^  0 .
t(0) - 0, t(l) = 1, ί(w + 2) = Aί(n +1) - Bt(n) for n ^ 0 .
Thus the sequences {s(%)} and {t(n)} are recurrences satisfying the func-
tional relation (1). Set
(7) S(n) = ±.s(n), T(n) = t(n)
then
(8) an = S(n) + T{n)Aι'\ f o r π ^ O ,
(9 ) S(n + 1) = US(n) + AT(n) for n ^ 0 ,
(10) Γ(n + 1) = S(n) + ί/Γ(w) for n ^ 0 ,
(11) f(n) = aS(n) + TΓΓ(») for n ^ 0 ,
(12) /(w) = Xα" + Yβn for w ^ 0, where
X = i_α + WΔ~m) and Γ = — α - WΔ~{m .
2 2
Any function of the form F(w) = Van + ^/δ", where a and ^ are
conjugate algebraic integers in a quadratic extension field over the rational
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field, satisfies a linear relation of order 2. Now am and βm are algebraic
integers in Q(Δ112) and so satisfy a quadratic equation z2 — A
m
z + B
m
 = 0,
with A
m
 and B
m
 being rational integers. It follows that the sequence
/(0),/(m), •• ,/(m/b), ••• satisfies a linear recurrence of order 2 with
coefficients A
m
 and B
m
. The same conclusion holds for any sequence
{f(ni)}> where the {n^ are an arithmetic progression of difference m.
For later information we observe that if A
λ
 = A and B
λ
 — B then
A2 = A
2
 - 2B and B2 = B
2
.
Suppose that we have a recurrence of order 2, say {f(n)}9 and sup-
pose that f(m) = /(m + g) — 0, with g =£ 0. In this situation the sub-
recurrence {f(m + nq)} is a sequence of zeros. Furthermore the system
of equations Xam + Yβm = 0, Xam+a + Yβm+q = 0 has a non-trivial solution
for X and Γ in Q(zf1/2) and hence amβm+q - βmam+q = 0, i.e. (α//3)β = 1.
Conversely if ajβ is a root of unity, either M(0) — 0 or M(0) = «D
and there exists an r such that /(n) = anY{(β\a)n — (β/α:)r}. Also if
\a\ Φl, i.e. JS ^ ± 1, and a\β is a root of unity then 0 is the only
integer that can have infinite multiplicity in the recurrence.
Since X and Y are independent of n, when a and β are roots of
unity, the number of values appearing in the recurrence must be finite.
Summarizing, we have
THEOREM 4. If in a recurrence of order 2, M(0) Ξ> 2 then M(0) = oo
and the ratio of the roots of the companion equation is a root of unity.
If the roots of the companion equation are roots unity the recurrence
consists of only a finite number of integers, each appearing infinitely
often.
3. Proof of Theorem 2. In view of previous remarks we may
suppose Δ > 0. Then aΦ β.
If a = — β then A = 0 and the multiplicity of the recurrence is 1
when B Φ — 1 and is strictly infinite when B — — 1. In the latter case
a = ± 1. If one of a or β has absolute value 1 and the other does not,
the multiplicity of the recurrence is at most 2. For the remainder of
this proof we suppose 1 Φ \ a | Φ | β \ Φ 1.
Set g{z) = I X\ | a \z - \ Y\ \ β \z and h(z) = | X\ \ a \z + | Y\ | /9 \\ Since
z/ > 0, we have X and F are real and X2 + Y2 > 0, hence g(z) and
fc(^) are non-constant functions. For if one of them were a constant
function then either X = Y = 0 or one of a and /3 has absolute value 1.
Both g(z) and h(z) have continuous derivatives. As #'(2) = 0 for at
most one value of z, for any given c, g(z) = c for at most two values
of z. Furthermore for z ^ 0 either #(z) is monotonic or g(z) does not
assume both negative and positive values; hence there is at most one z
and one w such that z ^ 0, w ^ 0 and c = 0(2) = ± g(w). Clearly h(z)
is a strictly increasing function*
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We have
(i ) If XY ^ 0, a ^ 0, β ^ 0, then f(n) = sgn(X)h(n).
(ii) If XY < 0, a ^ 0, β ^ 0, then /(w) = sgn(X)^(^).
(iii) If XY ^ 0, α rg 0, β g 0, then f(n) = ( - l ) n
(iv) If XY < 0, a S 0, £ ^ 0, then /(rc) = ( - l ) n
(v) If XY^O, aβ <0, then /(2w) - sgn(X)ft(2n) and
f(2n + 1) = sgn (X) sgn (α)flf(2n + 1) .
(vi) If XY < 0, aβ < 0, then /(2w) = sgn(X)g(2n) and
+ 1) = sgn (X) sgn (a)h(2n + 1) .
Thus, it is easily seen that the multiplicity of the recurrence cannot
exceed 3. This completes the proof of Theorem 2.
It is possible to give a second elementary proof of Theorem 2 using
a theorem due to M. F. Smiley. Let {F(n)} denote a linear recurrence
of order 3 satisfying the relation
F(n + 3) - A
λ
F{n + 2) - A2F(n + 1) + A,F(n) ,
where the A{ are real numbers. Let u, v and w denote the roots of
the companion equation. zz — A
τ
z2 + A2z — A$ = 0. Smiley [7] proved:
// u, v and w are non-zero real numbers with distinct absolute values
then the multiplicity of 0 in the recurrence {F(n)} is at most 3.
Given the recurrence (1) and any integer c, consider the sequence
F(n) = f(n) - c - Xn + Yn - cln .
This sequence satisfies the relation
F(n + 3) = (A + l)F(n + 2) - (A + B)F(n + 1) + BF(n) ,
and the companion equation has a, β and 1 as roots and they are real
i f z / > 0 . I f l ^ | α : | ^ | / 3 | ^ 1 , it follows from the quoted theorem of
Smiley that F(n) = 0, or f(n) = c, for at most 3 values of n. The ex-
cluded cases are dealt with as in the earlier argument.
4 Construction of p-adic series* In this and the next two sections
we assume the hypothesis of Theorem 3.
If E is a p-adic unit and ί is a positive integer, we let ord^i?)
denote the smallest positive integer k such that Ek = 1 (mod pι). Clearly
ordt(E) is a divisor of φ{pι) and hence \\oτάt{E) \\p < t. If p = 2 and
t ^ 3 then || ordt(E) ||2 ^ t - 2.
We set K= oτd
λ
(U); and if p ^ 5 we set H = ord^ί/). It follows
that Uκ = 1 + AG and UH = 1 + pF, where G and .P are p-adic integers.
Also |.| H\\p = 0, while || K\\p ^ λ - 1 - p, where jθ = || 2 1 .^
Consequently
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a* = (U+A1I2)H =
(13) = {c/ f f + ( f )ϋ"*-M + •••} + A'l'^HU"-1 + ( f
= 1 + pD
where 2£is a p-adic unit and Z> is a p-adic integer. Similarly
(14) aκ = 1 + Λb + yf1/2α ,
where a and b are p-adic integers and where
and
If μ> p then ί?1+p | If and hence II ( f ) II > 0 while || G ||p = 0; for
if p I G then Cf* = 1 (mod p1+λ) and hence i7^ / p ) = 1 (mod pλ) contrary
to the definition of K. We set v = || b | |p; and it follows that if μ> p
then v = 0.
Now
α*
w
 = (1 + pD
where
(
and
= ,§(?>••
The Df and JE* are p-adic integers independent of n, and
|| Dΐ | | , ^ [(ΐ + l)/2]; || ί7f | | , ^ [i/2] , (ΐ = 1, 2, ., n) .
By induction, using (9) and (10), we obtain
(15) S(Hn + r) = L, + Σ ( J )(i,-D,? + K
r
Ef) , (0 ^ r < H) ,
LINEAR RECURRENCES OF ORDER TWO 839
(16) T(Hn + r) = K
r
 + Σ{ • )(L
r
Ef + K
r
Df) , (O^r<H),
where
(17) L
r
 = Ur (mod pλ) and K
r
 = r U7"1 (mod pλ) .
Let
(18) J
r
 = aL
r
 + TF^
r
 , I
r
 = aAK
τ
 + WL
r
 .
Then by (11) we obtain
(19) /(iίft + r) = J
r
 + Σ ( n- )(DfJ
r
 + Efl
r
) , (0 ^  r < i ί) ,
- e7
r
 + Σn(n - 1) (n - ί + l)M* , (0 ^  r < H) ,
where the M* are p-adic numbers independent of n.
Similarly, we obtain
a
κ
« = (1 + Ab
= S(Kn) + T(Kn)Λ112,
where
with
(20)
In particular, we have
(21) A = bα, ^  = α, A =
Let χ = min (2ι^  + λ, 2/^ ), then
Again using (11) we obtain
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(22) f(nK + r) = Λ + Σ ( J ) W , + EJ
r
)
= /
r
 + Σ Φ - l ) - ( » - i + l)Λf< , (0 ^ r < K) .
ί = l
Since the Di and 2% are independent of n so are the M{.
5. Properties of the the p-adic series Let 1 ^ v = ΣUobjP3, where
the 6^  are rational integers such that 0 tί bj < p, then
\\v}.\\, = Σ
ι
lΦι] = 'Zf_i
= Σ b,& - l)/(p - 1) = (y - tb^/ip - 1) .
Let
, e, k) = ke — || (2k + 1)! H,, ,
, e , k ) = (k- l ) e - || (2k)l \\p ,
ke - 2k(p - I)" 1 if p ^ 3 ,
If p is odd and 2k = Σi=o&^ then Σ i = o δ y ^ 2; hence for p odd,
, β, k)^ke- 2kl{p - 1) = H(p, e, fc)
and G#(p, β, k) ^ (k - l)e - 2(& - l)/(p - 1) = fl(p, e, fc - 1). While for
p = 2, G(2, e, fc) = β + G#(2, β, fc) and G(2, e, fc) ^  H(2, β, fc).
If p ^ 5 and e ^ 1 then (p — l)e — 2 ^ (p — 3)e; while if p = 3 and
e ^ 2 then (p - l)e - 2 ^ (p - 2)e = e. Hence
(i ) If p ^ 7 and e ^ 1 then H(p, e, k) > e for k ^ 2.
(ii) If e ^ 1 then fl(5, e, 2) = 2e - 1 ^ β and iϊ(5, e,k)>e for fc'^ 3.
(iii) If e ^ 2 then if(3, β, 2) = 2(e - 1) ^ 2 and if(3, e,k)> e for
A ^ 3.
(iv) If e ^ 3 then if(2, e, fc) ^  fc + 1 if k ^ 1 and in particular
iί(2, β, fc) > e if fc ^ e.
(v) H(p, λ, k) > 0 for all primes p and all positive k.
We say that the subrecurrence {f(nK + r)} has property P
a
 if there
exists a positive integer 9 and polynomial Q(n) of degree d over the p-
adic integers having some coefficient other than the constant term which
is not divisible by pq and such that all the polynomials
f(nK +r)- Q(n)
are polynomials whose coefficients are divisible by pq.
Suppose II W||, = 0; then | | J
r
| | p = 0 for all r. If p ^ 5 then
II Mi | |p = 0 while || Mf | |p ^ H(p, 1, [ΐ/2]) > 0 for i ^ 2. Hence each of
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the subrecurrences {f(nH + r)}, (r = 0,1, , H — 1) have property P l β
If p = 2 or 3 then || Mi | |p = μ < λ — />, while \\ M2\\P^X — p and
|| Λf. \\p^μ + [i/2]λ - || i! | |p ^ μ + JHΓ(p, λ, [i/2]) > μ for i ^ 3. So in
this case each of the subrecurrences {f(nK + r)}, (r = 0, 1, , if — 1)
have property P1#
Since (α, 6) = 1 and || U\\p - 0, if || W\\p > 0 then || a \\p = 0 and
hence || J
r
 | |p = 0 for all r. Set τ = || W\\p then || Ir \\p ^ min (λ, τ). For
the remainder of this section we assume that τ > 0.
It is impossible that for some r, M
x
 = Λf2 = 0. For suppose such
were the case, then we have that
bAJ
r
 + al
r
 = 0, (b2Λ2 + Aa2)J
r
 + 2abΛI
r
 = 0 .
Multiplying the first equation by 2bA and subtracting from the second
gives (a2 — b2A)AJ
r
 = 0. Now A Φ 0 and J
r
 being a p-adic unit is non-
zero, therefore α2 — b2A; as α Φ 0, it follows that b =£ 0. Then
α
2/2
r
 - b2AP
r
 = bailVϊ ,
and so I 2 = JJ 2 . yielding (a2A - W2){U
r
 - K\Δ) - 0 As L
r
 is a p-adic
unit the second factor is non-zero and hence a2A = W2, contrary to the
assumption that A < 0.
Suppose λ <g τ and so 11 I
r
 \ \p ^  λ, If λ ^ 2(μ — v) then μ + p< λ ^ 2/^ ;
hence μ > p and v = 0 and thus χ = λ. It follows that || M
λ
 \\p — λ,
II M* lip ^ {[(ΐ + l)/2] + [i/2]}λ - || ΐ ! | |p > λ for i ^ 2; and hence the
recurrences {f(nK + r)} have property Plm If λ > 2(^ — v) then χ = 2μ
and || M2 | |p = 2μ + X - p while || M, | |p ^ λ + 2/^  + H(p, λ, [i/2]) > λ + 2μ
for i ^ 3; hence the subrecurrences {f(nK + r)} have property P2
Suppose 1 ^ τ < λ, then || I
r
 \\p = τ. If μ = 0 then || il^ | |p = τ < λ,
II M2 \\p = λ - />, || Mi \\p ^  τ + iϊ(p, λ, [ί/2]) > τ for i ^ 3; hence the sub-
recurrences {f(nK + r)} have property P2. If p = 2 and μ = p = 1, then
χ = 2 and || M2 \\p = λ + 1, while || M, ^ > λ + 1 for ΐ ^ 3; hence the
subrecurrences once again have property P2.
Now suppose that 1 ^ τ < λ and μ> p; then v = 0 and since λ <
μ + p we have χ ^ 2 + 2^ and || M", | |p > X for ί ^ 2 . If H Λ f J I ^ λ for
i ^ 2 then the ( / ( r f + r)} have property P l β If || Mi 1^  > λ then μ +
τ = λ and || M{ \\p ^  2λ + H(p, 2 + 2^ o, [i/2]) > 2λ for i ^ 3. If || ikΓ2 | |p
^ 2λ, then {/(wίΓ + r)} have property P
a
. If || M
x
 \\p > λ and || M2 \\p >
2λ then since M
λ
 and M2 are not both zero, 1 ^ 7 = πiin (\\ M1\\p — λ,
|| M2 \\p — 2λ) exists. Also in this case
hence 2μ = λ, and μ — τ. One easily computes that I 2 = JJ 2 . (mod p λ + 7 ),
and I
r
a + J
r
Ab = 0(modp λ + 7 ). Combining these facts and relation (20)
we obtain
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(k\)Mk = (Jra + IrΛb)(2k-1bk-1Λk-1) = 0
for k ^ 3. Now
fcλ + γ - || fc! Up ^  2λ + γ + H(p, λ, [fc/2]) > 2λ + γ ,
for k ^ 3. Thus it follows that the subrecurrences have property P2.
If a recurrence has property P1 it certainly possesses property P2.
Thus we have proved:
Assuming the hypothesis of Theorem 3 the subrecurrences {f(nK+r)}
have property P
x
 when \\ W||p = 0 and they have property P2 when
\\W\\,>0.
6. Proof of Theorem 3 Let x be an indeterminate and consider
the polynomial
F
n
.
r
(x) = Σ M&(x - 1) (x - i + 1) ,
t=0
i.e. F
n<r{x) is the polynomial obtained by replacing the n in the expan-
sion (22) for f(nK + r) by x. If the subrecurrence {f(nK + r)} has
property Pd, then for each integer c,
F
n>r(x) - c = Qn,rM (modpβ)
where Q
n
,
r
,
β
(α?) is a polynomial of degree d with p-adic integer coefficients
not all of which are divisible by pq. By a Theorem of Strassman [6],
[8], the polynomial equation F
n>r(x) — c = 0 has at most d p-adic integer
solutions, hence at most d rational integer solutions.
Since the M< are independent of n, when j ^ 0,
where H
njr(x) is a polynomial with p-adic integer coefficients. Thus if
FnΛn) = c then F
n+jtT(n) = c for all i ^ 0.
If w3<w2< <nd<nd+1 are positive integers such that f(niK+r)=c,
(i = 1, 2, , ώ + 1), then i^d+1,r(α;) = c has c? + 1 rational integer solu-
tions, contrary to the Theorem of Strassman. Thus if the subrecurrence
{f(nK + r)} has property Pd then the multiplicity of that subrecurrence
is at most d. Hence, if for each r, the subrecurrences have property
Pd then the multiplicity of the recurrence {f(n)} is at most Kd.
When || TΓ||P = τ > 0, we have seen that a is a p-adic unit and so
f(nK + r) =uUr (mod ps) for every r, here ε = min (τ, λ). Let γ =
max (p, ε — 1). If
(23) /(^if +
 r
) = /(mX + s) = c for K > r ^ s ^ Q ,
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then Ur~s = 1 (modp3); consequently K \ (r — s)pλ~1~'Ϋf and thus either
r = s or K> r^ s + Kpy+1~λ > s ^ 0. Hence if τ ^ λ and (23) holds
then r = s. While if (23) holds and 1 ^  τ < λ then c is a unit and can
appear in at most px~y~x subrecurrences. Thus we have—If all the sub-
recurrences {f(nK + r)} have the property P
x
 the multiplicity of {f(n)}
is at most K < pλ, while if some of the subrecurrences have property
P2 and not Px then || W||1, = τ > 0 and the multiplicity of the recurrence
{f{n)} is at most 2pλ~y~1 < 2pλ~1~p < pλ. This completes the proof of
Theorem 3.
We have also shown:
THEOREM 5. If A2 — AB < 0 and there exists a prime p J> 5 such
that || A2 — 4B ||p > 0, || A \\p = 0, || 26 — a A \\p = 0 then the multiplicity
of the recurrence (1) is at most H < p — 1.
COROLLARY 1. If A2 — 4J3 < 0 and there is a prime p ^ 5 such
that \\ A2 — 4J5 Up > 0, || A \\p = 0 then the multiplicity of the recurrence
{T(n)} defined in (7) is at most p — 1.
In specific cases we can compute the H and the K and often obtain
a bound on the multiplicity which is lower than p — 1 or p\ e.g. if
A = l, B = 2, α = 0, 6 = 1 then A2 - 45 = 7 and if = 3; in this case
the multiplicity is exactly 3, see [6].
Futhermore, we have shown:
THEOREM 6. // A2 — 4J3 < 0 and if there exists a prime p such that
3 if p = 2
i-(2δ-αA)|| ^ 2 if p = 3
1 i/ p ^ 5
ami || (1/2)A II, = 0, then the multiplicity of the recurrence {f(n)} de-
fined by (1) is at most 2.
The result of Miss P. Chowla [1] is a special case of the above
theorem.
7 Some special results
THEOREM 7. If there exists a prime p such that p divides A and
p does not divide B then the multiplicity of a recurrence {f(n)} defined
by (1) is finite and is bounded by a function depending on A, B, a
and 6.
Proof. Recall that the subrecurrences {f(2n)} and {f(2n + 1)} satisfy
the relation
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f(2n + 4 + i) = AJ(2n + 2 + i) - BJ(2n + 1) , i - 0 or 1 ,
where A2 = A
2
 - 2£, J32 = #
2
 and z/2 = A
2Δ. If p is an odd prime
divisor of A which does not divide B then || J
a
 | | , ^ 2 || A | | , ^ 2 and
|| A21|, = 0. If 2 divides A and does not divide B then Δ = 4(ί72 - £ )
and | |A 2 | | 2 = 1 while || zί21|2 ^ || Δ ||2 + 2 || A ||2 ^ 5. Thus in either
case we can apply Theorem 3 to obtain a bound on the multiplicity of
the recurrences {f(2n)} and {f(2n + 1)}, and hence of {f(ri)}, in terms
of A, B, a, and &.
THEOREM 8. If there exists a prime p such that 0 < 2 | | A | | , < | | 2 ϊ | | ,
then the multiplicity of a recurrence {f(n)} defined by (1) is at most 2
and only a finite number of integers have a multiplicity of 2.
Proof. Assuming the hypothesis, one of the following is true.
( i ) There exists an integer N such that either
\P
or
\\f(N)\\p=\\A\\P + \\f(N-l)
, = 1 1 * 1 1 , +
and
\\f(n) | | , > || A | | p + \\f{n - 1) | | , = || B | | , + \\f{n - 2)
f or 2 ^ n < N.
(iί)
In the first case
ι l f ( n ) n = N i l * I I , - I I ^ 1 1 , } + 11 a l l , f o r 2 ^ n < N
A
 >"* \(n-N)\\A\\p + \\f(N)\\p for n^N.
Thus /(m) = f(q) implies 0 5Ξ m < N g q and hence the multiplicity is
at most 2 and only a finite number of integers have multiplicity 2.
In the second case \\f(n) | | , - n{\\ B |), - || A ||,} + |) α | |,. for all n,
and hence the multiplicity is one.
8, Proof of Theorem 1. We assume that {f(n)} is a recurrence
defined by (1) with {A, B) = 1. In view of Theorem 2 we need only
consider the case where Δ < 0. If | A | ^ 1, Theorem 7 assures us of
the existence of the desired bound. If | A \ = 1, then Δ = 1 — 41? =
— 3αC, where α is non negative integer and C is an odd positive integer
prime to 3. If C > 1 or if a ^ 2, Theorem 3 provides the desired bound.
Now Δ Φ — 1, hence the only unresolved case in when A = ± 1 and
Λ = — 3, whence 2? = 1. The roots of the companion equation are
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primitive cube roots of unity when A = 1 and are primitive sixth roots
of unity when A = — 1. In each case only a finite number of values
appear in the recurrence {f(n)} and hence the multiplicity is strictly
infinite.
9 A conjecture* We conjecture that the assumption in Theorem
1 that (A, B) — 1 is unnecessary. When (A, B) = D > 1, it is easily
seen that D[w/2] is a factor of f(n) and hence the multiplicity is never
strictly infinite. The theorems and methods described in the preceding
sections enable one to show that most recurrences have finite multi-
plicity, nevertheless they do not appear to be adequate to prove the
conjecture.
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