Abstract. An ensemble is generated by training multiple component learners for a same task and then combining them for predictions. It is known that when lots of trained learners are available, it is better to ensemble some instead of all of them. The selection, however, is generally difficult and heuristics are often used. In this paper, we investigate the problem under the regularization framework, and propose a regularized selective ensemble algorithm RSE. In RSE, the selection is reduced to a quadratic programming problem, which has a sparse solution and can be solved efficiently. Since it naturally fits the semi-supervised learning setting, RSE can also exploit unlabeled data to improve the performance. Experimental results show that RSE can generate ensembles with small size but strong generalization ability.
Introduction
Ensemble learning [11] is a learning paradigm where multiple component learners are trained to solve a problem. Since an ensemble often has better performance than a single learner, it has achieved successes in many domains.
In general, an ensemble is built in two steps, i.e., training multiple component learners and then combining them. According to the styles of training component learners, popular ensemble algorithms can be roughly categorized into two classes, that is, approaches where component learners are trained in parallel, and approaches where component learners must be trained sequentially. Representatives of the former include Bagging [4] , Random Subspace [14] , Random Forest [6] , GASEN [24] , etc. Representatives of the latter include AdaBoost [13] , Arc-x4 [5] , LPBoot [10] , etc.
In most ensemble algorithms, all of the obtained component learners are employed to build an ensemble. However, some researchers [24, 23, 17] show that through selective ensemble, i.e., ensembling some instead of all the available component learners, a better ensemble can be generated. The selection, however, is not easy and thus many heuristics have been used. For example, for the selection, Zhou et al. [24, 23] used a genetic algorithm; Castro et al. [7] employed artificial immune algorithm; Coyle and Smith [9] utilized case similarity; Martínez-Muñoz and Suárez [17] proposed to order the component learners and then select the first ones to use.
As a generic learning framework, regularized approaches [18] work by minimizing the regularized risk function, and have been found useful in ensemble learning. For example, LPBoost [10] takes margin as regularizer; RegBoost [15] utilizes the graph Laplacian regularizer [2] to make base classifiers cut through sparse regions; in [8] , the regularizer is used to take local smoothness constraints, yielding a more general regularized Boosting.
In contrast to previous heuristic methods, in this paper we study the selective ensemble problem under the regularization framework. We utilize the hinge loss and the graph Laplacian regularizer, and present a regularized selective ensemble approach RSE. In RSE, the selection problem is reduced to a quadratic programming (QP) problem, which has a sparse solution and meanwhile can be solved efficiently. Empirical study shows that RSE is able to generate ensembles with small size while have strong generalization ability, which is superior to many existed ensemble methods.
In practical applications, unlabeled examples are much easier to obtain. Therefore, semi-supervised learning [25] , which attempts to exploit unlabeled examples to help improve learning performance, has attracted much attention. A prominent advantage of RSE is that it naturally fits the semi-supervised setting. Experiments show that RSE can exploit unlabeled data effectively.
In the following of the paper we will start with a brief review on related work. Then, we propose RSE and its semi-supervised extension, followed by reports on experiments. Finally, we conclude the paper.
Related Work
After obtaining the component learners, most ensemble algorithms combine all of them to build an ensemble, however, it has been shown that it is better to ensemble some instead of all of them [24, 23, 17] .
Zhou et al. [24] analyzed the relationship between ensemble and its component learners from the context of both regression and classification, and proved that it may be better to combine many instead of all of the learners. Since it is difficult to select the component learners, they used genetic algorithm to select a part of learners to build the ensemble. Empirical studies show that, comparing with some popular ensemble approaches such as Bagging and Boosting, the proposed GASEN algorithm can generate ensembles with smaller sizes but stronger generalization ability.
Martínez-Muñoz and Suárez [17] proposed a heuristic method, where the component learners obtained from bagging are reordered, and a part of the top-ranked ones are included in the final ensemble. The experimental result also shows that selective ensemble may improve ensemble's performance while reducing its size.
Selective ensemble is a special paradigm of ensemble learning, which aims at building strong ensembles with small sizes. In some sense it is related to ensemble pruning [16, 22] . However, it is noteworthy that in earlier researches of ensemble prunning [16] , the goal was to use a small size of ensemble to achieve an equivalent performance of a boosted ensemble. This has been proved to be NP-hard and is even hard to approximate [19] , and the pruning may sacrifice the generalization ability of the final ensemble. Since Zhou et al.'s work [24] , it is known that by using selective ensemble it is possible to get a small yet strong ensemble. What makes this difference is that earlier ensemble pruning works on ensembles where the component learners must be trained sequentially, while selective ensemble works on ensembles where the component learners can be generated in parallel, and the sequential generation of the former makes the problem much more difficult to tackle.
The RSE Approach
Let X and Y denote the feature space and the set of class labels, respectively. Here, binary classification is considered for simplicity, assuming y 1 ) , . . . , (x N , y N )} is given, where x i ∈ X and y i ∈ Y.
From training set D, ensemble learning algorithms try to train a set of component classifiers {h 1 , . . . , h M } and choose weights {w 1 , . . . , w M } to combine them as
, and it is often assumed that w i ≥ 0 and In this work, we concern on the second step of building an ensemble, i.e., choosing weights to combine the component classifiers. In this section, we study the selective ensemble problem under the regularization framework.
Regularized Risk Function
Let w = [w 1 , . . . , w M ] denote the weights used to combine the component classifiers
where
Under the regularization framework, the weights w is usually determined by minimizing the regularized risk function
where V (w) is the empirical loss which approximately measures the misclassification loss of classifier on the training examples in D, Ω(w) is the regularization term, and λ is the regularization parameter which specifies the tradeoff between the minimization of V (w) and the smoothness or simplicity enforced by minimization of Ω(w).
Empirical Loss
The empirical loss considers the loss between each example's class label y i and its corresponding prediction H(
Here, we use the hinge loss function
. Typically, this is the empirical loss minimized in support vector machines [18] , and it is usually written as a sum of slack variables included in the constraints. Afterwards, we can define the empirical loss function V (w) for the ensemble H on training set D as
Regularization Term The regularization term Ω(w) is used to smooth or simplify the function. In this work, the graph Laplacian regularizer [2] is adopted. Let G = (V; E) be the neighborhood graph of the training set D, where the vertex set V is the set of all the examples in D, and the edge set E contains pairs of neighboring examples. Based on the idea that the classifier should make similar predictions on neighboring examples, the classifier that cut through dense regions is penalized by
where W is the (weighted) adjacency matrix of G.
M ×N is the prediction matrix which collects every component classifier's prediction on every example, and
Using the graph Laplacian regularizer, the regularization term is defined as
where, as defined above, L is the graph Laplacian and P is the prediction matrix.
Here, rather than building the neighbor graph on the training set, we assume that the graph is fully connected, and the weight of the edge between x i and x j is determined by the distance function
, where σ is a bandwidth parameter.
Optimization Problem with Sparsity Constraint
Using the empirical loss function defined by Eq. 3 and the graph Laplacian regularization term in Eq. 5, we have the following optimization problem:
subject to 1 w = 1, w ≥ 0.
Since max(·, ·) is non-smooth, Eq. 6 can be equivalently rewritten as the following
are slack variables, λ is the regularization parameter, 1 and 0 are all-1 and all-0 vector, respectively. It is evident that Eq. 7 is a standard QP problem, which can be efficiently solved using many existed optimization packages. Note that the constraint, 1 w = 1, w ≥ 0, is 1 -norm constraint on the weights w, which is a sparsity constraint that will force some w i 's to be zero. Recall that the ensemble size is equal to the number of non-zero elements in w, thus ensemble with small size is encouraged.
The RSE Algorithm
The RSE algorithm is summarized in Fig. 1 . Note that RSE uses bootstrap sampling to train component classifiers, which is borrowed from Bagging, other methods to train component classifiers can also be used.
Semi-Supervised Extension
In many real-world applications, it is often the case that abundant unlabeled examples are available. Thus, semi-supervised learning [25] , which attempts to exploit unlabeled examples to improve the performance, has attracted much attentions.
Using the unlabeled examples for regularization [2] is one of the important approaches in semi-supervised learning, and graph Laplacian regularizer is a representative example. RSE uses the graph Laplacian regularizer, and it naturally fits the semisupervised learning setting, we call the corresponding semi-supervised version as RSE ss , and RSE-w ss corresponds to the semi-supervised version of RSE-w.
Obviously, the graph Laplacian regularizer does not rely on the class labels. So, when given training set D with L labeled examples and U unlabeled ones, the graph Laplacian regularizer can be derived by Eq. 5, except that the prediction matrix P and the graph Laplacian L should be computed on both labeled and unlabeled examples.
Experiments

Configuration
We use 14 two-classes UCI data sets [3] in experiments. These data sets span a broad range of real domains, and some statistics of the data sets are shown in Table 1 .
We compared RSE with Bagging [4] , AdaBoost [13] , and the first selective ensemble algorithm GASEN [24] . RSE-w is also evaluated. Without loss of generality, C4.5 tree is used as the component classifier. For Bagging and AdaBoost, the ensemble size is 100, while GASEN and RSE select component learners from 100 bagged C4.5 trees. They are all implemented in WEKA [21] , and the trees are pruned following the default settings. The genetic algorithm employed by GASEN is implemented using MATLAB [12] , the selection threshold is set to 0.01, and the parameters of genetic algorithm are set to the default values. The bandwidth σ is set to 0.01, and the regularization parameter λ is selected by 5-fold cross validation on training sets for RSE and RSE-w, respectively. The QP problem is solved using MOSEK [1] . For each data set, 50 runs of hold-out tests are executed. In each run, one-third of examples are selected randomly for testing, and the remaining for training. The average predictive error rates and the ensemble sizes are recorded.
In order to study how well RSE ss and RSE-w ss can exploit unlabeled examples, experiments under semi-supervised setting are also carried out, during which the training data set is partitioned into labeled set L and unlabeled set U under a label rate. To simulate different amount of unlabeled examples, two different label rates, 5% and 10%, are investigated here. Under 5% (10%) label rate, 5% (10%) of the training set is used as labeled training data, while the remaining 95% (90%) as unlabeled data.
Results
Results under Supervised Setting
The predictive errors are shown in Table 2 , the last rows present the average error over all data sets, and the summary of pairwise t-tests with 95% significance level, where W/T/L means that RSE (RSE-w) wins, ties and loses on #W, #T and #L data sets, respectively. The ensemble sizes are presented in Table 3 .
It can be observed from Table 2 that selective ensemble algorithms consistently perform better than single decision trees. Moreover, RSE has the lowest averaged error rate, and t-test results indicate that RSE performs significantly better than all the comparing methods. Compared with the non-selective ensemble algorithms Bagging and AdaBoost, RSE wins on 11 and 9 data sets. respectively. RSE only loses to AdaBoost on ionosphere and spambase, where AdaBoost performs significantly better and others ensemble methods have similar performance. Compared with GASEN, RSE also performs quite well (wins on 6 data sets and never loses).
It is quite interesting that RSE performs much better than RSE-w which weights the selected classifier by w. Similar phenomenon was observed before for GASEN [24] . A possible reason is that the weights of RSE-w were determined by minimizing the hinge loss, which is only an approximation of the 0-1 misclassification loss, while the optimal weights for the hinge loss may not be optimal for the 0-1 loss.
It can be found from Table 3 that the ensemble sizes of RSE and RSE-w are much smaller than that of GASEN. Since different regularization parameters are selected via cross validation, RSE and RSE-w select 19.1 and 19.2 trees, respectively, while GASEN selects 41.2 trees on average. Based on these result, it is believed that RSE can generate ensembles with small size but strong generalization ability.
Results under Semi-Supervised Setting
The predictive error rates under label rates of 5% and 10% are shown in Table 4 and Table 5 , respectively, and the ensemble sizes are shown in Table 6 and Table 7 , respectively. Here, RSE ss and RSE-w ss use unlabeled data to improve performance, while other methods only use the labeled data.
It can be found from Table 4 and Table 5 that, under 5% and 10% label rates, RSE ss get the best performance on 11 and 13 data sets, respectively. Comparing RSE ss with RSE under 5% label rate, it can be found that the averaged error rate is reduced from 0.237 to 0.210. Especially, it is reduced from 0.336 to 0.245 on spectf. On cylinderb, RSE has the worst error rate 0.420, but RSE ss performs best with error rate 0.332. Similar results can be found by comparing RSE-w ss with RSE-w, also under 10% label rate. Therefore, we can see the unlabeled data could be useful in constructing ensemble, even when the component classifiers are learned on the labeled data.
It can be found that under 5% label rate, the average error rate of RSE is 0.267 and that of RSE ss is 0.232, with a reduction of 15.1%; while under 10% label rate, Table 6 and Table 7 , we can find that RSE ss also generates smaller ensembles than GASEN, and much smaller than that of Bagging and AdaBoost. The sizes of RSE ss (RSE-w ss ) ensembles are often larger than that of RSE(RSE-w) ensembles; this is not difficult to understand because RSE ss (RSE-w ss ) uses much more data than RSE(RSE-w) since the latter does not use unlabeled data.
Conclusion
Given a number of trained component learners, it is better to build an ensemble that contains some instead of all of the component learners. The selection, however, is generally difficult and some smart heuristics were used in previous studies. In this paper, we study the problem of selective ensemble under the regularization framework. In the proposed RSE approach, the selection problem is reduced to a QP problem which has a sparse solution and can be efficiently solved. Moreover, RSE can exploit unlabeled
