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ABSTRACT The solvent structure and dynamics around myoglobin is investigated at the microscopic level of detail by com-
puter simulation. We analyze a molecular dynamics trajectory in terms of solvent mobility and probability distribution. Local
events, occurring in the protein-solvent interfacial region, which are often masked by other approaches are thus revealed.
Specifically, the local solvent mobility is greatly enhanced for certain locations at the protein surface and in its interior. In addition,
a strong correlation between the solvent mobility and density emerges on both global and local scales. We propose a simple
model where the solvent distribution measured perpendicularly to the protein surface is utilized to reconstruct the simulated
network of hydration within 6 A from the protein surface with a relative error of only 17%. The global precision of this solvation
model matches results obtained with more complicated models usually used in refinement procedures in x-ray and neutron
experiments but with far fewer parameters. The dramatically improved correspondence between observed and calculated x-ray
intensities at low resolution relative to other methods both confirms the validity of the approach used in the MD (molecular
dynamics) simulations and allows the results of this study to be implemented in solvent studies on real systems.
INTRODUCTION
The influence that proteins exert on the structure and dy-
namics of their aqueous surrounding for distances greater
than 3-5 A from their atomic surface is almost unknown.
Classical crystallography experiments only probe the part of
the protein-water interface where water is characterized by
a high probability density and an implied reduced average
mobility as compared with bulk. Thermodynamic experi-
ments sensitive to changes in heat capacity (Cp) indicate that
for a majority of hydrated globular proteins including lyso-
zyme, ovalbumin, chymotrypsinogen, insulin and myoglo-
bin, the properties of water do not differ significantly from
bulk water for hydration degrees, h, greater than 0.38-0.40
(Yang and Rupley, 1979; Bull and Breese, 1968a, b;
Suurkuusk, 1974; Hutchens et al., 1969). Such hydration de-
grees approximately correspond to the amount of water
which is necessary to insure a complete coverage of the pro-
tein surface by a monolayer of tightly bound water mol-
ecules. For h values greater than 0.40 the specific heat ca-
pacity isotherm reaches a constant value which is not
significantly altered as the hydration degree increases toward
higher values.
Other types of thermodynamic experiments suggest, how-
ever, that more distant layers of water may be perturbed in
the hydration of proteins. The dependence of the denatur-
ation process on hydration level has been studied by differ-
ential scanning calorimetry for several proteins including
,3-lactoglobulin, lysozyme, chymotripsinogen, and ovalbu-
Received for publication 23 August 1993 and in final form 17 December
1993.
Address reprint requests to B. Montgomery Pettitt at the Department of
Chemistry, 4800 Calhoun, University of Houston, Houston, TX 77204-
5641. E-mail: pettitt @uh.edu.
© 1994 by the Biophysical Society
0006-3495/94/03/601/14 $2.00
min (Ruegg et al., 1975; Fujita and Noda, 1978, 1979,
1981a, b). Slight deviations from bulk water properties have
been found in the denaturation temperature, Td, and enthalpy,
Hd, for hydration degrees between 0.35 and 0.75 h. Those
results have been interpreted as reflecting a secondary hy-
dration shell of water interfacing the bulk solvent with the
ordered monolayer around the protein. This interpretation is
in conflict with the interpretation of heat capacity isotherms
which are invariant for hydration degree greater than 0.4 h.
Other experiments provide more convincing evidence of
a longer-range perturbing effect of proteins on their aqueous
environment and vice versa. Raleigh scattering ofMossbauer
radiation experiments (RSMR) carried out on hydrated
samples of human serum albumin and metmyoglobin Mb
show that there is no additivity of spectral properties in the
protein-water system in the entire range of studied hydration
degrees; i.e., 0.05 < h < 0.75 (Goldanskii and Krupyanskii,
1989; Krupyanskii et al., 1986; Kurinov et al., 1987a, b; Ful-
lerton et al., 1986). This is interpreted as implying that the
protein dynamics is continuously modified along the hydra-
tion coordinate. Adding water "loosens" the protein, increas-
ing its mobility and decreasing the fraction of elastic RSMR
scattering. Reciprocally, the water dynamics reaches the
properties of free water for hydration degrees greater than 0.6
or 0.7 reflecting the mutual dynamic influence of both water
and proteins on each other.
Measures of 1H spin-lattice relaxation have been made
during dehydration of lysozyme solutions approaching the
dry state, during rehydration of lyophilized lysozyme powder
by isopiestic equilibration and for high hydration degrees by
titration with water (Fullerton et al., 1986). Breaks in the
NMR response were successively found for h equal to 0.05,
0.22-0.27, and 1.22-1.62. 170 and 2H resonance experi-
ments also performed on lysozyme powders similarly indi-
cate a discontinuity in the NMR response for a higher hy-
dration level corresponding to 1.7 or equivalently to 1400
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waters per molecule (Lioutas et al., 1986). Analysis of the 1H
resonance data through comparison with the sorption iso-
therm by the D'Arcy-Watt method gave 19 mol of tightly
bound water per mol of lysozyme, 148 mol of weakly bound
water, and 2000 mol of so called "multilayer" water (Lioutas
et al., 1987).
ESR spectra of lysozyme samples containing a noncova-
lently bound spin probe have exhibited strong dependence on
hydration level (Rupley et al., 1980). In addition to the
changes at 0.07 and 0.25 h equivalently found in the sorp-
tion and heat capacity isotherms a continuous decrease of
the correlation time of the spin probe is observed until the
solution value is reached for a very high level of hydration
at 1.8-2.0 h.
The results cited above suggest that methods such as
ESR and NMR that measure certain motional behavior can
detect perturbations of (or by) water which some thermo-
dynamic methods do not. Certain dynamic and thermody-
namic properties show parallel changes for hydration lev-
els below monolayer coverage (Yang et al., 1979;
Goldanskii and Krupyanskii, 1989), and therefore it is rea-
sonable to expect that the same should hold if there were
changes above monolayer coverage. For instance, it is ar-
gued in the case of ESR measurement (Rupley et al., 1980)
several layers of water may be needed for full solvation of
the spin probe, even though a monolayer may be the only
water perturbed by the protein. Another possibility is that
the models used to interpret the resonance measurements
are incomplete or that the collective motions of groups of
water molecules too slightly perturbed to be detected are
responsible.
X-ray crystallographic studies of the water structure
around protein molecules have focused mainly on the
tightly bound, immobilized water molecules, which are
seen as a natural consequence of the determination of the
protein structure. Some of these studies show elaborate
clathrate-like and/or ring structures (Teeter, 1984). Ap-
proaches to studying the distribution of the more loosely
bound, mobile water molecules by x-ray crystallography
have included application of a bulk solvent "mask" of con-
stant density everywhere outside the protein (Blake et al.,
1983), traditional least squares refinement of occupancies
and temperature factors on a regular grid outside the pro-
tein (Cheng and Schoenborn, 1990) and cyclical refine-
ment of the electron densities at grid locations by Fourier
inversion with phase constraints (Badger and Caspar,
1991; Badger, 1993). Each of these approaches has its
strengths and weaknesses, but none of them provides a
simple, accurate, and generally applicable water-protein
distribution function.
Molecular dynamics simulations are capable, in principle,
of revealing the details of the structure and dynamics of the
solvent region at the protein water interface (Brooks and
Karplus, 1986). Often the simulation analyses have focused
on the solvent effect on the protein dynamics and structure
rather than on the reciprocal influence of the protein on its
1991). One reason is that simulations involving the presence
of solvent in amounts matching hydration degrees h > 2 re-
quire several thousand explicit water molecules for globular
proteins of sizes comparable to myoglobin. The solvent
structure around small peptides in solution and in the crystal
matrix of small or medium size proteins has been previously
investigated by simulation methods (Hagler and Moult,
1978; Karplus and Rossky, 1980; van Gunsteren et al., 1983;
Smith et al., 1991; Brooks and Karplus, 1989; Levitt and
Sharon, 1988). Some recent efforts have been directed to-
ward investigating the solvent properties in the vicinity of
globular proteins (Brooks and Karplus, 1989; Levitt and
Sharon, 1988).
The work we present in this paper presents a global model
description of the solvent interface around globular proteins.
The presence of water around myoglobin, from a previous
simulation (Findsen et al., 1993), was used to investigate the
solvent structure and dynamics in the range between 0 and
20 A from the protein surface. We propose a simple param-
eterized model for the solvent structure at the interface with
the protein.
METHOD
We will briefly review the simulation methodology. The
details have been given elsewhere (Findsen et al., 1993).
Initially, coordinates for the simulation were taken from
the 2.0-A resolution metmyoglobin structure by Takano
(1977). The protein structure contained 1261 heavy atoms
and 83 waters of hydration. It should be noted that essen-
tially all of the crystallographic waters were exchanged
during the simulation. The protein was hydrated creating a
system suitable for simulation using the standard algorithm
in Amber (Weiner et al., 1984) with a sample of bulk wa-
ter to yield a simulation box of dimensions 56.32 X 56.32
X 44.45 A. The total number of solvent molecules in a
box included 3045 water molecules via the outlined proce-
dure and 83 crystal waters found in the x-ray structure,
making a total of 3128 solvent molecules. This gives a
system about 12 mM the protein. The simple point charge
(SPC) water model was used (Berendsen et al., 1981). The
Leap Frog algorithm was used to propagate the equations
of motion in the canonical ensemble (constant number, N,
volume, V, and temperature, T) (Weiner et al., 1984). A
timestep size of 2 fs was used in the propagation of the
equations of motion. SHAKE was used for the hydrogenic
bonds. A molecular dynamics trajectory of nearly 175 ps
was then computed for metmyoglobin in water. We now
consider the methodology of analysing the solvent near the
protein.
A. Solvent mobility in the protein vicinity
The solvent mobility in the vicinity of a protein is conve-
niently measured by the diffusion coefficient D which is
aqueous environment (Chandrasekhar et al., 1992; Findsen,
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function,
lidt(rt-(O)12) =6D,lim-(I '(t) r D
t--0dt
where r(t) describes the position vector of a solvent mol-
ecule at time t. The brackets ( ) indicate that the quantity
r(t) - r(O) I2 is averaged over both the solvent molecules
and the time origins.
Unfortunately, there is a major drawback concerning the
application of the above formula to characterize the solvent
mobility around any solute molecule and more particularly
around a large biological macromolecule. Indeed, the dif-
fusion coefficient D obtained with Eq. 1 describes the be-
havior of the solvent mean square displacement regardless of
the initial positions and the successive locations visited by
each solvent molecule. In other words, the usual diffusion
coefficient as defined in Eq. 1 has physical significance only
for homogeneous and isotropic systems where averages over
the ensemble of particles is a reflection of the properties of
each single particle of the system averaged over an infinite
period of time. In contrast, in a strongly anisotropic envi-
ronment such as a protein-solvent interface, the different re-
gions of the solvent present distinct diffusional characteris-
tics. For instance, the water molecules attached to charged
groups will often diffuse on a longer time scale than water
molecules in the vicinity of uncharged or nonpolar hydro-
phobic groups. Consequently, an average property such as
the diffusion coefficient is less useful and revealing than a
corresponding local property.
It is possible, however, to use Eq. 1 to calculate the dif-
fusional mobility in a restricted volume AVaround a specific
atomic group or region of the protein-solvent system (Ji et al.,
1991; Lounnas and Pettitt, in press) by assuming that the
diffusive regime will be reached in a time scale shorter than
the actual residence time of water molecules in AV. The bulk
value ofD is usually found around 0.3 A2 ps-1 at 300 Kwhen
the SPC water model is used (Berendsen et al., 1981; Ji et al.,
1991). Extrapolated diffusional motion of water molecules
within 6-A windows from nonpolar and polar groups have
thus been determined from the slope of the mean square
displacement calculated between 1 and 3 ps (Brooks and
Karplus, 1989).
In the present study we have computed the diffusional
mobility of water DUVW at each particular point ruvw of a 1-A
grid dividing the cartesian space defined by the 56.32 x
56.32 X 45.44 A periodic simulation box. The following
finite difference expression,
1
6DUVW (t ,t ((I P(t2 -r(0) I 2)-(I (t) -
(2)
was computed whenever r(0) - ruvw < 1 A. The values
t1 and t2 were, respectively, fixed at 1 and 2 ps reasonably
assuming that the diffusional regime would be reached
after 1 ps and that water molecules within 1 A from any
grid point ruvw at an initial instant t = 0 would not diffuse
farther than a short distance (<2-3 A) from its initial loca-
tion r(O) in 1 ps.
(1)
B. Protein-solvent pair correlation functions
A problem similar to the one described in the previous sub-
section arises when dealing with the solvent structure around
a non spherical solute. Specifically, the interpretation of the
volume normalized, angle averaged, protein-solvent pair cor-
relation functions, gi(r), which represent the relative prob-
ability of finding any solvent molecule j at a distance r from
a specific solute atom i, is complicated when dealing with
large polyatomic solute. These functions, also called radial
distribution functions, are computed as follows,
1 T NW
giw(r) 47rr2 NwAr E 6[ I(t)- j(t) -r], (3)
where T is the simulation length, Nw is the total number of
water molecules present in the system, and (1/4-rn2Ar) the
normalization volume on a grid of spacing Ar. The normal-
ization volume which is written in spherical coordinates as,
dr(r) = [J r2 sinodOdj dr
(4)
=4rr2 dr
also includes the angles excluded by the multicenter van der
Waals atomic core of the solute. This produces a profound
change in the shape of g(r) compared to super fluids due to
the correlations with other protein atoms (not tagged)
(Brooks and Karplus, 1986). To account for the protein solute
excluded volume we have used the following expression,
T N- 5((I (t) - - (t)l - )
0=]j1 N,,dTr(r, t) (5)
which is similar to Eq. 3, except that the normalization
volume dTn(r, t), which accounts for the presence of the
other protein atoms, becomes a time-dependent quantity
because of the conformational fluctuations at the protein
surface. The normalization volume at any instant t can
then be computed as,
dTw(ret)=
(r, 0, 0)0
where
r2sin 0 dOdoj dr, (6)
A
Q = ft(r, 0, 4) (7)
represents the domain at the instant t where the points de-
fined by the spherical angular coordinates (r, 0, 4) are ac-
cessible to solvent molecules. The determination of the
conditional normalization volume Q(r, 0, 4) for each in-
crement of time t requires a larger computational effort
than using Eq. 3 to evaluate the protein-solvent pair corre-
lation giw(r) for each myoglobin atom i. Notice also, that
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taking account of the excluded volume in Eq. 5 does not
eliminate the local correlations of the protein since the
function giw(r) accounts also for the solvent probability
distribution near other protein atomic sites. Indeed, a vol-
ume element d-rQ') at a given location r in the solvent re-
gion which is far from a protein site i may actually be
close to another untagged protein atomic site i'.
C. Solvent distribution perpendicular to the
protein surface
In order to explicitly quantify the influence of the protein
surface on the protein-solvent pair correlation functions men-
tioned in the previous section we have considered another
quantity we call g±(r). This quantity measures the probabil-
ity distribution of the solvent molecules as a function of the
distance r from the closest protein atom i.
TN= 6(Inf [ I r(t) - "(t) I]=1,N-r) (8)
where Inf[ -rj(t) ]i=1lN takes the minimum value of
r(t) - r (t) for each water molecule j at the instant t and
for all protein atoms i. Np is the total number ofprotein atoms,
and k the atom for which,
Inf[rI*(t) -r(t) ]j= ,Nf = Ir()rtl (9
at some time t. The quantity 8r(rJ(t), k) is the volume element
around the location of the water molecule j at the instant t.
It is defined by all vectors r of the solvent region such that,
when Irk- r'I - l; (10)
Vi[1, . .. ,Np].
The meaning of g1(r) is that of a conditional pair correlation
function and describes the solvent solvent structure at a given
distance r perpendicularly to the protein surface which is
defined by the atoms directly in contact with the solvent.
Notice that the pair correlation functions defined according
to Eqs. 3 and 5 locally describe the solvent distribution
around surface atoms of the solute, whereas the distribution
function defined in Eq. 8 is a characteristic of the whole
protein.
Similar to classical radial distribution functions, this
method allows the study of the solvent structures in the vi-
cinity of specific atomic sites with the condition that they are
distributed on the protein surface. For instance, when evalu-
ating g±(r), it is possible to select only certain types of
atomic sites by restricting the increment i to a specific species
such as atom type. This allows the quantitative character-
ization of different aspects of the protein-solvent interface for
instance as a function of either the hydrophilic or hydro-
phobic nature of the selected species. Distinction can also be
made between atomic groups in function of their belonging
to the backbone or side chains.
The exact evaluation of protein-solvent perpendicular cor-
relation functions g±(r) defined by Eq. 8 represents a com-
putational challenge because the determination of 5zQ(r(t)) is
a nontrivial problem that has to be solved at each instant t for
each. solvent molecule j. Therefore we made one further re-
duction and define an averaged perpendicular distribution
functions g'(r) where the protein and solvent atomic posi-
tional fluctuation are preaveraged in time separately,
gl(r) = f8(Infir '-Ir -r)dp1(r'),
r
r
(11)
where
1 N,
ri = N E ii(t),Nt t=o
and, with i defined as in Eqs. 9 and 10,
Nw N, ((t) - )
r-
(12)
(13)
The later quantity, p ('r) which is the three-dimensional wa-
ter singlet density distribution, is easy to compute on a grid
from a simulation trajectory (Lounnas and Pettitt, in press)
and Eq. 11 can thus be rewritten in discrete form as
g'(r) = I E E 8(lnf - - -r)p (r',,)
u v w
(14)
where u, v, and w are the grid points indices along the X, Y,
and Z directions, respectively.
Although intrinsically differing from g±(r), the function
gA(r) can also be viewed as a pair distribution function be-
tween the protein surface (a fixed condition) and the solvent
molecules. Instead of being the average of instantaneous cor-
relation in space, gA(r) appears rather as the correlation re-
sulting in the average positions of both protein and solvent
atoms measured with respect to a reference frame attached
to the protein. The function gA(r) is thus not only easier to
compute than g1(r) but also relevant to x-ray crystallo-
graphic measurements (Lounnas and Pettitt, in press). In-
deed, gA(r) is determined in part from the knowledge of the
three-dimensional density distribution p'(r) which is ob-
tained by Fourier synthesis and phase refinement of the x-ray
structure factor F(K).
In the present study, we have decomposed gA(r) into three
distinct functions gAc(r), gAN(r), and gA0(r) in such a way
that
Ag nc(r)= *ncr c(r) + nN(r). g'N(r) + no(r) * gjo(r)
gl(r) = nc(r) + nN(r) + no(r) (15)
where nc, nN, and no are, respectively, the number of car-
bon, nitrogen, oxygen, and protein sites which are closest
to solvent for a given distance r. The determination of
gC(r),gIIN(r), and g o(r) is a byproduct of the evaluation
of gA(r). Whenever
Infri-r, i=l ...Np = I rk -ruvw (16)
for a given distance r the histogram for either glc(r),
g1N (r), or gj0(r) is incremented by the value p'(ru,,)
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according to the the nature of the kth protein atom,
- gls(r) + pl(',,w)91S(r)- ns(r) + 1
where S stands for either the C, N, or 0 sites. Notice
hydrogens have been ignored when evaluating gA(r).
where the functions ps(r) and qs(r) are defined as
(17) q,(r) = { 1 - exp[ - j L2(o r))] f}
that and
p (r) = 1-A{ 1-exp[- a)b1
D. Modeled reconstruction of the protein-solvent
interface
In this section we introduce a model we have used to re-
construct the solvent density distribution for the protein-
solvent interface. Such a model may find an application in
addressing the general problem of x-ray crystallographic re-
finement of globular proteins where the lack of information
on the solvent distribution in the crystal lattice results in some
problems concerning the protein structure itself and confu-
sion concerning the role of hydration water in biological
systems.
We base our model on the analysis of the solvent distri-
bution at the interface with the protein utilizing the method
we describe in Part C of Method. Specifically, we make
use of the perpendicular distribution function g'(r) for
three type of atomic sites which are respectively the "non-
polar" sites centered on extended carbon atoms (C, CA,
CB, CG, CD, ... .), the "polar" or charged sites centered on
nitrogen atoms (N, NE, NZ, . . .), and the sites centered on
oxygen atoms (0, OE, OD, OH). The modeled solvent
density, p'('r ). in the protein-solvent interfacial region
is rebuilt from functional fitting of gjc(r), gA r), and
gAo(r) according to
P1ruw)= gAs(r'), (18)
where
r' = Inf( I -
and S = C, N, or 0 according to the nature c
for which r' = r - r I. This procedure c
just as the inverse of the procedure described
ous subsection. The resulting precision of th4
model p'(r,,) versus the actual singlet den
maybe measured by the relative error, R, betN
distributions,
R = z M1('*UVW) PW(-"UVW)l
u v w Pw ruv
The purpose of this part of our study is to prc
ematical model, gm(r), which mimics the bel
perpendicular distribution functions glc(r),
gAo(r) for the complete range of distances fro
For each type of species S our model function
as the following product of functions,
)f the atom k
an be viewed
in the nrevi-
+ exp[ ()d]} (23)
The parameter cr0 is expected to be consistent with the equi-
librium distance of closest approach between the protein
atomic species and the solvent molecules, jo is the spherical
bessel function of order 0, and po is the bulk limit of the
solvent density for large T. The function qr(r) is defined as
(24)
The general form of g'(r) and the purpose of the parameters
are discussed in details in the Appendix. The resulting mod-
eled distribution functions denoted g ICm(r), g INm(r),
and gmo(r) provide a close fit of g' c(r) gAN(r), and
g1O(r). Because of its great flexibility the modeled distri-
bution function gn(r) is intended to provide a basis for further
implementation of the method in x-ray crystallographic re-
finement procedures.
Clearly a more precise fit can be achieved by using a finer
categorization scheme than the simple atom types discussed
above. Considering the differences to be found in the sol-
vation of various atoms in different bonding (electronic and
geometrical) situations (see Results) a clear improvement
can be made by subdividing the atom types as is common in,
for instance, molecular mechanics calculations. For this dem-
onstration we have opted for the simpler (less quantitative)
model to show the qualitative behavior of the method in
general.
E. X-ray crystallographic determination of the
radial solvent function
A",,FLvv X-ray diffraction intensities were calculated from a Fourier
e constructed transform of a uniform grid ofvalues representing the solvent
ween the two density. The density was determined by first finding the dis-
tance of each grid point to the nearest protein atom, and
noting the distance and the atom type. The solvent function
described above was then evaluated to produce the solvent
(20) density at each grid point, and the resulting function trans-
formed to give the solvent contribution to the diffraction
)pose a math- pattern. At this point, the solvent portion of the diffraction
havior of the was entered along with the experimental data (Phillips et al.,
gAN(r), and 1990) into the program XPLOR (Brunger, 1991), and the best
im 0 to 20 A. scale factor, temperature factor, and gamma value for the
is expressed solvent was determined by direct search. For the "step func-
tion" calculation, both the XPLOR "solmask" option with
default parameters, which uses a hard edge approach, and a
(21) step function in our procedure were tested, also by finding
(22)
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the optimum bulk density and temperature factors. The dif-
ference between these latter two is that XPLOR uses a range
of van der Waals radii for different classes of atoms con-
sistent with a molecular mechanics approach, whereas our
implementation considers one radius per element. The func-
tion p(r) was set to 1.0 for these comparisons with the x-ray
data.
RESULTS
A. Mobility of the solvent in the vicinity of the
protein
The solvent mobility has been studied in various simulations
of biopolymers performed in periodic boxes sufficiently
large to obtain solvation shells four to five water molecules
thick. It turns out that the diffusion coefficient, D, averaged
over all water molecules present in the periodic box may
differ by a factor of 2 to 3 from the value obtained with
the same water model in absence of solute (Wong and
McCammon, 1987; McCammon et al., 1987). Furthermore,
the solvent mobility seems to be strongly dependent on the
distance from the protein. This effect was observed in a simu-
lation of trypsin in an environment of 4785 SPC water mol-
ecules where the diffusion coefficient increased continuously
from 0.08 to 0.6 A2/ps for distances between 2.7 and 15 A
from the protein surface defined by the cartesian location of
the atoms in van der Waals contact with solvent molecules
(Wong and McCammon, 1987; McCammon et al., 1987).
We have computed the diffusion coefficient as local prop-
erty of space on a three-dimensional grid using the method
proposed in the Method section. Fig. 1 displays the average
1.5
1.2
. 4
C)
0
*_e4
0.9 L
0.6
0.3
0.0
0. 5. 10.
r(A)
FIGURE 1 The diffusion coefficient D(r) is plotte
distance r from the average cartesian location of the c
protein atoms. D(r) is obtained from the local diffusi4
(see Methods), computed on a grid of 1. A meshing di
box into 146,205 points.
diffusion coefficient, D, as a function of the distance T from
the protein closest atom. The diffusion coefficient quickly
increases from a value of about 0.1 A2/ps near the protein
surface to a maximum value of 1.1 A2/ps in the (5-8)-A
interval. Then, the mobility decreases regularly and smoothly
reaches the approximate value of 0.6 A2/ps for distances near
20 A. Thus, the values of the diffusion coefficient found in
the simulation of myoglobin at short and large distances from
the protein surface are consistent with those of the trypsin
simulation. However, the two results are qualitatively dif-
ferent since for this simulation of myoglobin the diffusion
reaches a peak for intermediate distances whereas it con-
tinuously increases in the case of trypsin simulation.
In Fig. 2, a slice is cut through the three-dimensional grid
to allow a detailed examination of the local fluctuation of the
solvent mobility in the protein vicinity. Different contour
levels are drawn from lower (light grey) to higher (dark grey)
solvent mobility. Beside the global dependence of the solvent
mobility on the distance from the protein, one can observe
well localized spots of higher mobility in the interior region
of the protein-solvent interface otherwise characterized by an
overall reduced solvent mobility. Specifically, the diffusion
is two to three times higher than for bulk SPC at some lo-
cations in the interior of the protein and near hydrophobic
surface sites. Such locations are observed near the residues
Ile99 and His97 lining the entrance of the active site (on the
lower right hand side), and near Leu29, Phe33, and His64 in
the heme cavity. They also appear in the hydrophobic cavi-
ties I, and J, and in the channel between the cavities K and
50.
40.
0¢ 30.
20.
10.
lV. 20. 30.
X (A)
40. 50.
FIGURE 2 The local diffusion coefficient, D(rijk), obtained from the
15. 20. slope of the average mean-square difference ( r(O) - r(t) 1 2) between t, =
1 ps and t2 = 2 ps is average in a 5-A thick layer cut in the middle (X, Y)
plane of the simulation box. The shading from light grey to dark grey suc-
d as a function of the cessively indicate diffusion coefficient in the following range of values; (a)
losest nonhydrogenic 0.02-0.33, (b) 0.33-0.66, (c) 0.66-1., and (d) 1-1.3 A2/ps. The capital
on coefficient, D(rijk) letters indicates the positions of the different cavities in the myoglobin. The
ividing the simulation stick figure indicate the protein atoms contained within the volume defined
of the displayed slice.
I
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L at the exact average position of the phenyl ring of Phe 22.
The later observation suggests that the phenyl ring may act
as a swinging door which controls the passage of solvent
molecules from the cavity K to L.
B. Protein-water pair distribution functions
As a first step, the structure of the solvent in the vicinity of
the protein is studied through the examination of the classical
and solute excluded solute-solvent pair correlation functions
or solute-solvent radial distribution functions (Figs. 3-5).
The carbon, nitrogen, and oxygen sites of the backbone and
sidechains of the protein are successively considered as the
solute. The effect of the volume excluded by the protein core
in the determination of the protein-solvent pair distribution
1.0
0.8
.0 0.6
O 04
0.2
0.0
0.
function is addressed for this definition by comparison with
the insets. While convenient for our analysis this method
does less to correct for the protein volume than previous
techniques (Brooks and Karplus, 1986). Water coordination
numbers and structural characteristics for the various
protein-solvent pair distribution functions are gathered in
Table 1. While most of the N and 0 sites have low coor-
dination numbers the carbons have somewhat larger values
due to the broader, more diffuse, nature of carbons radial
distribution functions.
The pair correlation functions between the protein oxy-
gens and water is shown in Fig. 3. The distribution of water
around side chain oxygens appears very strongly structured
with a sharp peak at 2.9 A and a split secondary peak centered
at 5.2 A. For distances greater than 7 A the distribution
5. 10. 15. 20
r(A)
FIGURE 3 The protein-solvent pair correlation function are computed for the protein oxygen sites. The spherical volume element A T. (r) accessible tothe solvent at each instant t of the trajectory is computed for each protein oxygen site and for each distance increment r. The pair correlation is then computed
for each site as a time average of the ratio of the number of water molecules found at distance r from the considered protein site over the volume element
AT. (r). The resulting pair distribution function is then normalized to volume-fraction occupancy units by multiplying it with the volume of a 2.8-A diameter
sphere to accounts for the van der Waals core of water molecules. The solid and dashed lines represent, respectively, the average water distribution for side
chains and backbone oxygen sites for which the pair distribution was non zero for r = 2.8 A. The dotted line is the weighted average of the two previous
distributions. The inset represent similar distribution computed with a spherical volume element AT which does not account for the protein excluded volume.
Lounnas et al. 607
Biophysical Journal
TABLE 1 Characteristics of the protein-solvent pair
correlation functions for solvent exposed C, N, and 0 sItes
g (r) Nsite* peaks minima N w*rdt
(A) (A)
Obackbone 64 3.0 4.2 2.0
6.7 7.0 14.0
Osidechain 168 2.9 3.9 3.5
4.9 5.2 8.4
5.7 6.6 17.6
Ototal 232 2.9 4.1 2.6
4.9 5.2 5.6
5.7 6.6 13.5
Nbackbone 54 3.3 3.9 1.4
5.1 5.4 5.7
6.5 6.7 13.3
Nsidechain 60 3.0 4.0 3.6
5.2 5.4 9.3
5.7 6.7 18.0
Ntotal 114 3.0 4.0 2.6
5.2 5.4 7.6
6.1 6.7 15.8
Cbackbone 116 3.4 5.4 7.8
6.7 7.2 19.3
Csidechain 236 4.0 5.0 4.5
8.1 8.4 29.5
Ctow,, 352 3.5 5.4 7.1
* Number of sites (of each type) in contact with the solvent which contribute
to the average pair distribution g(r). A particular site i is counted when
gi(r) # 0 at r = 2.8 A.
* Coordination number computed as the volume normalized summation of
g(r) between 0 and each minimum.
smoothly approaches the bulk value of the volume occu-
pancy at about 0.33 water molecule per water molecule vol-
ume. In contrast, the pair distribution for the backbone oxy-
gen exhibits a different quantitative behavior with a less
strongly pronounced first peak at 2.9 A.
Coordination numbers (Table 1) indicate an average of 3.5
and 17.6 water molecules in the first and second solvation
shells of any side chain oxygen whereas only 2.0 and 14.0
water molecules are counted for backbone oxygens which are
less exposed to the solvent. When the volume excluded by
the protein is neglected (see inset Fig. 3), the general as-
pects of the pair correlation are essentially identical. How-
ever, the observed magnitudes are about half the volume
fraction occupancies obtained when including the protein
excluded volume.
Aspects of the pair distribution functions between the ni-
trogen atoms of the protein and the water oxygens, depicted
in Fig. 4, are similar to those computed for the protein oxy-
gens. One difference is found between the pair distributions
for the backbone oxygens and nitrogen. A backbone nitrogen
atom is on average less accessible to the solvent than a back-
bone oxygen and this is reflected in the lower correlations.
The pair distribution functions computed for carbons or
"nonpolar" sites shown in Fig. 5 contrast with those obtained
for polar and charged groups. Specifically, the strongly struc-
tured first peak observed near nitrogen and oxygen sites dis-
appears in favor of a broad structure characteristic of hy-
drophobic solute with an equilibrium population below bulk
density. More differences can be observed between the pair
1.0
0.8
.~0.6
0
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0. 5. 10. 15. 20.
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FIGURE 4 Pair distribution functions similar to those described in Fig.
3 are displayed for the protein nitrogens. The solid and dashed line represent,
respectively, side chain and backbone nitrogens, whereas the dot line is their
weighted average.
the effect of neglecting the volume excluded by the protein
(see inset Fig. 5).
The results depicted in the present section have to be com-
pared with molecular simulation and integral equation results
obtained on small peptides in polar solvent (Pettitt and
Karplus, 1987; Brady, 1989). Those studies have shown that
the water distribution near hydrocarbon sites has broad low
intensity features for distances up to 10 to 12 A. On the other
hand, the water distribution is strongly structured with well
defined peaks near polar sites and approaches bulk for dis-
tances greater than 10 A in smaller systems. One important
similarity with our results concerns the less intense structure
for the water distribution near nitrogen sites involved in a
peptide bond versus that of the carbonyl oxygens.
C. Distribution perpendicular to the protein
surface
The perpendicular distribution functions glc(r), gIN(r),
and glo(r) resulting from the method described in Part C
of Methods are displayed in Fig. 6. They present a much
smoother and simpler shape than the classical pair distribu-
tion functions described in the previous section. Principally,
the first peak is less strongly resolved and has a larger width
when compared to classical pair distribution functions. This
is an effect of the averaging procedure resulting from the fact
that the perpendicular distribution functions are actually re-
lated to the singlet density distribution of water pl (r) about
the average locations of the protein atoms. In this case the
solvent distribution is related to the time average instead of
instantaneous location of the protein sites.
Another noticeable difference concerns the depletion of
distributions from nonpolar sites than polar sites concerning
Volume 66 March 1994608
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1.0
0.8
FIGURE 5 Pair distribution functions computed
for the hydrocarbon sites of the protein (cf. Fig. 3).
The solid and dashed line represent, respectively,
side chain and backbone hydrocarbon sites whereas
the dot line is their weighted average.
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FIGURE 6 The perpendicular distribution functions
0, N, C sites and the solvent are respectively depicted
and dotted lines. They represent in terms of volume frz
probability of finding a water molecule at a given dista
position of the protein closest atom which is either a
tween the first layer of hydration and the
tending beyond 12 A. The origin of this ol
addressed later in the Discussion. However
is not simply related to the classically com]
0. 5. 10. 15. 20.
r(A)
bution function where the protein excluded volume is ne-
glected (cf. inset Fig. 3) and is only slightly reflected in the
regular upward drift observed in the pair distribution function
when the protein excluded volume is taken into account (cf.
Figs. 3, 4, and 5).
D. Reconstruction of the water network around
the protein surface
In order to address the general problem of the relationships
of bound water positions to protein surface topography and
residue type we have attempted a reconstruction of the water
three-dimensional density distribution p ('r) from the knowl-
edge of the protein average structure and the perpendicular
distribution functions glc(r), gIN(r), and glo(r). The
procedure we have utilized is described in Method Section
C. The resulting modeled solvent singlet density p'(r) is
15. 20. displayed in Fig. 7 for a two-dimensional slice cut in a
(X, Y) plane of the simulation box and must be compared
between the protein with the actual solvent singlet density p ('r) obtained from the
by the solid, dashed, simulation trajectory which is similarly depicted in Fig. 8.
action occupancy the Both global and local details of the hydration network are
nce from the average fairly well reproduced by the constructed solvent model. The
C, N, or 0 site. features of the primary layer of hydration as well as the sol-
vent penetration into the protein interior are reproduced with
an equivalent degree of accuracy. Notice also that the model
bulk region ex- allows the presence of solvent (at reasonable probability lev-
bserved effect is els) in a few internal cavities inside the protein which were
r, notice that this not accessed by the solvent during the simulation. Indeed,
puted pair distri- these cavities are large enough to accommodate water mol-
609Lounnas et al.
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50.
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X(A)
FIGURE 7 The modeled singlet density distribution pl(F computed on
a 1. A meshing grid is displayed for a 5-A thick slice cut perpendicularly
to the Z axis of the simulation box. Contours of isodensity level are drawn
and regions with increasing density values are shaded from light grey to dark
grey. In terms of volume occupancy the five density contours drawn are
respectively 10, 20, 25, 30, and 35%.
50.
40.
30.~~~
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10. 20. 30. 40. 50.
x(A)
FIGURE 8 The actual singlet density distribution p'(r obtained from
the simulation trajectory is represented with settings similar to those of Fig.
7. The drawn contours are at 0.1, 10, 20, 30, 35, and 40% of volume oc-
cupancy. The region with the lowest density between 0.1 and 10% volume
occupancy represent the intimate part of the protein-solvent interface which
is dynamically accessed by the solvent molecules only through conforma-
tional changes of the protein surface.
ecules and were characterized in earlier studies on protein
surface and solvent accessibility (Lee and Richards, 1971).
T'he relative error between the actual density distribution
and the modeled density distribution is 0.17 for the hydration
region within 6 A from the protein surface and 0.11 for the
complete simulation box. These values are comparable to
those obtained in our previous work (Lounnas and Pettit (in
press)) Ref. 31 where the solvent network was reconstructed
from the knowledge of the hydration site locations, occu-
pancy weights, and temperature factors.
E. A model for the solvent density distribution
The reconstruction described in the previous section by its
simplicity suggests an interesting possibility of application in
data refinement from diffraction experiments such as x-ray
and neutron scattering. In those experiments the solvent
structure description is often taken as a mixture of a crude
model and/or a detailed one. In the first component a step
function (or sigmoid) model with a fixed density value is
used. In the other component each hydration water molecule
is described by its cartesian coordinates, occupancy weight,
and Debye-Waller temperature factor (tensor) resulting in a
large number of free parameters to optimize. This number
could add up to several thousand when all the possible water
molecules present in the crystal are included in the refine-
ment which leads to a nontractable problem.
We describe in Method Section D and the Appendix at the
end of this paper an analytical function which is designed to
mimic the protein-solvent distribution functions gA(r) de-
picted in the previous section. This function is reasonably
flexible which allows most of its features to be adjusted by
a proper choice of few parameters.
As depicted in Fig. 9 the function can be adjusted to re-
produce the first and second peak as well as aspects of the
medium and long range behavior for the three types of per-
pendicular probability distributions gAo(r), gAN(r), and
gAc(r). Table 2 gives the parameter values of the analytical
form introduced in Eqs. 21, 22, and 23 of Part D of Meth-
ods used to obtain the distributions (a), (b), and (c) shown
in Fig. 9. Indeed the function can be adjusted to eliminate
the depletion zone between 5 and 15A if that is an artifact
related to our choice of thermodynamic state.
F. Refinement of interface
We now consider the usefulness of the approach in inter-
preting the low angle or low resolution x-ray data. The radial
distribution function derived from the simulation can be used
to calculate x-ray diffraction intensities from protein crystals
of myoglobin. These calculated intensities can then be com-
pared with experimentally determined intensities to test the
validity of the functions in a real, physical system. The effect
of mobile solvent on the diffraction pattern is limited to the
low resolution region of the x-ray diffraction pattern (<5 A).
In fact, because of inadequate modeling of the solvent re-
gions, these data are customarily ignored in protein crystal
structure analysis. Hydration sites of high probability
(Lounnas and Pettitt, in press) contribute more directly to the
higher resolution data.
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FIGURE 9 The modeled distribution functions gm(r) are displayed re-
spectively for the oxygen (a), nitrogen (b), and hydrocarbon sites (c) of the
protein. In each case the dotted line represent the equivalent perpendicular
distribution computed from the MD trajectory.
TABLE 2 Fitting function parameters for the C, N, and 0
sites
Site type
Parameters C N 0
0o (A)* 3.75 3.15 3.35
(3.60) (3.05) (3.25)
qs(r)
a 0.75 0.75 0.75
,B 2.45 2.45 2.45
y 3.00 3.40 4.40
e 1.25 1.60 1.60
2.00 1.10 1.10
ps(r)
A 0.17 0.17 0.15
a 2.95 3.50 3.50
b 3.60 4.00 4.00
c 00 0.93 0.93
d 3.00 3.00 3.00
* Values in parenthesis indicate first peak positions ofg s(r) profiles (S =
C, N, 0). The given values for the parameters of co are adjusted in order
to best reproduce the computed g±s(r) profiles.
The R factor, defined as
R =
a
E Fobserved -Fcalculated (25)~I F
observed
is a measure of how closely diffraction amplitudes that are
calculated from a model structure match the experimental
measurements. ThisR can be plotted as function of resolution
to compare various solvent models (Fig. 10). Simply ignor-
ing the effects of solvent clearly does not satisfactorily ac-
count for the data at low resolution, resulting in the inability
to use the calculated amplitudes (and phases) in the crys-
tallographic analysis. Using a "smoothed step function" im-
proves the situation somewhat, but still does not give an
agreement with the data that is consistent with the high reso-
lution data or the low level of noise in the data. By using the
function described in Eq. 25, considerably better fits can be
achieved. In fact the best fits to experiment are obtained with
a rather more "peaky" solvent distribution function obtained
by setting p(r) = 1 (see Appendix) rather than the atom
averaged functions shown in Fig. 6. With our solvent func-
tion the fit at low angles is about as good as at high angles
and represents a breakthrough in the examination of solvent
structure around proteins.
DISCUSSION AND CONCLUSION
The bulk limit that the diffusion coefficient seems to reach
for distance greater than 15 A from the protein surface is
about twice as large as the regular value at 300 K usually
obtained with pure water simulated with the SPC model. This
problem also observed in other simulations of solvated pro-
teins may be indicative of procedures currently used such as
cutoff, temperature or pressure baths, and even initialization
conditions. In particular our peak in the radial diffusion co-
efficient occurs at the solute-solvent interaction cutoff dis-
tance used in the simulation. This suggests that the results
concerning our dynamic physical model systems are con-
voluted with our theoretical methods; a common situation in
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FIGURE 10 Comparison of observed and calculated diffraction ampli-
tudes for myoglobin crystals. The crystallographic R factor is plotted as a
function of one over the resolution. (a) No solvent correction of any kind.
The curve is shifted up at higher resolution due to poor overall scaling caused
by the large discrepancies at very low resolution. (b) Curve from XPLOR
with default values, (c) curve from our step function with only three atom
types, (d) curve from the radial solvent function with parameters from Table
2 but with 'y values multiplied by 3.3. The lower R factor using the radial
distribution solvent model supports the validity of the function in real
systems.
I I I~~~~~~~~~~~~~~~~~~~~~~~
a)
b)
-C) a.s
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experimental results. Thus, we will attempt to concentrate
less on individual details and more on the average, global,
properties found.
First, the persistence of the water structure beyond the
primary layer of hydration is reflected unambiguously in the
density profiles we report. This is qualitatively in agreement
with the observed experimental features which relate non-
bulk water properties for hydration degrees h > 0.4. Second,
the three-dimensional network distribution of water is
strongly correlated to the protein surface topography on both
local and global scales. The relationship between local sur-
face shape and bound water sites has been recently inves-
tigated else for high resolution crystal structures of few doz-
ens of proteins (Kuhn et al., 1992). "Surfractal" surface
groove accessibility (Hausdorff, 1919; Mandelbrot, 1983;
Peitgen et al., 1992) shows that most x-ray water molecules
bind along re-entrant curves at the surface of the protein.
However, those results are biased concerning the extent of
waters existing in the x-ray structure, whereas, our approach
provides (within the limitations of MD methods) a direct
simulation of the protein surface topography versus water
distribution relationship.
One important implication of our results is the possibility
of implementing a better solvent model in protein x-ray crys-
tallography refinement procedures. This model based on our
geometry versus probability distribution analysis of the
protein-solvent interface (Lounnas and Pettitt, in press) al-
lows the water density to be reconstructed in the entire crystal
cell with a degree of accuracy approaching the crystallo-
graphic data. This method provides two major advantages
over the classical methods. The first one is the complete
elimination of the a priori need for local cartesian positioning
of hydration water molecules. The second advantage is a
considerable reduction in the number of degrees of freedom
or parameters required to optimize the solvent description in
the unit cell over other methods. The model does not pre-
clude, however, the treatment of well-ordered water mol-
ecules as discrete atoms refined in the classical sense. The
determination of a dozen parameters allows our model to
account for not only the primary layer of hydration but also
for additional external layers and solvent density structural
features extending up to bulk levels many angstroms away.
A least squares refinement of all of the water function pa-
rameters to best fit the crystallographic data is currently in
progress (Phillips et al., work in progress). In addition we
intend to expand the number of atom types used to obtain a
better fit and test to what extent the classical well-ordered
water molecules affect the fit and final result.
The function describing the radial distribution of solvent
is a clear breakthrough in the analysis of the solvent structure
around protein molecules. The dramatically improved cor-
respondence between observed and calculated x-ray inten-
sities at low resolution relative to other methods both con-
firms the validity of the approach used in theMD simulations
and allows the results of this study to be implemented in
solvent studies on real systems. For example, it would be
useful to determine what the best parameters in the function
are for myoglobin, and to see if different crystals with dif-
ferent solvent systems have different radial functions. Once
this is known, crystallographers be able to make use of the
low resolution experimental data in crystallographic analy-
ses, instead of the currently common practice of ignoring the
data dominated by solvent contributions.
APPENDIX
The function gm(r) we introduced in order to mimic the time averaged
perpendicular distribution described under Method and Results is designed
to fulfill several criteria. First, the function must obey the essential criteria
characterizing any pair distribution function. Primarily, the conditions at the
limits must be fulfilled,
gm(O) = 0 (Al)
and
lim gm(r) = po (A2)
where po is the bulk limit of the solvent density. Second, the short range
behavior is dominated by van der Waals repulsion forces between atoms.
Third, the long range tail reaches the average density smoothly.
Because of the damped oscillating structure of the perpendicular distri-
bution obtained from the MD simulation, we have investigated the possi-
bility of a function having the general form
gm(r) = p(r) X [1 - f(r) X jo (h(r))]- X po (A3)
where jo is the spherical Bessel function of order 0, p(r), f(r), and h(r) are
functions to be determined in order to reproduced the features of the ob-
served distribution functions. Implicitly, p(r), iflr), and h(r) must obey cer-
tain requirements so that gm(r) behaves as stated above. We first assumep(r)
is bounded, that is that the structure is smooth for all r [0, oo], and that it
approaches to 1 when r goes to large values. The purpose ofp(r) is discussed
later at the end of this Appendix. As a consequence i(r) and h(r) must obey
f(O) = 1,
h(O) = 0,
(A4)
(A5)
and
. f(r)
lim=h m.
,:o h(r) (A6)
The purpose of h(r) and ifr) is to control the oscillatory structure of
g'(r) by respectively determining the peak positions and the damping re-
gime. We propose the following forms for h and f,
(A7)
and
f(r) = exp _ r (A8)
where
o,(r), = [ ( 0)]as. (A9)
The parameter -O represents the average radius of exclusion between water
molecules and protein atoms. Notice that rO is function of the nature of the
protein atomic site from which the perpendicular distribution function is
considered. Theoretically, between two different species 1 and 2, the re-
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sulting hard sphere exclusion radius cr12 is defined as
(a12 = '((T1 + 02), (A10)
where oi and o02 characterize the species 1 and 2, respectively. In the present
study the parameters a0 for each type of atom C, N, or 0 is preliminary
interpreted as the distance corresponding to the position of the first peak in
the perpendicular density distribution profile.
The function o(r) and the power parameters a and ( are intended to
control the periodicity and shape of the modeled function and are set so that
the position and width of the first and second peak in gAN(r) and g'O(r) are
correctly reproduced by gTN(r) and gmO(r)0, respectively. The value of a'0
has to be determined as a function of A in order to insure that the position
of the first peak of gm(r) remains at its fixed predetermined value a0. There-
fore, the constraint on gm(r) at r = a0 can be written as,
dg(r) (Al)
d
r=a
which leads to the following expression when gm(r) is at critical points
f(r) djo((r)) +f'jo(r)(h(r)) = 0. (A12)
which gives
h(r)cos(h(r)) + (F(r) - l)sin(h(r)) = 0, (A13)
where
F()=f'(r)h(r) 14
F(r) = h'(r)ifr)- (A14)
It turns out that if the quantity F(r) remains quite small (less than 1) for
the complete range of distances r [0, m], in which the case with the functions
flr) and h(r) we propose, then Eq. 13 can be approximately reduced to
h(r)cos(h(r)) - sin(h(r)) = 0, (A15)
which has a unique solution hk in each interval [(2k-1)(-r/2),
(2k + l)1T/2] where k takes all values 0, 1, . . ., N. For k = 0, the solution
ho = 0 in the interval [- ('7r/2), ir/2] and corresponds to the overall minimum
of gm(r) for the value r = 0. For k = 1, the value h1 satisfying equation 15
determines the position r1 of the first peak which must be r, = ao and
consequently leads to the following condition
2 ( a(r1) ) -= hl, (A16)
which after manipulation gives
a°o = 0()2h ) (A17)
The following values of k = 2, 3, . . ., N will determine the positions rk
of the successive minima and maxima of gm(r) according to k being odd or
even. The positions rk are then related to the parameter a and 3 through the
following relation
(h-)l1[ + (-)] 2rk. (Al8a)
In the case where a = 1 then equation 18a reduces to
rk - [2(-h(hl/hl)0 ] (A18b)
Notice that in that case there is a limited number of possible positive so-
lutions of rk depending on the value of (3. Thus, if (3 = 1 then only k = 1
and k = 2 lead to positive rk values which will be reflected by a profile
with only one peak. This effect comes from the fact that h(r) goes to 2a0o
or 0 when, respectively, a = 1 or a > 1 (see Eq. 7 and 9). Conversely,
when a < 1 then h(r) goes to oo which leads to an infinite number of
solutions rk.
When the value of 1B increases the position r2 of the secondary peaks is
displaced closer to the first peak and conversely when ( is decreased the
secondary peak is displaced toward larger distances. Notice that r, the po-
sition of the primary peak is independent of both a and ,B. One can control
the peak magnitudes through a proper adjustment of the parameter Y.
Finally, the function p(r) is introduced to provide a fine tuning of the
overall aspect of g'(r). Specifically, we wanted an exact control on the
depletion which is observed in the 5-15-A range ofthe perpendicular density
profiles g'c(r), gAN(r), and g'o(r). This was achieved by choosing the
following functional form
p(r) = 1 -A { 1-expt- 3 ] + exp[- ' (A19)
where A, a, b, c, and d are parameters to be determined to best fit the
observed perpendicular density distribution profiles. The parameterA con-
trols the depth of the depletion whereas a, b, c, and d regulate its extent and
steepness.
Notice that the form of Eq. 3 is very general and allows an infinite number
of variations in the definitions of p(r), h(r) and f(r).
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