where K f is a positive semi-definite (PSD) matrix that specifies the intertask similarities, k x is a covariance function over inputs, and σ 2 j is the noise variance for the j th task. The key property of multi-task gaussian process model is the introduction of inter-task correlation matrix K f , so that observations of one task can affect the predictions on another task.
Inference in the MTGP model can be carried out by using the standard GP formulation for the predictive mean and variance. The predictive mean on a test point x * for task j is obtained by
where ⊗ denotes the Kronecker product, k f j is the j th column of K f , k x * represents the vector consisting of covariances between the test point x * and all the training points, K x stands for the covariance matrix obtained by computing covariances between all the training points pairs, D is an M × M diagonal matrix with σ 2 j in the ( j, j) th position, and Σ is an MN × MN matrix.
In the learning stage, the MTGP hyper-parameters are optimized as follows: Let f be the vector of function values corresponding to y, and similarity for F for Y . Further, let y . j denote the vector (y 1 j , ..., y N j ) T and similarly for f . j . Given the missing data, which in this case is f , the complete-data log-likelihood is
from which we have following updates:
where the expectations ⟨·⟩ are taken with respect to p( f |y o , l x , K f ), and· denotes the updated parameters. Processing pipeline of our method is as follows:in the training stage, we first construct HR/LR patch pairs by downsampling and then conduct K-means clustering on LR patch dataset. For each cluster, we learn one MTGP model to fit the training data. In the predicting stage, given an LR image, we first overlap sample the image getting test patch dataset and classify the data using the K-NN algorithm based on the cluster centers obtained from training stage. Next, each HR patch subspace corresponding to the LR patch subspace are recovered through learned MTGP regression. Finally, all the predicted patches are reconstructed into a HR image using average weighting scheme. Details of algorithm and experiment are presented in the paper.
In this paper we propose a super resolution framework based on the multi-task gaussian process regression and study how the models are optimized and inferred effectively. The proposed MTGPSR framework makes the pixel prediction correlation into consideration based on the image local structure. Experimental results show that the proposed algorithm achieves the comparative performance and makes the super-resolved image more accurate and natural.
