Abstract. In this paper, we continue the recent work of Fukshansky and Maharaj on the lattices from elliptic curves over finite fields. We show that there exist bases formed by minimal vectors for these lattices except only one case. We also compute their determinants, and obtain sharp bounds for the covering radius.
Introduction
Let L ⊆ R n be a lattice of rank k ≤ n, where R n is the usual ndimensional row vector space over R. The minimal distance of L is defined as d(L) = min{ x : x ∈ L, x = 0}, where is the usual Euclidean norm in R n . A vector x ∈ L is called a minimal vector of L if x = d(L). Suppose that {v 1 , . . . , v k } is a basis of L, then its generator matrix is
. . .
where T stands for the transpose. Let V := span R L be the k-dimensional subspace of R n spanned by L. The proportion of V filled by the balls centered at points of L and of radius d(L)/2 is called the packing density of L, denoted by ∆(L). That is,
where Γ is the gamma function. Quebbemann [9] and Rosenbloom and Tsfasman [10] independently discovered a construction (function field lattices) of lattices from algebraic curves over finite fields to construct the so-called asymptotically good families of lattices; see also [12, pp. 578-583] . We recall this construction briefly as follows.
Let X be a smooth proper curve of genus g over a finite field F q , and K = F q (X). Fix a non-empty subset P ⊆ X(F q ), where X(F q ) is the set of F q -rational points of X, and let O * P denote the set of non-zero rational functions f ∈ K whose divisors have support contained in P.
Here, for any rational point P on X, we denote the corresponding divisor in non-bold font P . We fix this notation correspondence throughout the paper.
Suppose that |P| = n and P = {P 0 , P 1 , . . . , P n−1 }. For each P i ∈ P, let v i denote the corresponding normalized discrete valuation. For every f ∈ O * P , the corresponding principal divisor is Define the homomorphism (1.1)
We denote by L P the image of φ P . Then, L P is a finite-index sublattice of the root lattice A n−1 = x = (x 0 , x 1 , . . . , x n−1 ) ∈ Z n : n−1 i=0
x i = 0 with rank n − 1 and
where J X is the Jacobian of X.
In [5] , Fukshansky and Maharaj considered the case that E := X is an elliptic curve over F q and P = E(F q ), they determined the minimal distance, the minimal vectors, and the number of minimal vectors (actually in [5, Theorem 3.2] , the parameter ǫ should be the number of 2-torsion points of E contained in E(F q )); furthermore, they proved that L P is generated by its minimal vectors when |P| ≥ 5. We will recall their results briefly in Section 2. Now, one interesting question is that whether L P has a basis of minimal vectors when |P| ≥ 5. The main contribution of this paper is to confirm that L P has such a basis. Here, we want to indicate that there indeed exist lattices generated by minimal vectors have no basis of minimal vectors; see [2] .
In this paper, we continue the research of [5] . First, we point out that if P is only a subgroup of E(F q ), then all the results related to L P in [5] still hold. Especially, when P is a cyclic group and put n = |P|, L P is exactly the so-called Barnes's lattice [1] , which is denoted by B n−1 and characterized by the following equations:
Let P be a subgroup of E(F q ). We mainly show that L P has a basis formed by minimal vectors except that P is a cyclic group and |P| = 4. In addition, we compute its determinant, and obtain sharp bounds for its covering radius.
Preliminaries
We first fix some notation for the rest of the paper. Let E be an elliptic curve defined over a finite field F q , the point at infinity is denoted by O. Equipped with the group law, E(F q ) is an abelian group with the identity element O. Let P be a subgroup of E(F q ) with |P| = n. As (1.1), we define a lattice L P with rank n − 1. Here, we always assume that n ≥ 2.
Although Fukshansky and Maharaj [5] only considered the case P = E(F q ), their results are valid for any subgroup P of E(F q ). Because their arguments are based on two facts: E is an elliptic curve, and P is a subgroup of E(F q ). One key property of elliptic curves used repeatedly is as follows.
Theorem 2.1. Let D = P ∈E n P P be a divisor of E. Then, D is a principal divisor if and only if P ∈E n P = 0 and P ∈E n P P = O.
In the sequel, as [5, 12] , we identify Z n with the set of all divisors of E with support in P. We will often make use of this identification when working with lattice vectors by working with the corresponding divisors instead.
Lemma 2.2 ([5]
). Suppose that n ≥ 4, then the minimal distance of L P is 2, and the minimal vectors of L P are of the form P + Q − R − S, where P, Q, R, S ∈ P are distinct and P + Q = R + S. If n = 2, then the minimal distance of L P is 2 √ 2, and the minimal vectors are of the form ±(2P − 2O), where P = {P, O}. If n = 3, then the minimal distance of L P is √ 6, and the minimal vectors are of the form ±(P + Q − 2O), ±(P − 2Q + O), and ±(−2P + Q + O), where P = {P, Q, O}.
Theorem 2.3 ([5]
). If n ≥ 5, then the lattice L P is generated by its minimal vectors. Now, we present some simple arguments on the cases n = 2, 3, 4, which can make Theorem 2.3 more complete and will be used afterwards.
Lemma 2.4. If n = 2, 3, L P is generated by its minimal vectors. If n = 4 and P is not a cyclic group, then L P is also generated by its minimal vectors. If n = 4 and P is a cyclic group, then L P is not generated by its minimal vectors.
Proof. For n = 2, P = {P, O} where 2P = O. By Theorem 2.1, it is easy to see that L P = {2kP − 2kO : k ∈ Z}. So, L P can be generated by minimal vectors.
For n = 3, P = {P, Q, O} where Q = 2P. By Theorem 2.1, every aP + bQ + cO ∈ L P has a form that a = −2b − 3s, c = b + 3s for some integers s, t. Then
So, L P can be generated by minimal vectors.
If n = 4 and P is not cyclic, then we let P = {P 1 , P 2 , P 3 , O}, where P 1 + P 2 = P 3 and 2P i = O for i = 1, 2, 3. Note that every aP 1 + bP 2 + cP 3 + dO ∈ L P has a form that a = 2r + 1, b = 2s + 1, c = 2t + 1, d = −2r − 2s − 2t − 3 for some integers r, s, t. Then, we have
Finally, assume that n = 4 and P is a cyclic group. It is easy to see that the rank of minimal vectors is 2. However, the rank of L P is 3. So, L P cannot be generated by minimal vectors.
Another viewpoint of L P
In this section, we will see that actually L P is a generalisation of the Barnes's lattice. Now, we assume that P is a cyclic group, and let
where P i = iP, P ∈ E(F q ) is of order n. Note that P 0 = O. Then, we see that a vector (x 0 , x 1 , . . . , x n−1 ) ∈ L P if and only if x i = 0 and
where the coordinate x i corresponds to the point
So, L P is exactly the Barnes's lattice B n−1 ; see [7, Section 5.3 ] for a summary of its properties. Since P ∼ = Z/nZ, we can view L P as a lattice associated to the group Z/nZ. In general, according to the group structure of E(F q ) (see Theorem 4.3), the lattice L P is actually associated to some group Z/mZ × Z/nZ. When P is a cyclic group, in [7, Proposition 5.3 .5] Martinet gave a basis of L P formed by minimal vectors when n = |P| ≥ 7; however this basis differs by the parity of n. Here, we will give a new such basis for n ≥ 5 in a uniform way, and in the next section we will generalize it to more general cases.
We first recall a basic lemma, which will be used repeatedly; see [4, 
with integers 0 ≤ a ij < a ii for 1 ≤ j < i and i = 1, 2, . . . , m.
Theorem 3.2. Assume that P is a cyclic subgroup of E(F q ) and n = |P| ≥ 5. Define
Proof. First, we note that each v i (1 ≤ i ≤ n−1) is a minimal vector of L P . Then, it is easy to see that if there exist real numbers a 1 , . . . , a n−1 such that a 1 v 1 + a 2 v 2 + · · · + a n−1 v n−1 = 0, we have a 1 = · · · = a n−1 = 0. Thus, v 1 , . . . , v n−1 are linearly independent vectors of L P . By Lemma 3.1, there exists a basis {w 1 , w 2 , . . . ,
Consider v 1 = a 11 w 1 , since v 1 is a minimal vector, we have a 11 = 1 and v 1 = w 1 . Now, we consider v 2 = a 21 v 1 + a 22 w 2 ; comparing the fourth entries of the vectors, we deduce that a 22 = 1, and thus a 21 = 0 and v 2 = w 2 . In fact, applying the same arguments, we obtain
Now, suppose w n−2 = (x 0 , x 1 , . . . , x n−1 ) and consider v n−2 = a n−2,1 v 1 + · · · + a n−2,n−3 v n−3 + a n−2,n−2 w n−2 .
Comparing the first and the last entries of the vectors respectively, we obtain −1 = a n−2,1 + · · · + a n−2,n−3 + a n−2,n−2 x 0 , 0 = −a n−2,1 − · · · − a n−2,n−3 + a n−2,n−2 x n−1 . Then summing up the above two equations, we have −1 = a n−2,n−2 (x 0 + x n−1 ), which implies that a n−2,n−2 = 1. So, for 1 ≤ i < n − 2 we have a n−2,i = 0. Thus v n−2 = w n−2 . Finally, we suppose w n−1 = (x 0 , x 1 , . . . , x n−1 ). Note that
v n−1 = a n−1,1 v 1 + · · · + a n−1,n−2 v n−2 + a n−1,n−1 w n−1 .
We put b i = a n−1,i for 1 ≤ i ≤ n − 1. By comparing the entries of the vectors in (3.3), we obtain the following system of linear equations:
Notice that 0 ≤ b i < b n−1 for 1 ≤ i < n − 1, which will be used repeatedly without indications. Considering the second equation
This completes the proof of the theorem. So, it suffices to prove that
Applying the same arguments, we find that
Summing the two equations corresponding to x n−3 and x n−2 , we have
, which implies that x n−3 + x n−2 = 1. So, we have x n−3 = 0. Moreover, the equation corresponding to
Assume that x 1 = −1. By Theorem 2.1, we have (3.5)
that is
Substituting relevant formulas, we get x n−1 + 3 ≡ 0 mod n, which contradicts with 2 ≤ x n−1 + 3 ≤ n − 1. So, we have x 1 = −1. Similarly, we can show that x 1 = 0. Thus, we must have x 1 = 1.
Here, we want to remark that in the proof of Theorem 3.2, we don't use properties of w i like (3.5) when we prove v i = w i for 1 ≤ i ≤ n − 2. This property is crucial for the next section.
Basis
In this section, we want to prove the following theorem case by case. Actually, we will construct explicit bases in the proof. Combining Theorem 4.1 with Lemma 2.4 and its proof, we can see that for the lattice L P attached to the elliptic curve E, it has a basis formed by minimal vectors except that P is a cyclic group and |P| = 4. Theorem 4.2. Assume that |P| ≥ 2. Then, L P has a basis of minimal vectors except that P is a cyclic group and |P| = 4.
We first recall a well-known result about the group structure of E(F q ) obtained by Rück.
Theorem 4.3 ([11])
. Let E be an elliptic curve defined over F q . Then, there exist positive integers n 1 , n 2 such that
with n 1 |n 2 and n 1 |q − 1. Theorem 4.3 implies that every subgroup P of E(F q ) can be described as
Thus, the lattice L P is also associated to the group Z/mZ × Z/nZ.
In the sequel, we will identify P with the group Z/mZ × Z/nZ with 1 ≤ m ≤ n; for any integer k ≥ 1, we also identify the group Z/kZ with {0, 1, 2, . . . , k − 1} in the sense of modulo k.
If gcd(m, n) = 1, then actually P is a cyclic group, which has been discussed in Section 3. Here, we will construct a basis for L P by using minimal vectors in more general settings.
In this section, the entries of a vector x = (x 0 , x 1 , . . . , x mn−1 ) ∈ L P correspond to the following order of points in P:
Theorem 4.4. Assume that P satisfies P ∼ = Z/2Z × Z/nZ with n ≥ 5. Then, L P has a basis of minimal vectors.
Proof. We divide the points of P into 2 parts as follows:
We first associate to Part 0 n − 1 minimal vectors v 1 , v 2 , . . . , v n−1 (labelled in the same order) as described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other n entries zero.
We also associate to Part 1 n − 2 minimal vectors v n , v n+1 , . . . , v 2n−3 (labelled in the same order) as the first n−2 minimal vectors described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other n entries zero. Now, define the following minimal vectors of L P : ).
We claim that the above minimal vectors v 1 , v 2 , . . . , v 2n−1 form a basis of L P . First, we prove that v 1 , v 2 , . . . , v 2n−1 are linearly independent. Suppose that there exist a 1 , a 2 , . . . , a 2n−1 ∈ R such that
, we consider the sum of its entries corresponding to Part 0. This sum is zero if 1 ≤ i ≤ 2n − 2. So, we have a 2n−1 = 0. Now, we consider
Considering the entries of v i (1 ≤ i ≤ 2n − 2) corresponding to Part 1, we find that this part of v 2n−2 corresponds to the point (0, 1), while this part of v i (1 ≤ i ≤ 2n − 3) corresponds to the point (0, 0). So, we must have a 2n−2 = 0. Clearly by Theorem 3.2, v 1 , v 2 , . . . , v 2n−3 are linearly independent, this completes the proof.
By Lemma 3.1, there exists a basis {w 1 , w 2 , . . . , w 2n−1 } of L P such that
with integers 0 ≤ a ij < a ii (j < i; i = 1, 2, . . . , 2n − 1). We consider the entries corresponding to Part 0 for v 1 , . . . , v n−1 , and consider the entries corresponding to Part 1 for v n , . . . , v 2n−3 . Applying the same arguments as the proof of Theorem 3.2, we can obtain
We define b i = a 2n−2,n−1+i for 1 ≤ i ≤ n − 1; in particular, b n−1 = a 2n−2,2n−2 . Suppose that the entries of w 2n−2 corresponding to Part 1 is (x 0 , x 1 , . . . , x n−1 ). By comparing the entries of the vectors corresponding to Part 1 in (4.2), we obtain the following system of linear equations with integer coefficients and integer variables:
Notice that 0 ≤ b i < b n−1 for every 1 ≤ i < n − 1, which will be used repeatedly without indications. Summing up the two equations corresponding to x 0 and x n−1 , we get 0 = −b n−2 + b n−1 (x 0 + x n−1 ), which implies that x 0 + x n−1 = 0 and b n−2 = 0.
From the equation corresponding to x n−2 , we have 0 = −b n−3 +b n−1 x n−2 , which gives x n−2 = 0 and b n−3 = 0.
Considering the equation corresponding to x n−3 , we have 0 = −b n−4 + b n−1 x n−3 , which yields
x n−3 = 0 and b n−4 = 0.
By the equations corresponding to x 3 , . . . , x n−4 and noticing b n−4 = 0, we find that
Then, the equation corresponding to x 0 becomes 0 = b 1 +b n−1 x 0 , which implies that x 0 = 0 and b 1 = 0.
As a result, the equation corresponding to x 1 becomes −1 = b n−1 x 1 , thus we have b n−1 = 1. So, we get
Finally, we consider
we define b i = a 2n−1,n−1+i for 1 ≤ i ≤ n; in particular, b n = a 2n−1,2n−1 . Suppose that the entries of w 2n−1 corresponding to Part 1 is (x 0 , x 1 , . . . , x n−1 ). By comparing the entries of the vectors corresponding to Part 1 in (4.4), we obtain the following system of linear equations with integer coefficients and integer variables:
Notice that 0 ≤ b i < b n for every 1 ≤ i < n. Applying the same arguments exactly as solving (4.3), we get
As a result, the equation corresponding to x 2 becomes −1 = b n−1 +b n x 2 , thus we have x 2 = −1 and b n = b n−1 + 1. Now, the equation corresponding to x 1 becomes −2 = b n (x 1 −1). So, we have b n = 1 or 2. Suppose that b n = 2, then we have x 1 = 0, and thus the entries of w 2n−1 corresponding to Part 1 is (0, 0, −1, 0, . . . , 0), which contradicts with w 2n−1 ∈ L P ; indeed, this part of entries corresponds to the point (−1, −2), note that the first component is −1, this causes that w 2n−1 does not satisfy the condition of point addition in Theorem 2.1, and thus we have w 2n−1 ∈ L P . So, we must have b n = 1, that is
Now, we complete the proof of the theorem. We first associate to Part 0 n − 1 minimal vectors v 1 , v 2 , . . . , v n−1 (labelled in the same order) as described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other 2n entries zero.
For each Part i (i = 1, 2) (first Part 1, and then Part 2), we also associate to Part i n − 2 minimal vectors (labelled in the same order) as the first n − 2 minimal vectors described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other 2n entries zero. By this way, we obtain another 2(n − 2) minimal vectors of L P : v n , v n+1 , . . . , v 3n−5 (listed via the indicated order). Now, define the following minimal vectors of L P : ).
We claim that the above minimal vectors v 1 , v 2 , . . . , v 3n−1 form a basis of L P . First, we prove that v 1 , v 2 , . . . , v 3n−1 are linearly independent. Suppose that there exist a 1 , a 2 , . . . , a 3n−1 ∈ R such that
For each vector v i (1 ≤ i ≤ 3n − 1), we consider the sum of its entries corresponding to Part 0. This sum is zero if 1 ≤ i ≤ 3n − 3. So, we have a 3n−2 + a 3n−1 = 0. Similarly, by considering the sum of entries corresponding to Part 1, we get a 3n−2 − 2a 3n−1 = 0. So, we obtain a 3n−2 = a 3n−1 = 0. Now, we consider
Considering the entries of v i (1 ≤ i ≤ 3n − 3) corresponding to Part 2, we find that this part of v 3n−3 corresponds to the point (0, 1), while this part of v i (1 ≤ i ≤ 3n − 4) corresponds to the point (0, 0). So, we must have a 3n−3 = 0. Similarly, by comparing the entries corresponding to Part 1, we can obtain a 3n−4 = 0. Clearly, v 1 , v 2 , . . . , v 3n−5 are linearly independent, this completes the proof.
By Lemma 3.1, there exists a basis {w 1 , w 2 , . . . ,
with integers 0 ≤ a ij < a ii (j < i; i = 1, 2, . . . , 3n − 1). From the proof of Theorem 4.4, it follows directly that
Now, consider (4.6) v 3n−1 = a 3n−1,1 v 1 + · · · + a 3n−1,3n−2 v 3n−2 + a 3n−1,3n−1 w 3n−1 .
We let a = a 3n−1,3n−2 and b = a 3n−1,3n−1 . We also suppose that the sums of entries of w 3n−1 corresponding to Part 1 and Part 2 are x and y, respectively. Then by (4.6), we can get the following:
Notice that 0 ≤ a < b. From the second equation, we find that
By the first equation, we get
If x = −2, then we must have b = 1, which implies that
This completes the proof of the theorem. So, it remains to show that x = −1.
We assume that x = −1. Note that y = 1. Considering the point addition related to w 3n−1 as Theorem 2.1, we can see that the sum is not (0, 0) by regarding the first component (actually the first component is 1), which contradict with w 3n−1 ∈ L P . So, we have x = −1. We first associate to Part 0 n − 1 minimal vectors v 1 , v 2 , . . . , v n−1 (labelled in the same order) as described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other 3n entries zero.
For each Part i (i = 1, 2, 3) (first Part 1, then Part 2, and finally Part 3), we also associate to Part i n − 2 minimal vectors (labelled in the same order) as the first n−2 minimal vectors described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other 3n entries zero. By this way, we obtain another 3(n − 2) minimal vectors of L P : v n , v n+1 , . . . , v 4n−7 (listed via the indicated order). Now, define the following minimal vectors of L P : ).
We claim that the above minimal vectors v 1 , v 2 , . . . , v 4n−1 form a basis of L P . First, we prove that v 1 , v 2 , . . . , v 4n−1 are linearly independent. Suppose that there exist a 1 , a 2 , . . . , a 4n−1 ∈ R such that
For each vector v i (1 ≤ i ≤ 4n − 1), we consider the sum of its entries corresponding to Part 0. This sum is zero if 1 ≤ i ≤ 4n−4. So, we have a 4n−3 + a 4n−2 + a 4n−1 = 0. Similarly, by considering the sum of entries corresponding to Part 1 and Part 2 respectively, we get −2a 4n−2 − a 4n−1 = 0 and a 4n−3 + a 4n−2 − a 4n−1 = 0. So, we obtain a 4n−3 = a 4n−2 = a 4n−1 = 0. Besides, similar as before, we can get a 4n−4 = a 4n−5 = a 4n−6 = 0. Clearly, v 1 , v 2 , . . . , v 4n−7 are linearly independent, this completes the proof.
By Lemma 3.1, there exists a basis {w 1 , w 2 , . . . , w 4n−1 } of L P such that v i = a i1 w 1 + · · · + a ii w i with integers 0 ≤ a ij < a ii (j < i; i = 1, 2, . . . , 4n − 1). From the proof of Theorem 4.4, it follows directly that
We put a = a 4n−1,4n−3 , b = a 4n−1,4n−2 and c = a 4n−1,4n−1 . We also suppose that the sums of entries of w 4n−1 corresponding to Part 1, Part 2 and Part 3 are x, y and z, respectively. Then by (4.8), we can get the following:
Notice that 0 ≤ a < c and 0 ≤ b < c. Considering the equation corresponding to y, we have y = −1 and c = a + b + 1. Since 1 = −2a + cz, we find that z = 1 and c = 2a + 1. Thus, we have a = b and c = 2b + 1.
Then, from the equation corresponding to x, we see that 2b + 1 is a divisor of 2b − 1. So, we must have b = 0. Thus, we get c = 1, which implies that v 4n−1 = w 4n−1 . Now, we complete the proof of the theorem. Theorem 4.7. Assume that P satisfies (4.1) with n ≥ m ≥ 5. Then, L P has a basis of minimal vectors.
Proof. We divide the points of P into m parts as follows: We first associate to Part 0 n − 1 minimal vectors v 1 , v 2 , . . . , v n−1 (labelled in the same order) as described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other (m − 1)n entries zero.
For each Part i (1 ≤ i ≤ m − 1) (the order is from 1 to m − 1), we associate to Part i n − 2 minimal vectors (labelled in the same order) as the first n − 2 minimal vectors described in Theorem 3.2, and then extend them to be minimal vectors of L P by setting the other (m − 1)n entries zero. As a result, we get another (m−1)(n−2) minimal vectors: First, we prove that v 1 , v 2 , . . . , v mn−1 are linearly independent. Suppose that there exist a 1 , a 2 , . . . , a mn−1 ∈ R such that From (4.11), it is easy to see that
Besides, similar as before, we can get a mn−2m+2 = a mn−2m+3 = . . . = a mn−m = 0.
Clearly, v 1 , v 2 , . . . , v mn−2m+1 are linearly independent, this completes the proof.
with integers 0 ≤ a ij < a ii (j < i; i = 1, 2, . . . , mn − 1). From the proof of Theorem 4.4, it follows directly that
Fix an integer k with mn − m + 1 ≤ k ≤ mn − 3 and in view of the constructions in (3.2), we suppose that the first entry −1 of v k corresponding to Part j. Then, we consider the sum of entries of v i (1 ≤ i ≤ k) corresponding to Part j. This sum is zero if i < k, and it is equal to -1 if i = k. This implies that a ii=1 and v i = w i for mn − m + 1 ≤ i ≤ mn − 3. Now, we consider
where k = mn − 2. We compute the sum of entries of v i (1 ≤ i ≤ k) corresponding to Part 0 and Part m − 1. This sum is zero if i < k, and it is equal to -1 if i = k. This implies that a kk = 1 and v mn−2 = w mn−2 .
where k = mn − 1. We put b i = a k,mn−m+i for 1 ≤ i ≤ m − 1. For each j (0 ≤ j ≤ m − 1), we assume that the sum of entries of w k corresponding to Part j is x j . Then, we can get a system of linear equations exactly like (3.4):
Thus, as before we can obtain v mn−1 = w mn−1 , which completes the proof of the theorem.
To complete the proof of Theorem 4.1, it remains to consider some special cases. Proof. By the previous discussions, we only need to consider three cases: m = 2 and n = 4, m = 3 and n = 3, and m = 4 and n = 4.
By calculating the determinants with some computer algebra systems (like PARI/GP [8] ) and comparing with Proposition 5.1, one can easily check that the following is true.
If m = 2 and n = 4, the following is a required basis of L P : 
Determinant
For the lattice L P attached to the elliptic curve E, it is easy to compute its determinant.
Proof. Let n = |P|. First, we have [A n−1 : L P ] = n by definition. Besides, it is well-known that det A n−1 = √ n; see [7, Proposition 4.2.2] (one should note that the definition there is slightly different from ours). Thus, we get det L P = n det A n−1 = n 3/2 .
The famous Minkowski-Hlawka theorem asserts that for every k > 1 there exists a lattice L of rank k such that
However, all the current proofs of this theorem are non-constructive. It is still not known how to construct lattices with packing densities satisfying (5.1) for arbitrary k. Here, we can find that the lattices L P can provide several examples with the help of computer.
Proposition 5.2. Assume that 4 ≤ |P| ≤ 47. Then, L P satisfies (5.1).
Covering radius
Let L be a lattice in the Euclidean space V := span R L. The covering radius of L, denoted by µ(L), is defined as the smallest real number r such that any point in V is within distance r from the lattice L. That is µ(L) = max where n = |P|. Here, we will improve this estimate substantially. We first recall a construction in [5, Proof of Theorem 3.4] . Suppose that P = {P 0 , P 2 , . . . , P n−1 } as described in Section 2 such that P 0 = O. Given v = (a 0 , a 1 , . . . , a n−1 ) ∈ A n−1 , since P is a group, there exists some j (0 ≤ j ≤ n − 1) such that a 0 P 0 + a 1 P 1 + · · · + a n−1 P n−1 = P j . Now, define (6.1)ṽ = (a 0 + 1, . . . , a j−1 , a j − 1, a j+1 , . . . , a n−1 ) if j = 0, v if j = 0.
Then, the vectorṽ ∈ L P by Theorem 2.1, and v −ṽ ≤ √ 2. For the convenience of the reader, we first recall some basic results about A n−1 without proof; see Section 6.1 of Chapter 4 in [3] . On the other hand, for any v ∈ A n−1 and x ∈ L P , since all the entries of v − x are integers and v − x ∈ A n−1 , we must have v − x ≥ √ 2 if v = x. So, we actually have
Given an arbitrary point v ∈ V , we can pick a point w ∈ A n−1 such that v − w ≤ µ(A n−1 ); then as (6.1) we define a pointw ∈ L P satisfying w −w ≤ √ 2. Thus, we have v −w ≤ v − w + w −w ≤ µ(A n−1 ) + √ 2, which implies the desired upper bounds.
Finally, let V = span R L P , and w ∈ V defined as Lemma 6.1. Then, we have min
w − x = µ(A n−1 ).
On the other hand, let x 0 be the zero vector. Since w−x 0 = µ(A n−1 ) and x 0 ∈ L P , we have min x∈L P w − x ≤ µ(A n−1 ).
So, we get min x∈L P w − x = µ(A n−1 ).
In view of Theorem 6.2, we can view w as an approximation of a deep hole with respect to L P .
