This paper presents a new method for estimating error degrees in numerical weather prediction via multiple kernel discriminant analysis (MKDA)-based ordinal regression. The proposed method tries to estimate how large prediction errors will occur in each area from known observed data. Therefore, ordinal regression based on KDA is used for estimating the prediction error degrees. Furthermore, the following points are introduced into the proposed approach. Since several meteorological elements are related to each other based on atmospheric movements, the proposed method merges such heterogeneous features in the target and neighboring areas based on a multiple kernel algorithm. This approach is based on the characteristics of actual meteorological data. Then, MKDA-based ordinal regression for estimating the prediction error degree of a target meteorological element in each area becomes feasible. Since the amount of training data obtained from known observed data becomes very large in the training stage of MKDA, the proposed method performs simple sampling of those training data to reduce the number of samples. We effectively use the remaining training data for determining the parameters of MKDA to realize successful estimation of the prediction error degree.
Introduction
Numerical weather prediction is one of the most important research topics in the field of meteorology. Numerical weather prediction enables quantitative calculation of time variation for meteorological elements such as atmospheric pressure, temperature, water vapor content, amount of condensation, wind direction, and wind velocity to estimate their prospective values [1, 2] . Recently, the accuracy of numerical weather prediction has improved due to improvements in meteorological observation devices, meteorological models, and computer technology [3] .
Many previously reported methods for numerical weather prediction have been based on time-series models. Furthermore, several time-series forecasting methods enable dynamically updating of the forecast according to observed results [4, 5] . These methods construct transition models of target elements on the basis of prior knowledge discovered in the target field such as meteorology.
*Correspondence: ogawa@lmd.ist.hokudai.ac.jp Graduate School of Information Science and Technology, Hokkaido University, Sapporo, 060-0814 Japan This means that most studies are based on bottom-up approaches, and optimal models are constructed for each target element. Therefore, if target elements change, such methods must also use other time-series models. For example, if target elements are time-series with seasonal patterns, the models are constructed on the basis of their seasonal characteristics [6, 7] .
Although the performance of numerical weather prediction has improved, large prediction errors might still occur in leading edge technologies. In this paper, we define values obtained by subtracting observed values from predicted values calculated by numerical weather prediction as prediction errors, and they can be written by the following equation: [Prediction error] = [Predicted value] − [Observed value].
In this paper, large prediction errors mean errors for which absolute values of [Prediction error] are large. As stated above, since there might be large prediction errors in numerical weather prediction, meteorologists must constantly monitor observed data and compare them to the predicted values. Furthermore, when large prediction errors occur, meteorologists must also modify the forecast http://asp.eurasipjournals.com/content/2014/1/115 based on the obtained errors. Therefore, the development of methodologies for estimating large prediction errors is important to assist meteorologists who monitor observed data and modify the forecast. Although it is preferable to minimize the prediction error instead of predicting the error, the problem of minimization of the prediction error is as difficult as numerical weather prediction. Therefore, in this paper, we first focus on the easier problem.
Generally, we can estimate whether large prediction errors will occur from known observed data based on some classifiers such as a support vector machine (SVM) [8] . This is related to the idea of outlier detection that has recently been studied [9, 10] . By using this method, it becomes feasible to assist meteorologists performing early detection of large prediction errors and deciding which areas should be monitored carefully. However, since this method can only detect the occurrence of large errors, it is still difficult to estimate their details such as signs and degrees. Specifically, the estimation of 'whether large prediction errors will occur' enables detection of places where absolute differences between predicted values and observed values are large, e.g., larger than a predefined threshold. Then, by regarding such places as positive examples to construct a classifier, it becomes feasible to estimate the locations of large prediction errors. However, since the obtained classifier performs binary classification, it is difficult to determine whether predicted values are larger or smaller than observed values and how large the prediction errors are.
Therefore, we focus on prediction error degree estimation based on ordinal regression. The reason why we adopt this approach is shown below. If observed values become higher or lower than their prediction values, the prediction errors are closely related to their corresponding problems such as disasters. For example, if the precipitation of the observed data is larger than the forecast, it may cause a flood. On the other hand, if it is smaller, a drought may be caused. Thus, the categorized classes become different. Then, these classes are closely related to the error degrees, which represent the corresponding disasters and their scales. Therefore, the proposed method estimates the prediction error degrees based on the ordinal regression.
Note that specialists also perform numerical weather prediction based on their experiences. Specifically, they have many examples for performing numerical weather prediction and modify their prediction results. Therefore, the example-based approach from many training examples is also useful for prediction error degree estimation in numerical weather prediction. This approach is only based on many training examples and does not require the use of sophisticated meteorological models. Thus, the same scheme can be commonly applied to different meteorological elements. From this point of view, we focus on error degree estimation based on ordinal regression using many training examples.
Several methods have been proposed for ordinal regression that estimates categories of ordinal scale, and they are suitable for solving the above problem.
In this paper, we focus on recent ordinal regression methods based on SVM and discriminant analysis [11] [12] [13] . The basic idea for realizing ordinal regression is estimating decision surfaces separating neighboring categories including ordinal scale, and this point is common in other ordinal regression methods that do not adopt SVM and discriminant analysis. The SVM-based methods regard separating hyperplanes as decision surfaces considering ordinal scales to keep the robustness realized by its generalization characteristic. On the other hand, discriminant analysis-based methods maximize between-class variance and minimize within-class variance to separate neighboring categories with maintenance of their ordinal scales. The details of the above methods are shown below.
First, we focus on methods based on an SVM [11, 12] . Specifically, SVM-based methods calculate separating hyperplanes, which are determined by only some training data, i.e., support vectors, and all other training data are irrelevant to the determination of hyperplanes. This is the biggest advantage of the SVM-based methods. On the other hand, these methods tend to not grasp the global distribution of target data. Specifically, the distributions of target data have directions. In such cases, the separating rules should be determined according to the directions of class distributions. However, SVM-based methods focus on support vectors, and separating hyperplanes are determined without considering the global distribution of each class, although this point is the biggest contribution of SVM.
Sun et al. proposed an attractive approach for ordinal regression based on kernel discriminant analysis (KDA) in [13] . KDA is a kernel version of linear discriminant analysis (LDA) [14] . It was introduced in [15] and generalized to more than two classes in [16] and [17] . The method in [13] focuses on a characteristic that discriminant analysis can concern global information of data with distribution of classes for classification. Furthermore, by introducing a rank constraint into KDA, successful ordinal regression can be realized. Specifically, LDA-based methods including their kernel versions consider the distribution of each class, i.e., the within-class covariance matrix and the between-class covariance matrix are used for taking into account the distribution direction. Therefore, the projection direction based on discriminant analysis, which can use the global distributions, is obtained for the ordinal regression.
It is expected that the KDA-based method can be extended to a multiple kernel version. Liu et al. proposed a novel unsupervised non-parametric kernel learning http://asp.eurasipjournals.com/content/2014/1/115 method, which can seamlessly combine the spectral embedding of unlabeled data and manifold regularized least squares to learn non-parametric kernels efficiently [18] . From the above discussion, we focus on the KDAbased ordinal regression extended to a multiple kernel version for error degree estimation in numerical weather prediction in this paper. Many researchers have studied multiple kernel learning (MKL) algorithms [19] [20] [21] . Furthermore, when focusing on the parameterized combination approach, it is known that MKL algorithms do not always outperform single kernel-based algorithms if the combination parameters of the MKL algorithms and parameters of the kernels used are not appropriately determined [19] . Thus, their determination is important to guarantee the final estimation performance.
Other than the abovementioned ordinal regression methods, several attractive ordinal regression approaches have been proposed. For example, Srijith et al. proposed a leave-one-out Gaussian process ordinal regression method, which enables model selection based on the leave-one-out cross-validation technique [22] . Furthermore, sparse modeling of Gaussian process ordinal regression enables reduction of computation cost. In [23] , neural network threshold ensemble models are proposed, enabling an improvement in the performance of ordinal regression of the threshold models. Seah et al. proposed a new transductive ordinal regression method that introduces the transductive approach into the general ordinal regression problem [24] . Liu et al. proposed a neighborhood preserving ordinal regression method that tries to extract multiple projection directions from the original dataset according to maximum margin and manifold preserving criteria [25] .
Finally, we organize our main focus of this paper into several points. In this paper, we try to perform accurate prediction error degree estimation based on ordinal regression. From this point of view, we limit our main focus to the following points.
(i) Prediction error degrees of different kinds of meteorological elements should be estimated in the same manner. (ii) In numerical weather prediction, there are common characteristics, e.g., use of atmospheric movements is commonly effective for different meteorological elements. Thus, it is suitable to adopt them for prediction error degree estimation. (iii) Since several meteorological elements affect each other, prediction error degree estimation should be performed by integrating these heterogeneous elements.
The first point is the motivation for adopting an examplebased method using ordinal regression instead of adopting a meteorological model-based method. The second and third points are useful for implementing ordinal regression concerning numerical weather prediction. When applying ordinal regression to prediction error degree estimation, we have to consider the above points. So far, these points have not been addressed in previously reported methods.
In this paper, we present a new method for error degree estimation in numerical weather prediction via multiple kernel discriminant analysis (MKDA)-based ordinal regression.
We use ordinal regression based on KDA, which can concern global information of the target data, and try to improve it by using a multiple kernel scheme. The proposed method represents error degrees by multiple ordinal ranks and performs error degree estimation for prospective values from known observed data by using the KDA-based ordinal regression. Furthermore, we introduce the following novel points into this approach to realize successful estimation of prediction error degrees. First, in order to accurately calculate input features used for the ordinal regression, the proposed method uses not only previously observed prediction errors in a target area but also those propagated from its neighboring areas based on atmospheric movements. Since prediction errors tend to be propagated to neighboring areas according to atmospheric movements, this characteristic should be considered in prediction error degree estimation. In the proposed method, the amount of available training data used for the KDA-based ordinal regression, which are extracted from all observed areas, becomes huge. Since the kernel methods depend only on computation involving inner products of those training data in the feature space, it is difficult to directly apply the above approach to such a huge amount of training data. Thus, a simple sampling scheme of training data is adopted, and the use of a kernel method becomes feasible. Fortunately, by using the remaining training data removed after the sampling, the proposed method performs effective parameter determination by the following novel approach. The proposed method tries to introduce the multiple kernel scheme into the KDA-based ordinal regression to merge multiple meteorological elements. Various kinds of meteorological elements can be used for estimating prediction error degrees of a target meteorological element, and their features are heterogeneous. Therefore, in order to merge such heterogeneous features, the proposed method introduces the multiple kernel scheme into the ordinal regression. As described above, a multiple kernel scheme does not always improve the performance [19] . In order to avoid performance degradation, we focus on the use of the remaining large amount of training data removed after the sampling scheme. This means that we separately use training data for performing KDA-based ordinal regression http://asp.eurasipjournals.com/content/2014/1/115 and the combination parameter settings in the multiple kernel scheme to keep the robustness. Furthermore, not only the combination parameters but also the parameters of the kernels used can be determined by the same manner in our method.
Then, accurate prediction error degree estimation becomes feasible.
Prediction error degree estimation via MKDA-based ordinal regression
This section presents a method for error degree estimation in numerical weather prediction using MKDA-based ordinal regression. In this paper, we define prediction error degrees as several ordered discrete ranks. Specifically, we divide the axis of the prediction error into several intervals and assign a symbol, which corresponds to the prediction error degree, for each interval as shown in the example in Figure 1 . As shown in Figure 2 , the proposed method tries to estimate the unknown prediction error degree that will occur in the forecast in each area from known observed meteorological data. Specifically, from observed data obtained several hours ago, the prediction error degree is estimated for each area based on MKDAbased ordinal regression. In order to perform training of MKDA, we have to provide pairs of features extracted from the observed meteorological data and known prediction error degrees. Therefore, those training pairs are prepared from past observation times, e.g., a few days before the target day for which prediction error degrees are estimated. Section 2.1 presents details of feature extraction from meteorological data, and Section 2.2 presents an algorithm for estimating the prediction error degree based on ordinal regression using MKDA.
Feature extraction from meteorological data
This subsection presents details of feature extraction from meteorological data. Using the proposed method, we try to estimate the prediction error degree in each area by using features calculated from 'previously observed errors of a target meteorological element and some other related elements' and 'their time variations' in the same area and its neighboring areas. Only features of neighboring areas in which the atmospheres move to the target area affect the prediction error degree estimation of the target area.
Suppose that prediction error degree estimation of a target meteorological element F 0 is performed in area p at time t. Furthermore, it is assumed that the prediction errors of several related meteorological elements including F 0 , F l (l = 0, 1, · · · , L; L + 1 being the number of meteorological elements used for calculating features) at time t − s t (s = 0, 1, · · · , S) are known, where the index s is used for referring to the current or past time steps. The proposed method calculates time average and maximum and minimum values of the prediction errors e l (p, t),
, respectively, and the average of their time variations x tv l (p, t) between time t−(s+1) t and t−s t for each meteorological element F l in each area p as feature values. In this section, e l (p, t) represents the prediction error of meteorological element F l in area p at time t. In detail,
, and x tv l (p, t) can be obtained as follows:
where
Prediction error of temperature (i) Divide the axis of the prediction error into K intervals (K=7 in this example).
(ii) Assign K symbols to the obtained intervals.
(iii) Regard each symbol as a prediction error degree. For calculating the four features x ave l (p, t), x max l (p, t), x min l (p, t), and x tv l (p, t) of the target area p for meteorological element F l at time t, the errors e l (p, t), e l (p, t − t), e l (p, t −2 t), · · · , e l (p, t −S t) are used. This means that errors in the same area p at current and past times are used for the calculation. Note that in Equations 1 to 5, the index l is used for referring to the lth meteorological element F l .
Furthermore, in order to use the prediction errors that are propagated from neighboring areas to the target area based on atmospheric movements, motion vectors representing atmospheric movements between time t − t and time t are obtained by using observed wind velocities for each area. Then, the feature x neighbor l (p, t) of the prediction error for meteorological element F l propagated from the neighboring areas to the target area p is obtained by the following equation:
where average [·] is an operator calculating the average values. Furthermore, R (p,t) represents a set of areas in which atmospheres move to the target area p from time t − t to time t. Specifically, by denoting the atmospheric movement of area p * from time t − t to time t as v(p * , t − t), R (p,t) can be represented as follows:
By using the atmospheric movements, we can select areas in which atmospheres move to the target area p from time t − t to time t. As shown in Equation 7, we define the neighbor of p. In this equation, the neighbor is a set of areas p * satisfying p * + v (p * , t − t) ≈ p. This means p * + v (p * , t − t) − p c < is satisfied for a small positive constant . Note that · c represents the chessboard distance. In this study, we set to 5 km. Since the distance between the most neighboring areas is 5 km in the dataset used in the experiments, we set to 5 km. Therefore, if the distance between the most neighboring areas http://asp.eurasipjournals.com/content/2014/1/115 changes, we should also change . Furthermore, it is well known that if the distance between the most neighboring areas becomes smaller, the performance of the numerical weather prediction also becomes better. Similarly, it can be expected that the performance of the prediction error degree estimation becomes better if the distance between the most neighboring areas becomes smaller. As shown in the example in Figure 3 , the atmospheres of six areas, i.e., yellow areas, move to the target area p. Therefore, these six areas are regarded as neighbors. Then, the prediction errors e l (p * , t − t) of these six areas p * in the previous time step t − t are averaged, and the feature x neighbor l (p, t) is obtained. If none of the areas are moving into the target area p, x neighbor l (p, t) is set to zero in our method. By using the features in Equation 6 , the influence of prediction errors propagated to the target area p can be considered.
From the features
, and x neighbor l (p, t) (l = 0, 1, · · · , L), we can define a feature vector for each area p at time t. Note that these five features in area p at time t for meteorological element F l can be calculated from several isometric surfaces in the proposed method. Therefore, given the number of isometric surfaces as J, 5J features are obtained in area p at time t for each meteorological element F l . Then, for each area p at time t, a total of d (= 5J × (L + 1)) features is obtained, i.e., a d-dimensional feature vector is finally obtained.
Algorithm for estimation of prediction error degree
This subsection presents an algorithm for estimating prediction error degrees using MKDA-based ordinal regression. The proposed method estimates class labels, i.e., prediction error degrees at each area p, from the features obtained as described in the previous subsection.
First, we denote a set of training data (x i , y i ) ∈ R d × R (i = 1, 2, · · · , M; M being the number of training samples) as T M . Each x i ∈ R d is a d-dimensional (d being the number of features shown in the previous subsection) input feature vector, and y i ∈ {1, 2, · · · , K } is the corresponding ordered class label, where K is the number of classes. This label can be obtained by quantizing the known prediction error of target meteorological element F 0 into K ranks as shown in the example in Figure 1 . In Figure 1 , K is set to seven. Furthermore, the proposed method maps x i into the feature space via a nonlinear map [26] , and φ(x i ) ∈ F is obtained. In the proposed method, φ(·) is a nonlinear map which projects an input vector to high-dimensional feature space. Furthermore, F represents this high-dimensional feature space. Note that its dimension depends on the definition of the corresponding kernel function of the nonlinear map φ(·).
Since φ(x i ) is high-dimensional or infinite-dimensional, it may not be possible to calculate them directly. Fortunately, it is well known that the following computational procedures depend only on the inner products in the feature space, which can be obtained from a suitable kernel function [26] . Given two vectors x m and x n ∈ R d , our method uses the following multiple kernel functions:
where γ l represents the weight of the lth kernel κ l (·, ·) and satisfies γ l ≥ 0 and L l=0 γ l = 1. The superscript denotes the vector/matrix transpose in this paper. Furthermore, E l in Equation 8 is a diagonal matrix whose diagonal elements are zero or one, and it enables the extraction of features of meteorological element F l that are used for the lth kernel κ l (·, ·). Specifically, the dimension of vectors x m and x n is d(= 5J × (L + 1)) as defined in the previous subsection, and each extraction matrix E l extracts 5J features of each meteorological element F l . In the proposed method, the multiple kernel scheme is applied to different meteorological elements. Since we use L + 1 kinds of meteorological elements, L + 1 kernels are linearly combined in Equation 8 . As shown in the previous subsection, various kinds of meteorological elements can be used for estimation of the prediction error degree. Thus, the proposed method extends the kernel function to a multiple kernel version as shown in Equation 8. Then, by successfully determining the parameters γ l (l = 0, 1, · · · , L) in the multiple kernel function, the features can be mapped into the optimal feature space, enabling accurate ordinal regression. It is important to successfully determine the parameters γ l , and details of their determination are shown in Section 2.2.2. Note that κ l (·, ·) of each meteorological element F l is set to the well-known Gaussian kernel in our method.
Sampling of training data
Note that when the kernel method is adopted, direct use of MKDA, for which computation depends only on the inner products in the feature space, becomes difficult due to the large amount of training data.
Therefore, the proposed method uses a sampling scheme.
Specifically, we regard the error data e l (p, t) at time t as two-dimensional signals and perform their downsampling.
Then, the new sampled training data (x i , y i ) (i = 1, 2, · · · , N; N < M) can be obtained, where (x i , y i ) is redefined, and N is the number of new training samples. In the following explanations of training of MKDA, we use these training data (x i , y i ) (i = 1, 2, · · · , N). Also, we denote a set of these sampled training data as T N .
By reducing the number of training samples, the performance of the KDA-based ordinal regression tends to become worse. Note that in the proposed method, we regard the error data e l (p, t) as two-dimensional signals and perform their downsampling. Generally, neighboring areas in meteorological data tend to have similar features, and it seems that the distribution of training data is not drastically changed by the sampling. Thus, performance degradation tends to be avoided. Furthermore, in the proposed method, the remaining training data in T M − T N , which are removed by the sampling, can be used for estimating γ l (l = 0, 1, · · · , L) in Equation 8. Fortunately, by using these remaining data, we can improve the performance of the error degree estimation based on the multiple kernel scheme. The details are shown in 2.2.3.
Derivation of MKDA
The objective of the discriminant analysis is to find a projection w from which different classes can be well separated. Specifically, we first define within-class and between-class scatter matrices as follows:
In the above equations, x k j j = 1, 2, · · · , N k corresponds to x i (i = 1, 2, · · · , N) belonging to the kth class (i.e., y i = k), and m k denotes the mean vector of φ(x k j ) belonging to the kth class as shown in Equation 11 .
stands for the mean vector of all samples x i (i = 1, 2, · · · , N). Generally, the objective of the discriminant analysis can be achieved by the following equation:
In the proposed method, we perform ordinal regression with K ordered classes. Therefore, the goal of our method is to find the optimal projection w satisfying the following two points:
1. The projection w should minimize the within-class distance and maximize the between-class distance simultaneously. 2. The projection w should ensure ordinal information of different classes, i.e., the average projection of http://asp.eurasipjournals.com/content/2014/1/115
samples from higher rank classes should be larger than that of lower rank classes.
Therefore, the formulation for the MKDA-based ordinal regression is derived from [13] as follows:
where C > 0 represents a penalty coefficient. The above equation minimizes the within-class distances. Furthermore, instead of using the between-class scatter matrix directly, the above equation tries to maximize the distance between the two projected means from the closest pair of classes. Specifically, Equation 12 tries to minimize the within-class distance and maximize the between-class distance simultaneously. On the other hand, Equation 13 reformulates the problem of Equation 12. The within-class distance is minimized from w S w w in J(w, ρ). Furthermore, instead of directly maximizing the between-class distance, a new constraint w m k+1 − m k ≥ ρ (k = 1, 2, · · · , K − 1) is introduced. In this way, our MKDA-based ordinal regression tries to estimate the projection w minimizing within-class distance with the constraint of ordinal information. Thus, the distribution direction can be considered by using the within-class scatter matrix S w in Equation 13 . In MKDA, the projection w is high-dimensional or infinite-dimensional and cannot be calculated directly. Thus, the projection w is written as follows:
where β i (i = 1, 2, · · · , N) is a linear coefficient, and
In the proposed method, we derived Equation 14 by using the method in [13] . In several kernel methods such as KDA and KPCA, the projection is represented by a linear combination of the samples. Therefore, we adopt the above derivation. However, derivation of the representer theorem in a multiple kernel case is not so straightforward. In the proposed method, we approximately use the derivation of Equation 14 . Since the theoretical analysis of this approximation cannot be shown in this paper, this will be a future work of our study. By using Equations 9, 11, and 14 and J(w, ρ) and w m k+1 − m k in Equation 13 are respectively rewritten as follows:
The problem of w in Equation 13 can be rewritten as that of β as follows:
In order to solve Equation 20, we define the following Lagrangian equation:
where α = α 1 , α 2 , · · · , α K −1 represents a vector containing Lagrange multipliers. Then, by calculating ∂L ∂β = 0 http://asp.eurasipjournals.com/content/2014/1/115 and ∂L ∂ρ = 0, the following equations are respectively obtained:
From the above equations, the optimization problem in Equation 20 is turned into
The proposed method estimates the optimal result of α by using the penalty method [27] .
MKDA-based ordinal regression and determination of kernels' contributions
As shown in the above explanation, we can obtain the optimal projection of w from β obtained by α. From the obtained optimal projection w, the rank of an unseen input feature vector x, i.e., the prediction error degree at each area p, can be estimated by the following decision rule:
where b k is defined as
Then, from Equations 14 and 26, Equation 25 is rewritten as follows:
The above equation enables ordinal regression for estimating prediction error degrees.
Note that since our method adopts a multiple kernel algorithm, we also have to determine γ = [γ 0 , γ 1 , · · · , γ L ] in Equation 8 . Some methods such as simple MKL [21] have been proposed for determining γ . However, if the simple MKL is used for estimating the parameters of the linear combination of kernels, successful performance of the error degree estimation is not possible. We guess when using the simple MKL, the result of γ that provides w opti-mal for Equation 13 is obtained from the sampled training data, and the generalization characteristic becomes worse, and then a phenomenon similar to overfitting occurs. This means that the fitting of γ tends to strongly depend on the sampled training data. Furthermore, it has been reported that the MKL approach does not always outperform a single kernel-based approach [19] . Thus, it is important to determine γ in such a way that the performance can be guaranteed for other new samples to keep the robustness.
Fortunately, we have the other remaining training data (x i , y i ) included in T M − T N , which are removed by the sampling scheme. Therefore, we use them and verify the estimation performance of the error degrees, and the best result of γ is determined by an exhaustive search. Generally, the statistical characteristics of the test data tend to be slightly different from that of the training data. Therefore, in order to make the proposed method robust to this difference, we use the other remaining training data included in T M −T N . Specifically, the proposed method changes the values of γ l (l = 0, 1, 2, · · · , L) as 0.1, 0.2, · · · , 1.0 with the constraints of γ l ≥ 0 (l = 0, 1, 2, · · · , L) and L l=0 γ l = 1.0. Then, the problem in Equation 28 is optimized with α. Furthermore, for the data (x i , y i ) included in T M − T N , which are the remaining training data after the sampling, we perform the estimation of prediction error degrees and calculate their mean absolute errors.
Specifically, the errors between the estimated error degree f (x i ) in Equation 31 and the true rank y i are calculated. Finally, we output the optimal result of γ that provides the most accurate estimation results, i.e., the minimum mean absolute error. By using this exhaustive search procedure, the proposed method enables determination of the multiple kernel function. Note that in the same way as γ , the proposed method estimates the parameter of the Gaussian kernel for each meteorological element, where the searching interval is set to 0.5.
In this way, we can perform prediction error degree estimation by using ordinal regression based on MKDA. In numerical weather prediction, various observed inputs, i.e., various input feature vectors, are obtained. Since discriminant analysis can consider the global information of the data with the distribution of the classes, the proposed method adopts it for the estimation. Furthermore, the proposed method adopts sampling of the training data and effectively uses the remaining data for estimating the optimal parameters of the multiple kernel scheme. This is the biggest difference between the proposed method and the conventional KDA-based method.
Experimental results
In order to verify the performance of the proposed method, this section shows results obtained by applying the proposed method to real data of numerical weather prediction. In this experiment, we used three datasets http://asp.eurasipjournals.com/content/2014/1/115 obtained by numerical weather prediction performed in January 2010, the data being provided by the Japan Weather Association. As shown in Figure 4 , each dataset contains prediction and observed data for 4 days, and the three datasets are obtained by using a sliding window including 4 days, the sliding interval of which is set to half a day. We assumed that the data at 3, 6, and 9 h after the beginning of the forecast were all known to calculate the feature vector, and we performed error degree estimation at 12 h after the beginning of the forecast by using these known data. Therefore, S = 2, i.e., S + 1 = 3 time steps were used for calculating feature vectors to estimate error degrees in these experiments. Furthermore, t was 3 h. Then, the training procedures were performed by using the data for the first 3 days, and verification of the prediction error degree estimation was performed for the remaining 1 day, i.e., the training and test corresponded to the first 3 days and the remaining 1 day (fourth day), respectively. The data used for the training and the test are specifically shown as follows:
Dataset 1:
Training: 'Jan. 15th 0:00-12:00', 'Jan. 16th 0:00-12:00', 'Jan. 17th 0:00-12:00' Test: 'Jan. 18th 0:00-12:00' Dataset 2: Training: 'Jan. 15th 12:00-24:00', 'Jan. 16th 12:00-24:00', 'Jan. 17th 12:00-24:00' Test: 'Jan. 18th 12:00-24:00'
Dataset 3:
Training: 'Jan. 16th 0:00-12:00', 'Jan. 17th 0:00-12:00', 'Jan. 18th 0:00-12:00' Test: 'Jan. 19th 0:00-12:00' Each dataset contains 52,300 areas, and the error degree estimation results for test data are obtained from those 52,300 areas. In addition, for example, the details of the training data and the test data in Dataset 1 are the following combinations (pairs of the features and the labels). Training data (52, 300 × 3(= M) samples) ('Features extracted from 3:00, 6:00, and 9:00 on Jan. 15th', 'known error degrees at 12:00 on Jan. 15th') ('Features extracted from 3:00, 6:00, and 9:00 on Jan. 16th', 'known error degrees at 12:00 on Jan. 16th') ('Features extracted from 3:00, 6:00, and 9:00 on Jan. 17th', 'known error degrees at 12:00 on Jan. 17th') Test data (52,300 samples) ('Features extracted from 3:00, 6:00, and 9:00 on Jan. 18th', 'unknown error degrees at 12:00 on Jan. 18th') Furthermore, the target meteorological elements F 0 , whose error degrees are estimated, and other elements used to calculate features for the estimation are shown in Table 1 , where multiple isopiestic surfaces represent those of 1,000 hPa, 950 hPa, 925 hPa, 850 hPa, 700 hPa, 500 hPa, and 300 hPa. As shown in Table 2 , we respectively set seven ranks corresponding to the prediction error degrees for each target element in Table 1 in this experiment.
Figure 4
Overview of the experimental conditions. Each dataset contains prediction and observed data for 4 days, where the first 3 days and the the remaining 1 day respectively correspond to the training and the test. Data at 3, 6, and 9 h after the beginning of the forecast were used for error degree estimation at 12 h after the beginning of the forecast. http://asp.eurasipjournals.com/content/2014/1/115 We simply set K to 7, and there is no specific reason. This value should be determined to the optimal value for target meteorologists who monitor meteorological elements. Then, by using the features calculated from the previously known prediction errors caused in the target element F 0 and some other elements (corresponding to F 1 and F 2 ), unknown error degree estimation of each target element shown in the left side of Table 1 is performed.
In this experiment, the number of kernels, i.e., the number of meteorological elements, L + 1, is 3. Since three kinds of data, 'temperature', 'relative humidity', and 'wind velocity', are used, the number of meteorological elements L + 1 becomes 3. Note that for each meteorological element, five features shown in Section 2.1 are calculated from eight isopiestic surfaces, i.e., J = 8, where the eight isopiestic surfaces correspond to those of the ground, 1000 hPa, 950 hPa, 925 hPa, 850 hPa, 700 hPa, 500 hPa and 300 hPa. Thus, 40 (= 5 × 8) features are input to each kernel corresponding to each meteorological element. Then the number of all features is d = 120 (= 40 × 3) in this experiment. Specifically, we performed the estimation by using the proposed method and the following conventional methods: SVOR-IMC [11] , SVM-EBC [12] , and the simple KDA [13] . Since these conventional methods are benchmarking methods and state-of-the-art methods of ordinal regression, they are suitable for comparison with the proposed method.
First, we show the estimation performance of prediction error degrees by the proposed method and the conventional methods. Figure 5a ,b,c,d,e shows the results obtained by estimating the prediction error degrees of 'temperature on the ground' in each area based on the proposed and conventional methods.
Note that the parameters used in the proposed method are the number of sampled training data N and C in Equation 13 , the weights of the kernels γ l (l = 0, 1, 2, · · · , L), and the parameters of the Gaussian kernels. First, N was simply set to M 300 . Next, we set the value of C to 0.1, but the final results of error degree estimation do not depend on C, the proof of which is shown in Appendix 1. As shown in 2.2.3, the weights of the kernels γ l (l = 0, 1, 2, · · · , L) and the parameters of the Gaussian kernels can be automatically determined by the proposed method.
Tables 3, 4, 5 respectively show the results of γ l automatically obtained by the proposed method, and Table 6 shows the parameters of the Gaussian kernels determined by the proposed method. Note that the parameters of the conventional methods were determined on the basis of the schemes shown in their papers. In Figure 5a ,b,c,d,e, black regions represent areas for which data cannot be obtained. For better subjective evaluation, zoomed portions of Figure 5a ,b,c,d,e are shown in Figure 5f ,g,h,i,j. Furthermore, Figure 5k ,l,m,n,o shows the differences between estimated prediction error degrees and true degrees. In these results, the intensity represents the absolute difference, and if the intensity is brighter, the absolute difference is larger. Since Figure 5k does not contain any errors, the whole areas become black (zero). From the obtained results, it can be seen that the proposed method successfully estimates the prediction error degrees without suffering from large misestimation compared to the conventional methods. Figures 6 and 7 also show the results obtained by applying the proposed and conventional methods to the other elements shown in Table 1 . From these results, it can be confirmed that the proposed method enables more successful estimation for various kinds of meteorological elements. . (f, g, h, i, j) . Zoomed portions of (a, b, c, d, e), and (k, l, m, n, o) absolute differences between the true prediction error degrees and estimated results in (f, g, h, i, j) .
The above experiments were performed on a personal computer using Intel(R) Core(TM) i7 960 CPU 3.20 GHz with 24.0 Gbytes RAM. The proposed method was implemented by using Matlab. The average computation time for the training procedures in our method is about 4.67 × 10 3 s for Datasets 1 to 3, respectively. The average computation time for the test procedures is about 6.02 × 10 2 s for Datasets 1 to 3, i.e., 1.15 × 10 −2 for each area, respectively. From the obtained results, the computation costs of the training procedures are much larger than those of the test procedures. In the proposed method, we use an exhaustive search for determining the combination parameters of multiple kernels and the parameter of each kernel. Thus, high computation costs are required. However, the exhaustive search can be simply parallelized for each Results of γ l (l = 0, 1, 2) obtained by the proposed method when estimating the prediction error degree of 'temperature on the ground'. γ 0 , γ 1 , and γ 2 respectively represent the weights of the kernels for temperature, relative humidity, and wind velocity.
combination of parameters. Therefore, by introducing a parallel search for the parameters, the above computation time for the training procedures can be reduced to about 8.96 s. Next, we show quantitative evaluation results of the proposed method and the conventional methods. In this experiment, we adopted the following two evaluation metrics:
1. Mean absolute error (MAE): mean of absolute errors between estimated prediction error degrees and their true degrees 2. Mean square error (MSE): mean of square errors between estimated prediction error degrees and their true degrees Results of γ l (l = 0, 1, 2) obtained by the proposed method when estimating the prediction error degree of 'relative humidity on the ground'. γ 0 , γ 1 , and γ 2 respectively represent the weights of the kernels for relative humidity, temperature, and wind velocity. http://asp.eurasipjournals.com/content/2014/1/115 Results of γ l (l = 0, 1, 2) obtained by the proposed method when estimating the prediction error degree of 'wind velocity on the ground'. γ 0 , γ 1 , and γ 2 respectively represent the weights of the kernels for wind velocity, temperature, and relative humidity.
We used MAE since the KDA-based ordinal regression in [13] adopted it for the evaluation. Furthermore, in order to evaluate which methods can avoid large misestimation of the prediction error degree, we used MSE in the experiments.
The error degree is defined as shown in Table 2 . Therefore, the results of the prediction error degree have values ranging over 1, 2, · · · , 6, 7. In the experiments, we calculated MAE and MSE from these values. Tables 7 and 8 show the results for MAE and MSE, respectively, obtained by applying our method and the conventional methods to the three datasets. Thus, in each meteorological element, the MAE and MSE were calculated from 156,900 areas. Note that in these tables, we also show the results of a method that does not consider the propagation of prediction errors based on atmospheric movements. We simply call this method 'proposed method without propagation (PM-WP)'.
From the obtained results, the proposed method enables more accurate estimation than does the PM-WP. Therefore, it can be confirmed that the calculation of features obtained by using the propagation of prediction errors based on atmospheric movements tends to be effective in our method. Furthermore, by comparing with the KDAbased method [13] , we can also see that introduction of the multiple kernel algorithm into the proposed method is effective. From these tables, we can see that the proposed method tends to perform more accurate estimation than do the conventional methods. The proposed method realizes the most accurate performance when using the MSE. Thus, since the MSE becomes lower, it seems that our method can avoid large misestimation of the prediction error degree. We performed a statistical test, Welch's t test, to confirm the difference between the results of the proposed method and the conventional methods in Tables 7 and 8 . The results with the significance level set to 0.05 are shown. The details of the statistical test are shown in Appendix 2. In Tables 7 and 8, when the difference between the proposed method and the conventional method was confirmed by this test, the values of the corresponding conventional method are italicized. Therefore, the superiority of our method can be confirmed from this statistical test.
From the above subjective and quantitative evaluations, the effectiveness of the proposed method can be verified. As shown in the discussion of quantitative evaluation, the calculation of features considering atmospheric movements and the use of a multiple kernel scheme are suitable for estimation in the proposed method. Figure 8 shows examples of the projection results of training data and test data for the meteorological element 'temperature on the ground' . It can be seen that training and test samples are almost projected orderly. Although there are overlaps between neighboring ranks, the samples of the test data tend to be projected with maintenance of their ranks. Therefore, these results also reflect the effectiveness of our method.
In order to improve the performance of the proposed ordinal regression approach, the introduction of several state-of-the-art methods would be useful. For example, if a sufficient number of training samples cannot be obtained, the introduction of transductive ordinal regression [24] would be useful for improving the performance of the proposed method. Furthermore, as the number of the meteorological elements becomes larger, the exhaustive search for optimal parameters becomes difficult. In a such case, the introduction of several other approaches for learning kernels such as the approach in [18] may also solve this problem. This point is discussed in detail in the following section.
Conclusions
An MKDA-based ordinal regression method for estimating error degrees in numerical weather prediction was presented in this paper. In the proposed method, KDAbased ordinal regression is used for the estimation of prediction error degree, and the following approaches were newly adopted. Since multiple meteorological elements that have propagated from neighboring areas based on atmospheric movements are related to prediction errors in the target area, we calculated those features from observed wind velocities and merged them by using a multiple kernel algorithm. This improved the performance of error degree estimation based on KDA-based ordinal regression. Then, the proposed method enabled successful ordinal regression, i.e., successful estimation of . (f, g, h, i, j) Zoomed portions of (a, b, c, d, e) and (k, l, m, n, o) absolute differences between the true prediction error degrees and estimated results in (f, g, h, i, j). prediction error degrees. This was also confirmed from experimental results obtained by applying our method and conventional methods to real data of numerical weather prediction.
In the proposed method, it becomes difficult to adopt the exhaustive search for determining γ when the number of meteorological elements becomes larger. Therefore, we will have to solve this problem by using some alternative schemes. First, it would be useful to limit the number of the meteorological elements used for estimating each target meteorological element. This approach is similar to the feature selection, i.e., we select the elements that are the most useful for estimation of the target meteorological element. It should be noted that in the experiments described in this paper, we simply selected the three elements that tend to affect each other from the view point of meteorology. Second, we can use some alternative selection algorithms of the best results of γ instead of the exhaustive search. Many optimization methods that can avoid an exhaustive search have been proposed, and a genetic algorithm is one of the most traditional optimization approaches. By using such approaches, we can avoid an exhaustive search and enable the use of more meteorological elements for estimating the target meteorological elements. Some other approaches for learning The second-best method. c The third-best method. PM-WP, proposed method without propagation. In addition, temperature, relative humidity, and wind velocity respectively represent temperature on the ground, relative humidity on the ground, and wind velocity on the ground. When the difference between the proposed method and the conventional method was confirmed by Welch's t test, the values of the corresponding conventional method are italicized.
kernels such as the approach in [18] may also solve this problem. This provides a solution to the problem of the need to tune optimal kernel parameters. This method can be easily extended to a supervised scenario, and it has also been reported that it can outperform the conventional multiple kernel learning approaches. Therefore, the introduction of this method will improve prediction performance.
Note that as shown in [28] , it was reported that KDAbased ordinal regression could not outperform a straightforward approach such as that in [29] . Therefore, we should examine the relationship between the performance of methods and applied datasets from simple toy data toward a large amount of real data since we confirmed the performance of our method by using only data obtained in numerical weather prediction.
The above points should be examined in future work.
Appendices

Appendix 1
In this appendix, we show the proof that the final results of the error degree estimation do not depend on C. Specifically, given
α k r k+1 − r k s.t. α k ≥ 0, k = 1, 2, · · · , K − 1
we denote its optimal solution as α * . Furthermore, by multiplying C by a positive constant λ, the following problem can be also obtained:
Then, the optimal solution of α λ = α 1 λ , α 2 λ , · · · , α K −1 λ satisfying K −1 k=1 α k λ = λC can be obtained. Next, from the above equations, J 2 (α λ ) = J 2 (λα) = λ 2 J 2 (α). Then, the optimal solution of Equation 29 becomes λα * since J 2 (α) becomes minimum when α = α * . Therefore, if we mul-http://asp.eurasipjournals.com/content/2014/1/115
Projection results
Frequency (a)
Projection results Frequency (b) Figure 8 Projection results of training and test data. These results were obtained by applying the proposed method to the data of 'temperature on the ground'. (a) Histogram of projection results for the training data. (b) Histogram of projection results for the test data. Since the number of the test samples is much larger than that of the training samples, the graph of the test data becomes smoother than that of the training data.
tiply C by λ, the optimal solution also becomes λ times larger. Consequently, since
β also becomes λ-times larger, and
does not depend on λ. From the above explanation, we can see that the final results of the rank estimation do not depend on C.
Appendix 2
We show the details of the statistical test shown in the experiment section. First, we define the following evaluation value: where y is an estimated error degree by a method, and y g is a correct error degree (ground truth). Given two methods, A and B, t is defined by
whereĒ A andĒ B are the averages of E in Equation 32 for methods A and B, and thus, they correspond to MAE or MSE. Furthermore, S 2 A and S 2 B are the variances of E in methods A and B, respectively. The number of data (N A = N B ) is the same value 156,900 (= 52, 300 × 3). The degree of freedom ν is calculated as
