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Abstract
The framework of Integral Quadratic Constraints (IQC) reduces the computation
of upper bounds on the convergence rate of several optimization algorithms to a
semi-definite program (SDP). In the case of over-relaxed Alternating Direction
Method of Multipliers (ADMM), an explicit and closed form solution to this SDP
was derived in our recent work [1]. The purpose of this paper is twofold. First,
we summarize these results. Second, we explore one of its consequences which
allows us to obtain general and simple formulas for optimal parameter selection.
These results are valid for arbitrary strongly convex objective functions.
1 Introduction
Consider the optimization problem
min
x∈Rp,z∈Rq
{f(x) + g(z)} subject to Ax+Bz = c, (1)
where A ∈ Rr×p, B ∈ Rr×q , and c ∈ Rr. We consider ADMM applied to problem (1) under the
assumption that f(x) is strongly convex and g(z) is convex. ADMM is parametrized by α > 0 and
ρ > 0, and takes the form of Algorithm 1. Strictly speaking, this defines a family of algorithms, one
per parameter choice.
In this paper, we tune ADMM by providing explicit and simple formulas for the parameters α and
ρ, yielding the best possible asymptotic convergence rate among all first order methods. This is an
immediate consequence of the results proposed in [1].
A classical choice of parameters is α = 1 and ρ = 1, which can be substantially suboptimal. Several
works have computed bounds on ADMM’s convergence rate for specific and restricted ranges of α
and ρ. However, the IQC formalism introduced in [2], allowed [3] to reduce the analysis of this
entire family of solvers to finding solutions to an SDP. This SDP has multiple solutions, each one
giving a different bound on the convergence rate of ADMM, some better than others. This SDP was
analyzed numerically, and a single explicit feasible solution was given when κ is sufficiently large
(κ is related to the ratio of the smallest to the largest “curvature” of f ). It was also shown via a lower
bound, that for large κ, it is not possible to extract from this SDP a rate much better than this.
A closed form solution to this SDP was recently obtained in [1], which express the convergence rate
explicitly in terms of the parameters of ADMM and condition numbers of problem (1). Moreover, it
was shown that the closed form solution is the best possible one can extract from the SDP. Here we
revisit these results, and from this explicit solution we provide formulas for the optimal parameters
α and ρ of ADMM in terms of condition numbers and curvature of f .
2 Main Results
Assumption 1. Throughout the paper, we assume that f and g in (1) are convex, closed and proper,
A is invertible, andB has full column rank. Given a function h : Rp 7→ R we say that h ∈ Sp(m,L)
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Algorithm 1 Family of over-relaxed ADMM schemes (parameters α, ρ)
1: Input: f , g, A, B, c;
2: Initialize z0, u0
3: repeat
4: xt+1 = argminx f(x) +
ρ
2‖Ax+Bzt − c+ ut‖2
5: zt+1 = argminz g(z) +
ρ
2‖αAxt+1 − (1− α)Bzt +Bz − αc+ ut‖2
6: ut+1 = ut + αAxt+1 − (1− α)Bzt +Bzt+1 − αc
7: until stopping criteria
if and only if 0 < m ≤ L < ∞ and m‖x − y‖2 ≤ (∇h(x)−∇h(y))T (x − y) ≤ L‖x − y‖2. In
other words, Sp(m,L) is the set of strongly convex functions with Lipschitz continuous gradients.
We assume that f ∈ Sp(m,L) and g ∈ Sq(0,∞).
We start by recalling the main result of [3]. It was shown that the iterative scheme of Algorithm 1 can
be written as a dynamical system with a feedback signal related to the gradient of f and sub-gradient
of g. The stability of this dynamical system is then related to the convergence rate of Algorithm 1,
which in turn involves numerically solving a 4× 4 SDP, as stated below in Theorem 2. We state this
in a simplified form, and refer the reader to [3] for more details. Let us first introduce the constants
ρ0 = ρ (mˆLˆ)
−1/2, κ = κfκ2A (2)
where mˆ = m/σ21(A), Lˆ = L/σ
2
p(A), and κf = L/m. Here σ1(A) and σp(A) denote the largest
and smallest singular value of matrix A, respectively. In addition, κA = σ1(A)/σp(A) is the condi-
tion number of A.
Theorem 2 (See [3]). Let the sequences {xt}, {zt}, and {ut} evolve according to Algorithm 1. Let
ϕt = [zt, ut]
T and ϕ∗ be a fixed point. Let 0 < τ < 1 be such that
E − τ2F +G  0, (3)
where E, F and G are 4 × 4 matrices depending on α, ρ0, and κ. Moreover, G is symmetric, E
is positive semi-definite, and F = ( P 00 0 ) where P is a 2 × 2 positive-definite matrix (the exact
definitions are not important for this paper). For all t ≥ 0 we thus have
‖ϕt − ϕ∗‖ ≤ κB√κP τ t‖ϕ0 − ϕ∗‖. (4)
As already pointed out in [3], the weakness of Theorem 2 is that τ is not explicitly given as a function
of κ, ρ0, and α. The factor κP in (4) is also not explicitly given. Therefore, for given values of κ, ρ0,
and α, one must perform a numerical search to find the minimal τ such that (3) is feasible, and thus
obtain the best possible bound on the convergence rate of ADMM. Notice, however, that it is unclear
a priori whether other methods could improve on this bound. This numerical approach was carried
out in [3] using a binary search on τ , justified by the fact that the positive semi-definite property of
F implies that the eigenvalues of E − τ2G + G decrease monotonically with τ . Notice that one
might have to scan the parameter space (α, ρ0) multiple times for a problem with a specific value of
κ. Even from a practical point of view, this procedure may introduce delays. For instance, if (3) is
used in an adaptive scheme where after every few iterations we estimate a local value of κ and then
re-optimize α and ρ.
Therefore, it is not only theoretically desirable to have an explicit expression for the smallest τ that
(3) can provide, but it may also be useful in practical applications. Such result was proposed in [1],
and reproduced below in Theorem 3. Let us first introduce the function
χ(x) = max(x, x−1) ≥ 1 for x ∈ R > 0. (5)
Theorem 3 (See [1]). Let 0 < α < 2, κ ≥ 1, and ρ0 > 0. The convergence rate of Algorithm 1
satisfies
‖ϕt − ϕ∗‖ ≤ κB
√
χ(η) τ tA‖ϕ0 − ϕ∗‖ (6)
where
τA = 1− α
1 + χ(ρ0)
√
κ
and η =
α
2− α ·
χ(ρ0)
√
κ− 1
χ(ρ0)
√
κ+ 1
. (7)
Moreover, τA in (7) is the smallest possible τ which solves (3).
2
No other proof strategy can give a better general upper bound than (7) since τA is actually attainable.
For instance, choosing f(x) = 12x
TQx, where Q = diag(m,L), g(z) = 0, A = I , B = −I , and
c = 0, the convergence rate of ADMM is given exactly by the formula of τA in (7) for any values of
κ > 1, 0 < α < 2 and ρ0 > 0.
As a consequence of Theorem 3, we now present an explicit formula for optimal parameter selection
of Algorithm 1.
Corollary 4 (Optimal Parameter Selection). The best asymptotic convergence rate of over-relaxed
ADMM, for α ∈ (0, 2) and ρ ∈ (0,∞), is given by
inf
α,ρ
τA = 1− 2
1 +
√
κ
, (8)
where, we recall, κ =
(σ1(A)
σp(A)
)2 L
m , and is achieved by letting α → 2− and ρ =
√
mL
σ1(A)σp(A)
.
Furthermore, for a fixed iteration number t, the upper bound (6) is minimized by
α =

1 +
1
χ(ρ0)
√
κ
if t ≤ χ(ρ0)
√
κ,
1 +
1 +
√
1 + 4t2 − 4tχ(ρ0)
√
κ
2t
if t > χ(ρ0)
√
κ.
(9)
Note that the optimal α and ρ in Corollary 4 are expressed only in terms of condition numbers of
problem (1), i.e. singular values of A and bounds on the curvature of f . The matrix B affects con-
vergence but not the optimal choice of parameters. The function g does not affect the bound on the
convergence rate. The above tuning rule optimizes a general bound that holds simultaneously for all
problems with the same κ. There is no tighter bound than this for the same general setting. However,
this does not mean that for a specific problem a better bound with different tuning parameters cannot
be found.
Related Work. Two of the most explicit bounds that resemble (7) are found in [6, 7] and [8]. In
[6,7] the Douglas-Rachford splitting method is analyzed, which is different but related to the scheme
considered in this paper. For a problem similar to (1), it gives a rate bound of 1 − α/(1 +√κf ),
where α is a step size and κf = L/m. ADMM to problem (1) with α = 1 and ρ0 = 1 is considered
in [8], and give an approximate rate bound of 1 − 1/√κ + O(κ−1), where κ = κfκ2A. There
are other works on ADMM with exact bound calculations. For example, [9] focus on distributed
ADMM but only for the non-relaxed version. Explicit convergence rate and optimal parameters
are given in [4], however, only for the particular case of quadratic objectives. Similar expressions
for the convergence rate were proposed in in [10]. These expressions are upper bounds which are
optimized, but it is not possible to prove they are the best possible. In addition, this work do not
focus on over-relaxed ADMM. Finally, [11] and [12] also study over-relaxed ADMM. They provide
upper bounds, but again, cannot prove these are the best possible. In [12] one can find a table that
gives a good summary of known bounds under different assumptions, none of which overlaps with
our work.
3 Numerical results
Let us compare numerical solutions to the SDP in Theorem 2 with the exact τA in equation (7). We
use a binary search to find the best τ that solves (3). Figure 1 (a) shows the rate bound τ against κ
for several choices of parameters (α, ρ0). The dots correspond to the numerical solutions and the
solid lines correspond to the exact formula τA in (7).
Theorem 3 is valid only for 0 < α < 2 (τA can assume negative values for α > 2). However,
Theorem 2 does not impose any restriction on α, and holds even for α > 2 [3]. To explore the range
α > 2, we numerically solve (3) as shown in Figure 1 (b). The dots correspond to the numerical
solutions. The dashed blue line corresponds to (7) with α = 2, and it is the boundary of the shaded
region in which (7) can have negative values and is no longer valid. Although Theorem 3 does
not hold for α > 2, we deliberately included the solid lines representing (7) inside this region.
Obviously, these curves do not match the numerical results.
The first important remark is that, for a given α > 2, we were unable to numerically find solutions
for arbitrary κ ≥ 1. For instance, for α = 2.6 we can only stay roughly on the interval 1 < κ . 11.
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Figure 1: (a) Numeric (dots) and exact (lines) plot of τ versus κ for different values of α and ρ0.
The best choice of parameters is ρ0 = 1 and α = 2. (b) Numeric (dots) and exact (lines) plot of τ
versus κwith α > 2 and ρ0 = 1. The dashed blue line corresponds to α = 2 in τ . The shaded region
contains curves τ for values of α not allowed in Theorem 3. Numerical solutions with α > 2 are
restricted 1 < κ . 11. Notice that α > 2 does not produce better convergence rates than 1 ≤ α < 2
through (7). (c) Numeric log τ for different values of α when solving a classification problem.
The same behavior occurs for any α > 2, and the range of κ becomes narrower as α increases.
From the picture one can notice that τ = 1 is actually attained with finite κ, while for (7) this never
happens; it rather approaches τ → 1− as κ → ∞. Therefore, although it is feasible to solve (3)
with α > 2, the solutions will be constrained to a small range of κ. The next question would be if
Theorem 2 for α > 2 could possibly give a better rate bound than Theorem 3 with 1 ≤ α < 2. We
can see from the picture that this is probably not the case.
Now let us consider problem minθ∈Rd{f(θ)+g(θ)} for the following regularized logistic regression
to learn a sparse classifier fromN pairs (xi, yi) where x ∈ Rd are features and y ∈ {−1,+1} labels:
f(θ) =
1
N
N∑
i=1
log
(
1 + e−yiθ
T xi
)
, g(θ) = I∞(‖θ‖1 > λ), (10)
where I∞(•) = 0 if (•) is false and∞ otherwise. In (1) we haveA = I andB = −I so κA = κB =
1. We generate N/2 points with yi = +1 and N/2 points with yi = −1 from a gaussian distribution
N (0, σI) in even d dimensions. Then, for the +1 points, we shift half of the features by +1/2,
and for the −1 points we shift the same half of the features by −1/2. Thus we have two classes of
points whose centers are separated by 1 along d/2 dimensions and the best hyper-plane separating
these two classes has sparse coefficients. We use Algorithm 1 to solve this problem with several
values of α and ρ, and plot log (‖θt − θ?‖) against iteration number t, where θ? is the optimum. If
N ≥ d, the function f restricted to ‖θ‖1 ≤ λ is strongly convex with high probability. If λ is small
then ‖θ‖ is small and so∇2f(θ) = 1N
∑N
i=1
xix
T
i
cosh(xTi θ/2)
≈ 1N
∑N
i=1 xix
T
i . From this, even without
knowing θ, we can estimate κf which, for our choice of N , d, σ and λ, is very large. Hence, our
estimate for the best α using (9) is 1. We see from Figure 1 (c) that this is not the best choice, which
is α ≈ 1.5. Recall that our tuning rule is the best that holds uniformly across the family of strongly
convex functions, but for specific problems it might be suboptimal.
4 Conclusion
We summarized the main results of [1], which is the content of Theorem 3. This introduces a new
and explicit upper bound on the convergence rate of the family of over-relaxed ADMM, for arbitrary
but strongly convex objective functions. This improves on previous work [3, 8]. In particular, the
only explicit bound in [3] is a special case of (7) when κ is large. Moreover, (7) is the best one can
extract from the IQC framework of [2].
From this general bound we provide a tuning scheme for ADMM; Corollary 4. In [5] we find
that 1 − 2/(1 + √κ), where κ = m/L, bounds the convergence rate of any first order method on
Sp(m,L). Thus the ADMM tuned as in (8) is close to optimal as a scheme for the entire family of
strongly convex functions. However, as shown in the numerical experiments, for specific problems
our tuning might be suboptimal.
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