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Abstract
A new relation between two-dimensional conformal eld theories and three-dimensional
topologically massive gauge theories is found, where the dynamical nature of the 3d theory
is ultimately important. It is shown that the those primary states in CFT which have
non-unitary descendants correspond in the 3d theory to supercritical charges and cause
vacuum instability. It is also shown that logarithmic operators separating the unitary
sector from a non-unitary one correspond to an exact zero energy ground state in which
case the 3d Hamiltonian naturally has a Jordan structure.
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It is well known that a topological Chern-Simons theory on a 3-dimensional manifold
with a boundary induces a WZNW model on the boundary [1] which is a basic \building
block" for all known unitary rational conformal eld theories (CFT). Combining several
Chern-Simons elds and/or factorising over some discrete symmetries one can give a three-
dimensional construction for all known unitary rational CFT [2], for example, minimal
models [3] through a GKO coset construction [4]. In unitary WZNW and minimal models,
primary elds only exist for a restricted number of representations. For example for the
SU(2) model, only the representations with j = 0; 1
2
; : : : ; k
2
are allowed, while in the
minimal model the allowed primary elds are those which satisfy the above condition for
each of the three SU(2) factors in the GKO construction. It is an interesting question
why does this truncation of spectrum occur from a three-dimensional point of view.
The reason why there must be no states with j > k=2 is because they are physically
inadmissible. Being themselves states with positive norm < jjj >= jjj >j2 > 0 their
descendants are ghosts - they have negative norm, so the highest weight representation of
the current (or Virasoro algebra) is non-unitary, which is inadmissible. To see this let us
calculate a norm of a descendant state J−−1jj > where the primary highest weight state
jj > is dened as
Janjj >= 0; a = 1; 2; 3; n > 0; J
+
n jj >= 0; J
3
0 jj >= +jjj > (1)









it is easy to see that the norm of a descendant
jJ−−1jj > j














< jjj > (3)
is negative provided j > k=2. This negative norm is entirely due to the nonabelian nature
of the SU(2) group because the negative contribution came from the second term in
(2), which is absent for any abelian current algebra. In addition there is a \null state,"
J−−1jk=2 > with zero norm, which plays an essential role in decoupling the non-unitary
from the non-unitary states [5].
One can ask immediately the following questions:
 What is wrong with a 2 + 1-dimensional topological CS theory if we add a source
with j > k=2 ?
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 What is so special in the so-called null states, i.e. states with a zero norm, from the
2 + 1-dimensional point of view ?
This letter is an attempt to give answers to both of these questions and in one phrase
one can say that the deep physical reason why there are no states with j > k=2 in a three-
dimensional description is because they are supercritical, i.e. cause vacuum instability.
The answer to the second question is also quite amusing and it turns out that the null
states describe the critical state of a three-dimensional vacuum on a verge of instability,
i.e. the appearance of a zero-energy level. Remarkably, it was shown a long time ago in [6]
that the Hilbert space of a eld theory in which this occurs has an indenite metric and
a Jordan block structure, which we now know are characteristic features of logarithmic
conformal eld theory (LCFT) [7], moreover the ground state is two-fold degenerate and
one of these states has a zero norm - precisely what must be the norm of one of the
logarithmic states in LCFT [8].
Let us now address the rst question and notice that a topological Chern-Simons


































Where A = A
a
t
a, and ta are the generators of the gauge group G which is in our case
SU(2). The propagating degrees of freedom of this action are the gauge bosons with
topological mass M = ke2=4. If the manifold M has a boundary, there is a WZNW









d3z Trg−1dg ^ g−1dg ^ g−1dg: (5)
Actually a TMGT with dynamical degrees of freedom induces on a boundary a de-
formed WZNW model because massive vector particles are charged and it is known (see
[12] and references therein) that charged matter in a bulk leads to a deformed CFT on
a boundary. This explains the dierence between abelian and non-abelian TMGT which
was discussed in [13], where it was shown that contrary to the abelian case where the
presence of the Maxwell term does not lead to any deformation of the induced conformal
eld theory on a boundary, in a nonabelian case the CFT will be deformed with a de-
formation parameter proportional to 1=e2. Thus WZNW model can be induced from a
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TMGT with a boson mass of the order of the UV cut-o, so the F 2 term regularizes the
Chern-Simons action and we recover the WZNW model by letting the mass M !1
Although it seems at rst sight that these innitely heavy particles are of no impor-
tance for low-energy dynamics, let us recall now that a primary eld in the representation
j on the boundary corresponds to a charged particle in the same representation in the
bulk, i.e. to a static SU(2) source in a representation j. Of course the physical vacuum
will be aected by this source. Looking at the state J−−1jj > which has a negative norm for
j > k=2 and taking into account the fact that insertion of the current J on a boundary is
equivalent to creating an extra gluon state in the bulk we can see that something is going
to happen with a bound state made from a static source and massive boson of opposite
charge (it was J−1 current for a positively charged state jj > , see (1)). We see that for
small charges j nothing is going to happen and even if the bound state forms its energy is
still large. But when the charge j increases the energy is going to be smaller and smaller
until at some critical value the vacuum instability occurs - states with negative norm will
appear after a critical bound state with zero energy (and as we shall see later with zero
norm) is be formed. Clearly when a heavy particle has a bound state with zero energy it
can no longer be ignored in the low-energy dynamics even if the free particle has innite
energy.
Let us now show that this instability indeed takes place at j = k=2.
In the presence of a source in the representation j of SU(2) with the eigenvalue of t3,
m = j at the origin, the classical background eld is given by













02(x) = 0 (6)
Which has the solution (with A  A3)







From the discussion above, we expect that the charged gauge bosons in this background
will have critical behaviour at q = 1
2
(to rst order in 1
k
), and so we consider the eective






























 . The equations of motion for

















Rather than attempt to solve this set of three coupled 2nd order equations, we note that
eq. (9) applies unchanged to the charged bosons in the SUSY TMGT [9]. It is also clear
that due to the supersymmetry if there is a bound state of a charged massive gluon with
a static source there is a bound state with a charged gluino with the same energy and vice
versa. In the latter case, the equations of motion for the fermions in the given background







which is only a pair of two rst order dierential equations. A Majorana representation
for the gamma matrices is
γ0 = 2; γ1 = i1; γ2 = i3 (11)
If we make the gauge transformation







and dene, for a solution with angular momentum m
  =  
0
1  i 
0
2
x = x1  ix2






we obtain the following equations (with x = Mr)
(1− ! − qK0(x)) g(x) + f
0(x) = 0
(1 + ! + qK0(x)) f(x) +

(2q + 2m+ 1)x−1 − 2qK1(x)

g(x) + g0(x) = 0 (14)
Since these equations depend only on the dimensionless variables x and q, and on on M or




of M (this is important as it allows us to take the limit k = 0 later, which is necessary to
describe the c = −2 models as well as the WZNW model at k = 0). Although any bound
state with ! > 0 will be unimportant when M is innitely large, a state with ! = 0 will
survive.
For x << (1  !), K0(x)  − log(x), and K1(x)  1=x, so for very small x eq. (14)
become
f1− ! − qγ + q log(x)g g + f 0  0
f1 + ! + qγ − q log(x)g f + (2m+ 1)x−1g + g0  0
γ   (1) + log 2 (15)
These are identical to the equations for a particle with angular momentumm in a Coulomb
eld of a charge q in 2 + 1 dimensions. For x >> 1 however, we nd
(1− !)g + f 0  0
(1 + !)f + (2(m+ q) + 1)x−1g + g0  0 (16)
which are the equations for a free particle with angular momentum m+ q. Normally we
would expect the lowest energy bound state to have m = 0, but in this case the Aharonov-
Bohm eect gives an eective centrifugal barrier even at m = 0, while if m and q have
opposite signs, increasing q both increases the attractive potential and reduces the height
of the centrifugal barrier.
Eq. (15) leads to the following solutions for f and g at small x:
fm(x) = 1 +O(x












+O(x2; x2 log x)
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+O(x2; x2 log x)
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1 +O(x2; x2 log x)
o
; m  −1
Where in each case we reject the solution which is singular at x = 0. The solution for
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1− !2. The constants A and B are determined by the requirement f and
g must match onto the solution (17) at small x, and for a bound state to exist we must
have B = 0. To nd the ratio B=A we need to know f(x) and g(x) in the intermediate
region x  1. We computed this numerically, using Mathematica. We used eq. (17) for
x  10−4, to give a boundary condition for f(10−4) and g(10−4) which we used to nd a
numerical solution for f and g in the region 10−4  x  8, and matched this solution to
eq. (18) for x  8. This is a good approximation since K0(8)  10−4 << 1. The values
of ! and q for which B=A = 0 then give the bound state spectrum. The results were that
for positive q, there is a bound state with m = −1 and not with m = 0. The energy of
the bound state falls very sharply when q  1=2 and reaches ! = 0 very close to q = 1=2
(Figure 1). Numerically we nd ! = 0 at q  0:498.
Now we can conjecture that in the exact solution ! = 0 at q = 1=2 exactly. When
q > 1=2, there is no bound state with real energy, and we assume that the bound state
must then have imaginary or complex energy. This type of behaviour is not really very
unusual { precisely the same occurs in the solution of the Dirac equation, for an electron
in the eld of a point charge Ze in which case the energy of the ground state can be found
in any textbook E(Z) = me
q
(1− 2Z2) so there is a critical charge Zc = 1=  137,
with E(Zc) = 0 and imaginary energy for Z > Zc. The numerical solution of (14) lead
us to believe that the same is true for fermions in the TMGT, with the critical charge
qc = 1=2, and because of the supersymmetry the charged bosons must have the same
spectrum. Because we already saw that classical equations of motion for charged bosons
are the same in supersymmetric and ordinary TMGT we conrmed our hypothesis about
the existence of critical charge k=2.
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Let us now address the second question and study the relation between zero energy
bound states in a bulk and null vectors and logarithmic operators on a boundary. The
quantization of elds with zero energy bound states has been worked out in [6]. This
was for scalar bosons, but as vector bosons in 2 + 1 dimensions only have one degree of
freedom we can follow [6] exactly. We have the canonical commutation relations
[A(x);(y)] = i(x− y)
[A(x); A(x)] = 0; etc. (19)
We expand the eld A and the conjugate momentum  in terms of wave functions k(x)





(x)d3x = (k− k0) (20)















The commutation relations (19) then become
[qi; pi] = i; [q(k); p(k
0)] = i(k− k0); [qi; qj] = 0; etc. (22)
For bound states with 0 < !2i < 1, we introduce the mode operators ai and bi according































where HC is the part of the Hamiltonian that comes from the continuous states. The
states jaii  a
y
i j0i and jbii  b
y
i j0i satisfy
Hjaii = !ijaii; haijaii = 1
Hjbii = !ijbii; hbijbii = 1 (25)
So the Hamiltonian is of course diagonalisable and all states have positive norm.




Instead of eq. (23), in this case we introduce the p0 and q0 as mode operators
c = p0; d = −iq
y
0 (27)
with the commutation relations
[c; cy] = [d; dy] = 0; [dy; c] = −1 (28)
The Hamiltonian is H = cyc and there are two states jci = cyj0i and jdi = (cy+ dy)j0i for
which one has
Hjci = 0; Hjdi = jci
hcjci = 0; hcjdi = 1; hdjdi = 2 (29)
So we can see that the existence of a state with zero energy leads directly to the
appearance of a state with zero norm. This state is a bound state of charged gluon and a
source with j = k=2, and thus will induce in the CFT on the boundary the state J−−1jk=2 >,
which is the zero norm state which leads to the decoupling of states with j > k=2 from
the unitary theory. In addition, the Hamiltonian becomes non-diagonalizable, which is a
familiar property of LCFT [7] where the 2d Hamiltonian, which is a Virasoro operator L0
acts on a logarithmic states as
L0jC >= jC >; L0jD >= jD > +jC > (30)
where  is an anomalous dimension and norms of the states are given by two-point corre-
lation function, with one zero norm state [8] which in this case is just jC > J−−1jk=2 >.






(−2c ln(x− y) + d)
hC(x)C(y)i = 0 (31)
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The zero norm state jC > is just the \null" state J−−1jk=2 >. It is very interesting that
the Hamiltonian of the three-dimensional theory in the bulk should have exactly the same
Jordan block structure as L0, which is the Hamiltonian of the two-dimensional theory on
the boundary and in both cases we have the zero norm state. Also, although eq. (29)
only resembles eq. (30) with  = 0, LCFTs generically do have a Jordan block with this
dimension (C is the identity operator in this case) [14, 15].
In the SU(2) WZNW model C and D are made from the null state descendant of the
j = k=2 state and a j = (k+2)=2 state which have anomalous dimension k=4+1. The rst
primary eld which is excluded from the unitary theory (the smallest supercritical charge
in the TMGT) has j = (k + 1)=2 and is what was called a pre-logarithmic operator [14].
Although it is not a logarithmic eld, including this primary eld in the model always
leads to the appearance of the logarithmic pair C and D in an operator product expansion.
This follows from the expressions for the conformal blocks of the SU(2) WZNW model
given in [16], and was worked out in detail for the k = 0 case in [21], and we will cover
the other cases more fully in [22]. In this letter we have only considered the TMGT and
WZNW models for SU(2), but we expect similar results to apply for other groups [22].
In the above calculation for the TMGT we found both the zero norm sate and the Jordan
block structure of the Hamiltonian at j = k=2, but this is not surprising as equations (9)
are only valid to rst order in (1=k).
The discussion above applies with little modication to the minimal models, and non-
minimal models with the same central charges cm = 1−
6
m(m+1)
. These are given by the
coset SU(2)k  SU(2)1=SU(2)k+1 with m = k + 2, an the three-dimensional description
is given by three SU(2) elds A;B;C with the action
S = Sk[A] + S1[B]− Sk+1[C] (32)
The primary elds in these models r;s have the conformal dimensions
hr;s =
[(m+ 1)r −ms]2 − 1
4m(m+ 1)
(33)
and the eld r;s corresponds in the three-dimensional theory to a particle in the repre-
sentations j = (r − 1)=2 of SU(2)k and j0 = (s − 1)=2 of SU(2)k+1. In unitary models
only primary elds with 1  r  m− 1 and 1  s  m are allowed, and this corresponds
to 0  j  k=2 and 0  j0  (k + 1)=2. We can therefore see that precisely those
elds which are supercritical for at least one of the SU(2) factors are excluded from the
unitary models. It is known that if elds from outside the unitary region are included,
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we get a LCFT, and the elds just outside this region, which have j = (k + 1)=2, are the
pre-logarithmic operators just as in the WZNW models [17, 18, 19, 14].
These calculations are good evidence that there is a critical charge in TMGT at which
a bound state of charged vector bosons (and of fermions in the SUSY TMGT) has zero
energy, which leads to a null state in the CFT on the boundary, and that supercritical
charges are related to logarithmic operators in CFT. Two universal features of LCFT,
Jordan blocks for the Hamiltonian and states with zero norm, also occur in the TMGT. For
both WZNW and coset models (with integer k), the calculation of the three dimensional
bound states would lead us to expect logarithmic operators with
jlog = jkj=2 + O(k
0) (34)
(because equations (9,14) are only valid to rst order in k−1) in both the SUSY and bosonic
WZNW models, and in the corresponding positions in the Kac table in the minimal
models. In fact jlog = jkj=2 is exactly correct in the SUSY case, in which logarithmic
operators have j = 1 at k = 2 [21]. In the bosonic case the logarithmic operators
actually have jlog = jk+ 2j=2, which we would expect as the eect of making the WZNW
supersymmetric is to shift k ! k − 2. This implies that including quantum eects in the
bosonic case would have the expected result of replacing k by k+2. Notice that the three
dimensional result is equally valid in the case of negative k, which is important for the
coset constructions such as eq. (32) and the model of [20].
At this stage we are not able to fully explain from the three-dimensional approach the
dierence between the operators in the CFT with j = (k + 1)=2; and (k + 2)=2. These
are, respectively, an ordinary (not logarithmic) operator in a LCFT (but one which has
logarithmic operators in its operator product expansions - what we called a pre-logarithmic
operator in [14]), and the logarithmic operator (or rather the logarithmic pair C and D)
itself. The semiclassical approach we have used in this paper cannot distinguish between
these cases.
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