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Abstract|This paper describes a simple and cheap so-
lution specically designed for monitoring the degradation
of thin coatings employed for metal protection. The pro-
posed solution employs a commercial photocamera and a
frequency domain based approach, that is capable of high-
lighting the surface uniformity changes due to the initial
corrosion. Even thought the proposed solution is speci-
cally designed to monitor the long-time performance of pro-
tective coatings employed for restoration of silver artifacts,
it can be successfully used also for assessing the conser-
vation state of other ancient metallic works of art. The
proposed solution is made tolerant to exposure changes by
using a procedure for sensor non-linearity identication and
correction, does not require a precise lighting control and
employs only free, open source software; so that its overall
cost is very low, and can be used also by not specically
trained operators.
Cultural heritage, FFT, digital photography, imaging,
corrosion
I. Introduction
Heritage metallic works of art are subjected to degra-
dation due to the presence of environmental humidity and
pollution thus protective coatings are often used for their
preservation. Such coatings have to be transparent and
thin to avoid altering the artifact aesthetical appearance
and must be easily removable to avoid a permanent ar-
tifact alteration. Unfortunately these requirements often
turn out in coatings subjected to degradation, that must
be periodically replaced. It is, therefore, important to
have a system for easily monitoring the surface condition
helping conservators to decide when an action is required.
The coating protective eectiveness is usually assessed by
means of electrochemical techniques, such as electrochem-
ical impedance spectroscopy (EIS), while the degradation
of metallic surfaces can be monitored by using analyti-
cal techniques and high resolution microscopies; these ap-
proaches allow scientists to identify the degradation mech-
anism, the entity and the rate of the corrosion process, but
often require an artifact manipulation which can speed up
the degradation and should, therefore, be avoided. A so-
lution which appears quite attractive to avoid any manip-
ulation is the use of a visual inspection based on digital
imaging. Unfortunately, most image based approaches re-
quire a tight light control in order to obtain reproducible
results and this may be dicult to obtain in a museum
without impairing the object fruition.
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In this paper an easy-to-use and cheap tool for works of
art surface analysis, which is based on digital photography,
a pre-processing to linearize the camera sensor response
and a 2D-FFT (Fast Fourier Transform) image process-
ing, is described with the nal aim of proposing this ap-
proach for the in situ monitoring of the conservation state
of metallic antiquities.
The complete image processing takes only a few seconds
including the image transfer from camera to PC so that
the proposed solution can be also used for routine checks
of the antiquity conservation state
II. The proposed frequency domain image
processing
The corrosion process and the coating degradation alter
the artifact surface by changing both its color and its uni-
formity [1]. The corrosion detection and its quantication,
therefore, can be attempted either by looking at the color
changes or by trying to measure the surface uniformity
change [2]. One of the main problems of an image process-
ing, which tries to measure the color change by looking
at the amplitudes of the color components, is the sensitiv-
ity to the environmental conditions, i.e. to the directions
of the light sources and to their chromatic composition.
This approach requires observing the artifacts before the
corrosion process starts, usually after restoration, in order
to have a reference image. Then the artifact has to be
re-analyzed to highlight color dierences, but all these op-
erations require a precise control of the lighting conditions
to obtain meaningful results.
On the other hand, the surface uniformity can be as-
sessed by looking at the local image changes that are less
sensitive to the actual lighting conditions, provided that
similar light sources are used to produce similar image con-
trasts, so that this approach might be in principle more
robust for the evaluation of the surface condition.
Several approaches can be followed to obtain informa-
tion about the image uniformity such as wavelet processing
[3], [4], small kernel derivative operators such as Prewitt
and Sobel [5], and the classical [6] and multiresolution [7]
bidimensional Fourier Transform (2D-FFT) . All these ap-
proaches can allow one to gain the required information if a
suitable tuning of the algorithm is performed. After some
preliminary tests that revealed the potential feasibility of
the dierent approaches, the authors decided to employ the
classical 2D-FFT due to its simplicity and the possibility
of performing dierent kinds of post-processing in the fre-
quency domain that could be used to monitor protective
coatings failure and corrosion processes occurring onto the
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sample surface as described in the following. The 2D-FFT
algorithm maps single numbers contained inside a matrix,
which represents the image pixels, into another matrix in
the frequency domain. Artifact images, however, are usu-
ally taken as color pictures, so that each pixel is usually
composed of a triplet (typically the red, green and blue
intensities in the RGB space).
It is therefore possible to perform the 2D-FFT either on
one of the colors or on a parameter derived from the colors,
such as a weighted color sum, to obtain a black and white
representation [8] or eventually on a parameter obtained
in a dierent color space such as the brightness parameter
of HSV (hue, saturation, and brightness) color space [9].
All the results described in the following refer to analyzes
performed on the brightness value in the HSV color space,
which proved to give the best results in this case, where
localized corrosion phenomena occur due to the presence
of defects in the protective coating which lead to a corro-
sion products growth proceeding over small fractions of the
entire surface area, at least at the beginning. The entire
process can, however, be applied to other parameters as
well. As anticipated, the 2D-FFT is to be regarded as the
basis of a subsequent process to extract one or more pa-
rameters capable of giving information about the surface
uniformity. As an example, starting from the raw FFT, it
is easy to see if the image has peaks at specic frequen-
cies which denotes corrosion patterns often due to specic
coating failures. The processing described in the following
is designed to discard these kinds of information and to
provide only a single number representative of the surface
non-uniformity, but of course other more sophisticate pro-
cessing can be performed if necessary. In order to reduce
the phase eect, i.e. the result changes due to the actual
orientation of the artifact when the image is taken, the au-
thors decided to employ only the amplitude value. Then,
since the 2D-FFT process has the property of conserving
the energy, the natural approach is to group the energy
as a function of the spatial frequency regardless of the an-
gular direction and this can be obtained by summing the
values at equal x and y distance from the zero frequency.
If an FFT algorithm that puts the zero frequency at image
center is used, this turns out in computing:
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where FFT is the matrix containing the 2D-FFT trans-
formed values, f is the spatial frequency which spans in
the range of 0 to N2   1, and the processing simplication
due to the intrinsic 2D-FFT symmetry has not been used
in the equation for clarity.
For an image composed of N N pixels, eqn. 1 results
in an N2 length vector, whose components are representa-
tive of the average energy amplitude at a certain spatial
frequency.
At this point, to remove the eect of the actual exposure,
which acts as a scaling factor for the energy, it is possible to
compute an adimensional parameter (h) as the fraction
of the high frequency spatial energy with respect to the
total energy as:
(h) = 1 
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where (h) is the energy fraction associated to frequencies
greater than h, which spans in the range 0 to 1.
Eventually, a simple uniformity indicator can be used as
the cut value that corresponds to a predened fraction of
energy:
cut(p) =
min(h) _ ((h) > p)
2N
2   1
(3)
where p is the desired energy fraction in the range of 0 to
1 and cut spans in the range of 0 to 1.
In all cases, after the processing required to extract the
parameter to be transformed (i.e. brightness, hue, ...) the
images can be windowed to avoid border eects by applying
a double raised cosine window:
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where N is the image dimension and x and y are the coor-
dinates from the image center which span from 0 to N=2.
Fig. 1 shows a summary of the proposed approach ap-
plied to two simulated images: the left image resembles a
uniform sample with a few spots simulating small surface
damages, while the right image resembles a rough surface
covered in spots, simulating a badly corroded sample. The
second row in the gure shows the obtained FFT shown as
black and white images. The third row shows the modulus
of the FFTs as a three-dimensional plot. From these two
rows it is easy to see how the damaged surface produces
a wide spread FFT. The fourth row contains the result of
applying eqn. 1 to compute the energy at dierent spatial
frequencies and eventually the fth row shows the result
of applying eqn. 2. It is easy to see the large dierence in
the traces that reect the amount of surface damage.
III. Exposure effect and sensor linearization
The advantage of the FFT algorithm as well as of all the
other cited solutions is in their intrinsic linearity so that
the  and cut, which are computed by normalizing the
values to the total energy, should be independent with re-
spect to the image average brightness. Therefore, if both
the camera sensor and the rmware inside the camera that
generates the nal image were linear, the results would be
independent from the camera setting (shutter speed and
aperture value) and from the scene illumination intensity.
Unfortunately, the development rmware employed in the
digital cameras is usually non-linear on purpose and ap-
plies the so called gamma correction in order to compress
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Fig. 1. Result of the proposed approach on two simulated images.
From the top: the images, the resulting FFTs, the energy as a func-
tion of the spatial frequency obtained by applying eqn. 1 and the
corresponding (h) obtained by applying eqn. 2. The green lines
refer to the nearly undamaged surface, while the red lines refer to
the damaged surface.
the tonal range and compensate for the imaging and print-
ing system non-linearity [10]. This problem can be easily
solved if the camera is capable of storing the image un-
processed i.e. in the so called RAW format, that can be
developed with a software that does not apply corrections.
The authors employed for the image development a widely
used, open-source program referred to as dcraw [11] already
employed in other image based researches, which is able to
perform the basic development operations producing linear
16 bit per color images.
In addition to the developing problem, there is the pos-
sibility the camera sensors suer from not negligible non-
linearity since the linearity is not mandatory to obtain
good images and, therefore, manufacturers may prefer to
optimize other sensor parameters. To test if the problem
is critical in the actual case, the authors selected two real
examples of typical kinds of surfaces representing a good
preserved sample and a badly corroded one and took a
Fig. 2. The described algorithm applied to two kinds of surfaces and
for dierent exposure values. The zero point exposure represents the
exposure value suggested by the camera. It is clear how the results
heavily depends on the exposure values thus suggesting the presence
of a not negligible sensor non-linearity. The red dots refer to the
damaged sample (top left image) while the blue ones refer to the not
damaged sample (bottom right image).
series of shoots with dierent exposure values.
Fig. 2 shows the results obtained on images taken with
a commercial camera (12Mpixels, 12 bit sensor) and with
dierent exposure values obtained by varying the shutter
speed with respect to the optimal value suggested by the
camera. The usual photographic terminology is used to
identify the dierent exposure values, which is based on
the Exposure Value (EV ) dened as [12]:
EV = log2

F 2
t

(5)
where F is the relative aperture number (usually referred
to as F-number ) and t is the exposure time, usually re-
ferred to as shutter time.
In the same way the F-stop exposure change is dened
as:
F-stop = log2

EVref
EV

(6)
where EVref is the exposure reference value. As an ex-
ample, for g. 2 the exposure was changed in the range
of 2F-stop i.e. changing the shutter time from 1=4 to 4
times the value suggested by the camera metering system.
It is clear how the results heavily depend on the expo-
sure, especially in the case of the damaged sample, suggest-
ing the presence of a not negligible sensor non-linearity.
The problem of the sensor non linearity and of its iden-
tication and correction has been widely discussed in the
literature and several approaches have been proposed ([13],
[14]). Basically, the identication can be performed either
by taking pictures of a sample uniformly lighted and with
patches having known reectivity or by taking several pic-
tures of the same scene with dierent exposures and by
processing the results of the corresponding pixels. Since in-
suring a uniform lighting is dicult, the authors employed
this last approach.
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A grayscale target (g. 3) with 15 patches having loga-
rithmic scale reectivity was used and a series of pictures
were taken by varying the exposure time in the range of
1=4000 s to 1 s and with an aperture F = 11, which cor-
respond to Exposure Values in the range of about 6 to 18.
The pictures were taken with EV spaced apart of about
1=3F-stop, therefore obtaining a total of 37 pictures. The
images were developed by using the dcraw software and the
average value corresponding to the 15 chart patches was
computed for each picture, therefore obtaining 37 values
for each patch. Fig. 3 shows the 15 lines corresponding to
the brightness of each patch in the dierent pictures taken
at dierent exposures.
Fig. 3. The 15 traces corresponding to the average brightness com-
puted for the 15 dierent patch areas vs. exposure values. In a log-log
scale a linear sensor would produce a family of straight lines. The
traces conrm the sensor non-linearity. On the top right a picture of
the grayscale target.
Since the EV is proportional to the logarithm of the ac-
tual light collected by the sensor and the amplitude scale in
the picture is logarithmic, the 15 traces should be straight
lines if the sensor were linear, while their curvature con-
rms the sensor non-linearity. Since in this research the
actual luminance is not required and a fast data process-
ing is required due to the number of FFTs to be performed,
it was decided to implement the correction in the form of
a look-up table i.e. storing three vectors, one per color,
of 4095 components each corresponding to all the possible
values generated by the sensor. The identication of the
look-up table coecients was obtained by using a four-step
process:
 Too low and too high acquired values were removed
from the available data. This is required to remove
black values stuck at the sensor noise and white satu-
rated values at sensor limit.
 The values of each trace were interpolated determin-
ing the equivalent luminance corresponding to each
possible sensor output:
m(j; k) < i < m(j; k + 1)
vi(j; i) =
v(k + 1)  v(k)
m(j; k + 1) m(j; k)  [i m(j; k)] + v(k)
(7)
where m(j; k) are the measured value of the jth patch
corresponding to kth exposure and v are the luminance
corresponding to the dierent exposures.
 The traces, which had dierent values due to the dif-
ferent patch reectance, were scaled to have the same
value at a key point which was selected at the center
of the pixel value distribution for a correctly exposed
image (see g. 4). This way it was possible to obtain
a set of nearly superposed traces:
vi(j; i) =
vi(j; i)
vi(j; ik)
(8)
where ik is the index located at the center of the pixel
distribution in the case of a correctly exposed image
and vi(j; i) is the interpolated value.
 All the available values of each pixel level (i.e. all the
values which were lled by eqn. 7 during the second
step) were averaged and the average was used as the
value for the look-up table. The standard deviation
of the dierent values of each pixel was below 3% of
the mean value vmi(i) for each point conrming the
correctness of the procedure.
vmi(i) =
P
j;vi(j;i)>0
vi(j; i)P
j;vi(j;i)>0
1
(9)
Fig. 4 shows the results obtained with the commercial
camera used for this research. The picture shows the nor-
malized look-up table values i.e. the equivalent camera
sensor response for the three colors (red, green and blue
lines) and, on the left, three examples of histograms of the
pixel distribution one can obtain for three pictures taken at
 1F-stop, at the correct exposure, and at +1F-stop (black
lines). It is clear how the pixel distributions span over
a non linear sensor response range and, therefore, how an
exposure change produces a distorted image brightness dis-
tribution and therefore a dierent FFT.
Fig. 5 shows the results of using eqns. 2 and 3 after
correcting the pixel values by means of the curve shown
in g. 4. Now, as expected, the exposure eect is greatly
reduced and the cut value reduced due to the great re-
duction of the luminance non linearities. This means that
by using the proposed procedure a single picture of the ar-
tifact, taken by using the default camera setting, can be
used for the measurements, without worrying about the
slight exposure changes due to the overall lighting.
IV. Experimental results
A. Reference samples
The proposed imaging processing was tested in labora-
tory on several reference samples, which were prepared by
coating them with dierent protective lms, specically
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Fig. 4. Normalized sensor response for the three colors (red, green
and blue lines) and an example of the pixel brightness distribution
one can obtain in the case of three pictures taken with the camera
suggested exposure and with 1F-stop exposure values (black lines).
The pixel distributions refer to the image in the rectangle.
Fig. 5. Result obtained on the same images of g. 2, but with the
sensor linearization obtained by employing the curve of g. 4. The
red dots refer to the damaged sample (top left image) while the blue
ones refer to the not damaged sample (bottom right image). Now the
exposure eect is minimal, at least in the exposure range of 1F-stop,
when the entire image dynamic range is within the sensor dynamic.
selected to be suitable for the protection of metallic an-
tiquities. The samples were prepared starting from silver-
copper alloy disks (Ag90Cu10 atomic percentage - 20 mm
diameter, 2 mm thickness) mirror-like polished. The pro-
tective layers were created by using a PECVD (Plasma
Enhanced Chemical Vapor Deposition) reactor to deposit
SiOx thin lms with thickness of about 500 nm. These
lms are reversible, characterized by optical transparency,
high conformability to the surface morphology, high chem-
ical stability and high barrier properties against aggres-
sive gases. For these reasons they have already been pro-
posed for the protection of silver artifacts from tarnishing
[15]. The chemical properties of these coatings depend on
the deposition conditions [16], since higher discharge in-
put powers usually lead to better barrier properties of the
deposited layer. Unfortunately, high powers are also con-
nected to an high ion bombardment of the substrate, which
Fig. 6. Setup for the accelerated aging test. The set-up is composed
of a chamber equipped with a H2S vapors source, a commercial H2S
sensor, a temperature sensor, a multimeter and a PC.
can damage the surface; so that a compromise should be
found.
The SiOx thin lms were deposited by using a plasma
fed with 1 sccm (standard cubic centimeters per minute) of
tetraetoxysilane (TEOS), 10 sccm of oxygen and 29 sccm
of argon. Four dierent discharge powers were used for de-
position: 50 W, 100 W, 200 W and 250 W. Some samples
were also left uncoated for comparison.
After the plasma deposition, small Ag pads were sput-
tered on some of the disks to allow for impedance measure-
ments [17]. Such impedance measurements can be used to
asses the insulating nature of the deposited coating, which
can lead to high protective eectiveness against corrosion.
This is in fact a powerful method for estimating the pro-
tective capability for highly insulating materials, such as
the SiOx lm deposited at high input power, but cannot be
easily employed with the coatings deposited at low power
that appear as poor electrical insulators. The pads appear
as small bright squares in the images, the image areas inter-
ested by such pads were excluded by all subsequent image
analyzes.
An accelerated ageing test was then performed both on
the bare and on the coated samples by using the setup
shown in g. 6. The samples were inserted into a reaction
chamber maintained at 20 C2 C and a single injection
per day of hydrogen sulde (H2S) capable of producing a
gas concentration of about 1 ppm, was performed. The
H2S concentration in the chamber was measured by means
of an electrochemical commercial sensor, the ageing lasted
for a total of 35 days.
B. Imaging setup
In order to perform a comparison between dierent fre-
quency based image transformations it is obviously re-
quired to know the spatial resolution of the compared
FFTs, and this in turns requires to know the shooting con-
ditions (i.e. lens focal, shooting distance and image sensor
size). If the same camera and lens are used, the only rele-
vant parameter becomes the shooting distance, so that in-
suring dierent images of the same artifact are comparable
only requires keeping the camera distance xed. Of course,
to perform a successful comparison, it is required that the
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image is correctly focused and this in turn requires that the
surface to be analyzed be at and orthogonal to the camera
within the camera depth of eld. This might be in general
a problem, since the artifacts are usually three dimensional
objects, but the problem can be reduced by selecting small
areas to capture, with the additional advantage of having
a higher spatial resolution. On the other hand, a too high
resolution could lead to miss some features due to the re-
duced capture area unless a large amount of pixels is used
that would slow down the processing, thus a compromise
is required.
The authors eventually decided to employ a spatial reso-
lution of about 15 m, a value which can be easily obtained
with lenses having focal in the range of 50 mm to 100 mm
(equivalent to the 35 mm camera format) and with shoot-
ing distances in the range of 10 cm to 20 cm. This way it is
possible to perform FFTs with dimensions 256256 pixels
corresponding to image areas of about 4 mm 4 mm.
C. Obtained results
In order to test the proposed algorithm eectiveness the
following procedure was used:
 A square area was selected on each sample excluding
the pad-covered area when present. Areas with di-
mensions in the range of 512 512 to 896 896 pixels
were obtained in this way. This is equivalent to areas
in the range of about 7:5 mm to 13 mm, which are
values large enough to be sure to catch and average
the dierent conditions of the sample surfaces.
 A series of 256  256 points 2D-FFT were computed
each time shifting the FFT area by 128 pixels in both
the x and y directions obtaining, therefore, 9 to 36
dierent estimations. The FFTs were performed on
the brightness value computed according to the HSV
paradigm [9] after some preliminary tests showeed the
good performance of this index.
 The cut(0:006) was computed for each FFT thus ob-
taining 9 to 36 values for each sample. Mean and stan-
dard deviation were computed for each set to test the
procedure stability for dierent portions of the same
image.
Fig. 7 summarizes the obtained results. In the middle
the pictures of the ve samples taken after the ageing times
shown on the left. In the upper part the results obtained
with the proposed solution, while at bottom, for compari-
son, the results one could obtain by computing the average
hue of the analyzed areas. Each bar height represents the
standard deviation of the means obtained on each area. It
is clear how the hue based method is not able to detect the
corrosion presence especially in the initial phase, while the
frequency based approach appears highly sensitive to the
protective coating failure.
At a visual observation a diuse tarnishing is observed
onto the uncoated sample. The FFT response is, however,
quite similar to the one obtained for the samples coated
with SiOx lm deposited at high input power and on which
no surface tarnishing evidences can be detected. Higher
values were obtained, on the contrary, for samples coated
Fig. 7. Examples of results obtained by the proposed method on an
uncoated silver sample and on four samples coated with SiOx lms
deposited at dierent input powers (in the range of 50 W to 250 W)
and exposed to the aggressive atmosphere for dierent periods (from
7 to 35 days). Each bar height shows the standard deviation of
the mean cut computed on the available area for the analysis. For
comparison, at gure bottom, the result one could obtain by using
an amplitude-based measurement based on the average image hue in
the HSV color space. It is clear how the hue based method is not
able to detect the corrosion presence in the initial phase.
with SiOx lm deposited at low input power, which showed
a less protective eectiveness and on which noticeable lo-
calized tarnishing attacks are consequently observed. As a
matter of facts, SiOx thin lm deposited at 250 W shows
high barrier properties against the aggressive vapors. Con-
sequently, no signicative changes in surface uniformity
can be detected as a function of the exposure time, that
turns out in a uniform surface. The same way, no changes
in surface uniformity are observed onto the uncoated sur-
face, on which the tarnishing lm grows in an homoge-
neous way. On the contrary, the FFT response obtained
on samples coated with SiOx thin lms deposited at lower
input powers is quite dierent. In facts, on these samples
the presence of localized corrosion attacks can be observed,
which led to uniformity changes and, consequently, to high
cut values.
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It is therefore possible to conclude that, notwithstanding
the proposed algorithm is not able to give quantitative
information about the coating failure and the corrosion
mechanism, the obtained results are able to underline the
presence of dangerous situations for the artefact and to
highlight when immediate restoration is required to avoid
further damages.
V. Conclusions
This paper describes a simple imaging approach that
can be used as a cheap alternative to conventional invasive
techniques such as EIS and optical and electron microscopy
to ensure a long and stable life to cultural property, not
only made of metals, to identify the conservation prob-
lems and to guarantee their safe exposure. The approach
does not require either moving the artifacts to a laboratory
or using special precautions for the lighting conditions; so
that it can be used in museums without aecting its usabil-
ity. The processing is based on the use of RAW images, on
a linear development process and on a procedure to correct
the sensor non-linearity and allows one to successfully ap-
ply the procedure even though the exposure changes from
one shoot to another up to 1F-stop, thus really lessen-
ing the lighting constraints. The described solution relies
on a frequency domain analysis based on a 2D-FFT trans-
form, but other frequency-sensitive approaches based, as
an example, on wavelet transformation and small kernel
lters can be used as well on the images generated with
the described linearization process.
Although the described technique, which is based mainly
on the measurements of the surface uniformity changes,
does not allow a quantitative assessment of the corrosion
rate, it has proved to be an eective approach to assess
the stability of protective coatings, as well as an easy and
fast method for the estimation of the aggressiveness of the
environment in which the artifacts are exposed.
The proposed approach, that can be used also by non
trained operators can, therefore, be a preventive routine
measurement that should help conservators deciding when
more invasive restoration/conservation procedures are re-
quired.
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