Over the past decade, the biomathematical community has devoted substantial effort to the complicated challenge of estimating parameter values for biological systems models. An even more difficult issue is the characterization of functional forms for the processes that govern these systems. Most parameter estimation approaches tacitly assume that these forms are known or can be assumed with some validity. However, this assumption is not always true. The recently proposed method of Dynamic Flux Estimation (DFE) addresses this problem in a genuinely novel fashion for metabolic pathway systems. Specifically, DFE allows the characterization of fluxes within such systems through an analysis of metabolic time series data. Its main drawback is the fact that DFE can only directly be applied if the pathway system contains as many metabolites as unknown fluxes. This situation is unfortunately rare. To overcome this roadblock, earlier work in this field had proposed strategies for augmenting the set of unknown fluxes with independent kinetic information, which however is not always available. Employing Moore-Penrose pseudo-inverse methods of linear algebra, the present article discusses an approach for characterizing fluxes from metabolic time series data that is applicable even if the pathway system is underdetermined and contains more fluxes than metabolites. Intriguingly, this approach is independent of a specific modeling framework and unaffected by noise in the experimental time series data. The results reveal whether any fluxes may be characterized and, if so, which subset is characterizable. They also help with the identification of fluxes that, if they could be determined independently, would allow the application of DFE.
Introduction
A central challenge of computational systems biology is the translation of biological systems into mathematical models. Addressing this challenge critically depends on two components: data of high quality and effective strategies for model design, diagnostics, and analysis. The translation process itself consists of two steps, namely the determination of suitable mathematical representations and the identification of values for the parameters in these representations. Recent years have witnessed enormous efforts in the area of parameter estimation, indicating that parameter estimation is an unavoidable and very difficult task that is not yet completely solved (e.g., [1] [2] [3] [4] [5] ). Some of its difficulties are of computational nature, while others are due to the noisiness of biological data and the fact that several computed solutions often lead to similarly good data fits [6] [7] [8] [9] [10] [11] .
The parameter estimation task is not only difficult; it also makes a fundamental a priori assumption, namely, that the mathematical structure of the model representing the given data is known. However, this assumption is seldom entirely true; in fact, one could legitimately ask whether we ever truly know the structural format of a model in biology. The choice of a particular structure for a given modeling task may be rationalized in various ways. The traditional argument has been that certain functions or models had been used frequently and successfully in a particular biological subfield and therefore had developed into default representations. A good example in ecology is the Lotka-Volterra (LV) model, which describes the time-dependent changes in population sizes by linear and binomial terms that represent interactions among the various pairs of populations [12] [13] [14] [15] . LV models have been very successful, but no ecologist would claim that they capture the dynamics of ecosystems in their full complexity. A second example is the Michaelis-Menten function [16] , which was derived from a conceptual scheme describing the enzyme catalyzed conversion of a substrate into a product under idealized conditions. Although these conditions are seldom present in real cells [17, 18] , this function has been used as a default in thousands of biochemical studies, and even in cases that have not much to do with enzyme catalysis, such as the uptake of nutrients through the root system of a plant [19] .
The choice of an appropriate model becomes more complicated in cases where the processes to be represented are aggregates of several steps [20, 21] . An example is the ubiquitous effect of an extracellular ligand or an intracellular process like gene expression. At a coarse level, this effect is direct: if the ligand is present, a gene becomes expressed, and without a ligand, the gene is more or less silent. However, any description of this relationship in detail becomes exceedingly difficult, as it typically would have to account for physical changes in the conformation of the receptor, an entire signaling cascade, the translocation of a transcription factor, as well as the transcriptional machinery.
The alternative to an a priori assumption of a particular functional form is the use of a 'canonical' approximation, which is a representation that is based on theory, always leads to the same mathematical structures, and therefore permits streamlined analyses. The LV models mentioned earlier, as well as power-law models of Biochemical Systems Theory (BST; [4, 18, 22, 23] ) and linear representations fall into this category. The advantages of these representations include their guaranteed appropriateness at some operating point of choice, generality in applications, mathematical and computational tractability, and the fact that these types of models, at least initially, require very few application-specific assumptions. Nonetheless, canonical models are not necessarily the perfect answer to the question of what an appropriate representation of a process should look like, because they are not mechanistic and their parameters therefore do not have a mechanistic meaning. Also, like all other representations, they have by definition a limited range of valid approximation, and the size of this range is almost always unknown and difficult to assess.
The question thus arises whether it is possible to infer mathematical descriptions that adequately represent the true biological process without introducing too much bias. In an attempt to address this question for metabolic pathway systems, we recently proposed the method of Dynamic Flux Estimation (DFE; [24] ), which is briefly reviewed in a later section. DFE uses as input the topology of a pathway system, together with time series measurements of the involved metabolites over a sufficiently wide time horizon. Of note is that DFE presupposes no knowledge or assumptions regarding the processes governing a metabolic system, but only of the topology of the network. In ideal cases, the input information is sufficient to prescribe a straightforward strategy for characterizing trends of all processes as they change over time or as they are affected by metabolites and modulators in the system. These resulting trends are not given as numerical functions, but as graphical representations. These plots, in turn, can directly be used for further analysis or allow the testing of numerically specified candidate functions. Thus, in contrast to identifiability tasks, which have the goal of determining optimal numerical settings for a model, the first phase of DFE addresses a characterizability task that precedes the identification of functional forms and parameters in the second phase.
Unfortunately, the ideal conditions allowing such an unbiased flux characterization are not often given. In particular, most metabolic pathway systems contain more fluxes than metabolite pools, and this discrepancy leads to a stoichiometric matrix of the flux system that has less than full rank (see later). Thus, unless additional information on sufficiently many fluxes is available, DFE cannot be applied. It is not even clear which fluxes would need to be identified independently to permit subsequent DFE. Discussion of this issue has led to suggestions for potentially helpful additional information, which could come from different sources. For example, in addition to the metabolic time series one might have measurements of some in-or effluxes. One might also be able to assume a flux representation from generally accepted kinetic knowledge [25] . If sufficiently many fluxes can be numerically characterized in this manner, the remaining fluxes can be computed in a point-wise fashion, as it is done in DFE with a system of full rank. If the data are rich enough, it is also sometimes possible to infer some fluxes from the data themselves [26] .
This article presents an extended, general strategy for characterizing fluxes for pathway systems where the original DFE strategy is insufficient. The strategy uses a pseudo-inverse matrix method that reveals which reaction steps in a system are uniquely characterizable if time series data are available, even if the system is underdetermined. Secondly, the method permits the scanning for those reaction steps in a pathway system that, if they could be characterized independently, would be most beneficial for a subsequent DFE analysis. Intriguingly, the characterizability method proposed here is model free and uses only the topology of the pathway system, but no knowledge of regulatory features or specific time series data. The immediate result is a list of all reaction steps that could be uniquely characterized in a DFE sense if time series were available. Of course, the actual characterization of dynamic trends requires data, and a correct interpretation of these trends requires knowledge of the regulatory control patterns of the system.
Methods

Metabolic time series data
Modern
13 C-and 31 P-NMR methods permit the non-invasive determination of the concentrations of substrates and intracellular metabolites in living cell cultures. These measurements can be made every 30 s or even faster, thereby leading to dense metabolic time series data on the same cells and under the same conditions. In some sense, these data reflect all metabolic activities in these cultures, at least in principle. Examples of such data and their analysis can be found in [9, [27] [28] [29] .
Mass spectrometry (MS) has advanced to a point where very many metabolites in very small quantities can be identified simultaneously. While the method is destructive and requires the running of standards, it can be used to generate time series data as well. As an example, Kinoshita and colleagues measured metabolic time-courses of human red blood cell exposed to hypoxia, using capillary electrophoresis coupled to time-of-flight MS [30] . Other destructive methods, including liquid and gas chromatography, can similarly be used to establish metabolic profiles over relevant time horizons.
A brief review of dynamic flux estimation (DFE)
Rationale
The generic format of ODE models for metabolic systems is
In this generic formulation, X is the vector of metabolite concentrations, N is the stoichiometric matrix, and R is a vector containing the specific reactions in the pathways. The stoichiometric matrix describes which variables are involved in which reaction [31] [32] [33] . An example is the branched pathway system in Fig. 1 , which consists of one independent variable (X 0 ), three dependent variables (X 1 , X 2 , X 3 ) and five reactions (m 1 , . . ., m 5 ), and has the stoichiometric matrix 
The positive and negative entries in N correspond to influxes and effluxes associated with each metabolite pool, respectively. Thus, the second row indicates that X 2 receives input through reaction m 2 (element N 2,2 ) and loses material through m 4 (element N 2,4 ). Independent variables and regulatory signals are not explicit in N.
Of particular interest is that the formulation in Eq. (1) separates the topology of the pathway, which is represented by N, from all numerical information, including regulatory effects; this information is exclusively taken into account by the vector of reactions, R. In particular, an explicit formulation of R exhibits the mathematical format of the representations of reactions, while N does not. For instance, each m i in R could be a Michaelis-Menten function, a power-law function, or have some other mathematical structure.
DFE capitalizes on the linearity of the system description in Eq. (1) with respect to the reactions. Specifically, at any given point in time, Eq. (1) is a system of linear equations, where the derivative on the left-hand side equals a sum or difference of flux values at the same time point. The derivative can be estimated from the time series data, because it is the slope of the corresponding metabolite at the same time point [34] [35] [36] . As a result, the slope of a variable at a given time point is equal to a linear function of flux values.
Illustration example
For a simple illustration of DFE, consider the linear pathway with feedback shown in Fig. 2 . Suppose that, in a laboratory experiment, the substrate X 0 had been supplied externally and that the uptake m 1 had been measured at several time points. Suppose further that time series data had been obtained for X 1 and X 2 and that slopes of the time courses were estimated with some accuracy. Idealized, noise-free data of this type are shown in Fig. A.1 For this demonstration, artificial data were generated with the following system
and the initial values X 0 = 10, X 1 = 2, X 2 = 1. In reality, just the data in Fig. A.1 would be available, whereas the format and parameterization of the equations in (3) would be unknown.
The time series data are first used to estimate the slopes S 1 and S 2 , of X 1 and X 2 respectively, at a series of time points t i , i = 1,. . ., k (cf. [34] [35] [36] ). With these estimates (Table 1) , the system can be reformulated symbolically as k pairs of equations of the form
for i = 1,. . ., k. For this simple case, it is easy to express the fluxes as functions of measured slopes; in a realistic application, this step would require a matrix inversion. For the illustration example, one obtains
so that the fluxes are expressed in terms of the slopes and the measured values of m 1 . The direct results of DFE are thus point plots of m 2 and m 3 against time or against X 1 and X 2 . As an example, Fig. 3 shows connected plots of m 2 against X 1 and X 2 . The structural and numerical identification of functions that best fit these plots is still to be done, and general guidelines do not exist for this task. Nonetheless, the task is much simpler now, because the identification of explicit functions can be done from plots that graph these functions, rather than from combined processes that govern the dynamic time courses of the ODE system. By characterizing the fluxes individually, many problems associated with error compensation and extrapolability are mitigated [24] .
Shortcomings of DFE
The Achilles heel of DFE is the requirement that the system contain as many reactions as metabolites, which is usually not the case. If equality is not given, a direct application of DFE stalls. To ameliorate the situation, it is sometimes possible to characterize a sufficient number of fluxes outside DFE. For instance, the kinetic characteristics of a reaction may be known, and since metabolite time series data are available, one may convert this information into a functional representation of the reaction [25] . By thus augmenting the system, the system matrix might eventually have full rank, so that DFE can be applied. While this augmentation fills the rank, it introduces a certain degree of bias, due to the assumption of a functional format and appropriate kinetic parameters.
If the data are non-monotonic or if sufficiently many datasets are available, it is sometimes possible to augment DFE purely based on the time series data. The method is somewhat cumbersome, but leads to success if the data allow [26] .
Application of the Moore-Penrose pseudo-inverse to DFE
This article does not address an augmentation of DFE but the question of whether at least some reactions can be characterized even if the matrix is non-square or does not have full rank, and if so, which reactions are characterizable and which are not. This information is very useful for selecting possible augmentation schemes. The method is directly based on pseudo-inverse matrices.
Elementary linear algebra tells us that we can invert a matrix if it is square and has full rank. The premier application of such an inversion is the task of solving linear algebraic equations. However, if the system matrix is ''tall,'' i.e., if there are more equations than unknowns, the system tends to be over-determined, and a true solution cannot be found. The best outcome is a solution that does not satisfy all equations but is optimal in the sense of linear regression; that is, it minimizes the overall squared-residual error. If the matrix is ''wide,'' because the system contains fewer equations than unknowns, the solution tends to be under-determined, and in most cases infinitely many solutions can be found that satisfy all equations. As discussed before, this situation is typical for DFE and of most interest here.
A method for dealing with the inversion of systems that do or do not permit a unique solution uses the Moore-Penrose pseudo-inverse, which is a generalization of the matrix inverse of elementary linear algebra. The literature is quite rich (e.g., [37] [38] [39] [40] [41] ), and even Wikipedia presents a good introduction. The pseudo-inverse of matrix N is commonly called N + . Two features associated with the pseudo-inverse are of pertinence here. First, for an underdetermined system Nv = b, the solution z = N + b is the solution of the system that satisfies the Euclidean 2-norm; that is, it corresponds to the smallest distance from the origin among 
where I is the identity matrix and w is an arbitrary vector, both of the appropriate dimensions. For simplicity of the following discussion, we denote with D the matrix of the differences between the identity and the product N + N: One should note that the Moore-Penrose pseudo-inverse is not the only possible mechanism for identifying a generalized matrix inverse [42] . However, it satisfies our needs here and is therefore considered sufficient. In the special case where D consists entirely of 0's, N + actually is identical to the regular inverse and the solution is uniquely given by the minimum-norm solution, which in this case is biologically meaningful. This result is not surprising. More interesting, if D contains a row of 0's, the corresponding flux in the general solution is unaffected by the arbitrary vector w. Thus, given time series data, this flux can be characterized uniquely, in a DFE sense where it can be plotted against time or against its contributing metabolites. If several rows exclusively contain 0's, all corresponding fluxes are uniquely characterizable. If two rows of D are identical, but not 0, the corresponding fluxes are affected by the arbitrary vector w in the same manner. These fluxes tend to correlate with each other and are often found to be associated with the same variable or with a chain of reactions within the pathway. It seems difficult to extract more pertinent information from the identity of non-zero rows (see numerical example at the end of the Results section).
Results
General insights
Intriguingly, the characterizability analysis does not require knowledge of the vector b in Eq. (6) . In DFE, this vector contains the left-hand sides of the differential equations, which consist of slope estimates. In addition, the vector may contain known flux values within the system, which as numerical values can be moved from the right to the left side of Eq. (6). Thus, the above statements Fig. 3 . Plots, derived from DFE, of m 2 against X 1 , X 2 , and both. 1 Traditionally, linear algebra uses the notation A x = b for these types of analysis.
Here, all considerations refer to stoichiometric systems, which are more intuitively represented as N v, and using the notation A x seems more confusing than helpful.
regarding D are independent of actual time series data, so that issues of noise are immaterial at this point. Expressed differently, the analysis of flux characterizability can be performed without actual data, because it is exclusively based on the topology of the pathway. As a consequence, the statements above hold even if the fluxes are regulated by metabolites in the system, for instance, through feedback inhibition. This result is due to the fact that all information regarding the metabolic regulation of the pathway exclusively affects b, but not N, N numerically with other means, so that it can be merged with the estimated slopes S 1 (t i ) (Fig. 4b) (Fig. 4c) . Now the stoichiometric matrix is
and we obtain 
No row of D is zero, and therefore no flux can be characterized uniquely. At the same time, all rows are identical, and the same transformation by w is to be applied to all reactions steps. Given the strict linear nature of the pathway, the result says that all fluxes have to increase or decrease in lockstep.
Variation 3. Let's return to the original pathway with two branches at X 1 , but assume that there is no influx to X 1 (Fig. 4d) or that it can be measured independently. The stoichiometric matrix and its pseudo-inverse are
and
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D is zero. The interpretation is that, since there is no influx to the system, the change in X 1 , which gave the system one degree of freedom before, is now governed by m 1 and m 3 , and m 2 receives all material not flowing into the direction of m 1 .
Variation 4. We start again with the original pathway but account for an efflux from X 3 (Fig. 4e) . Now the system has three variables and five fluxes. Its stoichiometric matrix is
The pseudo-inverse is to the difference between row 1 and row 2 (or 3 or 4), thus pointing to a rank of 2 and thus to two degrees of freedom, namely in the amount of influx, and the subsequent split between m 2 and m 5 .
Pathway with reversible reaction
The pathway in Fig. 5a is linear but contains one reversible reaction. If we can justify the replacement of the forward and reverse steps with a single net reaction step, the system reduces to a fully determined example, as it was discussed before. However, if this substitution is not a priori justified, the stoichiometric matrix must account for three metabolites and four reactions. It has the form N ¼ tr , which leads to the same conclusion.
Variation 1. Suppose the same system does not have an influx (Fig. 5b) or that this influx is measurable with other means, so that it can be merged with slope estimates. Now the system has three variables and three reactions, and one may be led to assume a unique solution. The stoichiometric matrix is 
Although there are three metabolites and three reactions, only one reaction is characterizable, whereas the other two are not: they permit equal scaling. Even if m 3 could be independently measured, it would not ameliorate the situation. By contrast, if m 1 , m 2 or their ratio could be measured, DFE could be applied.
Larger systems
The proposed extensions of DFE via pseudo-inverses are in principle independent of scale. However, one must expect that larger systems will often have higher degrees of freedom and therefore elude characterization. Nonetheless, the analysis may point to key reaction steps which, if they could be determined independently, would lead to a higher degree of characterizability. As an example, consider the branched pathway with five metabolites and seven reaction steps, which is an extension of the first set of examples (Fig. 4f) . The stoichiometric matrix is thus 7 Â 5 (not shown) and D is 7 
Inspection of D indicates that rows 2, 3, and 6 are identical and that 4, 5, and 7 are identical. Thus, the corresponding reactions increase or decrease in parallel. Furthermore, there is a linear dependence, for instance, in the form of Row1 = Row2 + Row4. If the effluxes m 6 and m 7 could be measured, columns 6 and 7 of the stoichiometric matrix would consist only of zeros, and so would the first five rows of D. Thus, the entire system would be characterizable.
As an alternative to D, we may compute the null space of N with the Matlab function null(N), which directly yields a result with the same information content, but which is less redundant, namely 
As in D, rows 2, 3, and 6 are identical, and rows 4, 5, and 7 are identical. Furthermore, row1 = row2 + row4. Using the same arguments as before, we can conclude that v is characterizable.
In more complicated cases, the null space may be subjected to additional analyses. For instance, it might be useful to perform the so-called varimax rotation [43] , which is commonly used in principal component analysis [44] , where it assists in the identification of a new coordinate system in which a few variables are dominant and all others are close to zero. This change of coordinates and identification of near-zero variables could lead to additional insights into the structure of the null space and thus the metabolic system.
As a different scenario, suppose m 2 could be measured independently. The characterization would in effect split the pathway into two smaller pathways, and it is clear that m 3 and m 6 could directly be characterized. Furthermore, the remaining fluxes (m 1 À m 2 ), m 4 , m 5 , and m 7 would be similarly scaled by any vector w, and additional independent determination of m 1 would make the entire system characterizable from time series data.
As a second example of affecting the stoichiometric matrix, consider a pathway with an internal loop, as shown in 
Rows 1 and 5, and 3 and 4, are identical and imply parallel scaling, which is consistent with intuition. Furthermore, Row2 = -Row1 + Row3. If the details of the internal loop are not of particular interest, the metabolite pools of X 2 , X 3 , and X 4 could be merged, and the overall influx and efflux would be m 1 and m 5 , which would still allow one remaining degree of parallel scaling.
Example of actual characterization
Suppose the pathway under study is similar to the prototypes in Fig. 4 , but contains two regulatory signals (Fig. 7) . For illustration purposes we assume that the system can be modeled with a Generalized Mass Action within Biochemical Systems Theory [23] , but except for simulating time series data, we pretend not to know the governing equations. As a numerical illustration, and without any particular reason for the choice of parameter values, the describing model is shown in Eq. 
The pathway is easily simulated once initial values are chosen; for instance, (X 1 (0), X 2 (0), X 3 (0)) = (4, 1, 2) . The resulting time courses are shown in Fig. 8 . In reality, this would be the only input 
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information, outside the pathway topology. Also in reality, one would now estimate slopes for all variables at sufficiently many time points. Here we can simply compute these slopes.
The stoichiometric matrix, the pseudo-inverse, and D are identical to those in the original branched pathway example (Eqs. (8)- (10)). The earlier analysis showed that m 2 and m 4 are characterizable, while m 1 and m 4 are coupled, probably in a nonlinear fashion.
Suppose we had estimated slopes from data following the trends in Fig. 8 . At t = 0, the vector of slopes for X 1 , X 2 , and X 3 , which in this illustration was taken from the simulation, is S = (À9.746, 0.2081, 1.1) ; earlier, this vector was generically called b. In this example, b exists exclusively of slopes, while it could, in other cases, also contain numerically known fluxes. N + and S allow us to compute the minimum-norm solution, which is 
The complete solution at time 0 is 2 ) depends on X 1 and X 2 in a highly nonlinear fashion (see Eq. (30)). Eq. (33) also reflects the fact that, if we knew m 1 numerically for all time points t i , we could compute w 1 (t i ) + w 4 (t i ) and infer m 4 , or vice versa.
In the same fashion as for t = 0, other flux values can be computed by evaluating v(t i ) = N + S(t i ). In all cases, m 2 and m 3 directly return the correct values. For example, if t = 1, we obtain m 2 = 0.1912 and m 3 = 0.8129. Once m 2 and m 3 have been determined for sufficiently many time points, they may be plotted against time or against the contributing metabolites. Figs. 9 and 10 show these types of plots. While the time plots are somewhat interesting, the plots against metabolites are probably more informative as they provide clues regarding the dependence of a reaction step on its substrate(s) and modulator(s). In particular, the positive and negative kinetic orders of X 1 and X 3 in reaction m 2 are reflected with corresponding trends in Fig. 10 . While these graphical relationships between a reaction and time, or between a reaction and its contributing metabolites, result directly from the DFE analysis, actual parameterized representations are not revealed, thus leaving the task of fitting these plots. This step is not trivial. However, it is much easier than any attempt to identify functional forms directly from the complete set of time series data.
It is even possible that a wrong functional format fits the plots relatively well, especially if noise in the time series data is considered. For example, suppose one assumed that m 2 had the format
It is not difficult to parameterize this function against the graphical plots in Fig. 10 against. With V max = 8, K M = 0.3, and p = 0.9 one obtains the fits in Fig. 11 , and substituting this representation of m 2 into Eq. (30) yields time courses that are essentially indistinguishable from those in Fig. 8 (results not shown) . The probability of incorrect formats decreases with the availability of additional datasets that shed light on different ranges of the dependent variables. Both are always shifted by 0.5Á(w 1 + w 4 ), but this expression generally has a different value for every t i . While it is theoretically possible to compute vectors w that make the flux vector completely non-negative for all time points, this computation is not always easy in practical situations when the system is large.
Discussion
Arguably the most crucial task of computational systems biology is the translation of a biological phenomenon into a computational model that can be analyzed in lieu of its counterpart in the real world. This translation requires (1) the setting up of equations and (2) the fitting and validation of the parameters in these equations so that simulations with the model match experimental results. An interesting-yet often untested-challenge is the appropriate choice of the mathematical format of the equations, which only rarely can be truly justified, because the mechanisms to be described by the equations are often complicated and seldom known in sufficient detail. Canonical approximations may be used instead, but they have their own limitations.
Nature has not provided us with guidelines steering us toward the correct functional forms. Furthermore, the total repertoire of mathematical functions is infinite, and even if we can determine a function that models a certain dataset perfectly, there is no proof that the format of the function is correct. Good examples are highorder polynomials that can be constructed to match every data point precisely but can utterly fail in extrapolations to slightly changed conditions.
In the context of metabolic pathway systems, Dynamic Flux Estimation (DFE) addresses this conundrum in a two-phase strategy [24] . In the first phase, one attempts to establish the trend of each flux as a graphical plot against time or against its contributing metabolites. The result is significant, because it shows what each flux looks like, while essentially eliminating redundancies between fluxes affecting the same or different metabolites. The second phase attempts to convert the flux plots into functional forms. As in other identification tasks, these are entirely unknown, but the problem is vastly simplified because each flux can be analyzed individually and because this identification requires only explicit functions, rather than systems of differential equations. Nevertheless, the identification in the second phase of DFE is not guaranteed to be correct, because the selected function could be under-or over-parameterized and conceivably only apply to the specific ranges of values for which data were measured. Indeed, the validity of the results of the second phase of DFE can only be tested with additional data.
While DFE allows a significant leap forward in the identification of metabolic models, it has the unfortunate drawback that it requires a matrix inversion that is only directly possible if the pathway system contains as many fluxes as metabolites. Earlier extensions of DFE called for additional kinetic information on some fluxes or depended on rich datasets with quite particular features [25, 26] . Here, we use pseudo-inverses of matrices to solve as much of the DFE approach as is possible for a given pathway topology. Specifically, the proposed analysis reveals which fluxes in a pathway system could be characterized, if metabolic time series data were available. The analysis does not identify the numerical features of any of these fluxes and is therefore called 'characterizability analysis' rather than 'identifiability analysis'. This distinction is important and quite interesting. The characterizability analysis is much more limited than a full flux identification procedure, because its result is something like an existence proof, rather than a prescription for the mathematical format of the fluxes in the system. Ideally, characterizability leads to graphical representations of all fluxes and suggests functional formats that are subsequently to be parameterized. Therefore, characterizability may be considered a precursor to identifiability. However, it is also possible that a pathway model is not characterizable, but that the assumption of a specific flux format permits unique parameter identification. Thus, characterizability and identifiability are distinct aspects of the general task of formulating parametric representations of biological processes.
Two of its intriguing features of the proposed method are the following. First, the analysis is entirely model free. No choice of functions or a particular modeling framework is required, and there is consequently no issue with limited validity or accuracy of some candidate model. Second, the analysis is not affected by the quality of experimental data, missing data, noise, or the existence of known or unknown regulatory signals. The characterization is based purely on the topology of flux distribution within the pathway system, that is, on the stoichiometric matrix. A corollary of these insights is that additional data of the same or a similar type do not make a DFE analysis possible if it was not possible before. For instance, if new data with slightly altered inputs were generated for an underdetermined system, the collective data would still be underdetermined. The data could possibly improve the estimation of slopes, fill gaps in the data, or smooth out plots of fluxes, but they would not make DFE executable without additional information.
Thus, the first step of an underdetermined DFE task might be to compute from the stoichiometric matrix of a system which fluxes are directly characterizable. If all fluxes are characterizable, one could proceed and measure metabolic time series data, and if these could be obtained with sufficient accuracy, the trends in fluxes could be computed as plots against time or against the metabolites contributing to the dynamics of the flux. If some fluxes are not characterizable, it is clear that a parametric representation of the reactions in the system is not possible without the infusion of addition information. In this case, one could explore what information would be needed to augment the rank of the system sufficiently to execute DFE. This exploration could consist of screening the system in the following fashion. Assume that unknown flux UF1 can be identified outside DFE. If so, it can be merged with the vector b, which contains the slopes of metabolites at different time points. In effect, this merger reduces the number of non-zero entries in the stoichiometric matrix N (for example, compare Eqs. (20) and (23)). Compute D or null(N) to test whether the system is now characterizable. If so, independent information on UF1 would suffice to solve the problem. If not, study the next unknown fluxes UF2, UF3, etc. If none of these analyses succeeds, study combinations of unknown fluxes. Because each step requires only the computation of D or null(N), which is very fast, it should be possible to devise an automated screening algorithm, which would result in sets of fluxes to be determined to make DFE feasible. Ultimately the screening process will terminate, although not necessarily with the only possible solution, because if almost all fluxes were known, the remaining few fluxes could certainly be characterized.
In a similar vein, N, D and null(N) may be explored to gauge whether the pooling of metabolites or the merging of fluxes would make a pathway system characterizable. As typical examples shown here, the two directions of a reversible reaction were merged into a net flux, and a small cyclic module was condensed into a single pool, thereby reducing the discrepancy between the numbers of fluxes and metabolites. Similarly, other subsystems could be pooled, which would lead to a loss of detail within the subsystems, but could make the overall system characterizable.
Once the system is characterizable, metabolic time series data need to be obtained and all fluxes are graphically identified. Subsequently, the graphical trends are to be converted into mathematical representations. These steps are highly dependent on the repertoire of candidate functions and the quality of the metabolic times series data. Related issues of experimental noise and uncertainty, missing datasets, and mass leaks from the system were discussed elsewhere [25] , but remain to be issues worth pursuing.
Overall, the procedure may appear to be complicated. However, one has to consider what is being achieved if DFE can be applied. Namely, it is possible to ''see'' from the graphical representations what the individual fluxes governing the system look like in dependence on time or on the metabolites that affect them. It appears that this ''insight'' is not achievable with other existing methods. 
