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Abstract
Better instruments, faster and bigger supercomputers and easier collaboration
and sharing of data in the sciences have introduced the need to manage increasingly
large datasets. Advances in high-performance computing (HPC) have empowered
many science disciplines’ computational branches. However, many scientists lack
access to HPC facilities or the necessary sophistication to develop and run HPC
codes. The benefits of testing new theories and experimenting with large numerical
simulations have thus been restricted to a few top users. In this dissertation, I
describe the “remote immersive analysis” approach to computational science and
present new techniques and methods for the efficient evaluation of scientific analysis
tasks in analysis cluster environments.
I will discuss several techniques developed for the efficient evaluation of data-
intensive batch-queries in large numerical simulation databases. An I/O streaming
method for the evaluation of decomposable kernel computations utilizes partial-sums
to evaluate a batch-query by performing a single sequential pass over the data. Spatial
filtering computations, which use a box filter, share not only data, but also compu-
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tation and can be evaluated over an intermediate summed volumes dataset derived
from the original data. This is more efficient for certain workloads even when the
intermediate dataset is computed dynamically. Threshold queries have immense data
requirements and potentially operate over entire time-steps of the simulation. An
efficient and scalable data-parallel approach evaluates threshold queries of fields de-
rived from the raw simulation data and stores their results in an application-aware
semantic cache for fast subsequent retrieval. Finally, synchronization at a media-
tor, task-parallel and data-parallel approaches for the evaluation of particle tracking
queries are compared and examined.
These techniques are developed, deployed and evaluated in the Johns Hopkins Tur-
bulence Databases (JHTDB), an open simulation laboratory for turbulence research.
The JHTDB stores the output of world-class numerical simulations of turbulence and
provides public access to and means to explore their complete space-time history.
The techniques discussed implement core scientific analysis routines and significantly
increase the utility of the service. Additionally, they improve the performance of
these routines by up-to an order of magnitude or more when compared with direct
implementations or implementations adapted from the simulation code.
Primary Reader: Randal Burns
Secondary Readers: Alex Szalay & Charles Meneveau
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Most, if not all, science disciplines have developed computational branches. Exam-
ples include computational physics, computational biology, computational chemistry,
computational fluid dynamics, and others. In some cases experimentation is sim-
ply not possible as is the case in cosmology. In others experimentation may be too
expensive or too dangerous. In the case of fluid dynamics and turbulence research
in particular direct numerical simulations (DNSs) are widely adopted tools for the
development and refinement of turbulence models, which improve our understanding
of how the underlying physical processes work. The Navier-Stokes equations, which
govern turbulent fluid flow, are discretized and integrated forward in time, solving for
physical field variables (e.g. velocity and pressure) as function of space and time in
the domain of the simulation.






and third power of the non-dimensional Reynolds number, Re [1, 2]. Turbulent
flows of practical interest usually have high Re, and must therefore be solved using
supercomputers. Preparing and running such a simulation requires substantial ex-
pertise in parallel computing and turbulence research, but moreover it requires access
to a supercomputing facility. Traditionally, such undertakings have been team efforts
that are planned and prepared for ahead of time, the particular science questions to
be answered have been thought of in advance and most of the analysis is done during
the simulation. Only representative snapshots are stored for subsequent analysis and
even if more data are available, accessing them is often not easy and usually entails
the downloading of large amounts of data to a local machine. As a result, the same
simulations must be repeated after new questions arise that were not initially obvious;
most breakthrough concepts cannot be anticipated in advance. In order to provide
access to high-quality world-class turbulence DNS data to researchers that may not
have access to supercomputing facilities and the public as a whole, our group at Johns




1.1 The JHTDB, an Open Simulation
Laboratory for Turbulence Research
In this dissertation, I describe our experience building and operating the JHTDB
and our efforts to provide easy access to terabyte simulation datasets to anyone in the
world with an Internet connection. An open simulation laboratory complements the
DNS approach to the study of turbulence. The entire space-time histories of landmark
simulations are stored persistently in a database cluster. Armed with the JHTDB’s
built-in analysis functionality, researchers with modest computational and storage
capabilities can perform sophisticated analysis using high-resolution datasets, traverse
the flow forward and backward in time, repeat and refine experiments, tune the
parameters of their analysis routines, test new hypotheses, and use the data in ways
that weren’t even envisioned when the simulations were first run. Additionally, an
open simulation laboratory can be used for teaching and training the next generation
of researchers.
1.1.1 Exploration of Turbulence Simulation Data
The archival approach to numerical simulation data has several advantages when
compared to hypothesis-driven simulation, in which a code is run every time a new
question emerges. One, it reduces the time from hypothesis to drawing conclusions.
Analysis queries are executed against stored data, and, in many cases, have much
3
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smaller data and computation requirements when compared to an entire simulation.
Two, it enables data exploration. The same points in space and time can be explored
multiple times as intuition about the data develops. Three, it provides for a seamless
verification of experimental results. Analysis queries used to draw conclusions can
be easily rerun and are guaranteed to produce the same results. There are almost
no drawbacks when an experiment fails and needs to be repeated with a different set
of assumptions, initial conditions or parameters. Finally, it does not assume that an
entire dataset or a significant fraction of it is downloaded, forcing the user to provide
the computational resources for analysis of multi-terabyte/petabyte datasets.
The deployment of an open simulation laboratory for turbulence research has
already transformed our understanding of turbulence and has allowed for new types
of analysis to be performed. Users can track particles immersed in the simulated
flow both forward and backward in time, evaluate ensembles of particles together,
and repeat experiments to achieve confidence in the results. Researchers at Johns
Hopkins performed this type of analysis for magnetohydrodynamics (MHD), tracing
stochastic trajectories arriving at a point (x, t) backward in time to the initial time,
t0 and then transporting the magnetic field forward along the trajectories to the point
(x, t). This numerical experiment has revealed why magnetic field-lines in solar flares
break and reconnect in as little as 15 minutes as opposed to the millions of years
predicted by classical theory [4]. The original numerical simulation was performed
years ago to explore an unrelated hypothesis!
4
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Figure 1.1: Matlab script to examine the vorticity magnitude around a point with
large vorticity in the isotropic turbulence dataset stored in the JHTDB.
1.1.2 Immersive Turbulence
Using the JHTDB and accompanying access libraries and tools, scientists can
immerse virtual sensors in the simulation, visualize turbulent phenomena, perform
feature extraction and data mining. The data and the associated functionality are
available on-demand and over the Internet. This allows scientists to interact with the
entire simulation data. Stationary sensors immersed in the flow report the simulation
parameters or values of derived fields at particular locations, while particles can be
allowed to flow both forward and backward in time along pathlines in the entire
temporal domain or along streamlines within an individual time-step. We term this
approach to computational science “remote immersive analysis”.
5
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Figure 1.1 shows an example of the remote immersive analysis approach to com-
putational turbulence. The user extracts all locations within the region of interest
where the magnitude of the vorticity is above a prescribed threshold (65.0 in the
example) from the isotropic turbulence dataset (making a call to the getThreshold
Web-service method). He or she then generates a 2D planar patch with the location
of maximum vorticity in the center and places “virtual sensors” at each location using
the dataset’s grid spacing. He or she then requests the velocity gradient (making a
call to the getVelocityGradient Web-service method) at each of these locations and
computes and plots the vorticity magnitude to yield the visualization shown. The
results of the getThreshold and getVelocityGradient methods can be further analyzed
depending on the particular needs of the user.
Many numerical simulations are canonical and have useful lifetimes of years or
decades. Turbulence researchers have come to rely on the JHTDB to provide such
canonical datasets and new ideas are tested in this laboratory routinely. The scientific
results that have emerged span the full breadth of turbulence research, from physical
theory (e.g. turbulent dynamics of velocity gradients [5]), to engineering modeling
(e.g. large-eddy simulation of wall-bounded flows [6]), to development of experimental
techniques (e.g. particle-based measurements of very fine-scale flow structure [7]).
These are just a handful of the many examples showing the utility of the JHTDB and




The great advances in computing capabilities of the recent past have led to scien-
tific datasets of unprecedented size. The standard DNSs of turbulent flows produce
datasets that are 10s to 100s of terabytes, while leading-edge simulations have al-
ready crossed the petabyte threshold [2, 8]. The rate at which new datasets are
generated is also accelerating. This highlights the enormity of the task at hand; to
persistently store large datasets, provide public access to them and ensure that they
can be analyzed in an efficient manner.
1.2 Summary of Contributions
In order to support the exploration of large numerical simulation datasets and
make scientific analysis of the data possible over the Internet, my collaborators and I
have developed efficient methods for the evaluation of batch-queries of several different
types. In some cases the methods that we have developed make the execution of
certain scientific analysis tasks practical where it was not before. In other cases they
improve the performance of these tasks by up to an order of magnitude or more.
In this dissertation, I describe these system techniques and present a comprehensive
evaluation of the different methods in a live production environment. I present and
discuss the following contributions:
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• I/O streaming evaluation of batch-queries performing decomposable
kernel computations. We have developed a method, which evaluates batch-
queries performing kernel computations at a large set of target locations by
means of a single sequential pass over the data. The method improves the
performance of queries performing interpolation, differentiation, filtering and
other kernel computations by over an order of magnitude when compared with
direct evaluation of these computations at each target location or execution
strategies adapted from the simulation code.
• Data-driven evaluation of decomposable kernel computations by means
of partial-sums. The I/O streaming method that we have developed relies on
the fact that a linear-sum computation over a kernel of data points can be bro-
ken down into partial-sums. The data requirements of individual requests are
identified and merged in a preprocessing step. As data chunks (also known as
atoms) are retrieved from the database a partial-sum computation is executed
over the data points in the overlapping region between a request’s kernel of
computation and the retrieved data region. Partial results are maintained and
updated as more of the data become available. This allows us to retrieve the
data in any order and in parts.
• Distributed evaluation of batch-queries. Evaluating by partial-sums pro-
vides support for distributed evaluation of batch-queries. Each database process
8
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performs a partial evaluation over the data that it has available locally and par-
tial results are merged at the mediator.
• Spatial filtering by means of summed-volumes. We have developed
a complementary method for the evaluation of the largest of spatial filter-
ing queries, those that perform filtering with large filter widths over locations
densely clustered in space. The method dynamically computes an intermedi-
ate summed-volumes dataset over the bounding data region of the set of input
points and evaluates each spatial filter by looking up only 8 data points in this
summed-volumes dataset.
• Query-processing framework for spatial-filtering queries. The query-
processing framework that we have built dynamically decides between I/O
streaming and summed-volumes evaluation of spatial-filtering queries based on
the workload’s characteristics, such as density of target locations and expected
number of I/Os.
• Computing derived fields of large simulation data on-demand and
evaluating threshold queries on them at extreme scale. Evaluating
threshold queries of derived fields provides large data analytics capabilities that
examine the entire stored data volume of simulation time-steps. This is achieved
through the combination of existing data management techniques such as data
parallelism and semantic caching as well as taking advantage of heterogeneous
9
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scientific cluster architectures (sharded relational DBMS with several SSDs per
node).
• Study of particle tracking techniques in an open simulation labora-
tory. We examine task-parallel, data-parallel and mediator synchronization
techniques for the advection of particles in the simulated flow with a focus on
the I/O demands of the process.
• Task-parallel method for the advection of particles. We have developed
a task-parallel method for particle integration in a scientific database cluster
environment. The method improves performance by up to a factor of 3 and
achieves scalability by performing the entire processing on the database nodes
of the cluster.
• Comparative study of the trade-offs between batch execution and
asynchronous processing. We show that the reduced I/O time from the
retrieval of data for an entire batch of particles outweighs the advantages of
asynchronous processing.
• Experimental evaluation on data-intensive workloads in a live produc-
tion environment. We evaluate the different methods on workloads extracted
from the usage logs of the JHTDB and on micro-benchmarks defined based on
common query patterns and designed to examine the scalability properties of
each method. The evaluation is done in the live production environment of the
10
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JHTDB and we show scalability results on datasets hundreds of terabytes in
size.
1.3 Dissertation Outline
The remainder of the dissertation is organized as follows. In chapter 2, I provide
an overview of the JHTDB, its capabilities and the functionality that it provides.
Chapter 3 describes the I/O streaming method for the evaluation of batch-queries
that perform kernel computations. Chapter 4 describes the summed-volumes method
for the evaluation of spatial filtering queries and the query execution framework,
which dynamically decides between I/O streaming and summed-volumes based on
the workload characteristics. Chapter 5 describes the framework for evaluation of
threshold queries of derived fields and the application-aware semantic cache for the
results of these queries. Chapter 6 discusses particle tracking in the JHTDB and
evaluates several approaches for particle advection. In chapter 7, I present a summary
of the impact of the JHTDB on the study of fluid dynamics and turbulence research.
Finally, Chapter 8 concludes this dissertation with an overview of the contributions




The JHTDB was designed to provide efficient yet flexible access to world-class
high-resolution turbulence DNS data [9, 10]. Over the past several years since its
inception in 2007 some aspects of the architecture were modified, new analysis func-
tionality was added and new ways of accessing the data were provided. I provide an
overview of the architecture and summarize some of these developments here.
I describe two versions of the JHTDB that define the immersive turbulence ap-
proach (Section 1.1.2), in which we store the output of world-class, high-resolution
simulations in a cluster of relational databases and allow scientists to explore, analyze,
and visualize the data through Web-services. The first version of the database hosts
27 TB of publicly-available data from a direct-numerical simulation (DNS) of forced
isotropic turbulence over 1024 time-steps on a 10243 grid [9]. My collaborators and































Figure 2.1: Architecture of the JHTDB.
have motivated the current line of research. I also discuss the second version of the
JHTDB and the evolution of the service, which now stores three additional datasets,
provides additional functionalities and has increased capabilities.
2.1 Architecture of the JHTDB
In both versions of the JHTDB, data are partitioned spatially and temporally
across the database cluster and are accessed through a Web server. The Web server
acts as a mediator that divides user requests according to the spatial partitioning of
the data and submits them for execution to the appropriate database nodes (Figure
2.1). Li et al. [9] and Perlman et al. [10] describe the architecture in detail.
13
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To amortize I/O, improve the specificity of reads, and reduce the overhead of data
indexing, we partition the data into data cubes, or “atoms,” which are represented
as binary-large objects (or BLOBs) in the database tables. Each atom stores 83 data
points and stores the data for one simulation field (e.g. velocity or pressure). Most
of the computations require data from the target location’s immediate neighborhood
as a kernel (such as a cube centered on the target location). Each kernel’s size
depends on the request’s parameters, but it is usually in the 43 to 83 data point
range. Given a size of 83 data points for a data atom, each record fits within a single
database page, which helps us obtain each computation’s data with a small number
of I/Os. Additionally, indexing each individual point would nearly double the storage
requirements.
The Morton z-order space-filling curve governs the spatial partitioning and orga-
nization of the data. The curve provides the mapping of the three-dimensional data
to the linear ordering in which the atoms are laid out on disk. The Morton z-order
curve was chosen because it is admissible, it provides a stable ordering of space, the
indexes are easy to compute and it preserves spatial locality well, which is important
because data points in close proximity in physical space are usually accessed at the
same time in the database’s typical usage patterns. The spatial access method used
to store and retrieve the data atoms to and from disk is a standard B+ tree clustered





NoSInt No Space interpolation
(value at the datapoint closest to each coordinate value)
Lag4 4th-order Lagrange Polynomial interpolation along each spatial direction
Lag6 6th-order Lagrange Polynomial interpolation along each spatial direction
Lag8 8th-order Lagrange Polynomial interpolation along each spatial direction
M1Q4 Splines with smoothness 1 (3rd order) over 4 data points.
M2Q8 Splines with smoothness 2 (5th order) over 8 data points.
M2Q14 Splines with smoothness 2 (5th order) over 14 data points.
FD4 4th-order centered finite differencing (can be spatially interpolated)
FD6 6th-order centered finite differencing (without spatial interpolation)
FD8 8th-order centered finite differencing (without spatial interpolation)
Table 2.1: Spatial interpolation and differentiation options in the JHTDB.
2.2 Spatial and Temporal Interpolation
Accurate spatial and temporal interpolations are important to obtain simulation
parameters off grid nodes. The JHTDB implements spatial interpolation using La-
grange and spline polynomials with various optional orders of accuracy as well as tem-
poral interpolation using Picewise Cubic Hermite Interpolation Polynomials (PCHIP)
[11]. Table 2.1 shows a list of the available interpolation and differentiation options.
I briefly describe the Lagrange polynomial and PCHIP interpolation techniques and
their data requirements here. More details are provided in Li et al. [9] and on the
project’s Website [12].
The interpolated value of a variable at a target location that does not coincide
with a grid node can be computed using Lagrange polynomial interpolation. La-
grange polynomial interpolation operates over a cubic region surrounding the target
location. This region is the kernel of computation and the data values at all grid
15
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locations within that region are needed for the computation of the interpolated value.
The interpolated value of any point in space x′ computed using N th order Lagrange































in which x′ = (x′, y′, z′) is the position of the target point in 3-dimensional space and
f(xi, yj, zk) represents the data stored at the node on the grid at location (xi, yj, zk).
The computation kernel is an N ×N ×N cube around the target point. The location






















where ∆x, ∆y, ∆z are the widths of the grid in the x, y and z dimensions. The
















in which θ can be x, y or z and α can be n, p or q, respectively.
Similarly to spatial interpolation, temporal interpolation can be used to obtain
the value of a variable in-between stored time-steps with higher accuracy. Temporal
interpolation can be performed using PCHIP. In the JHTDB, the value from the two
16
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nearest time-steps is interpolated at time t′ with centered finite difference evaluation
of the end-point time derivatives. A total of four temporal points are used:
f(t′) = a+ b(t′ − tn) + c(t′ − tn)2 + d(t′ − tn)2(t′ − tn+1) , (2.3)







with ∆t being the







f(tn+1)− 2f(tn) + f(tn−1)
2∆t2
d =
−f(tn−1) + 3f(tn)− 3f(tn+1) + f(tn+2)
2∆t3
.
2.3 Limitations and Lessons Learned
Our experience deploying the first version of the database revealed several design
errors. We stored all attributes in a single table, which reduces I/O performance. For
example, scientists would be interested in just one of the fields (velocity or pressure).
However, since velocity and pressure were stored together in the same atom, data for
both would be retrieved when each particular query was evaluated. We also chose
17
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to replicate data on the edges of partitions in order to localize the computation of
kernels to single database nodes. Since the highest order interpolation supported was
8th order Lagrange interpolation, which has a kernel of size 83, the required replication
was 4 data points in each dimension (a kernel half-width). This introduced ∼42%
storage overhead.
2.4 Second Version of the JHTDB
The second version of the database amends these decisions in part due to the
I/O streaming techniques we develop (Section 3). We employ vertical partitioning
in order to improve the specificity of reads. The MHD data set consists of 3 vector
fields, velocity, magnetic field, and magnetic vector potential, and the scalar pressure
field. These data are partitioned into 4 tables respectively, and when a request for a
particular field is made we only have to read the specific data instead of all of them.
This vertical partitioning is reminiscent of column-store databases [13, 14, 15]. In
order to reduce wasted data transfer and to improve memory performance, we reduce
the size of a data atom to 83 (6144B of storage for vector fields, e.g. storing Vx, Vy
and Vz together). Small data atoms do not pollute the cache and have small transfer
times from disk that outweigh the potentially higher costs of more disk seeks. Eval-
uating by partial-sums allows us to distribute the computation for kernels that cross
18
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node boundaries and work with smaller atoms eliminating the need for replication as
described in Section 3.2.3.
2.4.1 Datasets
The JHTDB currently stores four datasets – the DNS output of four types of
turbulent flows:
• a forced isotropic turbulence dataset on 10244 space-time data points at a
Taylor-scale Reynolds number of Reλ = 433;
• a steady-state incompressible magnetohydrodynamic (MHD) turbulence dataset
on 10244 space-time data points, forced with a Taylor-Green flow, with Reλ,u =
186 and Reλ,b = 144 for the velocity and magnetic field, respectively;
• a channel flow dataset at Reτ = 1000 on 2048× 1536× 512 spatial data points
and 4000 time-steps;
• a variable-density mixing flow dataset on 10243 spatial data points and 1015
time-steps.
The total amount of space occupied by these datasets is over 200TB. The data are
partitioned spatially and temporally across a cluster of relational databases. The
database nodes are part of the 1.1 PB GrayWulf cluster [16] and the 11 PB DataScope
cluster [17] at JHU. Each node runs Microsoft SQL Server and provides built-in anal-
ysis functionality, implemented as user-defined functions or stored procedures in the
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Common Language Runtime (CLR). The data and analysis functionality are accessi-
ble through a Web-server front end (http://turbulence.pha.jhu.edu), which provides
Web-services implemented using the SOAP protocol (Simple Object Access Proto-
col), a cutout service producing HDF5 files [18] of the raw simulation data and a
Web-query interface. Users can access the Web-services directly or through several
client libraries, which we have provided, including Matlab, C, Fortran and Python
wrappers (see Figure 2.1).
2.4.2 Analysis Functionality
The analysis functions used in turbulence research are data-intensive; they operate
over collections of points and to compute the result at each target point they access a
large number of neighboring data points. Some functions are also data reducing; they
evaluate or compute over a large number of data points, but produce smaller result
sets. These types of computations are much more efficiently executed on the servers
near the data. Large amounts of data do not have to be moved across the network and
the computations can be evaluated in a distributed manner across the nodes of the
cluster. However, the functionality provided to users should also be general enough
to allow for different types of analysis and customization of experimental parameters.
With these considerations in mind, we have developed Web-services methods that




• values of the simulation fields on and off the grid (locations off the grid are
interpolated using Lagrange and spline polynomials of varying orders);
• first and second order derivatives of the simulation fields evaluated using finite-
differencing schemes of varying orders;
• filtered quantities, such as the filtered velocity, filtered velocity gradient, sub-
grid stress tensor, etc. (filtering is performed using a box filter);
• the positions of particles tracking the simulated flow (particle tracking is per-
formed using a second order accurate Runge-Kutta integration scheme);
• all values of the simulation fields and derived quantities above a prescribed
threshold (derived quantities currently include the vorticity and Q-criterion).




Function Isotrpic MHD Channel Mixing
GetVelocity ✓ ✓ ✓ ✓
GetMagneticField ✓
GetVectorPotential ✓
GetPressure ✓ ✓ ✓ ✓
GetVelocityAndPressure ✓ ✓ ✓ ✓
GetForce ✓ ✓
GetVelocityGradient ✓ ✓ ✓ ✓
GetMagneticFieldGradient ✓
GetVectorPotentialGradient ✓
GetPressureGradient ✓ ✓ ✓ ✓
GetPressureHessian ✓ ✓ ✓ ✓
GetVelocityLaplacian ✓ ✓ ✓ ✓
GetMagneticFieldLaplacian ✓
GetVectorPotentialLaplacian ✓
GetVelocityHessian ✓ ✓ ✓ ✓
GetMagneticFieldHessian ✓
GetVectorPotentialHessian ✓
GetPosition ✓ ✓ ✓
GetBoxFilter ✓ ✓ ✓
GetBoxFilterSGSscalar ✓ ✓ ✓
GetBoxFilterSGSvector ✓ ✓ ✓
GetBoxFilterSGSsymtensor ✓ ✓ ✓
GetBoxFilterSGStensor ✓ ✓ ✓




GetThreshold ✓ ✓ ✓ ✓




The JHTDB also provides a cutout service, which allows users to obtain the raw
simulation data in familiar HDF5 format [18]. Users can optionally specify a stride or
a step, and a filter width. If these options are specified, the cutout service produces
a coarser version of the data, and if the filter width is larger than a single data point
the data are filtered using a box filter. For reasonable values of the stride parameter
producing a filtered version of the data is only slightly slower than obtaining the raw
data through strided access: I/O limits the data access and network speed limits the
transfer of results to the user. The filtering computation introduces a small overhead
mainly due to the fact that the data have to be converted from binary to single
precision floating point format to perform the filtering computations.
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I/O Streaming Evaluation of Batch
Queries
Many scientific analysis queries perform linear sum computations or kernel compu-
tations, which operate on a neighborhood of data points. Examples include interpo-
lation, differentiation and filtering. These routines are fundamental to computational
turbulence and over 95% of the analysis queries submitted to the JHTDB make use
of such routines. In this chapter, I describe a method for evaluating computational
turbulence queries, including Lagrange Polynomial interpolation, based on partial-
sums that allows the underlying data to be accessed in any order and in parts [19].
The method exploits these properties to stream data from disk in a single pass and
concurrently evaluates batch queries. The combination of sequential I/O and data
sharing improves performance by an order of magnitude when compared with di-
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rect evaluation of each query. The technique also supports distributed evaluation of
queries in a database cluster, assembling the partial-sums from each node at the query
mediator. The I/O streaming partial-sums method allows the JHTDB to realize scale
and throughput for our scientists’ data-intensive workloads.
3.1 Motivation
Data-intensive computing has revolutionized access to the computational simula-
tion of turbulence. As described in Section 2 we have built the JHTDB in order to
provide public access to world-class numerical simulations of turbulence. However, a
clustered database approach to computational turbulence has revealed performance
issues for data-intensive workloads. Query throughput and system scalability limit
the utility of the service, restricting the number of concurrent queries and increasing
the time needed to complete experiments. Heavy usage can slow down the service by
a factor of 10 to 20. The first iteration of query evaluation techniques [9] were adapted
from the simulation code and exhibit poor access locality at all levels of the memory
hierarchy and incur substantial storage overhead associated with the replication of
data across nodes (see Section 2.3).
The predominant turbulence analysis query performs a kernel computation, such
as spatial interpolation of a vector field at a specific point based on high-order La-
grange Polynomials. To evaluate each point a kernel computation (Figure 3.1) uses
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data points from the simulation, e.g. 83 data points for 8th order Lagrange Polyno-
mial interpolation. Typically, scientists request batches of point queries with varying
sizes (thousands to hundreds of thousands or even millions of point queries) from the
same simulation time-step. Evaluation of these queries consists of embedded loops
that iterate over the kernel of computation. This does not access data coherently; it
retrieves data from the same cache line or page in multiple loop iterations. It also
accesses the same data values multiple times when the kernels of multiple queries
overlap.
To improve memory and I/O performance, we define a data-driven partial-sums
method for the concurrent evaluation of multiple kernel computation queries in a
single, streaming pass over the data. The queries can be evaluated incrementally and
in parts as kernel computations operate over a linear combination of data values and
coefficients. As an example, Lagrange interpolation is a linear combination of the data
values and the Lagrange polynomials, which only depend on the target position and
the resolution of the grid. Therefore, we perform the computation for all queries at
the same time by maintaining a partial-sum for each target point and access the data
sequentially. This makes memory accesses coherent in all levels of the cache hierarchy,
regardless of the cache line size. Sequential access patterns use the full parallelism
of the memory hardware, avoid associativity or bank conflicts, and make processor,
I/O, and database prefetching effective. Most importantly, I/O streaming reduces the
overall I/O requirements. Batches of concurrent queries share I/O; a single value from
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the database contributes to all queries for which the kernel of computation contains
the point.
Evaluating by partial-sums supports distributed evaluation and eliminates the
need for data replication among database nodes. Previous approaches have replicated
a kernel half-width at the boundaries of a partition in order to avoid transferring data
among nodes (Section 2.3). When a computation kernel spans data partitions, the
JHTDB mediator splits a single query into two or more partial-sum queries to the
multiple database nodes and combines the results. Distributing queries has minimal
performance overhead and reclaims the 42% space used for replicated data that local-
ized queries to single nodes [10]. It also supports arbitrarily large kernels; replication
restricted us to 8th order Lagrange interpolation previously.
I/O streaming and evaluating by partial-sums applies to a broad class of decom-
posable functions in the realm of data-intensive science. This includes all computa-
tions that are expressed as a linear combination of the data samples, such as differenti-
ation, integration, and filtering. We have implemented I/O streaming and distributed
evaluation in the second generation Turbulence Database Cluster (Section 2.4). We
have evaluated our technique on user workload traces from the JHTDB. We have
realized a speedup of at least 6 times and up to 50 times in the overall performance
of queries that compute Lagrange interpolation when compared with a direct method
of evaluation. Since Lagrange interpolation is the most commonly used function this
translates into improved performance for scientific experiments. Furthermore, I/O
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streaming and evaluating by partial-sums is used in the JHTDB for the evaluation
of spline polynomial interpolation, first and second order differentiation, filtering and
particle integration.
3.2 Data-driven Query Execution
My collaborators and I have implemented a data-driven partial-sums method for
the computation of decomposable kernel computations, including high-order Lagrange
interpolations in the JHTDB. We perform the computations by means of an I/O
stream that takes a single pass over the data. For each target point, we maintain a
partial-sum of the results that we update incrementally as we access relevant data
points. We also use partial-sums to implement distributed evaluation of interpolation
kernels across multiple database nodes. Each database node executes its part of the
computation and maintains a partial-sum. The mediator combines the partial-sums
and returns the final result to the user.
3.2.1 Partial-Sums
I described the evaluation of a point query by means of partial-sums in the con-
text of Lagrange polynomial interpolations. However, this technique applies to any
decomposable kernel computation that uses a linear sum combination of data and co-
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efficients, including nested computations such as interpolating the value of a derivative
obtained using a finite differencing scheme.
A decomposable kernel computation over grid data is one that consists of linear








in which the kernel of computation is of size N, the data are stored at discrete locations
xi on the grid (integer i), the location xn is the one closest to x
′ and li are coefficients
that do not depend on the data, but can depend on the target location x′ and the
grid resolution.
Given P , a permutation of the set (1, ..., N), and a set (S1, ..., Sm) of contiguous
non overlapping subsets of P , a decomposable kernel computation can be broken






















































Figure 3.1: Data requirements for Lagrange Polynomial interpolation at a target
point (x′, y′). A 4th order interpolation in two dimensions (shown) accesses a square
of size 4 around the target point.
This allows us to perform incremental evaluation if only a portion of the data are
available.
As described in Section 2.2, Lagrange polynomial interpolation uses a cubic grid
of data surrounding the target point as the kernel of computation. The computation
requires the data from an N × N × N cube around the target point (Figure 3.1).
We observe that Equation 2.1 can be computed incrementally and in parts. It is a
linear combination of the data values and the coefficients liθ(θ
′). The coefficients are
independent of the data values at grid nodes.
We leverage partial-sums to evaluate multiple point queries concurrently, using a
single, sequential pass over the data. For each data atom, we update all of the inter-
polation kernels that include data from it, evaluating the portion of the computation






+k) (Equation 2.1) that are
part of this atom. We allocate space for the partial-sum and compute the Lagrange
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coefficients on the first data point in the kernel. Interpolation queries remain active
until the last data access.
We compute the Lagrange polynomial coefficients efficiently based on Purser and
Leslie’s procedures [20]. Purser and Leslie observed that the values in the denominator
of Equation 2.2 are constant and do not depend on the coordinates of the target point.
Thus, the values in the denominator are pre-computed and reused for the entire batch.
Also, careful coding of the formulas eliminates redundant multiplications. These two
optimizations reduce the time complexity of the computation of the coefficients to
O(N) from O(N3). In our system, these techniques result in small performance
gains, because I/O, not computation, bounds data-intensive workloads.
3.2.2 I/O Streaming
Direct approaches to the evaluation of turbulence queries produce cache faults and
perform redundant I/O, accessing the same data multiple times. These approaches
gather the data points in the kernel of a given query in their entirety before evalu-
ating the interpolation function. Kernels that span data atoms (partitions) perform
multiple I/Os to collect the kernel data. As many as 27 I/Os are needed for points
that span three atoms in all three dimensions given atom width of 4 data points in
each dimension. These I/Os produce seeks in the disk system and perform incoherent
accesses in cache memories, making unaligned requests for small amounts of data in
each cache line. Atoms that cover multiple kernels are read multiple times by different
31
CHAPTER 3. I/O STREAMING EVALUATION OF BATCH QUERIES
queries. This results in cache misses at all levels in the hierarchy, including to disk.
The Morton z-order (and other space-filling curves) cluster data well. However, no
linear ordering of data localizes all computations, because the data are 3-dimensional
and partitioned.
Evaluating by partial-sums allows us to stream I/O, performing a sequential scan
of the data that reads each data atom only once. We execute a multi-point query (or
a batch query) as follows. For each query, we create hash table entries for each of
the data atoms needed by the query’s interpolation kernel. The hash table is keyed
by the Morton z-curve index of the data atoms and looks up the partial-sum of the
query. Thus, each hash table entry contains the list of point queries that need to be
updated when reading the corresponding data atom. We maintain a small amount of
metadata for each query in addition to the partial-sum, including the number of data
atoms that have been read, the total number of atoms required, and the Lagrange
coefficients needed for interpolation. To retrieve data, we build a temporary table
that stores the z-indexes of the needed data atoms and perform a join between this
temporary table and the data table. The database chooses its preferred I/O plan for
this join, which always accesses the underlying data table sequentially.
The results of this join form an I/O stream on which we evaluate partial-sums.
As a data atom arrives, we perform a hash table lookup to determine all queries that
require points within the atom and update their partial-sums (Figure 3.2). The first
time we update a partial-sum for a query, we compute the Lagrange coefficients for
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Figure 3.2: Processing a batch query. The kernel computation of each query is
shown in light green. The data atoms (blue) that are intersected by the kernel of
each query need to be accessed. The arrival order of each atom and the query that
needs data from it is shown on the bottom, atoms in gray (10 and 13) are not needed
and are not read.
that target point. We cache these coefficients for reuse on subsequent partial-sums.
This is a time/space tradeoff; the coefficients could be recomputed for every data
atom were the system memory constrained. When all of the needed data atoms have
been processed, we return the result to the mediator.
The benefits of I/O streaming come at the expense of modest memory consump-
tion. For each query, we create a hash table entry for every data atom it accesses, typ-
ically around 20 per query. Other metadata for the queries, including the partial-sum
and the Lagrange coefficients, are allocated dynamically and only retained between
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the first and last update of its partial-sum. Our evaluation shows that I/O streaming
requires only tens to hundreds of megabytes of memory.
We sort the temporary table for batches smaller than 100,000 queries and when
more than 1.1 queries access each data atom on average. In these cases, the database
chooses a nested loops join and performance improves when both relations are sorted
on the join key. Sorting larger batches has a negative impact on query performance,
because the database chooses a sort merge join, which sorts the temporary table
again.
Our final optimization performs loop unrolling to ensure that data are accessed
sequentially within each cache line. The original direct computation of Lagrange
interpolation loops over the x then y then z dimensions for the entire kernel. Because
vector components are stored as tuples in row major order, e.g. velocity is ⟨Vx, Vy, Vz⟩,
these loops perform strided access to individual velocity components, which reduces
the coherency of memory access and negatively impacts memory throughput. I/O
streaming accesses multiple data points in each data atom. For I/O streaming, we
unroll the vector component loop and access the data sequentially in memory. Cache
lines are consumed in their entirety and the necessary coefficients are loaded and used
only once. Iterating in the appropriate order scans data sequentially and eliminates
random memory access.
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3.2.3 Distributed Evaluation
Partial-sums evaluation makes it possible to evaluate decomposable kernel com-
putation queries across nodes of the database cluster. When kernels span multiple
database nodes, each of the nodes computes the partial-sum for the data points that
it stores and returns it to the mediator. The mediator assembles the sums to complete
the computation and returns results.
We use distributed evaluation of queries to eliminate replication among database
nodes. The first version of our database was constrained to evaluating each query
on a single database node (Section 2.3). Direct evaluation requires all of the data
to be available and we wanted to avoid the complexity of inter-node queries. As
a consequence, we replicated a kernel half width of data around every data parti-
tion. Queries near the boundary of the partition access data in the replicated half
width within the interpolation kernel. This resulted in a 42% storage overhead [10].
Using partial-sums, we eliminate this overhead and reclaim the storage space. Our
evaluation shows that distributed evaluation incurs little overhead.
3.3 Experimental Evaluation
We evaluate I/O streaming query evaluation by partial-sums using micro-benchmark
workloads characteristic of user patterns and on user query traces from the JHTDB.
Micro-benchmarks isolate the performance benefits by query type, data sharing, and
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data access pattern. User query traces show that I/O streaming realizes an order of
magnitude performance increase in practice.
Our evaluation compares I/O Streaming against several other evaluation tech-
niques that allow us to isolate the important performance factors. These include:
• Direct: The direct method of evaluation that processes queries in arrival order
and executes a SELECT query for each target point in order to retrieve all of the
data atoms that cover its kernel of computation. The interpolation computation
consists of nested loops that evaluate one component of a vector field after
another (e.g. Vx first then Vy then Vz).
• Sorting: An improvement on Direct that also executes a SELECT query for
each target point, but sorts the target points in Morton z-curve order before
processing them. We sort the input in Morton z-curve order since the data
atoms are organized in this order on disk and we expect the number of disk
seeks to be reduced when reading them in this order. For the interpolation
computation, we implement the optimizations described in Section 3.2: iterating
in the correct order and evaluating the components of a vector field at the same
time. This reduces random memory access and improves the cache locality of
the computation.
• Join/Order By: A direct method that was redesigned to make use of a join.
This eliminates the overhead of executing multiple queries and the database
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query execution engine can take advantage of efficient read-ahead and prefetch-
ing techniques. The method uses an ORDER BY clause on the sequence id
of the input queries in order to ensure that all of the data for a query have
been read-in before performing the Lagrange interpolation. The interpolation
computation is performed in the same fashion as for the Sorting method.
All methods compute 8th order Lagrange interpolation. The Join/Order By strat-
egy executes a single query and takes advantage of database read-ahead and prefetch-
ing. Join/Order by is a substantial improvement over the query-at-a-time evaluation
of Direct and Sorting. However, Join/Order By does not benefit from data sharing
and its performance degrades with respect to I/O streaming for queries that are large
or dense in space.
Experiments use a dedicated version of the MHD database cluster that stores∼300
time-steps of the velocity fields of the MHD DNS (out of a total of 1024 time-steps for
the entire simulation). The data are evenly partitioned across two databases based
on splitting the z dimension. Database nodes are 2.33 GHz dual quad-core Windows
2003 servers with SQL Server 2008 and 8GB of memory. Data tables are striped
across seven disks on each of the nodes. We do not perform experiments on the
production version of the JHTDB as our results would be affected by queries run by
the users and would negatively impact scientists’ workloads.
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3.3.1 Micro-benchmarks
To define micro-benchmarks, we analyzed the query logs and selected two query
patterns that are common among users, but have differing data requirements, sharing,
and spatial extent. The 3D workload selects points distributed randomly throughout
the entire cubic volume of a specific time-step. Users employ this query pattern to
generate unbiased global statistics. The 128 workload selects randomly distributed
points within a randomly chosen sub-volume of size 1283. Random points within sub-
volumes are useful for particle tracking along field lines in a region of interest and
creating animations of 3-d turbulence within a memory/space budget. We vary the
number of points in a batch query between 1000 and 5 million in order to examine
I/O scalability and data sharing. Batch sizes of 100,000 or more are typical of user
workload.
Our principal finding is that I/O streaming improves the performance of direct
evaluation by an order of magnitude over point query evaluation techniques (Direct
and Sorting). Figure 3.3 compares the execution time of all methods, displayed in log
scale. Sorting improves performance by up to a factor of two, because it generates
I/O patterns that are more sequential. However, Sorting evaluates each query one at
a time and reads the same data multiple times when it is accessed by multiple kernels,
incurring cache misses. I/O streaming reads each element only once. It never takes
a cache miss and accesses data more coherently, in storage and memory order. This
results in a further ten times performance gain.
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Figure 3.3: Execution time for randomly distributed points in the entire 10243 space
(3D) and in a 1283 subset of the entire space (128).
For queries without data sharing, the performance benefits come from evaluating
queries as joins. Join/Order By requests the data atoms needed by each target point
and executes the query as a single join. This is much more efficient than the multiple
selection queries used by query-at-a-time methods. Join/Order By execution time
tracks that of I/O streaming for smaller queries in the 3D workload. Because 3D
randomizes target points over the entire 10243 volume, there is essentially no data
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sharing for fewer than 10,000 queries. The sort induced by theORDER BY clause also
does not have a significant impact in those cases. Joins allow the database query plan
generator to pick the most efficient plan for the execution of the query. For example,
for batches of up to 10,000 target points a nested loops join with unordered prefetch is
executed. For batches of 20,000 target points, a sort merge join is executed. For 50,000
and more points, the database chooses a hash match join. At this point, prefetching
and read-ahead become very effective and we see the execution time increasing at a
lower rate. Beyond 50,000 points, the physical I/O remains more or less constant,
because read-ahead prefetches the entire stored data volume of a time-step.
For larger queries and queries with data sharing, I/O streaming benefits from
more effective cache usage. Each database atom is accessed only once even if it is
needed by multiple queries. This accounts for the differences between I/O streaming
and Join/Order By. If an atom is needed by more than one query it will be accessed
more than once due to the ORDER BY clause in the JOIN statement, and if the
atom was evicted from the database cache it will have to be read from disk again. In
the 128 workload, even a small number of queries share data, because the volume is
restricted. Therefore, the negative effects of accessing the same data multiple times
degrades performance for as few as 1000 point queries.
A closer look at I/O shows that the strictly sequential access pattern of I/O
streaming makes prefetching effective, which helps account for the large performance
improvement over direct evaluation. Figure 3.4 shows the aggregate I/O statistics
40
























Figure 3.4: Physical and read-ahead reads of I/O streaming (I) and the direct
evaluation (D).
generated by SQL Server 2008 for the 3D queries. Executing a single join query
results in substantially fewer physical reads. I/O streaming performs up to 500 times
fewer physical reads when compared to the direct evaluation (blue and red lines in
Figure 3.4). Instead, the database performs efficient read-ahead, which populates the
cache with data. Database reads to prefetched data are logical (cache hits) and do
not generate physical I/O. On the other hand the direct methods evaluate queries
one at a time and do not take advantage of read-ahead. The read-ahead of the direct
evaluation is effectively 0 for all queries as shown in Figure 3.4 (purple line). All
database reads result in physical I/O, which explains the poor performance.
Decomposing queries into their component costs reveals that I/O streaming alle-
viates the I/O bottleneck for large data-intensive turbulence queries and computation
of the interpolation function emerges as the most costly operation. Figure 3.5 shows
the breakdown of execution time into query pre-processing, I/O, computation of the
interpolation function, and transmission of query results for the 3D and 128 work-
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(b) 128
Figure 3.5: Breakdown of the execution time for randomly distributed points in the
entire 10243 space (3D) and a 1283 subset of the entire space (128). For more than
106 points Direct was not executed because the time exceeds reasonable bounds.
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Figure 3.6: Computation time for interpolation comparing the direct method (Di-
rect), loop unrolling and precomputing coefficients optimizations (Opt), and opti-
mization plus I/O streaming data sharing (I/O Streaming). Computation times are
normalized to Direct.
loads respectively. For 3D, the computation and I/O costs are roughly the same at
5 million query points. When target points become dense enough, the query reads
the entire data space (12 GB for a time-step) and I/O costs stop increasing. The
128 workload accesses a smaller data region (25 MBs) and computation dominates
for much fewer than 1M target points. I/O streaming incurs moderate pre-processing
costs to determine the Morton z-indexes of the data atoms required by each query and
generate the hash table that maintains them along with the partial-sums as described
in Section 3.2.1.
As computation becomes a bottleneck, efficient interpolation and memory co-
herency become important. Rearranging and unrolling loops to reorder memory re-
quests so that they are sequential and pre-computing Lagrange coefficients [20] cuts
computation costs by 15% on average and as much as 35% (Figure 3.6). Moreover,
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Figure 3.7: Memory bandwidth of an I/O streaming evaluation of Lagrange inter-
polation.
evaluating by partial-sums effectively exploits the data sharing opportunities that are
available. It allows us to iterate over a data atom that is read into memory directly
without having to copy data from it into a separate buffer. Because we do this for
all queries that need data from the particular data atom, the computation costs are
reduced up to a further 40%. We chose the size of a data atom to be 782B so that
it fits within L1 cache and all partial-sums using that data are evaluated as L1 cache
hits.
The benefits of I/O streaming come at the cost of memory consumption to store
partial results. I/O streaming requires space for the results to be allocated when the
I/O stream encounters the first partial-sum and retained until query completion when
the stream reaches the last partial-sum. Queries with interpolation kernels that span
Morton z-order partition boundaries may have to wait quite awhile.
We define the maximum memory needed by active queries as the computation’s
memory bandwidth (Figure 3.7). Even the largest 3D computations use a negligible
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amount of memory: 3MB for 1 million query points. Points are spread out across
the entire data space and only a small set of queries are active at any one time. The
128 workload has higher memory bandwidth, because the density of query points in
small data regions means that a large fraction of queries can be active concurrently.
However, the 10+ MBs needed for 1 million query points still fits easily within cache.
Each query uses ∼150 bytes, including 96 bytes of cached coefficients for the Lagrange
interpolation. To save space, the coefficients could be recalculated for each partial-
sum, but that is unnecessary given the small memory consumption in practice.
3.3.2 User Workload
We perform a similar evaluation on workload gathered from the usage log of the
JHTDB. The workload was chosen from a representative 10 day period beginning
05/21/2009. Figure 3.8 compares the execution time for queries of different sizes.
The results are similar to the micro-benchmarks with I/O streaming performing up-
to 8 times better than Join/Order By. The bump in the execution time for the batches
of 900 and 1000 queries is due to the fact that target points in these queries were
distributed randomly in the entire space, whereas for most of the other queries the
target points were densely clustered together.
Figure 3.9 shows the amount of data sharing as the average number of queries
per atom for the user workload. The correlation between available data sharing and
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Figure 3.9: Amount of available data sharing for batch queries derived from the
usage log of the JHTDB (computed as average number of queries per atom for each
batch query).
execution time is evident as less data sharing leads to larger execution times and more
data sharing to smaller execution times.
Figure 3.10 shows the time to perform the Lagrange interpolation computation
on the user workload. The result is consistent with the micro-benchmark evaluation.
The optimized version of the computation reduces the time by ∼15% and the I/O
streaming reduces this by a further 40% on average. This result is more closely aligned
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Figure 3.10: Execution time compared for the direct method (Direct), loop un-
rolling and precomputing coefficients optimizations (Opt), and optimizations plus
I/O streaming (I/O Streaming) for queries derived from the usage log of the JHTDB.
Computation times are normalized to Direct.
with the results presented for the 128 workload as opposed to the 3D workload. This
is due to the fact that most of the user queries were densely clustered in a small region
of space, as is the case in the 128 workload.
3.3.3 Distributed Evaluation
Partial-sums computation of Lagrange interpolation eliminates the need to lo-
calize each computation to an individual database node, which reclaims the 42%
storage overhead of replicating an overlapping data region along partition bound-
aries. Instead, partial-sums are used to perform distributed evaluation on multiple
nodes, evaluating multiple partitions of the Lagrange interpolation kernel on differ-
ent databases and combining their contributions on the mediator. This incurs some
runtime overhead, because the mediator performs additional computation.
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Figure 3.11: Performance of local and distributed computation of partial-sums.
(Normalized to local execution time).
A micro-benchmark experiment shows the overhead of distributed evaluation to
be about 2%. We configure a cluster of eight virtual database nodes deployed on
the two node experimental cluster. We compare two configurations: one that stores
an entire time-step on a single node (no distributed evaluation) and the other that
divides each time-step into eight partitions by splitting each dimension in two. We
then query a 2-d plane across the middle of the time-step on a warm cache, which
takes 2% longer on average in the distributed case (Figure 3.11). The warm cache is
necessary to reveal the performance difference, otherwise I/O costs dominate. This
particular 2-d query has poor distribution performance, because the interpolation
kernel of every target point spans 2, 4, or 8 partitions. We conclude that distribution
overheads are negligible.
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3.4 Related Work
Batch Processing: Data-intensive computing relies on the workload properties
of batch computations to realize high-throughput. This is a fundamental tenet of
Map/Reduce frameworks [21], which encapsulates computation and data access pat-
terns in the functional abstractions of map and reduce. Shared scans between jobs
that access the same files improve the I/O performance of map/reduce [22]. The same
principles have been applied in databases [23, 24] that merge queries that share data.
All-Pairs [25] and Wavefront [26] use declarative abstractions to computing functions
over set combinations and in recurrences respectively. Programs in these abstractions
are parallelized automatically and data and computation are placed to minimize I/O.
These systems optimize I/O across multiple jobs based on co-scheduling jobs that
share data. I/O streaming operates at a finer granularity within a single job, refor-
mulating overlapping kernel queries as a single join and processing data in a strictly
sequential fashion.
Paradise [27] uses query batching to execute multiple queries that access tape-
resident data. Queries are grouped into batches based on the tapes that they access
and reordered in order to perform sequential I/O in a pre-execution step. Our I/O
streaming evaluation also consumes data in the order in which they arrive and has
the additional benefit that it does not impose any restriction on this arrival order. In
contrast to query batching in the Paradise system, data do not have to be buffered
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and are consumed immediately upon retrieval. This lowers the memory consumption
significantly and does not pollute caches with buffered data.
Crescando [28] executes multiple queries and updates (operations) by means of a
join over sets of operations and a table. We adopt a similar strategy in pre-processing
queries into a temporary table and joining the temporary table against a data table.
We extend their model by performing the computation in parts because each query
point requires multiple data items for completion.
Stream Processing: Scientific applications have been mapped to stream proces-
sors that are required to process data sequentially [29, 30]. Yang et al. [30] extract the
interdependence of arrays and loops and perform optimizations that include coarse-
grained program transformations (loop reordering and fusion, unifying arrays) and
fine-grained program transformations (reordering computation and data inside loops).
Our streaming approach extends to I/O as well as computation and applies to more
complex overlapping kernel functions.
Romein et al. [31] present a software approach to process streaming telescope
data on a supercomputer. They reduce the number of memory references during
the correlation of signals by keeping correlations in registers and reusing the samples.
This exploits the data sharing opportunities that arise during the computation similar
to I/O streaming.
Querying Continuous Functions: Extensions to SQL [32] and an algebra for
scientific data sets [33] have proposed integrated interpolation, including query opti-
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mization. I/O streaming is a promising technique for evaluating such interpolation
procedures were the extensions adopted.
MauveDB [34] defines model-based views that represent sparse and irregular raw
data as a “uniform grid-based approximation.” They also discuss interpolation-based
views in which the values at target points are a function of neighbors. Grumbach et
al. [35] develop a query language that extends the standard relational framework to
include interpolation. FunctionDB [36] defines a query language and algebraic query
processor for the creation and querying of function views, interfaces to continuous
functions based on regression. None of these works focus on batch queries.
3.5 Discussion
I have presented an I/O streaming technique for the evaluation of data-intensive
workloads that consist of decomposable kernel computations, which are used by 95%
of queries to the JHTDB. Example functions include differentiation, integration, and
filtering. Users submit multiple point queries to be executed in a batch. I/O streaming
computes the entire batch in a single, sequential pass over the data by maintaining
a partial-sum of the result for each point. The partial-sum of a query is updated
whenever the I/O stream produces data within the point’s kernel. When compared
with direct methods of computation of interpolation, I/O streaming performs an order
of magnitude faster.
51
CHAPTER 3. I/O STREAMING EVALUATION OF BATCH QUERIES
The single I/O streaming pass over the data improves cache locality and reuse
at all levels of the memory hierarchy. The method takes advantage of the efficient
execution of joins in modern database systems. It makes full use of read-ahead and
prefetching and accesses data sequentially in memory and on disk. I/O streaming
exploits the data sharing opportunities that arise during the evaluation of multiple
queries and achieves execution times that increase at lower rates for large batches of
points and batches whose points are densely clustered.
The focus of this work has been the optimization of a single job containing a batch
of target points. We require the single job so that we can represent the batch as a join
and preprocess the kernels to order the data access and identify data sharing among
kernels. However, data sharing also exists among multiple unrelated jobs that can
be leveraged to reduce I/O and improve throughput for map/reduce systems [22],
scientific databases [23], and even specifically in the Turbulence Database Cluster
[24]. Turbulence workloads often have multiple jobs that analyze overlapping sets of
time-steps and could share I/O, i.e. read the data once for all jobs. The job-aware
workload scheduler (JAWS) [24] detects this sharing and co-schedules jobs and time-
steps. However, JAWS does not manipulate query scheduling and I/O ordering at
a fine granularity and realizes much more modest performance benefits than does
I/O streaming. We are currently investigating how to integrate partial-sums, I/O
streaming, and distributed evaluation into a multi-job scheduling framework, such as




In this chapter, I describe a query processing framework for the efficient evalua-
tion of spatial filters on large numerical simulation datasets stored in a data-intensive
cluster [37]. Previously, filtering of large numerical simulations stored in scientific
databases had been impractical owing to the immense data requirements. Rather, fil-
tering was done during simulation or by loading snapshots into the aggregate memory
of an HPC cluster. Our system performs filtering within the database and supports
large filter widths. The system makes use of two complementary methods of execu-
tion: I/O streaming computes a batch filter query in a single sequential pass using
incremental evaluation of decomposable kernels (Section 3), summed-volumes gen-
erates an intermediate data set and evaluates each filtered value by accessing only
eight points in this dataset. We dynamically choose between these methods depending
upon workload characteristics. The system allows us to perform filters against large
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data sets with little overhead: query performance scales with the cluster’s aggregate
I/O throughput.
4.1 Motivation
Data-intensive architectures have emerged as attractive platforms for storing and
managing large datasets generated from numerical simulations. These systems achieve
high aggregate throughput based on I/O and network bandwidth [16]. The JHTDB
is built on top of such an architecture and it executes a variety of data-intensive
computations on the nodes of the database cluster, including spatial and temporal
interpolation, spatial differentiation, and fluid particle tracking (see Section 2.4.2).
However, filtering operations had previously remained out of reach, owing to their im-
mense data requirements. The availability of such functionality has greatly enhanced
the utility of the datasets stored in the JHTDB.
Many studies of scale interactions in computational turbulence require spatial
filtering of the vector and scalar fields resulting from simulations [1]. Filtering or
coarse-graining consists of computing a convolution in real space of a filter kernel
and a vector or scalar field (or multiplication in Fourier space). The operation is
fundamental to analysis in disciplines as diverse as signal processing, geostatistics,
and computer graphics. For large data sets, these operations are performed typically
on individual time-steps (or snapshots) stored in the aggregate memory of an HPC
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cluster. In order to filter world-class simulation data outside of HPC environments,
techniques need to be developed that operate on data sets accessed from disk drives.
The goal of our work is to make spatial filters efficient to evaluate in real-space on
data-intensive clusters.
The difficulty with implementing filtering in real space stems from its massive
data requirements. The amount of data that needs to be accessed scales with both
the number of locations at which the filtered values are evaluated and with the width
of the filter kernel, which can be a substantial fraction of the resolution of the entire
simulation. A naive approach that evaluates each value independently reads the same
data multiple times when the filter kernels of multiple points overlap. Computing in
Fourier space is impractical as this requires the computation of the Fourier transform
of an entire snapshot.
My collaborators and I provide a query processing framework that performs fil-
tering based on purely sequential reads and writes in which I/O bounds performance.
The framework incorporates two algorithms for the evaluation of filtering workloads.
For sparse workloads on smaller kernels, we use the I/O streaming batch query
processor [19] (Section 3). For larger, dense workloads, we introduce a two-pass
summed-volumes algorithm that dynamically builds an intermediate data set based
on summing values of each variable to be filtered and evaluates the filtered values
in a subsequent pass over the intermediate data. This process was inspired by the
use of summed-area tables for texture mapping in computer graphics [38], extending
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it to operate sequentially over dynamically generated three-dimensional data. Both
techniques are data-driven in that they exploit data sharing among kernels by de-
composing computations into partial-sums. For each batch query, we choose between
these techniques depending upon workload characteristics, such as the total amount
of data to be read and the number of target locations to be filtered. The I/O stream-
ing technique supports general filter functions, while the summed-volumes technique
is tailored to the box filter function.
The summed-volumes method generates the intermediate dataset of the summed
values of the variables to be filtered on-demand, rather than using a precomputed
and stored version of this data. While it is possible to precompute and store such a
dataset, each precomputed field is as large as the original data and would require tens
of terabytes of additional storage. This in turn limits the number of variables that
can be filtered. Different scientific analyses require filtering multiple variables and
non-linear combinations of variables. On-demand computation evaluates any such
combination of variables at runtime from the original (unfiltered) data.
The query processing framework evaluates batch filter queries for computational
turbulence 5 to 40 times faster than a naive method of execution. It scales well to
multiple nodes in a scientific database cluster and makes effective use of its aggregate
I/O throughput. We show results for up to 8 database nodes with 4 virtual servers
per node for a total of 32 virtual servers with 1.0 GB/s aggregate I/O read rate.
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4.2 Filtering in Computational Turbulence
We describe the use of spatial filtering in computational turbulence in order to
motivate how this function enhances the utility of the JHTDB. Specifically, we char-
acterize how filtered fields from our databases will improve sub-grid modeling in
large-eddy simulations.
A common approach to studying turbulent flows conducts numerical simulations
of the Navier-Stokes equations. Such direct numerical simulations (DNS) resolve all
time and length scales of the solution. The limitation of DNS is that interesting,
real-world turbulent flows are extremely expensive and, in most cases, impractical to
compute, because of the amount of computation needed to resolve the smallest scales
at high resolution.
In contrast, Large Eddy Simulations (LES) compute only the large scales and
model the smallest scales in order to reduce computational requirements. Thus, LES
can be used to model much more complex flows. However, the development of realistic
models for the small scale motions remains an open research problem.
In LES, the Navier-Stokes equations are transformed by means of low-pass filtering
and solutions yield a filtered velocity field. Separating the small and large scales of
the motion is done by convolving the velocity filed with a kernel, G∆(r) [39] in which
∆ is the length-scale, down to which the fluid motions are resolved. The filtering
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operation (denoted by an over-line) is then given by
u(p, t) =
∫
G(r)u(p− r, t)dr, (4.1)
in which the integration may be over the entire domain of the flow, depending on the
spatial support of G(r).
In order to evaluate the models used in LES, one can compare the simulation
results with available experimental data or data from a DNS. To enable meaningful
comparisons [40], the latter must be filtered or coarse-grained to a resolution com-
parable to the LES. Another important method to evaluate sub-grid scale models in
LES is to study field variables that arise from filtering the Navier-Stokes equations
leading to LES. When filtering the nonlinear advection term, one obtains the so-called
sub-grid stress tensor, defined according to:
τij = uiuj − uiuj, (4.2)
where ui, uj are the components of the velocity field. This tensor represents the
momentum fluxes associated with the small-scale turbulent motions that are not
explicitly resolved in LES, but that must be included in the evolution equation of
the large-scales in LES. The fundamental “closure problem” in turbulence [41] is to
express τij in terms of the filtered large-scale velocity field ui (sub-grid scale modeling).
The ability to measure the “exact” stress field according to its definition (Equation
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4.2) from a full solution of the Navier-Stokes equations is important to improve the
quality and accuracy of sub-grid scale models.
There are a variety of different filter functions that can be used, including the
spectrally sharp filter, the Gaussian filter, and the box filter [1]. The I/O streaming
method (Section 3) can be applied to any filter function, whereas the alternative
summed-volumes method applies only to a filter function with uniform weights in the
convolution kernel, i.e. the box filter. Many studies use the box filter because it has
local support and is easily computed by the average of the values in the region around
the target location: the points p, where (p0 − 12∆) ≤ p ≤ (p0 +
1
2
∆) given a target
location p0.
To implement filtering with I/O streaming, the coefficients li in Equaltion 3.1
define the filter function or convolution to be applied. For example, for a box filter
all of the coefficients are equal to the inverse of the volume of the region defined by
the filter width as in that case the filtered value is equal to the average of the values
in this region.
4.3 Computing Summed-Volumes
We describe the summed-volumes technique for evaluating box-filters on the largest
batch queries: those that filter many points at large kernel widths. These queries
also capture some of the most interesting science, such as creating a high-resolution
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smoothed view of a region of interest. The I/O streaming technique is more gen-
eral, it supports arbitrary filter functions, and is often more efficient. However, I/O
streaming exhibits scalability problems when each input data contributes to many
kernels. It becomes expensive to compute the partial-sum for each target filter kernel
individually. Summed-volumes avoids this problem by sharing partial-sums computa-
tions among all kernels at the expense of a two-pass algorithm and the generation of
an intermediate dataset. As a result, the summed-volumes technique exhibits stable
performance over all parameterizations of kernel sizes and numbers of points.
The summed-volumes algorithm is inspired by the use of summed-area tables
for texture mapping [38]. We extend the technique to volumetric data, to support
sequential I/O, and to dynamically compute the sums rather than precomputing and
storing the dataset.
The first pass of the algorithm determines the bounding data region of the target
locations and generates a summed-volumes dataset over that region. Every data point
in this intermediate dataset stores the sum of all data values below and to the left of
it. The second pass of the algorithm uses this summed-volumes dataset to efficiently
compute a box filter for every target location. Figure 4.1 depicts this process for a
three-dimensional dataset. We elaborate on the two passes of the algorithm below.
The on-demand computation of a summed-volumes dataset in d dimensions de-
termines the bounding data region of the set of input points, defined by lower left
HL = (x0L , x1L , ..., xd−1L) and upper right HU = (x0U , x1U , ..., xd−1U ) corners. The
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I. Generation II. Extraction
Figure 4.1: Using summed-volumes to compute the sum of grid values over an
arbitrary region of interest. Every point in the summed-volumes dataset (middle)
stores the sum of all values between the lower left corner HL(0, 0, 0) of the grid
and that point in the original data set (left). The image on the right depicts the
extraction process from the generated summed-volumes dataset. The filtered value
in an arbitrary region (shown in red) is extracted by subtracting the sums outside of
this region from the value at its top right corner. This process looks at eight data
points.
coordinate xiL is given by min(xi)− 12∆, where the minimum is taken over the xi-th




where the maximum is again taken over the xi-th coordinate of all of the input points.
This region defines the total amount of data that has to be retrieved and processed.
In the case of the JHTDB, the set of database atoms that cover this region are
retrieved and processed in Morton z-order. This is the same order in which data are
laid out of disk, ensuring that disk I/Os are performed to increasing offsets, which is
as or more efficient than a single sequential pass.
The summed-volumes dataset is manifested on an d-dimensional grid. The value
at every grid point in the summed-volumes dataset is the sum of all values contained
in the hyper-rectangle defined by the corresponding point in the original dataset
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and the lower left corner of the grid (Figure 4.1). The dynamic generation of the
summed-volumes dataset proceeds as follows.
Points in the original dataset are summed in Morton z-order in a single pass.
The z-order visits points in a grid in non-decreasing order in each dimension; when
accessing a point, the sums of all its lower left adjacent points have already been
computed. We add the value of point (x0, x1, ..., xd−1) to the sums already computed
for its lower adjacent points to calculate the sum of all points between that data
location and the lower left corner of the grid:








(−1)i0+i1+...+id−1−1 · s(x0 − i0, x1 − i1, ..., xd−1 − id−1) (4.3)
in which u denotes values in the original dataset, s denotes values in the summed-
volumes dataset and s(x0, x1, ..., xd−1) is assumed to be initialized to 0. In total 2
d
additive operations and 2d−1 lookups are performed per data point.
The next step in the algorithm computes the filtered value from the generated
summed-volumes dataset. First, we extract the sum of values in the region defined by
the filter kernel. The sum of all values lying inside an arbitrary hyper-rectangle defined
by its lower left HL = (x0L , x1L , ..., xd−1L) and upper right HU = (x0U , x1U , ..., xd−1U )
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(−1)i0+i1+...+id−1 · s(x0(i0), x1(i1), ..., xd−1(id−1)) (4.4)
where the coordinates xj(ij), for j ∈ (0, 1, ..., d − 1), are equal to xjU if ij = 0 and
xjL − 1 if ij = 1. Thus, 2d points have to be accessed.
Computing a box filter takes the average of the data values in a region centered
on the target location. With the above technique we can compute the sum of the
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∆, ..., x′d−1 +
1
2
∆). Therefore, given the sum in that region all
that one has to do is divide by the region’s volume.
In three dimensions, we access eight points in the summed-volumes dataset to
compute the sum in a rectangular region. We then multiply by a filter function in
order to compute the filtered value. In this case only constant filter functions (e.g.
the inverse of the volume) can be used as the sums are precomputed. The rightmost
image in Figure 4.1 shows the points that have to be accessed and whether the values
are to be added or subtracted in order to compute the sum of the points in red (one
of the points accessed is not shown as it is in the back of the grid).
On-demand computation of the data sets allows us to support user-defined filters
using complex expressions, such as uiuj that is needed to evaluate the sub-grid stress
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tensor (Equation 4.2), While the intermediate data could be precomputed, this quickly
becomes impractical. We have already identified several interesting filtered fields and
each precomputed field would be as large as the storage for a variable from which
it is derived. For example, the 1024 time-steps of the raw velocity field data alone
occupy 12 TBs on disk. Precomputing and storing summed-volumes datasets for each
time-step for the 9 quantities needed for the evaluation of the sub-grid stress tensor
will require 36 TBs of additional storage.
4.4 Putting It All Together
The I/O streaming and summed-volumes techniques exhibit different performance
characteristics and dynamically choosing between them on a per-query basis improves
performance dramatically. Summed-volumes works better for workloads in which the
filter kernels have substantial overlap. In these cases, both techniques retrieve the
same amount of data from disk. However, I/O streaming routes each data point to
all of the kernels that need it, performing a different computation for each data point
in each kernel. By manifesting an intermediate data set, summed-volumes shares the
computation of each data point among all kernels. This reduces computation, but
it also restricts summed-volumes to box filters in which each data point contributes
equally to each kernel.
Our process for choosing between I/O streaming and summed-volumes relies on
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analysis of the scaling properties of these techniques. We then determine how to
parameterize this analysis with experimental results to define a dynamic query opti-
mizer. Given an atom size s3 and kernel size k3, the average number of data atoms
that have to be accessed by a query is given by (k+s−1
s
)3. Therefore, since the data
are partitioned into atoms, for a batch consisting of p queries, the total number of
individual data points that need to be accessed can be estimated as p · (k + s− 1)3.
We define the density of input queries or kernel overlap as the number of queries
accessing the same data point. It can be estimated as ρ = p·(k+s−1)
3
x·y·z , in which x, y,
and z define the dimensions of the bounding data region for the entire batch.
We analyze both the I/O and computation scaling properties of both techniques.
I/O streaming retrieves p·(k+s−1
s
)3 atoms from disk and performs roughly p·(k+s−1)3
operations because the size of each atom is s3. Summed-volumes retrieves the entire
bounding region of data, x·y·z
s3
atoms, generates the intermediate data set using 8·x·y·z
operations and extracts the filtered results in 8·p operations for a total of 8·(x·y ·z+p)
operations.
When kernels have little overlap, density ρ ≤ 1, I/O streaming accesses less data
and performs fewer operations. I/O streaming is always preferred. When kernels
overlap, density ρ > 1, the best choice depends upon the density and number of
points. We assume that I/O streaming and summed-volumes access the same amount
of data. The data atoms covering the entire region (x·y·z
s3
) provide an upper bound for
I/O streaming and an exact figure for summed-volumes. The I/O requirements match
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in practice, because I/O streaming’s best strategy performs a sequential read of the
entire data volume. The techniques differ only in their computational requirements.
We empirically determine the parameters at which the computation of I/O stream-
ing and summed-volumes match. We use summed-volumes if p·(k+s−1)
3
8·(x·y·z+p) > 10 and use





. The constant 10 reflects the difference between the sequential mem-
ory accesses of I/O streaming and the random memory accesses of summed-volumes.
Random memory accesses are ∼10 times slower. This inequality covers the case when
kernels do not overlap as well, choosing I/O streaming at low densities.
4.5 Experimental Results
We evaluate the performance of the I/O streaming and summed-volumes methods
for batch spatial-filtering queries on microbenchmarks and anticipated usage pattern
workloads derived from scientists’ initial queries. We also compare performance with
direct execution of a set of queries that create coarse-grain representations of the entire
space: a query type that will be used frequently in practice. The benchmarks show
that direct evaluation of individual queries is impractical, while using the developed
query processing framework results in 5 to 40 times improvement in the execution
time of queries. The query processing framework is also able to effectively determine
which method to utilize for all workloads.
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The experiments were run through a development Web-server mediator that con-
nects to the production nodes of the JHTDB. The data are evenly partitioned across
either 4 or 8 nodes according to spatial regions in the Morton z-order. Database nodes
are 2.33 GHz dual quad-core Windows 2008 servers with SQL Server 2008 and 24 GB
of memory. Each node is connected to two MD1000 SAS disk boxes that contain a
total of 30 750 GB, 7,200 rpm SATA disks. We utilize 4 virtual servers per database
node (unless stated otherwise) in order to make use of the multicore parallelism avail-
able on each node. Data tables are partitioned across 4 logical data volumes on each
of the nodes. The measured I/O read rate through SQL Server Management Studio
for our queries is 130 MB/s per node, for a total aggregate I/O read rate of 1.0 GB/s
across 8 nodes. All experiments were run with a cold cache.
Figure 4.2 shows the execution time of three batch queries as a function of the
filter widths for 1024, 10,240 and 102,400 locations randomly distributed in the entire
10243 volume. The query calculates the filtered value of the vector field at each
individual location. The figure compares I/O streaming, summed-volumes, and the
hybrid method that uses the query processing framework of Section 4.4 to choose
between them on a per query basis.
The execution time of summed-volumes remains more or less constant for all
three batches and at all of the different filter widths. Summed-volumes manifests the
same intermediate data set in all cases. The amount of data that must be read and
processed depends only on the bounding data region of the entire batch. Since the
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Figure 4.2: Execution time for randomly distributed points in the entire 10243 space
with varying filter widths.
points are distributed randomly in the entire volume, the entire data volume is read
and a summed-volumes data set of an entire time-step is created. Summed-volumes
filters an entire 10243 timestep in just over 30 seconds. I/O streaming typically
outperforms summed-volumes because it performs I/O only to the data atoms needed
by the filtering kernels. With fewer points and narrower kernels, this can be much
less than an entire timestep as indicated by the results.
However, the performance of I/O streaming degrades for larger numbers of points
and wider kernels. At some point, I/O streaming retrieves the entire volume of
data. Beyond this point, I/O remains constant and the execution time begins to be
dominated by computation, which scales as p · k3 for I/O streaming, in which p is
the number of positions and k the filter width. At the largest filter widths in our
experiment, I/O streaming can be more than ten times worse than summed-volumes.
The query processing framework uses the workload characteristics to effectively decide
which method to deploy. The hybrid approach tracks the best performance of either
method.
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Figure 4.3: Execution time for coarse graining queries covering the entire data
volume at different density.
An application of spatial filtering for large scientific datasets is the generation of
lower resolution dataset or coarse-graining of the high-resolution data. This is done
by filtering the data at locations placed on a cubic lattice, where the points on the
lattice are placed so as to cover the entire data volume. The width of the filter used in
this case is a function of the separation between the points on the lattice, r. We use
2 · r as the filter width. The execution times of queries of this type are presented in
Figure 4.3. Since the entire data volume is coarse-grained, all of the data for a time-
step is retrieved. The execution time of the I/O streaming method, summed-volumes
method and the hybrid method are compared alongside the time required to perform
just the I/O. The execution time of a direct implementation of spatial filtering is also
presented. In this case the individual queries forming a batch are executed one at a
time by retrieving the data necessary for each query and evaluating the filter before
moving on to the next.
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As the number of locations in the cubic lattice increases the execution time of the
direct evaluation of individual queries goes from minutes to hours. The execution
time of I/O streaming on the other hand tracks the I/O time for batch queries with
a small to medium number of target locations. The method is able to achieve over
1.0 GB/s aggregate read rate in those cases. This makes it five times faster than
direct evaluation for the fewest number of points and more than 40 times faster for
the largest set of points. Because the query density is small for all workloads of this
type, we would expect the execution time to remain close to the I/O time in all cases.
The processing that happens on the Web server and the fact that its resources are
shared among other development deployments is the reason for the increase seen at
a large number of target locations. Because we measure the execution time at the
client as the time to submit a batch query and obtain the results, this includes the
transfer of target locations to the Web server and the distribution of queries to each
of the database nodes. For coarse-graining fields, I/O streaming always outperforms
summed-volumes, because as the number of points increases, the filter width decreases
so that the kernel overlap of queries remains constant.
Another application of spatial filtering generates a smoothed view of a region
of interest. We present timing results for queries of this type in Figure 4.4. The
locations where a filtered value is desired are placed on a cubic lattice of size 643 and
are separated by 4 · dx, in which dx is the grid resolution of the simulation. At the
point where the execution times of the two methods crossover (filter width 16), there
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Figure 4.4: Execution times of queries requesting the filtered value of the velocity
field on a cubic lattice of 643 points.
are already ∼180 queries accessing every data point and this number increases to
∼11,600 for filter width 128. The summed-volumes method clearly performs better
for the queries that perform significant smoothing and use large filter widths. The
query processing framework detects this for this query type as well and chooses the
summed-volumes method for the evaluation of the large filter width queries. It utilizes
the I/O streaming method otherwise.
As discussed in Section 4.2, there is interest in computing complex filter quanti-
ties of non-linear combinations of simulation parameters, such as the sub-grid stress
tensor. In Figure 4.5 we show the execution times of sub-grid stress tensor queries
(labeled “SGS”) for the same distribution of target locations as in the experiment
discussed above (Figure 4.4). We compare these execution times with those request-
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Figure 4.5: Execution times of queries requesting the sub-grid stress tensor (SGS)
compared with the execution times of queries requesting just the filtered value of the
velocity field on a cubic lattice of 643 points.
ing just the filtered velocity components. As we can see in the figure the overhead
of maintaining and computing 9 quantities as opposed to 3 is not significant even
though intermediate results are three times as large. It is ∼24% on average for the
summed-volumes method and no more than 34%. For the I/O streaming method it
grows to ∼80%, but only for the queries with large filter widths for which the hybrid
technique would choose summed-volumes. Otherwise it is less than 20%.
Our last experiments look at the scale-out of the service and the parallelization
of computation using summed-volumes. Figure 4.6 presents the execution times of
batch queries consisting of 102,400 points randomly distributed in the entire 10243
volume with varying filter widths. These are the same queries as those presented
in Figure 4.2(c). The execution times of these queries are evaluated for a database
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Figure 4.6: Execution time of the summed-volumes method on different server
configurations for 102,400 randomly distributed points in the entire 10243 space with
varying filter widths.
configuration consisting of 4 nodes and another consisting of 8 nodes. For the 8 node
configuration, we also present results for a setup that treats each individual node as
2 or 4 virtual servers (labeled “VS”). The data reside in the same database table, but
each virtual server only queries the portion that it is assigned. The plot also shows
the I/O time for the retrieval of the data only without any additional processing.
Summed-volumes has significant processing requirements, but computations can
be parallelized so that I/O consumes about half of overall performance. We par-
allelize computation by creating virtual servers on each physical node that perform
the summed-volumes computations on different cores. Execution time on 8 nodes is
roughly 75 seconds compared with 114 seconds on 4 nodes. Adding two and four
virtual servers reduces this to 55 seconds and 34 seconds respectively. This realizes
an overall speedup of 3.4 and the computation takes just 2.1 times as long as the raw
I/O on 8 nodes.
73
CHAPTER 4. DATA-INTENSIVE SPATIAL FILTERING
4.6 Related Work
The computation of spatial filters for data-intensive computing has not been ex-
tensively studied, likely owing to the fact that computing a filtered value at a single
location in the spatial domain of a time series requires accessing a substantial portion
of the data of an entire time-step, which can be several GB in size. Additionally,
data-intensive architectures and systems have only recently emerged as attractive
platforms for the storage of high-resolution numerical simulation datasets. Tradition-
ally filtering has been done during simulation [42] or on large snapshots stored in the
distributed memory of an HPC cluster [43].
Filtering has been extensively studied in the field of image processing [44, 45]. The
focus of this line of work is the development of new filters and filtering techniques
[46] and the parallelization of the computation as the data to be filtered is not large
and can fit in the memory of a CPU or a GPU [47]. Our work focuses on out-of-core
solutions and external memory algorithms for the filtering of large three-dimensional
scientific datasets, storing vector fields.
DataCutter [48] is a middleware infrastructure for subsetting and aggregation
of large datasets on archival storage systems. DataCutter uses the term “filter” to
refer to subsetting data. This concept is unrelated to the spatial filters in our work,
which compute coarse-grained fields by convolution. Such processing tasks are user-
defined in DataCutter and we have shown that naive implementations can make their
evaluation impractical and render them unusable. The Earth System Grid [49] is a
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similar type of infrastructure to DataCutter, which aims to support high-performance,
interactive analysis and remote access of simulation data. It makes use of the Climate
Data Analysis Tools (CDAT) [50] to perform client-side analyses.
Coarse-graining and data reduction techniques are used for the visualization of
large datasets [51]. This is done during a post-processing step [52] or requires parallel
rendering algorithms [53] on massively parallel processors. These techniques are not
designed with the goal of performing statistical analyses on the data and introduce
error that makes them unsuitable for scientific experiments.
Data sieving [54] aggregates noncontiguous accesses to the file system into a few,
large contiguous requests. Similarly, the methods that we present aggregate the
requests of all queries in a batch. Additionally, with summed-volumes the data is
transformed into a summed-volumes dataset for the efficient extraction of filtered
quantities.
Database support for array data, such as the Array Manipulation Language [55]
or SciDB [56], provides ways to define and manipulate arrays. As of now, these
systems do not support the optimization of convolutions. I/O streaming and summed-
volumes could be incorporated as an execution strategy in such systems. MauveDB
[34] introduces model based views for incomplete and sparse data, but does not include
a treatment of batch queries with potentially overlapping data requirements.
Push-based database systems such as DataPath [57] take a data-centric approach
to query processing. Data are pushed through the memory hierarchy and are shared
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between computations. The data are read continuously by means of table scans
and pushed through waypoints that perform the required computations. The I/O
streaming and summed-volumes techniques also aim to share data and computation
among batch queries, but achieve this by means of pre-processing a batch query and
retrieving only the necessary data in a single I/O stream.
4.7 Discussion
We have described a query-processing framework for the execution and evaluation
of batch queries that apply spatial filters to large numerical simulation datasets. The
framework incorporates and extends the I/O streaming method for the evaluation of
interpolation and differentiation, described in Section 3. We also introduce a summed-
volumes method that resolves the scalability problems of the I/O streaming method
for the largest filtering queries. It exhibits stable performance across all workload
parameterizations. Summed-volumes dynamically computes an intermediate dataset
of summed-volumes for each variable to be filtered and allows for the computation
of filters that combine multiple variables, such as sub-grid stress tensor. The query-
processing framework dynamically selects the best performing method for each query.
The result reduces query processing times by a factor of 5 to 40 when compared with
direct evaluation of individual queries.
Summed-volumes computes and stores intermediate data sets in memory and the
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memory capacity of the database cluster limits scalability. Computing a spatial filter
over the entire data volume of a simulation time-step requires memory equivalent to
the size of the time-step (currently 12 GBs per simulated vector field). Each time-step
is distributed across the nodes of the cluster and therefore only a fraction of the total
amount is retrieved in the main memory of each node. As the time-steps grow in size
we expect to be able to allocate new nodes in the cluster, which will allow us to not
only store more data but also have additional memory capacity. However, computing
more complex filter quantities requires the generation of multiple intermediate fields.
For example, computing the sub-grid stress tensor requires twice as much memory
as filtering the vector field alone. The intermediate dataset that is stored in memory
scales with the number of independent quantities to be filtered and is thus limited by
the memory capacity of the cluster.
In our future work, we intend to materialize the intermediate summed-volumes
dataset to a temporary table on disk when filter quantities consist of multiple variables
that are too large to fit in memory. Creating such a temporary table can serve as a
persistent cache and can be placed on an SSD attached to each database node. For
queries that hit data in the cache the execution time will be improved substantially as
the materialization of the summed-volumes dataset will not be necessary. Each query
will be evaluated by looking up only 8 values in the cached dataset. This approach
will also require the reevaluation of the density threshold for choosing between I/O
streaming and summed-volumes. Materializing the summed-volumes dataset to stable
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storage will incur higher I/O costs, but subsequent queries to the same data will not
have to recompute the summed-volumes dataset.
We plan to evaluate the effects of parallelizing parts of the execution of the I/O
streaming and summed-volumes methods at a finer level. For I/O streaming, when
a database atom is routed to multiple queries the computation of partial-sums is
independent across the different queries and could be done in parallel. This could
improve the scalability of I/O streaming for large numbers of points with overlapping
kernels. For summed-volumes, the intermediate summed-volumes dataset could be
generated using multiple threads. However, it is important to make sure that at every
stage in this process the data below and to the left is already processed. A wavefront
access pattern ensures that this is the case and is also amenable to parallelization
[26].
The implementation of filtering capabilities increases the utility of archived nu-
merical simulation datasets. Filtering capabilities are invaluable for the study of LES
sub-grid scale modeling. They allow for new types of analyses to be performed on the
data. Users with modest computing capabilities can execute large filtering queries
that are data-intensive, because the evaluation is done on the database cluster trans-
parently to the user.
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Efficient Evaluation of Threshold
Queries of Derived Fields
Data-intensive computations that examine the entire data volume of a given time-
step of large numerical simulation datasets are impractical to perform locally by the
user, taking days or months to iterate over the entire dataset. In this chapter, I
describe a method for the efficient evaluation of threshold queries of derived fields
for large numerical simulation datasets stored in a cluster of relational databases
[58]. The integrated method for the evaluation of threshold queries achieves scalabil-
ity through data-parallel execution of the computations on the nodes of an analysis
database cluster. My collaborators and I have extended the scientific analysis environ-
ment with the introduction of an application-aware cache for query results, building
on the concept of semantic caching. The cache has little overhead and improves query
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performance by over an order of magnitude for queries that hit the cache. Caching
the results of threshold queries preserves both the I/O and computational effort used
to obtain them. In the case of computational turbulence, this allows scientists to
quickly focus on the most intense events and interesting regions in any time-step or
the dataset as a whole, which greatly speeds up the rate of scientific exploration and
discovery.
5.1 Motivation
Novel data-intensive systems and architectures have been developed in the recent
past with the goal of storing and providing fast access to large scientific datasets
produced by observation, experimentation or simulation. Examples of such analy-
sis environments include the GrayWulf and Data-Scope clusters [16, 17] at Johns
Hopkins. One of their missions is to provide persistent storage and public access
to world-class numerical simulation data. These systems differ from the traditional
HPC environments in that they aim to achieve high aggregate throughput by bal-
ancing computational capabilities with I/O and network bandwidth. The computing
systems and services developed on top of these platforms are more than pure storage
engines and usually have complex analysis routines built-in, which has largely been
driven by the “move the computation to the data” paradigm [59]. These built-in
analysis routines are most often not novel themselves. They implement core scientific
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functionality for the study of the particular scientific phenomena, which was observed
or simulated in the first place. The analysis routines however require novel evalua-
tion strategies and methods for their execution. They have to operate on large array
datasets distributed across multiple nodes of a cluster of relational databases. In
order to reduce their running times, they have to make efficient use of the cluster
resources and incorporate leading data management techniques.
Finding the locations or regions of highest vorticity or those with the largest
norms of the velocity or other fields of interest enables new insights in the study of
fluid dynamics. Analysis of this kind coupled with the ability to analyze time-series
datasets both forward and backward in time has transformed our understanding of
turbulence [4]. Furthermore, threshold, top-k queries and similarity search in general
are important in many different disciplines. We introduce an efficient evaluation
strategy for threshold queries over time-series datasets stored in a cluster of relational
databases. Our method evaluates not only threshold queries of the vector or scalar
field data stored in the database, but also performs thresholding of derived fields.
The main challenge that our approach tackles is that the data-intensive compu-
tation of derived fields has to be carried out on-demand for extremely large array
datasets stored in an analysis cluster environment comprised of multiple database
nodes. We focus on the evaluation of threshold queries of fields derived from the data
stored in the cluster as these queries are the most interesting scientifically. However,
our approach applies to the evaluation of top-k queries, rollup queries and data-
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reducing queries in general. The established data management techniques that our
approach combines make the approach easy to understand. It can be applied to other
scientific analysis environments, which manage large datasets in a database manage-
ment system. Examples include the Sloan Digital Sky Survey [60], the Millennium
Simulation [61] and the Open Connectome Project [62].
Evaluating threshold queries within the database cluster allows scientists with
modest computational and networking capability to narrow down on and examine
some of the most interesting regions and features in the dataset and focus on the
subsequent analysis needed to understand these events. It is impractical to materialize
all possible derived fields and store them alongside the raw data due to the large size
of the datasets and the limits of available storage. Obtaining the derived field and
thresholding locally by the user requires not only the computation of the derived field
over the entire data volume of a time-step server-side but also the transfer of a large
amount of data over the network, most of which are subsequently discarded. One
of our collaborators reported that such a local evaluation of a threshold query over
the entire data volume of an individual time-step took over 20 hours. It would take
months to iterate over the entire dataset. This highlighted the need for providing the
capability through an integrated approach, which performs the evaluation server-side.
Database, operating and file system caches are effective at speeding up access
to the large amounts of data stored on disk. However, this might not be sufficient
for some applications, because these application-independent caches cannot exploit
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dataset-specific structure and application-level information [63]. Moreover, even if the
data are available in one or more of these application-independent caches the compu-
tation associated with the derived field still needs to be performed for each point on
the grid, because results of previous computations are not cached. We will demon-
strate that an integrated approach, which computes the derived fields on-demand
in a data-parallel manner, performs the evaluation over the entire data volume of a
given time-step in a few minutes. Storing the query results in an application-aware
semantic cache further reduces the running times to several seconds.
Thresholding allows scientists to obtain and examine the regions containing the
most intense events and features in the dataset in the case of turbulence. These are
often the locations that have the largest vorticity norms and have intense vortices
or reconnection events. In magnetohydrodynamics, the locations of largest electric
current are of great interest for similar reasons. It is important that threshold queries
are evaluated in an efficient manner, because often further subsequent examination
and analysis is required to understand the physics that drive these intense events.
There are several challenges that arise during the evaluation of threshold queries of
derived fields in an analysis database cluster. The field variables have to be evaluated
on-demand from the array data stored in the database cluster. The evaluations are
data-intensive as they perform kernel computations on extremely large multidimen-
sional array datasets. A kernel computation computes the value at a grid location
using the data points at a set of neighboring locations. Kernel computations have
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to be performed at each location on the grid as opposed to at a particular number
of target locations. The evaluation needs to be distributed across the nodes of the
database cluster to avoid the unnecessary movement of data over the network and
to achieve scalability. Techniques that target the traditional supercomputing envi-
ronments do not translate directly to the distributed database setting of an analysis
cluster environment.
We present a method for the efficient evaluation of threshold queries over fields
derived from the raw vector or scalar fields of the numerical simulation stored in
the database. Our method makes effective use of the cluster resources and achieves
high throughput and scalability. We exploit the parallelism available in the cluster
by means of data-parallel execution of the computations. We extend the database
management system with an application-aware cache for query results. We build
on the idea of an application-aware cache introduced by Lopez et al. [63] and more
broadly on the concept of semantic caching [64]. Rather than caching just data as is
the case in system caches and the tree-cache described by Lopez et al., we cache query
results along with query metadata and subsequent queries are evaluated against the
cache. This leads to query performance improvement of over an order of magnitude.
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Figure 5.1: 3D (single time-step) cut through the 4D cluster containing the most
intense event.
5.2 Scientific Use Cases
One of the applications of thresholding in turbulence is to find the locations of
maximum vorticity in a particular time-step or the dataset as a whole. The locations
of maximum vorticity are usually associated with the most intense vortices in the
dataset and often have interesting and complex reconnection events associated with
them. Once obtained from the service, these locations can be clustered in both 3d
and 4d. This allows scientists to examine their evolution with the flow and make
subsequent analysis queries as needed in order to study these events. The relation-
ship between different “worms” (see Figure 5.1) that connect and reconnect at those
locations is of the biggest interest.
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The vorticity is computed from the velocity field by taking its curl:






























We use finite differencing methods of different orders for the evaluation of the curl.
For example, with 4th-order centered finite differencing each partial derivative is












where f denotes any one of the three components of the velocity and ∆x is the width
of the grid in the x direction. The partial derivatives along y and z are computed in
the same fashion. Figure 5.2 shows the distribution of the values of the norm of the
vorticity field in the MHD dataset for a representative time-step. This is indicative
of how the values are distributed in the dataset as a whole. This coarse view of the
data can be used by scientists to guide the selection of threshold values.
Figure 5.1 shows the most intense event observed in the forced isotropic turbulence
dataset. The locations of maximum vorticity in the dataset were clustered in this case
in 4d using a friends-of-friends algorithm. It is interesting to note that the cluster
containing the most intense event in the entire dataset develops from nothing (i.e.
it does not appear in the first few time-steps) and it takes less than the timespan
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Figure 5.2: Probability density function of the norm of the vorticity field for a
representative time-step for the MHD dataset.
stored in the database for it to develop. Figure 5.1 also shows that most interactions
between worms are not simple. There are several worms interacting in a complex way
at the same time. Similar type of analysis and the fact that the entire time history of
the simulation is available in a database cluster, which provides built-in sophisticated
analysis routines revealed flux-freezing breakdown in MHD turbulence [4], showing
why solar flares last minutes rather than the millions of years that conventional theory
would predict.
In addition to obtaining the regions of largest vorticity, there is substantial interest
in studying the regions with highest values for other fields, such as the second and
third velocity gradient invariants (Q and R). These invariants are scalar quantities
whose values contain information about the topology of the flow and the rates of
vortex stretching and rotation. In MHD, finding the locations with largest values for
87
CHAPTER 5. THRESHOLD QUERIES OF DERIVED FIELDS
the electric current can lead to new insights into the development of the most intense
reconnection events of magnetic field sheets in the simulated plasma. Similarly to the
vorticity, the electric current is derived from the magnetic field by taking its curl. The
list of fields of interest, on which scientists would like to perform threshold queries
certainly does not stop here and is indicative of how valuable this functionality is in
the study of turbulence and fluid dynamics.
5.3 Threshold Query Evaluation
Threshold queries of derived fields submitted to the JHTDB are evaluated using
a data-parallel execution strategy and the query results are cached in an application-
aware semantic cache. In addition to query results, the cache stores their semantic
descriptions and query metadata and parameters used to obtain them. The evaluation
strategy for queries that do not hit the cache is driven by the spatial partitioning of
the data across the nodes of the cluster.
5.3.1 Derived Fields Computation
The databases store only the raw field data from the simulation (e.g. velocity,
pressure, magnetic field etc.). However, the threshold queries of most interest to
science users produce all locations where the values of a derived field are above a
given threshold. Thus, the derived field in question has to be computed from the raw
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data first. For most derived fields of interest, this computation has local support. It
has an associated localized kernel of computation around each grid node. Therefore,
the value of the derived field at each grid node depends on the value of the stored
field at all of the grid locations, which are part of the kernel of computation.
5.3.2 Distributed Data-parallel Execution
In most cases threshold queries operate over the entire stored data volume of a
simulation time-step. Each such query is subdivided by the mediator into queries
submitted to each of the database nodes. Each node evaluates the query over the
data that it has stored locally. Only a small amount of data along the boundary need
to be requested from adjacent nodes. The size of the band of data that may not be
available locally is equal to a kernel half-width. Such a band is needed on each of
the sides of the box forming the domain of the computation. The data are read into
memory and the particular field requested is computed at each of the locations on
the grid. The same strategy applies when utilizing multiple processes per node. The
norm or absolute value of the derived field at each location is compared against the
specified threshold and if the value is higher, it is maintained along with the spatial
coordinates of the location in a list.
We impose a limit on the maximum number of locations that can be returned as a
result of a threshold query in order to prevent having to return the entire data volume
of a time-step or a significant fraction of it for queries with thresholds that are set
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Figure 5.3: Points with values above 7 times the root mean square value of the
vorticity for a single time-step.
too low. Currently this limit is set conservatively to 106 locations, which is sufficient
to examine a time-step in detail. In the case of the vorticity, the values above 8 times
the root mean square value, which is about 25% of the maximum, are contained
within 2.6× 105 points in each time-step. Figure 5.3 shows all the points in a single
time-step with values above 7 times the root mean square value. There are 2.4× 105
points in the figure. Given that we are interested in extreme events, obtaining the
locations with values even within 50% of the maximum would be sufficient. At the
same time this also limits the amount of data that have to be returned to the user
over the network as well as the amount of data that have to be cached. Users receive
an error message notifying them if their request has a threshold that is set too low.
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Figure 5.4: Distributed evaluation of threshold queries and architecture of the
application-aware cache. Each database node has local cache tables, which reside
on solid-state drives attached to the node.
If a user is interested in obtaining more data he or she can request the values of the
derived field directly. Alternatively, if they are interested in the density distribution
of values they can examine the probability density function (e.g. Figure 5.2), which
is computed using a similar strategy to threshold queries.
5.3.3 Application-aware Cache for Query Results
A central part of the evaluation strategy for threshold queries that we have devel-
oped is the introduction of an application-aware cache for query results (Figure 5.4).
The results of these queries are small compared to the amount of data that need to be
examined and the results can be used to answer subsequent queries as long as they are
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within the same region and specify the same or higher threshold. Each database node
has a local cache. Cache entries are indexed by the field, time-step, spatial region
and the threshold requested. We use a least recently used cache replacement policy.
All modifications of and queries to the cache are executed within a transaction with
snapshot isolation level to avoid dirty-reads or an inconsistent view of the cache.
Caching the query results preserves the computational effort in addition to sub-
stantially reducing I/O. The cached data are for the particular derived field that was
queried and not the raw data of the simulation fields. Thus, we do not have to derive
the requested field from the raw data for queries that hit the cache. This results in a
substantial improvement in query performance as we only have to scan a small set of
data and do not need to perform any additional computation.
Not all query results are suitable to caching. Most of the queries submitted to the
JHTDB other than threshold queries request data at a collection of target locations.
Given that there are 10244 possible locations for three of the datasets and 6 ∗ 10244
locations for the channel-flow dataset the chance of reuse for the results of these
queries is extremely small. This is why the cache currently stores only the results
of threshold queries. Nevertheless, it can easily be extended to cache the results of
other query types as well if that becomes advantageous.
The cached query results are stored in a table in the database and the overall size
of the cache is limited by the amount of available SSD disk space, not memory. Given
a limit of ∼106 points per time-step for a threshold query, the space required to cache
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the maximum number of points including the index space and database overhead is
∼40MB. Therefore for a dataset containing 1024 time-steps, as is the case for the
isotropic turbulence and MHD datasets part of the JHTDB, a cache size of 40GB is
sufficient to cache the query results for threshold queries of a derived field over the
entire dataset. The currently available SSD disk space per node is ∼200GB, which
will be sufficient to maintain the threshold results for nearly five derived fields over
the entire dataset. In contrast, computing and materializing a scalar derived field for
the entire dataset would require ∼5TB (15TB for vector fields).
The entire cache is comprised of two database tables. The cacheInfo table stores
metadata for the cached entries. It stores information about the dataset, field, time-
step, start and end coordinates of the spatial region examined and the threshold value
used. The cacheData table stores the locations of all of the grid points, for which the
field queried has a norm higher than the specified threshold. The cacheData table
is foreign key constrained with the ordinal of the cacheInfo table. This allows us to
quickly find a record in the cacheInfo table and retrieve all of the cached entries using
an index lookup.
5.3.4 Overall Execution of Threshold Queries
Algorithm 1 illustrates the process of obtaining all points with norms of the spec-
ified field above the given threshold from the database in the presence of a cache.
The mediator submits a query to each of the database nodes storing the raw data
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Algorithm 1 Get points above threshold using cache




4: query ← SELECT * FROM cachedb..cacheInfo
WHERE dataset = d AND field = f
AND timestep = t
5: command← SqlCommand(query)
6: reader ← command.ExecuteReader()
7: if reader.HasRows() then




12: if k ≥ ks & q ∈ [start, end] then
13: query← SELECT * FROM cachedb..cacheData
WHERE cacheInfoOrdinal = ordinal
14: command← SqlCommand(query)
15: reader ← command.ExecuteReader()
16: while reader.Read() do
17: location← reader[“zindex”]
18: norm← reader[“dataV alue”]
19: if norm ≥ k & location ∈ q then









29: if updateCache then
30: Retrieve data covering q from DB.
31: for all p ∈ q do
32: Compute f at p.
33: if ∥f(p)∥ ≥ k then
34: points.Add(new Point(p, ∥f(p)∥))
35: end if
36: end for
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asynchronously. Each node begins evaluation of the query by executing Algorithm 1.
First a cache lookup is performed. If the data for the requested field, time-step and
spatial region are available in the cache and if the specified threshold is higher than
the one stored in the cache the query can be answered from there. The records are
retrieved from the cache and the ones that have a higher value are returned to the
mediator and subsequently back to the user. If the data stored in the cache have a
higher threshold than the one requested the cache needs to be updated. Similarly, if
the cache does not have an entry for the specified parameters the query needs to be
evaluated from the raw data. In those cases the raw data are read into memory with
data along the boundary requested from adjacent nodes as needed. The specified
field is derived at each location on the grid and the norm or absolute value of the
field is compared against the threshold. The locations where the values are higher
than the threshold need to then be stored in the cache. If the cache does not have
enough space for the new records, space is freed up by removing the least recently
used data across all quantities. Reading from, updating or modifying the cache is
done within a transaction with snapshot isolation level. Snapshot isolation allows us
to avoid locking the tables that serve as the cache for each transaction. This provides
for a higher degree of parallelism and avoids any potential deadlocks from queries
running in parallel.
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5.4 Experimental Results
We evaluate the developed method for the execution of threshold queries to large
numerical simulation datasets with the goal of analyzing the benefits and overhead
from the introduction of the application-aware cache. We also analyze the scaling
properties of the method. Finally, we show that an integrated method that performs
the evaluation on the database nodes near the data is several orders of magnitude
faster than the user requesting the derived filed of interest from the database and
evaluating the threshold locally.
5.4.1 Experimental Setup
The experiments were run on the production database nodes of the JHTDB
through a development Web-server hosting the Web-services. We used the MHD
dataset (Section 2.4.1) for the experimental runs. This dataset is partitioned across
4 database nodes according to spatial regions in the Morton z-order. The database
nodes are 2.66 GHz dual quad-core Windows 2008 servers with SQL Server 2008 R2
and 24 GB of memory. Each node has 24 2TB SATA disks arranged as a set of four
RAID-5 arrays. The database files are striped across the nodes and their associated
disk arrays. The tables storing the data are partitioned spatially along contiguous
ranges of the Morton z-curve and the data for each partition reside in one database
file.
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Figure 5.5: Execution time for threshold queries at different threshold levels com-
pared with the execution time of the same queries in the absence of a cache.
For this evaluation we looked at the performance of threshold queries to the vor-
ticity field. The vorticity field is representative of derived fields that have to be
computed from the stored data. It is defined as the curl of the velocity field. As
described in section 6.3 thresholding the vorticity field is important in the study of
fluid dynamics and obtaining the locations of maximum vorticity can lead to new
insights into the development of the most intense vortices observed in the dataset.
5.4.2 Evaluation of Cache Effectiveness
The central part of the strategy that we have developed for the evaluation of
threshold queries of derived fields is the application-aware cache, which stores the re-
sults of these queries. We first evaluate the overhead associated with the introduction
and maintenance of the cache. Figure 5.5 compares the execution time of queries in
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the absence of a cache with the execution time of the same queries, which interrogate
the cache first (blue and red bars in the figure). The execution times are also shown
in Table 5.1. For these experiments we requested the locations with norms of the
vorticity above thresholds at different levels. We refer the reader to Figure 5.2, which
shows the distribution of values of the norm of the vorticity field in the MHD dataset
to get an appreciation of the different threshold values used in the experiments. For
the first set the threshold was set high (80.0) and only ∼4,300 points (or 0.0004% of
all points) were above the threshold. For the second set a medium threshold (60.0)
was chosen and ∼87,000 points (or 0.0081% of all points) were above the threshold.
Finally, a low threshold (44.0) was chosen for the last set and there were ∼900,000
points (or 0.0847% of all points) above the threshold. For each set a random time-step
was chosen and the queries were run against that time-step. The measurements were
taken from the point of view of the end user.
As we can see from the results shown in Figure 5.5 the overhead associated with
querying the cache first is minimal, less than 3% and within the margin of error.
The cache was initially populated by executing several hundred unrelated queries
and contained several million entries. During the “cache-miss” runs cache entries for
the particular time-step queried were dropped before each run, making sure that each
query would produce a cache miss and would have to be evaluated from the raw data.
The execution times were averaged over 10 runs. We utilized 4 processes per database
node for the evaluation of each query. The method shows stable running time across
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different time-steps and threshold levels in the absence of a cache and during cache
misses. The running time increases slightly only because of the larger result set that













80.0 4247 97.1 100.2 0.5
60.0 86580 113.7 115.9 1.2
44.0 909274 111.6 115.0 9.1
Table 5.1: Effectiveness of caching.
Cache hits reduce the running time of threshold queries by over an order of magni-
tude as shown in Figure 5.5 and Table 5.1. This is because we do not have to compute
the requested derived field from the raw data, which eliminates the associated I/O.
Only the cache entries need to be looked-up, which is substantially less data than the
raw vector or scalar field data. For the queries with large result sets it is actually
the network time taken to transfer the results to the user that dominates the overall
execution as opposed to the I/O or computation time as we show later. Cache hits
are evaluated by first warming up the cache by submitting the same set of threshold
queries of the vorticity field as before. We then submit several more unrelated queries
with different time-steps and threshold values in order to pollute the cache. Finally,
we issue the original set of queries and measure their running times. Let us focus
on the query with low threshold, which returns ∼900,000 points. Given that valid
threshold values are limited to those that result in no more than 1,000,000 points it
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(b) Scale-out to multiple nodes
Figure 5.6: Execution time for threshold queries at different threshold levels – high,
medium and low. The scale-up evaluation was performed utilizing 1-8 processes per
server on a 4-node cluster. The scale-out evaluation was performed on 1 through 8
nodes.
is likely that all subsequent queries to this time-step will result in a cache hit as their
threshold is likely to be equal or higher than the cached one. Currently we observe
fairly high cache-hit ratios as the workload is very structured and queries tend to
examine the same regions in space and time.
5.4.3 Scaling and Distributed Evaluation
The evaluation of threshold queries of derived fields from the raw data is both
I/O and computationally bound. These queries examine the entire data volume of
a simulation time-step and are, therefore, good candidates for a data-parallel dis-
tributed evaluation. Our data-parallel implementation exhibits good vertical and
nearly ideal horizontal scaling as shown in Figure 5.6. For the scale-up experiments
(Figure 5.6(a)), we used the same queries and threshold values as for the runs shown
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in Figure 5.5 and Table 5.1 but with varying number of processes per node. Cache
entries for the time-step queried were again dropped before each run in order to eval-
uate the scaling properties of the computation of the derived field from the stored
data. The computations for all of the derived fields of interest (such as the vorticity)
at each grid point need data from adjacent grid points only. Therefore, each node of
the cluster is able to compute the derived field from data available locally with only a
small amount along the boundary of each region having to be retrieved from adjacent
nodes. Each computation is independent and embarrassingly parallel. This allows us
to make use of multiple processes per node and scale out to multiple database nodes.
We observe nearly a two times speedup when going from a single process per node
to two processes per node (Figure 5.6(a)). The speedup diminishes to 1.4 times when
going to 4 processes and little speedup is observed with 8 processes per node. While
the computation time scales with increased process count, the time to perform I/O
does not as the data on each node reside in the same database table and on the same
set of disks. Additionally, I/O redundancy increases as the process count increases
as data along the boundary of each region are requested by multiple processes. SQL
Server already utilizes parallelism to perform the I/O even when data are retrieved
utilizing a single query. Finally, the experiments were run on the live production
database nodes, which were also servicing other user queries in addition to operating
system and other SQL Server processes. Nevertheless, running with 4 processes per
node is nearly 2.6 times faster when compared to running with a single process.
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Figure 5.7: Execution time for threshold queries evaluated utilizing different number
of processes per server compared with the time taken to perform the I/O only.
The scale-out experiments show a nearly perfect linear speedup as the evaluation
is distributed to an increasing number of database nodes (Figure 5.6(b)). For these
experiments we issued queries with the same threshold levels as before to a cold cache.
We utilized a single process per database node to evaluate the horizontal scaling of
the computation. The evaluation benefits not only from the additional computational
resources with the addition of database nodes to the cluster but also from the increased
memory size. The data needed for the computation of each derived field are read into
memory and the larger memory size means that there is less contention with other
system and application processes and it is less likely that virtual memory needs to be
used. SQL Server also benefits from a larger buffer pool, which reduces the I/O time.
As expected, we observe even weaker speedup when the queries perform nothing
but I/O and the number of processes per node is increased. Figure 5.7 compares
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the running time of the queries with a medium threshold and executed with varying
number of processes per node with the time taken to perform the I/O only. The I/O
time is about half of the total running time for these queries. SQL Server already
makes use of parallelism internally and the data have to be retrieved from the same
set of disks. Nevertheless, the I/O time does decrease with additional processes, this
is because the data reside in a partitioned table and the data in each partition are
placed in a separate file on one of the disk arrays. Depending on how the data requests
are scheduled in SQL Server this allows for the disks arrays to be driven in parallel.
Additionally, with more processes per node the data can also be consumed faster.
It is worth noting that the total running time for the queries evaluated with 4 or 8
processes is about the same as the time it takes to perform the I/O only with a single
process.
So far we have presented the effectiveness of evaluating threshold queries of derived
fields on the database cluster storing the raw simulation data. The data-parallel
computation of the derived fields allows us to evaluate a threshold query over an entire
10243 time-step part of a 20TB dataset in less than two minutes. The introduction of
an application-aware cache for the query results of these queries reduces this time to
several seconds when there is a cache hit. In contrast, one of our science collaborators
reported that his evaluation of this functionality performed locally would take over
20 hours to complete. To perform the evaluation locally the user requests the derived
field of interest from the database by submitting multiple queries over subregions of a
103
CHAPTER 5. THRESHOLD QUERIES OF DERIVED FIELDS
time-step. This is necessary as requesting a derived field over the entire data volume
of a particular time-step will overload the network. Derived fields may have even
more components than the scalar or vector field stored in the database. For example,
the velocity gradient (needed for the computation of the vorticity) has 9 components
compared with the 3 components of the velocity. Given a single-precision floating-
point representation, this makes the velocity gradient of an entire time-step at least
36GB in size. A Web-service request will be much larger due to the overhead of
wrapping the data in an xml format. After the field of interest is obtained locally the
user has to threshold it to get the final result, which is reasonably fast, but discards
most of the data that have been requested to yield a small in size result.
5.4.4 Evaluation of Additional Fields
The data-parallel evaluation of threshold queries shows stable execution time for
different derived fields in addition to the different threshold levels and time-steps
queried. The execution times depend on the complexity of the computation needed
to evaluate the particular derived field requested. Figures 5.8(a), 5.8(c) and 5.8(e)
show a breakdown of the execution time of threshold queries of different derived fields,
which are evaluated from the raw data and a cold cache using 4 processes per node on
a 4 node cluster. Almost the entire time is spent performing the I/O and computation
associated with the derived field requested.
The vorticity field and the Q-criterion have similar I/O requirements as they have
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Figure 5.8: Breakdown of the execution time for threshold queries requesting dif-
ferent fields and at different threshold levels – high, medium and low.
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the same kernels of computation and are both derived from the velocity gradient. The
vorticity has 3 components and its computation only examines 6 of the 9 components
of the velocity gradient, which are also examined in pairs (see Equation 5.1). On
the other hand, even though the Q-criterion is a scalar value, it is computed through
a non-linear combination of all 9 of the components of the velocity gradient. This
means that the velocity gradient has to be computed at each grid location before the
Q-criterion is evaluated, which is reflected in the increased computation time that
we observe for the Q-criterion. The magnetic field is one of the raw fields of the
magnetohydrodynamics dataset that are stored in the database. Therefore, there is
no additional computation needed to derive it from the data, every data point has to
be simply compared with the threshold level specified. This is why the computation
time is much smaller compared to the queries for the vorticity and the Q-criterion.
The I/O time for the magnetic field is also smaller. This is because its kernel of
computation is a single point and therefore there are no additional data along the
boundary that have to be requested from adjacent nodes. In that case all of the data
needed are available locally for each database node.
In all of these cases, the time taken to interrogate the cache is negligible. The
mediator time to distribute the queries and assemble the results as well as the time to
transfer them to the user are also substantially smaller than the I/O and computation
times. As expected they increase proportionally to the number of points in the result
set.
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It is interesting to note that the time taken to perform a cache lookup is relatively
small even in the case of a cache hit as can be seen in Figures 5.8(b), 5.8(d) and
5.8(f). This is because the cache tables reside on SSDs attached to each database
node (see Figure 5.4) and retrieving the data is always done through a clustered
index lookup. In the cases of a cache hit, the majority of the time is spent simply
transferring the results from the database nodes to the mediator and then back to
the user. These times remain more or less constant between the cases of cache misses
and cache hits (left and right column of Figure 5.8). Caching the results of threshold
queries effectively preserves the I/O and computational effort spent during their initial
evaluation and results in over an order of magnitude speedup for all the different fields
requested as we can see in Figure 5.8.
5.5 Related Work
Only select few database systems offer support for arrays as first-class citizens.
Even fewer provide the fault-tolerance, scalability and availability guarantees neces-
sary for a system managing multi-terabyte datasets in a production setting. This is
part of the reason why we have chosen to represent the array data in the JHTDB
as a collection of binary large objects in a relational DBMS and perform the array
manipulation tasks necessary at the application level. The systems that provide sup-
port for arrays and aim to handle large array data efficiently are RasDaMan [65],
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SciDB [66] and MonetDB/SciQL [67]. RasDaMan partitions raster objects into tiles,
which are stored in a traditional relational database system. This approach is similar
to how the numerical simulation data are handled in the JHTDB. RasDaMan pro-
vides RasQL [68], which is a SQL-92 based query language for the manipulation of
raster images. SciDB is an array database system build from the ground up. Array
attributes are partitioned vertically and each attribute array is decomposed into over-
lapping chunks. SciDB provides a declarative Array Query Language (AQL) and an
Array Functional Language (AFL). Users can create arrays with named dimensions
with AQL and make use of the functional operators defined in AFL, such as SLICE,
SUBSAMPLE, SJOIN, FILTER and APPLY. SciQL’s focus is on language design
and integration with SQL:2003 syntax and semantics. It is implemented within the
MonetDB framework [69].
Database systems support rollup queries, including top-k queries, but in most
cases these queries apply only simple linear score functions on the attribute values
of individual records. Additionally, many top-k query evaluation techniques rely on
the score functions being monotone in order to perform early pruning (see [70] for a
survey of top-k evaluation strategies). This is an assumption that we cannot make
for the functions used to compute all the different possible derived fields of interest
in fluid mechanics. Even approaches that aim to work with general score functions
[71, 72] assume that the function operates on the attributes of a single record. In
contrast, our approach performs a kernel computation at each grid location in order
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to obtain the value of a derived field at that location and examines the vector or
scalar array data at all neighboring locations, which are within the kernel of the
computation. The functions used to derive the field may even be non-linear. Finally,
a top-k approach may not be suitable in the cases where scientists are interested in
performing threshold queries at different time-steps as the same threshold level will
produce different number of points in the result set for different time-steps.
The processing of top-k queries has been studied extensively in the context of
distributed and relational database systems. A survey of different techniques in the
case of centralized processing is given in [70]. In the case of distributed processing
different approaches focus on horizontally [73, 74] or vertically [75, 76, 77, 78, 79]
distributed data. None of these approaches deal with array data stored in a relational
database system. Zhao et al. propose an algorithm for the processing of top-k queries
in large-scale distributed environments called BRANCA [80]. They build on the idea
of semantic caching [81] and make use of branch caches, which store results of previous
top-k queries with respect to the data stored on each server. The caching mechanism
that we use is similar in that regard, but the queries that are evaluated in our system
operate on derived fields, which are computed at each location by accessing data
from a surrounding region. The queries described in [80] operate over the attributes
of individual records only using simple linear score functions.
Aßfalg et al. introduce the concept of threshold queries in time-series databases
[82]. Their definition of threshold queries differs from the threshold queries described
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herein. They are concerned with determining the time-series, which exceed a user-
defined threshold at time frames similar to the time-series specified in the query.
Thus, their definition of threshold queries is concerned with the temporal relationship
between the time-series stored in the database (usually one dimensional sequence of
measurements) and the time-series given in the query. In contrast, our approach
focuses on reporting all of the spatial locations of a multidimensional field where the
norm or absolute value of the field exceeds a user prescribed threshold.
In a system called the tree cache, Lopez et al. [63] make use of a small application-
aware cache to reduce access time to large datasets stored on disk. The tree cache
stores individual octants of octree datasets and exploits application-specific informa-
tion to determine which octants to cache and to perform query reordering. This work
has inspired the use of an application-aware cache for the evaluation of threshold
queries. In contrast to the tree cache, we do not cache raw data objects, but rather
query results. Caching query results preserves the computational effort in addition
to reducing I/O, which has a much bigger impact on query performance and substan-
tially reduces the size of the cache. Additionally, the cache that we introduce resides
on disk rather than in memory, which greatly increases its potential size. Lopez et
al. also explore approximate querying through aggregation, which can be fairly eas-
ily supported by our system but is of limited use as scientists performing threshold
queries are usually interested in obtaining the exact locations where a field is at its
highest values.
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Sampling approaches [83, 84] offer an alternative to the on-demand computation
of derived fields and the evaluation of threshold queries on them. The goal of both
techniques is to not return large data volumes, but focus on the most intense events
and interesting regions in the dataset. The computation of derived fields is carried out
on the nodes of the database cluster and takes a look at the dataset as a whole, while
the user obtains only a small subset of the data, where the derived field in question
is above the prescribed threshold. Sampling approaches can potentially omit some
locations and while useful for generating initial impressions may not be suitable if the
exact locations where a field is at its highest values are desired.
Andrade et al. [85] describe a database system and an optimization framework
build on the concept of active semantic caching. An active semantic cache aims
to fully or partially reuse cached query results or aggregates through automated
transformations of these aggregates. Similarly to our work they focus on real scientific
data-analysis applications. The method that we have developed for the evaluation
of threshold queries complements the active semantic caching approach and could be
used in that framework. Our work has focused on extending a relational database
system (Microsoft’s SQL Server) as opposed to designing a new database system from
the ground up as described by Andrade et al. [85].
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5.6 Discussion
We have presented an efficient strategy for the evaluation of threshold queries
of derived fields in large numerical simulation datasets. The thresholded fields are
derived from the stored simulation data in a distributed data-parallel manner. The
computations scale with the cluster resources and are performed on the database
nodes, where the data are stored. This new capability allows researches to quickly
obtain and focus on regions of special interest even if they lack the computing capa-
bilities or data transfer rates necessary to examine entire time-steps or large parts of
the entire dataset.
We have introduced an application-aware cache for the query results of threshold
queries. Cache hits reduce query running times by over an order of magnitude. The
cache adds minimal overhead during the evaluation of queries even if there is a cache
miss and has modest storage requirements. The cache is represented as a set of
database tables and resides on disk rather than in memory. Each database node has
local cache tables, which allows the cache to scale-out as the cluster grows.
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Particle Tracking in Open
Simulation Laboratories
Particle tracking along streamlines and pathlines is a common scientific analy-
sis technique, which has demanding data, computation and communication require-
ments. It has been studied in the context of high-performance computing due to the
difficulty in its efficient parallelization and its high demands on communication and
computational load. In this chapter, I present a study of efficient evaluation meth-
ods for particle tracking in open simulation laboratories [86]. Simulation laboratories
have a fundamentally different architecture from today’s supercomputers and provide
publicly-available analysis functionality. In this study, my collaborators and I focus
on the I/O demands of particle tracking for numerical simulation datasets 100s of
TBs in size. We compare data-parallel and task-parallel approaches for the advection
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of particles and show scalability results on data-intensive workloads from a live pro-
duction environment. We have developed particle tracking capabilities for the forced
isotropic turbulence, magnetohydrodynamics and homogeneous buoyancy-driven tur-
bulence datasets of the JHTDB.
6.1 Motivation
Particle tracking is most often thought of as a technique for visualizing flow fields.
It is one of the most powerful techniques for this task. However, it is also an analysis
technique and an important tool used in the study of fluid dynamics. It has been
used to study Lagrangian velocity structure functions and tensor-based Lagrangian
time correlation functions [87]. It has been used to generalize previous models of
turbulent dispersion [88]. It has been used to explore the breaking of time-reversal-
symmetry in turbulence [89]. Many other examples are readily available. The efficient
evaluation of particle advection in scientific analysis cluster environments therefore
deserves as much attention as particle tracing in supercomputing environments for
the purposes of visualization. We study efficient evaluation techniques for the ad-
vection of particles in an open numerical simulation laboratory. The analysis cluster
environment does not have the parallelism available in a supercomputing facility, but
instead achieves high aggregate throughput based on I/O and network bandwidth.
The numerical simulation datasets stored in the analysis database cluster are much
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larger than the amount of distributed memory available and therefore I/O becomes
the main consideration as opposed to communication and computation.
Open simulation laboratories, such as the JHTDB, aim to provide public access
to world-class numerical simulation datasets as well as built-in analysis functionality,
implemented following the “move the computation to the data” paradigm [59]. It has
already been shown that performing the analysis on the database nodes where the
data are stored is much more efficient than transferring the data over the network [10]
and particle tracking is no exception. However, in the case of particle tracking the
data requirements are not static and depend on the positions computed from each
preceding iteration. This means that the data necessary to compute particle positions
may reside on different database nodes during the advection process. Therefore,
when particles cross the data boundary of a database node they either need to be
reassigned or the data need to be retrieved from adjacent nodes. A straightforward
approach that synchronizes the execution at a mediator level avoids this issue by
redistributing particles to database nodes during every step of the process. However,
this results in the sometimes unnecessary movement and reassignment of particles
between the mediator and the database nodes. Such an approach also does not allow
for asynchronous processing as particles are advected together in a batch and there
is effectively a barrier after each iteration step.
Particle tracking functionality was first implemented in the JHTDB in 2011 [87]
and there have been nearly 6 million particle tracking requests made to the service
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since then. A total of 12.7 billion particles have been advected through the stored
simulated flows with an average request size of ∼2200 particles. This functionality
has facilitated a number of research tasks, which have resulted in numerous publi-
cations, including research on turbulent dispersion [4, 88, 90], shape evolution [89],
particles-turbulence interactions [91], calibration of experimental techniques [92] and
others. The initial implementation adopted the simple straightforward approach of
synchronizing particles after every iteration step at the mediator level, redistributing
them to the database nodes, where the data are retrieved and next particle positions
computed. The advantage of this approach is that particles are evaluated on each
database node as a batch and the data for all particles are retrieved using a single
database query. No data need to be retrieved from adjacent nodes and particle posi-
tions are evaluated using the efficient I/O streaming approach, described in Section
3. Nevertheless, this approach has drawbacks as well, the majority of particles may
not need to be reassigned to a different database node after each iteration step, which
results in unnecessary communication between the mediator and the database nodes.
Previously particle tracking was studied mostly in the context of visualization of
scalar or vector fields in scientific data and on high-performance computing (HPC)
architectures. Existing approaches rely on the massive parallelism available in super-
computers and in many cases avoid the I/O bottleneck by reading the entire dataset
into memory [93, 94]. The amount of parallelism in analysis cluster environments is
much smaller and the datasets are much larger than the distributed memory available.
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On the other hand, scientists are interested in immersing particles and examining their
evolution with the flow at different locations and time-steps for analysis purposes and
often require very accurate results. Therefore, preprocessing the entire datasets and
approximation techniques used for visualization [95] are often not an option.
We study particle tracking for the purposes of scientific analysis in open simulation
laboratories. We examine different approaches to the problem with a focus on the I/O
requirements of the task. Our implementation provides particle tracking capabilities
to scientists around the world that may not have access to supercomputers or the
necessary sophistication to develop and run codes. The advection of particles is done
on the database nodes where the data are stored. We show that a task-parallel
implementation, which evaluates particles in batches using an I/O streaming method
for the retrieval of data and evaluation of particle positions is up to 3 times faster
than data-parallel asynchronous approaches or approaches that synchronize particle
advection at a mediator level. We evaluate these approaches on microbenchmarks
and user workload from the usage logs of the JHTDB.
6.2 Overview of Particle Tracking
Particle tracking is implemented in the JHTDB by means of aGetPosition function
[87]. The function tracks a list of particles simultaneously and returns the final particle
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locations at the end of the trajectory integration time specified by the user. Particle
tracking is performed using a second order Runge-Kutta integration scheme.
The GetPosition function takes as parameters a list of particle locations y, a
start time (tST ), an end time (tET ) and a particle integration time-step (∆tp) and
returns the particle locations at the specified end time. Fluid particles can be tracked
both forward in time by specifying tET > tST and backward in time by specifying




= u+(y, t), (6.1)
where x+(y, t) and u+(y, t) denotes the position and velocity at time t of the fluid
particle originating from position y at initial time tST (superscript + represents La-
grangian quantities following the fluid particle). We replace the Lagrangian velocity
u+(y, t) with the Eulerian velocity from the database u(x, t) at the particle location
u+(y, t) = u(x+(y, t), t).
To advance the particle positions between two successive time instants tm and
tm+1(= tm + ∆tp) the second order Runge-Kutta integration scheme consists of two
steps. The predictor step yields an estimate:
x∗ = x+(y, tm) + ∆tp u
+(y, tm). (6.2)
The corrector step then computes the particle position at tm+1 using the predictor
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estimate and the original particle location:
x+(y, tm+1) = x
+(y, tm) + ∆tp [u
+(y, tm) + u
+(x∗, tn+1)]/2. (6.3)
In order for the integration to end exactly at the specified tET the integration time-
step is equal to the smaller of the specified ∆tp and the difference between tET and
tm. Particle advection proceeds until tm reaches the user-specified final time tET .
The GetPosition function then returns the final particle positions x+(y, tET ) for all
particles that were at initial locations y.
Accurate spatial and temporal interpolations are important to obtain the fluid
velocities while tracking fluid particles. Spatial interpolation using Lagrange poly-
nomials with various optional orders of accuracy can be specified by the user and
temporal interpolation is done by default using PCHIP (see Section 2.2). This means
that every step of the Runge-Kutta integration (both the predictor and corrector
steps) requires a query to 4 time-steps stored in the database and every particle’s
position is computed using 64, 216 or 512 data points depending on the order of the
Lagrange polynomials used (4th, 6th or 8th order).
6.3 Scientific Use Cases
The ability to track particles both forward and backward in time, without having
to retrieve any data to a local machine or handling the distribution of particles and
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their advection has allowed scientists from around the world to perform sophisticated
analysis tasks using their desktops or laptops. Providing this capability for landmark
turbulence simulation datasets and making it publicly available has enabled new
insights in the study of turbulence. As an example, analysis of this type has revealed
why the breaking and reconnection of magnetic field-lines in solar flares lasts several
minutes and not millions of years as predicted by classical theory [4].
Fluid particle tracking is one of the most important techniques in the study of the
Lagrangian description of turbulence, in which a large number of particle trajectories
are followed in order to capture the overall space and time-scales of the flow. Studies
of turbulent transport and mixing processes often make use of the Lagrangian de-
scription of turbulence. Other examples include studying entrainment processes at
turbulent/laminar interfaces [96] and modeling processes such as atmospheric pol-
lution transport and turbulent combustion [41]. Extracting Lagrangian data from
stored numerical simulation data requires an iterative process, which queries multiple
time-steps of the simulation. This process is complicated further by the fact that par-
ticles’ spatial locations are continuously changing. In a distributed environment their
subsequent evaluation may require data stored on different database nodes. The Get-
Position functionality of the JHTDB is a valuable tool, which facilitates Lagrangian
analysis and here we study efficient approaches for its implementation.
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6.4 Particle Tracking Methods
We describe three approaches to the implementation of particle tracking in open
simulation laboratories. These approaches share some common aspects with tech-
niques used for the visualization of particle traces in high-performance computing
environments or supercomputers. We implement these approaches in a markedly
different environment, a scientific analysis cluster consisting of a sharded relational
database cluster, which stores the numerical simulation data and a Web-server front-
end, which hosts publicly-available Web-Services and acts as a mediator. The particle
tracking functionality is moreover used not for visualization, but for analysis tasks
and requires accurate spatial and temporal interpolation for the computation of each
particle position.
The three approaches that we examine are a task-parallel method, a data-parallel
method and a method which synchronizes execution at the Web-server/mediator level.
The task-parallel approach distributes particles based on the spatial partitioning of
the data, but allows them to be integrated forward on a database node even if they
cross the node’s data boundary. The data-parallel approach implements services
running on each database node and integrates particles forward only if they are within
the node’s data boundary. When a particle crosses the data boundary it is reassigned
to the appropriate node or nodes for evaluation. This method supports asynchronous
processing of individual particles and queries data from multiple time-steps as needed.
Finally, the last method which we examine is a straightforward approach to particle
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Figure 6.1: Task-parallel particle tracking approach.
tracking, which synchronizes the evaluation at the mediator level. This is also the
method that was initially implemented in the JHTDB.
6.4.1 Task-parallel Evaluation
The task-parallel approach to particle tracking effectively deals with the data de-
pendency that arises during particle advection. Namely, the fact that each subsequent
integration step during the advection process depends on the results of the previous
step. This approach distributes the initial particle positions to the database nodes
based on the spatial partitioning of the data and each database process performs
the particle advection for the entire batch of particles assigned to it until completion
(Figure 6.1). No reassignment of particles is necessary and the fact that particles
are advected together as a batch means that the data retrieved from the database is
for the same set of time-steps during each integration step. This allows us to make
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full use of the I/O streaming method for the evaluation of batch queries performing
spatial and temporal interpolation (Section 3). Using this method particle positions
are evaluated by means of partial-sums, which allows us to perform a single sequential
read over the data.
The task-parallel approach must handle particles that have crossed the data
boundary of a database node. Each process maintains a connection to all database
nodes, which have data necessary for the evaluation of any given particle’s position.
A connection is opened only if there are particles that need data from the particu-
lar database and the data for all particles that have partially or fully crossed into
a different database are retrieved as a batch. The I/O streaming method supports
distributed evaluation, which allows us to evaluate particle positions even if the data
are coming from different databases. Given that the data are distributed across a
relatively small number of nodes (4 to 8) and the spatial volume of a dataset is large
(10243 data points) the number of particles that cross into a different database is not
large. Moreover, the scientific cluster environment is built with the goal of providing
network speeds that are on-par if not faster than the aggregate disk read speeds, which
means that there is little downside to the retrieval of data from adjacent database
nodes.
The use of the I/O streaming method for the evaluation of particle positions
during each integration step and the evaluation of all particles as a batch minimizes
the I/O incurred during each step. The use of static initial distribution of particles
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with the task-parallel approach aims to balance the execution around I/O. We have
found that this has the biggest impact on overall execution time of particle tracking
queries. Nevertheless, it is straightforward to modify this approach with the goal of
balancing the computational load on each database node, by distributing equal-sized
particle batches to each database node.
6.4.2 Data-parallel Evaluation
The data-parallel particle tracking approach distributes particles to processes
based on the spatial partitioning of the data. Each process advects particles, for
which the necessary data are available locally and reassigns particles to other nodes if
they cross the data boundary. This approach allows for the asynchronous movement
and reassignment of particles from process to process. Each process has to retrieve
data from multiple different time-steps depending on the progress of the particles
assigned to it at any given step. This approach is based on the established paral-
lelization paradigm of static allocation of blocks to processes [97]. The difference
however is that instead of reading all blocks assigned to a process into memory at
the start of the computation, the data necessary for the evaluation of all particles
assigned to a process are continuously read from the local database.
The data-parallel approach performs particle tracking as follows. The mediator
distributes the particles to processes running on each database node based on the
static spatial-partitioning of the data. The processes are implemented as services in
124
CHAPTER 6. PARTICLE TRACKING IN OPEN SIMULATION
LABORATORIES
the Windows Communication Framework (WCF). Each process then begins advecting
particles by retrieving all of the data needed for the computation of the positions
of the entire batch of particles. Each process keeps track of whether a particle has
crossed the local data boundary or whether a particle has reached the end time and its
advection is therefore complete. Particles that have crossed the local data boundary
are reassigned to the appropriate process by means of a one-way send. Particles
that have partially crossed a data boundary are assigned to multiple processes for
evaluation and the partial results are sent back to the process that owns the particle.
Finally, when a particle has reached the specified end time it is sent back to the
mediator. When the mediator receives all particles it sends the final positions back
to the user.
One of the drawbacks of the data-parallel approach is that because of the asyn-
chronous nature of the movement of particles between processes, each process has
to retrieve data from multiple different time-steps at any given time. This increases
the overall I/O and subsequently execution time. Additionally, for workloads that
result in a large number of particle crossings, the movement and reassignment of par-
ticles increases the communication costs. Recently, domain traversal approaches that
make use of data-parallelism have shifted towards group-based communication flows
in order to alleviate some of these issues. For example, the DStep system [93] makes
use of worker groups with an assigned communicator, which batches communication
requests and executes them in a group-based manner.
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Figure 6.2: Synchronization of particle integration at the mediator.
6.4.3 Synchronization at Mediator Level
Similarly to the data-parallel particle tracking approach, the last method that
we examine distributes and advects particles only to processes that have the data
necessary for each integration step available locally. However, this approach achieves
this goal by different means. In order to support the batch execution of particles
it sends particle positions back to the mediator after each integration step and the
particles are then redistributed based on their new positions. This mode of execution
effectively places a barrier after each integration step, which guarantees that each
process has all of the data necessary for particle advection available locally and can
retrieve them by means of a single sequential read. Each process computes the particle
velocities and the new particle positions using the I/O streaming method for the
execution of batch queries (Section 3). The process is shown in Figure 6.2.
This is a straightforward approach to particle tracking and this is the method that
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was initially implemented in the JHTDB for the GetPosition function. This method
guarantees optimal I/O for each integration step. However, this comes at the cost of
increased communication between the mediator and the database processes perform-
ing the integration. All particles are sent back to the mediator after each integration
step even though the majority of them may not have crossed the data boundaries of
the process they are assigned to and therefore do not need to be reassigned. Addi-
tionally, the mediator synchronization means that particle advection proceeds at the
pace of the slowest process.
6.5 Experimental Results
We evaluate the performance of the different particle tracking approaches in the
context of the JHTDB and more broadly in scientific analysis cluster environments,
which store large numerical simulation datasets. The evaluation is carried out from
the point of view of the end user and includes all aspects of the process, from the
initial request, to particle distribution, the I/O performed at each integration step,
the integration time and finally the time to send the results back to the user. For
the performance evaluation we use the datasets available in the JHTDB. Most of
the experiments are run against the magnetohydrodynamics (MHD) dataset, which
has 1024 time-steps and stores data on a 10243 spatial grid [98]. Additionally, we
evaluate the different approaches on a forced isotropic turbulence dataset [9] and on
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a homogeneous buoyancy-driven turbulence (HBDT) dataset [99]. We perform micro-
benchmarks designed to examine the different characteristics of the particle tracking
approaches and to offer a study at large scale, including large number of particles
to be traced and long time spans. We also evaluate the approaches on workload
extracted from the usage log of the JHTDB.
6.5.1 Experimental Setup
The experiments were carried out on the production database nodes of the JHTDB
through a development Web-server/mediator hosting the Web-services. The nodes of
the database cluster are part of the GrayWulf [16] and DataScope [17] clusters at JHU.
The GrayWulf database nodes are 2.66 GHz dual quad-core Windows 2008 servers
with SQL Server 2008 R2 and 24 GB of memory. Each node has 24 2TB SATA disks
arranged as a set of four RAID-5 arrays. The DataScope database nodes are 3.47
GHz dual quad-core Windows 2008 servers with SQL Server 2008 R2 and 48 GB of
memory. Each node has 24 2TB SATA disks arranged as 12 mirrored disk arrays.
The MHD dataset is partitioned spatially across 4 GrayWulf nodes with one database
per node and database files striped across the nodes and their associated disk arrays.
The forced isotropic turbulence dataset is also partitioned across 4 GrayWulf nodes,
but in this case there are 2 databases per node. The HBDT dataset is partitioned
across 2 DataScope nodes with 4 databases per node.
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Figure 6.3: Execution times of the different particle tracking approaches for particles
randomly distributed in the entire data volume with an integration step less than half
of the temporal resolution of the data.
6.5.2 Micro-benchmarks
The first set of experiments that we perform evaluate the different approaches on
workloads of varying number of particles, tracking them over a relatively large time
span. Figure 6.3 shows the execution time for particle batches of 1000, 10,000 and
100,000 in the MHD dataset. For this set of experiments we run a single process
per database node. The time span of each request is a fifth to a quarter of the
entire time span of the simulation. This is a much larger time span than what is
observed in typical user workload, but it allows particles to travel a large distance
and can be used to examine the overall structure of the flow. Particles are distributed
randomly in the entire data volume and an integral time-step of about one half to
one third of the simulation time-step is used, which is the resolution at which user
workloads typically operate. This results in a total of ∼1000 steps in the Runge-
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Kutta integration scheme, which are carried out over 200 simulation time-steps. Each
particle position is computed using 4th order Lagrange polynomial interpolation,
which is again typical of the observed workload. Temporal interpolation is used by
default, using data from 4 time-steps to evaluate every particle position.
As we can see from the results in the figure, the task-parallel approach outperforms
the other two approaches by at least ∼15%. This is because it achieves a good
balance between the retrieval of data for the entire batch of particles assigned to a
process and allowing each process to advect particles independently. The data-parallel
approach performs significantly worse. This is mainly due to the asynchronous nature
of the particle tracking process in this case, which forces each process to retrieve data
from multiple time-steps in order to advect the particles assigned to it during each
integration step. Additionally, because of the lack of ghost regions around data
boundaries, particles that are near the boundary have to be assigned to multiple
processes for evaluation. Replicating data around the boundary is not an option in
the JHTDB because of the large overhead that this introduces and the fact that many
analysis queries do not need it.
The next set of experiments evaluates the three particle tracking approaches in
different datasets, on different workloads and with different number of processes per
database node (Figure 6.4). The number of processes varies mainly because of the
different spatial distribution of the data for the different datasets. The workload for
the forced isotropic turbulence dataset consists of 100,000 particles with an integration
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Figure 6.4: Execution times of the different particle tracking approaches for different
workloads in three different datasets (forced isotropic turbulence, MHD and HBDT).
step of around one third the simulation time-step and traces particles over a time span
of about a fifth of the entire time span stored in the database. Similarly as for the
MHD dataset this results in a total of ∼1000 steps in the Runge-Kutta integration
scheme. This dataset is distributed across 4 database nodes with 2 databases per
node. We use 4 processes per database, for a total of 32 processes in these experiments.
The workload for the MHD dataset is the 100,000 particle workload shown in Figure
6.3, but in this case we use 8 processes per database node, for a total of 32 processes.
Finally, the workload for the HBDT dataset is 10,000 particles with similar integration
step and time span as for the other two datasets. This dataset is distributed across
2 database nodes with 4 databases per node and we use 2 processes per database for
the experiments.
The task-parallel approach performs best for all of the different datasets and pa-
rameterizations. In fact it is 75% faster than the mediator-synchronization approach
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for the MHD dataset and 50% faster than the mediator-synchronization approach for
the forced isotropic turbulence dataset. This is due to the fact that the task-parallel
approach is able to scale better with increased process count as particle advection is
carried out by each database process until completion of the entire batch and there is
no movement of particles between the mediator and the database processes. The com-
munication between the mediator and the database processes after each integration
step does not scale as well with increased process count.
The data-parallel approach’s relative performance is significantly better for the
HBDT dataset as compared to the other two datasets. It is only 36% slower than the
task-parallel approach, where as for the MHD dataset it is 2.7 times slower. This is
due to the smaller size of the workload, which leads to particles making substantially
fewer data-boundary crossings. In this case, there were around 220,000 such crossings,
while the total number of crossings for the MHD dataset was 2.9 million. Moreover,
the higher-end database nodes that host the HBDT dataset have faster CPUs, more
memory and newer network cards.
6.5.3 User Workload
We evaluate the different particle tracking approaches on workload extracted from
the usage logs of the JHTDB. Our analysis of the usage logs shows that most of the
users’ workload requests particle positions integrated over a relatively short time span
compared to the time span of the entire simulation. Users also request integration
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Figure 6.5: Performance of the different particle tracking approaches on workload
extracted from the usage log of the JHTDB. Labels show the number of data boundary
crossings.
time-steps that are a fraction of the separation between simulation time-steps stored
in the database. For the experiments we have selected from the most commonly
executed particle tracking queries with varying number of particles, from 1,000 to
250,000. Particles were integrated for a total of 100 Runge-Kutta integration steps
over 20 simulation time-steps. The results are shown in Figure 6.5.
Overall the task-parallel approach performed the best and was up to 3 times better
than synchronization at the mediator. This performance is even better than what
we measured for the micro-benchmarks. This is because most user workload tends
to be more localized, for example examining a region of interest, and in such cases
particles do not cross data boundaries very often and each process performs more
localized I/O. For each run we measured the number of times a particle crossed the
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data boundaries of the process that it was assigned to (data points are labeled with
these numbers in Figure 6.5).
User workloads distribute particles in the simulation domain with varying sparsity
and localization characteristics. Some workloads distribute particles randomly or
nearly randomly in the entire data volume as is the case for the 64,000 particles
workload. Others confine particles to a much smaller region in space as is the case
for the 185,000 and 250,000 particles workloads. The 10,000 and 14,641 particles
workloads, which exhibit 0 particle crossings also distribute particles densely in space,
bur moreover they happen to seed the initial particle positions near the center of the
data region stored on a database node. Given the relatively short integration time,
these “particle clouds” do not move far enough from the initial particle positions
and do not cross into the data regions stored on adjacent nodes, resulting in the 0
crossings observed in these workloads.
While particle crossings have an impact on the overall execution time in some
cases higher number of crossings does not necessarily lead to higher execution time.
Another factor that has an impact on the execution time is the number of data
blocks requested from the database. For example, the workload with 64,000 particles,
which had 391,180 particle crossings had a higher execution time than the workloads
with 185,000 and 250,000 particles. The 64,000 particles workload was distributing
particles randomly in the entire data volume and subsequently almost all of the data
blocks for each time-step had to be retrieved during particle advection. On the other
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hand, the other two workloads were much more localized, resulting in requests for
only about 1 to 2% of all data blocks of a time-step. The task-parallel approach is
effectively able to take advantage of these workload characteristics, which reduces the
overall running time. Synchronization at the mediator is much less sensitive to data
locality as particles are continuously sent back and forth for reassignment and the
size of the request is the dominating factor.
6.5.4 Scalability
Particle tracking for scientific analysis is a data-intensive task. Each integration
steps requires the retrieval of data from 4 time-steps for the purposes of temporal
interpolation and each particle requires between 64 and 512 data points from each
time-step for the purposes of spatial interpolation. Our implementations show good
scalability with increased process count per database as shown in Figure 6.6. We
performed two sets of experiments against the MHD dataset. For the first set we
issued particle tracking requests for 100,000 particles over a time span of 0.5 (out of
a total simulation time span of 2.56) with an integral time-step of 0.001 (compared
to a separation between simulation time-steps of 0.0025). This corresponded to 1,000
integration rounds (500 pairs of predictor and corrector steps in the Runge-Kutta
scheme) over 200 simulation time-steps. The second set tracked 10,000 particles over
a time span of 1.25 with an integral time-step 0.0025 equal to the separation between
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Figure 6.6: Performance of the different particle tracking approaches for 100,000
randomly distributed particles over 200 time-steps (left panel) and for 10,000 ran-
domly distributed particles over 500 time-steps (right pannel) with different number
of processes per database node in a 4 node cluster.
the stored simulation time-steps. This also corresponded to 1,000 integration rounds,
but over 500 simulation time-steps.
The task-parallel and data-parallel approaches show better parallel efficiency than
synchronization at the mediator, which is to be expected as they allow each process
to perform particle integration independently. For the first set of experiments, the
small integration time-step leads to slightly lower I/O time as database queries for
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sequences of a few integration steps request data from the same time-steps, which
makes the database cache very effective. For the second set of experiments even
though the number of I/Os is the same every I/O has to bring data for at least one
time-step from disk as the integral time-step is equal to the separation between stored
simulation time-steps. This increased I/O time reduces the parallel efficiency.
The task-parallel approach to particle tracking has parallel efficiency over 50% up
to 8 processes per node (which is the number of cores available on each node). This
shows that this approach is not sensitive to finer data-partitioning and can be effec-
tively utilized if the data are distributed across larger database clusters. The reason
why the speedup diminishes with increased process count is that the data reside in the
same database tables and on the same set of disks and while computation scales with
increased process count, I/O contention increases and we observe an overall sub-linear
speedup. If the data are distributed across more database nodes we would expect to
see even better speedup as the I/O would be performed to different databases.
6.6 Related Work
Previous work on particle tracking and domain traversal approaches has focused
on particle tracking for visualization of large datasets and in supercomputing en-
vironments. Ueng et al. [100] present a technique for out-of-core visualization of
streamlines in large unstructured grids, which uses an octree to partition and restruc-
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ture the raw data for fast retrieval. They focus on achieving optimal I/O performance
with a small memory footprint. Yu et al. [95] describe a visualization technique that
computes short integral segments called pathlets in time-varying vector fields. Their
approach relies on a preprocessing step, which selects seed points and decomposes the
data into blocks. This approach does not allow for user-specified seed points, which is
important for the purposes of scientific analysis. Additionally, in our setting the data
reside in relational databases and are used for a variety of analysis tasks in addition
to particle tracking. Our goal is therefore to avoid preprocessing or restructuring the
data.
Pugmire et al. [97] describe a hybrid approach that makes use of both static de-
composition and loading data on demand. The process is coordinated by a master
process that monitors load balance. Peterka et al. [94] investigate static and dynamic
partitioning strategies and show that simple round-robin partitioning often outper-
forms dynamic partitioning. These approaches were demonstrated on up to 512 Cray
XT cores and 32 K Blue Gene/P cores, respectively.
Kendall et al. [93] introduce a system called DStep aimed at simplifying domain
traversal techniques. DStep utilizes different workers to perform domain traversal
tasks. Workers are partitioned into groups with a communicator worker assigned
to each group responsible for inter-group communication. The shift to group-based
communication for domain traversal techniques is driven by the need to alleviate
the network congestions induced by asynchronous communication. Our study also
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indicates that a purely data-parallel asynchronous approach may suffer performance
penalties, however mostly due to its I/O pattern. In the DStep system the large
distributed memory of a supercomputer is leveraged to perform all I/O upfront, which
is not feasible for smaller analysis clusters.
6.7 Discussion
We have presented a study of particle tracking approaches, which advect particles
for scientific analysis purposes in an open simulation laboratory, the JHTDB. Particle
tracking is both data and computationally intensive task and the approaches that we
compare are implemented with the goal of minimizing overall I/O. We examine data
and task parallelization techniques as well as an approach that synchronizes execution
at the mediator level. We evaluate these techniques on datasets 100s of TB in size in a
live production environment. We observe that the task-parallel approach to particle
tracking outperforms the other approaches by up to a factor of 3 for a variety of
workloads and parameterizations. It achieves over 50% parallel efficiency and is able
to scale the execution by performing the entire advection process on the database
nodes of the analysis cluster environment.
Our study highlights the trade-offs between the batch execution of database
queries for the retrieval of data necessary during each integration step and asyn-
chronous processing and assignment of particles as they traverse the data volume and
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cross data boundaries. We find that the batch execution of particles, retrieving data
from the same set of time-steps as needed for temporal interpolation during each in-
tegration step outweighs the benefits of asynchronous processing. In order to support
asynchronous processing the I/O pattern changes fundamentally and has to allow for
the retrial of data blocks from multiple different time-steps, which results in slower
I/O.
In the future, we plan to extend the analysis capabilities of the JHTDB and provide
more built-in tools for the study of fluid dynamics in the simulation laboratory. One
such capability in the context of particle tracking is the computation of the Finite-
Time Lyapunov Exponent (FTLE) field. In recent years, significant efforts have been
devoted to studying flow using visualizations of FTLEs [101, 102]. Nouanesengsy
et al. [103] describe a framework and a parallelization strategy to trace the massive
number of particles necessary for FTLE computation using a supercomputer. We
plan to investigate similar techniques that can be adapted to the scientific analysis
cluster environment.
Particle tracking is not yet available for one of the datasets recently added to
the JHTDB, the channel flow dataset. This is because this dataset simulates turbu-
lent flow between walls in a channel and the velocity goes to 0 near the walls. Our
turbulence-research collaborators are still investigating the proper way to handle par-
ticles that approach the walls of the channel. We plan to extend the particle tracking
capabilities of the JHTDB to the channel flow dataset in the near future.
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As of May 2015 the JHTDB has served queries to nearly 13 trillion data points.
This serves as a testament to the demand for such high-quality data and their po-
tential for reuse. Each of the four datasets stored in the JHTDB currently has on
the order of a trillion space-time data points. Storing these data in an open simu-
lation laboratory preserves the computational effort used to generate them, allows
for repeatability of experiments and verification of results and enables users to come
back to the same place in space and time. The continued exploration of the same
place in space and time produces the same exact data, but users can look at it from
different angles, requesting derivatives, spatially filter the data or compute more com-
plicated quantities. This builds physical intuition about the nonlinear dynamics of
the complex flow phenomena and can lead to new discoveries.
The availability of an open simulation laboratory for the study of turbulent flows
141
CHAPTER 7. IMPACT OF THE JHTDB
Run Save TidyUp JSHint Collaboration Login/Sign up
No-Library (pure JS)
















       <div id="regions_div" 
style="width: 900px; height: 500px;">
</div>




















    ]);
    
    var options = {
        backgroundColor: '#B3D6FF',
        datalessRegionColor: 'white',
        displayMode: 'markers',
        colorAxis: {minValue: 0, colors: 
                    ['Blue', 'Green', 
'Yellow',
                    'Orange', 'Red']},
        sizeAxis:  {maxSize:13, 
minSize:3}
    };
    








































Figure 7.1: Origin location of queries to the JHTDB. Each IP address location is
colored based on the total number of points queried in log scale.
has already had a major impact on turbulence research and education. The JHTDB
has over 150 registered users and queries have been made from over 1500 distinct
ip addresses across the globe (Figure 7.1). Data from the service have been used
fully or partially in multiple research projects resulting in at least 40 peer-reviewed
publications, including in high-profile venues such as Nature [4], Proceedings of the
National Academy of Sciences [104], and Physical Review Letters [89]. The impact of
the JHDTB has extended to the classroom as well. The laboratory has been used in
various classes and student workshops around the world (e.g. the “Tutorial School on
Fluid Dynamics: Topics in Turbulence” held at the University of Maryland College
Park - see http://www2.cscamm.umd.edu/programs/trb10/, to be repeated in the
summer of 2015).
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Figure 7.2: Semi-log plot of the number of queries and number of data points queried
from the JHTDB per year.
7.1 Analysis of JHTDB Usage
JHTDB’s usage has grown steadily over the years with the addition of new datasets
and expanded capabilities and performance. Figure 7.2(a) shows the total number
of queries submitted per year since the JHTDB’s inception in 2007 and the total
number of points queried is shown in Figure 7.2(b). As we can see there has been an
exponential growth in the total number of data points queried over the past several
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(b) Percentage of data points queried per query
type
Figure 7.3: Distribution of JHTDB queries and number of data points queried per
query type.
years, mainly due to new access methods, increased number of analysis functionalities
and the addition of new datasets. The MHD dataset was released in 2011, the channel
flow dataset became public in 2013 and the mixing dataset was released in 2014. In
2011 the particle tracking functionality was implemented and made available, while
in 2012 the data cutout service went online. These new functionalities have greatly
increased the utility of the service. The data-intensive iterative process used to track
particles is much more efficiently executed near the data. On the other hand, the
cutout service has provided an easy and efficient way for researchers to obtain the
raw simulation data if they so choose.
As Figure 7.3(a) shows, most queries submitted and evaluated by the JHTDB
request the simulation field parameters and their spatial derivatives. The number
of requests made through the cutout service is significantly smaller. However, in
terms of the actual size of the requests and the total amount of data retrieved, the
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cutout requests are a much larger slice of the pie as seen in Figure 7.3(b). The recently
introduced threshold queries are another example of an extremely data-intensive task,
which is efficiently performed by the database cluster. A single request for the number
of points above a particular threshold usually examines up to the entire 10243 or larger
data volume of a simulation time-step. There have been only ∼2000 such queries




Conclusions & Future Work
The development of architectures, systems and algorithms that can handle and
utilize large amounts of complex data is of paramount importance for scientific discov-
ery. Today’s supercomputers generate as much data as traditional experimentation
and observation approaches. Some of the largest fluid dynamics simulations pro-
duce petabytes of data [8]. Algorithmic readiness for the management of such large
datasets has been identified as a major challenge at two NSF workshops on cyber-
fluid dynamics [105, 106]. The Johns Hopkins Turbulence Databases have been built
with the goal of addressing some of the challenges with the curation of and providing
public access to landmark numerical simulation datasets of fluid dynamics. In this
dissertation, I have described methods and software architectures that my collabo-
rators and I have developed to enable efficient exploration and analysis of landmark
datasets in open simulation laboratories such as the JHTDB.
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We have developed an I/O streaming partial-sums method for the evaluation
of batch-queries performing decomposable kernel computations at a large number of
target locations (Section 3). The method evaluates a batch-query by means of a single
sequential pass over the data and effectively exploits data-sharing between individual
requests. It outperforms direct approaches or approaches derived from the simulation
code by over an order of magnitude. For the largest of spatial filtering queries we have
introduced a complementary method of execution based on an intermediate summed-
volumes dataset (Section 4). Box filtering can be performed by looking up only 8
data points in this summed-volumes dataset. The two methods are incorporated into
a query-processing framework, which dynamically chooses the best method based on
the workload characteristics.
Executing threshold queries on entire time-steps of the simulation allows re-
searches to examine large amounts of data and quickly narrow down on some of
the most interesting regions in the dataset. We have developed a system for the
evaluation of threshold queries of derived fields in the JHTDB (Section 5). We have
extended the database cluster with an application-aware semantic cache for the re-
sults of threshold queries. The query results are stored persistently on SSDs attached
to each database node and can be used to answer subsequent queries. Cache hits
reduce the running time of threshold queries from minutes to several seconds.
The study of the Lagrangian description of turbulence makes extensive use of par-
ticle tracking techniques. We have developed a task-parallel method for the advection
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of particles along their trajectories in the simulated flow (Section 6). The method
outperforms alternative approaches by advecting a batch of particles together and re-
trieving the velocity data necessary for the advection using the I/O streaming method
for batch-queries.
8.1 Future Work
Our vision for the way forward is a tighter integration and coupling between
numerical simulations and simulation laboratories. The in situ analysis performed
during the simulation will automatically generate a database to verify and repeat the
analysis or to further examine the data. Conversely, analysis queries to an existing
database will launch simulations that refine the data or explore new science questions.
This will require the creation of two-way connections between in situ simulation anal-
yses and archival databases with the goal of unifying simulation and analysis. In this
way, a tradeoff between computation and storage can be leveraged.
Not all simulations need to be archived, but landmark simulations can be preserved
in large parts until they become obsolete and the storage needs to be reclaimed for
the next landmark simulation. If a simulations output is larger than the available
storage, it can be stored at a lower resolution, with regions of interest refined or re-
simulated on demand. Analysis queries can execute against the stored data, launch
a new computation, or perform a combination of the two.
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The Web-services approach to archived numerical simulation datasets provides
public access to high quality simulation data to anyone with an Internet connection.
The Web-services methods can be called from any modern programming language and
we provide C, Fortran and Matlab client libraries for the JHTDB. The evaluation of
each query submitted through a Web-service call is carried out on the nodes of the
database cluster by means of a stored procedure or a user-defined function that has
been implemented and deployed to handle these requests. This allows us to fine-
tune the execution of these procedures and handle all requests transparently to the
user. However, this approach also has drawbacks. Adding new functionality means
adding to a long list of Web-service calls and requires substantial implementation
effort. For example, in the case of threshold queries the stored procedure performing
the evaluation must have an implementation for each derived field of interest even
though the execution is handled by the same Web-service call.
In the future, we plan to develop declarative and graphical user interfaces that
will allow users to combine existing building blocks and perform computations that
have not been explicitly implemented. Additionally, we plan on deploying a server-
side computing environment for users similar to the CasJobs service for the Sloan
Digital Sky Survery [107]. In such an environment users can direct output of their
batch-queries to personal databases, called MyDB. This will allow for much greater
flexibility in the type of computations that can be performed in addition to substan-
tially decreasing the network overhead. In the case of particle tracking, this will allow
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users to store trajectories along with additional quantities at each particle position
without having to transfer large amounts of data over the network. We also plan to
provide server-side visualization and rendering capabilities that will allow users to
visualize particle trajectories and other data in an interactive environment.
The introduction of an application-aware cache for the results of threshold queries
lays the groundwork for the creation of a landmark database. Such a database can
store the locations of the highest vorticity regions in the dataset or more broadly re-
gions of interest and their associated statistics. Similarly, the spatial-filtering frame-
work can be utilized to generate a dataset hierarchy, where some datasets or parts
thereof can be stored at different spatial resolutions. The multi-resolution, space-time
datasets can be used to investigate the cascade of kinetic energy from large to small
scales.
The JHTDB has already had a transformative impact on the study of fluid dynam-
ics and our understanding of turbulence flows. It is the manifestation of the “remote
immersive analysis” approach to computational science. It provides public access
to high-quality turbulence simulation data along with built-in analysis functionality.
Scientists and the public as a whole can immerse sensors in the simulated flows, study
their evolution or the flow parameters. This can and has been done by researchers
from around the world. Derived and landmark database functionalities coupled with
on-demand visualization capabilities and better integration with hardware will allow
for interacting with fluid dynamics data in new and different ways.
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