Abstract. This paper is devoted to the convergence rate estimate for the method of successive subspace corrections applied to symmetric and positive semidefinite (singular ) problems. In a general Hilbert space setting, a convergence rate identity is obtained for the method of subspace corrections in terms of the subspace solvers. As an illustration, the new abstract theory is used to show uniform convergence of a multigrid method applied to the solution of the Laplace equation with pure Neumann boundary conditions.
Introduction
Many mathematical models in practice lead to symmetric and positive semidefinite problems. Simple examples include the variational formulations (or their discretizations) of boundary value problems such as the Laplace equation with pure Neumann boundary conditions (see Bochev and Lehoucq [3] ) and the linear elasticity equations with pure traction boundary conditions. Other examples of singular problems are provided by the systems of equations corresponding to the generalized finite element discretizations (see [1, 20, 19, 20, 21] and [26] ).
For singular systems, direct methods based on Gaussian elimination may not be appropriate and iterative methods can be much more efficient. The objective of this paper is to study the convergence of the successive subspace correction methods [25, 24] for semidefinite problems. Classic iterative methods such as the Gauss-Seidel method, and many multigrid and domain decomposition methods fall into this category of methods.
The convergence properties of the subspace correction methods for symmetric and positive definite problems have been a subject of extensive research during the last twenty years, since these iterative techniques provide very efficient solvers for many practical problems; see e.g., Hackbusch [9] , Xu [25] , Yserentant [28] , Bramble and Zhang [4] , Trottenberg, Oosterlee and Schüller [23] , Toselli and Widlund [22] and the references cited therein.
Although, the convergence theory for the subspace correction methods applied to symmetric and positive definite problems is rather complete, there are not so many results available currently for the advanced iterative methods for semidefinite problems. Convergence studies of the classical iterative methods for semidefinite problems are presented in [10] , [2] , [12] , and [6] . An algebraic convergence analysis for the multiplicative Schwarz methods for semidefinite problems, can be found in recent works by Chang and Sun [18] , Marek and Szyld [13] , and Nabben and Szyld [14] . Related results are also found in Nepomnyaschikh [15] , where a version of the Schwartz alternating algorithm for a special class of semidefinite variational problems is considered.
The new theory in this paper has many distinctive features in comparison with the existing results on convergence of iterative methods for semidefinite problems in the literature. First of all, our analysis provides a quantitative convergence rate estimate of general iterative methods in the subspace correction framework. In particular, our convergence results can be applied to study the convergence of many iterative methods, including multigrid methods and domain decomposition methods. Second, our result is sharp as it is given as an identity for the norm of the error transfer operator under minimal assumptions on subspace solvers. These assumptions are equivalent to the energy norm convergence of the general iterative process as discussed in the recent work [11] .
Our convergence analysis for the subspace correction method is an extension of the study made by Xu and Zikatanov [24] for the convergence rate estimate of the subspace correction methods for symmetric and positive definite problems. Such an extension, is however surprisingly not straightforward, and requires many new technical tools.
Throughout the paper, we shall use the following standard notation. Given a Hilbert space V with an inner product (·, ·) and an induced norm · , for any closed space W ⊂ V , W ⊥ denotes the orthogonal complement of W with respect to the inner product, (·, ·); for two subspaces N and W of V with N being a closed subspace of W , W/N denotes the quotient space of W and W is the closure of W with respect to the norm · . For a bounded operator T : V → V , N (T ) and R(T ) denote the null space of T and the range of T respectively.
Let The rest of this paper is organized as follows. In Section 2, a variational framework is introduced for the semidefinite problems and the method of successive subspace corrections. After some technical results are presented in Section 3, the convergence theory of the proposed method will be given in Section 4. The analysis of multigrid method for the Laplace equation with the pure Neumann boundary conditions is given in Section 5. Some concluding remarks are made in Section 6. A few illustrative examples, as well as an auxiliary result related to the symmetric and positive definite system of equations are provided in the appendix.
Variational formulations of semidefinite problems and the method of subspace corrections
In a general Hilbert space of infinite dimensions, it is more convenient to discuss the semidefinite problems within a variational framework (without using the notion of unbounded operators). Given a real Hilbert space V with an inner product (·, ·) and an induced norm · , we consider a symmetric positive semidefinite bilinear form a(·, ·) : V × V → R and the following variational problem: Find u ∈ V such that
Here V * denotes the space of bounded linear functionals on V . We say that the bilinear form a(·, ·), is symmetric and positive semidefinite if
In what follows, we also use the notation (·, ·) a for a(·, ·), and we denote the induced seminorm by | · | a , that is,
Associated with the bilinear form a(·, ·), we define the following two spaces,
and the polar set N • = {f ∈ V * : f, v = 0, ∀v ∈ N }. For the solvability of problem (2.1), we require that f ∈ N • , which is the usual compatibility condition for f . In addition, we assume that the bilinear form a(·, ·) is continuous and coercive on the quotient space,
The two inequalities (2.2), (2.3) together with the compatibility condition f ∈ N • will be assumed throughout this paper.
We now introduce an abstract iterative method based on subspace corrections. As a starting point, we split V into a finite sum of closed subspaces, and for such a splitting we assume that (A0): There exist a finite number of closed subspaces
The assumption (A0) is needed to rule out decompositions such that Such a situation may occur when V and some of V i are infinite dimensional, since the sum of closed infinite dimensional subspaces is not necessarily closed (such examples can be found in Deutsch [7] or Rudin [16] ). In fact, for decompositions that satisfy (2.5), the convergence of the subspace correction method cannot be guaranteed even for the symmetric and positive definite a(·, ·) (see [24] ). Associated with each subspace V i , we introduce the local null space N i as follows:
We note that it is obvious that N ∩ V i ⊂ N i and the coercivity condition (2.3) implies the reverse inclusion. Therefore, we have the following equality:
To define the subspace correction method, we naturally need the solvability of the local problems, which can be guaranteed if conditions analogous to (2.2) and (2.3) are satisfied. In particular, we assume that
It is easy to see that (2.2) will hold on each subspace 
i . Thanks to (A1), the operator P i is well-defined. In the algorithm given below, we use inexact projections
where R i : V i → V i are given linear operators. The general subspace correction algorithm is as follows.
We remark that by the coercivity (A1), the local problem (2.8) is solvable. More importantly, by T i e i , we do not mean that the algorithm requires solving the local problem exactly and then applying the operator T i to the exact solution e i of the local problem. Rather, we mean that we correct the current solution u l−1 i−1 by adding the approximate correction T i e i . In particular, if R i = I on V i , then the local problem on V i is solved exactly.
2.1.
Relationship with the positive definite case. In this subsection, we shall discuss several technical difficulties that arise in extending the convergence theory for the symmetric and positive definite problems to the case of semidefinite problems. We also point out some similarities between the two cases.
For the symmetric and positive definite problems, the bilinear form a(·, ·) can play a role as an inner product (·, ·) on the space V and under appropriate assumptions (see [24] , Section 4 and Appendix B), the convergence rate identity can be obtained as follows:
In equation (2.9), the operator T * k is the Hilbert-adjoint of T k with respect to the inner product given by a(·, ·) andT k is the symmetrization of T k ,
A simple observation is that, when a(·, ·) is semidefinite, a straightforward definition of the Hilbert-adjoint T * k is not obvious, since a(·, ·) is not an inner product. Furthermore, even with an unambiguous definition ofT k , the corresponding operator T k does not necessarily have an inverse on V k .
In addition, the theory in [24] for the symmetric and positive definite problems, depends crucially on the fact that the operator I −T k is contractive on V k and R(T k ) and R(T * k ) are identical, (see Lemma 4.1 in [24] ). The relationships between ranges and null spaces of T k , T * k andT k for the semidefinite case are more complicated and the technical results and assumptions that follow are needed to overcome the difficulties related to such "shortcomings". The goal that we would like to achieve, is to obtain the following relation:
where
v i and the operatorT † k is an appropriate generalization ofT
, whose concrete definition is postponed to the next section. We point out here that although (2.10) looks very similar to (2.9), we do not know any obvious way to derive (2.10) from (2.9).
Some additional assumptions on the subspace solvers.
In this subsection we introduce two additional assumptions (A2a) and (A2b) that are essential for the convergence analysis, outlined in the previous section. We first introduce the adjoint of the subspace solver T i with respect to the bilinear form a(·, ·). Thanks to (A1), we can define
Using the operator R * i , we define the adjoint T * i as follows: (2.11) The following important relation is a consequence of definition (2.11):
is the Hilbert-adjoint of T i in this inner product. We now introduceT i : V → V i , the symmetrization of T i in the usual way,
The following assumptions on T i are needed for analysis later:
. These two assumptions are variational analogues of the assumptions provided in [11] and they are necessary and sufficient for the energy norm convergence of the iterates generated by the subspace solvers T i (see also Lemma 2.1 below).
Since T i = R i P i , we restate the assumptions (A2a) and (A2b) in a more convenient form, as follows:
. Preliminary results and a generalized inverse ofT i . In this section, we prove several technical results.
(by (A2a)) (2.12)
(by (A2b)) , which completes the proof.
Note that the proof of Lemma 2.1 shows that the constants β i in (A2b) satisfy
The following inequalities are direct consequences of the assumptions (A2a), (A2b) and the definitions of T i , T * i andT i . Lemma 2.2. Under the assumptions (A2a) and (A2b), the following estimates hold, 
Proof. The proofs of (2.14) and (2.15) follow directly from the definitions of T i , T * i andT i , Lemma 2.2 and assumption (A1).
The result stated in Lemma 2.3 gives an indication on the difference between the study of the semidefinite problems and that of the symmetric and positive definite problems. For the symmetric and positive definite problems [24] , we have that
is an isomorphism. However, in the current settings, for semidefinite problems, 
Proof. The fact thatT i is closed follows from Lemma 2.2. onto V i , (see [8] ). More precisely, its definition is as follows: 
Reduction to the positive definite case
One key idea of the convergence analysis of Algorithm 2.1 is to use appropriate restrictions of a(·, ·) and the subspace solvers T i 's onto N ⊥ and then apply the theory for symmetric and positive definite problems.
We first introduce Q : V → N ⊥ , which is the orthogonal projection with respect to the inner product (·, ·), defined as
In order to perform the analysis in the aforementioned direction, for any continuous
and for any closed subspace W ⊂ V , W a denotes
In the case when the operator or the subspace has a subscript, for example,
and W i,a denote QY i and QW i respectively. The following lemma gives some relationships between the subspace solvers and the orthogonal projection Q.
Lemma 3.1. Let Y : V → V be such that N ⊂ N(Y ). Then Y Q = Y , and in particular,
Next we verify the relevant assumptions that are required by the theory in [24] .
Lemma 3.2. Suppose that (A0), (A1), (A2a) and (A2b) hold. Then (P0): V i,a is closed and
Proof. To prove (P0), we observe that by definition of Q and (A1), the following bound holds:
This implies V i,a = QV i is closed since V i /N i is closed. Furthermore, we have, by (A0), that
This concludes the proof of (P0).
Next, we observe that for all 
which gives (P1). It remains to show (P2). First, by (A2b), for all
This completes the proof of (P2) and the lemma.
Let u ∈ V be a solution to (2.1) and {u l : l = 0, · · · } be the iterates generated by Algorithm 2.1 respectively. The following relation is standard:
The convergence rate can be estimated by bounding the following energy norm of E J :
By Lemma 3.1, we have
From the relation (3.2), Lemma 3.2 and the fact that a(·, ·) : N ⊥ × N ⊥ → R is symmetric and positive definite, we obtain the following auxiliary result (see [24] ): Lemma 3.3. Suppose that (A0), (A1), (A2a) and (A2b) hold. Then
Proof. The proof is provided in Appendix B.
In and by Lemma 3.1, we have
Thus, the notation doesn't cause any confusion, and (3.4) and (3.5) will be applied directly in what follows.
Convergence rate identities for the MSSC method
The main result of this paper is given in the next theorem and it is an expression for K(v) in Lemma 3.3 in terms of T i , T * i andT i (which are used in the algorithm), without using projections on V i,a .
We first prove a lemma that relatesT 
Proof. For any given
v i ∈ V i , assume that v i = w i + c i where w i ∈ N ⊥ i and c i ∈ N i . Then we have (4.2) QT † i QT i (Qv i ) = Q(T 2 i ) ×T i QT i v i = Q(T 2 i ) ×T iTi w i = Qw i = Qv i .
By Lemma 2.2 and Lemma 2.4,T i is symmetric and positive definite on R(T i ) with respect to a(·, ·). As a direct consequence, R(T
i ) = R(T 2 i ). Then there exists u i ∈ N ⊥ i such thatT i v i =T 2 i u i . By Lemma 2.3, we have v i −T i u i ∈ N i . Finally we get that (4.3) QT i QT † i (Qv i ) = QT i (T 2 i ) ×T i v i = QT i (T 2 i ) ×T 2 i u i = QT i u i = Qv i . (4
.2) and (4.3) clearly show (4.1).
The following theorem is the main result of this paper. 
This result will be used for the analysis of multigrid method with Gauss-Seidel smoothing in Section 5.
In passing to the main application of our theory for the multigrid methods, we shall make a simple illustration by considering the following linear system of equations:
where A ∈ R n×n is symmetric and a positive semidefinite matrix with positive diagonal elements, and f ∈ R n is assumed to belong to the range of A for consistency. We now apply the abstract results to the Gauss-Seidel method for (4.8). It is well known, that the Gauss-Seidel method corresponds to a matrix splitting
where D is the diagonal, −L is the strictly lower triangular part of A, and L t denotes the transpose of L. In this case, the error propagation matrix E is given by
(Ae i ,e i ) e i with {e 1 , · · · , e n } being the canonical basis for R n . The energy norm convergence rate is then given by
, where (·, ·) A = (A·, ·) with (·, ·) = (·, ·) 2 being the usual 2 inner product. Since D is assumed to be positive definite, a simple application of Theorem 4.1, leads to the following convergence result.
Corollary 4.2. If A is symmetric and positive semidefinite with positive diagonal, then the energy norm convergence rate given by |E| A of the Gauss-Seidel iterative method is given as follows:
Multigrid method for Neumann problems
In this section we apply Theorem 4.1 to obtain a convergence result for a multigrid method applied to a pure Neumann boundary value problem. One main idea in our analysis is to estimate K(v) by taking special decomposition of the finite element space on the finest grid into a sum of one-dimensional subspaces spanned by nodal basis functions on all levels.
We consider the following Neumann boundary problem: 
The null space N of a(·, ·) is given by
and it is well-known that for the solvability of (5.2), it is necessary that f satisfies the following compatibility condition:
It is then easy to see that the solution to (5.1) exists and is unique (in the weak sense) on the quotient space H 1 (Ω)/N . Throughout this section, we also assume that Ω is triangulated with a nested sequence of quasi-uniform triangulations T k = {τ i k }. As usual, the mesh size is denoted by h k , and we assume that the quasi-uniformity constants are independent of k and h k ∼ γ k with γ ∈ (0, 1), for k = 1, · · · , L. Associated with each T k , we have the finite element space of continuous piecewise linear functions V k ⊂ H 1 (Ω). We then obtain a finite number of nested spaces,
As a basis in V k we choose the standard nodal Courant basis functions φ i k , namely 
We are interested in solving the following equations resulting from the finite element discretization (with an abuse of notation):
To solve problem (5.3), we first decompose the space V in the following manner:
Under the above settings, we observe that the subspace correction method based on the subspace decomposition (5.4) with exact subspace (local) solver for each subspace V j k for k = 1, · · · , L and j = 1, · · · , n k can be understood as the wellknown "/" multigrid algorithm with one Gauss-Seidel sweep in each subspace V k for k = 1, · · · , L, (see [25] ). For such a multigrid method, Theorem 4.1 can be applied, since the error transfer operator E for such a method can be written as a product of nonexpansive operators, namely
where P l k is the exact projection onto the one-dimensional space V l k , (see also [25] ). By a direct application of Corollary 4.1, we obtain that
where n k is the number of nodal points in each subspace
The next theorem, which is the main result of this section, gives a uniform bound on the constant K, and thus of the norm |E| a . Proof. Given v ∈ N ⊥ , we consider the following decomposition:
Since for all w ∈ V , and for all v
This then yields (with Ω
where we have used that h k ∼ γ k with γ ∈ (0, 1). Hence
The proof is completed by applying the following well-known estimates (see Bramble and Zhang [4] or Xu [25] ):
Concluding remarks
In this paper, we have established a sharp convergence estimate for the successive subspace correction methods applied to the symmetric and positive semidefinite (singular) problems. As an illustration, using our abstract theory, we have shown that the multigrid method with the Gauss-Seidel smoothing applied to the Laplace equation with pure Neumann boundary conditions converges at an optimal rate independent of the mesh parameter and also the number of levels. Our new multigrid analysis presented in this paper has led to a very transparent convergence rate estimate and it can also be applied to many other elliptic problems.
Appendix A. Some examples
In this appendix, we provide several examples to clarify our assertions made in the paper.
Example A.1 (Assumption (A1) is necessary in general). We consider V = 2 (the Hilbert space of all square summable sequences). Let {e 1 , e 2 · · · } be the canonical Euclidean basis in it, i.e. (e i ) j = δ ij , where δ ij is the Kronecker delta function. We introduce a bilinear form a(·, ·) defined by the following equations:
a(e 2i−1 , e 2j−1 ) = 0 and a(e 2i , e 2j ) = δ ij , ∀i, j = 1, · · · .
We take the subspaces V 1 ⊂ V to be as follows:
Here α i = 1 1+
for all w i ∈ V 1 . On the other hand, we have that and assume there exists w ∈ W such that Qw =w. It is clear then that w should be of the following form:
This gives that µ i = α
−1 i
and as a consequence we obtain that the norm of w grows unboundedly, since
and hence we are led to a contradiction.
Appendix B. Proof of Lemma 3.3
In this appendix, we prove Lemma 3.3. First, we state two lemmas, Lemma B.1 and Lemma B.2 without proof since they can be found in [24] . Second, using the lemmas and Theorem 4.2 in [24] , we obtain our main auxiliary result, Lemma 3.3.
Through this appendix, (·, ·) A is a symmetric and positive definite inner product. 
We use Lemma B.1 and Lemma B.2 to obtain that
