Abstract-In this paper we describe the application of mixtures of experts on gender and ethnic classification of human faces, and pose classification, and show their feasibility on the FERET database of facial images. The FERET database allows us to demonstrate performance on hundreds or thousands of images. The mixture of experts is implemented using the "divide and conquer" modularity principle with respect to the granularity and/or the locality of information. The mixture of experts consists of ensembles of radial basis functions (RBFs). Inductive decision trees (DTs) and support vector machines (SVMs) implement the "gating network" components for deciding which of the experts should be used to determine the classification output and to restrict the support of the input space. Both the ensemble of RBF's (ERBF) and SVM use the RBF kernel ("expert") for gating the inputs. Our experimental results yield an average accuracy rate of 96% on gender classification and 92% on ethnic classification using the ERBF/DT approach from frontal face images, while the SVM yield 100% on pose classification.
al. [3] that, on the average, only 600 ms was needed for classification of faces based on their sex. In a more recent study by the same authors [4] , human subjects were able to classify nonfamiliar face pictures using sex as a visual cue with 96% accuracy, even for the cases when a swimming cap concealed the hair.
Face processing is a difficult task, mostly because of the inherent variability of the image formation process in terms of image quality and photometry, geometry, occlusion, change, and disguise. Two recent surveys discuss these challenges in some detail [5] , [6] . Most face processing systems available today perform only on restricted databases of images in terms of size, age, gender, and race, and they assume well-controlled environments. Most face processing systems assume that all images are frontal. If additional poses, beyond the frontal one, are possible, then it becomes necessary to either discriminate between possible poses or estimate the actual face pose. Pose information can then be used in a variety of ways, ranging from normalization and detection of facial landmarks, to face recognizers trained only on some specific poses.
This paper addresses the problem of automatic categorization of human faces based on gender and ethnic origin, and pose discrimination using mixture of experts. The mixture of experts implements the "divide and conquer" modularity principle with respect to the granularity and/or the locality of information. The mixtures of experts are ensembles of radial basis functions (ERBFs) networks. Inductive decision trees (DTs) and support vector machines (SVMs) implement the "gating networks" components for deciding which of the experts should be used to determine the classification output and/or to restrict the support of the input space. Both the ERBF and SVM use the RBF kernels for gating the inputs.
II. BACKGROUND
Few attempts have been made to perform gender and ethnic classification and the ones made used very small data sets. SEXNET, an early example of a gender classification system, characteristic of the holistic approach, is described by Golomb et al. [7] . In 90 images of faces comprising 45 beardless male and 45 female, the eyes were manually located and the images then rotated and scaled automatically to a standard format of 30 30 pixels. An encoder back propagation network with 40 hidden units then compressed the images. The output of those 40 units served as input for a sex classification network, trained using back propagation as well. SEXNET yields an accuracy of 91.9% on a data set of 90 exemplars corresponding to 45 male and 45 female subjects. The training set was composed of 80 exemplars and the remaining ten exemplars were used for testing. The system used limited hair information. Brunelli and Poggio [8] describe a gender classification system using a discrete approach requiring geometrical features such as pupil-to-nose vertical distance, nose width, chin radii, and eyebrow thickness. The geometrical features define then a feature vector consisting of 18 such features for each person. No hair information was used and their data set consisted of 168 images of 21 males and 21 females. Brunelli and Poggio report an accuracy of 92% on the training set and 87.5% on the testing set using the hyper basis function network. Recently Wiskott [9] reported an accuracy of 92% on a data set of 111 faces corresponding to 72 male and 39 female faces using the dynamic link matching architecture (DLA) . No restrictions were placed on hair information.
On the ethnic classification task, the only reference the authors are aware of is the technique due to O'Toole et al. [10] , who applied principal component analysis (PCA) to align 151 225 pixel images of 167 Caucasian and Japanese facial images. A simple criterion based on the reconstruction coefficients of the first four eigen vectors yielded an accuracy rate of 76%.
Pose estimation is important for face recognition when viewbased classifiers are trained to recognize a subset of views and, among other things, to disambiguate gestures during recognition because head pose is closely related with human intention and behavior [11] - [12] . Pose estimation, usually on small data sets, has been approached using (annotated) geometrical features and affine geometry [13] , interpolation and extrapolation in the three-dimensional (3-D) eigenspace [14] , and labeled graphs and the dynamic link architecture (DLA) [15] . More recently, McKenna and Gong [16] , implemented a template-based correlation (of oriented Gabor filters) to recognize and track faces. Using a magnetic sensor and a calibrated camera, they continuously track the 3-D head pose across the view-sphere ( 90 . yaw and 30 . tilt at intervals of 10 from video sequences.
As the size of the data sets used in the experiments reported above is quite restricted, no conclusions can be drawn about the ability of such methods to generalize and to scale up for large image databases, possibly consisting of several hundreds or thousands of face images. This paper describes novel committee network architectures for gender and ethnic classification of human faces and shows their feasibility using as test beds hundreds and/or thousands of face images drawn from the standard FERET face image database. No restrictions were placed on the hairstyles of different subjects. We are not aware of any pose discrimination implementations similar to the one addressed in this paper using SVM or tested on hundred of images.
III. MIXTURE OF EXPERTS
One (cross-validation) practice in neural networks research is to try several estimators on a given data set and then choose the result using a winner-take-all (WTA) approach. It can be argued that WTA "wastes" the resulting models, which lose the competition. Instead of choosing a single "best" method for a given problem, a combination of several predictive models may produce an improved prediction. Model combination approaches are an attempt to capture the information contained in all the candidates. Typical model combination procedures consist of a two-stage process. In the first stage, the training data are used to separately estimate a number of different models ("experts"). The parameters of those models are then held fixed. In the second stage, these individual models are (linearly or nonlinearly) combined, mixed or gated, to produce the final predictive model [17] .
Specific mixture of experts' architectures used for model combination usually produce a model combination by minimizing the empirical risk at each stage [18] or, as it is the case with stacking predictors [19] , employ a resampling technique similar to cross-validation. In the first approach, the training data are first used to estimate the candidate models, and then taking the weighted average creates the combined model. The procedure for stacking predictors uses a resampling approach to combine the models. This resampling is done so that data samples used to estimate the individual approximating functions are not used to estimate the mixture coefficients.
An early example of using ensembles of expert (neural networks) is due to Hamshire and Waibel [20] . The Meta-Pi classifier is a connectionist pattern classifier that consists of a number of source-dependent sub networks that are integrated by a combinational time-delay neural network (TDNN) superstructure. The TDNN combines the outputs of the modules, trained independently, in order to provide a global classification. Lincoln and Skrzypek [21] have proposed clustering multiple backpropagation networks for improved performance and fault tolerance. Following training, a "cluster" is created by computing the average of the outputs generated by the individual networks. The output of the "cluster" is used as the desired output during training by feeding it back to the individual networks. The basic notion behind using such a strategy is based according to the authors on the assumption that while it is possible to "fool" single BP networks all of the time one cannot mislead all of them all of the time. Battiti and Colla [22] have proposed means to combine the outputs of different neural network classifiers for improving the rejection-accuracy (ROC) rates and to make the combined performance better than that obtained from the individual components. The suggested concept of democracy is analogous with the human way of reaching a pondered decision-query by consensus. Soulie et al. [23] , have proposed multimodular architectures (MMAs) that integrate various neural networks to realize feature extraction and recognition in successive stages that are cooperatively trained.
Consider now the problem of learning a mapping in which the form of the mapping is different for different regions of the input space. Although a single homogeneous network could be applied to this problem, we expect the task will be easier if we assigned different expert networks to tackle each of the different regions. Then use a "gating" network, which also sees the input data, to decide which of the experts should be used to determine the output [24] . Gating networks, based on the "divide and conquer" modularity principle [25] , train the expert networks and the gating network together. The goal of the training procedure is to have the gating network learn an appropriate decomposition of the input space into different regions, with one of the expert networks responsible for generating the outputs for input vectors falling within each region. Jordan and Jacobs [26] extend this model by considering a hierarchical system in which each expert network can itself consist of a mixture-of-experts model complete with its own gating network [24] .
Gating networks as described above can be shown to carry conceptual similarity to mixture estimation and the EM algorithm [26] . As an example, in the context of estimating motion in scenes containing multiple motions, Weiss and Adelson [27] describe a novel recurrent network architecture, which solves this problem by simultaneously estimating motion and segmenting the scene. The network is comprised of locally connected units that carry out simple calculations in parallel. Rather than have one network estimate motion everywhere, one has now instead multiple motion expert subnetworks competing to explain the data by minimizing the motion error. A gating subnetwork that assigns different regions of space to different experts controls the error signal to these expert subnetworks. The advantage of this approach is that it restores the validity of the smoothness assumptions: regions undergoing drastically different motions are assigned to different experts, and the motion of regions assigned to a specific expert is indeed smoothly varying rewarding coherence of assignments.
Learning classifiers from small sample training sets is difficult in that the parameters of the data distribution cannot be estimated properly [17] . Due to a small amount of training objects, some of them ("outliers") could largely distort the distribution. Classifiers built on small training sets are thus usually biased or unstable [28] . Bootstrap [29] , based on random sampling with replacement, allows one to get more accurate statistical estimators. By taking a bootstrap replicate, one is likely to avoid the "outliers" from the original training set. The bootstrap estimators are not always superior to leaving-one-out (cross-validation) on small samples, despite the fact that while leaving-one-out are nearly unbiased their variance is high for small samples [30] . Bagging, based on bootstrapping and aggregation, works by averaging the parameters of the classifier built from several bootstrap replicates. Bagging is useful for unstable (biased and large variance) classifiers, but for stable classifiers it could deteriorate their performance.
The basic paradigm for improving the accuracy of unstable methods is that of perturbing and combining. As an example, Freund and Shapire [31] have proposed an arcing algorithm whose basis is to adaptively resample and combine so that the weights during resampling are increased for those cases most often misclassified. A similar concept using corrective training driven by an active learning scheme has been suggested by Krogh and Vedelsby [32] . The active learning scheme takes advantage of the obvious observation that a combination of the output of several networks (or other predictors) is only useful if they disagree on some inputs. The disagreement, called the ensemble ambiguity, can then reduce the generalization error of the network ensemble. Arcing has proved more successful than bagging in test set error reduction. Both bootstrap aggregating ("bagging") and arcing ("boosting") manipulate the training data in order to generate different classifiers. Combining multiple versions through either bagging or arcing then reduces the variance significantly [33] . An empirical comparison of voting classification algorithms has been provided recently by Bauer and Kohavi [34] .
IV. ENSEMBLES OF RADIAL BASIS FUNCTIONS (ERBFs) AND DECISION TREES (DT)
The motivation for the (hybrid) ERBF/DT architecture comes from the apparent need to process imagery at different levels of granularity. The ability of RBFs to provide an approximate and compressed input representation, and the recognition that DT classifiers are fast and comprehensible induction learning methods based on recursive partitioning ("gating"). RBFs further allow for clustering similar images before classifying them and provide thus the potential for developing in the future hierarchical classifiers where faces can be sequentially discriminated in terms of gender, race, and age, before final ID recognition takes place. Decision trees are valuable tools for the description, classification and generalization of data [35] . Several advantages of DT-based classification are pointed out by Murthy and include 1) tree methods are exploratory as opposed to inferential; they are also nonparametric. As only a few assumptions are made about the model and the data distribution, trees can model a wide range of data distributions; 2) the hierarchical decomposition implies better use of available features and computational efficiency in classification; and 3) trees perform classification by a sequence of simple, easy-to-understand tests whose semantics are intuitively clear to domain experts. Decision trees provide for flexible and adaptive classification thresholds on the RBF outputs based on entropy and using both positive and negative examples of the classes to be learned, and can interpret ("explain") the way classification and retrieval are eventually achieved in terms of the experts being used. The ERBF implements the equivalent of query by consensus and they are trained on data reflecting the inherent variability of the input. Ensembles are defined in terms of their specific topology (connections and RBF nodes) and the data they are trained on. Both original data and possible distortions caused by geometrical changes and blur provide robustness to those very distortions via generalization. As it is difficult to decide empirically which grouping of classifiers ("experts") are sufficient for classification and furthermore as suitable decision boundaries ("thresholds") are hard to establish, this issue is addressed by interfacing the DT component to the ensemble of RBFs networks.
A. RBF
The construction of the RBF network involves three different layers. The input layer is made up of source nodes (sensory units). The second layer is a hidden layer whose goal is to cluster the data and reduce its dimensionality. The output layer supplies the response of the network to the activation patterns applied to the input layer. The transformation from the input space to the hidden-unit space is nonlinear, whereas the transformation from the hidden-unit space to the output space is linear. In particular, we note that a RBF classifier can be viewed in two ways [36] . One is to interpret the RBF classifier as a set of kernel functions that expand input vectors into a high-dimensional space. This approach attempts to take advantage of the mathematical fact that a classification problem cast into a high-dimensional space is more likely to be linearly separable than one in a low-dimensional space (see similarity to SVM). Another view is to interpret the RBF classifier as a function-mapping interpolation method that tries to construct hypersurfaces, one for each class, by taking a linear combination of the basis functions (BFs). These hypersurfaces can be viewed as discriminant functions, where the surface has a high value for the class it represents and a low value for all others. An unknown input vector is classified as belonging to the class associated with the hypersurface with the largest output at that point. In this case the BF's do not serve as a basis for a high-dimensional space, but as components in a finite expansion of the desired hypersurface where the component coefficients, (the weights) have to be trained [36] .
An RBF classifier shown in Fig. 1 has an architecture similar to that of a traditional three-layer backpropagation network (Fig. 2) . Connections between the input and hidden layers have unit weights and, as a result, do not have to be trained. Nodes in the hidden layer, called BF nodes, have a Gaussian pulse nonlinearity specified by a particular mean vector and variance vector , where and is the number of BF nodes. Note that represents the diagonal entries of the covariance matrix of Gaussian pulse . Each hidden unit can be viewed as a localized receptive field (RF). The hidden layer is trained using -means clustering. Given a -dimensional input vector , each BF node outputs a scalar value reflecting the activation of the BF caused by that input (1) where proportionality constant for the variance; th component of the input vector ; and th components of the mean and variance vectors, respectively, of basis function node . Inputs that are close to the center of the Gaussian BF nodes result in higher activations, while those that are far away result in lower activations.
Since each output node of the RBF network forms a linear combination of the BF node activations, the network connecting the hidden and output layers is linear (2) where output of the th output node; activation of the th BF node; weight connecting the th BF node to the th output node; bias or the threshold of the th output node. The bias comes from the weights associated with a BF node that has a constant unit output regardless of the input. An unknown vector is classified as belonging to the class associated with the output node with the largest output . The outputs of the hidden unit are normalized to lie between zero and one, and could be possibly interpreted as fuzzy memberships.
The RBF input consists of normalized face images fed to the network as one-dimensional (1-D) vectors. The hidden (unsupervised) layer, implements an enhanced -means clustering procedure, where both the number of Gaussian cluster nodes and their variance are dynamically set. The number of clusters varies, in steps of five, from 1/5 of the number of training images to , the total number of training images. The width of the Gaussian for each cluster, is set as follows:
where center of cluster ; farthest member of cluster ; closest member from all other clusters. The width is further dynamically refined using different proportionality constants . The hidden layer yields the equivalent of a functional facial base, where each cluster node encodes some common characteristics across the face space. The output (supervised) layer maps face encodings ("expansions") along such a space to their corresponding classes and finds the corresponding expansion ("weight") coefficients using pseudo-inverse techniques. Note that the number of clusters is frozen for that configuration (number of clusters and specific proportionality constant ) which yields the highest accuracy when tested on the same training images from one iteration to another. 
B. ERBF Networks
For a connectionist architecture to be successful it has to cope with the variability available in the image acquisition process. One possible solution to the above problem is to implement the equivalent of query by consensus using ERBFs, where each RBF network acts as an individual jury member and then collectively reach some decision. Network ensembles are defined in terms of their specific topology (connections and RBF nodes) and the data they are trained on. Specifically, both original data and their distortions caused by geometrical changes and noise are used for training. The distortions include the addition of Gaussian white noise with zero mean and 0.25 variance and 5 rotation. Two different versions of ERBF are proposed and described below.
1) ERBF1:
The first model integrates three RBF components and is shown in Fig. 2 . Each RBF component is defined in terms of number of clusters and the proportionality constants used. Each RBF component is further defined in terms of three RBF nodes. The first RBF component corresponding to nodes RBF-11, RBF-12, and RBF-13 were trained on the original set of images. The nodes corresponding to the remaining two RBF components were trained on original images with Gaussian noise added and original images with geometrical ("rotation") transformation performed on them. The intermediate nodes , , and act as buffers for the transfer of the normalized images to the various RBF components. Training is performed until highest recognition accuracy is achieved for each RBF node. The nine class labels corresponding to maximum output values generated by the RBF nodes are passed to a judge who would make a decision on whether the probe ("input") belongs to that particular class or not. The specific decision used is similar to that of majority voting; i.e., {if a majority five out of nine RBF nodes agree on a particular class then that probe belongs to that class.
2) ERBF2: The ERBF2 model consists of three RBF components like ERBF1 but now each component is no longer defined in terms of three RBF nodes (Fig. 3) . As in ERBF1, each RBF component is defined in terms of the number of clusters and the proportionality constants used. Each RBF component is now trained on a mix of face images consisting of original ones and their distorted variations.
During testing, the RBF nodes produce nine outputs from each test image. First, two images are generated by adding Gaussian noise and performing a geometrical transformation.
This results in three test images, the original and two modified images. Second, the three images are given as input to the three RBF components. This results in nine classification labels. Note that even though we reduce the number of nodes from nine to three, ERBF2 still yields nine class labels, as it was the case for ERBF1. The labels thus obtained are then passed to the judge. The specific decision used remains the same that it was the case with ERBF1.
C. Decision Tree (DT)
The basic aim of any concept-learning induction system is to construct rules for classifying objects given a training set of objects whose class labels are known. In the formalism used here all objects are described by a fixed collection of attributes, each with its own set of discrete values and each object ("face") belonging to one of several classes.
The decision tree employed is Quinlan's C4.5 [37] and it uses an information-theoretical approach based on entropy. C4.5 builds the decision tree using a top-down, divide-and-conquer approach: select an attribute, divide the training set into subsets characterized by the possible values of the attribute, and follow the same partitioning procedure recursively with each subset until no subset contains objects from more than one class. The single-class subsets correspond then to the leaves of the decision tree. The entropy-based criterion that has been used for the selection of the attribute is called the gain ratio criterion.
The information theory that underpins the criterion responsible for attribute selection is as follows. Assume that is any set of objects and let stand for the number of objects in that belong to class while denotes the total number of objects in the set . Define now the message as the one corresponding to the case when one object is selected at random from and it belongs to some class
The message has then the probability and the information it conveys is bits. The expected information ("entropy") for messages coming from classes, , is then . Let now be a possible test ("attribute selection") with n outcomes that partitions the set of training cases into subsets and define
The gain criterion selects that test such that the gain ( ) is maximized. This criterion has a serious deficiency, namely, it has strong bias in favor of those tests yielding many outcomes. This bias can be, however, rectified by normalization where apparent gains, attributable to tests with many outcomes, are properly adjusted. Toward that end define split info ( ) as the entropy of a message where information is given in terms of outcomes, rather than classes as was the case with , and gain ratio ( ) as split info (6) gain ratio gain split info
If the split is trivial, split information will be small and the gain ratio will be unstable. To avoid this, the gain ratio criterion selects a test to maximize the ratio subject to the constraint that the information gain must be at least as large as the average gain over all tests examined.
D. ERBF (1,2) and DT (C4.5) Hybrid Architectures
Inductive learning, when used to build decision trees requires a special interface for numeric-to-categorical data conversion. The ERBF class labels vector ( ) chosen for training is tagged as belonging to the appropriate classes of the target concept, which are the input to the DT. Training involves choosing a random set of positive and negative events. C4.5 builds the classifier as a decision tree whose structure consists of
• leaves, indicating class identity, or • decision nodes that specify some test to be carried out on a single attribute value, with one branch for each possible outcome of the test. The decision tree is used to classify an example by starting at the root of the tree and moving through it until a leaf is encountered. At each branch point an attribute is evaluated and a decision on how to move down the tree is made.
There are a number of specific characteristics and benefits of the ERBF/DT architecture. First, query by consensus provided by the ensemble of networks copes with the inherent variability of the image formation and data acquisition process. This is accomplished by employing different topologies for the RBFs networks and training them on different data sets corresponding to variations of the original data. Second, categorical classifications using decision trees. Third, flexible and adaptive thresholds derived using the entropy as opposed to ad hoc and hard thresholds. Fourth, interpretability of the way classification and retrieval is eventually achieved.
V. SUPPORT VECTOR MACHINES
One set of techniques for classifying objects is to characterize the decision boundary among the classes. To effectively characterize the decision boundary, there needs to be a gating process to mediate among the local descriptions of the boundary. In an RBF-based approach, each portion of the boundary is encoded by a small subset of RBFs that describe the boundaries. A training algorithm decides the weights given to each RBF.
The SVM is a classification method based on structural risk minimization. SVM with radial basis kernels accomplish this by having each RBF act as a local expert and giving RBF a corresponding weight. The input to a SVM training algorithm is a training set ( ) and a kernel, in our case the RBF kernel [38] , [39] . The training data consists of feature vectors and class membership , with the class being either 1 or 1. Using the kernel method, the training data is embedded in a high dimensional space. In the high dimensional space, the SVM training algorithm finds a linear decision surface that maximizes the separation between the two classes. The kernel method implicitly embeds the training data in the high-dimensional space. Thus, the data is not mapped in to the high-dimensional space, and the projection in the original space is not linear. For the case of two-class pattern recognition, the task of predictive learning from examples can be formulated as shown below. Given a set of functions (8) ( is an index set) and a set of examples (9) each one generated from an unknown probability distribution , one wants to find a function which provides the smallest possible value for the risk (10) The SVM implementation seeks separating hyperplanes -see Fig. 4 -defined as (11) by mapping the input data into a higher dimensional space using a nonlinear function . For SVM, the optimal hyperplane has maximal margin. The data points at the (maximum) margin (indicated in gray) are called the support vectors since they alone define the optimal hyperplane. The reason for mapping the input into a higher dimensional space is that this mapping leads to better class separability. The complexity of SVM decision boundary, however, is independent of the feature space dimensionality, which can be very large (or even infinite). SVM optimization takes advantage of the fact that the evaluation of the inner products between the feature vectors in a high-dimensional feature space is done indirectly via the evaluation of the kernel between support vectors and vectors in the input space (12) where the vector and are the vectors and mapped into the feature space. In the dual form, the SVM decision function has then the form (13) The RBF's kernels are given by (14) and the corresponding SVM hyperplanes are defined then as sign (15) The number of RBF's, the kernel centers, which correspond to the support vectors, and the coefficients are all automatically determined as a result of solving a quadratic optimization problem. SVM have been applied to face detection [40] , eye detection [41] , and face recognition [42] .
The output of the SVM training algorithm is a set of support vectors and weights . The supports vectors are the feature vectors that characterize the boundary between the two classes. Usually the support vectors are feature vectors near the boundary. The weights are the relative contribution of each support vector to the decision surface. The SVM decision surface using RBF has then the following form: (16) where is the RBF kernel. The weights are the gating or mixture parameters that determine the relative influence of each support vector.
VI. FERET
The performance of most of the face recognition systems reported in the literature has been measured on small databases, with each research site carrying out its experiments on their own database and thus making meaningful comparisons and drawing conclusions impossible [43] . The majority of those databases were collected under very controlled situations and the majority of the algorithms process only frontal or full profile images. To overcome such shortcomings, we collected the FERET database of facial images. The FERET database along with the FERET evaluations has become the de facto standards [43] , [47] , [48] .
The FERET database was collected in sets of five-11 images. Most of the sets consist of the following poses: two frontal shots ("fa" and "fb"), 1/4 half (right and left) profiles ("qr" and "ql"), 3/4 half (right and left) profiles ("hr" and "hl") and right and left (90 .) profiles ("pr" and "pl"). In addition several hundred sets consist of additional poses at the midpoints between: "hr" and "qr" ("ra"), "qr" and frontal view ("rb"), frontal view and "ql" ("rc"), "ql" and "hl" ("rd"), and between "hl" and "pl" ("rd") (see Fig. 5 ). The additional poses were taken to assess the capability of modeling the human face using several positions and interpolating/extrapolating amongst them for identification purposes. The facial image sets were acquired without any restrictions imposed on expression and with two frontal images shot at different times during the photo session. A duplicate refers to an image of a person taken from a different set of images. Usually a duplicate of an image is taken on a different day. Samples of duplicate images are shown in Fig. 6 .
The FERET database consists of 1934 sets, including 366 duplicate sets taken at different times and possibly wearing glasses, includes 14 075 images. Since large amounts of images were acquired during different photo sessions, the lighting conditions and the size of the facial images can vary. Acquisition of duplicate sets is very important if one wants to assess how robust is a given face recognition system when tested on images shot at different times, which are likely to be somehow different. The diversity of the FERET database is across gender, race, and age (see Fig. 7 ).
VII. EXPERIMENTS
Face processing usually starts by detecting a pattern as a face and placing a box around the pattern. The algorithm then proceeds by normalizing the face image to account for geometrical and illumination variations. Finally, the algorithm identifies/classifies the face. In our experiments we assume that the faces have been detected and normalized. We report results for gender (see Section VII-A), ethnic origin (see Section VII-B), and pose (see Section VII-C) classification. Earlier but brief descriptions of our research results on gender, ethnic and pose classification are available elsewhere [44] , [41] . Techniques for detecting and normalizing faces are discussed elsewhere [45] , [46] .
The database for our experiments on gender and ethnic classification consisted of 3006 frontal images corresponding to 1009 subjects (the images were from the FERET database). Each subject appears in the database as a pair ("fa" and "fb"), and it can appear more than once ("duplicate"). The faces are manually located and normalized to a standard resolution of . A sample set of normalized facial images corresponding to various gender and ethnic origins is shown in Fig. 8 .
The ground truth label for gender and ethnic origin were determined by visual inspection after the images were collected. The labeling was accomplished by consensus among several people in our laboratory. When disagreement was present among people, they were asked to arbitrate among themselves to reach a conclusion. For the gender task the labels were male and female, and the ethnic labels were Caucasian, South Asian, East Asian, and African. The total number of images of "male" and "female" gender are 1906 and 1100 images, respectively, while the total number of images corresponding to the four ethnic origins is 1932 Caucasian, 362 South Asian, 474 East Asian, and 238 African faces.
Cross-validation (CV) results are reported for using a single RBF network, both ERBF1 and ERBF2 network models, and ERBF1 and ERBF2 models coupled with decision trees (DT). The gender and ethnic classification experiments are explained in detail in Section VII-A and Section VII-B. The training strategy for all classifiers is a modified form of -fold cross validation (CV). Since the number of images corresponding to each one of the classes is not the same, the number of partitions is not the same for each class. One takes a single partition from each class for training and uses the rest of the partitions for testing. One should note that in the experiments described on gender and ethnic classification, it is possible that different images of the same person might appear in more than one partition.
A. Gender Classification
In this section we report on the experiments performed to assess the hybrid ERBF/DT architecture (see Section IV-D) for the gender classification task (see Table I ). The set of 3006 frontal images was initially divided into two sets of 2946 images and 60 images, respectively. The set containing 60 images (30 male and 30 female) was kept aside for training the DT. For comparative assessment we first report on those experiments when only a single RBF network is used, followed by experiments using one of the two ERBF ensembles, and finally on those experiments using the hybrid ERBF/DT classifier. The images corresponding to gender-male are randomly divided into 62 mutually exclusive partitions of approximately equal size and 35 partitions for the female images with a partition size equal to 30. We then randomly picked up one partition from the two (male and female) sets and used them for training the connectionist RBF network and the remaining partitions left over were used for testing. This process was repeated 20 times. The average error rate reported is the error rate over those 20 cycles. As an example, on the first Fig. 9 . Example of a DT using ERBF1 and C4.5 for gender classification.
training cycle, the two training partitions consisted of approximately 30 male or 30 female faces. The remaining 61 male and 34 female partitions are used for testing. Table I gives the results for gender classification over 20 cycles.
The training and testing strategy for ERBF ensembles are similar to the one used for the RBF network. For the case of the hybrid classifier consisting of ERBF and DT, 20 cycles of CV were performed. In the case of the hybrid classifier, training consists of two stages. The first stage trained the ERBFs, which results in nine numerical outputs for each training sample. The second stage trains the DT. The training samples for the DT are the numerical outputs from the ERBF from the first stage and the associated class labels. Testing was then performed on the remaining images as earlier.
As an example a sample DT obtained by using the output class vectors generated by ERBF model 1 with C4.5 for one cycle is shown in Fig. 9 . The number of levels for the DT in the best case is 2 and in the worst case 4.
Given, that the attribute values X2 and X6, are the output classes provided by nodes RBF12 and RBF23, respectively, the corresponding decision tree is interpreted as class output of RBF12 is 1 or class output of RBF12 is 2 and class output of RBF23 is 1 class MALE class output of RBF12 is 2 and class output of RBF23 is 2 class FEMALE
B. Ethnic Classification
We report on the experiments that were performed to comparatively assess the hybrid classifier on ethnic classification. Initially the set of 3006 frontal images was divided into two sets of 2946 images and 60 images, respectively. The set containing 60 images (30, ten, ten, and ten images belonging to each one of the ethnic categories) was kept aside for training the DT. We chose this composition because in preliminary experiments we found this number of training samples were sufficient for training the DT. As in the case of gender classification, we now report on experiments when only a single RBF network is used, followed by when one of the two ERBF ensembles were used, and finally when the hybrid ERBF/DT classifier is used. The Caucasian category is randomly divided into 63 partitions, the South Asian category was divided into 11 partitions, the East Asian category was divided into 15 partitions, and the African category was divided into seven partitions. All partitions consisted of about 30 images. We randomly picked up one partition from each one of the ethnic sets and used them for training the connectionist RBF network. The remaining partitions were used for testing. This process was repeated 20 times, and the average error rate reported is the error rate over 20 cycles (Table II) . As an example, on its first training cycle one partition consisting of approximately 30 images corresponding to each one of the ethnic categories were used for training the RBF and the remaining 62, ten, 14, and six partitions corresponding to four ethnic categories were kept aside for testing.
Table II also shows the results for ERBF1 and ERBF2. The training and testing strategy used is similar to the one used for the RBF network. For the case of the hybrid classifier consisting of ERBF and DT, again twenty cycles of CV were performed. The hybrid classifier was trained with the same method as the hybrid classifier in the gender experiments. One should note that for every cycle, a new DT is generated. This involves tagging the vectors as Caucasian, South Asian, East Asian, and African, respectively. Training for Caucasians would then proceed tagging Caucasians as positive examples and all the other classes as negative examples. Training for the other ethnic origins proceeded in a similar fashion. As an example a sample DT obtained by using the output class label vectors generated by ERBF model 1 with C4.5 for one cycle is shown in Fig. 10 . The number of levels for the DT in the best case is two and in the worst case ten.
Given, that the attribute values X3, X5 and X8, are the output class labels provided by nodes RBF13, RBF22 and RBF32, respectively, the corresponding decision tree is interpreted as Table II gives the results over the entire 20 cycles for the hybrid classifier consisting of ERBF1 and ERBF2 and C4.5.
C. Pose Classification
In pose classification one estimates the pose of a face from a set of representative poses. The two class SVM classifier described earlier in Section V can be expanded to an m class classifier by constructing m two class classifiers {class } versus {class /except } and making the classification be the class that yields the maximum value among the classifiers. As face pose discrimination is a three class recognition problem the original SVM is expanded for the case when and implements the classifiers detailed earlier.
Experiments on pose classification used 600 facial images corresponding to 200 subjects from the FERET database. Each subject has three different poses corresponding to frontal, approx. 34 rotated left and right, respectively. The 600 images were randomly divided into two data sets, 150 images (50 images/pose) for training and the remaining 450 images (150 image/pose) for testing. Examples of normalized training and testing images are shown in Fig. 11 .
The SVM setup induces three classifiers corresponding to the pose of frontal versus other poses, rotated left versus other poses, and rotated right versus other poses. The unseen test examples are first used for each classifier separately while the final classification result is done according to the maximum output from the three classifiers. The performance of the classifiers for pose classification using RBF kernels and the number of the support vectors chosen from 150 examples are shown in Table III . The first RBF classifier sets the regularization parameter , while the last two will set . The excellent performance of RBF kernels can be traced to the fact that 1) it allows for extrapolation and 2) most high-dimensional data sets can be approximated by Gaussian-like distributions similar to those used by RBF's.
VIII. CONCLUSION
This paper applies mixture of experts to gender, ethnic, and pose classification of faces. The feasibility of this approach is demonstrated on a database of thousands of facial images from the FERET database. Our experimental results yield an average accuracy rate of 96% on the gender classification task and 92% on the ethnic classification task using the ERBF/DT approach, while the SVM yield 100% on the pose classification task.
The results reported show that when the connectionist ERBF model is coupled with an inductive decision tree, the performance improves over the case when only ERBF is used, and that the classification rate increased on the average by 14% and 12% for the gender and ethnic tasks, respectively. Another observation one can make is that the ERBF2 ensemble is better than the ERBF1 ensemble. The plausible explanation for this empirical finding is that training using more examples ("multiple displays") leads to improved performance. We also note that the ERBF ensembles reported above outperform single RBF networks. The reason for this last observation comes from ERBF ensembles implementing the equivalent of a "query by consensus" paradigm. Improved ERBF (versus RBF) performance can be also traced to the fact that the range for test images is (slightly) different from those encountered during training and that using more but slightly different nets ("experts") add to the strength of the decision. He is presently Professor of computer science at George Mason University, Fairfax, VA. His research, in the field of intelligent systems, has been in the areas of perception: computer vision, automatic target recognition, and signal and image processing, machine intelligence and learning: pattern recognition, neural networks, and information retrieval, data mining and knowledge discovery, evolutionary computation: genetic algorithms and animates, multimedia and video processing, and human-computer interaction: face and hand gesture recognition, biometrics and forensics. 
