Abstract. In this paper, we prove that for x ∈ (0, π/2)
Introduction
The classical Jordan's inequality [10] states that for x ∈ (0, π/2]
with equality holds if and only if x = π/2. Some new developments on refinements, generalizations and applications of Jordan's inequality can be found in [14] and related references therein.
In [15] , Qi et al. proved that
holds for x ∈ (0, π/2). Recently, Klén et al. [8, Theorem 2.4] showed that the function p → (cos px) 1/p is decreasing on (0, 1) and proved that for x ∈ − 27/5, 27/5
This paper is motivated by these studies and it is aimed at giving the sharp bounds (cos px) 1/p for (sin x) /x, that is, for x ∈ (0, π/2), determine the best p, q ∈ 
with the best possible constants β p (π/2) = 2π
.
Lemma 2 ([2]
). Let a n and b n (n = 0, 1, 2, ...) be real numbers and let the power series A (t) = ∞ n=1 a n t n and B (t) = ∞ n=1 b n t n be convergent for |t| < R. If b n > 0 for n = 0, 1, 2, ..., and a n /b n is strictly increasing (or decreasing) for n = 0, 1, 2, ..., then the function A (t) /B (t) is strictly increasing (or decreasing) on (0, R).
Lemma 3 ([7, pp.227-229]). We have
where B n is the Bernoulli numbers. Proof. For x ∈ (0, π/2), we define f (x) = ln sin x x and g (x) = ln cos px, where
can be written as
Differentiation and using (2.1) and (2.2) yield
, where
Clearly, if the monotonicity of a n /b n is proved, then by Lemma 2 it is deduced the monotonicity of f ′ /g ′ , and then the monotonicity of the function F p easily follows from Lemma 1. Now we prove the monotonicity of a n /b n . Indeed, elementary computation yields
, from which it is easy to obtain that for
. It is seen that b n /a n is decreasing if 0 < p ≤ √ 5/5 and increasing if 1/2 ≤ p ≤ 1, which together with a n , b n > 0 for n ∈ N leads to a n /b n is strictly increasing if 0 < p ≤ √ 5/5 and decreasing if 1/2 ≤ p ≤ 1. By the monotonicity of the function F p and notice that
, the inequalities (2.4) follow immediately.
Lemma 5. For p ∈ (0, 1], let f p be the function defined on (0, π/2) by 1.8).
(
, where p 0 = 0.347307245464... is the unique root of equation
Proof. Firstly, we show that there is a unique p 0 ∈ (0, 1) to satisfy (2.5) such that
. Indeed, as mentioned previous (see [8, Theorem 2.3] ), the function p → p −1 ln cos 1 2 πp is decreasing on (0, 1), and therefore p → f p π 2 is increasing on (0, 1). Since
2 > 0, so the equation ((2.5) has a unique root p 0 on (0, 1) and
Secondly, if inequality f p (x) < 0 holds for x ∈ (0, π/2), then we have
Solving the inequalities for p yields
In the same way, if inequality f p (x) > 0 for all x ∈ (0, π/2), then
which completes the proof.
Proofs of Main Results
Proof of Theorem 1. (i) We first prove the second inequality of (1. Proof of Theorem 2. Differentiation and using (2.1) and (2.2) yield
for n ≥ 1 and p ∈ (0, 1].
Considering the function g : (1/2, ∞) → (0, ∞) defined by
, and differentiation leads to
which reveals that g 1 is increasing on (1/2, ∞), and therefore g 1 (x) > g 1 (1/2 + ) = 0. It follows that g ′ (x) > 0, then, g is increasing on (1/2, ∞), hence for n ≥ 1
is increasing, and (1.9) is reversed, which completes the proof.
Corollaries
Putting p = 1/3 in Theorem 2, we have (ii) For x ∈ (0, π/4) the inequalities
hold, where β 1/3 (π/4) = 16 3 √ 3 − 5 /π = 0.999 00... and 1 are the best possible.
Remark 1. The second inequality of (4.1) holds for x ∈ (0, 3π/2). In fact, we define
and differentiation yields
Hence for x ∈ (0, 3π/2) then h (x) > h (0) = 0, which implies that the second inequality of (4.1) holds for x ∈ (0, 3π/2).
Thus, by replacing x for 3x the second inequality of (4.1) and next using duplication formula for sine function we have
holds.
Utilizing the second inequality of (4.1) holds for x ∈ (0, 3π/2) we also obtain Corollary 3. For x ∈ (0, π/2) we have
(cos x + 1)
Proof. Since the second inequality of (4.1) holds for x ∈ (0, 3π/2), we have
Multiplying both sides by cos (x/2) and next using "product into sum" and halfangle formulas give us
which, after applying double-angle formula and next dividing both sides by (2 cos x + 1) /3, is the desired inequality.
Putting p = 1/2 in Theorem 2, we get Corollary 4. For x ∈ (0, π/2), the inequalities
hold, where β 1/2 (π/2) = 4/π and 1 are the best possible constants.
Remark 2. The first inequality of (4.6) or (1.2) is equivalent to tan (x/2) > x/2, which holds for x/2 ∈ (0, π/2), that is, x ∈ (0, π). The second one of (4.1) or (1.3) holds for x ∈ (0, 3π/2) due to Remark previous. While the third one of (1.3) holds for x ∈ (−∞, ∞), since
Consequently, the value range of variable x such that (1.3) holds can be extended to (0, π), which slightly improves (1.3).
Applications
As consequences of main results, we will establish some new inequalities in this section. The following is a direct corollary of Theorem 2.
Corollary 5. We have
For the estimate for the sine integral defined by
there has some results, for example, Qi [13] showed that 
Proof. By 2, for x ∈ (0, π/2) we have
where β 1/3 (π/4) = 16 3 √ 3 − 5 /π, and multiplying both sides by cos (x/2) leads to
Integrating both sides over [0, π/2] yields 
We present two estimations for K below.
Corollary 7. We have The properties and certain inequalities involving Schwab-Borchardt mean can be found in [11] , [12] . We now establish a new inequality for this mean. Proof. For t ∈ (0, 1), letting cos x = t in (4.2) we get √ 1 − t 2 arccos t 4t 2 − 1 < 3t 3 .
For t ∈ (1, ∞), we use Lin's inequality [9] Thus Corollary 3 can be restated as follows. 
