We investigate the stability problem for a nonlinear autoregressive model with Markov switching. First we give conditions for the existence and the uniqueness of a stationary ergodic solution. The existence of moments of such a solution is then examined and we establish a strong law of large numbers for a wide class of unbounded functions, as well as a central limit theorem under an irreducibility condition.
Introduction
Let X := (X n ) n≥0 be a positive recurrent Markov chain on a finite set E = {1, . . . , m}, with transition probability matrix P and invariant probability measure (hereafter i.p.m.) µ. We consider a nonlinear AR process with Markov switching Y = (Y n ) (abbreviated as NAR-MS) defined for integers n ≥ 1, by
Here the error process ε := (ε n ) n≥0 is an i.i.d. R d -valued sequence of random variables (our results can be extended to the case where the error variable ε n at time n depends also on the current value X n ) and ( f k ) is a family of nonlinear autoregressive functions. We assume that ε, X and the variable Y 0 are independent. The use of the Markov switching offers new possibilities for modelling time series 'subject to discrete shifts in regime -episodes across which the dynamic behaviour of the series is markedly different', as noted by Hamilton [10] who first introduced such a model to analyse the rate of growth of USA GNP series (see also his subsequent papers [11, 12, 13] ). These models have since attracted considerable interest in the statistical community, especially for econometric series modelling. For instance, Kugler [15] has examined regime shifts in interest rate evolution and, in a recent work, Perraudin [20] has fitted several models with Markov switching to analyse gross job flows. The statistical estimation problem has been addressed in [14] and [18] . However, very little is proved about theoretical properties, including stationarity
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or stability/ergodicity, especially in the nonlinear case (i.e. the f k s are nonlinear), although these nonlinear autoregressions have been widely employed in applications (see e.g. [9] , [21] , [24] ).
The NAR-MS model (1) can also be viewed as an extension of hidden Markov models (HMMs) to the (conditional) dependence case. Indeed, HMMs can be derived from (1) by assuming that the functions ( f k ) are constant. In other words, the variables (Y n ) become conditionally independent given the regime process (X n ). A recent synthesis can be found in [17] by MacDonald and Zucchini. However, the existence of conditional serial correlations between the variables (Y n ) as introduced in (1) requires a more careful analysis than in the HMM case.
The main aim of this paper is the stability of the model Y . We give conditions which ensure respectively
• the existence and the uniqueness of a strictly stationary ergodic solution for the model Y (Problem A); • the existence of moment of order s ≥ 1 of the stationary distribution ν (i.e. the common marginal distribution of the stationary solution) (Problem B); • limit theorems including strong law of large numbers (SLLN) and the central limit theorem (CLT) (Problem C).
Such limit theorems are a basic tool for an asymptotic estimation theory of the model Y (see e.g. [23] , [25] for nonlinear AR models), especially when they can be applied to unbounded functions like g(y) = y s , with s ≥ 1.
We shall consider two situations. First, in Section 3, the autoregressive functions f k are sublinear. By using the Lyapounov method, we establish conditions ensuring the stability of the model and solve Problems A, B and C. In the second situation (Section 4), the f k s are Lipschitz. When the regime chain X is stationary, the model (1) is then a particular case of iterative Lipschitz models considered by Bougerol [4] . This author has established accurate conditions for the existence and the uniqueness of a strictly stationary ergodic solution (see also [3] , and [5] , [6] for linear models with random coefficients). Therefore our solution to Problem A will be based on the results of [4] and it improves a previous result reported in [8] . We also provide solutions to Problems B and C in this case.
Closely related work on NAR models (without Markov switching) has been done by Tjøsth-eim [23] , Bhattacharya and Lee [2] , Duflo [7] (Chapter 6) and Tanikawa [22] .
The paper is organized as follows. In Section 2, we introduce an extended Markov chain associated with the model (1) and establish some preliminary results. Then we examine the sublinear case and the Lipschitz case in Sections 3 and 4 respectively. The NAR-MS process Y is not a Markov process in general. However, the extended process
T is a Markov chain, as suggested by the following Lemma 1. For general results on the stability theory of Markov chains, we refer to Meyn and Tweedie [19] and Duflo [7] . Throughout the paper, we denote by (z, dz ) the transition kernel of Z, and by µ the i.p.m. of the regime chain X. Proof. There is a measurable function h: E × R → E and a sequence of i.i.d., real and centred random variables (u n , n ≥ 1) which are independent from the error process (ε n ) such that
Lemma 1. The extended process Z is a Markov chain on
(Z n ) n≥0 is then an iterative Markov model (see [7] , Section 6.1.2):
The announced results can be proved in the same way as for NAR models (cf. [7] , Section 6.1).
We first study the properties of Z and then derive the properties of the marginal process Y . For Problem A, it is understood that the chain X is stationary, i.e. X 0 ∼ µ. Therefore such a stationary solution exists if and only if the chain Z has an i.p.m. σ . In this case, the i.p.m. µ (of X) and the stationary distribution ν are just the marginals of σ :
Furthermore, this stationary solution is unique if and only if the i.p.m. σ of Z is unique. For Problem B, by (2) , ν( y s ) < ∞ if and only if σ ( y s ) < ∞. Finally for Problem C, we consider the following SLLN and CLT for the extended chain Z: for all initial distributions σ 0 of (X 0 , Y 0 ), the following holds
Here D −→ stands for convergence in distribution, a ϕ some positive number (asymptotic variance) and F some class of functions defined on Z which will be specified later. By using the associated canonical space (Z N , A N ) (see e.g. [7] , p. 185), the convergence (3) will hold for any arbitrary initial distribution σ 0 if and only if it holds P (x,y) -a.s. for all (x, y) ∈ Z, where P (x,y) is the probability distribution defined on the canonical space with the initial condition X 0 ≡ x and Y 0 ≡ y (the underlying expectation is denoted by E (x,y) ). Let us also define for
Also for two metric spaces F and G, the space of bounded continuous functions from
Furthermore, we will invoke the following V -uniform ergodicity for a Markov chain as defined in [19, Chapter 16] : for a positive function
where · V is the so-called V -norm: for any signed measure ω on Z,
It is worth noting that any V -uniformly ergodic chain is in particular geometrically ergodic.
The sublinear case
The NAR-MS model (1) 
For any measurable function ϕ : Z → R, letφ = ϕ − σ (ϕ) and 
Since (X n ) is a positive recurrent chain on a finite set, it follows that for any initial condition
This means that
The variables (a X n · · · a X 1 ) 1/n being bounded by sup k a k , we have by the dominated convergence theorem, ∀x ∈ {1, . . . , m},
Furthermore, there is a p ≥ 1/δ such that
Taking expectation E (x,y) of the inequality (8), with an arbitrary (x, y) ∈ E × R d , yields
where
The last relation implies that for the Lyapounov function V (x, y) = y 1/ p + 1 on Z, we have
This geometric drift for the kernel p implies that the same also holds for the original kernel with some larger Lyapounov function V 0 > V (see [19] , pp. 336-387 for details).
On the other hand, the condition (iii)(b) in Theorem 1 ensures that the transition kernel is φ-irreducible, φ being the product measure (counting ⊗ Lebesgue) on Z. As is (strongly) Feller (Lemma 1), it follows, by Proposition 6.2.8 of [19] , that all compact subsets of Z are petite. Hence, by Theorem 16.1.2 of [19] , the chain is V 0 -uniformly ergodic. This establishes the conclusion (1). The conclusions (2) and (3) follow from, e.g. the Lyapounov criterion of stability (see [7] , pp. 191-192, or [1] for more details). Finally the conclusion (4) is a straightforward consequence of Theorem 17.5.3 of [19] .
The condition (iii)(b) in Theorem 1 is used to ensure the uniqueness of the i.p.m. σ . It can be weakened or replaced by any other condition that guarantees this uniqueness (through the irreducibility for example). For instance, the following is a substitute:
(iii)(b ) The density of ε 1 is non-null on some half-space for R d .
However, the SLLN and CLT given in Theorem 1 have a limited interest because we do not know any explicit lower bound for the exponent γ 0 (which can be as small as the constant δ). It is thus important to extend this SLLN to functions of greater order s ≥ 1. To this end, let us define the m × m matrix
where the p i j 's are the elements of the transition matrix P, and the a k 's are given in (6) . This matrix was introduced by Francq and Roussignol [8] in the particular case s = 1.
Theorem 2. (Moments of order s ≥ 1 and limit theorems) Let s ≥ 1. For the sublinear NAR-MS model considered in Theorem 1, we make the same assumptions (iii)(a), (b) and replace those of (i) and (ii) by the following
Then, all the conclusions of Theorem 1 hold with γ 0 replaced by s.
Besides, compared to Theorem 1, (i ) clearly implies (i) and (ii ) is stronger than (ii), since by Lemma 2 of the Appendix
Proof. As ρ(Q s ) < 1 and Q s is a non-negative matrix, by the Perron-Frobenius theorem, there is some positive integer p for which
Here we have written u < v for two real vectors u = (u i ) and v = (v i ) when u i < v i for all i. Let us prove the contraction inequality (9) for this exponent p and the Lyapounov function
Hence by taking expectation for arbitrary (x, y) ∈ E × R d , we get
It follows from the L s norm inequality that
This is nothing but
This inequality can be written as,
where we have used
On the other hand, straightforward calculus yields
By (11) , this component is smaller than 1. Hence α p < 1 and
This last relation is equivalent to (9) , since p V is bounded on compact sets. The end of the proof is the same as the one used to conclude the proof of Theorem 1, here using the new Lyapounov function V (x, y) = y s + 1.
The Lipschitz case
The model (1) 
To solve Problem A, we apply the results of [4] .
Theorem 3. (Existence and uniqueness of a strictly stationary solution)
We consider the Lipschitz NAR-MS model (16) and assume
1. The model (1) has a unique strictly stationary and ergodic solution with stationary distribution ν.
For all
Proof.
Step 1. We start with a particular initial condition X 0 ∼ µ, Y ≡ y with some fixed y ∈ R d . Then, the chain X is stationary and we can apply Theorem 3.1 of [4] . By extending the model (1) from N to Z, the sequence
is a strictly stationary and ergodic sequence of random Lipschitz maps [4] . Let L(g) be the Lipschitz module of any Lipschitz map g and log + (x) = max(0, log x). Before checking the two assumptions used in [4, Theorem 3.1], we restate them below for clarity:
(C2) The random variable log + L(φ 1 ) is integrable, and for some integer p > 0, the real number
is strictly negative.
To check (C1), first note that log + (a + b) ≤ log + a + log + b + log 2 for any a > 0, b > 0. Since
and E log + ε 1 < ∞, (C1) is fulfilled with any y ∈ R d . For the first part of (C2), as
Since (a X n ) is stationary, we have
It follows from the assumption (ii) that there is some positive integer p for which α < 0. The condition (C2) is then also fulfilled. Hence, the existence and the uniqueness of a strictly stationary ergodic solution follows from Theorem 3. 
Step 2. Let us go back to the general (nonstationary) situation with an arbitrary initial condition
and we define the event
By the previous step, P (µ,y) (A ϕ ) = 1. Moreover,
P (x,y) (A ϕ )µ(x).
Since X is positive recurrent, µ(x) > 0 for all x. Hence P (x,y) (A ϕ ) = 1 for all (x, y). Since ϕ is arbitrary, the proof of (ii) is completed.
It is worth comparing Theorem 3 to Theorem 1 for the sublinear case. First, the moment condition E ε 1 δ < ∞ is weakened on E log + ε 1 < ∞. This condition on the logarithmic moment of the error process is optimal since for a one-dimensional AR(1) process (i.e. m = 1, d = 1, f 1 (y) = ay), it is known to be the weakest condition for existence of a strictly stationary solution (hence an i.p.m. for the chain Z). Besides, the Lipschitz property enables a direct method to establish this existence and guarantees its uniqueness. It is for these reasons that we no longer assume that ε 1 has an everywhere positive density (which ensured the uniqueness of σ in the sublinear case), nor that ε 1 has a density (which guaranteed that the chain Z is strongly Feller).
On the other hand, Theorem 3 does not imply the stability of the extended chain Z. The existence of moments for the stationary distribution ν and a SLLN (3) applicable to the chain Z are also lacking.
The Lipschitz property of the model also yields the weak convergence of the marginal distributions of (Y n ). 
