Summability of formal solutions for some generalized moment partial
  differential equations by Lastra, Alberto et al.
SUMMABILITY OF FORMAL SOLUTIONS FOR SOME GENERALIZED
MOMENT PARTIAL DIFFERENTIAL EQUATIONS
ALBERTO LASTRA, S LAWOMIR MICHALIK AND MARIA SUWIN´SKA
Abstract. The concept of moment differentiation is extended to the class of moment summable
functions, giving rise to moment differential properties. The main result leans on accurate
upper estimates for the integral representation of the moment derivatives of functions under
exponential-like growth at infinity, and appropriate deformation of the integration paths. The
theory is applied to obtain summability results of certain family of generalized linear moment
partial differential equations with variable coefficients.
1. Introduction
This work is devoted to the study of the summability properties of formal solutions of moment
partial differential equations in the complex domain. The purpose of this work is twofold. On the
one hand, a deeper knowledge on the moment derivative operator acting on certain functional
spaces of analytic functions is put into light; and on the other hand, the previous knowledge
serves as a tool to attain summability results of the formal solutions of concrete families of
Cauchy problems.
The study of moment derivatives, generalizing classical ones, and the solution of moment
partial differential equations is of increasing interest in the scientific community. The concept
of moment derivative was put forward by W. Balser and M. Yoshino in 2010, in [2]. Given a
sequence of positive real numbers (in practice a sequence of moments), say m := (m(p))p≥0, the
operator of moment derivative ∂m,z : C[[z]] → C[[z]] acts on the space of formal power series
with complex coefficients into itself in the following way (see Definition 9):
∂m,z
∑
p≥0
ap
m(p)
zp
 = ∑
p≥0
ap+1
m(p)
zp.
This definition can be naturally extended to holomorphic functions defined on a neighborhood
of the origin.
The choice m = (Γ(1 + p))p≥0 = (p!)p≥0 determines the usual derivative operator, whereas
m =
(
Γ
(
1 + ps
))
p≥0 is linked to the Caputo 1/s-fractional differential operator ∂
1/s
z (see [17],
Remark 3). Given q ∈ (0, 1) and m = ([p]q!)p≥0, with [p]!q = [1]q[2]q · · · [p]q and [h]q =
∑h−1
j=0 q
j ,
the operator ∂m,z coincides with the q-derivative Dq,z defined by
Dq,zf(z) =
f(qz)− f(z)
qz − z .
Several recent studies of the previous functional equations have been made in the complex
domain and in terms of summability of their formal solutions, such as [16] regarding summability
of fractional linear partial differential equations; [7, 8] in the study of difference equations;
or [5, 6, 12] in the study of q-difference-differential equations.
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In the more general framework of moment partial differential equations, the seminal work [2]
was followed by other studies such as [17] where the second author solves certain families of
Cauchy problems under the action of two moment derivatives. We also refer to [18, 19] and [25]
(Section 7), where conditions on the convergence and summability of formal solutions to homoge-
neous and inhomogeneous linear moment partial differential equations in two complex variables
with constant coefficients are stated. Further studies of moment partial differential equations
with constant coefficients are described in [13], or in [21] when dealing with the Stokes phenom-
enon, closely related to the theory of summability. We also cite [14], where the moments govern
the growth of the elements involved in the problem under study.
A first step towards the study of summability of the formal solution of a functional equa-
tion is that of determining the growth rate of its coefficients, which is described in the works
mentioned above, and also more specifically in the recent works [15, 20, 26] when dealing with
moment partial differential equations with constant and time-dependent coefficients. See also
the references therein for a further knowledge on the field.
The present work takes a step forward into the theory of generalized summability of formal
solutions of moment partial differential equations. The first main result (Theorem 3) determines
the integral representation of the moment derivatives (m-derivatives) of an analytic function
defined on an infinite sector with the vertex at the origin together with a neighborhood of
the origin, with prescribed exponential-like growth governed by a second sequence, say M˜. In
addition to this, accurate upper estimates of such derivatives are provided showing the same
exponential-like growth at infinity, but also its dependence on the moment sequence m. This
result entails that the set of M˜-summable formal power series along certain direction d ∈ R,
C{z}M˜,d (see Definition 8 and Theorem 2), is closed under the action of the operator ∂m,z. As
a consequence, it makes sense to extend the definition of ∂m,z to C{z}M˜,d (Definition 10) and
also to provide analogous estimates as above for the m-derivatives of the elements in C{z}M˜,d
(Proposition 2).
We apply the previous theory to achieve summability results on moment partial differential
equations of the form
(1)
{ (
∂km1,t − a(z)∂pm2,z
)
u(t, z) = fˆ(t, z)
∂jm1,tu(0, z) = ϕj(z), j = 0, . . . , k − 1,
where 1 ≤ k < p are integer numbers and m1, m2 are moment sequences under additional as-
sumptions. The elements a(z), a(z)−1, ϕj(z) for j = 0, . . . , k−1 are assumed to be holomorphic
functions in a neighborhood of the origin, and fˆ ∈ C[[t, z]]. The second main result of this
research (Theorem 4) states that summability of the unique formal solution of (1) uˆ(t, z) (with
respect to z variable) along direction d ∈ R is equivalent to summability of fˆ and ∂jm2,zuˆ(t, 0),
for j = 0, . . . , p− 1, along d. A result on the convergence of the formal solution is also provided
(Corollary 2). It is worth mentioning that the results on the upper estimates of formal solutions
obtained in [15] remain coherent with these results, and also with those in [23], in the Gevrey
classical settings. The study of more general moment problems remains open and it is left for
future research of the authors.
The paper is structured as follows: After a section describing the notation followed in the
present study (Section 2), we recall the main concepts and results on the generalized moment
differentiation of formal power series. Section 3.1 is devoted to recalling the main tools associated
with strongly regular sequences and some of their related elements. In Section 3.2, based on the
general moment summability methods, we state the first main result of the paper (Theorem 3)
and its main consequences. The work is concluded in Section 4 with the application of the
theory to the summability of formal solutions of certain family of Cauchy problems involving
moment partial differential equations in the complex domain (Theorem 4).
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2. Notation
Let N denote the set of natural numbers {1, 2, · · · } and N0 := N ∪ {0}.
R stands for the Riemann surface of the logarithm.
Let θ > 0 and d ∈ R. We write Sd(θ) for the open infinite sector contained in the Riemann
surface of the logarithm with the vertex at the origin, bisecting direction d ∈ R and opening
θ > 0, i.e.,
Sd(θ) :=
{
z ∈ R : |arg(z)− d| < θ
2
}
.
We write Sd in the case when the opening θ > 0 does not need to be specified. A sectorial region
Gd(θ) is a subset of R such that Gd(θ) ⊆ Sd(θ) ∩D(0, r) for some r > 0, and for all 0 < θ′ < θ
there exists 0 < r′ < r such that (Sd(θ′) ∩ D(0, r′)) ⊆ Gd(θ). We denote by arg(S) the set of
arguments of S, in particular arg(Sd(θ)) =
(
d− θ2 , d+ θ2
)
.
We put Sˆd(θ; r) := Sd(θ) ∪ D(0, r). Analogously, we write Sˆd(θ) (resp. Sˆd) whenever the
radius r > 0 (resp. the radius and the opening r, θ > 0) can be omitted. We write S ≺ Sd(θ)
whenever S is an infinite sector with the vertex at the origin with S ⊆ Sd(θ). Analogously, we
write Sˆ ≺ Sˆd(θ; r) if Sˆ = S ∪ D(0, r′), with S ≺ Sd(θ) and 0 < r′ < r. Given two sectorial
regions Gd(θ) and Gd′(θ
′), we use notation Gd(θ) ≺ Gd′(θ′) whenever this relation holds for the
sectors involved in the definition of the corresponding sectorial regions.
Given a complex Banach space (E, ‖·‖E), the set O(U,E) stands for the set of holomorphic
functions in a set U ⊆ C, with values in E. If E = C, then we simply write O(U). We denote
the formal power series with coefficients in E by E[[z]].
Given fˆ , gˆ ∈ E[[z]], with fˆ(z) = ∑p≥0 fpzp and gˆ(z) = ∑p≥0 gpzp, such that gp ≥ 0 for all
p ≥ 0, we write fˆ(z) gˆ(z) if |fp| ≤ gp for all p ≥ 0.
3. On generalized summability and moment differentiation
The aim of this section is to recall the concept and main results on the so-called generalized
moment differentiation of formal power series. Certain algebraic properties associated with the
families of analytic functions which are related to this notion allow to go further by defining the
moment differentiation associated with the sum of a given formal power series.
3.1. Strongly regular sequences and related elements. As a first step, we recall the main
tools associated with strongly regular sequences and some of their related elements. The concept
of a strongly regular sequence is put forward by V. Thilliez in [27].
Definition 1. Let M := (Mp)p≥0 be a sequence of positive real numbers with M0 = 1.
(lc) The sequence M is logarithmically convex if
M2p ≤Mp−1Mp+1, for all p ≥ 1.
(mg) The sequence M is of moderate growth if there exists A1 > 0 such that
Mp+q ≤ Ap+q1 MpMq, for all p, q ≥ 0.
(snq) The sequence M satisfies the strong non-quasianalyticity condition if there exists A2 > 0
such that ∑
q≥p
Mq
(q + 1)Mq+1
≤ A2 Mp
Mp+1
, for all p ≥ 0.
Any sequence satisfying properties (lc), (mg) and (snq) is known as a strongly regular sequence.
It is worth recalling that given a (lc) sequence M = (Mp)p≥0, one has
(2) MpMq ≤Mp+q, for all p, q ∈ N0
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(see Proposition 2.6 (ii.2) [25]), which entails that given s ∈ N0, one has
(3) M sp ≤Mps, for all p ∈ N0,
following an induction argument.
Examples of such sequences are of great importance in the study of formal and analytic
solutions of differential equations. Gevrey sequences are predominant among them, appearing
as upper bounds for growth of the coefficients of the formal solutions of such equations. Given
α > 0, the Gevrey sequence of order α is defined by Mα := (p!α)p≥0. A natural generalization
of the previous are the sequences defined by Mα,β := (p!α
∏p
m=0 log
β(e+m))p≥0 for α > 0 and
β ∈ R. These sequences turn out to be strongly regular sequences, provided that the first terms
are slightly modified in the case that β < 0, without affecting their asymptotic behavior. Formal
solutions of difference equations are quite related to the 1+ level, associated with the sequence
M1,−1, see [7, 8].
Given a strongly regular sequence M = (Mp)p≥0, one can define the function
(4) M(t) := sup
p≥0
log
(
tp
Mp
)
, t > 0, M(0) = 0,
which is non-decreasing, and continuous in [0,∞) with limt→∞M(t) = +∞. J. Sanz ([24], The-
orem 3.4) proves that the order of the function M(t), defined in [4] by
ρ(M) := lim sup
r→∞
max
{
0,
log(M(r))
log(r)
}
is a positive real number. Moreover, its inverse ω(M) := 1/ρ(M) determines the limit opening
for a sector in such a way that nontrivial flat function in ultraholomorphic classes of functions
defined on such sectors exist, see Corollary 3.16, [11]. Indeed, ω(M) can be recovered directly
from M under some admissibility conditions on the sequence M (Corollary 3.10, [10]):
lim
p→∞
log(Mp+1/Mp)
log(p)
= ω(M).
Such conditions are satisfied by the sequences of general use in the asymptotic theory of solutions
to functional equations.
The next results can be found in [3, 27] under more general assumptions.
Lemma 1. Let M be a strongly regular sequence, and let s ≥ 1. Then, there exists ρ(s) ≥ 1
which only depends on M and s, such that
exp (−M(t)) ≤ exp(−sM(t/ρ(s))),
for all t ≥ 0.
In view of Lemma 1.3.4 [27], one has that given a strongly regular sequence, M = (Mp)p≥0
and s > 0. Then, the sequence Ms = (M sp )p≥0 is strongly regular, and ω(Ms) = ω(sM).
Following [22], one has the next definition.
Definition 2. Given two sequences of positive real numbers, M = (Mp)p≥0 and M˜ := (M˜p)p≥0,
we say that M and M˜ are equivalent if there exist B1, B2 > 0 with
(5) Bp1Mp ≤ M˜p ≤ Bp2Mp,
for every p ≥ 0.
The next result is a direct consequence of the definition of the function M in (4).
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Lemma 2. Let M, M˜ be two strongly regular sequences which are equivalent. Let M(t) (resp.
M˜(t)) be the function associated with M (resp. M˜) through (4). Then, it holds that
M
(
t
B2
)
≤ M˜(t) ≤M
(
t
B1
)
for all t ≥ 0,
where B1, B2 are the positive constants in (5).
Definition 3. Let (Mp)p≥0 be a sequence of positive real numbers with M0 = 1, and let s ∈ R.
A sequence of positive real numbers (m(p))p≥0 is said to be an (Mp)-sequence of order s if there
exist A3, A4 > 0 with
(6) Ap3(Mp)
s ≤ m(p) ≤ Ap4(Mp)s, p ≥ 0.
3.2. Function spaces and generalized summability. In the whole subsection (E, ‖·‖E)
stands for a complex Banach space.
Definition 4. Let r, θ > 0 and d ∈ R. We also fix a sequence M of positive real numbers. The
set OM(Sˆd(θ; r),E) consists of all functions f ∈ O(Sˆd(θ; r),E) such that for every 0 < θ′ < θ
and 0 < r′ < r there exist c˜, k˜ > 0 with
(7) ‖f(z)‖E ≤ c˜ exp
(
M
( |z|
k˜
))
, z ∈ Sˆd(θ′, r′).
Analogously, the set OM(Sd(θ),E) consists of all f ∈ O(Sd(θ),E) such that for all 0 < θ′ < θ,
there exist c˜, k˜ > 0 such that (7) holds for all z ∈ Sd(θ′).
The aforementioned definition generalizes that of functions of exponential growth at infinity
of some positive order. Indeed, if M = Mα for some α > 0, then the property (7) determines
that f is of exponential growth at most 1/α.
The general moment summability methods developed by W. Balser (see Section 5.5, [1])
were adapted by J. Sanz to the framework of strongly regular sequences (see Section 5, [24]; or
Definition 6.2., [25]).
Definition 5. Let M be a strongly regular sequence with ω(M) < 2. Let M be the function
associated with M, defined by (4). The complex functions e, E define kernel functions for
M-summability if the following properties hold:
(1) e ∈ O(S0(ω(M)pi)). The function e(z)/z is locally uniformly integrable at the origin,
i.e., there exists t0 > 0, and for all z0 ∈ S0(ω(M)pi) there exists a neighborhood U of z0,
with U ⊆ S0(ω(M)pi), such that
(8)
∫ t0
0
supz∈U
∣∣e ( tz )∣∣
t
dt <∞.
Moreover, for all  > 0 there exist c, k > 0 such that
(9) |e(z)| ≤ c exp
(
−M
( |z|
k
))
for all z ∈ S0(ω(M)pi − ).
We also assume that e(x) ∈ R for all x > 0.
(2) E ∈ O(C) and satisfies that
(10) |E(z)| ≤ c˜ exp
(
M
( |z|
k˜
))
, z ∈ C,
for some c˜, k˜ > 0. There exists β > 0 such that for all 0 < θ˜ < 2pi−ω(M)pi and ME > 0,
there exist c˜2 > 0 with
(11) |E(z)| ≤ c˜2|z|β , z ∈ Spi(θ˜) \D(0,ME).
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(3) Both kernel functions are related via the Mellin transform of e. More precisely, the
moment function associated with e, defined by
(12) me(z) :=
∫ ∞
0
tz−1e(t)dt
is a complex continuous function in {z ∈ C : Re(z) ≥ 0} and holomorphic in {z ∈ C :
Re(z) > 0}. The kernel function E has the power series expansion at the origin given by
(13) E(z) =
∑
p≥0
zp
me(p)
, z ∈ C.
Remark: In the remainder of the work we will only mention the kernel function e, rather
than the pair e, E, as E is determined by the knowledge of e in terms of its Taylor expansion
at the origin.
Remark: The growth condition of the kernel function E(z) at infinity (11) is usually substi-
tuted in the literature ([1, 19, 24, 25]) by the less restrictive condition:
“The function E(1/z)/z is locally uniformly integrable at the origin in the sector Spi((2 −
ω(M))pi). Namely, there exists t0 > 0, and for all z0 ∈ Spi((2−ω(M))pi) there exists a neighbor-
hood U of z0, U ⊆ Spi((2− ω(M))pi), such that∫ t0
0
supz∈U
∣∣E ( zt )∣∣
t
dt <∞.”
Condition (11) has already been used and justified in [9] (see Lemma 4.10, Remark 4.11 and
Remark 4.12 in [9]), in order to obtain convolution kernels for multisummability.
Definition 6. Let M be a strongly regular sequence and let e, E be a pair of kernel functions
for M-summability. Let me be the moment function given by (12). The sequence (me(p))p≥0 is
the so-called sequence of moments associated with e.
Remark: The previous definition can be adapted to the case ω(M) ≥ 2 by means of a
ramification of the kernels (see [25], Remark 6.3 (iii)). For practical purposes, we will focus on
the case that ω(M) < 2, taking into consideration that all the results can be adapted to the
general case.
Remark: Given a strongly regular sequence M, the existence of pairs of kernel functions for
M-summability is guaranteed, provided that M admits a nonzero proximate order (see [10, 13]).
Example 1. Let α > 0. We consider a Gevrey sequence Mα. Then, the functions eα(z) :=
1
αz
1
α exp
(
−z 1α
)
and Eα(z) :=
∑
p≥0
zp
Γ(1+αp) are kernel functions for Mα-summability. Indeed,
the moment function is given by mα(z) := Γ(1 + αz).
The definition of moment differentiation, moment (formal) Borel and moment Laplace trans-
formation generalize the classical concepts of differentiation, formal Borel and Laplace transfor-
mations, respectively. In the classical setting of the Gevrey sequence of order α > 0, the moment
sequence is (Γ(1 + αp))p≥0 seen in Example 1. Classical differentiation corresponds to α = 1.
At this point, given a strongly regular sequence M, one has that a sequence of moments can be
constructed, provided a pair of kernel functions for M-summability, say e and E. The associated
sequence of moments me := (me(p))p≥0 is a strongly regular sequence (see [25], Remark 6.6),
which is equivalent to M (see [25], Proposition 6.5). Therefore, ω(M) = ω(me). The definition
of generalized derivatives is done in terms of a sequence of moments, rather than the initial
sequence itself, and we will work directly with this sequence, obviating the initial strongly
regular sequence and the pair of kernel functions. Hereinafter, when referring to a sequence
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of moments, we will assume without mentioning that such sequence is indeed the sequence of
moments associated with some pair of kernel functions, and therefore with a strongly regular
sequence (in conditions that admit such pair of kernels, e.g., if the strongly regular sequence
admits a nonzero proximate order).
Departing from a sequence of moments me, one can consider the formal me-moment Borel
transform. This definition can be extended for any sequence of positive numbers, and not only
to a sequence of moments. We present it in this way for the sake of clarity.
Definition 7. Let me = (me(p))p≥0 be a sequence of moments. The formal me-moment Borel
transform Bˆme,z : E[[z]]→ E[[z]] is defined by
Bˆme,z
∑
p≥0
apz
p
 = ∑
p≥0
ap
me(p)
zp.
There are several different equivalent approaches to the general moment summability of formal
power series. We refer to [1], Section 6.5, under Gevrey-like settings, and [25], Section 6, in the
framework of strongly regular sequences.
Definition 8. Let M be a strongly regular sequence admitting a nonzero proximate order. The
formal power series uˆ ∈ E[[z]] is M-summable in direction d ∈ R if the formal power series
BˆM,z(uˆ(z)) is convergent in a neighborhood of the origin and can be extended to an infinite
sector of bisecting direction d, say Sˆd, such that the extension belongs to OM(Sˆd,E). We write
E{z}M,d for the set of me-summable formal power series in E[[z]]. Here we have assumed that e
is a kernel function for M-summability and me is its associated sequence of moments.
Remark: We recall that, given a sequence of moments associated with a strongly regular
sequence M via a kernel function e, say me, M and me are equivalent sequences. Regarding
Lemma 2 and the definition of the formal Borel transformation, it is easy to check that the
set E{z}me,d does not depend on the choice of the kernel function e, and therefore one can
write E{z}M,d := E{z}me,d for any choice of kernel function e. Moreover, we observe that the
formal power series Bˆme,z(uˆ) has a positive radius of convergence with independence of the kernel
function considered, associated with M.
The statements in the next proposition can be found in detail in [25], Section 6.
Proposition 1. Let d ∈ R and let e, E be a pair of kernel functions for M-summability. Let
θ > 0. For every f ∈ OM(Sd(θ),E), the e-Laplace transform of f along a direction τ ∈ arg(Sd(θ))
is defined by
(Te,τf)(z) =
∫ ∞(τ)
0
e(u/z)f(u)
du
u
,
for |arg(z) − τ | < ω(M)pi/2, and |z| small enough. The variation of τ ∈ arg(Sd) defines a
function denoted by Te,df in a sectorial region Gd(θ + ω(M)pi).
Under the assumption that ω(M) < 2 let G = Gd(θ) be a sectorial region with θ > ω(M)pi.
Given f ∈ O(G,E) and continuous at 0, and τ ∈ R with |τ − d| < (θ − ω(M)pi)/2, the operator
T−e,τ , known as the e-Borel transform along direction τ is defined by
(T−e,τf)(u) :=
−1
2pii
∫
δω(M)(τ)
E(u/z)f(z)
dz
z
, u ∈ Sτ ,
where Sτ is an infinite sector of bisecting direction τ and small enough opening, and δω(M)(τ)
is the Borel-like path consisting of the concatenation of a segment from the origin to a point z0
with arg(z0) = τ + ω(M)(pi + )/2, for some small enough  ∈ (0, pi), followed with the arc of
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circle centered at 0, joining z0 and the point z1, with arg(z1) = τ − ω(M)(pi + )/2, clockwise,
and concluding with the segment of endpoints z1 and the origin.
Let Gd(θ) and f be as above. The family {T−e,τ}τ , with τ varying among the real numbers
with |τ − d| < (θ − ω(M)pi)/2 defines a holomorphic function denoted by T−e,df in the sector
Sd(θ − ω(M)pi) and T−e,df ∈ OM(Sd(θ − ω(M)pi),E).
Remark: We recall that if λ ∈ C, with Re(λ) ≥ 0, then T−e,d(u 7→ uλ)(z) = z
λ
me(λ)
, which
relates T−e,d with the formal Borel operator Bˆme,u.
Theorem 30 [1] can be adapted to the strongly regular sequence framework, under minor
modifications.
Theorem 1. Let S = Sd(θ) for some θ > 0. Let M be a strongly regular sequence with ω(M) < 2
admitting a nonzero proximate order, and choose a kernel function for M-summability e. Let
f ∈ OM(S,E) and define g(z) = (Te,df)(z) for z in a sectorial region Gd(θ + ω(M)pi)). Then it
holds that f ≡ T−e,dg.
The following is an equivalent of M-summable formal power series (see Theorem 6.18, [25]).
Theorem 2. Let M = (Mp)p≥0 be a strongly regular sequence admitting a nonzero proximate
order. Let uˆ =
∑
p≥0 upz
p ∈ E[[z]] and d ∈ R. The following statements are equivalent:
(a) uˆ(z) is M-summable in direction d.
(b) There exists a sectorial region Gd(θ) with θ > ω(M)pi and u ∈ O(Gd(θ),E) such that for
all 0 < θ′ < θ, Sd(θ′; r) ⊆ Gd(θ) and all integers N ≥ 1, there exist C, A > 0 with∥∥∥∥∥∥u(z)−
N−1∑
p=0
upz
p
∥∥∥∥∥∥
E
≤ CANMN |z|N , z ∈ Sd(θ′; r).
If one of the previous equivalent statements holds, the function u in Definition 8 can be con-
structed as the e-Laplace transform of BˆM,z(uˆ(z)) along direction τ ∈ arg(Sd).
The previous construction can be done for, and it is independent of, any choice of the kernel
for M-summability e.
The function u satisfying the previous equivalent properties is unique (see Corollary 4.30 [25]),
and it is known as the M-sum of uˆ along direction d. We write SM,d(uˆ) for the M-sum of uˆ
along direction d.
The concept of a moment differential operator was put forward by W. Balser and M. Yoshino
in [2], and extended to me-moment differential operators in [15], which leans on moment se-
quences of some positive order.
Definition 9. Let (E, ‖·‖E) be a complex Banach space. Given a sequence of moments (me(p))p≥0,
the me-moment differentiation ∂me,z is the linear operator ∂me,z : E[[z]]→ E[[z]] defined by
∂me,z
∑
p≥0
up
me(p)
zp
 := ∑
p≥0
up+1
me(p)
zp.
This definition can be naturally extended to f ∈ O(D,E), for some complex Banach space
(E, ‖·‖E), and any neighborhood of the origin D, by applying the definition of ∂me,z to the Taylor
expansion of f at the origin. Moreover, one defines the linear operator ∂−1me,z : E[[z]]→ E[[z]] as
the inverse operator of ∂me,z, i.e. ∂
−1
me,z(z
j) = me(j)me(j+1)z
j+1 for every j ≥ 0.
Lemma 3. Let m1 = (m1(p))p≥0, m2 = (m2(p))p≥0 be two sequences of moments. The following
statements hold:
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• The sequence of products m1m2 := (m1(p)m2(p))p≥0 is a sequence of moments.
• Bˆm1,z ◦ ∂m2,z ≡ ∂m1m2,z ◦ Bˆm1,z as operators defined in E[[z]].
Proof. The first part is a direct consequence of Proposition 4.15, [9]. The second part is a direct
consequence of the definition of the formal Borel transform (Definition 7) and the moment
differentiation (Definition 9). 
The first statement of the next result extends Proposition 6 [19] to the framework of strongly
regular sequences. Its proof rests heavily on that of Proposition 3, [17]. The second statement
will be crucial in the sequel at the time of giving a coherent meaning to the moment derivatives
of the sum of a formal power series.
Theorem 3. Let me = (me(p))p≥0 be a sequence of moments, and let M˜ be a strongly regular
sequence. We also fix d, θ, r ∈ R, with θ, r > 0, and ϕ ∈ OM˜(Sˆd(θ; r),E). Then there exists
0 < r˜ < r such that for all 0 < θ1 < θ, all z ∈ Sˆd(θ1; r˜) and n ∈ N0, the following statements
hold:
(1)
(14) ∂nme,zϕ(z) =
1
2pii
∮
Γz
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw,
with τ = τ(ω) ∈ (− arg(w) − ω(me)pi2 ,− arg(w) + ω(me)pi2 ), which depends on w. The
integration path Γz is a deformation of the circle {|w| = r1}, for any choice of 0 < r1 < r,
which depends on z.
(2) There exist constants C1, C2, C3 > 0 such that
(15)
∥∥∂nme,zϕ(z)∥∥E ≤ C1Cn2me(n) exp(M˜(C3|z|)) ,
for all n ∈ N0 and z ∈ Sˆd(θ1; r˜).
Proof. We first give a proof for the first statement. From Taylor expansion of ϕ at the origin
and the definition of me-moment derivatives one has
ϕ(z) = me(0)
∑
p≥0
∂pme,zϕ(0)
me(p)
zp,
for all z ∈ D(0, r). The application of the Cauchy integral formula for the derivatives yields
∂pme,zϕ(0) =
me(p)
p!me(0)
ϕ(p)(0) =
me(p)
2piime(0)
∮
|w|=r1
ϕ(w)
wp+1
dw,
for any 0 < r1 < r. Let w ∈ C with |w| = r1. Following (12) and the change of variables x = ξw
we derive
me(p)
wp+1
=
∫ ∞
0
xp−1
e(x)
wp+1
dx =
∫ ∞(τ)
0
ξp
e(ξw)
ξw
dξ,
where τ = − arg(w). We observe from (9) that the previous equality can be extended to any
direction of integration τ ∈
(
− arg(w)− ω(me)pi2 ,− arg(w) + ω(me)pi2
)
. Therefore, regarding the
definition of the kernel function E(z) in (13), one has
(16) ϕ(z) = me(0)
∑
p≥0
∂pme,zϕ(0)
me(p)
zp =
1
2pii
∮
|w|=r1
ϕ(w)
∫ ∞(τ)
0
e(ξw)
ξw
∑
p≥0
ξpzp
me(p)
dξdw
=
1
2pii
∮
|w|=r1
ϕ(w)
∫ ∞(τ)
0
E(ξz)
e(ξw)
ξw
dξdw.
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We conclude the first part of the proof, at least from the formal point of view, by observing that
∂nme,zE(ξz) = ∂
n
me,z
(
(ξz)p
me(p)
)
=
∑
p≥0
ξp+nzp
me(p)
= ξnE(ξz),
for every ξ, z ∈ C. It only rests to guarantee that the formal interchange of sum and integrals
in (16) can also be made with analytic meaning. We give details about this issue in the second
part of the proof.
We proceed to give proof for the second statement of the result. Let us first consider the
integral ∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ,
for z belonging to some neighborhood of the origin, w ∈ C with |w| = r1 as above. We choose
τ ∈
(
− arg(w)− ω(me)pi2 ,− arg(w) + ω(me)pi2
)
. We first prove that
(17)
∣∣∣∣∣
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ
∣∣∣∣∣ ≤ A0Bn0me(n),
for some A0, B0 > 0 and all n ≥ 0. This can be done following analogous arguments as those in
the proof of Lemma 7.2, [25]. Let us consider the parametrization [0,∞) 3 s 7→ seiτ . In view of
(9) and (10), we have
(18)
∣∣∣∣∣
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ
∣∣∣∣∣ ≤
∫ ∞
0
sn|E(seiτz)| |e(se
iτw)|
sr1
ds
≤ cc˜
r1
∫ ∞
0
sn−1 exp
(
M
(
s|z|
k˜
))
exp
(
−M
(sr1
k
))
ds,
for some c, c˜, k, k˜ > 0. We apply Lemma 1 to arrive at
(19) exp
(
M
(
s|z|
k˜
))
exp
(
−M
(sr1
k
))
≤ exp
(
M
(
s|z|
k˜
)
− 2M
(
sr1
ρ(2)k
))
.
We recall that the function M is a monotone increasing function. Therefore, if |z| ≤ r˜ := r1k˜kρ(2) ,
then (19) is bounded from above by exp(−M(sr1/(ρ(2)k))). Let us write
(20)
∫ ∞
0
sn−1e−M
(
sr1
ρ(2)k
)
ds =
∫ 1
0
sn−1e−M
(
sr1
ρ(2)k
)
ds+
∫ ∞
1
sn−1e−M
(
sr1
ρ(2)k
)
ds = I1 + I2.
The definition of M guarantees upper bounds for |I1| which do not depend on n. We proceed
to study I2. Bearing in mind the definition of M , we arrive at∫ ∞
1
sn−1e−M
(
sr1
ρ(2)k
)
ds ≤
(
ρ(2)k
r1
)n+2
me(n+ 2)
∫ ∞
1
1
s3
ds.
The application of (mg) condition on me(n+ 2) ≤ An+21 me(2)me(n) allows to conclude (17) for
z ∈ D(0, r˜). The estimate (15) is attained by applying (17) to (14). More precisely, we have
(21)
∥∥∂nme,zϕ(z)∥∥E ≤
(
sup
|w|=r1
‖ϕ(w)‖
)
A0B
n
0me(n),
which entails (15) for z ∈ D(0, r˜).
Let 0 < θ1 < θ, and z ∈ Sd(θ1) with |z| ≥ r˜. We study (15) in such a domain. We deform
the integration path {|w| = r1} as follows. Let θ1 < θ2 < θ and let R = R(z) = ρ(2)kk˜ |z|. We
write Γz = Γ(R) = Γ1 + Γ2(R) + Γ3(R) + Γ4(R), where Γ1 is the arc of the circle joining the
points r1e
i(d+θ2) and r1e
i(d−θ2) counterclockwise, Γ2(R) is the segment [r1, R]ei(d−θ2), Γ3(R) is
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Figure 1. Deformation path
the arc of the circle joining the points Rei(d−θ2/2) and Rei(d+θ2/2) counterclockwise and Γ4(R) is
the segment [r1, R]e
i(d+θ2/2). Figure 1 illustrates this deformation path.
We first study the case ω ∈ Γ1, i.e., |w| = r1. Observe that for every w ∈ Γ1 it is always
possible to choose τ such that
(22)
τ ∈
(
−arg(w)− ω(me)pi
2
,−arg(w) + ω(me)pi
2
)
∩
(
−arg(z) + ω(me)pi
2
,−arg(z) + 2pi − ω(me)pi
2
)
.
For one of such directions τ we have∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ =
∫ ∞
0
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds.
We split the previous integral into two parts. Let ME > 0. On the one hand, one has
(23)
∣∣∣∣∣
∫ ME/|z|
0
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds
∣∣∣∣∣ ≤
∫ ME/|z|
0
sn|E(zseiτ )| |e(wse
iτ )|
r1s
ds
≤
(
max
y∈D(0,ME)
|E(y)|
)
1
r1
∫ ME/|z|
0
sn−1|e(wseiτ )|ds.
Bearing in mind (9), we have∫ ME/|z|
0
sn−1|e(wseiτ )|ds ≤ c
∫ ME/|z|
0
sn−1 exp
(
−M
(r1s
k
))
ds.
Analogous estimates as in (20) allow us to arrive at
(24)
∣∣∣∣∣
∫ ME/|z|
0
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds
∣∣∣∣∣ ≤ C1.1Cn2.1me(n)
(
max
y∈D(0,ME)
|E(y)|
)
1
rn+31
,
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for some C1.1, C2.1 > 0. Analogously, we estimate the second integral by means of the upper
bounds in (11). Indeed, one has∣∣∣∣∣
∫ ∞
ME/|z|
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds
∣∣∣∣∣ ≤
∫ ∞
ME/|z|
sn
c˜2
(|z|s)β
|e(wseiτ )|
r1s
ds
≤ c˜2
r1(ME)β
∫ ∞
ME/|z|
sn−1|e(wseiτ )|ds,
for some c˜2, β > 0. The estimates in (20) can be applied again in order to arrive at
(25)
∣∣∣∣∣
∫ ∞
ME/|z|
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds
∣∣∣∣∣ ≤ C1.2Cn2.2me(n) 1rn+31 ,
for some C1.2, C2.2 > 0. From (24) and (25) one can conclude in the spirit of (21) that
(26)
∥∥∥∥∥ 12pii
∫
Γ1
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw
∥∥∥∥∥
E
≤ D1Dn2me(n) exp
(
M˜(D3|z|)
)
,
for some D1, D2, D3 > 0. We continue with the case w ∈ Γ2(R). The same choice for τ in (22)
holds. We parametrize Γ2(R) by [r1, R] 3 ρ 7→ ρei(d−θ2/2) to arrive at∣∣∣∣∣
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ
∣∣∣∣∣ ≤ 1ρ
∫ ∞
0
sn−1
∣∣E(zseiτ )∣∣ ∣∣∣e(ρsei(τ+d−θ2/2))∣∣∣ ds.
The same splitting of the path into the segment [0,ME/|z|] and the ray [ME/|z|,∞), and
analogous arguments as in the first part of the proof yield∣∣∣∣∣
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ
∣∣∣∣∣ ≤ C1.3Cn2.3me(n) 1ρn+3 ,
for some C1.3, C2.3 > 0, and w = ρe
i(d−θ2/2) for some r1 ≤ ρ ≤ R. We derive that
(27)∥∥∥∥∥
∫
Γ2(R)
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw
∥∥∥∥∥
E
≤ C1.3Cn2.3me(n)
1
2pi
∫ R
r1
∥∥∥ϕ(ρei(d−θ2/2))∥∥∥
E
1
ρn+3
dρ
≤ cϕC1.3
2pir31
(
C2.3
r1
)n
me(n)R exp
(
M˜
(
R
k˜ϕ
))
for some cϕ, k˜ϕ > 0 associated with the growth of ϕ near infinity. A direct consequence of the
definition of the function M˜ , and the definition of the radius R = R(|z|) yield
R exp
(
M˜
(
R
k˜ϕ
))
≤ exp
(
M˜
(
cR
k˜ϕ
))
= exp
(
M˜
(
cρ(2)k|z|
k˜k˜ϕ
))
,
which allows to end this part of the proof. We get that
(28)
∥∥∥∥∥ 12pii
∫
Γ2(R)
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw
∥∥∥∥∥
E
≤ D4Dn5me(n) exp
(
M˜(D6|z|)
)
,
for some D4, D5, D6 > 0.
The case w ∈ Γ4(R) can be treated analogously, to arrive at
(29)
∥∥∥∥∥ 12pii
∫
Γ4(R)
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw
∥∥∥∥∥
E
≤ D7Dn8me(n) exp
(
M˜(D9|z|)
)
,
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for some D7, D8, D9 > 0.
We conclude the proof with the case that w ∈ Γ3(R). We parametrize Γ3(R) by [d− θ2/2, d+
θ2/2] 3 t 7→ Reit and choose w ∈ Γ3(R). Let τ ∈
(
− arg(w)− ω(me)pi2 ,− arg(w) + ω(me)pi2
)
.
Then, one has ∣∣∣∣∣
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξ
∣∣∣∣∣ =
∣∣∣∣∫ ∞
0
(seiτ )nE(zseiτ )
e(wseiτ )
wseiτ
eiτds
∣∣∣∣
≤ 1
R
∫ ∞
0
sn−1|E(zseiτ )||e(wseiτ )|ds.
In view of (10) and (9), together with the application of the same argument as in (19) (for r1
substituted by R), the previous expression is bounded from above by
(30)
cc˜
R
∫ ∞
0
sn−1 exp
(
M
( |z|s
k˜
))
exp
(
−M
(
Rs
k
))
ds
≤ cc˜
R
∫ ∞
0
sn−1 exp
(
M
(
s|z|
k˜
)
− 2M
(
sR
ρ(2)k
))
ds.
The function M is monotone increasing in [0,∞). We recall that R = ρ(2)k
k˜
|z|, so the previous
expression is bounded from above by
cc˜
R
∫ ∞
0
sn−1 exp
(
−M
(
sR
ρ(2)k
))
ds.
At this point, one can take into account (20), together with R = ρ(2)k
k˜
|z| ≥ ρ(2)k
k˜
r˜, and
sup
|w|=R
‖ϕ(w)‖E ≤ cϕ exp
(
M˜
(
R
k˜ϕ
))
= cϕ exp
(
M˜
(
ρ(2)k
k˜k˜ϕ
|z|
))
to get that
(31)
∥∥∥∥∥ 12pii
∫
Γ3(R)
ϕ(w)
∫ ∞(τ)
0
ξnE(zξ)
e(wξ)
wξ
dξdw
∥∥∥∥∥
E
≤ D10Dn11me(n) exp
(
M˜(D12|z|)
)
,
for some D10, D11, D12 > 0.
Statement (15) follows from the application of (26), (28), (29) and (31). We observe that
the identity in (14) is of analytic nature after the deformation path with respect to w and the
appropriate choice of τ described in the proof, for each z ∈ Sˆd(θ1; r˜). 
Corollary 1. Let me be a sequence of moments, and let M˜ be a strongly regular sequence
admitting a nonzero proximate order. Given d ∈ R, the space E{z}M˜,d is closed under me-
differentiation.
Proof. Let e˜, E˜ be a pair of kernel functions for M˜-summability, whose existence is guaranteed
(see Remark at page 6). Let me˜ be its associated sequence of moments. We write m :=
(me(p)me˜(p))p≥0, which is a sequence of moments in view of Lemma 3.
Let fˆ ∈ E{z}M˜,d. Then, it holds that Bˆme˜,z fˆ defines a function on some neighborhood of
the origin, say U , which can be extended to an infinite sector of bisecting direction d, say Sd.
Therefore, Bˆme˜,z fˆ ∈ OM(Sˆd,E). We apply the second part of Theorem 3 to the strongly regular
sequence m and n = 1 in order to achieve that ∂m,zBˆme˜,z fˆ , which is an element in O(U), is such
that ∂m,zBˆme˜,z fˆ ∈ OM(Sˆd,E). Lemma 3 yields that
∂m,zBˆme˜,z fˆ ≡ Bˆme˜,z∂me,z fˆ .
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We conclude that ∂me,z fˆ defines a holomorphic function on some neighborhood of the origin,
and admits an analytic extension to an infinite sector of bisecting direction d, with adequate
growth at infinity. This entails that ∂me,z fˆ ∈ E{z}M˜,d. 
As a consequence of Corollary 1 and the alternative definition of summable formal power
series stated in Theorem 2 the following definition makes sense.
Definition 10. Let M˜ be a strongly regular sequence admitting a nonzero proximate order.
Assume that uˆ ∈ E{z}M˜,d, for some d ∈ R. Let me be a sequence of moments. Then, we define
the operator of me-moment differentiation of SM˜,d(uˆ) by
∂me,z(SM˜,d(uˆ)) := SM˜,d(∂me,z(uˆ)).
The previous definition allows to determine upper bounds for the sum of a formal power series
in the same way as in Theorem 3.
Proposition 2. Let me = (me(p))p≥0 be a sequence of moments. Let M˜ be a strongly regular
sequence admitting a nonzero proximate order and d ∈ R. We choose uˆ ∈ E{z}M˜,d and write
u = SM˜,d(uˆ) ∈ O(G,E) for some sectorial region G = Gd(θ) with θ > piω(M˜). Then for every
G′ ≺ G there exist C4, C5 > 0 such that
(32)
∥∥∂nme,zu(z)∥∥E ≤ C4Cn5me(n)M˜n,
for all n ∈ N0 and z ∈ G′.
Proof. In view of Theorem 2 one can write u = SM˜,d(uˆ) = Te˜,τ (Bˆme˜,z(uˆ)), for some direction
τ close to d, with e˜ being any kernel for M˜-summability and me˜ its associated sequence of
moments. Taking into account Definition 10 and Lemma 3, one has that
∂nme,zu(z) = Te˜,τ (Bˆme˜,z(∂nme,zuˆ))(z) = Te˜,τ (∂nme˜me,z(Bˆme˜,zuˆ))(z),
for all n ∈ N0 and z ∈ Gd(θ).
We observe that Bˆme˜,zuˆ ∈ OM˜(Sˆd(δ; r),E) for some δ > 0 and r > 0. Therefore, one may
apply Theorem 3 to the sequence of moments meme˜ (see Lemma 3) to arrive at
(33)
∥∥∥∂nmeme˜,z(Bˆme˜,zuˆ(z))∥∥∥E ≤ C1Cn2me(n)me˜(n) exp(M˜(C3|z|)) ,
for some C1, C2, C3 > 0 and z ∈ Sˆd(δ1; r˜) for 0 < δ1 < δ, 0 < r˜ < r. Let f(z) :=
∂nmeme˜,z(Bˆme˜,zuˆ(z)). Then, there exists C6 > 0 such that∥∥∥∥∥
∫ ∞(τ)
0
e˜(u/z)f(u)
du
u
∥∥∥∥∥
E
≤
∥∥∥∥∫ t0
0
e˜(u/z)f(u)
du
u
∥∥∥∥
E
+
∥∥∥∥∥
∫ ∞(τ)
t0
e˜(u/z)f(u)
du
u
∥∥∥∥∥
E
= I3 + I4 ≤ C6,
for some τ ∈ arg(Sd(δ1)). Usual estimates for e˜-Laplace transform lead to the conclusion: the
integrability property of e at the origin (see (8)) leads to upper bounds for I3 and I4 is bounded
from above in view of (9) and the very definition of the function M . More precisely, this holds for
|arg(z)−τ | < ω(M˜)pi/2 and small enough |z|. One may vary τ among the arguments arg(Sd(δ1))
following the usual procedure.
Finally, the bounds in (32) are attained taking into account that M and me˜ are equivalent
sequences, in view of the remark after Definition 8. 
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4. Application: Summability of formal solutions of moment Partial
Differential Equations
This section is devoted to the study of summability properties of the formal solutions of a
certain family of moment partial differential equations.
Let M be a strongly regular sequence which admits a nonzero proximate order. We assume
that M1 and M2 are strongly regular sequences which admit nonzero proximate order. Let e1
(resp. e2) be a kernel function for M1-summability (resp. for M2-summability), and we write
m1 (resp. m2) for its associated sequence of moments. Additionally, we assume that m1 and
m2 are M-sequences of orders s1 > 0 and s2 > 0, respectively.
Let 1 ≤ k < p be integer numbers such that s2p > s1k. Let r > 0. We denote D := D(0, r)
and assume that a(z) ∈ O(D) and a(z)−1 ∈ O(D). We also fix fˆ ∈ C[[t, z]] and ϕj(z) ∈ O(D)
for j = 0, . . . , k − 1.
We consider the following Cauchy problem.
(34)
{ (
∂km1,t − a(z)∂pm2,z
)
u(t, z) = fˆ(t, z)
∂jm1,tu(0, z) = ϕj(z), j = 0, . . . , k − 1.
Lemma 4. Under the previous assumptions there exists a unique formal solution uˆ(t, z) ∈
C[[t, z]] of the Cauchy problem (34). Moreover, in the case that fˆ(t, z) ∈ O(D)[[t]] we have
uˆ(t, z) ∈ O(D)[[t]].
Proof. Let uˆ(t, z) ∈ C[[t, z]]. We write uˆ(t, z) = ∑n≥0 un,?(z)m1(n) tn, for some un,?(z) ∈ C[[z]]. The
initial conditions of (34) determine uj,?(z) = m1(0)ϕj(z) in order that uˆ(t, z) is a formal solution
of (34). We plug the formal power series uˆ(t, z) into the problem to arrive at the recurrence
formula
(35) un+k,?(z) = a(z)∂
p
m2,zun,?(z) + fˆn,?(z),
where we write fˆ(t, z) =
∑
n≥0
fˆn,?(z)
m1(n)
tn. Therefore, the elements un,?(z) for n ≥ k are deter-
mined by the initial data. Furthermore, under the convergence assumption on fˆ the solution of
(35) belongs to O(D). 
From now on, the pair (E, ‖·‖E) denotes the Banach space of holomorphic functions in D, and
‖·‖E stands for the norm ∥∥∥∥∥
∞∑
n=0
anz
n
∥∥∥∥∥
r
:=
∞∑
n=0
|an|rn.
Lemma 5. Let m = (m(p))p≥0 be a (lc) sequence and f ∈ O(D). If there exist C > 0 and
n ∈ N0 such that
(36) ‖f(z)‖r˜ ≤
|z|n
m(n)
C for every z ∈ D, r˜ = |z|
then ∥∥∥∂−km,zf(z)∥∥∥
r˜
≤ |z|
n+k
m(n+ k)
C for every k ∈ N0 and z ∈ D, r˜ = |z|.
Proof. By (36) we may write f(z) =
∑∞
j=n fjz
j ∈ O(D). We define the auxiliary function
g(z) ∈ O(D) as
g(z) :=
∞∑
j=0
|fj+n|m(n)zj .
16 ALBERTO LASTRA, S LAWOMIR MICHALIK, AND MARIA SUWIN´SKA
By (36) we get ‖g(z)‖r˜ ≤ C and f(z) z
n
m(n)g(z). Since m is a (lc) sequence we conclude that
∂−km,zf(z) =
zn+k
m(n+ k)
∞∑
j=0
m(n+ j)m(n+ k)
m(j + n+ k)
fj+nz
j  z
n+k
m(n+ k)
∞∑
j=0
|fj+n|m(n)zj = z
n+kg(z)
m(n+ k)
.
Hence ∥∥∥∂−km,zf(z)∥∥∥
r˜
≤ |z|
n+k
m(n+ k)
‖g(z)‖r˜ ≤
|z|n+k
m(n+ k)
C
for every k ∈ N0 and z ∈ D, r˜ = |z|. 
Theorem 4. Under the assumptions made on the elements involved in the Cauchy problem (34)
let uˆ(t, z) be the formal solution of (34) and d ∈ R. We define the strongly regular sequence
M = (M
s2p
k
−s1
n )n≥0. The following statements are equivalent:
(i) uˆ(t, z) is M-summable along direction d as a formal power series in E[[t]].
(ii) fˆ(t, z) ∈ E[[t]] and ∂jm2,zuˆ(t, 0) ∈ C[[t]] for j = 0, . . . , p − 1 are M-summable along
direction d.
If one of the previous equivalent statements holds then the sum of uˆ(t, z) is an actual solution
of (34).
Proof. (i)⇒ (ii). Equation (35) entails that fˆ(t, z) = ∑n≥0 fˆn,?(z)m1(n) tn ∈ E[[t]] whenever uˆ(t, z) ∈
E[[t]]. In addition to this, the space E{t}M,d is a differential algebra, with SM,d respecting the
operations of addition, product and derivation (see Proposition 6.20 (i) [25]) and also under
the action of the operator ∂m2,z (see Corollary 1). Regarding equation (34) we conclude that
fˆ(t, z) ∈ E{t}M,d.
Let 0 ≤ j ≤ p − 1. The same argument as before yields that the formal power series
∂jm2,zuˆ(t, z) ∈ E{t}M,d. A direct application of the definition of summable formal power se-
ries guarantees summability of its evaluation at z = 0 along direction d.
(ii)⇒ (i). Let ψˆ0(t) := uˆ(t, 0), and for all 1 ≤ j ≤ p − 1 let ψˆj(t) := m2(0)m2(j)∂
j
m2,zuˆ(t, 0). We
also write ωˆ(t, z) := ∂pm2,zuˆ(t, z). We observe that the formal power series ωˆ(t, z) satisfies the
equation (
1− 1
a(z)
∂km1,t∂
−p
m2,z
)
ωˆ(t, z) = gˆ(t, z),
with
gˆ(t, z) :=
1
a(z)
(∂km1,tψˆ0(t) + z∂
k
m1,tψˆ1(t) + . . .+ z
p−1∂km1,tψˆp−1(t)− fˆ(t, z)).
We write ωˆ(t, z) in the form
ωˆ(t, z) =
∑
q≥0
ωˆq(t, z),
where
ωˆ0(t, z) := gˆ(t, z), and ωˆq(t, z) :=
1
a(z)
∂km1,t∂
−p
m2,zωˆq−1(t, z) for all q ≥ 1.
Observe that the hypotheses in (ii) together with the properties of differential algebra of E{t}M,d
guarantee that ωˆ0(t, z) ∈ E[[t]] is M-summable in direction d. Let ω0(t, z) ∈ O(G×D) denote its
sum, where G stands for a sectorial region of opening larger than piω(M) bisected by direction
d. By Proposition 2, for all G′ ≺ G, there exist C4, C5 > 0 such that∥∥∂nm1,tω0(t, z)∥∥r ≤ C4Cn5m1(n)M s2pk −s1n ≤ C˜1C˜n2M s2pkn ,
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for some C˜1, C˜2 > 0, all n ∈ N0 and t ∈ G′. An induction argument allows to state that for
every q ≥ 0 the formal power series ωˆq(t, z) ∈ E[[t]] is M-summable in direction d, with∥∥∂nm1,tωq(t, z)∥∥r˜ ≤ C˜1CqC˜qk+n2 M s2pkqk+n |z|pqm2(pq) ,
for t ∈ G′ ≺ G, z ∈ D with r˜ = |z| and C =
∥∥∥ 1a(z)∥∥∥r. Indeed, by Lemma 5 and by the inductive
hypothesis we get
∥∥∂nm1,tωq+1(t, z)∥∥r˜ =
∥∥∥∥ 1a(z)∂−pm2,z∂k+nm1,tωˆq(t, z)
∥∥∥∥
r˜
≤ C |z|
pq+p
m2(pq + p)
C˜1C
qC˜qk+n+k2 M
s2p
k
qk+n+k
for t ∈ G′ ≺ G, z ∈ D and r˜ = |z|.
We have the following upper bound:∑
q≥0
∥∥∂nm1,tωq(t, z)∥∥r˜ ≤ C˜1C˜n2 ∑
q≥0
(CC˜k2 |z|p)qM
s2p
k
qk+n
1
m2(pq)
.
Due to (mg) condition, the fact that m2 is an M-sequence of order s2 (see also [15], Lemma
8) together with (3) yield
(37) M
s2p
k
qk+n
1
m2(pq)
≤ (Aqk+n1 MqkMn)
s2p
k
1
Apq3 M
s2
pq
=
A
s2p(qk+n)
k
1
Apq3
M
s2p
k
n
M
s2p
k
qk
M s2pq
≤ A
s2p(qk+n)
k
1
Apq3
M
s2p
k
n
A
qps2(k+1)k/2
1 M
s2
qp
M s2qp
=
A
s2p(qk+n)
k
1 A
qps2(k+1)k/2
1
Apq3
M
s2p
k
n ,
for some A1, A3 > 0 We finally have∑
q≥0
∥∥∂nm1,tωq(t, z)∥∥r˜ ≤ C˜1C˜n4M s2pkn ∑
q≥0
(A−p3 A
ps2+ps2(k+1)k/2
1 CC˜
k
2 |z|p)q.
The previous series is convergent for |z| < A3
A
s2+s2(k+1)k/2
1
(
1
CC˜k2
)1/p
=: r′. Therefore, one has that
ω(t, z) :=
∑
q≥0
ωq(t, z)
defines an analytic function on G ×D(0, r′). We reduce r in order that r ≤ r′, if necessary, to
arrive at
(38)
∑
q≥0
∥∥∂nm1,tωq(t, z)∥∥E ≤ C˜3C˜n4M s2pkn ,
for some C˜3 > 0, which is valid for all t ∈ G′.
We show that ω(t, z) is the M-sum of ωˆ(t, z) =
∑
q≥0 ωˆq(t, z) ∈ E[[t]] along direction d.
Let e be a kernel function for M-summability. Then, for all q ∈ N0 it holds that ωq(t, z) =
Te,dBˆme,tωˆq(t, z) and ω(t, z) =
∑
q≥0 Te,dBˆme,tωˆq(t, z).
By (38) we get that T−e,dω(t, z) ∈ O(D′ × D) for some disc at the origin D′. Proposition 1
can be applied to arrive at T−e,dω(t, z) ∈ OM(Sd,E), for some infinite sector Sd with bisecting
direction d. Hence, T−e,dω(t, z) ∈ OM(Sˆd,E).
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Finally, convergence of the series and Theorem 1 allow us to write
(39) T−e,dω(t, z) = T
−
e,d
∑
q≥0
Te,dBˆme,t(ωˆq(t, z)) = T−e,dTe,d
∑
q≥0
Bˆme,t(ωˆq(t, z))
=
∑
q≥0
Bˆme,t(ωˆq(t, z)) = Bˆme,t
∑
q≥0
ωˆq(t, z)
 = Bˆme,tωˆ(t, z).
Therefore, Bˆme,tωˆ(t, z) ∈ OM(Sˆd ×D) and the formal power series ωˆ(t, z) is M-summable along
direction d (as an element in E[[t]]), with sum given by ω(t, z).
Assume that one of the equivalent statements holds. Let f(t, z) (resp. u(t, z)) be the sum
of fˆ(t, z) ∈ E[[t]] (resp. uˆ(t, z) ∈ E[[t]]) in direction d. Then the function t 7→ (∂km1,t −
a(z)∂pm2,z)u(t, z) − f(t, z) with values in E admits null (M)-asymptotic expansion in a sector
of opening larger than ω(M)pi. Watson’s lemma (see Corollary 4.12 [24]) states that it is the
null function, which entails that u(t, z) is an analytic solution of (34), which satisfies the Cauchy
data. 
Analogous estimates as in the proof of Theorem 4 can be applied to achieve the next result.
Corollary 2. Assume that s1k ≥ s2p. Under the assumptions made on the elements involved
in the Cauchy problem (34) let uˆ(t, z) be the formal solution of (34) and d ∈ R. The following
statements are equivalent:
(i) uˆ(t, z) is convergent in a neighborhood of the origin.
(ii) fˆ(t, z) and ∂jm2,zuˆ(t, 0) for j = 0, . . . , p−1 are convergent in a neighborhood of the origin.
Remark: Theorem 4 is compatible with the results obtained in [15]. Indeed, equation (34)
falls into the case Γ = {(0, p)} in Section 5 [15], and where the associated Newton polygon has
one positive slope k1 if and only if s2p > s1k and it has no positive slope in the opposite case.
Indeed,
1
k1
= max
{
0,
s2p
k
− s1
}
.
Theorem 1 in [15] states that the formal solution of the equation uˆ(t, z) =
∑
n≥0 un(z)t
n satisfies
that for some 0 < r′ < r there exist C, H > 0 such that
sup
z∈D(0,r′)
|un(z)| ≤ CHn(Mn)1/k1 , n ∈ N0.
The result remains coherent with Theorem 2, [15].
Remark: Theorem 4 is also coherent with the results obtained in [23] in the Gevrey classical
setting. See Theorem 2 and Theorem 3, [23].
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