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THE ISOPERIMETRIC INEQUALITY FOR COMPACT RANK
ONE SYMMETRIC SPACES AND BEYOND
YASHAR MEMARIAN
Abstract. In this paper, we generalise the spherical Gromov-Milman’s isoperi-
metric inequality to general (closed) Riemannian manifolds. Our isoperimetric
inequality also results from needle decompositions and localisation methods.
This is possible due to Klartag’s recent needle decomposition on every closed
Riemannian manifold. As a result of our main theorem, we obtain sharp
isoperimetric inequalities for compact rank one symmetric spaces (CROSS).
1. Introduction
Isoperimetric problems are some of the oldest problems in geometry. Given a
space, one looks for domains of a given volume with the least boundary area. It
is well known that in model spaces (i.e. Euclidean spaces, spheres and hyperbolic
spaces), for every given number v, the intrinsic balls with volume v have the least
surface area among every domain with the same volume. When we leave the world
of model spaces, or when we are dealing with geometric spaces with boundary,
the solution to isoperimetric problems has provided real difficulties. Of course,
when the number v is small enough, one expects that the solution of isoperimetric
problems still would be the metric balls. However, for larger v and shapes with
non-constant curvature or with non-smooth boundaries, the isoperimetric problem
in general is very hard to solve. There are several well-written books and surveys
related to isoperimetric problems, for instance [15], [13], [9], [4], [1].
In [6], Gromov-Milman proved a very general isoperimetric problem on spheres
with non-necessarily canonical Riemannian volume. They used their result to ob-
tain an isoperimetric inequality for unit spheres of uniformly-convex Banach spaces
(for example,Lp-unit spheres). Their method relied heavily on the geometry and
topology of the sphere. They used a powerful technique (today known as the lo-
calisation method) in order to prove their result(s). Obtaining a similar result for
more general manifolds using the localisation method was not possible, since one
did not have a localisation method for spaces other than model spaces. However,
recently, Klartag in [10] proved a very general localisation theorem on every closed
Riemannian manifold. The topic of this paper is to combine Klartag’s localisation
results with the isoperimetric results of Gromov-Milman in order to prove a similar
theorem for every closed Riemannian manifold. As a consequence, we shall see that
Date: January 21, 2017.
2010 Mathematics Subject Classification. 53C21.
Key words and phrases. Isoperimetry, needle, Ricci Curvature, Sectional Curvature, Positively
Curved Manifolds .
We thank Karsten Grove for motivitaing us to write this paper. The paper started when
the author visited the University of Notre-Dame. We would like to thank the hospitality of the
mathematics department during our stay.
1
ar
X
iv
:1
71
0.
03
95
2v
1 
 [m
ath
.M
G]
  1
1 O
ct 
20
17
2 YASHAR MEMARIAN
our theorem enables us to solve some long-standing questions on isoperimetry for
compact rank one symmetric spaces.
We begin by proving the main theorem of this paper, and in further sections we
shall study the consequences of our theorem on a few well known manifolds.
2. Generalisation of Gromov-Milman Isoperimetric Inequality on
Riemannian Manifolds
Here, M will denote a closed, smooth n-dimensional Riemannian manifold with
Ricci curvature greater than the Ricci curvature of the canonical n- sphere (i.e.
n − 1). The metric is understood as the metric inherited from the Riemannian
metric, and the volume will be the Riemannian volume. It is perhaps easier to
work with normalised Riemannian volume. For this µ will denote the normalised
Riemannian volume on M .
We recall the metric-measure invariant seperation distance introduced by Gro-
mov in [7].
Definition 2.1 (Seperation Distance). Let 0 ≤ κ1, κ2 ≤ 1. The seperation distance
on M with respect to κ1 and κ2, denoted by Sep(M,κ1, κ2) is the supremum of
those δ, where subsets A1 and A2 in M exist with µ(Ai) ≥ κi and dist(A1, A2) ≥ δ.
Here
dist(A1, A2) = inf
(a1,a2)∈A1×A2
d(a1, a2).
We say that the sets Ai (for i = 1, 2) with µ(Ai) = κi, realise the seperation
distance if d(A1, A2) = Sep(M,κ1, κ2).
Remark 2.1. • One can define the seperation distance with respect to sev-
eral positive real numbers κ1, · · · , κk, in the same manner as defined with
respect to two numbers. For the purpose of this paper, we only require this
definition with respect to two numbers.
• It is trivial but important to note that for 0 ≤ κ1, κ2 ≤ 1, we have:
Sep(M,κ1, κ2) = Sep(M,κ2, κ1).
We now need the definition of a 1-needle on n-dimensional Riemannian manifolds
M with Ricci(M) ≥ Ricci(Sn):
Definition 2.2 (Needles). A 1-needle on M , is a pair (I, ν), where I ⊂M is a geo-
desic segment and ν is a probability measure with a continuous density. Moreover,
the density is a sinN -concave function for N ≥ n − 1. A sinN -concave function f
on an interval I with length(I) ≤ pi is a function satisfying:
(2.1) f(
x1 + x2
2
)1/N ≥ f(x1)
1/N + f(x2)
1/N
2 cos( |x2−x1|2 )
.
A probability measure ν = f(t)dt on an interval I ⊂ R is called a sinN -concave
probability measure if the density function f is sinN -concave. A probability mea-
sure ν = (C1 sin(t) + C2 cos(t))
Ndt on an interval I ⊂ R (where C1, C2 are some
normalisation constants) is called a sinN -affine probability measure.
Remark 2.2. We may view needles intrinsically (i.e. not necessarily embedded on a
manifold M) as a metric-measure space where the geometric space is an interval of
R, the metric being the Euclidean metric and the measure being the sinN -concave
probability measure defined on this interval.
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Example 2.1. On the canonical sphere Sn, let {x,−x} be two diametrically op-
posite points. Let I be a maximal geodesic from x to −x. Then this geodesic
enhanced with the normalised measure C cos(t)n−1dt is an example of a 1-needle.
Example 2.2. In contrast with the previous example, the measure ν = C sin(t)ndt
considered on the interval [−pi/2,+pi/2] is not a 1-needle. Indeed the function
sin(t)n on the interval [−pi/2,+pi/2] does not satisfy the properties required by a
sinn-function, namely with the equation (2.1). Consult [11] to find more details on
sinn-concave needles.
Having the definition of the needles in hand, we can now define the needle seper-
ation distance on M :
Definition 2.3 (Needle Seperation Distance). Given two positive real numbers
0 ≤ κ1, κ2 ≤ 1, the needle seperation distance on M is defined as follows:
N(κ1, κ2) = sup
(I,ν)
Sep((I, ν), κ1, κ2).
Here, Sep((I, ν), κ1, κ2) is the seperation distance on the metric-measure space
(I, ν) (i.e. a geodesic segment and a probability measure defined upon it). The
supremum is taken over 1-needles (I, ν). We say Ii ⊆ I with ν(Ii) = κi (for i = 1, 2)
realise the needle seperation distance if d(I1, I2) = N(κ1, κ2). Furthermore we say
Ai ⊆ M with µ(Ai) = κi realise the needle seperation distance if d(A1, A2) =
N(κ1, κ2).
In the figure below, we review the definition of the seperation and needle seper-
ation distances on an example:
In the upper part one can find the graph of the function C cos(t)n on the interval
[−pi/2,+pi/2], for some n > 1 where C is the normalisation constant. On the left
and right hand sides of the interval [−pi/2,+pi/2], we find two sub-intervals with
two given measures (say κ1 and κ2). The needle seperation distance for the needle
([−pi/2,+pi/2], C cos(t)ndt) is the (Hausdorff) distance between these two intervals.
Below the graph of this needle, one can observe a disc which is seen as the projection
of a (hemi) sphere. The diameter of the sphere is equal to the diameter of the needle
pictured above it. The left and right hand sides of this disc are the projection of
two spherical balls. Each spherical ball has a measure equal to the measure of the
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interval on the needle shown above it. The speration distance for this sphere is now
defined to be the (Hausdorff) distance between these two spherical balls.
We are now ready to present the main theorem of this paper:
Theorem 2.1. Let M be a closed, smooth Riemannian manifold where Ricci(M) ≥
Ricci(Sn). Given 0 ≤ κ1, κ2 ≤ 1, we have:
Sep(M,κ1, κ2) ≤ N(κ1, κ2).
Similar to the proof in [6], we shall prove this theorem using localisation. Gromov-
Milam proved this theorem on the sphere Sn, in which the topology of the sphere
enables one to have a fine and explicit localisation phenomenon. However, on gen-
eral Riemannian manifolds, one can not provide needle decompositions in the same
way as one provides needle decompositions on Sn. To remedy this issue, Klartag
(in [10]) recently succeeded in proving a localisation theorem on every closed Rie-
mannian manifold. Having Klartag’s localisation result in hand, the proof of our
main theorem will be easy. The hard part was done by Klartag, and thus Theorem
2.1 becomes an almost-straightforward consequence of Klartag’s work. However,
as we shall see, Theorem 2.1 will have very important consequences, when applied
on specific examples. Before proving Theorem 2.1, we recall Klartag’s localisation
theorem that we require:
Theorem 2.2 (Klartag). Let M be a closed, smooth Riemannian manifold. Let µ
be the normalised Riemannian measure. Let f be a µ-integrable function such that∫
M
f(x)dµ(x) = 0.
Then, there exists a partition of M into 1-needles such that for (almost) every
needle (I, ν) in this partition, we have:∫
I
f(t)dν(t) = 0.
Remark 2.3. Consult [10] for a precise definition of partition of M into 1-needles.
2.1. Proof of Theorem 2.1. Here we provide the proof of the main Theorem 2.1.
Proof. Let 0 ≤ κ1, κ2 ≤ 1 be given. Since M is compact, there exist Ai which realise
the seperation distance with respect to κi for i = 1, 2. According to Theorem 2.2,
there exists a partition of M into 1-needles (I, ν) such that for almost every needle,
we have:
ν(I ∩Ai) = κi.
Indeed, assume µ(A1) = κµ(A2). Hence we have µ(A1)−κµ(A2) = 0 and hence the
integral of the function ξA1 − κξA2 is equal to zero on M . Here ξ is the indicatrice
function. And hence one can apply Theorem 2.2 with respect to this function.
Since we have a partition of M into 1-needles (which satisfy the measure as-
sumption above), there exists at least a needle I in this partition such that
d((I ∩A1), (I ∩A2)) ≥ d(A1, A2).
Hence by definition we have:
N(κ1, κ2) ≥ d((I ∩A1), (I ∩A2))
≥ d(A1, A2)
= Sep(M,κ1, κ2).
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This completes the proof of Theorem 2.1.

Remark 2.4. One could drop the condition on the (Ricci) curvature but in order
for Theorem 2.1 to makes sense, a more general definition of 1-needles would be
required. We will not need this for the purpose of this paper.
Notation 1. For A ⊂M and for ε > 0, A+ ε stands for the ε-neighborhood of the
set A.
Let us see how one can use Theorem 2.1 for solving isoperimetric type problems:
Proposition 2.1. Let M be a smooth closed n-dimensional Riemannian manifold
with Ricci(M) ≥ Ricci(Sn). Let µ be the normalised Riemannian volume and ε > 0
be fixed. For every 0 < v ≤ 1, and for every open set A with measure equal to v, let
w(A) = 1− µ(A+ ε).
Suppose (B,B1) ⊆ M × M exists which realises the needle seperation distance
N(v, w(A)). Then we have:
µ(A+ ε) ≥ µ(B + ε).
Proof. Assume A1 is an open set on M with a measure equal to v. Let ε > 0 be
given and let A2 = M \ (A1 + ε) and A3 = (A1 + ε) \A1. Let µ(A2) = w.
According to Theorem 2.1 we have:
Sep(M, v,w) ≤ N(v, w).
By assumption, let (B1, B2) ⊆M ×M be such that µ(B1) = v, µ(B2) = w and
d(B1, B2) = N(v, w).
Therefore we obtain:
dist(A1, A2) = ε
≤ dist(B1, B2).
This means µ(M \ (B1 + ε)) ≥ µ(A2). And this means
µ(A1 + ε) ≥ µ(B1 + ε).
The proof therefore follows. 
Remark 2.5. Note that the power of Theorem 2.1 lies in the fact that in order to
obtain solution(s) to the isoperimetric problem, it is sufficient to find subsets which
realise the optimal needle seperation distance. For the case of the canonical sphere,
this is rather straightforward, however the interesting examples will be the ones we
shall study below, after a recollection on the spherical isoperimetry.
3. Isoperimetric Inequalities on Some Symmetric Riemannian
Manifolds
Let us see how one can use Theorem 2.1 on some known Riemannian manifolds
in order to obtain some (sharp) isoperimetric inequalities.
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3.1. Recollection on Spherical Isoperimetric Problem. We start with the
case where M is the canonical sphere Sn. The solution of the isoperimetric in-
equality on the sphere has been known for many years. Similar to the Euclidean
counter-part, there are several different proofs for this. The proof which uses local-
isation is given in [6]. We recall this proof here:
Theorem 3.1 (Isoperimetry on the Sphere). Let Sn be the canonical sphere. For
every open set A and for every ε > 0 we have:
vol(A+ ε) ≥ vol(B + ε),
where B is a spherical ball with the same volume as A.
In order to prove our (sharp) isoperimetric inequalities, we shall need a few
tools in our hands namely two Lemmas concerning some properties of sinn-concave
functions/measures :
Lemma 3.1. • Let 0 < ε < pi/2. Let τ > ε. Let f be a non-negative sinn-
concave function on [0, τ ], which attains its maximum at 0. Let h(t) =
C cos(t)n where C is chosen such that f(ε) = h(ε).
– Then we have{
f(x) ≥ h(x) for x ∈ [0, ε],
f(x) ≤ h(x) for x ∈ [ε, τ ].
And τ ≤ pi/2.
– For every k ≥ 0 and ε ≤ pi/2, we have :
(3.1)
∫ min{ε,τ}
0
f(t) sin(t)kdt∫ τ
0
f(t) sin(t)kdt
≥
∫ ε
0
cos(t)n sin(t)kdt∫ pi/2
0
cos(t)n sin(t)kdt
.
• Let (s, k) ∈ Z × Z be such that s ≤ k. Then every sink-concave function
is also a sins-concave function. Moreover if f is sinm-concave, g is sinn-
concave, then fg is sinm+n-concave.
We now present the proof of the spherical isoperimetric inequality.
Proof. Let κ1 and κ2 be given where we suppose κ1 ≤ 1/2 and κ2 ≥ 1/2. We apply
Theorem 2.1 which gives us:
Sep(Sn, κ1, κ2) ≤ N(κ1, κ2).
Let us now investigate the right-hand side of the above inequality, i.e. N(κ1, κ2).
Since we are dealing with needles upon which the density of the probability measures
are sinN -concave functions (with N ≥ n− 1), we can explicitly estimate N(κ1, κ2):
Lemma 3.2. Let (I, ν) be a 1-needle where ν is a sinN -concave probability measure
with N ≥ n − 1. Let (I1, ν1) be the 1-needle where I1 = [−pi/2,+pi/2] and ν1 =
C1 cos(t)
Ndt. Assume either κ1 or κ2 is at least equal to 1/2 and the other number
is at most equal to 1/2. Then we have:
Sep((I, ν), κ1, κ2) ≤ Sep((I1, ν1), κ1, κ2).
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Proof. Assume without loss of generality that κ1 ≤ 1/2, k2 ≥ 1/2 and I ⊆ I1. Let
[x, z] ⊆ I1, [x1, z] ⊆ I1 be such that :
ν([x, z]) = ν1([x1, z]) = κ1.
Since the interval I1 has length equal to pi and κ2 ≥ 1/2, we shall have intervals
[x, y] ⊆ I1 and [x1, y1] ⊆ I1 such that :
ν([x, y]) = ν1([x1, y1]) = κ2,
and ([x, z], [x, y]) (resp. ([x1, z], [x1, y1])) realises the seperation distance for (I, ν)
(resp. for (I1, ν1)). In order to prove the lemma we need to prove that y ≤ y1. We
proceed by contradiction. Assume the maximum point of the density function of
the measure ν (resp. ν1) is achieved at the point m ∈ I (resp. m1 ∈ I1). Then
according to Lemma 3.1, equation (3.1) we must have m ≤ m1. Moreover if y1 < y,
we must have :
ν([x, y]) > ν1([x1, y1]),
which is a contradiction. This ends the proof of the lemma.

Remark 3.1. Consider the couple (I0, ν0), where I0 = [−pi/2,+pi/2] and ν0 is the
probability measure C sin(t)ndt. It is worth remarking that:
Sep((I1, ν1), κ1, κ2) ≤ Sep((I0, ν0), κ1, κ2).
However this does not contradict the result of the Lemma since (as previously
mentioned in the above example), the couple (I0, ν0) is not a 1-needle.
According to Lemma 3.2, we have an explicit estimation for N(κ1, κ2). We know
that only for N = n− 1, N(κ1, κ2) can be realised from two spherical balls B1 and
B2 where µ(Bi) = κi with the balls being centered at opposite points. Indeed it
is sufficient to write down the formula which gives the volume of spherical balls.
Therefore the proof of this Theorem follows directly from Proposition 2.1.

3.2. Isoperimetric Inequality on Compact Rank One Symmetric Spaces.
The isoperimetric problem, even on a highly symmetric manifold, is usually very
hard to solve. For instance, the isoperimetric inequality on (real) projective spaces
is only solved up to dimension 3 (see [15],[14]). By applying our Theorem 2.1, we
are able to solve this problem on many interesting manifolds.
Theorem 3.2. Let M be either the canonical real, complex, quaternionic projective
space RPn, CPn, HPn or the Cayley plane CaP 2. Let A be an open set with
measure (normalised volume) v ≤ 1/2. Let ε > 0 be given. Then we have:
vol(A+ ε) ≥ vol(B + ε),
where B is
• either an intrinsic ball with volume v.
• or a tube around a totally geodesic submanifold.
Remark 3.2. In Theorem 3.2, we only considered solution of the isoperimetric prob-
lem for subsets having measure ≤ 1/2. However, by the symmetry of the seperation
distance (mentioned in an earlier section), this provides a complete solution for the
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isoperimetric problem (i.e. for subsets with arbitrary measures). Indeed, in order
to find the solution of the isoperimetric problem with respect to a measure v ≥ 1/2,
let A be a subset with measure equal to v. For a fixed ε, let
w = 1− µ(A+ ε).
We clearly have w ≤ 1/2. Now we solve the isoperimetric problem with respect to
w, where the solution is provided by Theorem 3.2. Therefore, the solution of the
isoperimetric problem with respect to v, is the complementary of a δ-neighborhood
of a subset which is given by Theorem 3.2 for an appropriate δ > 0.
Proof. According to Theorem 2.1, for ever κ1, κ2, we have:
Sep(M,κ1, κ2) ≤ N(κ1, κ2).
Since the diameter of M is (strictly) smaller than the diameter of the canonical
sphere Sn, the result of Lemma 3.2 no longer holds. We need a modified version of
Lemma 3.2:
Lemma 3.3. Let κ1 ≤ 1/2 and κ2 ≥ 1/2. Let (I, ν) be a 1-needle on M . We
view I as an interval with length at most equal to diam(M). Then, there exist
(m, k) ∈ Z × Z with m + k ≥ n − 1 such that for the 1-needle (I1, ν1) where
I1 = [0, diam(M)] and ν1 = C1 cos(t)
m sin(t)kdt, we have:
Sep((I, ν), κ1, κ2) ≤ Sep((I1, ν1), κ1, κ2).
Proof. Let (I, ν) be a 1-needle on M . We prove the lemma by contradiction.
By a standard compacity argument we can assume there exists a p ∈ N with
p ≥ n− 1 such that the measure ν is of the form ν = (C1 cos(t) +C2 sin(t))pdt, i.e.
a sinp-affine measure. Hence, the density of the measure ν (denoted by f) can be
written as:
f(t) = A0 cos(t)
p +A1 cos(t)
p−1 sin(t) +A2 cos(t)p−2 sin(t)2 + · · ·+Ap sin(t)p.
For j = 1, 2, let Uj ⊆ I be such that:
(3.2) ν(Uj) = κj ,
and such that (U1, U2) realises the seperation distance for (I, ν). Let m ∈ {0, · · · , p}
be such that for every k ∈ {0, · · · , p}, we have :
(3.3)
Sep((Bk cos(t)
p−k sin(t)kdt, I1), κ1, κ2) ≤ Sep((Bm cos(t)p−m sin(t)mdt, I1), κ1, κ2),
where Bk, is the normalisation constant. Then, by contradiction, we have :
(3.4) Sep((I, ν), κ1, κ2) > Sep((Am cos(t)
p−m sin(t)mdt, I1), κ1, κ2).
Without loss of generality we can assume that I ⊆ I1. For i ∈ {0, · · · , p}, let
αi ∈ (0, 1) be such that: ∫
I
Ai cos(t)
n−i sin(t)idt = αi,
where
p∑
i=0
αi = 1.
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Let I1i, I2i ⊆ I be such that:
(3.5)
∫
Iji
Ai cos(t)
n−i sin(t)idt = αiκj ,
for j = 1, 2.
From equations (3.3) and (3.4), for every k ∈ {1, · · · , p} we have:
d(I1k, I2k) ≤ d(I1m, I2m) < d(U1, U2).
Therefore, for j = 1, 2, and i ∈ {1, · · · , p}, there exist sub-intervals Jji ⊆ Iji such
that
d(J1i, J2i) = d(U1, U2)
Therefore
(3.6)
∫
Jji
Ai cos(t)
n−i sin(t)idt < αiκj ,
Summing equations (3.6) for i from 0 to p, we conclude that the seperation
distance for the needle (I, ν) is smaller than d(U1, U2), which is a contradiction.
This ends the proof of the Lemma.

Remark 3.3. Perhaps a more straightforward proof for lemma 3.3 could be to use
equation (3.1) of Lemma 3.1 for k ≥ 1, combined with the fact that the support of
the measures involved in this lemma has length at most equal to pi/2 and mimic
the proof of Lemma 3.2.
Lemma 3.3 provides us with the optimal needle seperation distance for 1-needles
on M . According to Proposition 2.1, what remains is to find subsets of M , that
realise this needle seperation distance. The only subsets that realise this seperation
distance are given by either intrisinc balls or tubes around totally geodesic sub-
manifolds. Indeed, the formula for the volume of tubes around such submanifolds
(see [5] or [2]) precisely gives this needle seperation distance. This ends the proof
of our theorem. 
Remark 3.4. Totally geodesic submanifolds of compact rank one symmetric spaces
are completely classified. This is a classical well-known result which can be found
in advanced Riemannian geometry text books (for instance [2]. Therefore, accord-
ing to Theorem 3.2, we know all the candidates for the solution of the (sharp)
isoperimetric inequality. In order to know which subset is precisely the solution
of the isoperimetric problem (for a given volume), one needs to check within the
candidates that which one has the least volume of its ε-neighborhood.
4. Remarks and Questions
Here we list a few important remarks as well as some open problems related to
the topic of this paper.
• Theorem 2.1 can be generalised to every CD(k,N) Riemannian manifold
for which a 1-needle would be understood as a CD(k,N) 1-needle. See [10]
to have a sight of CD(k,N) needles.
• Theorem 2.1 provides another proof of the Gromov-Levy isoperimetric in-
equality. The original proof in [8] uses variational methods and Heintze-
Karcher comparison theorem.
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• One most probably can use Theorem 2.1 to also provide another proof to
E.Milman’s class of isoperimetric inequalities proved in [12]?
• Does Klartag’s needle decomposition also hold for non-Riemannian met-
ric spaces? This is in comparison with the recent work of Cavalleti and
Mondino in [3].
• What would a (sharp) isoperimetric inequality on (compact and non-compact)
Lie groups be? The spirit of this question is related to Theorem 2.1.
• It is also very interesting to study isoperimetric inequalities on (compact)
quotients of the Hyperbolic spaceHn. The needles on the negatively- curved
Riemannian manifolds should (probably) behave as sinhn-concave proba-
bility measures. One is left to study sets realising seperation distances for
various pairs of real numbers (κ1, κ2).
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