Abstract: Risk-need assessment is widely accepted as best practice with juvenile offenders and is underpinned by a healthy research literature on risk assessment inventories. Previous studies have found both similarities and differences on risk measures when gender and racial/ethnic subgroups have been compared. Differential validity has been examined, but differential prediction has been overlooked. The current study undertook gender and ethnic comparisons for a large sample (N = 3568) of community based juvenile offenders who were evaluated using the Australian Adaptation of the Youth Level of Service/Case Management Inventory (YLS/CM-AA). Analyses showed various gender and ethnic differences at the item level, across domain scores and on the total inventory score, but not for validity indices. However, 1 year re-offending rates for youth in three classification categories (low, moderate, high) varied by gender and ethnicity. The findings were related to contemporary understandings of the risk factors for offending and the dynamics of crime for gender/ethnic subgroups. It is argued that in spite of these subgroup differences, a generic inventory such as the YLS/CM-AA can be used fairly with various subgroups. Recommendations for how this could be accomplished are provided. Risk-need assessment is widely accepted as best practice with juvenile offenders and is underpinned by a healthy research literature on risk assessment inventories. Previous studies have found both similarities and differences on risk measures when gender and racial/ethnic subgroups have been compared. Differential validity has been examined, but differential prediction has been overlooked. The current study undertook gender and ethnic comparisons for a large sample (N = 3568) of community based juvenile offenders who were evaluated using the Australian Adaptation of the Youth Level of Service/Case Management Inventory (YLS/CM-AA). Analyses showed various gender and ethnic differences at the item level, across domain scores and on the total inventory score, but not for validity indices. However, 1 year re-offending rates for youth in three classification categories (low, moderate, high) varied by gender and ethnicity. The findings were related to contemporary understandings of the risk factors for offending and the dynamics of crime for gender/ethnic subgroups. It is argued that in spite of these subgroup differences, a generic inventory such as the YLS/CM-AA can be used fairly with various subgroups.
more rigorous (Medoff, 2003; Tolman & Mullendore, 2003) . Certainly risk-need assessment has it critics (Baird, 2009; Hart, Michie, & Cooke, 2007) and decisions may be challenged for not giving due attention to how representative the normative group is for the indivdual being assessed (Canadian Association of Elizabeth Fry Societies, 2008; Hanson & Howard, 2010) .
Recently, norms have been provided by gender and setting (community versus custody) for the YLS/CMI 2.0 (Hoge & Andrews, 2011) . These norms ground the percentile rank of an individual's score to one of four subgroup and thereby indicate risk-need relative to males or females either in the community or in custody. However, the resulting risk/need classifications have not been compared for predicting continued criminal activity. Based on existing research, there is little doubt that a predicitve association exists, but the re-offending rates by subgroups have not been reported. Analysis of subgroup differences at the item and domain levels, as well as investigating the link between classification and recidivism, will contribute to the psychometric and practical benefits of risk-need inventories for diverse juvenile populations .
We stated that the existing literature on subgroup difference with the YLS inventories is limited. Few studies provide item level analyses and those that do often report only aggregate results (Onifade, Davidson, Livsey, et al., 2008; Thompson & Pope, 2005) .
However, Flores, Travis and Latessa (2003) did provide item analyses for gender and racial (White, Non-White) subgroups in a sample of aproximately 1500 Ohio youth under custodial and probation supervision. Subgroup differences in item endorsement proportions were common. On the basis of gender, there were significant differences on just over half of the items; whereas by race, two thirds of the items differed. Such item analyses are particularly helpful as they reveal the source of differences in the broad risk domains. For example, the significantly higher score for females on the family risk domain was due to females being more likely to experience inappropriate discipline and poor relations with parents, especially mothers. For non-Whites, a higher incidence of occasional and chronic drug use augmented their overall score on the substance abuse domain. Research with other risk inventories also indicates that gender and racial/ethnic differences are likely to occur at the item level (Baker, Jones, Roberts, & Merrington, 2003; Schwalbe, Fraser, & Day, 2007) .
Other studies report comparisons of the total inventory scores for subgroups. The user's manual for the YLS/CMI (Hoge & Andrews, 2006) provides normative data for 173 male and 91female juvenile offenders. This data came from Jung and Rawana (1999) who reported that there were no significant differences by gender on the total inventory score. The YLS/CMI 2.0 manual (Hoge & Andrews, 2011) reports no gender difference in total score based on much larger samples. Flores et al. (2003) found that females scored 1.3 points higher than males overall. Schmidt, Hoge and Gomes (2005) reported no significant mean differences on the total inventory score for 67 male and 40 female offenders referred for mental health assessments. Nevertheless, females were approximately 3 points higher on the total score. In a Scottish study of youth in secure and residential settings, males (N= 52) scored approximately 7 points higher than females (N=42) on the YLS/CMI total score (Marshall, Egan, English, & Jones, 2006) . Onifade, Davidson, Campbell, et al. (2008) found that girls on probation (N=90) scored a significant 2.6 points lower than boys on probation (N= 238) in a midwest sample from the United States. The total inventory score was also reported as significantly higher for Native compared with non-Native youth (Jung & Rawana, 1999 ) and for non-Whites compared with Whites (Flores et al., 2003) ). New normative data for the YLS/CMI 2.0 show effect sizes bordering on small for total score difference between white and non-white offenders in custody (d = 0.19) and in the community (d = 0.18).
As might be expected, total score differences often emerge from the risk inventory domains. Differences across subgroups were common in the YLS study of Flores et al. (2003) . On the basis of gender, four domains differed and five domains differed in the racial analyses. In their Canadian sample of offenders, Jung and Rawana (1999) found that Native youth scored higher on negative peer relations, substance use, and engagement with recreational actvities. Schmidt, Campbell, and Houlding (2011) reported that scores for females were significantly higher than for males on the family subscale. Hoge and Andrews (2011) reported minimal domain differences by gender and race/ethnicity. A few differences were evident in their custodial samples. For example, females had more family problems than males and non-white males had more negative peer relations than white males. Collectively, these studies show that subscale and total inventory scores on YLS inventories do differ by subgroups. However, there is considerable variability in the direction and extent of differences depending on subgroup charcteristic, sample size, setting and jurisdition.
The predictive validity of juvenile risk assessment instruments in regard to gender has been examined in a number of studies. Schwalbe (2008) identified 19 studies that used various second and third generation risk assessment instruments and provided predictive validity data by gender. These studies from 1999 to 2007 produced 49 effect sizes (25 for males, 24 for females). In a meta-analysis of unweighted point-biserial correlation coefficients, Schwalbe found and average effect size of r = .26 for males and r = .27 for females. Only four of the studies in Schwalbe's meta-analysis used the Youth Level of Service/Case Management Inventory for which the predictive validity indices were r = .32 and r = .40 for males and females respectively. Schwalbe concluded that the design of most contemporary risk assessment inventories "leads to risk classifications with similar levels of predictive validity for male and female offenders" (p.1377). Olver et al. (2009) also present meta-analytic results for juvenile risk measures using a different but overlapping sample of studies to Schwalbe (2007 Schwalbe ( , 2008 . A gender breakdown of nine predictive validity studies that used youth versions of the Level of Service Inventory (LSI) showed that the mean weighted effect size for general recidivism was r w = .33 for males and r w = .36 for females.
The predictive validity of juvenile risk assessment by race/ethnicity is more difficult to aggregate across studies due to both country and even jurisdictional differences in the diverse subgroups represented. In a subset of five of studies, Olver et al. (2009) Predictive validity by race/ethnicity has been found to vary with other juvenile risk instruments in other jurisdictions. In two studies (Schwalbe, Fraser, Day, & Arnold, 2004; Schwalbe, Fraser, Day, & Cooley, 2006) , differences were found between White and African American youth in the predictive validity of the nine item North Carolina Assessment of Risk (NCAR). In a subsequent study (Schwalbe, Fraser, & Day, 2007) , the NCAR and an expanded version of the instrument produced somewhat different AUC values for Non-Latino White versus African American juveniles. However, the 95% confidence interval for those indices all overlapped.
In summary, the literature shows that the psychometric properties of risk-need assessment instruments for juvenile offenders may or may not be similar across some of the distinguishable subgroups with which they are used. For both fairness and utility, it is important to investigate such differences. This needs to be done relative to the risk instrument and the juvenile justice jurisdiction in which the instrument is used. Moreover, it is important to elucidate whether any psychometric differences that do emerge, even if they are relatively small, impact on the way the inventory is used and decisions that are based on the inventory. This is seldom considered in the research literature. For example, the equivalence of predictive validity indices for subgroups in extant research has lead to reassurances that one size of juvenile assessment inventory fits all. In practice though, youth are classified into several categories of risk-need that are the basis for different courses of action in keeping with risk/need/responsivity principles (Andrews, Bonta, & Hoge, 1990; Hoge & Andrews, 2011 Hoge & Andrews, 1995) has been used to assess risk and needs. Data from a large sample allowed: 1) examination of the item, domain and total risk scores by gender and ethnicity, and 2) exploration of predictive validity and predictve accuracy for the same subgroups.
Method

Data
Approval to access the data for this study was granted by the appropriate university and government ethics committees. Data were provided by the New South Wales (NSW) Department of Human Services (Juvenile Justice) where the YLS/CMI-AA was adopted in October 2002 as a significant part of the assessment policy and procedure. Information on the adaptation process and the preliminary psychometric data were provided by Thompson and Pope (2005) . Like the parent version, the instrument includes risk/need items over eight domains: (1) prior and current offences; (2) family and living circumstances; (3) education/ employment; (4) peer relations; (5) substance abuse; (6) leisure/recreation; (7) personality/ behavior; (8) attitudes/ beliefs. There are 47 items in total on the inventory with all but one scored in a binary fashion to indicate whether the operationally defined risk factor applies to the young person. One item related to age at first court order is scored 0, 1, 2 with more weight given to younger offenders. Domain subscores vary between 3 and 9 while the total score can range from 0 to 48.
In a computerized format, the inventory was completed for all young persons under various forms of supervision in the community and some young people in custody. Departmental policy required repeated completion of the inventory at regular intervals. The result was 6632 inventories relating to 4238 juvenile offenders from 40 juvenile justice locations throughout the state. We were able to obtain recidivism data for 4138 of these individuals From these, we eliminated four cases with data errors, 296 cases from 2002 when the inventory was being rolled out, and 270 cases where the inventory was used to assess Recidivism was defined as a re-offence occurring within one year of the administration of the YLS/CMI-AA that resulted in a conviction. Where the young person was charged and convicted of more than one offence, the offence attracting the most severe penalty was selected as the index offence. The analyses were based on the date of the actual offence rather than the date of conviction, which varied depending on the police and court processing times. This calculation has the advantage of representing "real time" to offending.
It reduced extraneous sources of time variability in our examination of the predictive reach of the inventory. The re-offending data were retrieved from the New South Wales Bureau of Crime Statistics and Research reoffending database (ROD). ROD contains all finalised juvenile and adult criminal appearances in NSW higher courts (District and Supreme), NSW Local Courts and the NSW Children's Court (Hua & Fitzgerald, 2006) . There was ample time (approximately 11 months) for a conviction to be finalized and registered beyond the "real time" follow-up period of one year. Within 3 months of the first YLS, 20.9% of the sample had re-offended. Within 6 months, 33.7% had re-offended and within 12 months, 50.7% of the sample had re-offended.
Results
Item Analysis
First, endorsement proportions were calculated for all items and comparisons made by gender using Pearson's chi-square statistic, Cramer's V, and a conservative probability level of .001. The Cramer and Pearson statistics are both measures of association. However, Cramer's V ranges between 0 and 1 and thereby gives both a measure of significance and effect size similar to a correlation coefficient (Field, 2009 ). There were significant gender differences for a number of items. Males (26.2%) were more likely than females (19.3%) to have three or more prior offences. Females (57.2%) were more likely than males (46.9%) to use alcohol only occasionally, although equal proportions of both genders (20%) used alcohol regularly. Females were more likely to not participate in organised leisure or recreational activities (70.7% versus 58.7 % for males), more likely to display tantrums (38.1% versus 27.5%), and more likely to be verbally aggressive (42.4% versus 31.3%). The domain that showed the most consistent pattern of gender differences though was Family and Living Circumstances. Five of the seven items were significantly different (χ12.19 to 40.05, p <.001, Cramer's V from .058 to .106, p < .001). Females were more likely to experience inadequate monitoring, lack of parental control, inappropriate discipline, poor relations with mother/stepmother and homelessness. The endorsement of these items was typically 7-10% higher for females with the biggest differential for difficulties with mother (42.4% for females versus 28.9% for males).
The same analytical approach was used to examine item endorsement by the three ethnic subgroups. All but five of the 47 items showed significant differences and all risk domains were represented (χ 2 (2) 
Domain Analyses
The mean and standard deviation of domain scores by subgroups are presented in Table 1 . Parametric statistical tests were used to compare domain score by subgroups. Subgroup distributions of domain scores were predominantly positively skewed and platykurtic. However, large subgroup samples make it likely that the assumption of normality for sampling distributions was satisfied (Field, 2009, p.134 was between small and medium (r = .22). Post hoc comparisons showed that the pairwise differences between all ethnic subgroups were significant (p < .001). The Indigenous mean total score was 2.6 points higher than the Australian mean which in turn was 3.4 points higher than the Ethnic mean. The 6 points differential in total risk score between the Indigenous group and the Ethnic group was a moderate effect size (r = .31).
Predictive Validity
The relationship between the YLS/CM-AA total score and the one year dichotomous recidivism measure was computed for the sample as a whole and also separately for subgroups. Both the point biserial correlation and receiver operating characteristic (ROC) curve analysis were used. ROC analysis plots the true positive rate (sensitivity) against the false alarm rate (1 minus specificity) for all possible cutting values of the risk measure. The resulting area under the curve (AUC) is a useful and commonly reported index of predictive accuracy (Bennett et al., 1999; Rice & Harris, 1995) . The results are presented in Table 2 . The correlation coefficients were between r = .17 for the Indigenous subgroup and r = .27 for males. The validity coefficient for males was not significantly different from that of females. However, the coefficient for the Indigenous group was close to being different from that of the other two ethnic groups (p < .06). The validity coefficient for the total sample was r = .26 which is a medium effect size for a point-biserial correlation with a re-offending base rate of 50% (Rice & Harris, 2005) . AUC values were between .604 for the indigenous subgroup and .659 for males. The 95% confidence intervals for subgroup AUCs overlap, although those for the ethnic subgroups show a pattern of near difference similar to that for the correlation coefficients. Subgroup confidence intervals also overlapped with the confidence interval for the combined sample AUC = .652. The latter value indicates that there was a 65.2% probability that a randomly selected recidivist would score higher on the YLS/CMI-AA total score than a randomly selected non-recidivist.
Predictive Accuracy
To show how categories of risk based on the overall sample impact on prediction accuracy for gender and ethnic subgroups, cut scores were identified. The cut score ranges were not exactly the same numerically as those of the YLS/CMI (Hoge & Andrews, 2006) and YLS/CMI2.0 (Hoge & Andrews, 2011) because the Australian adaptation has a higher maximum score. However, the cut scores we derived were for proportions of our sample equivalent to those categorised by the cut scores of the parent version. Specifically, the low risk category was for a total score between 0 and 15 which accounted for the 45.6% of our overall sample. The moderate risk range (16-30) accounted for 43.4% of the sample. The high and very high categories were combined to included total scores between 31 and 48 which represented 11% of the sample. These categories were combined because in the parent version, the very high category is for the top 1% of scores. Even with our large sample, the actual number of scores in this range is too few to permit meaningful analysis of predictive accuracy. Bechtel et al. (2007) also combined the high and very high YLS categories. Table 3 shows the base rate of re-offending for all subgroups. Females and ethnic youth have the lowest rate around 40%, while males and Indigenous youth are higher at 53% and 63% respectively.
The coordinate points of a ROC curve also allow estimates of the hit and false positive rates associated with scores on the inventory. The ROC values are for the average of two consecutive observed values of the total risk score. They show the proportion of re-offenders correctly identified by using the score as a cut point and the proportion misclassified at that score. For our total sample, a prediction that all juveniles with scores above 19.5 re-offend was associated with a hit rate of 51% (the overall base rate) and a false positive rate of 28%. The subgroup ROC curves showed differences by gender and ethnicity. The same cut score of 19.5 was associated with a hit rate of 50 % for males and 57% for females, but with false positive rates of 27% and 35% respectively. By ethnicity, and using the same cut score, the hit rates were 58% (Indigenous), 51% (Australian) and 38% (Ethnic) with associated false positive rates of 41%, 30% and 19% respectively.
Discussion
The results of this study showed both gender and ethnic differences for a large sample of community based juvenile offenders who were evaluated using the Australian Adaptation of the Youth Level of Service/Case Management Inventory. Differences were found at the item level, across domain scores and on the total inventory score, but not for predictive validity indices. However, predictive accuracy rates using either risk categories or coordinates of the ROC curve did show differences by gender and ethnicity.
Differences in item endorsement proportions were observed for 21% of the items by gender and 89% by ethnicity. This is consistent with the high frequency of item differences for subgroups found by Flores et al. (2003) . Given the large number of items on the YLS inventory, differences should be expected when various subgroups are compared. This is because the content covered in most domains is sufficiently wide to incorporate correlates of offending that may distinguish some groups more than others. Schwalbe, Fraser and Day Item and domain analyses showed that risk factors were less prevalent for the group referred to as Australian Ethnic. We derived this homogenous category from information collected by the juvenile justice department rather than a priori expectations about specific ethnic risk differences. Australian Ethnic youth were those identified as having a nonAustralian cultural background. The ethnic backgrounds most reported were Lebanese, New
Zealander and Vietnamese, and each comprised 9-10% of the larger Australian Ethnic group.
However, Pacific Islanders, including youth identifying as Polynesian, Maori, Samoan, Tongan, Fijian and Cook Islanders, collectively made up 28% of the subgroup. Informed analysis shows a variety of interacting cultural, language, social, economic and global factors at play for these groups in Australia. However, inaccurate metaphors and misleading media reports can reduce this complexity to moral panic over criminal proclivities (Cunneen and White, 2007; Dodge, 2008) . The reduced prevalence of risk factors for the Australian Ethnic subgroup as a whole suggests otherwise. The findings also show how varied the ethnic mix can be in any jurisdiction. Racial, ethnic and cultural categorizations are poor proxies for the complex relational issues that underpin them (Markus, 2008; Phinney, 1996) .
The item and domain differences by subgroups led to differences in the total risk/need score on the inventory. These differences amounted to females scoring 1.4 points higher than males. Indigenous youth scored 2.6 points higher than Australian youth and 6 points higher than the Ethnic youth. Although small in statistical effect size, some might consider such differences indicative of test bias. However, mean differences between groups do not alone constitute evidence that a psychological measure is biased. If differences are consistent with what is known about offenders from specific subgroups, such findings confirm that domain relevant content is represented in the inventory and it is sensitive to those differences.
The predictive validity results of the current study were in keeping with those reported elsewhere. Validity indices (point biserial r and AUC) for the total sample were similar to those for the YLS and other second and third generation risk assessment instruments as reported in recent meta-analyses (Olver et al. 2009; Schwalbe, 2007) . By gender, the point biserial coefficients in our sample were only marginally smaller than the mean weighted effect sizes for males and females from nine previous YLS studies (Olver et al. 2009 ). The predictive validity effect sizes by gender and ethnic subgroups reported in Table 2 did not differ significantly. However, for the Indigenous group, the correlation coefficient and the AUC confidence interval border on a lower degree of magnitude. Nevertheless, the results provide further support for the YLS inventories and indicate that predictive validity is quite robust across a number of subgroups.
The predictive accuracy results in Table 3 relate to risk-need classification and to issues of test utility in ways that are not self-evident from predictive validity indices. Using risk-need categories equivalent to those suggested in the YLS/CMI manuals (Hoge and Andrews, 2006, 2011) , the results showed that 1 year re-offending rates increase substantially across three classification levels. The accuracy rates for those same categories applied to gender and ethnic subgroups showed some variation and more than might be expected from the predictive validity indices. This is because subgroup accuracy rates reflect a combination of effects beyond small differences in validity coefficients. These include differences in the subgroup distribution of scores and mean total score, differences across subgroups in the base rate of re-offending, and the effects of continuous raw scores being converted to discrete raw score categories.
Moreover, the results in Table 3 show how classification accuracy rates based on the total sample are tipped toward the majority subgroup (e.g., males or Australian) due to their proportional over-representation.
Predictive accuracy data are important for two reasons. First, they provide risk inventory users and policy makers with easy to understand information. Gendreau and Smith (2007) , 1999, Test Standard 7.6; Betts et al., 2008) . The current study showed that when categories of risk are linked to 1-year re-offending, there are varying subgroup differences in accuracy. That pattern was also evident in the results drawn from coordinates of the subgroup ROC curves.
Implications
The limited representation of item content for various subgroups may be viewed as a potential source of bias on inventories such as the YLS (Emeka & Sorensen, 2009 ). However, we think customising item content is not necessary. The current study showed that the YLS/CMI-AA items have a degree of sensitivity to gender and ethnicity. Although offending pathways and dynamics vary across prominent subgroups, common continua of risks and needs are evident with score distributions overlapping (Gavazzi et al., 2006; Hubbard & Pratt, 2002) . Also, risk factors are not independent but co-occurring (Dixon, Howie, & Starling, 2005; Farmer & Farmer, 2001) . Not all correlated risk variables need to be psychometrically represented to achieve the desired objectives. On that account, the quantifiable part of YLS inventory (Parts I and II) should not be confused with the full assessment of an adolescent offender. The needs and special considerations often noted as being overlooked for girls and ethnic subgroups are listed as important matters for evaluation (Part III of the inventory and Appendix B of the user's manual; Hoge & Andrews, 2006 , 2011 . We believe contextualised and idiographic considerations are best made at this level and factored into the overall assessment along with the psychometric results.
We also believe that it may not be necessary to develop separate subgroup norms for YLS inventories. A step in the direction of subgroup norms has been taken with the YLS/CMI 2.0 (Hoge & Andrews, 2011) where new cut points are provided for males and females in custodial and community settings. However, those norms only ensure that the same proportion of offenders occurs in the same risk-need categories. The predictive accuracy of the resulting classifications has not been examined and may not be an improvement on using a common set of norms.
Transparency about predictive accuracy rates for subgroups if common norms are used is important as the results of our study show. Within group norming and other forms of test score adjustment is complex (Kehoe & Tenopyr, 1994) . It has proven contentious and even unlawful when cognitive ability tests have been used for employment selection (Sackett & Wilk, 1994; Schmitt, Sackett, & Ellingson, 2002) . It is further compounded by the inadequacy of identifiers based on sex, race, ethnicity, culture, and national origin to reflect common underlying differences. These are indicators of surface-level diversity and may not map well onto deep-level diversity (Eagly & Chin, 2010 (Sackett & Wilk, 1994) . Considering the results of the current study, we think the YLS/CMI-AA can be used fairly with a common set of classification norms under the following conditions. First, several risk categories should be determined that are associated with increasing levels of risk. Among the various considerations for optimal norms, cut scores should be chosen to minimise differential prediction for dominant subgroups (McGrath & Thompson, 2011) . The differentials to be minimised are those between the common norms and subgroups, not those between subgroups per se. Second, the resulting risk categories should be communicated via descriptors such as low, moderate, high and very high risk of re-offending. This is essentially a crude form of banding of test scores (Sackett & Wilk, 1994) . It implies that all youth are similar within each band on the construct of interest (i.e., recidivism risk). In the current study, score band descriptors low, moderate and high were faithful to the increasing relative risk for all of the subgroups. Third, it is important to consider whether common norms are justified for the types of decisions that are being made. This is the evaluative and prescriptive function of risk assessment (Schopp, 1996) . (Embretson, 1996) are worth pursuing. Our criterion measure was derived from official conviction data.
However, the follow-up period of 12 months was based on the earlier date of actual offending not the subsequent court finalization date. This is in keeping with the real time case management intent of risk assessment, but a longer follow-up period would contribute to understanding short versus long term recidivism. Variation in the follow-up period and in the operational definition of re-offending can account for differences in predictive validity across studies (Singh & Fazel, 2010) . Bias in the criterion measure can be a source of differential prediction (American Educational Research Association, American Psychological Association, National Council on Measurement in Education, 1999; Sackett & Wilk, 1994) .
The conviction process could be vulnerable to biases for the subgroups we examined.
Another limitation is that we examined gender and ethnic group differences independently.
These and other social identifiers intersect and much is to be gained from examining the interaction of such "social locations" (Bechtel et al. 2007; Burgess-Proctor, 2006; Rodriguez, 2010) . However, the research trends in this direction strengthen further our reasons for eschewing separate inventories and separate norms. Increasing differentiation yields more subgroup permutations that could conceivably lead to a progression of inventory customisations or subgroup norms. Finally, the position we elaborate on the use of common norms relates to our particular sample of community offenders. We think this advances thinking on timely and important issues but recognise that jurisdictional and setting difference may warrant a different argument. For example, the context and circumstances of youth in custody might justify both modifications to risk-need assessment approaches as well as specific norms. In conclusion, subgroup analysis of risk measures for youthful offenders does advance our understanding of how they may be used to serve juvenile offenders and juvenile justice. 
