We establish pointwise polynomial decay estimates in velocity space for the spatially inhomogeneous Boltzmann equation without cutoff, in the case of hard potentials (γ + 2s > 2), under the assumption that the mass, energy, and entropy densities are bounded above, and the mass density is bounded below. These estimates are self-generating, i.e. they do not require corresponding decay assumptions on the initial data. Our results extend the recent work of Imbert-Mouhot-Silvestre (arXiv:1804.06135), which addressed the case of moderately soft potentials (γ + 2s ∈ [0, 2]).
Introduction
The Boltzmann equation is a fundamental model in kinetic theory and statistical physics. It describes the evolution of a particle density of a rarefied gas in phase space. A solution f :
where (suppressing the dependence on t and x)
Note that this implies
We are interested in the non-cutoff case where the collision kernel B has a nonintegrable singularity near θ = 0, which reflects the fact that long-range interactions are taken into account. In particular, B takes the form (1.5) B(r, cos(θ)) = r γ b(cos(θ)), b(cos(θ)) ∼ | sin(θ/2)| −(d−1)−2s , where γ > −d, and s ∈ (0, 1). More specifically, we consider the case of hard potentials where γ ∈ (0, 2) and γ + 2s > 2. The purpose of this article is to study the a priori decay of solutions to (1.1) for large velocity, under conditional assumptions that we make precise in (1.6) below. Decay as |v| → ∞ is an important and ever-present issue in the mathematical study of the Boltzmann equation, because of the need to control the integral operator Q(f, f ), which has a growing (or slowly-decaying, depending on γ) factor of |v − v ′ | γ in its kernel.
The question of global existence vs. breakdown for large solutions of (1.1) (i.e. solutions that are not necessarily close to an equilibrium state) is a celebrated open problem, and may be out of reach with current techniques. A more realistic, but still highly nontrivial, goal was conjectured in [18] : that solutions are C ∞ provided the following estimates on the hydrodynamic quantities (mass, energy, entropy densities) hold for all (t, x) ∈ [0, T ] × T d :
(1.6) Roughly speaking, this means any singularity in the Boltzmann equation is physically observable at the macroscopic scale. This conjecture was very recently proven, in the case of moderately soft potentials (γ + 2s ∈ [0, 2]) in [17] . This followed a number of works in the same direction, starting in 2014:
• In [21] , Silvestre showed that solutions satisfying (1.6) enjoy an a priori bound in L ∞ , in the case γ < 2 and γ + 2s > 0. (A similar conclusion holds for other ranges of γ and s, but with extra assumptions on f .) • In [18] , Imbert-Silvestre improved this conclusion to C α regularity, via a De Giorgi-type estimate. • In [15] , working in the case of moderately soft potentials (γ ∈ (−2, 2) and γ + 2s ∈ [0, 2]), Imbert-Mouhot-Silvestre showed that pointwise polynomial decay in v is propagated
, and in the case γ ∈ (0, 2), this decay is self-generating (i.e. f (t, x, v) t −p |v| −q some p, q > 0, for arbitrary initial data).
• In [16] , Imbert-Silvestre established Schauder-type regularity estimates for linear kinetic equations, and finally, in [17] , the same authors applied these estimates in a delicate bootstrapping procedure to conclude C ∞ smoothness, still under the assumptions (1.6) and in the moderately soft case.
The present article extends the result of [15] , specifically the self-generating upper bounds, to the case γ + 2s > 2. We should note that decay estimates for the moderately soft potentials case were a crucial ingredient in establishing the higher regularity of solutions in [17] , and part of the motivation of our main theorem is to open the door to conditional regularity under the assumption (1.6) in the case of hard potentials. The importance of decay in v can also be seen in the higher regularity theory of the closely related Landau equation, where a certain number of moments in v are "used up" in each step of the bootstrapping procedure [13] .
The main added difficulty in the regime γ + 2s > 2 is that our assumptions on hydrodynamic quantities (pointwise mass, energy, entropy bounds as in (1.6)) no longer guarantee a finite γ + 2s moment, which is needed to control the integral kernel arising in the Carleman representation of Q(f, f ) (see Section 2) . In order to deal with this, we will work in the space of solutions satisfying
Without loss of generality, we assume the time of existence T = 1. The constant K 0 is not controlled by any physically meaningful quantity, so we seek estimates that are independent of K 0 .
Remark. We say that a constant is universal if it only depends on the constants d, γ, s, m 0 , M 0 , E 0 , H 0 , and the cross section B(r, cos(θ)). We use the notation , , and ≈ to mean a quantity is bounded from above, below, or equivalent up to a universal constant. In our calculations, we will keep track of how constants depend on q and K 0 .
Our main result is 
where C q depends only on q and universal constants.
In particular, note that C q is independent of K 0 and the rate of decay in (1.8).
The proof of Theorem 1.1 also gives a universal bound on the constant K 0 in (1.7), which implies that f (t, x, v)|v| γ+2s dv t −(γ+2s)/γ . By the De Giorgi estimate of [18] , this implies f is Hölder continuous, with (local) Hölder estimates depending only on universal constants. (See Remark 1.4 of [18] .) We expect that the higher regularity argument of [17] would also extend (perhaps with some adjustments) to the case γ + 2s > 2, via our decay estimates for f and the universal bound on K 0 .
Related work.
There is a long history of decay estimates for the Boltzmann equation, though mostly for the space homogeneous case (where f is assumed to be independent of x): for estimates on L 1 v moments, both polynomial and exponential, see [14, 8, 6, 23, 3, 19, 20, 1] and the references therein. Pointwise polynomial decay (i.e. L ∞ v moments) were considered in [5, 2] for the homogeneous (cutoff) equation, and pointwise exponential decay was established in [10] . The latter result was extended to the non-cutoff homogeneous equation in [9] . It should be noted that the conditional assumptions (1.6) are not necessary in the space homogeneous case, because the mass M f (t) and energy E f (t) are conserved by the evolution of the equation, and the entropy H f (t) is nonincreasing.
Fewer decay results of this type are available for the inhomogeneous equation, but in [12] , generation of polynomial moments in L ∞ x L 1 v was established for the hard spheres collision kernel, under conditional assumptions similar to (1.6).
As mentioned above, unconditional global existence of solutions to the non-cutoff Boltzmann equation with general initial data remains unknown. Global-in-time solutions have only been constructed in special cases such as the close-to-equilibrium [11] and the space homogeneous [7] settings.
1.2. Proof strategy. Our preliminary goal is to show for all q > 0 sufficiently large that
where C q (K 0 ) depends on q and K 0 in an explicit way. (This is Theorem 4.7.) The proof of this estimate is based on the method of [15] . Defining g(t, v) = N q t −q/γ−d/2s |v| −q for a constant N q to be determined, our decay assumption on f implies that f (t, x, v) < g(t, v) for small t (see Section 3). Then we look at the first crossing point where f (t, x, v) = g(t, v) and seek a contradiction.
Since g is independent of x, we have ∇ x f = 0 and ∂ t f ≥ ∂ t g at this point. One then has
It then suffices to show Q(f, f ) < ∂ t g at the crossing point to derive a contradiction. Using the Carleman representation (see Section 2), we can decompose Q into a fractional diffusion operator Q 1 and a lower-order term Q 2 . Further decomposing the integral Q 1 into a "good" term G and four error terms, we will show that the diffusive part G is negative and dominates the other parts of Q, leading to the desired inequality Q(f, f ) < ∂ t g at the crossing point.
To complete the proof of Theorem 1.1, we need to show that the quantity K 0 can be bounded by universal constants. Using the pointwise estimate (1.9) and our hydrodynamic bounds, we will show that
Taking the supremum in (t, x), we then have that K ǫ 0 ≤ C for some C universal. Hence, the pointwise bounds (1.9) will in fact only depend on our original hydrodynamic quantities. This last step is reminiscent of the method applied to the hard potentials case of the Landau equation by the second author [22] , where decay estimates were first established with constants depending on the γ + 2 moment of f , and then this dependence was removed by carefully interpolating between the pointwise decay estimates and the energy density bound.
1.3. Organization of the paper. In Section 2, we review the Carleman representation of Q(f, f ) and the L ∞ estimate of [21] which we will need. In Section 3, we make precise the breakthrough argument described in Section 1.2. In Section 4, we prove the pointwise estimate (1.9) by estimating the collision operator Q(f, f ) at a crossing point. In Section 5, we complete the proof of Theorem 1.1 by showing the constant K 0 in (1.7) is bounded universally.
Preliminaries and known results
We will use so-called Carleman coordinates to write the bilinear collision operator Q(f, f ) as a sum of two terms,
(2.2) (We will routinely suppress the dependence of f on t and x in calculations involving the collision operator, since this operator acts only in velocity space.) These integrals are certainly well-defined, since we are assuming f is C 2 and has polynomial decay of high order in v. The following results, quoted from [21] , will allow us to treat Q 1 and Q 2 as a fractional diffusion operator and a lowerorder term, respectively. To simplify notation, we will write h = v − v ′ for the remainder of the paper. 
and A(|h|, |w|) ≈ 1.
The statement of [21, Corollary 4.2] is slightly different:
However, examining the proof shows that, in fact, (2.4) holds with
where cos(θ/2) = |w|/ |h| 2 + |w| 2 .
Next, for the lower order term Q 2 (f, f ), we have 
where c d,s > 0 depends only on d and s.
We will also need the main conclusion of [21] , which is an a priori bound for solutions in
for some N 0 depending only on universal constants.
See also [15, Theorem 4.1] for another statement of this result, with the time dependence of the right-hand side given explicitly.
Breakthrough Argument
Fix some q > d + γ + 2s + 1, which we will later take to be sufficiently large, and a classical solution f : [0, 1] × T d × R d → [0, ∞) to (1.1) satisfying hydrodynamic bounds (1.6), finite γ + 2s moment (1.7), and uniform polynomial decay as |v| → ∞ (1.8). That is,
Let g(t, v) = N q t −q/γ−d/2s |v| −q . Then for t > 0 sufficiently small, we know by (1.8) that f (t, x, v) < g(t, v). As discussed above, our goal is to show that f (t, x, v) ≤ g(t, v) for some N q depending only on K 0 and universal constants.
Suppose not. Then since f is periodic in x and decays in v, there must be a first crossing point.
In particular, we have that ∇ x f (t, x, v) = ∇ x g(t, v) = 0 and that
Our goal then is to show that under the assumptions of (3.2) that in fact
contradicting (3.3).
4.
Estimating Q(f, f )
To show that (3.4) holds under the assumptions (3.2), we need to analyze the collision kernel Q(f, f ) in detail. Starting with the Carleman representation (2.2), we see that the term Q 1 is a nonlinear, nonlocal diffusive term of order 2s, while Q 2 is a lower order convolution term. Since f is being touched from above by g, we should expect Q 1 (f, f )(t, x, v) < 0. We should be able to control the size of Q 2 as it is lower order, so that Q(f, f )(t, x, v) < 0 on the whole. So, we begin by investigating the diffusive term.
We have that
The term G(v) is the one good term, the source of all the diffusive behavior of Q 1 . We are able to estimate it using the concavity of g in the nonradial directions. The other E i (v) are error terms, which we need to bound from above. They are split according to how we will be bounding each of them. E 1 (v) is a local error term, which we will bound with the local regularity of g near v. E 2 (v) is the low growth error term. We will be be able to bound it because over the range of h that we integrate over, g(v + h) will be proportional to g(v). E 3 (v) is the low mass error term. We will bound the decay in the γ + 2s moment using g. And finally, E 4 (v) is the most delicate error term, as it will have the same decay in |v| as the good term G(v). But keeping careful track of the dependence on q will ensure that E 4 is controlled by G(v) for q large.
Remark. A similar decomposition can be made with the Landau equation. Since the equation is now of order 2 and "local", only the good term G and the local error term E 1 would remain. Without these other error terms, one can improve the upper bound on N q to ∼/2 , which would imply the Gaussian decay proven in [4] , [22] .
Bounds on Good Term G(v).
Our first goal is to bound G(v). This will be the one and only negative term, and the source of all the diffusion. 
where g(t, x, v) = N q t −q/γ−d/2s |v| −q , and G is defined by (4.2).
Proof. Recall that
We first want to bound the inner integral in h,
from above. Note that as the above integral is symmetric in h, it suffices to bound
Since g touches f from above at v, we have that
Next, we use the fact that, since |v + w| is small, w ∼ −v. Thus, for any h ⊥ w, we should have h · v ∼ 0. Explicitly, if w = z − v for some z ∈ B |v|/ √ 2q+4 , then h · w = 0 ⇒ |h · v| = |h · z| ≤ |h| |v| √ 2q + 4 .
We claim that (4.10)
Recall g(t, v) = N q t −q/γ−d/2s |v| −q . Let r = |h| and θ = h · v |h| |v| . If r ≥ 2|v||θ|, we have |v ± h| 2 − |v| 2 = |h|(|h| ± 2θ|v|) ≥ 0, and (4.10) follows. If r ≤ 2|v||θ|, then doing a Taylor expansion of u(s) = (1 + s) −q/2 , we see that where the remainder term R < 0 because u ′′′ (s) < 0 for s > −1. (Note that ±2θr/|v| + r 2 /|v| 2 ≥ −4θ 2 > −1.) Since r 2 /|v| 2 ≤ 4θ 2 and 2θ 2 ≤ 1/(q + 2), we have −q r 2 |v| 2 + q(q + 2) θ 2 r 2 |v| 2 + r 4 4|v| 4 ≤ q r 2 |v| 2 −1 + 2(q + 2)θ 2 ≤ 0, and (4.10) holds in this case as well.
In fact, for certain r and θ, the quantity g(v + h) − g(v − h) − 2g(v) has a coercive (negative) upper bound. More precisely, the expansion (4.11) shows
Since q > d + 1 ≥ 3, this implies
By (4.10) and (4.12), we have that 
Hence (4.17)
as desired.
4.2.
Bounds on local error term E 1 (v). The first error term we will bound is E 1 (v), the local error term. we have
where K 0 is the constant from (1.7) , and E 1 (v) is defined in (4.3).
Proof. From the Taylor expansion (4.11), we have that
Hence, using again that g touches f from above at v, we can bound the inner integral in h as
.
(4.20)
Hence, 
where E 2 (v) is defined by (4.4).
Proof. Since we restrict w so that |v + w| ≤ |v| √ 2 , this forces h ⊥ w to be such that |h · v| ≤ |h| |v| √ 2 .
Hence for any such h,
Thus, since f (v) ≥ 0 and g(t, v) = N q t −q/γ−d/2s |v| −q ,
Therefore, we can bound the inner integral in h by As in the proof of Lemma 4.2, it follows that the total error term can be bounded as
. .7), and (t, x, v) a breakthrough point with |v| ≥ 1, we have
where E 3 (v) is defined by (4.5).
Proof. We first have to bound the inner integral in w. By bounding f with g and noting that |w| ≤ |v + w| + |v| |v + w|, we obtain (4.25)
Taking z = v + w, we thus need to bound (4.26)
As (z − v) ⊥ h, we have that z · h = v · h. Let z ⊥ be the portion of z perpendicular to h and h = h |h| . Then, letting q ′ = q − γ − 2s − 1 > d, we see that
In the case that (ĥ · v) 2 ≥ |v| 2 /2, we can bound this easily as where the integral in r ′ is 1 since q ′ > d.
If |ĥ · v| 2 < |v| 2 /2, then by shifting the integral we can similarly get that
(4.29)
Thus in either case, recalling the formula g(t, v) = N q t −q/γ−d/2s |v| −q , we have that
Hence, we can bound our third error term as 
where E 4 (v) is defined by (4.6).
Proof. Again, we need to first bound the inner integral. As |v + h| ≤ |v| q , we have that
Hence, using f ≤ g as in Lemma 4.4, we can bound the inner integral as we did for E 3 (v) as
(4.32)
We need to be careful about how we bound this expression, since a factor 2 q/2 in this term would ruin our estimates later on. As |v + h| ≤ |v| q , we have that
Furthermore,
Hence,
Since |h| ≈ |v| whenever |v + h| ≤ |v| q , we thus have that 
Since γ > 0, we can bound |w| γ as
Thus as γ ≤ 2, we can bound this by our mass and energy bounds (4.38)
This implies the following simple estimate:
Lemma 4.6. At a breakthrough point (t, x, v) such that |v| ≥ 1, we have
4.7.
Completing the estimate on Q(f, f ).
Theorem 4.7. There exists q 0 > 0 universal, such that for all q ≥ q 0 , there holds
, and C > 0 universal.
Proof. First, we claim that a crossing point must occur at large velocity: more precisely, at any crossing point (t, x, v), we must have
To guarantee this, we need to take advantage of the L ∞ bound of [21] , quoted above as Proposition 2.3, which gives
At a touching point, we must necessarily have (4.43)
Hence, we get the following lower bound on |v|: 
at any crossing point. By taking q sufficiently large (universal), we can thus guarantee that
The remaining terms
, can be bounded using the lower bound (4.41) for |v|, and we have shown
for some C universal. Our choice of N q also implies Hence, via (4.48), we have (4.51)
Thus, by the breakthrough argument of Section 3, we see that taking N q as in (4.40) for q sufficiently large guarantees the upper bound (4.39) for f .
Bound on K 0 and conclusion of the proof
All that remains is to show that K 0 = sup t,x R d f (t, x, v)|v| γ+2s dv is in fact bounded by a universal constant to complete the proof of our main theorem.
Proof of Theorem 1.1. First, we can assume without loss of generality that for all q ≥ q 0 , (5.1)
N q = C q K q/(γ+2s) 0 2 q 2 /(γ+2s) .
Indeed, otherwise there holds, for some q ≥ q 0 , .
The key point is that as q → ∞, the exponents converge p 1 → γ + 2s − 2 γ + 2s < 1 and p 2 → 2 γ > 0 respectively. Hence by taking q sufficiently large (depending on γ, s, and d), we get that for all (t, x) ∈ (0, 1] × T d , and some small ǫ ∈ (0, 1). Taking the supremum in (t, x), we thus have that (5.9) K 0 K 1−ǫ 0 , which implies K 0 1. Thus, as K 0 is bounded by a universal constant, the pointwise bounds of Theorem 4.7 are universal as well.
