Abstract. A graph dynamical system consists of an undirected graph Y where each vertex is assigned a state from a finite set K, an update function for each vertex that depends only on the state of the vertex and its neighbors, and a method that dictates how to compose these functions. A common subclass of graph dynamical systems are sequential dynamical systems, or SDSs, where the update functions are applied sequentially, according to a given update order. An SDS where each vertex is updated precisely once at each step is called a permutation SDS. Two graph dynamical systems are cycle equivalent if their phase spaces are isomorphic when restricted to their sets of periodic points. In this paper we characterize cycle equivalence of SDSs as a function of shifts and reflections of the update order. Shifts of update orders for SDSs are shown to be closely related to conjugation of Coxeter elements, and we derive new graph constructions to obtain combinatorial bounds for the number of cycle equivalence classes of SDSs. The case of K = F 2 arises frequently in the study of discrete, finite dynamical systems, and we show that when K = F 2 , update order reflections give rise to additional new combinatorial structures with no direct analog in Coxeter theory. As particular cases we derive upper bounds on the number of cycle equivalence classes for trees, circle graphs and graphs that are vertex joins such as the wheel graphs. As a corollary about dynamics, we prove that if the graph Y is a union of trees, then all permutation SDSs over Y are cycle equivalent for any fixed choice of vertex functions. This work extends existing work on functional equivalence of SDSs, and also extends aspects of existing work on enumeration of conjugacy classes of Coxeter elements.
Introduction
Sequential dynamical systems (SDSs) were introduced in [5, 9] . They are dynamical systems constructed from (i) a finite undirected graph Y with vertex set v[Y ] = {1, . . . , n} where each vertex has a state from a finite set K, (ii) a sequence of Y -local functions F Y = (F i ) i∈v [Y ] and (iii) a composition order w which is a word over v [Y ] . An SDS (Y, F Y , w) has an associated map [F Y , w] : K n −→ K n which is the composition of the vertex functions F i as specified by the word w. In this paper, we will define cycle equivalence of graph dynamical systems, and will study it, and also its close relation to Coxeter theory, in the context of SDSs.
Other notions of equivalence of dynamics have been developed. In [9, 11] it is studied how the SDS map depends on the update order word w, and SDS maps are compared as functions. A characterization of functional equivalence is given in the case where w is a total ordering, or permutation, of v [Y ] . The results are general and apply to arbitrary vertex states and functions. An extension of the results to the case where the update composition is specified by words is given in [10, 12] .
The concept of dynamical equivalence of SDSs is studied in [3, 9] . Using the discrete topology dynamical equivalence and topological conjugation coincide. Two SDS maps are dynamically equivalent if their phase spaces are isomorphic as directed graphs. In [9] it is shown how symmetries in the graph Y give rise to dynamically equivalent SDS maps, and they do so through a relation on permutation update orders via graph automorphisms. The results are somewhat more restrictive in the sense that they basically apply to SDSs with induced, symmetric functions, although slightly more general formulations are possible.
In this paper we study cycle equivalence of SDSs. Two finite dynamical systems are cycle equivalent if there is an isomorphism between their periodic orbits. This equivalence naturally builds on the two notions of equivalence above. From the point of view of dynamical systems, cycles capture the long-term behavior. The notion of cycle equivalence of finite dynamical systems has been studied in [8] under the name stable isomorphism, but the characterization there only considers general finite dynamical systems of the form f : K n −→ K n and does not investigate its implications to SDSs.
We also show that cycle equivalence is closely related to Coxeter theory. Some of the results that we prove in this paper have a natural analog when translated into the language of Coxeter groups. This opens the door to use the rich mathematical tools and results of Coxeter theory to study sequential dynamical systems, something that has never been done before.
All three notions of equivalence mentioned above are examples of measures that give rise to neutral networks. As we will show, each equivalence concept has an associated graph structure where connected components encode neutrality. By this we mean that all vertices on the same connected component give rise to systems with equivalent dynamics. The structure and size of components in these neutral networks have a direct bearing on stability of the associated dynamical systems under modifications to the structure of the vertices.
This paper is organized as follows. In Section 2 we describe SDS related terminology and relevant background results from [9, 11] on functional and dynamical equivalence. In Section 3, we present cycle equivalence, and prove that any two SDSs where the update order differs by a cyclic shift are cycle equivalent. Additionally, we show that if K = F 2 then reflections of update orders also give rise to cycle equivalent SDSs. The necessary mathematical constructions to study cycle equivalence over general graphs are developed in Section 4, where the connection to Coxeter theory is presented. In Section 5, we prove that for a fixed sequence of functions, any two permutation SDSs are cycle equivalent when the base graph is a forest. Through the graph constructions C(Y ) and D(Y ) we also derive upper bounds for the number of cycle equivalence classes for a collection of other classes of graphs.
Background and Definitions
Let Y be a finite undirected graph with vertex set v[Y ] = {1, . . . , n}, and edge set e [Y ] .
Each vertex v is assigned a state y v ∈ K where K is a finite set. In the following y v is called a vertex state and the n-tuple y = (y 1 , . . . , y n ) is a system state. 1 We write
for the restriction of the system state to the vertices in n [v] , and let y ′ [v] denote the same tuple but with the vertex state y v omitted. The finite field with q = p k elements is denoted
It is clear that f Y completely determines F Y , and vice-versa. However, there are settings when it is easier to speak of one rather than the other. 
is a sequence of Y -local functions, and
The graph Y of an SDS is called the base graph, and when w ∈ S Y , the SDS is referred to as a permutation SDS. A sequence of local functions
and all γ ∈ Aut(Y ). Here, the composition of a function K n → K n with a permutation of K is interpreted as in (2.3). The corresponding sequence of vertex functions
The phase space of the map φ : K n −→ K n is the directed graph Γ(φ) with vertex set K n and edge set (y, φ(y)) | y ∈ K n .
What follows is a short overview of functional and dynamical equivalence of SDSs. The analysis is largely concerned with the aspect of update order and characterizes SDS maps for a fixed graph Y and fixed Y -local functions F Y in terms of w. It will provide the basis for cycle equivalence. [9] ). It follows that |S Y /∼ Y | is a sharp upper bound for the number of functionally non-equivalent permutation SDS maps obtainable through varying the update order. [11] it is shown that there is a bijection
is a sharp upper bound for the number of functionally non-equivalent permutation SDSs that can be obtained by varying the update order. The result can be extended to general word update orders w ∈ W Y . We do not review this here, but refer to [12] .
2.2. Dynamical Equivalence. Two finite dynamical systems φ, ψ :
With the discrete topology the concepts of dynamical equivalence and topological conjugation coincide. Let Aut(Y ) denote the automorphism group of Y . For γ ∈ Aut(Y ) and
For SDSs with Aut(Y )-invariant vertex functions, one has (see [9] )
It follows that the number orbits in S Y /∼ Y under this group is an upper bound for the number of dynamically non-equivalent SDSs that can be obtained by varying the update order under the condition that one has Aut(Y )-invariant vertex functions. For this bound, denoted ∆(Y ), one has
where γ \ Y denotes the orbit graph of the cyclic group G = γ and Y , see [3, 4] . This bound is known to be sharp for certain graph classes [4] , but the sharpness question in the general case is still an open problem.
Cycle Equivalence
Definition 3.1. Two finite dynamical systems φ :
Two systems φ and ψ with identical periodic orbits are functionally cycle equivalent.
By restriction it is clear that both functional equivalence and dynamical equivalence imply cycle equivalence.
Let σ, τ ∈ S n be defined by
and let C n and D n be the groups
Both C n and D n act on update orders w = (w 1 , . . . , w n ) via (2.3). Define σ s (w) = σ s · w, so that, e.g. σ 1 (w) = σ · w = (w 2 , w 3 , . . . , w n , w 1 ), and define ρ(w) = τ · w = (w n , w n−1 , . . . , w 2 , w 1 ). We can now state one of the main theorems:
. By the definition of an SDS map, the following diagram commutes
Thus we obtain the inclusion F w(k) (P k−1 ) ⊂ P k , and since the restriction map F w(k) :
We therefore obtain the sequence of inequalities
from which it follows that all inequalities are, in fact, equalities. Since the graph and state space are finite all the restriction maps F w(k) in (3.3) are bijections and the theorem follows.
Theorem 3.2 shows that acting on the update order by the cyclic group C m preserves the cycle structure of the phase space. In the case of K = F 2 , we may act on the update order by D m . This stems from the following result from [9] .
This follows from the fact that for each vertex function the map 1, 2 , . . . , n). By Corollary 3.4, all permutations that are shifts of π give cycle equivalent SDS maps. The second part now follows by inspection of one of the possible phase spaces. They are all listed in [9] , but without enumerations of periodic orbits.
Combinatorial Constructions for Cycle Equivalence
In this section, we define two graphs over
whose connected components give rise to cycle equivalent SDSs for a fixed graph Y and a fixed sequence F Y . For ease of notation we will consider permutation SDSs, but it is not difficult to see how to extend this to systems with general word update orders. Since cycle equivalence is a coarsening of functional equivalence, it is natural to construct these graphs using S Y /∼ Y rather than S Y as the vertex set.
Let C(Y ) and D(Y ) be the undirected graphs defined by If we disregard the edge labels we see that there is a close connection with Coxeter matrices and Coxeter graphs on the one side, and SDS base graphs on the other side. Generators s i and s j for which M ij = 2 commute, and are not connected by an edge in the Coxeter graph. In the same way, Y -local maps F i and F j of an SDS commute if i and j are not connected by and edge in the dependency graph.
A Coxeter element [13] is a product of generators of the form
where |S| = n and π ∈ S n . Thus, there is a correspondence between the set C(W, S) of all Coxeter elements and the set of all permutation SDS maps over the Coxeter graph for a fixed sequence of vertex functions. In general, it is clear that |C(W, S)| ≥ |{[F Y , π] | π ∈ S Y }| with equality for SDSs with nor vertex functions [9] . In light of the correspondence between Coxeter elements, components of U(Y ), and permutation SDS maps, it is interesting to note that the bijection (2.5) in [11] has a counterpart for Coxeter elements (see [13] ) ( 
4.2) Θ : C(W, S) −→ Acyc(Γ) .
If we conjugate a Coxeter element s π(i) by s π(1) we get
Conjugation by "source generators" (or cyclically shifting) is generally not sufficient to fully characterize conjugacy classes of Coxeter elements, but it is known to hold for special cases [14] . However, this is precisely what is needed in the context of cycle equivalence of SDSs. There is a similar result to Proposition 5.1 for D n , albeit somewhat more restrictive. 
Corollary 5.4. If Y is a connected undirected graph on n vertices, then κ(Y
Proof. By Proposition 5.1, for any π ∈ S Y , the set {O
} contains n distinct acyclic orientations that are all κ-equivalent. The first statement now follows. By Proposition 5.2, if Y is not bipartite, then for any π ∈ S Y , the set {O
} contains 2n distinct acyclic orientations that are all δ-equivalent. This establishes the second statement. Our next step in the analysis of C(Y ) and D(Y ) is showing that only the cycles in Y contribute to κ(Y ). We do this by proving that we can remove trees that are attached to a graph without changing κ. We remark that the proof of the first statement is given in [14] for the special case where the maximal tree pruning of the Coxeter graph Γ is a circle.
Proof. First, we will prove that κ(Y ) = κ(Z). We show that contracting a single edge incident to a vertex of degree 1 leaves κ unchanged. The proof of the theorem will then follow by repeated edge contraction. Let Z be an undirected graph, and let Y be the graph Z, but with one extra vertex v and one extra edge {v, Proof. A forest with k trees can be pruned to E k , the empty graph on k vertices. All update orders for E k are equivalent, since any two vertices commute. Since κ(E k ) = 1 the result now follows by Theorem 5.6.
A special case of this result in Coxeter theory says that all Coxeter elements of a finite Coxeter group are conjugate [7] . This follows because the Coxeter graph of a finite Coxeter group is always a tree.
In the setting of SDSs, κ-and δ-equivalent orders correspond to cycle equivalent systems. Thus we can make the following statement about permutation SDSs where the base graph is a forest. The same result holds for the logical negation of the parity function, which is also invertible.
The next step after establishing the structure of the source-sink equivalence classes for a the case when Y contains no cycles (a forest), is to consider it when Y contains a single cycle. The result is proven in [14] , in the equivalent setting of enumerating conjugacy classes of Coxeter elements when the Coxeter graph is Circ n .
Let O k ∈ Acyc(Circ n ) be the acyclic orientation given by
where vertices are identified modulo n. Following [14] we also introduce the function ν : Acyc(Circ n ) −→ Z mapping O ∈ Acyc(Circ n ) to the number edges oriented as (i, i + 1) minus the number of edges oriented as (i + 1, i).
Proof. It is easy to see that any click preserves ν. In [14] the author shows that every O ∈ Acyc(Circ n ) is equivalent to precisely one of the orientations O k for some k ∈ {1, . . . , n − 1}. It follows that κ(Circ n ) = n − 1, and the proof of the proposition now follows from Theorem 5.6.
We next consider the case of D(Y ) and the bound δ(Y ) relevant for K = F 2 , a typical case for finite discrete dynamical systems. In this case we can use the group D n which has no natural analog in Coxeter theory. Over a forest, the bounds κ and δ coincide. However, for a graph containing a single loop this is no longer the case, as shown by the next theorem.
Proof. In light of Theorem 5.6 it again suffices to show that δ(
− n, and the equivalence classes from (5.1) correspond precisely with the values {2k − n | 1 ≤ k < n}. The value of ν is not preserved under the involution ρ, however we observe that ρ maps the class of acyclic orientations containing O k to the class containing O n−k and ν(O n−k ) = n − 2k. Thus
Remark 5.12. Observe that if n is odd, then δ(Circ n ) = 1 2 κ(Circ) since the reflection ρ identifies O k with O n−k , and these are always distinct if n is odd. However, when n is even, and k = n/2, then O k = O n−k .
We can extend this idea to any graph that contains a cycle of odd length. We have now established the structure of equivalence classes over graphs with at most one cycle. Next, we will look at how κ and δ behave under the vertex-join operation. Proposition 5.16 can be used to compute κ for several graph classes, for example, the complete graph K n , and the Wheel n graph, which is the vertex-join of Circ n and n + 1.
Definition 5.14 (Vertex join). The vertex join of a graph Y and a vertex
Corollary 5.17. For n ≥ 3, κ(K n ) = (n − 1)!, δ(K n ) = (n − 1)!/2, κ(Wheel n ) = 2 n − 2 and δ(Wheel n ) = 2 n−1 − 1.
Proof. There are 2 ( n 2 ) orientations of K n , and by the bijection in (2.5), precisely a(K n ) of these are acyclic, and this is equal to the number of components of the update graph U(K n ). Since U(K n ) consists of the n! singleton vertices in S Y , a(K n ) = n!. By Proposition 5.16, κ(K n ) = a(K n−1 ) = (n − 1)!. There are 2 n orientations of Circ n , and all but two of them are acyclic. Therefore, κ(Wheel n ) = a(Circ n ) = 2 n − 2. The corresponding values for δ are immediate from Proposition 5.16.
Summary
We have shown that for a fixed graph Y and fixed sequence of Y -local maps, cyclic shifts of the update order preserve the cycle structure of the phase space. Moreover, if K = F 2 , then this also holds under update order reversal. From these, we derived upper bounds κ(Y ) and δ(Y ) for the number of cycle equivalent permutation SDSs over a fixed sequence of functions. However, we have not addressed the question of whether the bounds κ(Y ) and δ(Y ) are sharp. It is easy to find simple classes of functions, such as the identity functions, where the global dynamics are independent of update order, and where non-equivalent update orders give rise to cycle equivalent SDSs. However, it is very plausible, but possibly difficult to show, that for any graph there exists a sequence of vertex functions such that any pair of non-equivalent update orders induce cycle non-equivalent SDSs. Proving this would require one to construct such functions for any given base graph Y . We remind the reader that the bound a(Y ) is sharp, and for any Y , the nor functions are used to realize this bound [9] . It is conjectured that the bound ∆(Y ) is realized for nor functions as well, but this is still an open question.
In this paper we have focused on cycle equivalence for permutation SDSs. It is not hard to see how we could extend this to general word update orders. The results should then hold, possibly with some modification, on each word class ofÛ (Y ), i.e., the set of permutations of some fixed word w. We have also not addressed computational aspects of cycle equivalence. Given two SDSs, what is the computational complexity of determining if they are cycle equivalent? Related questions have been asked for, e.g. fixed point reachability in [1] , but see also [2] for similar questions.
The mathematical roots of this analysis is intertwined with the rich theory of Coxeter groups. We hope that this paper will encourage more research connecting the two fields.
While Coxeter theory is well-developed, the study of graph dynamical systems is in its early stages, and the former could potentially be very helpful in understanding the dynamics of such systems.
