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Abstract 
Flow time-series data are crucial for water resources and floods management. In catchments 
where flow observations are not available or data are of poor quality, a method for modelling 
flow time-series is needed. The overall objective of this study is to assess the applicability of 
recent regionalisation methods to predict flows in tropical monsoon-dominated catchments 
where hydrological response is particularly variable over the seasons.  This PhD thesis 
addresses six primary challenges in the context of such catchments: 1) data quality, 2) rainfall 
estimation in mountainous catchments, 3) using regression for regionalising rainfall-flow 
response indices, 4) catchment non-stationarity, 5) conditioning rainfall-runoff models and 6) 
uncertainty analysis. The main novel contributions are: developing a data quality scoring 
system and exploring its effects on modelling; comparing a customised technique for rain 
gauge interpolation and using satellite products for spatial rainfall estimation; demonstrating 
practical difficulties in predicting land use change impacts; assessing the performance of recent 
conditioning methods and estimating prediction uncertainty in monsoonal areas. The main 
practical outcomes are: 1) the most in-depth study yet published of methods for predicting 
flows in northern Thailand for water resources planning; 2)   recommendations towards 
improving data support for water resources estimation in Thailand. 
Using data from 44 gauged sub-catchments of the upper Ping catchment in northern Thailand 
from the period 1995-2006, three relevant flow response indices (runoff coefficient, base flow 
index and seasonal flow elasticity) were regionalised by regression against 14 available 
catchment properties. The runoff coefficient was the most successfully regionalised, followed 
by base flow index and lastly the seasonal elasticity of flow. The non-stationarity (represented 
by the differences between two six-year sub-periods) was significant both in the flow response 
indices and in land use indices; however relationships between the two sets of indices were 
weak. The regression equations were not helpful in predicting the non-stationarity in the flow 
indices except somewhat for the runoff coefficient. Rainfall estimation errors from two 
different estimation methods were large and believed to significantly contribute to uncertainty 
in regionalised flow response indices and modelled flow time-series.   
The three regionalised flow response indices were used individually and in combination to 
condition the IHACRES rainfall-runoff model using a Bayesian approach. The runoff 
coefficient was the most informative index. This is followed by the base flow index and lastly 
the seasonal flow elasticity. Using the variance of the regression coefficients and of the 
regression residuals had limited success in estimating the flow uncertainty intervals because 
uncertainty from the IHACRES model structure is not sufficiently represented by the variance 
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of the regression. The regionalised model was considered to be too imprecise at the daily time 
scale but offers good support to water resources planning at the monthly and seasonal time 
scales. A partly subjective data quality scoring system showed the clear influence of rainfall 
and flow data quality on regionalisation uncertainty. Recommendations include developing 
more relevant soils databases, improved records of abstractions and investment in the gauge 
network.  
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Chapter 1 Introduction 
This chapter conveys the rationale behind the PhD thesis. The main challenges of this study are 
data quality assessment, non-stationarity in hydrological data, and the prediction of flow under 
the limitation of data scarcity and associated uncertainties in a tropical monsoon-dominated 
catchment. The background, objectives, outline and contribution of the thesis are presented in 
this chapter. 
1.1  Background 
River flow data are known to be important for a variety of water resources and flood 
management applications. Flow data can be obtained easily in catchments with networks of 
flow gauges and if necessary the record can be extended by using a locally calibrated rainfall-
runoff model. However, many catchments remain ungauged or poorly gauged, for example 
because of lack of budget for installing and maintaining gauging equipment, and environmental 
constraints on locations of gauges. Methods of modelling flows in ungauged catchments, where 
local calibration of rainfall-runoff models is not an option, are therefore needed. Much research 
on this topic has been done using spatial generalisation, or regionalisation, techniques (Croke et 
al. 2004, Wagener et al. 2004, McIntyre et al. 2005, Parajka 2005, Young 2006, Boughton and 
Chiew 2007, Yadav et al. 2007, Oudin et al. 2008b, Li et al. 2009, Masih et al. 2010, Bulygina 
et al. 2012, Gibbs et al. 2012, Kapangaziwiri et al. 2012, Hrachowitz et al. 2013, Hughes 2013). 
Usually, one of three general regionalisation approaches is used: transfer of information about 
flow responses from the closest gauged catchment (or pool of catchments) to the catchment of 
interest; transfer from a physically similar gauged catchment (or pool of catchments); or 
regression of information about flow responses against measured catchment properties. The 
information about flow responses may either be in the form of rainfall-runoff model parameters 
(Sefton and Howarth 1998, Xu 1999, Merz and Blöschl 2004, Wagener and Wheater 2006, Bao 
et al. 2012), or in the form of relevant flow indices such as the runoff coefficient, base flow 
index, flow duration curve, mean annual flow (Nathan and McMahon 1992, Yadav et al. 2007, 
Zhang et al. 2008b). Each method has strengths and weaknesses, and performance is variable 
depending on, for example, catchment topography, climate condition and quality of 
hydrological data and number of gauged catchments (Bao et al. 2012). 
Managing data and model uncertainty is an important component of evaluating suitability 
of regionalisation schemes for prediction in ungauged catchments. Uncertainty is present in 
input climate data, observed flow, and also arises from simplification of the real-world 
Chapter 1 Introduction  
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processes in modelling and in the regionalisation scheme (Wagener et al. 2004, Hughes 2006, 
Kjeldsen and Jones 2010, Hrachowitz et al. 2013). For tropical monsoon-dominated 
catchments, uncertainties could be particularly high due to strong seasonality and high 
variations in rainfall and wind. Analysing the effects of variable sources of uncertainty on 
quality of model outputs can improve understanding of priorities for data collection and model 
improvement, and can avoid over-confidence in decisions that are based on the model 
predictions or wrong inferences about factors affecting the hydrological response (Brown and 
Heuvelink 2006, Hughes et al. 2010). Using uncertainty analysis also provides a framework 
through which the value of different regionalisation approaches can be assessed, with the better 
methods giving more accurate and more precise outputs (Bulygina et al. 2012, Coxon et al. 
2013). 
Although there are now many published studies of flow predictions for ungauged 
catchments, most of them, such as those cited above, use case studies in relatively well-gauged 
and well-developed countries. Other countries suffer from more limited hydrological and 
catchment properties (e.g. soils) data, greater data quality problems and higher uncertainties 
that may affect the approach taken (Hughes et al. 2006, Winsemius et al. 2009, Kapangaziwiri 
et al. 2012). Furthermore, in some areas, the observed hydrological responses are affected by 
rapid land use change or other sources of hydrological non-stationarity that may complicate the 
spatial generalisation (e.g. Bari et al. 1996, Chiew et al. 2009, McIntyre and Marshall 2010, 
Peel and Blöschl 2011). These particular challenges – regionalisation using more limited data 
sets with variable data quality under strong climate variations and non-stationary conditions – 
have not been addressed extensively in the literature. This thesis addresses the above mentioned 
issues that arise when predicting flows in ungauged catchments using the case study of the 
upper Ping catchment in northwest of Thailand. 
1.2  Research aim and objectives 
The general aim of this study is to assess the applicability of recent regionalisation 
methods of Yadav et al. (2007) and Bulygina et al. (2009) and perform uncertainty analysis for 
the upper Ping catchment located in a tropical monsoonal region where the predictive skill of 
rainfall-runoff models and regionsation methods are less known and may be not as successful 
as that reported for other temperate regions. To achieve the ultimate aim, particular objectives 
shown below need to be met:  
 to identify flow indices which are informative for predicting flows in tropical 
monsoon-dominated region 
Chapter 1 Introduction  
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 to assess the applicability of using regressed flow indices for predicting flow time-
series and flow duration curves for ungauged sites 
 to investigate the impact of non-stationary by looking at the impact of land use 
change on the uncertainty in the regional regression and the ability of that regression 
to predict the impact of deforestation on flows 
 to test the sensitivity of the regression model to the rainfall estimation method 
 to assess the capability of two conditioning methods including using regression 
confidence intervals and Bayesian framework for estimating uncertainty 
 to devise a data quality score system that can help explain and refine the 
regionsalisation results. The influence of data quality on model performance is 
explored. 
 to suggest the prediction tasks that the modelling approach and available data can 
reasonably be expected to support  
 to make some specific recommendations about improving flow predictions in the case 
study catchments and in comparable catchments in tropical monsoon-dominted 
regions.  
1.3  Thesis outline 
This thesis is divided into seven chapters starting from general introduction as presented 
in this chapter. The following chapters are structured as below: 
Chapter 2 is a review of common issues of predictions in ungauged catchments including 
rainfall-runoff model structures, regionalisation methods, estimation of uncertainty, predicting 
change, data scarcity and data quality. The review is developed based on international literature 
with special attention given to the studies in tropical monsoon-dominated catchments. 
Chapter 3 describes the characteristics of the study catchment, which is the upper Ping 
catchment in northwest of Thailand. This chapter includes preliminary data analysis which is 
useful for developing understanding of the linkage between catchment properties and 
hydrological response and interpreting regionalisation results. A data quality score system is 
introduced and used for assessing the quality of 44 test sub-catchments. 
Chapter 4 focuses on spatial rainfall estimation. The performance of rain gauge 
interpolation and a satellite product (TRMM) in estimating areal rainfall and flow indices are 
compared. 
Chapter 5 provides the definition of flow indices used for regionalisation. The estimation 
of these indices in gauged and ungauged catchments is explained. The uncertainties caused by 
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the regionalisation procedure using regression method and impact on the predictability under 
land use change are discussed. Sensitivity of the regression method on rainfall input is 
discussed. The link between data quality and regression performance is assessed.   
Chapter 6 describes the features of the IHACRES rainfall-runoff model which is selected 
for this study. Flow time-series are estimated by conditioning the IHACRES rainfall-runoff 
model on the regressed indices obtained from Chapter 5 using two methods including 
regression confidence intervals of Yadav et al. (2007) and Bayesian method of Bulygina et al. 
(2009). 
Chapter 7 is the conclusion of major findings and recommended future works that could 
contribute to the advancement in prediction in ungauged catchments, particularly in tropical 
monsoon-dominated regions. 
1.4  Contributions 
There have been a large number of studies of predicting flow in ungauged catchments 
but not many of them have attempted to regionalise flow time-series in catchments where the 
problem of data availability and quality are more critical. Also, little attention has given to the 
effect of non-stationarity on predicting flows for ungauged catchments. Using a case study of 
44 sub-catchments of the upper Ping catchment in northwest Thailand is particularly 
challenging due to mountainous terrain, the high variabilities in flow and strong variations in 
rainfall caused by the monsoon, which could aggravate the problem of uncertainties. This study 
aims to make contributions to predicting flows in ungauged catchments, especially for the 
catchments in tropical monsoon-dominated regions as below:   
 Introducing a systematic approach for assessing hydrological data quality. This study 
is the first attempt, in my knowledge, to explicitly quantify rainfall-flow data quality 
in Thailand and to link data quality indicators to regionalisation performance.  
 Comparing methods for spatial rainfall estimation which assesses the value of using 
satellite products versus interpolation between rain gauges. There are a considerable 
number of previous studies evaluating the performance of single or different satellite-
based rainfall products over an area relative to baseline gauged estimates. However, 
few of these assess the satellite products relative to the alternative of interpolating 
between sparsely spaced gauges in the practical context of a catchment hydrological 
analysis. Also, there have been few published studies of the applicability of satellite-
derived rainfall to water resources studies in the monsoon-dominated climates of 
Thailand. To my knowledge, the proposed interpolation method using the 
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combination of rainfall gradient and inverse distance weighting method has not yet 
been applied to rainfall estimation and not yet been compared with satellite data in 
any studies. 
 Addressing the problem of predicting flows in mountainous ungauged catchment 
under tropical monsoon-dominated climate by using regression and Bayesian 
conditioning to regionalise a rainfall-runoff model. This study describes the most 
comprehensive flow time-series regionalisation and uncertainty analysis yet published 
for northwest Thailand. The finding from this study catchment may be extended to 
other catchments showing similar characteristics. 
 Testing the applicability of the regional model to predict the effects of changing land 
use on predicting flow indices in the entire upper Ping catchment. The previous study 
was performed by Croke et al. (2004) but on the smaller scale of the Mae Chaem 
which is the sub-catchment of the upper Ping catchment.  
 Attempting to identify major sources of uncertainty accumulated through the process 
of regionalisation e.g. from data input, model structure and model parameters. 
Although it is not possible to quantify all these uncertainties, this study is the most 
comprehensive uncertainty analysis for ungauged catchments in northwest Thailand. 
Explicit attention to uncertainty and data quality can give insight into the value of 
information and priorities for investing in new and better data. 
 Suggesting the usefulness of the model for real application for ungauged catchments. 
The suitability of the regionalisation method to support different modelling tasks 
given available data is explored by looking at the performance at three time scales - 
daily, monthly and seasonal.  
 Marking a milestone for the advancement in prediction in ungauged catchments in 
tropical monsoon-dominated regions where the problem of uncertainties could be 
more problematic than other regions because of strong seasonal variations in rainfall 
characterised mainly by the monsoons, difficulty in capturing extreme rainfall values 
during monsoon seasons and limited understanding of the underlying and dominant 
hydrological processes.  
Chapter 2 Literature review 
 
21 
 
Chapter 2 Literature review 
The objective of this literature review is to examine common issues involved in predictions in 
ungauged catchments and particular difficulties that may arise when applying the commonly 
used regionalisation methods to tropical monsoon-dominated catchments with variable data 
quality and problems of non-stationarity. In this chapter, the definitions of key terms are firstly 
introduced and are followed by seven sections discussing the issues of 1) the hydrology of 
humid tropical catchments, 2)  rainfall-runoff model structures, 3) regionalisation methods, 4) 
uncertainty associated with the prediction, 5) prediction of land use change impacts, 6) data 
scarcity and 7) data quality. The ungauged catchment studies in Thailand are also reported. The 
last section is conclusions of the review. The information from this review is used as the 
guidance for selecting a suitable rainfall-runoff model and conditioning method for addressing 
the ungauged problems of the test catchment.   
2.1 Definition of terms 
This chapter centres on predicting flow in tropical monsoon-dominated ungauged 
catchments, for which the dominant hydrological processes, the predictive capability of 
rainfall–runoff models and the performance of regionalisation methods are less known 
(Montanari et al. 2006, Petheram et al. 2012). The terms ‘tropical monsoon-dominated 
catchment’, ‘ungauged catchment’ and ‘regionalisation’ are defined below as a clear 
understanding of these terms is important for the context of this thesis. 
 
2.1.1. Tropical monsoon-dominated catchments 
A tropical catchment is a catchment lying between the latitude of 20°N and 20°S 
(Chiang and Sobel 2002, Mayer et al. 2013) with relatively constant, warm to hot 
temperature (≥18°c) and humid climate all year round (Köppen 1936). The wet season 
(average rainfall ≥ 60 mm/month) covers a period of 7-9 months (Köppen 1936). Little 
rainfall occurs during a short dry season. 
A tropical monsoon-dominated catchment is a tropical catchment with 
particularly pronounced seasonal variations dominated by rainfall from monsoon winds 
(Gopal 2013) moving in different directions throughout the year.  Rainfall of the driest 
month for tropical monsoon-dominated catchments is not less than 100 (mm) - mean 
annual rainfall (mm)/25 (Köppen 1936, Peel et al. 2007). Monsoons cause distinct wet 
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and dry seasons and have been found to be linked with large-scale climate features, for 
example La Niña and El Niño Southern Oscillation (ENSO) (Mason and Goddard 2001, 
Boochabun et al. 2004, Vongtanaboon 2008).  
For Thailand, there are two monsoons, the Southwest and Northeast monsoons, 
characterising the wet and dry seasons accordingly. Studies of the relationship between 
the Southwest and Northeast monsoons and hydroclimatology in Thailand are available 
from Singhrattna et al. (2005), Buckley et al. (2007), Singhrattna et al. (2012) and 
Bridhikitti (2013). The role of these two monsoons in the hydrology of the selected 
catchment (the upper Ping catchment) is explained in details in Section 3.2.3.  
While recognising some discrepancy with other climate classifications i.e. 
Thornthwaite (1948) and Strahler (1971), a tropical monsoon-dominated climate 
generally refers to the area in central and south America, central and west Africa, 
southeast Asia and northern Australia (Köppen 1936, Peel et al. 2007).  
 
2.1.2. Ungauged catchments  
According to the definition provided by Sivapalan et al. (2003), an ungauged 
catchment is one with inadequate records (in terms of both data quantity and quality) of 
hydrological observations to enable computation of hydrological variables of interest 
(both water quantity and/or quality) at the appropriate spatial and temporal scales, and to 
the accuracy acceptable for practical applications.  An ungauged catchment is therefore 
not necessarily completely ungauged and in many cases it refers to a poorly-gauged 
catchment. The hydrological variables mentioned in this context would include, for 
example, rainfall, runoff, erosion rates, sediment concentrations in flow (Makungo et al. 
2010). The ungauged catchment problem (Beven 2001) is common, especially in the 
developing countries (Schreider et al. 2002, Singhrattna et al. 2005, Lee 2006, Buytaert 
and Beven 2009, Piman and Babel 2013). 
 
2.1.3. Regionalisation  
Various definitions of regionalisation have been used in the literature depending 
on the contexts and focuses of the studies concerned. A chronological review of the 
definition of regionalisation is provided by He et al. (2011), who state the following: 
‘regionalisation refers to a process of transferring hydrological information from gauged 
to ungauged or poorly gauged catchments to estimate the streamflow’. Several 
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regionalisation approaches, as reviewed in Section 2.4, ranging from the simplest to the 
most sophisticated techniques have been used for predictions in ungauged catchments 
(He et al. 2011, Parajka et al. 2013b, Savenije and Sivapalan 2013). 
2.2 The hydrology of humid tropical catchments 
The humid tropics cover one-fifth of the global land surface and host extremely 
biodiverse ecosystems (Balek 1983, Bruijnzeel 2011). The hydrological processes of the humid 
tropics are influenced by tropical climates and are different from other climate regimes in 
having large energy inputs, i.e. high fluxes of water vapour from the midlatitudes and intense 
precipitation, strong inter-annual and seasonal variabilities and rapid rates of change, i.e. 
weathering of inorganic and organic material (Ziegler and Giambelluca 1997, Wohl et al. 
2012).  
The atmospheric component of the hydrological cycle in the humid tropics is complex 
and involves processes spanning a wide range of spatial and temporal scales including 1) global 
circulation (such as the Hadley cell, multi-decadal oscillations, multi-annual regional 
circulations, regional monsoon dynamics and mesoscale circulations), 2) local land–atmosphere 
cycling of mass and energy, and 3) microscale phenomena (such as the microphysics of 
interactions between aerosols and clouds, and evaporation from soil pores and plant stomata) 
(Wohl et al. 2012).  
The spatial and temporal variabilities of rainfall in tropical catchments are high 
particularly in monsoon-dominated catchments (Simpson et al. 1996, Webster et al. 1998, 
Garcia et al. 2008, Langousis and Veneziano 2009, Gopal 2013). Mountain ranges have a 
significant effect on meteorological and hydrological conditions in the tropics. Rainfall on the 
windward and leeward sides of the mountain can be significantly different due to the effect of 
orography (Alpert 1986, Dairaku et al. 2004, Buytaert et al. 2006, Zulkafli et al. 2013). 
Giambelluca et al. (1986) found that annual precipitation in the West Maui Mountains of 
Hawaii can vary up to 1,000 mm per 1 km in horizontal distance and more than 500 mm per 
100 m in vertical elevation. Flows in the humid tropics closely associated with rainfall are 
therefore highly variable both in space and time (Balek 1983, Wohl et al. 2012). The difference 
in hydrology in the tropics and temperate zone is caused by special climatic features, 
topography, land use, soil properties and human activity (Balek 1983).  
The hydrological role of any forests can be metaphorically compared both to a ‘pump’ 
and a ‘sponge’. Forests act as ‘pumps’ by removing water from soils for transpiration 
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(Hamilton and King 1983, Bruijnzeel, 2004) and act as ‘sponge’ by enhancing infiltration rates 
and soaking up water in times of excess which will be released during dry season (Spears 1982, 
Myers 1983). While the concepts of ‘pumps’ and ‘sponges’ occur together at any one time, 
many studies, e.g. Hamilton and King 1983, Hamilton 1992, Bruijnzeel and Proctor 1995, 
Giambelluca 2002, Bruijnzeel, 2004, Chappell et al., 2004 and Chappell 2005, among others, 
have confirmed the role of tropical forests in behaving like ‘pumps’ rather than ‘sponges’. In 
the humid tropics, the tropical montane cloud forest may develop at certain places. The 
hydrologic role of the tropical montane cloud forest is distinct from other types of tropical 
forest (Bruijnzeel 1990, Bruijnzeel and Proctor 1995, Bruijnzeel 2005, Giambelluca and Gerold  
2011, Caballero et al. 2013) in that it is able to capture moisture from cloud (cloud stripping or 
horizontal precipitation), which is otherwise lost. The cloud stripping process arises from the 
presence of the cloud at the altitude which is low enough to come into contact with the trees 
and condense. The condensation of mist and fog from the cloud results in water on leaves and 
stems that becomes throughfall dripping down to the soil surface. The combined effect of extra 
moisture input from cloud stripping and low evapotranspiration in tropical montane cloud forest 
results in an increase in streamflow and groundwater (Bruijnzeel and Proctor 1995). 
Soils in tropical and temperate catchments are similar in most features. The difference is 
the extent of particular soil forming patterns. Many tropical soils have been formed by the 
process of surface erosion and deposition in the Precambrian, which is older than soils in 
temperate zones, most of which have been formed by Cenozoic glaciation (Sanchez and Buol 
1975, Minasny and Hartemink 2011).  
Tropical catchments are vulnerable to climate change and human-induced change such as 
land use change (Balek 1983, Ziegler and Giambelluca 1997, Giambelluca 2002, Buytaert et al. 
2006, Cuo et al. 2008, Lim et al 2012, Wohl et al. 2012, Zulkafli et al. 2013, Exbrayat et al. 
2014). All these changes could have an impact on water cycles (Franken and Leopoldo 1984, 
Wilk et al. 2001, Bruijnzeel, 2004, Buytaert et al. 2006, Thanapakpawin et al. 2007, Zulkafli et 
al. 2013). Land use in humid tropical catchments is highly dynamic due to rapidly shifting 
patterns of land use. Forests, in particular, have been encroached to serve increasing demands 
for i.e. human settlement and food production due to population growth. The impact of 
deforestation on the hydrological cycle has long been a controversial issue. The results from a 
number of studies were mixed depending on e.g. catchment topography, geology properties, 
type and degree of change (Tangtham and Sutthipibul 1989, Bruijnzeel and Proctor 1995, 
Bruijnzeel 2004, Wohl et al. 2012). Tangtham and Sutthipibul (1989) investigated the impact of 
diminishing forest area on rainfall amount and distribution in northeast Thailand using rainfall 
data from 1951-1984. Year-by-year analysis showed an insignificant relationship between 
Chapter 2 Literature review 
 
25 
 
forest area and rainfall amount. However, when using moving averages of annual rainfall, a 
positive correlation was found between forest area and rainfall amount and a negative 
correlation was found between forest area and time distribution of rainfall representing by the 
number of rainy days at monthly, seasonal and annual scales. Fox et al. (2012) suggested that 
there is little influence of land use change on rainfall patterns in mainland southeast Asia 
consisting of the land area of Cambodia, Laos, Myanmar, Thailand, Vietnam and China’s 
Yunnan province. No influence of forests on rainfall was found in the Central Congo Basin 
(Bernard, 1953). Eltahir and Bras (1996) approximated that 25% to 56% of rainfall in the 
Amazon basin was formed by water evaporated within the basin. A decrease in evaporation due 
to deforestation therefore resulted in a decrease in rainfall. Bruijnzeel (1988) concluded the 
impacts of forest conversion on seasonal water yields in humid tropical catchments including 
catchments in Malaysia, Indonesia, Australia and Tanzania that the change in dry season flow 
was determined by the net change in surface infiltration and evapotranspiration. If surface 
infiltration after forest conversion decreases to the extent that the increase in volume of surface 
runoff is greater than the increase in base flow associated with reduced evapotranspiration, then 
dry season flow will decrease and vice versa. A few studies in northern Thailand showed no 
evidence for forest conversion on dry season flow e.g. Alford 1992, Walker 2002, 
Thanapakpawin 2007. Blackie and Edwards (1979) observed increases in base flow in Mbeya 
catchment in Tanzania when moving from forested to tea plantation due to unchanged 
infiltration together with reduced evapotranspiration. Costa et al. (2003) found that 
deforestation in the Tocatins catchment in the Amazon basin led to a 20% increase in wet 
season flow. Wohl et al. 2012 reported that deforestation could potentially increase the flow of 
the Araguaia River in the southeast Amazon catchment by nearly 20% over the past 40 years. 
However, separating land use change impact from natural variability i.e. climate change is very 
difficult because of relatively weak and slow rate of change in land use which is easily masked 
by measurement and model errors (Bulygina et al. 2011, Chappell and Tych 2012). 
While the literature presented in this section came from the studies in the humid tropics, 
generalisation of the findings from particular catchments to others is difficult due to limited 
regional validity of the results characterised by the complex combination of hydrological 
factors. 
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2.3 Rainfall-runoff model structures (in tropical monsoon-dominated 
catchments) 
A rainfall-runoff model is a simplified representation of real-world hydrological 
processes. Structures of rainfall-runoff models can be classified using various criteria, for 
example according to spatial resolution (lumped, semi-distributed and distributed), temporal 
resolution (event-based and continuous), mathematical nature (linear and non-linear) and the 
modelling approach used (empirical, conceptual and physically-based). Selecting a model 
structure is a key step in modelling flows using rainfall and other climate inputs (process-based 
model). However, several comparative assessments of rainfall-runoff models (e.g. Franchini 
and Pacciani 1991, Perrin et al. 2001, Reed et al. 2004, Duan et al. 2006) suggested that there is 
no single solution to the choice of rainfall-runoff models (Wagener and Kollat 2007). The 
choice of model structure usually depends on a number of factors including the catchment 
properties, prior knowledge of the catchment hydrology, data availability, the modelling tasks, 
resource constraints, the modeller’s expertise and experience and preferences of decision 
makers  (Yadav et al. 2007, Parajka et al. 2013a).  
Despite a proliferation of rainfall-runoff modelling studies in many parts of the world, 
relatively few have been performed for tropical catchments. An understanding of the complex 
interactions between strong climatic variability (Bruijnzeel, 2004, Gopal, 2013) and 
hydrological process therefore remains limited (Campling et al. 2002, Crespo et al, 2011, 
Petheram et al, 2012). This section first reviews the performance of different model structures 
that have been applied to tropical catchments and is followed by particular challenges when the 
models are applied to tropical monsoon-dominated catchments. 
For gauged catchments, when locally calibrated, more complex models i.e. those 
consisting of a larger number of parameters usually outperformed simpler models because the 
more complex models have higher degree of freedom (Perrin et al. 2001) and a higher number 
of parameters to manipulate to fit the observed data. When moving to a finer prediction time 
scale, better accuracy was also obtained from more complex models (Montanari et al. 2006, 
Tekleab et al. 2011). Montanari et al. 2006 investigated the dominant hydrological processes in 
Seventeen Mile Creek catchment in Australia using a top-down approach starting with the 
simplest single store model. The complexity of the model increased step by step with more 
stores added to the soil moisture accounting module. No routing was implemented in the model. 
The runoff was assumed to be generated by saturation excess overland flow. After calibration, a 
four store model was selected because it yielded the best fit to the observed flows at annual and 
monthly time scales. However, the adopted four store model was not dynamic enough to 
capture daily flows (Zhang et al. 2004, Yang et al. 2007, Tekleab et al. 2011). The daily flow 
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prediction was improved when a groundwater component and a delayed runoff component were 
introduced into the four store model. A top-down modelling approach was also applied to the 
water balance study of Tekleab et al. 2011. It was used together with a Budyko framework 
(Budyko 1974) in which the evaporation ratio (the ratio of mean annual actual evaporation to 
mean annual rainfall) was represented as a function of the dryness index (the ratio of mean 
annual potential evaporation to mean annual rainfall). The annual water balances of 20 
catchments in the Upper Blue Nile catchment in Ethiopia were first estimated. The model 
yielded poor accuracy in the majority of the test catchments at an annual time scale thus, 
indicating a need to increase model complexity before moving to a finer time scale, i.e. 
monthly, to account for other dominating components of catchment water balance apart from 
rainfall and potential evaporation (Jothityangkoon et al., 2001; Atkinson et al., 2002; Montanari 
et al., 2006; Zhang et al., 2008b). The effect of seasonal soil moisture dynamics was therefore 
added into the model leading to reasonable good prediction of water balance at a monthly time 
scale.  
For ungauged catchments, using physically-based models has been one of the solutions 
proposed to address the ungauged problems because the relationships between the model 
parameters, which can ideally be measured directly from the field, and catchment properties 
should be identifiable. However, this is usually not achievable in practice in an ungauged 
environment as a result of limited data availability, differences in scales (measurement, process 
and model scales), model structure error and over-parameterisation that could cause significant 
uncertainty (Yadav et al. 2007, Kim and Kaluarachchi 2008, Mapiam and Sriwongsitanon 
2009). Petheram et al. 2012 found that the differences in the performance of the models with 
different complexity were insignificant when moving from calibration to prediction in 
ungauged catchments. This is because, in calibration mode, errors in model structure and input 
data can be compensated for by model over-parameterisation (Perrin et al. 2001) and distortion 
of parameter values (Andréassian et al. 2004) while in prediction mode, the problem of 
equifinality over-rode the benefit of a good calibration fit. Therefore, conceptual rainfall-runoff 
models with a relatively small number of parameters, which are nevertheless capable of 
capturing the catchment complexity could be favourable for predictions in ungauged 
catchments (Seibert 1999, Montanari et al. 2006, Young 2006, Yadav et al. 2007, Kim and 
Kaluarachchi 2008, Tekleab et al. 2011). An improvement in the models of the key 
hydrological components and processes could further improve rainfall-runoff model 
performance. Important components differ both by site and also according to the objectives of 
the study (Sudjono 1995, Tekleab et al. 2011, Petheram et al. 2012). Examples include 
evaporation for water balance study in the northern Ivorian catchments (Servat and Dezetter 
1993), quick flow for flood forecasting in the Mae Chaem catchment in northern Thailand 
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(Vongtanaboon et al. 2008) and subsurface flow for water resources planning for catchments in 
the Andes of southern Ecuador (Crespo et al. 2011). However, improving process 
representation is often not possible due to lack of data (Plesca et al. 2012) e.g. plant and soil 
hydrological property data. Although conceptual rainfall-runoff models are advisable and, in 
general, able to provide sufficient accuracy of flow estimates used for variable applications in 
tropical ungauged catchments, there are particular challenges, which need to be addressed when 
making flow predictions in monsoon-dominated catchments, as reviewed below. 
 The conceptual models often performed well during the peak of the wet season rather 
than the beginning or end of the season in which the problem of over- or under-prediction 
became more critical (Quinn et al. 1991, Molicova et al. 1997, Campling et al. 2002, Croke et 
al. 2004, Mapiam and Sriwongsitanon 2009, Plesca et al. 2012). A deterioration in model 
performance was due mainly to strong seasonality of the climate, error in input data and error in 
model structure (Campling et al. 2002, Chappell et al. 2006, Vongtanaboon et al. 2008, Tekleab 
et al. 2011, Westerberg et al. 2011, Petheram et al. 2012, Plesca et al. 2012.). The errors in 
input data and observations contributing to poor model performance arose from: 1) coarse rain 
gauge networks failing to detect localised, convective rainfall events; and single rainfall events 
were sometimes completely missed (Campling et al. 2002, Merz et al. 2006, Mapiam and 
Sriwongsitanon 2009, Piman  and Babel 2013); 2) insufficient resolution of rainfall and flow 
data; the finest resolution of available data was often provided at the daily time scale which was 
not sufficient to represent tropical storm events occurring over a period of hours (Campling et 
al. 2002, Vongtanaboon et al. 2008, Tekleab et al. 2011, Piman and Babel 2013); 3) uncertainty 
in the estimation of potential evaporation (Tekleab et al. 2011, Plesca et al. 2012); and 4) 
uncertainty in the stage-discharge relationships used to convert water level to flow data 
(Westerberg et al. 2011, Plesca et al. 2012). 
Table 2.1 summarises a list of rainfall-runoff models that have been widely used for 
tropical ungauged catchments. The aim of Table 2.1 is to identify previous degrees of success 
in applying particular rainfall-runoff models to catchments with similar climates (tropical) to 
the test catchment used in this study (the upper Ping catchment). Table 2.1 shows that 
conceptual parsimonious rainfall-runoff models (that is, those with 3 to 8 parameters) have 
commonly been used for predicting flows or flow responses in tropical regions.  From Table 
2.1, the IHACRES model is the most frequently used for modelling Thai ungauged catchments, 
partly because some of the studies were performed by the same research group. No particular 
model is preferred in other tropical regions. The description of the models shown in Table 2.1 is 
not presented here because it can be found from the references provided. The description of the 
chosen model for this study will be described in full in Chapter 6. 
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2.4 Regionalisation methods  
The simplest regionalisation method is the scaling relationship. Flow at an ungauged 
catchment is calculated by scaling flows at a gauged catchment according to the ratio of the 
area (and maybe other catchment properties) of the ungauged to gauged catchments. The 
scaling relationship method has usually been used for a rough prediction or as a benchmark for 
assessing the performance of other commonly used regionalisation methods including spatial 
proximity, physical similarity and regression methods. The description, advantages and 
disadvantages of each method are shown in Table 2.2. The choice of regionalisation methods 
depends on factors similar to those outlined in Section 2.2 for the choice of model structures. 
Table 2.1 shows that the performance of regionalisation methods is variable over tropical 
applications. The regression method is the most frequently used for predicting flows for Thai 
ungauged catchments. A few studies of regionalisation in Thailand shown in Table 2.1 covered 
a small number of test sub-catchments. Rather than focusing on long-term time series of flow, 
however, these studies (Mapiam and Sriwongsitanon 2009, Taesombat and Sriwongsitanon 
2010, Piman and Babel 2013) focused on estimating flood hydrographs. In the study of Mapiam 
and Sriwongsitanon 2009, four parameters of the URBS model were regionalised by the 
regression method using data from 11 gauged sub-catchments for the prediction of flood 
hydrographs for four ungauged sub-catchments including P.5, P.14, P.67 and P.75. Six 
catchment properties, including catchment area, main channel length, main channel length from 
the centroid, catchment slope, percentage of agricultural and forest areas, were used for 
developing the regression equations. The regression method gave as good prediction as the 
calibration method in sub-catchments which are nested in a bigger catchment used for 
developing the regression relationships; the NSE for this type of sub-catchments was high 
ranging between 0.89 and 0.90. Deterioration in performance was found for the prediction for 
independent sub-catchments which were not used in the formulation process of the regression 
relationships; the NSE for this type of sub-catchments was low ranging from 0.37 to 0.48. The 
robustness of the regression as indicated by r
2
 decreased slightly when the percentage of 
agricultural and forest area, which were relatively difficult to measure, were removed from the 
analysis. This suggests that land use had an identifiable impact on the values of the URBS 
model parameters and, in turn, flow predictions, but it was likely to have limited quality which 
could result in unreliable prediction. The analysis of land use change impact on the hydrology 
of the upper Ping catchment was difficult and inconclusive due to uncertainty in land use data. 
Taesombat and Sriwongsitanon (2010) evaluated the performance of the IHACRES model in 
predicting three flood events (1-31 August 2001, 1-30 September 2003 and 1-30 September 
2004) for three ungauged sub-catchments including P.1, P.67 and P.73. The model parameters 
for each ungauged sub-catchment were the values of calibrated parameters taken from one of its 
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neighbouring gauged sub-catchments. The calibration and validation results in gauged sub-
catchments showed that the parameters in the non-linear module had significant effect on peak 
flows and volume while the parameters in the linear module affected only peak flows but not 
volume. The NSE across the test sub-catchments was very high ranging from 0.96 to 0.99. 
Piman and Babel (2013) assessed two methods of regression and spatial proximity for 
regionaling the HEC-HMS model parameters to predict hourly flood hydrograph between 15-
19 September 1999 for the test sub-catchment P.24. The regression method outperformed the 
spatial proximity method in terms of root mean square error (RMSE), peak flow error, runoff 
volume error and NSE. The NSE values were 0.85 and 0.72 for the regression and spatial 
proximity methods accordingly. 
This study therefore aims to contribute to the existing literature by improving predictions 
for continuous flow time-series using a relatively high number of test sub-catchments to better 
support water resources planning. This study also covers more comprehensive aspects of data 
quality, land use change impact, sensitivity of the model to rainfall input and prediction 
uncertainty. All of the analyses are demonstrated in the following chapters. Comparison of the 
results derived from this study with previous studies is provided in Section 6.6. 
Apart from the literature of regionalisation methods used in tropical ungauged 
catchments shown in Table 2.1, there are some comparative studies of regionalisation methods 
based on a large number of test catchments that should be highlighted, for example Merz and 
Blöschl (2004), Parajka (2005), Young (2006), Oudin et al. (2008b), Petheram et al. (2012), 
Parajka et al. (2013b). For the most recent comprehensive reviews of regionalisation methods, 
He et al. (2011), Hrachowitz et al. (2013), Parajka et al. (2013a), Razavi and Coulibaly (2013) 
are recommended. 
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Table 2.1 Chronological summary of rainfall-runoff models and regionalisation methods used for predictions in tropical ungauged catchments from 1993-
2013. For all tropical regions except Thailand, only the predictions of continuous flow time-series are selected. Relaxation of the selection is allowed for 
ungauged studies in northern Thailand to include the prediction of flood hydrographs and flow duration curves due to the small number of studies of 
continuous flow prediction in the region. This table is modified mainly from Castellarin et al. (2013), Parajka et al. (2013a), Rosbjerg et al. (2013).  
Study Region Climate 
zone 
(Köppen 
classes) 
Catchment 
area (km
2
) 
No. of 
catchments 
Period/No. 
of years 
Rainfall-runoff 
model 
No. of 
parameters 
Regionalisation 
method 
Predicted 
variable 
Performance 
All tropical regions except Thailand 
Servat and 
Dezetter (1993) 
Ivory 
Coast 
A 100-4500 11/5 1970-1986 CREC 7 R (catchment 
area, rainfall, 
land use) 
Q10 r = 0.67 
NSE= 0.62 
Servat and 
Dezetter (1993) 
Ivory 
Coast 
A 100-4500 11/5 1970-1986 GR3 3 R (catchment 
area, rainfall, 
land use) 
Q10 r = 0.83 
NSE= 0.55 
Kim and 
Kaluarachchi 
(2008) 
Ethiopia 
(Blue 
Nile) 
Aw, Csa, 
Csb, 
Cwb 
111-10139 18/18 5 yrs/2 yrs A water 
balance model 
6 R (20 catchment 
properties e.g. 
area, slope, soil 
depth, land use, 
channel length) 
Qm r = 0.66 
Lima and Lall 
(2010) 
Brazil A 2588-
823555 
45/9 1931-2001 - - SR (Budyko ) Qm r = 0.63-0.97 
Chapter 2 Literature review 
 
32 
 
Study Region Climate 
zone 
(Köppen 
classes) 
Catchment 
area (km
2
) 
No. of 
catchments 
Period/No. 
of years 
Rainfall-runoff 
model 
No. of 
parameters 
Regionalisation 
method 
Predicted 
variable 
Performance 
Tekleab et al. 
(2011) 
Ethiopia 
(Upper 
Blue 
Nile) 
Aw, 
Csa, Csb 
200-
173686 
20/22 1995-2000, 
2001-2004 
A water 
balance model 
4 SR (Budyko) Qm NSEHigh flow = 0.55-
0.95 
NSELow flow = 0.12-
0.91 
Petheram et al. 
(2012) 
Northern 
Australia 
Am, 
Aw, 
BSh 
1960-2007 105/105 1960-2007 AWBM 
(World 
Meteorological 
Organization 
(WMO) 1975, 
Boughton 
2004) 
6 SP Qd NSE = 0.54 
Petheram et al. 
(2012) 
Northern 
Australia 
Am, 
Aw, 
BSh 
1960-2007 105/105 1960-2007 SIMHYD 
(Chiew 2002) 
 
 
 
 
 
6 SP Qd NSE = 0.54 
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Study Region Climate 
zone 
(Köppen 
classes) 
Catchment 
area (km
2
) 
No. of 
catchments 
Period/No. 
of years 
Rainfall-runoff 
model 
No. of 
parameters 
Regionalisation 
method 
Predicted 
variable 
Performance 
Petheram et al. 
(2012) 
Northern 
Australia 
Am, 
Aw, 
BSh 
1960-2007 105/105 1960-2007 IHACRES 
(Jakeman et al. 
1990, Jakeman 
and 
Hornberger 
1993, 
Littlewood et 
al. 1997, Ye et 
al. 1997, Croke 
et al. 2005, 
Croke and 
Jakeman 2007) 
7 SP Qd NSE = 0.55 
Petheram et al. 
(2012) 
Northern 
Australia 
Am, 
Aw, 
BSh 
1960-2007 105/105 1960-2007 SMARG 
(O'Connell et 
al. 1970) 
8 SP Qd NSE = 0.53 
Petheram et al. 
(2012) 
Northern 
Australia 
Am, 
Aw, 
BSh 
1960-2007 105/105 1960-2007 Sacramento 
(Burnash et al. 
1973) 
 
 
13 SP Qd NSE = 0.53 
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Study Region Climate 
zone 
(Köppen 
classes) 
Catchment 
area (km
2
) 
No. of 
catchments 
Period/No. 
of years 
Rainfall-runoff 
model 
No. of 
parameters 
Regionalisation 
method 
Predicted 
variable 
Performance 
Northern Thailand 
Schreider et al. 
(2002) 
Mae 
Chaem in 
the 
Upper 
Ping 
A 68-2157 1/2 1989-1994 IHACRES 
 
6 SR (catchment 
area, topographic 
index ) 
Qm Bias = 13-17% 
Croke et al. (2004) Mae 
Chaem in 
the 
Upper 
Ping 
A 68-2157 3/3 1985-1994 IHACRES 6 SR (catchment 
area, estimates of 
deep drainage 
and surface 
runoff) 
Qm NSE = 0.52-0.81 
Rojanamon et al. 
(2007) 
Salawin Aw 44-1380 13/8 1965-2003 -  R (catchment 
area) 
FDCm Bias = 22-34% 
Mapiam and 
Sriwongsitanon 
(2009) 
Upper 
Ping 
A 454-3853 11/4 Aug-Sep 
1996, 
Jul-Aug 
2001, 
Aug-Oct 
2002 
 
NAM 
(Danish 
Hydraulic 
Institute (DHI) 
1999) 
 
6 R (catchment 
area, main 
channel length,  
main channel 
length from the 
centroid, 
catchment slope, 
percentage of 
agricultural and 
forest areas) 
Fd r = 0.70-0.96 
NSE = 0.36-0.90 
RMSE = 14-54 m
3
/s 
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Study Region Climate 
zone 
(Köppen 
classes) 
Catchment 
area (km
2
) 
No. of 
catchments 
Period/No. 
of years 
Rainfall-runoff 
model 
No. of 
parameters 
Regionalisation 
method 
Predicted 
variable 
Performance 
Taesombat and 
Sriwongsitanon 
(2010) 
Upper 
Ping 
A 547-2325 3/3 Aug 2001, 
Sep 2003, 
Sep 2004 
IHACRES 6 SP Fd r = 0.75-0.93 
NSE = 0.96-0.99 
RMSE = 0.8-13 m
3
/s 
Piman and Babel 
(2013) 
Mae 
Chaem 
and Mae 
Klang in 
the 
Upper 
Ping 
A 460 and 
3853 
7/1 Sep 1999 HEC-HMS 
(Hydrologic 
Engineering 
Center (HEC) 
1981) 
5 R (catchment 
area, catchment 
slope, longest 
flow length) 
Fh NSE = 0.85 
RMSE = 5.7 m
3
/s 
Piman and Babel 
(2013) 
Mae 
Chaem 
and Mae 
Klang in 
the 
Upper 
Ping 
A 460 and 
3853 
1/1 Sep 1999 HEC-HMS 
(Hydrologic 
Engineering 
Center (HEC) 
1981) 
5 SP Fh NSE = 0.72 
RMSE = 7.7 m
3
/s 
 
A: Tropical  No. of catchments : calibration/validation 
Am: Tropical monsoon Q10 10-day flow   
Aw: Tropical Savanna Qd daily flow 
BSh: Arid steppe hot Qm monthly flow 
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Csa: Temperate dry and hot summer Fh hourly flood hydrograph  
Csb: Temperate dry and warm summer Fd daily flood hydrograph  
Cwb:  Temperate dry winter and warm summer FDCm monthly flow duration curve  
R (variable1, variable2,…): regression method based on variable1, variable2, …  
SR (variable1, variable2,…): scaling relationship method based on variable1, variable2, …  
SP: spatial proximity method  
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Table 2.2 Regionalisation methods with advantages and disadvantages. Suggested literature is the studies that have commonly been cited to represent the 
method. 
Regionalisation method Advantages Disadvantages Suggested literature 
Scaling relationship: 
scaling of information about flow 
responses according to the ratio of the 
area (and maybe other catchment 
properties)  of the ungauged to 
gauged catchments 
 Simplest applicability.  Ignoring spatial variability of 
catchment properties. 
 Relationships between information 
about flow responses and 
catchment properties are complex 
and less likely to be sufficiently 
represented only by catchment 
area. 
 Schreider et al. (2002) 
 Croke et al. (2004) 
 Lima and Lall (2010) 
 Tekleab et al. (2011) 
Spatial proximity method: 
adopting information about flow 
responses from the closest gauged 
catchment (or pool of catchments) to 
ungauged catchment. This also 
includes spatial interpolation of the 
information about flow responses 
from neighbouring gauged 
catchments. 
 Simple applicability 
 Potentially performs well in 
regions with small variability in 
climate, soil type and land use. 
 Assumption that the catchments in 
close proximity behave in a 
hydrologically similar manner is 
less likely to be true especially for 
tropical catchments and 
catchments with high 
heterogeneity in soil type and land 
use. 
  
 Kokkonen et al. (2003) 
 Young (2006) 
 Zhang and Chiew (2009) 
 Petheram et al. (2012) 
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Regionalisation method Advantages Disadvantages Suggested literature 
Similarity method: 
transferring information about flow 
responses from a physically similar 
gauged catchment (or pool of 
catchments) to ungauged catchment. 
 
 Simple applicability 
 
 Hydrological similarity may not 
be guaranteed by similarity in 
physical catchment properties. 
 The degree of similarity is 
sensitive to the choice of 
variables, clustering techniques 
and scales of measurement used.   
 With limited data availability, the 
selected catchment properties may 
not be sufficiently relevant to the 
information about flow responses. 
 Nathan and McMahon (1990) 
 Nathan and McMahon (1992) 
 McIntyre et al. (2005) 
 Reichl et al. (2009) 
 
 
Regression: 
relating catchment properties to 
information about flow responses 
(this includes model parameters and 
response indices) for a number of 
gauged catchments and using this 
regression relationship for ungauged 
catchments. 
 Most widely used regionalisation 
method (Parajka 2005, Young 
2006, Oudin et al. 2008b) 
 The relationships between 
catchment properties and 
information about flow responses 
are explicitly represented.  
 Error in prediction is implicitly 
 Assumption of linearity is known 
to be far from true for 
hydrological system. 
 Relatively large number of gauged 
catchments spanning a wide 
variety of catchment properties is 
recommended to develop a robust 
regression relationship. 
 Sefton and Howarth (1998) 
 Seibert (1999) 
 Fernandez et al. (2000) 
 Wagener and Wheater (2006) 
 Boughton and Chiew (2007) 
 Yadav et al. (2007) 
 Zhang et al. (2008b) 
Chapter 2 Literature review 
 
39 
 
Regionalisation method Advantages Disadvantages Suggested literature 
Regression (Cont.) 
 
minimised by the method (least-
squares method). 
 Standard error of the regression can 
provide a basis for the prediction of 
uncertainty. 
 Relating catchment properties to 
catchment response indices (instead 
of model parameters) is model 
independent thus this method 
relaxes the problem of model 
identification, model structure 
errors and parameter equifinality.  
 Relating catchment properties to 
catchment response indices (instead 
of model parameters) focuses on 
matching catchments’ behaviour 
rather than parameter values, thus 
probably leading to more 
meaningful interpretation. 
 Cross correlation and parameter 
equifinality cause weak regression 
relationships and difficulty in 
interpretation but these problems 
are alleviated if relating catchment 
properties to catchment response 
indices instead of model 
parameters. 
 With limited data availability, the 
selected catchment properties may 
not be sufficiently relevant to the 
information about flow responses. 
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2.5 Uncertainty associated with hydrological prediction at gauged and 
ungauged catchments 
Estimation of uncertainty is important as it measures confidence in a model’s results and 
allows better decision making based on uncertain information (Singh 1995, Walker et al. 2003, 
Refsgaard et al. 2007, Kapangaziwiri et al. 2012, Montanari and Koutsoyiannis 2012, Hughes 
2013). A review of uncertainty analysis is needed to improve understanding of the nature of 
uncertainty arising from various sources (Merz and Thieken 2005, Gupta et al. 2006, Refsgaard 
et al. 2007, Wagener and Montanari 2011) and its impacts, which could be more pronounced 
when the models are used for tropical monsoon-dominated catchments. Possible solutions to 
reduce uncertainty from each source are also reviewed.   
 
2.5.1. Natural uncertainty (Aleatory uncertainty, randomness) 
The sources of uncertainty can be categorised as either aleatory or epistemic 
(Beven 2009, Beven and Binley 2013). Aleatory or natural uncertainty is caused by 
random or stochastic characteristics of natural processes which are variable over space 
and time e.g. climate and soil moisture variabilities. Natural uncertainty is outside the 
control of the modeller and is not reducible, but obtaining more data with improved 
quality and improved data analysis can offer better understanding of natural uncertainty 
and its effect on predictions (Merz and Thieken 2005, Refsgaard et al. 2007, Beven 
2009). 
Epistemic uncertainty is error due to i.e. the poor measurements, lack of 
knowledge, exclusion of the processes that are considered not important and not able to 
be represented using mathematical model. It also includes the ‘unknown unknowns’ that 
the modeller has not perceived as being important because of lack of knowledge and 
which therefore are unexpected and unpredictable (Beven et al. 2011). Most of epistemic 
uncertainty could be alleviated by an increase in information content and improvement in 
data quality except for that arising from the ‘unknown unknowns’ that are irreducible. 
The following sections (Section 2.5.2-2.5.7) describe different sources of epistemic 
uncertainty. An attempt to address the issue of epistemic uncertainty performed for this 
study, including making a systematic data quality assessment, assessing the usefulness of 
satellite rainfall estimates, exploring a suitable rainfall interpolation method, 
conditioning a rainfall-runoff model and using ensemble modelling, will be explained in 
Chapter 3-6. 
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2.5.2. Uncertainty from input data  
Precipitation, usually as rainfall or snow, and temperature as a surrogate for 
potential evapotranspiration are the most common inputs to rainfall-runoff models 
(Razavi and Coulibaly 2013). Additional input data e.g. wind speed, land cover, soil 
hydraulic properties may be required depending on the complexity of the model. These 
input data, to some degree, are subject to uncertainty (Refsgaard et al. 2007, McMillan et 
al. 2012), for example from malfunctions in gauge equipment, human errors during the 
process of data collection such as misreadings or typos, and sampling errors. 
Precipitation has been found to be the most difficult atmospheric variable to 
measure as it is highly variable in space and time, especially in the tropical monsoon 
regions (Simpson et al. 1996, Webster et al. 1998, Garcia et al. 2008, Langousis and 
Veneziano 2009, Gopal 2013). A particular challenge could occur when estimating 
precipitation for mountainous catchments where gauge networks tend to be particularly 
sparse (Price et al. 2000, Oudin et al. 2008b, Thyer et al. 2009a, Razavi and Coulibaly 
2013) while spatial climate gradients and orographic effects are strong (Alpert 1986, 
Boochabun et al. 2004, Dairaku et al. 2004, Diodato 2005, Kuraji et al. 2009, Crespo et 
al. 2011, Molinié et al. 2011, Gibbs et al. 2012). Rainfall has been posited as a major 
source of input uncertainty and its influence on flow predictions was highlighted by 
Storm (1989), Andréassian et al. (2001), Oudin et al. (2005b), Kavetski et al. (2006a), 
Moulin et al. (2009) and McMillan et al. (2011), while discussions of potential 
evapotranspiration uncertainty are provided by Andréassian et al. (2004), Oudin et al. 
(2005a) and Kay and Davies (2008). Unlike natural uncertainty, input data uncertainty 
can be reduced by incorporating more data explaining spatial and temporal variation by 
using a denser gauge network, using remotely-sensed data and improving data quality 
(see Section 2.8). For ungauged catchments, acquiring additional data may not be 
possible; the techniques of interpolation and downscaling might be used instead but with 
caution as it may incur additional uncertainty especially for very sparse gauge networks 
(Nalder and Wein 1998, Garcia et al. 2008). 
 
2.5.3. Uncertainty from data used for calibration  
The velocity-area method has been the most widely used to derive flow data 
(discharge, which is a flux with the unit of e.g. m
3
/s) for approximately 90% of the 
world’s river gauging sites (Shaw et al. 1994). In this method, flow is calculated from the 
multiplication of flow velocity, water depth and distance between measuring sections 
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(verticals). Possible errors could arise from the measurements of flow velocity and water 
depth, backwater effect, changes in river cross sections and fitting stage-discharge 
relation (rating curve). A sufficient number of verticals across the river cross-section are 
needed to ensure an adequate sample of both velocity distribution and bed profile, which 
are particularly difficult for large rivers with deep water levels and fast flows. Rating 
curves are developed by fitting a smooth curve to the measured flow and corresponding 
water level (stage). To ensure the accuracy of rating curve, it is required to have as many 
measurements as possible, especially in the range of extremely low and high flows. 
However, this is difficult to achieve in practice and brings about rating curve 
inaccuracies, especially at very high and very low ﬂows (Aronica et al. 2006, Gupta et al. 
2006, Di Baldassarre and Montanari 2009, McMillan et al. 2010, McMillan et al. 2012, 
McMahon et al. 2013). During floods or droughts, extreme flows derived from the 
extrapolation of the rating curve beyond the range of the measurement are therefore 
subject to high error.  
Observed flow data are necessary for calibrating and assessing the performance 
of rainfall-runoff models. Uncertainty in observed flow data caused by the above 
mentioned factors regarding rating curve formulation can have a strong influence on 
calibrated parameters and thus model robustness (McIntyre et al. 2002). Particularly 
relevant to this study, error in observed flow data can result in error in the estimation of 
rainfall-flow indices and, in turn, the regression equation and its predictability for 
ungauged applications.    
As with rainfall and other climate data, the uncertainty from the observed flow 
can be reduced by data quality control. An interesting study by Perrin et al. (2007) 
indicated that reliable estimates of model parameters can be obtained from limited 
quantity and quality of flow data, as is the case in ungauged catchments, if the most 
informative parts of the hydrograph for the calibration of each model parameter can be 
determined. This can be achieved using the dynamic identifiability analysis (DYNIA) of 
Wagener et al. (2003) or using a combined method of generalised sensitivity analysis, 
Bayesian recursive estimation algorithm and Metropolis algorithm as proposed by Vrugt 
et al. (2003).  
  
2.5.4. Uncertainty from model structure  
Structures of rainfall-runoff models are designed according to the modeller’s 
perceived understanding of the natural system in question. Incomplete knowledge and 
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difficulty to perfectly model non-linear hydrological processes lead to model structure 
uncertainty (Kavetski et al. 2006a, Renard et al. 2010). Model structural uncertainty is 
unavoidable (Duan et al. 2007, Montanari and Koutsoyiannis 2012), often identified as a 
main contributor to model prediction uncertainty but often ignored (Refsgaard et al. 
2006). Uncertainty from model structure can be reduced if dominant processes can be 
sufficiently represented (Crespo et al. 2011). However, it cannot be completely 
eliminated even if the input data are error-free because catchment responses are averaged 
over space and time (Kuczera et al. 2010). For example, in conceptual rainfall-runoff 
models, the effective rainfall is routed through one-dimensional store(s) which in fact 
represents three-dimensional catchment storage. The modelled flow obtained is therefore 
spatially averaged over the three-dimensional space in the real-world processes. It is 
possible that the influence of model structure is more pronounced when making 
predictions for tropical monsoon-dominated catchments where knowledge of the 
dominant processes is limited and the choice of model structure is restricted by data 
availability. The potential ways to address model structure uncertainty include 
incorporating model structure into parameter uncertainty, increasing parameter 
uncertainty to account for structural uncertainty (Van Griensven and Meixner 2004), 
introducing a stochastic term accounting for the structural uncertainty or using multiple 
conceptual models (model ensembles) (Refsgaard et al. 2006). In the absence of 
information in ungauged catchments, the first method lumping model structure and 
parameter uncertainty together is the simplest solution which can be achieved by an 
analysis of the regression residuals between model predictions and observations.  
 
2.5.5. Uncertainty from model parameters 
In addition to the uncertainty arising from input data and calibration data, 
uncertainty in estimating model parameters can arise from model structure errors 
(parameter values are adjusted to compensate for model structure deficiency (Winsemius 
et al. 2009), over-parameterisation (Post and Jakeman 1999, Merz and Blöschl 2004) and 
the choice of objective function and optimisation technique for calibration (Vrugt et al. 
2002, Peel and Blöschl 2011, McMahon et al. 2013). The problem of model parameter 
uncertainty is further complicated by parameter interactions leading to difficulties in 
identifying optimal parameter values. Different combinations of parameter values can 
perform equally well in terms of the selected objective functions and this is known as 
parameter equifinality (Beven and Binley 1992, Beven and Freer 2001, Wagener and 
Gupta 2005, Wagener and Kollat 2007, Peel and Blöschl 2011). Using models with a 
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small number of parameters has been found to ameliorate the problem of over-
parameterisation and equifinality. This type of model is the most suitable for prediction 
in ungauged catchments (Seibert 1999, Jothityangkoon et al. 2001, Perrin et al. 2001, 
Merz and Blöschl 2004, Young 2006, Yadav et al. 2007, Kim and Kaluarachchi 2008). 
Other possible approaches to address model parameter uncertainty include using regional 
calibration (Parajka et al. 2007), data assimilation (Wagener and Gupta 2005), ensemble 
of model parameters (Buytaert and Beven 2009), Bayesian Total Error Analysis 
(BATEA) and variance decomposition (Datta and Bolisetti 2013). Disaggregation of 
uncertainty into individual sources is difficult because of non-linearity presented in the 
model and possible interaction between different sources of uncertainty (Gupta et al. 
2006, Refsgaard et al. 2006, Renard et al. 2010, Datta and Bolisetti 2013, Demirel et al. 
2013, Hrachowitz et al. 2013). Model parameter uncertainty is therefore commonly used 
to represent lumped uncertainty from various sources. 
 
2.5.6. Technical uncertainty  
Technical uncertainty is not often discussed in the literature, but includes errors 
from computer implementation of the model e.g. numerical approximations, resolution in 
space and time, and bugs in the software (Refsgaard et al. 2007, Kavetski et al. 2011, 
Refsgaard et al. 2013). 
 
2.5.7. Uncertainty from regionalisation   
The sources of uncertainty described in Sections 2.5.1-2.5.6 are common for both 
gauged and ungauged catchments. When making predictions for ungauged catchments, 
additional uncertainty related to the approach taken may arise. For example, when the 
regression method is adopted, there can be uncertainty from regionalised relationships 
and the confidence intervals that are often used for defining behavioural parameter sets 
(Peel and Blöschl 2011) as explained below: 
 The catchment properties (predictors) and information of flow responses 
(predicted variables) are both subject to uncertainty, i.e. natural uncertainty, 
measurement error and data processing error, which can be propagated to the 
regression relationship (Kapangaziwiri et al. 2012).    
 The distributions of catchment properties and information of flow responses 
are not normal and this could lead to weak regression relationships. However, 
this problem can be addressed using e.g. non-linear transformation of data and 
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using non-parametric regression method (Sefton and Wheater 1998, Merz and 
Blöschl 2004, Samaniego and Bárdossy 2005). 
 The total uncertainty associated with regionalisation is often estimated using 
standard error of the regression in which normal distributions are used to 
describe the residuals; yet this assumption is rarely supported by empirical 
evidence. (McIntyre et al. 2005, Gupta et al. 2006, Lee 2006, Kjeldsen and 
Jones 2009, Renard et al. 2010)  
2.6 Predicting change in ungauged catchments  
Non-stationarity of the catchment is another challenge for gauged and ungauged 
catchment studies. The understanding built upon historical hydrological observations and 
model results could be significantly affected by hydrological changes i.e. from climate or land 
use change (Wagener 2007, McMahon et al. 2013). Climate change has gained considerable 
awareness and has become a dominant research topic in the study of changes since the late 
1980s (Koutsoyiannis 2013). Much research on climate change can be found in the literature, 
thus it will not be repeated here. Only the issue of land use change in ungauged catchments is 
discussed in this section. 
Land use is known to be one of the most significant variables affecting runoff generation 
processes. For example, change in interception loss was found to be the most sensitive 
component of the catchment water balance resulting from land use change in northeastern USA 
(McMahon et al. 2013). Petchprayoon et al. (2010) found that an expansion of urban area 
caused an increase in peak flows and, in turn, flooding behaviour in a major river in central–
northern Thailand. While there have been a large number of studies in regionalisation, only a 
few of them address the concurrent problem of predicting the effect of land use change. This is 
probably because of the lack of data available for assessing changes, poor prior knowledge 
about change and its effect and difficulty in identifying land use signals which are easily 
clouded by measurement and model errors (Bulygina et al. 2011). Examples of attempts to 
address the impact of land use change in ungauged catchments are summarised below: 
 Sefton and Boorman (1997) illustrated the simple applicability of the regression 
method to assess the impacts of converting grassland to deciduous woodland and crops. The 
regression was capable of predicting the trend of the changes. However, searching for robust 
regression relationships is required for stricter tests.  
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  Croke et al. (2004) scaled the mass balance parameter of the IHACRES model 
according to catchment area, estimates of deep drainage and surface runoff to account for forest 
cover change in the upper Ping catchment, Thailand. The scaling method was shown to be 
capable of representing annual and seasonal variability of flow.  
Heuvelmans et al. (2006) used the regression method for regionalising the SWAT model 
parameters for the Flemish part of the Scheldt River catchment. Land use was found to be 
significant for 5 out of 7 parameters. No land use change analysis was performed in their study 
but the implication and limitation of using the regression method for modelling land use change 
impacts was explained. Identifiable relationships between land use properties and model 
parameters allow the prediction of land use change impact. The parameters that cannot be 
related to the land use properties must be assumed to be unaffected by land use change.  
Bulygina et al. (2009) assessed the impact of afforestation and increased grazing 
intensity in the Pontbren catchment in Wales using the regionalised base flow index from the 
HOST database together with the Bayesian method to condition model parameters. When 
modelling land use change, the posterior parameter distributions accepted only the parameter 
sets leading to change in BFI as expected by the modeller based on his/her perception.  
Bulygina et al. (2011) carried out an extension of Bayesian method performed in 
Bulygina et al. (2009). They used curve number, instead of arbitrary criteria for change in BFI, 
to reflect the impact of land use change for the Plynlimon catchment in Wales. Incorporating 
curve number is beneficial in distinguishing the effect of soil type from land use change.   
Bulygina et al. (2012) applied the idea of physics-based models where a different prior 
parameter space was defined based on the ‘response unit’ at a grid-square scale to test the 
impact of land use change on the flood frequency curve. Change in land use was represented by 
the change in parameter values in grid-squares having undergone the change. This method can 
be used to predict the effect of land use change under differing scenarios and has the 
advantages of accounting for natural variability in physical properties and allowing explicit 
intervention of the land use properties.  
Scenario modelling and sensitivity analysis have been commonly used to assess the 
impact of changes over time as in the examples above (Huisman et al. 2009). In recent years, 
the new idea of trading-space-for-time has been introduced with the assumption that the spatial 
relationship between changing variable(s) (for example, land use and flow characteristics) can 
be used as a proxy to predict temporal change (Peel and Blöschl 2011, Singh et al. 2011, 
Wagener and Montanari 2011, Bulygina et al. 2012). There are a few published studies of land 
use change conducted in northern Thailand which aimed to identify the impact of land use 
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change on catchment hydrology. However, they did not address the problem of ungauged 
catchments because observed flow data were used. These studies are Thomas et al. (2004), 
Sangawongse et al. (2005), Thanapakpawin et al. (2007), Petchprayoon et al. (2010), 
Sriwongsitanon and Taesombat (2011). Croke et al. (2004) seems to be the only published 
study addressing both the problem of flow prediction and land use change in an ungauged 
catchment in northern Thailand. Due to evidence of rapid change in land use in northern 
Thailand, an investigation of the potential impact of land use change on the hydrology of the 
catchment is as important as the problem of prediction in ungauged catchments. 
2.7 Data scarcity issues 
Hydrological and climatological data in ungauged catchments, by definition, are sparse 
both in terms of spatial and temporal resolutions. Investing in denser gauge networks 
contributes to better characterisation of climate variability and extremes. However, this solution 
may not be optimal because of economic and environmental constraints, especially for 
mountainous or remote catchments (Campling 2001). Thus, using remotely-sensed data in 
conjunction with ground-gauge data has been widely used to address the problem of data 
scarcity in ungauged catchments (Li and Shao 2010, Zhang et al. 2010, Du and Sun 2012, 
Piman and Babel 2013, Tarpanelli et al. 2013, Woldemeskel et al. 2013). Table 2.3 shows a list 
of widely used satellite-based rainfall products. The Tropical Rainfall Measuring Mission 
(TRMM) rainfall product is the most extensive and most widely used for rainfall studies in 
tropical regions (Kummerow et al. 2000, Woldemeskel et al. 2013). Using gridded rain gauge 
datasets such as Asian Precipitation – Highly-Resolved Observational Data Integration 
Towards Evaluation of the Water Resources (APHRODITE’s Water Resources) (Yatagai et al. 
2009, Yatagai et al. 2012) is also another potential way to address rainfall data scarcity in 
Thailand. Apart from rainfall, other satellite-based products, e.g. temperature, wind speed, soil 
moisture, land cover, albedo and leaf area index, can be obtained from Moderate Resolution 
Imaging Spectroradiometer (MODIS) (http://modis.gsfc.nasa.gov/), Medium Resolution 
Imaging Spectrometer (MERIS) (https://earth .esa.int/web/guest/data-access/browse-data-
products), Landsat (http://landsat.usgs.gov/) and Global Land Data Assimilation System 
(GLDAS) (http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas).   
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Table 2.3 Satellite-based rainfall products ranging from the earliest launch. 
Product Owner 
Resolutions 
Coverage 
Period 
Spatial Temporal From To 
Tropical Applications of Meteorology using Satellite data and 
Ground-based Observations (TAMSAT) 
source: http://www.met.reading.ac.uk/~tamsat/cgi-
bin/data/rfe.cgi 
University of 
Reading, UK 
0.0375° Decadal, 
Monthly, 
Seasonal  
Africa 
Continent 
1983 Present 
Tropical Rainfall Measuring Mission (TRMM) 
source: http://mirador.gsfc.nasa.gov/cgi-
bin/mirador/presentNavigation.pl?tree=project&project=TRMM 
NASA + JASA 0.25° 3 h 35°N-35°S 1998 Present 
Precipitation Estimation from Remote Sensing Information using 
Artificial Neural Network (PERSIANN)  
source: http://chrs.web.uci.edu/persiann 
University of 
California, Irvine, 
USA,  
0.25°  3 h 50°N-50°S 2000 Present 
Climate Prediction Center Morphing Technique (CMORPH)  
source: http://www.cpc.ncep.noaa.gov/products/janowiak/ 
cmorph_description.html 
NOAA Climate 
Prediction Center 
(CPC), USA  
0.25° 3 h 60°N-60°S 2002 Present 
Global Satellite Mapping of Precipitation (GSMaP) 
Source: http://sharaku.eorc.jaxa.jp/GSMaP 
JAXA 0.1° 1 h 
 
60°N-60°S 2007 Present 
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2.8 Data quality issues 
Ungauged catchments can suffer not only from data scarcity but also poor data quality. It 
can be inferred from Section 2.5 that uncertainty from almost all sources, except that from 
natural and technical sources, can be reduced by improving data quality. In this section, the 
issues of data quality and solutions are presented, with more attention given to ungauged 
catchments. 
 
2.8.1  Causes of data quality problems and solutions to be implemented at the 
sources of data 
 
Poor data quality 
The records of hydrological and climatological data in ungauged catchments are 
often incomplete and poorly organised. Thus, data quality control procedures on- and 
off-site could be implemented to improve data continuity, homogeneity and quality. On-
site data quality control relates to data collection processes while off-site data quality 
control is more relevant to data processing.  
To reduce errors in the data collection process, a clear procedure must be set up 
and communicated to data collectors e.g. observation time, measurement interval, and 
date of records. Gauges must be maintained in good condition. Changes in gauge 
conditions must be recorded with date of occurrence and cause of changes, e.g. change 
from manual to automatic gauge due to national policy, recalibration of gauge due to 
large errors, and period of gauge malfunction caused by severe monsoon.  
For off-site data quality control, a careful check for data errors should be made 
before transmission, e.g. checking for consistency in recorded time-series and checking 
for extreme values. Suspicious values should be investigated and corrected or omitted 
from the record if needed. A log of corrections should be made, and original data should 
be retained for future reference. A data scoring system or quality classification can be 
assigned to gauges to identify their data quality. Using data quality classification, the 
impacts of data uncertainty on model performance are more easily compared and 
contrasted. General guidance on data quality control is given in Part VI of WMO-
No. 488 (WMO 2010a) and Part V of WMO-No. 544 (WMO 2010b). 
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Multiple data sources 
National hydrological and climatological data are often collected and processed 
by several parties who use different equipment, standards and procedures. This leads to 
the problem of repetition and inconsistency of data. For example, the RID rainfall 
database includes rainfall records from its own rain gauges and from TMD’s rain gauges 
acquired from a regular request to the TMD. The TMD rainfall records held by the RID 
and TMD should be exactly the same but they have occasionally been found different. 
Based on personal communication with an officer of the Hydro Informatics and Water 
Resources Section of the RID and some researchers of the Hydro and Agro Informatics 
Institute (HAII) in Thailand, the possible reason for different values is because the TMD 
made some adjustment to the data after sending them to the RID as requested. The 
adjusted record will not be sent without request. The solution to multiple data sources is 
to remove redundant data and combine complementary data from different sources. 
However, the best method of combining data remains a challenge (Sene 2013).  
 
Particular issues of data quality found in Thailand are explained in Section 3.3.4 
and a proposed scoring system for data quality assessment is provided in Section 3.4. 
 
2.8.2  Previous attempts to address data quality issues 
Due to existing data quality issues presented in Section 2.7.1, extra measures to 
alleviate the problem of data quality used for ungauged studies have been attempted as 
shown below:  
 
Exclusion of data potentially causing high errors   
Schreider et al. (2002) and Croke et al. (2004) excluded the data from some 
gauges in the upper Ping catchment, Thailand which may be associated with large errors. 
Such errors include a gauge with flow exceeding catchment rainfall and a gauge with a 
number of suspicious values. 
In a regionalisation study of Merz and Blöschl (2004), they performed three steps 
for flow data quality checks before performing calibration and validation by 1) screening 
for initial errors, 2) removing all gauges with anthropogenic effects and 3) closing long 
term water balance. Gauges failing to meet any of these criteria were excluded from 
analysis. 
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In the predictions for gauged and ungauged catchments in southern Africa, 
Kapangaziwiri et al. (2012) ignored data from gauges with less than 10 years of records 
or with missing data greater than 20% of the months. Similarly, Petheram et al. (2012) 
accepted only the data from flow gauges with a minimum of 10 years of records for 
catchments in northern Australia.  
The data quality check is a crucial step for modelling and is believed to be done, 
to some degree, for every modelling study. However, the assessment of data quality is 
often missed or not mentioned in the literature.  
 
Data quality classification 
In an investigation of the dominant hydrological processes in the Seventeen Mile 
Creek catchment in northern Australia, Montanari et al. (2006) used a rainfall quality 
index (‘good continuous data’, ‘interpolated’, ‘estimated’, ‘not yet available’ or ‘not 
recorded’) for rainfall estimation. An index value was  given to each rainfall value to 
improve the areal rainfall estimate by adopting rainfall values showing only higher data 
quality or using all rainfall values with equally good data quality in the Thiessen polygon 
method.    
Peel et al. (2000) used flow data obtained from multiple agencies for estimating 
flow in ungauged catchments in Australia. Based on the quality index of the flow data 
provided by the sources from which the criteria used were believed to be different, Peel 
et al. (2000) only allowed the flow data considered to have ‘fair’ or higher quality to be 
included in the estimation. The flow data considered to have ‘poor’ data quality or 
classified as ‘modelled’ or ‘unverified’ were generally excluded.  
Olden and Poff (2003) used flow data, which were not or little affected by flow 
regulation and classified as ‘good’ or ‘better’ data quality, for characterising six flow 
regimes across the continental USA. 
Petheram et al. (2012) accepted only the flow data classified as ‘satisfactory’ or 
‘good’ by the data providers themselves for rainfall-runoff modelling in northern 
Australia. 
Although classifying data according to its quality was found to be useful in 
interpreting the model results, none of the above studies discussed the criteria by which 
data quality was assessed. 
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Improving the completeness of data 
Because of its importance as a driver in rainfall-runoff models, rainfall data and 
its quality and completeness must be given particular attention. Additionally, some 
rainfall-runoff models require that the input rainfall records be complete. By contrast, the 
infilling flow data is generally not necessary because it is used for assessing model 
performance which can be done only when the observed flow are available as infilling 
flow data may incur additional uncertainty and distort the assessment of model 
performance. Accurate estimation of missing rainfall values is difficult especially for 
catchments with coarse rain gauge networks or mountainous catchments where rainfall 
are influenced by topography and the forest microclimate (Hasanpour Kashani and 
Dinpashoh 2012). Interpolation is a technique that has commonly been used to fill in 
missing hydrological records including rainfall. Examples of widely used rainfall 
interpolation techniques are the Thiessen polygon (Thiessen 1911), inverse distance 
weighting, linear regression and kriging. An extensive review of theses interpolation 
techniques is provided in Chapter 4. Other techniques for rainfall infilling include 
arithmetic averaging, normal ratio (Paulhus and Kohler 1952), artificial neural network 
(ANN) and using data from the closest station showing highest positive correlation.  
 
Using remotely-sensed data 
Several satellite and radar products are commonly used for data-scarce 
catchments because of their extensive coverage together with applicable spatial and 
temporal resolutions. Although satellite and radar products have limited accuracy, in 
data-scarce situations they may be preferable to sole reliance of sparse ground-gauge 
networks  (Haberlandt 2007, Asadullah et al. 2008, Gomez et al. 2008, Petchprayoon et 
al. 2010, Stisen and Sandholt 2010, Visessri and McIntyre 2012, Woldemeskel et al. 
2013).  
Remote sensing from satellites has many applications in hydrology, including the 
estimation of rainfall, runoff, evapotranspiration, soil moisture, leaf area index, crop 
water requirement, water availability and land use change impacts (Saravanapavan et al. 
1997, Niu and Yang 2006, Zhang and Wegehenkel 2006, Quilbé et al. 2008, Zhang et al. 
2008a, Petchprayoon et al. 2010, Zhang et al. 2010, Bahadur 2011, Nagarajan and 
Poongothai 2012, Rakwatin et al. 2012, Tarpanelli et al. 2013, Tulbure and Broich 2013). 
Most relevant to this thesis is rainfall estimation (Simpson et al. 1996, Xie and Arkin 
1996, Grimes et al. 1999, Adler et al. 2000, Hughes 2006, Chokngamwong and Chiu 
2007, Asadullah et al. 2008, Li and Shao 2010, Stisen and Sandholt 2010, Ward et al. 
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2011, Duan and Bastiaanssen 2013, Tong et al. 2013). Multiple satellite rainfall products 
shown in Table 2.3 have been used for rainfall estimation in ungauged catchments. The 
value of TRMM rainfall estimates is tested in this study in Chapter 4.   
 
Integrating soft data 
A number of studies suggested that incorporating ‘soft’ data into modelling could 
contribute to improved predictions in ungauged catchments (Seibert and McDonnell 
2002, Khadam and Kaluarachchi 2004, Vaché et al. 2004, Merz and Blöschl 2008b, 
Merz et al. 2008, Winsemius et al. 2009, Hrachowitz et al. 2013, Juston et al. 2013). In 
hydrological studies, information that can be objectively derived from flow time-series 
(flow hydrograph, shape of the recession curve of the hydrograph) is usually referred to 
as hard data (Seibert and McDonnell 2002, Winsemius et al. 2009). What can be 
considered as ‘soft’ data is relatively subjective (Vaché et al. 2004) but it usually refers 
to qualitative information that can be used to reduce predictive uncertainty, for example 
the prior knowledge of catchment behaviours, favourable model structures, plausible 
parameter ranges, expert judgment and perceived data quality. Visual examinations of 
the catchments and photos from site visits can provide extremely useful information that 
supports understanding of the dominant hydrological processes (Merz and Blöschl 
2008a, Bormann 2011, Parajka et al. 2013a). 
Seibert and McDonnell (2002) demonstrated the benefit of incorporating soft 
data such as knowledge of groundwater dynamics into parameter estimation for a 16-
parameterised model for the Maimai catchment in New Zealand. The overall 
performance of the model was improved and the uncertainty was significantly reduced. 
Khadam and Kaluarachchi (2004) incorporated expert knowledge about the 
accuracy of parts of the hydrologic record to describe the uncertainty of calibration data. 
This resulted in higher accuracy of flow prediction for the Fishtrap Creek catchment of 
Washington State. 
Vaché et al. (2004) used hydrograph separation information to differentiate 
between behavioural and non-behavioural simulations for the Maimai and San Jose 
catchments in New Zealand. The method improved the characterisation of parameter 
uncertainty for both test catchments. 
Yadav et al. (2007) introduced an innovative approach of using confidence and 
prediction intervals of the regression relating catchment properties to flow indices to 
constrain the flow ensemble. The total predictive uncertainty was restricted by the 
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regression intervals yet able to deliver good reliability of the prediction for most of the 
30 UK test catchments.    
  In the study of Merz et al. (2008), the automated estimation of flood in both 
gauged and ungauged catchments in Austria was manually adjusted using expert 
judgment and auxiliary information of past design flood peak values. This contributed to 
higher accuracy and reliability of the estimates compared to using flood samples alone.  
Winsemius et al. (2009) integrated hard hydrological information (shape of the 
recession curve of the hydrograph and spectral properties of the daily flow) and soft 
hydrological information (monthly water balance) to constrain model parameters of a 
simplified HBV model based on the GLUE method. They found that incorporating soft 
data after the use of hard data significantly reduced uncertainty in flow predictions in an 
ungauged (the Luangwa River) catchment in Zambia.  
Bulygina et al. (2009) and Bulygina et al. (2011) conditioned a rainfall-runoff 
model using a Bayesian method, rejecting all parameter sets resulting in increases in 
peak flows as a result of afforestation. Bulygina et al. (2012) assimilated three sources of 
soft information including small-scale physical properties, regionalised flow indices and 
available flow measurements into a Bayesian framework to identify parameter values for 
the Hodder catchment in the UK. Combining multiple sources of soft data in a Bayesian 
framework improved accuracy and reduced uncertainty for ungauged prediction. 
 
This piece of review can be used as a guideline what kind of information that can 
be used and how to incorporate it into modelling to reduce uncertainty. It also suggests 
priority for future research and a way towards improving data quality. Research priority 
and investment in improving data quality should be given to the catchments showing 
high uncertainty which cannot be treated by incorporating soft data because it could 
mean that existing understanding of these catchments’ hydrology is not sufficient or is no 
longer valid, probably due to catchment non-stationarity.  
2.9 Prediction in Thai ungauged catchments 
Particular attention to prediction in ungauged catchments has increased internationally 
after the emergence of the new decadal (2003–2012) initiative of the International Association 
of Hydrological Science (IAHS) for prediction in ungauged basins (PUB) (Sivapalan et al. 
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2003). This section summarises the development and progress of PUB initiatives in Thailand; 
most of which are cited from Dutta et al. (2006).  
In Thailand, the official PUB meeting was held on 9 September 2004. The PUB 
initiatives were firstly discussed among a group of 14 researchers from 7 institutes involved in 
hydrology and water resources. Two separate working groups were set up to be responsible for 
each thematic initiative below: 
 
1) Reduction of uncertainties in data and prediction of extreme events  
1.1)  Data uncertainty 
1.2) Rainfall predictions 
1.3) Extreme events 
1.4) Optimisation 
1.5) Stochastic modelling 
 
2) Reduction of uncertainties in hydrological modelling and impact analysis 
2.1) Physically-based hydrological modelling 
2.2) Climate and land use change and society 
2.3) Nonpoint source pollution 
2.4) Anthropogenic effects 
2.5) Conceptual modelling/innovative modelling 
2.6) Top-down approach to modelling/downscaling  
2.7) Urbanisation 
 
The aforementioned themes were defined to cover comprehensively the aspects of 
ungauged catchment hydrology. However, there have as yet been a relatively small number of 
ungauged studies in Thailand compared to those in well-developed countries. In addition, some 
of the aforementioned themes have been given little attention. Thus some problems, e.g. data 
uncertainty and stochastic modelling, remain insufficiently addressed. The findings from the 
PUB studies were not well disseminated to wider circles.  
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2.10 Conclusions 
In modelling flows in tropical monsoon-dominated catchments, particular challenges 
may arise from limited knowledge of catchment hydrology and strong climate variations. These 
are in addition to problems of data scarcity, data quality, non-stationarity and uncertainty in 
predictions which are common to almost all ungauged catchments. 
The choices of rainfall-runoff model structures and regionalisation methods are restricted 
by a number of factors, especially by data scarcity and data quality. Conceptual parsimonious 
rainfall-runoff models are considered to have the most suitable structure for modelling tropical 
ungauged catchments due to low data requirement and success in previous applications. The 
IHACRES model is the most frequently used for modelling ungauged catchments in Thailand. 
The regression method is the most widely used method for regionalising rainfall-runoff model 
parameters or flow responses. The advantage of the regression method is the explicit 
relationships between catchment properties and information about flow responses which may 
offer improved understanding of dominant processes in tropical catchments.  The regression 
method may be useful for predicting the effect of non-stationarity on catchment hydrology 
although it may incur significantly more uncertainty caused by changes in the regression 
relationships when moving beyond the period of modelling. Furthermore, the regression 
method is the only method from which the estimation of uncertainty can be directly obtained 
from analysing the residuals. In this sense, the regression method may be the most suitable 
choice for addressing the problem of predicting flows in tropical monsoon-dominated 
catchments. Improved gauge network and data quality contributed to a reduction in uncertainty. 
Immediate solutions to improve data quality are performing data quality check, performing data 
quality classification, using remotely-sensed data and integrating soft data into modelling.  
The intended contribution of this thesis is to identify the potential value of using an 
established rainfall-runoff model and regionalisation method for predicting flow in tropical 
monsoon-dominated catchments. This thesis aims to expand the knowledge of the prediction in 
Thai ungauged catchments by explicitly addressing the problems of data quality, non-
stationarity and uncertainty using a case study of the Upper Ping catchment. Searching for new 
better alternatives to the selected model or regionalisation method is not the aim of the study. 
 
Chapter 3 Study catchment and preliminary data analysis 
 
57 
 
Chapter 3 Study catchment and preliminary data 
analysis 
This chapter covers the description of the study catchment and preliminary data analysis that 
help offer an understanding of the governing factors influencing the rainfall-runoff process and 
interconnection between climate and hydrology. Data quality assessment of the test sub-
catchments is attempted and presented in this chapter.  
3.1 Determination of the study catchment  
The rationale behind the selection of the study catchment is based on two main reasons 
which are data availability and the potential impacts of land use change. The upper Ping 
catchment is selected as a study catchment to avoid the influence of regulated flow from the 
Bhumibol dam positioned in the low end of the catchment. Hydrological data of the upper Ping 
catchment are not plentiful but sufficient to allow the development and validity of the model to 
be tested. The Ping catchment is the largest catchment contributing to the Chao Phraya River 
catchment, in which the capital city, Bangkok, is located. The improved planning and design 
that may be permitted by better methods of flow estimation would be beneficial to many 
communities and businesses in the Chao Phraya River catchment at risk from floods or 
droughts  
3.2 Description of catchment characteristics  
The following descriptions of the upper Ping catchment are based mainly on Sigma 
Hydro Consultants Co. Ltd. (2003), Punbune (2007) and Department of Water Resources 
(2010). 
 
3.2.1 Location and topography 
The upper Ping catchment is located in northwest of Thailand comprising an 
approximate area of 25370 km
2
. The upper Ping catchment lies vertically between 
latitudes 1700-1948 N and the longitudes 9805-9923 E as shown in Figure 3.2. 
North of the catchment is Myanmar, west of the catchment is the Salawin catchment, and 
the Kok and Wang catchments are to the northeast and southeast respectively. South of 
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the catchment is the Bhumibol dam separating the upper and lower Ping catchments. The 
elevations range from mean sea level to 2633 meters above mean sea level (m.a.s.l.), 
with the central alluvial plains being surrounded by mountains (Figure 3.2). 42 out of 44 
sub-catchments used in this study have mean slopes more than 20%, and are considered 
here to be ‘steep’ catchments. 
 
 
Figure 3.2 Location plan with elevations and locations of hydrological gauges. Grey and 
black numbers shown within the catchment area are rain and flow gauge orders which 
can be linked to gauge code using Table 3.5 and Table 3.6, accordingly. 
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3.2.2 Stream network and water resources  
The Ping River headwater originates from the Pee Pan Nam mountain range in 
the upper part of Chiang Mai province. The Ping River drains water from the north to the 
south of the catchment and merges with the Wang, Yom and Nan Rivers forming the 
Chao Phraya River in the central plain (Department of Environmental Quality Promotion 
1994).  
There are three reservoirs in the upper Ping catchment. The Mae Ngud Somboon 
Chon and Mae Kuang Udomthara reservoirs have effective storages of 243 million m
3
 
and 249 million m
3
 respectively (Water Watch and Monitoring System for Warning 
Center 2010). They were built for agricultural supply and flood and drought relief (Royal 
Irrigation Department 2003). No clearly contradictory flow responses were seen at the 
gauges below these reservoirs so it is assumed that they are sufficiently small that they 
do not affect the downstream flow regime enough to disqualify them from this analysis. 
Located at the low end of the upper Ping catchment is the Bhumibol dam with an 
effective storage of 9662 million m
3
 (Water Watch and Monitoring System for Warning 
Center 2010). The flow gauges downstream of this dam were excluded from the analysis. 
Electric and diesel pumping stations operated by government agencies are found 
throughout the catchment, strictly regulated by a water users’ group committee. These 
abstractions could affect flows, however no data on abstraction are available. 
 
3.2.3 Climate and hydrology 
The climate of the upper Ping catchment is tropical with three seasons - rainy, 
winter and summer - which are mainly characterised by the Southwest and Northeast 
monsoons as shown in Figure 3.3. The upper Ping catchment is also subject to rainfall 
associated with south winds and tropical cyclones. The Southwest monsoon is formed in 
a high pressure zone in the Indian Ocean causing the rainy season between mid May and 
mid October, while the Northeast monsoon originates from a high pressure zone near 
Mongolia and China, bringing dry and cold air to the catchment between mid October 
and mid February. Summer, the transition period between the Southwest and Northeast 
monsoons, from mid-February to mid-May, is usually dry and hot. The temporal and 
spatial variabilities of flows in the upper Ping catchment are high due to close connection 
with highly variable rainfall (Simpson et al. 1996, Webster et al. 1998, Garcia et al. 2008, 
Langousis and Veneziano 2009, Gopal 2013). Both rainfall and flow in the upper Ping 
catchment show strong inter-annual and seasonal variabilities (Figure 3.9 and 3.11 for 
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rainfall and Figure 3.17 and 3.18 for flow). The seasonality of flow is marked by two 
peaks (Figure 3.18) corresponding to the period of high rainfall (Figure 3.11) 
characterised by the Southwest monsoon. The first peak of flow is usually observed in 
May which is the beginning of the wet season after a dry period of six months 
(November - April). The second higher peak of flow generally takes place in September 
due to longer period of high rainfall and built-up soil moisture. Flood usually happens in 
September and October when soils are saturated after rainy season and streamflow is at 
the highest level. At the end of the wet season, the catchment receives less rainfall 
resulting in decreasing flow. Lim et al. 2012 indicated that peak flows in the upper Ping 
catchment are driven mainly by the intensity of climate phenomena, such as tropical 
cyclones or monsoons, while low flows are more dependent on the length of monsoon 
season and number of rainy days in the previous monsoon season. Land use also exhibits 
a predominant role in shaping spatial variability of flow (Giambelluca et al. 1999). 
Alford (1992) used rainfall and flow data between 1951 and 1992 to calculate runoff 
coefficients for the mountainous catchments in the north of Thailand including the upper 
Ping catchment and found generally low values of runoff coefficients approximately 
0.20-0.25. A similar value of runoff coefficient equal to 0.26 was also obtained by Wood 
and Ziegler (2008) for the Ping River above Chiang Mai province using the data from 
1937-1985.  
 Evidence from a few studies in the upper Ping catchment confirmed the changes 
of climate and land use that possibly have an impact on catchment hydrology. For 
example, Reda et al. 2013 suggested an increase in minimum temperature and a decrease 
in maximum temperature in the recent decades (1981-2010) compared to the 50 years 
normal period (1961-2010). Sharma and Babel (2014) analysed data from 1961-2002 and 
found a general downward trend in rainfall indices (such as the number of consecutive 
wet days, the number of days with heavy rainfall) and an upward trend in temperature 
indices (such as the annual number of warm days and warm nights, the duration of warm 
spell).  
Major land use change in the upper Ping catchment that has been reported is the 
conversion of forest to agriculture (Lambardini 1994, Thanapakpawin et al. 2007, 
Trisurat et al. 2010, Lim et al. 2012). The most important concern regarding 
deforestation is water availability in the dry season and potential downstream flooding 
(Wilk et al. 2001, Croke et al. 2004, Thomas et al. 2004, Tanaka et al. 2008, Trisurat et 
al. 2010). The studies of Alford 1992 and Thanapakpawin et al. 2007 suggested that 
converting forest to agriculture did not induce a decrease in water availability 
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downstream between 1951-1992 and 1993-2000 accordingly. Sriwongsitanon and 
Taesombat (2011) assessed the impact of deforestation on flood behaviour for the upper 
Ping catchment using data from 1988 to 2005. They found that converting forests to 
other land use types induced higher risks of flood caused by small peak flood events 
(lower than approximately 2 year Annual Recurrence Interval (ARI)) due to reduced 
evapotranspiration and moisture storage capacity associated with the deep forest root 
zone. However, no evidence of deforestation was found to link with flood risks for large 
peak flood events (higher than approximately 2 year ARI) because antecedent soil 
moisture could be well retained and almost saturated thus allowing little infiltration as in 
other land use types. 
The interconnection between weather systems and hydrology will be described in 
more detail in Section 3.3.1.6 and 3.3.2.4. 
 
 
Figure 3.3 Monsoon and wind characterising weather systems in northwest Thailand 
(Thai Meteorological Department 2007). 
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3.2.4 Geology and soils  
Based on the information from the Department of Mineral Resources, the 
stratigraphies of rocks in the upper Ping catchment are complex and spatially variable. 
The rocks range in age from the oldest Precambrian to Lower Paleozoic, Upper 
Paleozoic, Mesozoic and the latest Igneous. In terms of soil types, the analysis described 
in this study is based on the ‘great group level’ referring to the third class of the US Soil 
Taxonomy (United States Department of Agriculture (USDA) 1999) with six hierarchical 
categories ranging from the coarsest to finest classes, which are order, suborder, great 
group, subgroup, family and series. The upper Ping catchment soil types comprise of 46 
out of 62 soil great groups found in Thailand. ‘Mountainous soil’ (soil great group 62) is 
the most prevalent soil type covering 68% of the upper Ping catchment (Land 
Development Department 2006). This soil type, commonly found where the slope is 
greater than 35% (Wongprayoon and Saengsrichan 2004, Department of Mineral 
Resources 2010); however no estimates of soil hydrological properties are available. Soil 
depth is variable and is subject to high erosion, although deep and more stable soil layers 
can be found under dense forests. Sandy loam with fragmented rock (soil great group 48) 
and clay (soil great group 29) can be found widely in some areas of the catchment where 
the slope is less than 35%. Other soil types cover only small, localised areas. The 
description and distribution of the major soil great groups in the upper Ping catchment is 
shown in Table 3.1 and Figure 3.4. 
 
Table 3.1 Description of major soil great groups found in the upper Ping catchment 
Soil 
great 
group 
Formation Description Area 
(km
2
) 
Area 
(%) 
29 Channel sediment or 
erosion of various soil 
types having fine texture. 
Clay where the slope is 
between 2-8%. 
852 3 
48 - Sandy loam at the surface and 
loam with fragmented rock at 
the bottom where the slope is 
between 3-25%. 
2491 10 
62 - Mountainous soil where the 
slope is greater than 35%.   
17268 68 
Other 
39 soil 
great 
groups 
- - 4759 19 
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Figure 3.4 Soil type distribution of the upper Ping catchment. 
 
3.2.5 Land use  
The major land use is forest including dry dipterocarp, mixed deciduous, dry 
evergreen, hill evergreen and coniferous forests. The dry dipterocarp and mixed 
deciduous forest, consisting of teak, afzelia xylocarpa, pterocarpus macrocarpus, 
rosewood and xylia xylocarpa taub (leguminosae), are found in the valleys and hills at 
elevations less than 1000 m.a.s.l., while the evergreen and coniferous are common at 
higher elevations. The principal commercial crops grown are rice, corn, longan and other 
tropical fruit trees. Agriculture is common to the alluvial plains along both sides of the 
upper Ping River. The degree of urban cover is low, ranging from zero to 5% of the 
gauged sub-catchment areas. The description and distribution of land use in the upper 
Ping catchment is shown in Table 3.2 and Figure 3.5. 
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Table 3.2 Description of land use in the upper Ping catchment 
Land use type 
Area 
(km
2
) 
Area 
(%) 
Agriculture including all crops and pastoral agriculture 4622 18 
Forest i.e. dense deciduous/evergreen forest, disturbed 
deciduous/evergreeen forest, and dense forest plantation 
19588 77 
Mixed land use i.e. laterite pit, mine, landfill, garbage dump, beach, 
scrub, marsh and swamp 
304 2 
Urban including villages, recreation areas and highways 576 2 
Open water i.e. river, lake, reservoir and canal 279 1 
 
 
 
Figure 3.5 Land use distribution of the upper Ping catchment. 
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3.3 Gauge properties and preliminary data analysis  
Rainfall and temperature data used in this study were obtained from three sources: the 
Thai Meteorological Department (TMD), the Royal Irrigation Department (RID) and the 
Department of Water Resources (DWR). Flow data were provided by the RID and the DWR. 
This study uses daily data from 50 rain gauges and 10 temperature gauges across 44 sub-
catchments, each of which has a flow gauge at its outlet. Flow rates at the outlet were 
normalised by the contributing drainage area and converted into the unit of mm/day. The 
locations of gauges are shown in Figure 3.2. The water years (April to March) from 1995 to 
2006 were chosen for this study because they provided a long enough period to assess model 
performance and recent land use change, and had relatively complete records for the available 
flow and rain gauges. The data quality issues are initially addressed by i.e. checking and 
removing suspicious data. A data quality scoring system is proposed later as shown in Section 
3.4 to translate more extensive data quality issues into numbers from which the link with 
performance of rainfall-runoff modelling will be explored in Chapter 5.  The preliminary data 
analysis for rainfall, flow and temperature is presented below. 
 
3.3.1 Rain gauges 
 
3.3.1.1 Rainfall records and measuring equipment 
All the 50 rain gauges used in this study have at least five-year time-
series, and no more than 30% of the data are missing. The maximum percentage 
of missing data is 28% found at gauge 17081 as shown in Figure 3.6. Both 
recording and non-recording rain measuring equipment are used over the upper 
Ping catchment. An example of a non-recording standard rain gauge is shown in 
Figure 3.7.  
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Figure 3.6 Length and missing data of the rainfall time-series plotted on daily time scale. Gauge 
codes and percentage of missing data are shown on the left and right hand side accordingly. 
Days with missing data are indicated by gray and days with complete data are indicated by 
blue. 
 
 
Figure 3.7  Non-recording standard rain gauge at station 07391 RID Office Unit 1, Muang, 
Chiang Mai.  
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3.3.1.2 Investigation of suspicious rainfall values 
Errors in rainfall data could have a strong effect on their statistical 
analysis and lead to errors in hydrological analysis. Therefore, all suspicious 
should be identified as far as practicable and adjusted or removed before 
performing further analysis. Due to lack of clear definition of suspicious values, 
they were judged by using box plots and comparing the time-series as explained 
below. 
The box plot was selected as the first tool to identify suspicious values 
and to examine the distributions of daily rainfall. Only were daily rainfall values 
above zero used to develop box plot otherwise all quartiles could be close to zero 
and the analysis of box plot could be difficult. Any gauges with extreme values, 
having more than 50 mm higher than the next highest value at that gauge, were 
identified to as potentially suspicious.  To decide if these potentially suspicious 
values should be removed from the record, three analyses were conducted. The 
first analysis was the comparison of daily rainfall time-series between the gauges 
with suspicious values and their nearby gauges having similar altitude and 
having sufficiently reliable records. The second analysis was the comparison of 
seasonal variability within a particular suspicious gauge. For this, only one 
suspicious gauge was considered at a time. The year containing suspicious values 
was firstly extracted from the entire time-series of that gauge. The average 
monthly rainfall for the extracted year was calculated and compared with that of 
the rest of the record. The last examination for suspicious values was the 
relationship between rainfall and flow at a corresponding flow gauge. When the 
results of the three comparisons of time-series described above supported the 
view that the values being examined are suspicious, they were removed. 
However, if no clear evidence was found, the suspicious values were retained. In 
addition to a statistical approach, the historical record of floods and droughts 
were used as supplementary information to support the decision on removal of 
suspicious values. From the initial box plot together with historical comparison, 
three suspicious daily rainfall values shown in Figure 3.8, were removed. 
Detailed analysis is provided below: 
For gauge 07112, there is weak evidence to support the possibility of 
rainfall value, 213.3 mm recorded on 23 August 1997. The daily rainfall time 
series of gauge 07502 located close to 07112 was investigated and showed no 
extreme occurrence. When seasonal variability in 1997 and that of the rest of the 
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data (averaged over all years from 1995 to 2006 but excluding 1997) were 
compared, higher rainfall in August 1997 was detected and believed to be 
contributed by this suspicious rainfall value. No particularly high flow value at 
the corresponding flow gauge P.4A was found during the time of particularly 
high rainfall.  
Box plots in Figure 3.7 show that the distribution of daily rainfall at 
gauge 07714 is less scattered than that of gauge 061302 located nearby therefore 
the value of extreme rainfall 240.3 mm recorded on 26 April 1996 which was a 
particularly dry summer year is less likely to be correct for gauge 07714. No 
particularly high flow record that could be attributed to the extreme rainfall was 
found at the corresponding flow gauge P.14  
The suspicious value of rainfall of 234 mm on 12 August 2005 at rain 
gauge 07722 was removed because no similarly high rainfall value was found 
from three neighbouring rain gauges (07122, 07132 and 07252). Higher rainfall 
in August 2005 was found when compared to August rainfall averaged over the 
rest of the record. No clear connection between this suspicious rainfall and flow 
values at the corresponding flow gauge P.20 was found. Strong evidence to 
support the removal of the suspicious rainfall value at gauge 07722 is the 
historical rainfall event in 2005. The period of heaviest rainfall caused by 
Typhoon Damrey was from 27-30 September 2005 with rainfall 100-200 
mm/day (Wood and Ziegler 2008). The rainfall value of 234 mm was beyond the 
maximum rainstorm value and was record on 12 August 2005 which is before the 
event of heaviest rainfall. Additionally, the 12 August every year is a national 
holiday in Thailand therefore it is likely that the record on that day could have 
been missed and filled later on without actual measurement. 
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Figure 3.8 Box plot for daily rainfall for each of 50 rain gauges. 
 
3.3.1.3 Double mass plot analysis 
A closer examination of rainfall data at a particular gauge was 
conducted using double mass plots. The purpose of double mass plots was to 
determine if there was any change in observation bias which could be caused by, 
for example, change in equipment, change in observers, change in surrounding 
conditions, change in the method of data collection or data processing, and 
reallocation of the equipment. Suspicious values were removed before 
developing the double mass curves. The 50 rain gauges were divided into groups 
of 4 near-by gauges. The double mass curve for each rain gauge was developed 
by plotting the cumulative rainfall of that rain gauge on the y-axis and the 
cumulative of the mean rainfall from the other three gauges in the group on the 
x-axis. A straight line of double mass curve indicates homogeneity in rainfall 
records while a break in slope suggests inconsistency in the record either at the 
gauge being considered or the neighbouring gauges if they do not have 
sufficiently reliable record. Given the guideline for double mass plot analysis by 
Reddy (2004) together with an aim to keep as many acceptable values of rainfall 
as possible, only the gauges showing a sharp break in slope of double mass curve 
were considered to have data quality problems and their records were adjusted. 
The adjustment of daily rainfall data was performed for seven gauges, 07022, 
07072, 07112, 07152, 17062, 060301, 061501, using a correction factor which is 
Removed 
Removed 
Removed 
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the ratio of the slope of the adjusted to that of the unadjusted mass curve as 
shown in equation (3.1). The correction factor method is not applicable to gauges 
with zero slope after the break i.e. 07751 shown in Figure 3.9. In this case, all 
zero values were treated as missing data because it was likely to be caused by the 
breakage or malfunction of the gauges.  
 
   
     
    
       (3.1) 
 
Where     is the adjusted rainfall at a gauge being considered  
      is the observed rainfall at a gauge being considered  
        is the slope of the adjusted mass curve  
       is the slope of the unadjusted mass curve 
 
 
Figure 3.9 An example of double mass plots for a group of neighbouring rain 
gauges including 07112, 07702, 07751, 060401. Dashed circles indicate sharp 
breaks in slope. 
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3.3.1.4 Annual rainfall 
The processed rainfall data were used to calculate annual values for 
each gauge, shown in Figure 3.10 from which a strong inter-annual variability 
can be seen. Considering the amount of annual rainfall, the years 1999, 2002 and 
2005 were wet years and the years 1997, 1998 and 2003 were dry years.  
 
 
Figure 3.10 Annual average rainfall for each of 50 rain gauges. 
 
3.3.1.5 Numbers of wet days 
The pattern of wet days shown in Figure 3.11 agrees with that of annual 
rain in Figure 3.10 in that high number of wet days leads to high amount of 
annual rainfall, or vice versa. 
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Figure 3.11 Average number of wet days for each of 50 rain gauges. 
 
3.3.1.6 Monthly average rainfall 
To observe the seasonality of rainfall in the catchment, the amount of 
average rainfall in each month is plotted as shown in Figure 3.12. The figure 
shows the consistency in rainfall pattern for all gauges and also indicates similar 
seasonality. There are three seasons, commonly called the rainy, winter and 
summer seasons. The rainy season is between mid-May and mid-October (the 
Southwest monsoon) while winter is between mid-October and mid-February 
(the Northeast monsoon). Summer, from mid-February to mid-May, is usually 
dry and hot. The first peak of rainfall in May is caused by the arrival of the Inter-
Tropical Convergence Zone (ITCZ). The rapid movement of the ITCZ from the 
south to the north of the catchment and into the south of China between June and 
July triggers a period of rainfall deficit that can lead to drought. In August, the 
ITCZ moves back from the south of China to the north of Thailand causing a 
second, longer period of high rainfall (Figure 3.12). The peaks of rainfall are 
more pronounced if tropical cyclones are present. In October, rainfall decreases 
because the Northeast monsoon brings cold dry air from the anticyclone in 
mainland China. This is followed by several months of low rainfall, prior to the 
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return of the Southwest monsoon, which makes March and April prone to 
drought.  
 
 
Figure 3.12 Monthly average rainfall for the upper Ping catchment. 
 
3.3.1.7 Rainfall variation with elevations 
It can be seen from Figure 3.2 that rainfall observations are biased 
toward low elevations. The highest rain gauge is located at 1417 m.a.s.l., while 
the highest point in the catchment is 2633 m.a.s.l. Figure 3.13 shows a positive 
correlation between annual rainfall and elevations of sites, as expected, but with 
low r
2
. The low correlation is believed to be caused by the orographic effect on 
rainfall, which is common in mountainous areas (Alpert 1986, Dairaku et al. 
2004, Diodato 2005, Molinié et al. 2011). Orographic rainfall occurs when wind 
containing moist air approaching the mountain. The air is forced to lift upward 
along the mountain fronts and becomes cooler. As the air temperature is lower, 
the condensation of water vapour is allowed and finally falls as rain. As the 
windward side of the mountain is more subject to consistent winds than the 
leeward side, large discrepancy between rainfall on windward side and leeward 
side at the same altitude is possible. In Figure 3.13, rain gauges on the windward 
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and leeward sides of the mountain considered based on the direction of the 
Southwest monsoon are represented in blue and red accordingly. Different 
colours shown in Figure 3.13 suggest a rain shadow formation on the leeward 
side of the mountain as a tendency of an upside down parabolic relation between 
annual average rainfall and elevation can be detected. The relation between 
annual average rainfall and elevation is decreasing approximately at 1200 m.a.s.l. 
which is thought to be the optimal condensation level for orographic rainfall. 
 
  
Figure 3.13 Relationship between annual average rainfall and elevations of rain 
gauges. Blue and red are used to distinguish between rain gauges on the 
windward and leeward sides of the mountain.  
 
3.3.1.8 Correlations of daily rainfall with distance and elevation 
differences 
All 50 rain gauges were paired alternatively one by one resulting in 
1225 pairs of rain gauges in total. Rainfall time-series including all the zero 
rainfall days were used to calculate correlation coefficients in Table 3.3 which 
shows that the majority of paired rain gauges have relatively low correlations of 
daily rainfall, with coefficients between 0.2-0.4. The scatter of paired 
correlations in Figure 3.14 shows the general trend of decreasing correlations for 
gauges that are far apart and for gauges with large elevation differences. 
However, a number of nearby gauges with low correlations were found and this 
could be caused by the orographic effect as explained earlier in Section 3.3.1.7 or 
data quality problems.  
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Table 3.3 Summary of correlations between different paired rain gauges 
Correlation coefficient 
(r) 
Numbers of            
paired rain gauges 
% of paired rain gauges 
0 0 0 
0-0.2 68 6 
0.2-0.4 862 70 
0.4-0.6 274 22 
0.6-0.8 20 2 
0.8-1 1 0 
Total 1225 100 
 
 
 
Figure 3.14 Correlations for daily rainfall between pairs of rain gauges plotted 
against distance and elevation differences. 
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3.3.2 Flow gauges  
 
3.3.2.1 Flow records and measuring equipment 
All the 44 flow gauges used in this study have at least five-year time-
series and no more than 50% of the data are missing. The maximum percentage 
of missing data is 50% found at P.42, P.70 and P.79 as shown in Figure 3.15. 
Manually read staff gauges and automatic recording float gauges are used as 
equipment to measure water levels which then were converted to flow via rating 
curves. An example of automatic recording float gauge is shown in Figure 3.16.  
  
 
Figure 3.15 Length and missing data of the flow time-series plotted on daily time scale. Gauge 
codes and percentage of missing data are shown on the left and right hand side accordingly. 
Days with missing data are indicated by gray and days with complete data are indicated by 
blue. 
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Figure 3.16 Automatic recording float gauge at station P.1 Nawarat Bridge, Muang,  
Chiang Mai. 
 
3.3.2.2 Investigation of suspicious flow values 
All the flow values including zero were used to develop a box plot 
(excluding zero flow did not significantly affect the appearance of box plot) as 
shown in Figure 3.16. A similar procedure used for rainfall as described in 
Section 3.3.1.2, including using box plots and comparing the time-series, was 
also used for identifying suspicious daily flow values. Three suspicious daily 
flow values shown in Figure 3.17 were removed. All these three values are more 
than 30 mm higher than the next highest value at the same gauge. Other 
particular reasons to remove these values are explained below: 
For flow gauges 060202 and 061001, rainfall data from rain gauges 
located within the catchment areas were investigated but no particularly high 
rainfall values that could contribute to particularly high flow values were found 
during the occurrence of the suspicious flow values; 77 mm on 13 August 2005 
for gauge 060202 and 61 mm on 15 September 2005 for gauge 061001. While 
there is a record of heavy flood in 2005, it took place during 27-30 September 
2005 after the record of the suspiciously high flow values. Flows in August and 
September 2005 are higher than those averaged over the rest of the record. This 
is believed to be caused by the suspicious flow values which should be removed. 
It is noted that the 12-15 August 2005 was a long weekend in Thailand and it is 
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therefore likely that the record that day, i.e. 13 August 2005, could have been 
missed and filled later on without actual measurement. 
The suspicious value of flow 56 mm recorded on 12 October 2004 at 
gauge 061301 was removed because there is no evidence of high rainfall that 
could support the occurrence of this high flow. No record of flood in 2004 in the 
location of this flow gauge was found. The analysis of seasonal variability 
suggested that this suspiciously high flow value could probably be the reason 
that flow in October 2004 is higher than that averaged over the rest of the record. 
 
 
Figure 3.17 Box plot for daily flow for each of 44 flow gauges. 
 
3.3.2.3 Annual flow 
The processed flow data was used to calculate annual values for each 
gauge, shown in Figure 3.18 from which a strong inter-annual variability can be 
seen. High flow occurred in 1999, 2002 and 2005 and low flow in 1997, 1998 
and 2003. This variability shows a clear connection between amount of rainfall 
and flow. 
 
Removed 
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Figure 3.18 Annual average flow for each of 44 flow gauges. 
 
3.3.2.4 Monthly average flow 
Figure 3.19 presents similar patterns of flow seasonality over 44 flow 
gauges. From the start of the water year in April, flow is increasing and reaching 
the first peak in May. It is decreasing between June and July due to less rainfall 
but it is increasing again between August and September when the ITCZ 
produces more rainfall. Rainfall is clearly the most influential factor causing 
temporal differences in flow. Spatial variation in flow is believed to be caused by 
rainfall, land use and soil type and this assumption will be explored in more 
detail in Chapter 5.  
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Figure 3.19 Monthly average flow for the upper Ping catchment. 
 
3.3.3 Temperature gauges  
 
3.3.3.1 Temperature records and measuring equipment 
All the 10 temperature gauges used in this study were considered to 
have good data quality with a small percentage of missing data as shown in 
Figure 3.20. Due to the small number of temperature gauges, especially in the 
lower part of the upper Ping catchment as shown in Figure 3.2, a closest 
temperature gauge located in the lower Ping catchment was added into the study. 
Other temperature gauges were not included either because they were too far 
away or were of poor data quality. A temperature measuring unit consists of two 
thermometers for maximum and minimum daily readings as shown in Figure 
3.21. 
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Figure 3.20 Length and missing data of the temperature time-series plotted on daily time scale. 
Gauge codes and percentage of missing data are shown on the left and right hand side 
accordingly. Days with missing data are indicated by gray and days with complete data are 
indicated by blue. 
  
 
Figure 3.21 Thermometers for measuring maximum and minimum temperature at station 07391 
RID Office Unit 1, Muang, Chiang Mai. 
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3.3.3.2 Investigation of suspicious temperature values 
According to the box plot shown in Figure 3.22, no suspicious values 
were found for temperature data.  
 
 
Figure 3.22 Box plot for daily temperature for each of 10 temperature gauges. 
 
3.3.3.3 Annual average temperature 
Figure 3.23 shows annual average temperature for each ten gauges, 
most of which vary between 1-2 °C except for 061501. A slight increasing trend 
in temperature can be detected from 1999-2006. In 1998 all 10 gauges hit the 
highest records of annual average temperature. Elevation was found to be a 
controlling factor for temperature as shown in Figure 3.24.  
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Figure 3.23 Annual average temperature for each of 10 temperature gauges. 
 
   
Figure 3.24  Relationship between annual average temperature and elevations of temperature 
gauges fitted with linear regression. 
 
3.3.3.4 Monthly average temperature 
Similar patterns of monthly average temperature were found across the 
ten temperature gauges. Highest temperature happens between March and April. 
After April, the temperature is decreasing as it is the start of the rainy season 
caused by the Southwest monsoon. The lowest temperature is in December or 
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January when the catchment is governed by the cold air brought to land by the 
Northwest monsoon (Figure 3.25).  
 
 
Figure 3.25 Monthly average temperature for the upper Ping catchment. 
 
3.3.4 Data quality issue in the study catchment 
There are three agencies involved in data collection and this may cause a 
problem of inconsistency and repetition of data (The Working Group of the Office of 
Natural Water Resources Committee (ONWRC) of Thailand 2006). As discussed with a 
number of researchers (director of the Hydro Informatics Division of the Hydro and Agro 
Informatics Institute and PhD students of the Asian Institute of Technology), academic 
lecturers (head of the Water Resources Engineering Department and lecturers of 
Chulalongkorn University, head of the Irrigation Engineering Department and lecturers 
of Kasetsart University), and officers (head of the Hydro Informatics and Water 
Resources Section of the Royal Irrigation Department and Deputy director of the 
Hydrology and Water Management Centre for the Upper Northern Region) involved in 
data collection processes, the issues regarding the quality of data in the upper Ping 
catchment are summarised in the following sections. 
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3.3.4.1 Data quality issue for rainfall 
 Inconsistency of rainfall records may occur due to different types of 
equipment, change in equipment and methods of measurement. The 
rainfall data have been recorded using either non-recording or 
recording rain gauges. The non-recording rain gauges may not give 
a correct measurement of rainfall when severe storm occurs due to 
the capacity of the container. When rainfall is poured from a 
cylinder into a measuring tube, the errors in measurement may arise 
from a spill or human error. Recording rain gauges (tipping buckets 
and siphon rain gauges used in the upper Ping catchment) have an 
advantage over the non-recording rain gauges due to ability to 
provide continuous records and rainfall intensity but at the expense 
of requiring regular maintenance. It has been found that some leaves 
fall down into the bucket and obstruct the rotation of the gear 
leading to wrong recordings. When staff forget to change a paper for 
recording rain gauges on a particular day, the new record of rainfall 
will be written over the previous one and the data for these two days 
are not readable. The problems stated above are some examples of 
sources of errors related to recording rain gauges. There are other 
problems involved with recording rain gauges. In the case of Thai 
catchments, it is believed that non-recording rain gauges provide 
more reliable records than recording rain gauges, which require high 
maintenance. Changes in equipment types, e.g. from standard rain 
gauge to tipping bucket, were found at some gauges. This could be a 
factor affecting data quality but can partly be treated by double mass 
plots as explain in Section 3.3.1.3. 
 The procedures for recording daily rainfall data set by the three 
departments, TMD, RID and DWR are different. For example, a 
daily rainfall record obtained from TMD is an accumulation of three 
measurements in a day while the record obtained from non-
recording rain gauges of RID is a one-time measurement at 7.00 
AM of the following day.  
 
Chapter 3 Study catchment and preliminary data analysis 
 
86 
 
3.3.4.2 Data quality issues for flow 
 Any change in the method of measuring the water level partly 
contributes to inconsistency in flow records. The water levels at 
some flow gauges are obtained from staff gauges while the rest are 
derived from automatic gauges. In addition, staff gauges were 
changed to automatic gauges, or vice versa, at some stations.  
 The records of flow are obtained by converting water level through 
rating curves. The problems related to rating curves come from 
various sources e.g. data used to construct rating curves, revision of 
rating curves, human skills and experience in constructing rating 
curves. For the upper Ping catchment, rating curves representing the 
relationship between water level and discharge are developed based 
on the observations of water level and velocity on selected days, and 
when extended for the prediction of high flows, the rating curves 
could bring about significant error due to extrapolation out of the 
range of actual rating curves (see 26).  
 Any change in river cross section, e.g. by sediment transport and 
erosion of river banks, will cause error in transforming stage to 
velocity and velocity to flow. It was found for some rivers that their 
cross sections have not been reviewed for a few years. Evidence of 
change in the Ping river cross section due to encroachment of 
urbanisation was recorded by The Working Group of the Office of 
Natural Water Resources Committee (ONWRC) of Thailand (2006). 
 
3.3.4.3 Other data quality issues commonly found for rainfall, flow and 
temperature 
 Missing data could be recorded as zero. 
 Decimal point may be missed or misplaced i.e. record 1.20 as 12.0 
or 120.  
 Wrong record due to human error, e.g. writing 56 instead of 26.  
 Poor hand-writing. 
 No record on weekend or public holidays.   
 Different ways of representing zero value i.e. the RID represents 
zero value using ‘0’ while the DWR leaves zero value as blank. 
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 Different ways of representing missing record i.e. the RID 
represents missing record using ‘-’ while the DWR uses ‘-9999’. 
 
The quality issues listed above are found for Thailand. However, similar issues 
could be found elsewhere especially in developing countries such as Iran (Mirshahi 
2010).    
 
   
a) P.1 Nawarat Bridge, Muang, Chiang Mai 
 
 
b) P.79 Ban Mae Wan, Doi Saket, Chiang Mai 
 
Figure 3.26 Rating curve and mean daily gauge height hydrograph in 2008. The plotted 
observations for rating curve are labelled with the date of measurements. An inset in the top 
right corner is the magnified rating curve for low flow. 
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3.4 Data quality assessment  
A scoring system was set up based on data quality criteria associated with the issues 
presented in Section 3.3 and other possible errors that were not obvious in the initial checks for 
suspicious values, in an attempt to indicate the quality of data in a numerical format. This 
provides a quantitative basis to explore the link between data quality and model performance in 
Chapters 5 and 6. The criteria used for data quality assessment are described in Table 3.4. The 
data quality score is the sum of the scores determined by the seven quality criteria shown in 
Table 3.4. Sub-catchment sizes and elevations are included in the criteria as they are believed to 
affect the ability to sample rainfall effectively. The bin size of each criterion is varied. It is set 
based on the range and distribution of the values from all the test sub-catchments. The selected 
bin size is perceived to be sensitive enough to distinguish variable data quality between sub-
catchments within these ranges. The possible aggregate score based on the criteria in Table 3.4 
ranges from 7 to 46. The higher the score, the better the perceived data quality.  
The data quality scores for the 44 test sub-catchments are shown in Table 3.5 ranging 
from the minimum of 20 to the maximum of 43. In terms of flow record length and its 
overlapping with rainfall record (criteria 1) and 2) shown in Table 3.4), the distributions of data 
quality scores are biased toward high scores suggesting that the majority of the sub-catchments 
have sufficiently long records of rainfall and flow that cover inter-annual variation from dry to 
wet years. Missing rainfall data is common for all sub-catchments but to a different extent. 
Most of the sub-catchments (38 out of 44) have less than 20% of missing rainfall data. The rest 
of the sub-catchments (6 out of 44) have a relatively large proportion of missing rainfall data, 
about 25% to 30%. The scores based on the criteria of sub-catchment sizes and elevations are 
less skewed than those of other criteria. The number of possible suspicious values in flow 
record and frequency of rating curve revision are the most difficult to judge, most influenced by 
subjectivity and most important in determining total data quality score. Extreme values are 
generally suspicious but they could be real due to high variations of climate caused by monsoon 
winds and the movement of ITCZ. Information regarding the frequency of rating curve revision 
is not well recorded, though it can be tracked from the number of different hard copies of rating 
curves developed during the period of study, 1995-2006. Extra information acquired from 
personal conversation with local staff involving data collection and processing is therefore 
needed and used as the aid of judgment.           
Due to subjectivity involved in developing the data scoring system in Table 3.4, its 
usefulness in suggesting regionalisation performance could be arguable and not convincing. 
However, this is unavoidable for the upper Ping catchment where data availability is limited. 
To the best of my knowledge, this study is the first to attempt to link the model performance 
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with data quality; no systematic data quality has been performed in the upper Ping catchment. 
Sensitivity testing of the data quality scoring system is recommended for future work.  
 
Table 3.4 Criteria for evaluating data quality of the test sub-catchments 
Criteria Range of 
values 
Range of 
scores 
Comments 
1) Length of flow record 
(years) 
5-11 1-7 Excluding 1 year warm up period 
to allow equal relevance to 
rainfall-runoff modelling 
performance (NSE) which 1 year 
warm up period is also applied. 
The flow record should be long 
enough to cover inter-annual 
variation. It should contain 
average, wet and dry years and 
not bias to particular years. The 
longer record thus implies smaller 
uncertainty in estimating 
regionalised flow indices. 
2) Number of years of 
flow record overlapping 
with rainfall record 
(years) 
5-11 1-7 Excluding 1 year warm up period 
to allow equal relevance to 
rainfall-runoff modelling 
performance (NSE) which 1 year 
warm up period is also applied. 
3) Number of possible 
suspicious values in 
flow record that were 
not omitted at the 
screening stage 
described in section   
(number/year) 
0-4 1-5 Box plot analysis (excluding zero 
values) is used to identify 
potentially suspicious values 
together with additional sources 
of information which are 
historical flood reports produced 
by RID, Department of Disaster 
Prevention and Mitigation (DPM) 
and Hydro and Agro Informatics 
Institute (HAII). 
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Criteria Range of 
values 
Range of 
scores 
Comments 
4) Frequency of revision 
of rating curve  
Rarely, 
Hardly, 
Regularly 
1-3 This is based mainly on the 
information provided by local 
staff that the rating curves of 
main rivers should be reviewed 
once per year. The rating curves 
of small rivers or tributaries are 
reviewed at less frequency. 
5) Missing rainfall data 
from rain gauge(s) 
located within the sub-
catchment (%) 
0-30 1-6 Total number of days of missing 
data from all rain gauge(s) 
located within the sub-catchment 
divided by the total number of 
days of rainfall record, multiplied 
by 100. 
6) Sub-catchment sizes 
(km
2
) 
 
 
5-14814 1-8 The wide range of the sub-
catchment sizes is determined 
only by a few very large sub-
catchments. To deal with the 
difference in order of magnitude, 
the sub-catchments are classified 
from the size less than the 
smallest order of magnitude 
(<10
1
) to the size more than or 
equal to the highest order of 
magnitude (≥104) with a half 
order of magnitude increasing 
between the lower and upper 
classes, e.g. <10
1
, 10
1
-10
1.5
, 10
1.5
-
10
2, …, ≥104. There are eight 
classes for the sub-catchment 
sizes and the scores of 1 to 8 are 
given to each class in an 
ascending order from the smallest 
to the largest classes. 
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Criteria Range of 
values 
Range of 
scores 
Comments 
7) Sub-catchment 
elevations (m.a.s.l.) 
624-1529 1-10 Elevations of the sub-catchments 
are divided into the interval of 
100 m.a.s.l. starting from the 
elevation less than 700 m.a.s.l. to 
higher than 1500 m.a.s.l. resulting 
in ten classes in total. The scores 
of 1 to 10 are given in a 
descending order from the lowest 
to the highest classes. 
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Table 3.5 Data quality scores for 44 test sub-catchments 
Gauge 
order 
Gauge 
code 
Data quality scores using the criteria shown in Table 3.4 
(1)* (2) * (3) * (4) * (5) * (6) * (7) * Total 
1 P.1 7 7 5 3 4 7 9 42 
2 P.4A 7 7 1 1 1 6 6 29 
3 P.14 7 7 5 1 5 7 7 39 
4 P.20 7 7 5 3 6 6 9 43 
5 P.21 7 7 5 3 6 5 9 42 
6 P.24 6 6 5 1 6 5 7 36 
7 P.42 2 1 5 1 1 5 10 25 
8 P.56A 3 3 5 1 4 5 9 30 
9 P.64 5 5 5 3 5 5 6 34 
10 P.65 4 3 5 1 1 4 6 24 
11 P.67 7 7 5 2 4 7 8 40 
12 P.70 2 1 5 1 1 4 6 20 
13 P.71 7 7 5 3 4 6 8 40 
14 P.73 3 3 5 1 4 8 10 34 
15 P.75 4 4 5 1 4 6 9 33 
16 P.77 3 3 5 1 4 5 10 31 
17 P.79 3 3 5 1 5 4 7 28 
18 060201 7 7 5 1 6 3 6 35 
19 060202 7 7 5 2 6 4 9 40 
20 060301 7 7 5 3 6 3 8 39 
21 060302 7 7 5 1 3 3 7 33 
22 060403 7 6 1 1 1 2 4 22 
23 060603 7 7 5 1 6 4 10 40 
24 060701 7 7 5 1 5 3 5 33 
25 060702 7 7 5 1 5 3 4 32 
26 060703 7 7 1 1 5 2 5 28 
27 060704 4 4 5 1 5 1 5 25 
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Gauge 
order 
Gauge 
code 
Data quality scores using the criteria shown in Table 3.4 
(1)* (2) * (3) * (4) * (5) * (6) * (7) * Total 
28 060705 6 6 1 1 4 1 4 23 
29 060804 5 5 5 1 6 3 6 31 
30 060805 7 7 5 1 6 3 6 35 
31 060806 7 7 5 1 6 5 7 38 
32 060807 7 7 5 1 6 5 6 37 
33 060808 7 7 5 3 5 6 8 41 
34 061001 7 7 1 1 6 3 1 26 
35 061002 7 7 1 1 6 3 5 30 
36 061003 7 7 1 1 6 3 5 30 
37 061004 7 7 1 1 6 2 3 27 
38 061006 7 5 5 1 1 3 5 27 
39 061101 5 5 5 2 6 3 10 36 
40 061201 7 7 1 1 6 6 6 34 
41 061202 7 7 1 1 6 3 5 30 
42 061301 7 7 5 1 6 3 6 35 
43 061302 7 7 5 2 6 6 6 39 
44 061501 7 7 5 3 5 6 7 40 
 
*Ordinal number of criteria referred from Table 3.4 
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Table 3.6 Locations of 50 rain gauges 
Gauge 
order 
Gauge 
code 
Latitude 
(°N) 
Longitude 
(°E) 
 Gauge 
order 
Gauge 
code 
Latitude 
(°N) 
Longitude 
(°E) 
  1 07013 18.8397 98.9756  26 07714 18.3069 98.3658 
2 07022 18.7133 99.0414  27 07722 19.4167 98.9667 
3 07032 18.7442 99.1244  28 07731 17.7836 98.3753 
4 07042 18.8475 99.0483  29 07751 19.6367 98.6389 
5 07052 18.8689 99.1394  30 16062 18.4167 99.2167 
6 07072 18.6861 98.9219  31 16162 18.4167 99.2167 
7 07082 18.6269 98.8989  32 17012 18.5772 99.0094 
8 07092 18.1906 98.6144  33 17022 17.8003 98.9547 
9 07112 19.1189 98.9478  34 17032 18.5236 98.9439 
10 07122 19.3644 99.2047  35 17042 18.4597 99.1372 
11 07132 19.3647 98.9667  36 17052 18.3144 98.8225 
12 07142 18.8478 98.7358  37 17062 17.6556 98.7750 
13 07152 18.4983 98.3650  38 17074 17.9519 98.8992 
14 07162 17.7958 98.3600  39 17081 17.8875 99.0889 
15 07182 18.4158 98.6797  40 060301 19.4506 99.2178 
16 07192 18.0500 98.6453  41 060401 19.6272 98.5794 
17 07242 18.8028 98.9250  42 060601 18.9450 98.9467 
18 07252 19.2686 98.9756  43 060801 18.7000 98.8217 
19 07262 18.8067 98.9033  44 060803 18.7186 98.5728 
20 07282 18.1503 98.3931  45 060804 18.6681 98.6297 
21 07292 18.6111 98.9006  46 061202 18.7283 98.4000 
22 07391 18.7892 99.0169  47 061302 18.5483 98.3583 
23 07472 17.9167 98.6833  48 061501 17.3897 98.4756 
24 07502 19.0667 99.2167  49 327301 18.9167 99.0000 
25 07702 19.5575 98.6403  50 329201 18.5667 99.0333 
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Chapter 4 Spatial rainfall estimation 
Rainfall is a critical input to rainfall-runoff modelling and is highly variable both in space and 
time. To reduce errors passed along to flow estimates, the method of spatial rainfall estimation 
for any case study must be carefully selected. For the upper Ping case study, this chapter tests 
the performance of different rain gauge interpolation methods followed by an assessment of the 
Tropical Rainfall Measurement Mission (TRMM) satellite rainfall product. The accuracy, 
advantages and disadvantages across the methods are discussed. The most appropriate method 
will be used for estimating areal rainfall used as input to rainfall-runoff modelling in Chapter 5 
and Chapter 6.    
4.1  Interpolation between rain gauges 
Rain gauges provide a direct measurement of rainfall which can give high accuracy at the 
location of the gauge but inaccuracies may arise when estimating rainfall between them (Garcia 
et al. 2008). There have been a large number of studies of rainfall interpolation which showed 
variable performance of different interpolation methods depending on e.g. topography and 
climate regime of the catchment and density of rain gauge network (Creutin 1982, Tabios and 
Salas 1985, Dirks et al. 1998, Goovaerts 2000, Price et al. 2000, Subyani 2004, Buytaert et al. 
2006, Hofstra et al. 2008, Newlands et al. 2011). In order to assess the applicability of different 
interpolation methods to the upper Ping catchment, five conventional methods and one newly 
proposed method were tested: 1) Thiessen polygon (Thiessen 1911), 2) Inverse Distance 
Weighting (IDW), 3) linear regression, 4) closest gauge with linear regression adjustment, 5) 
kriging and 6) a combination of rainfall gradient (lapse rate) and IDW. The 12-year (April 1995 
to 31 March 2007) time-series of daily rainfall from 50 rain gauges shown in Chapter 3 were 
used. The performance of interpolation methods was evaluated both using daily data and 
monthly aggregation of the daily data using a cross validation method (leave-one-out) in which 
the rainfall data at a rain gauge being analysed were removed and rainfall estimation was 
performed based on the data of the remaining rain gauges (49 gauges). The principle and results 
of each interpolation method are presented in the following section. 
 
4.1.1 The Thiessen polygon method 
The Thiessen polygon method (Thiessen 1911) performs the interpolation by 
creating a zone of influence, which is the area surrounded by perpendicular bisectors to 
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lines connecting rain gauges, around a rain gauge. Any point within the zone of influence 
is assumed to have rainfall equal to the rainfall from rain gauge located within the zone 
of influence. The rainfall over a catchment area is calculated from weighted average 
values of rainfall from each rain gauge in direct proportion to the total catchment area it 
represents. The Thiessen polygon method is simple but, in principle, not appropriate for 
estimating rainfall over mountainous or monsoon-dominated catchments due to the 
assumption that a rain gauge is representative of a potentially large area around it, which 
is far from true. 
 
4.1.2 Inverse Distance Weighting (IDW) 
Rainfall values at an ungauged point derived from the IDW method are 
calculated from weighted average values of rainfall from a number of surrounding rain 
gauges using a weighting function represented by the inverse distance between each rain 
gauge and the ungauged point as shown in the equation below:  
 
R = 
∑   
 
         
 
∑        
 
   
      (4.1) 
 
where R is interpolated rainfall at ungauged point 
  Ri is observed rainfall at surrounding gauge i   
  di is the distance between the surrounding gauge i and ungauged point 
  p is power of distance  
  n is numbers of surrounding gauges  
 
The closer the distance between the rain gauge and ungauged point, the more the 
influence of the rain gauge. Beyond a radius of influence, the gauge may be ignored. The 
weighting functions are adjustable by using different p values and different radii of 
influence, thus allowing flexibility for obtaining sensible local values. While the p values 
and radii of influence can be optimised for any gauge and time period, the same values 
are generally applied to all gauges in the regions throughout the period of interpolation. 
However, as there is no physical basis and it is difficult to identify optimal values for 
weighting functions, the adjustments are usually arbitrary (Babak and Deutsch 2009, 
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Tobin et al. 2011). The IDW method assumes that the distance between rain gauges and 
ungauged point is the only factor characterising the spatial distribution of rainfall and 
others are ignored. The IDW is a simple method which has been demonstrated efficient 
and reliable in many rainfall studies, e.g. Tabios and Salas (1985), Garcia et al. (2008), 
Ly et al. (2011), Chen (2012). A major weakness of the IDW method is inability to 
account for the effect of topography on rainfall.  
In this study, the power of distance, p, was optimised within the range 1 to 3. 
Using p = 2, equivalent to the inverse of squared distance yielded the smallest errors thus 
the squared distance weighting function was used for comparison with other interpolation 
methods, shown in Section 4.2.  
 
4.1.3 Linear regression 
Rainfall values at an ungauged point are estimated using a regression equation 
relating observed rainfall values at gauged sites to their spatial properties perceived to 
characterise rainfall. The elevation of a rain gauge has been found to have a significant 
role in determining orographic rainfall thus it has been used as a predictor for many 
rainfall studies in mountainous catchments (Goovaerts 2000, Lloyd 2005). Other spatial 
properties frequently linked to rainfall are i.e. latitudes, longitudes, slopes and directions 
of aspect/facet (Daly et al. 1994). The transformations and combinations of the above 
mentioned properties can also be used as predictors, i.e. latitude
2
, latitudes x longitude 
and log(elevation) (Brown and Comrie 2002, Johansson and Chen 2003). This study 
tested two applications of linear regression including 1) using elevations as the only 
predictor and 2) using elevations, latitudes and longitudes to form a multiple regression 
for prediction. The linear regression method is straightforward and able to show explicit 
links between the spatial properties of the catchments and rainfall but could become 
complicated and difficult to interpret if a large number of spatial properties were 
included in the equation. This method ignores climatic effects causing different rainfall 
values at different sites (Daly 2006). Negative interpolated rainfall values are possible for 
the regression method especially when predicting at daily time scale due to weak and 
variable relationships between rainfall and the predictor(s). In this case, all the negative 
values were set to zeros. 
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4.1.4 Closest gauge with linear regression adjustment 
Rainfall values at an ungauged point are taken from the closest gauge but 
adjusted by coefficients of the regressions obtained from Section 4.1.3 to account for 
spatial variability. This interpolation method is modified from the gradient plus IDW 
method of Nalder and Wein (1998). The equation used is shown below: 
 
R  =  Rc + (x-xc)Cx + (y-yc)Cy + (h-hc)Ch   (4.2) 
 
where  R is interpolated rainfall at ungauged point 
Rc is observed rainfall at the closest gauge   
x and xc are longitudes of ungauged and closest gauge accordingly 
y and yc are latitudes of ungauged and closest gauge accordingly 
h and hc are elevations of ungauged and closest gauge accordingly 
Cx, Cy and Ch are regression coefficients for x, y and h accordingly 
 
The form of Equation (4.2) is reduced to R = Rc + (h-hc)Ch when elevations are 
used as the only predictor. 
 
4.1.5 Kriging 
Kriging (ordinary kriging) is a geostatistical method which is a study of 
phenomenae that vary in space and/or time (Deutsch 2002). Kriging is similar to IDW in 
that it weights rainfall values from surrounding rain gauges to obtain the value at 
ungauged point but the weighting function is based on the spatial autocorrelation among 
rain gauges which is determined by a semivariogram (usually referred to as variogram) 
describing how the squared difference in rainfall value depends on the gauge separation 
distance.  Weights are not arbitrary but identified according to the position of the 
ungauged point and the semivariogram (Sivapragasam et al. 2010). The accuracy 
depends on how well the experimental semivariogram can be fitted to the theoretical 
model from which rainfall values at ungauged point are estimated. In this study, the most 
widely used spherical semivariogram model (Goovaerts 2000) was found to give a better 
fit to empirical semivariogram than other theoretical semivariogram models tested 
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including circular, exponential, Gaussian and linear. Thus, the interpolated rainfall values 
based only on the spherical semivariogram were compared with other interpolation 
methods shown in Section 4.2. The kriging method is relatively complex and requires 
prior knowledge of spatial structure for developing a semivariogram before making 
spatial predictions (Babak and Deutsch 2009). However, it is the only interpolation 
method tested here capable of providing both deterministic and stochastic components 
and allowing uncertainty analysis (Babak and Deutsch 2009). Apart from ordinary 
kriging, there are several extensions i.e. cokriging, block kriging and kriging with 
external drift but they were not tested here. 
 
4.1.6 Combination of rainfall gradient (lapse rate) and IDW 
It has been found in many studies that elevation has a significant effect on 
temperature (Rolland 2003, Mirshahi 2010, Kattel et al. 2013) and rainfall (Lloyd 2005, 
Molinié et al. 2011, Ward et al. 2011), especially in mountainous area (Alpert 1986, 
Phillips et al. 1992, Daly et al. 1994, Blöschl and Sivapalan 1995, Goovaerts 2000, 
Buytaert et al. 2006, Tobin et al. 2011). Data analysis in Chapter 3 (Figure 3.12 and 
Figure 3.23) also showed the relevance of elevation to rainfall and temperature for this 
study. The method combining rainfall gradient with respect to elevation (lapse rate, λ) 
and IDW was developed to take into account both the effects of distance and elevation 
differences from the neighbouring gauges on the interpolated values at an ungauged 
point. This method has been used for interpolating temperature (Kurtzman and Kadmon 
1999, Stahl et al. 2006, Mirshahi 2010) but, to the best of my knowledge, not for rainfall. 
There are a few methods sharing similarity to the method used here by incorporating 
topographic effect and spatial correlation into rainfall interpolation algorithms but they 
are not identical. These similar methods include generating surfaces of daily 
meteorological variables (DAYMET) of Thornton et al. (1997), gradient plus IDW 
(GIDS) of Nalder and Wein (1998), one/two layer model sequence of Neilsen et al. 
(2010). The present link between elevations and rainfall suggests that the method 
combining lapse rate IDW could be applicable to rainfall interpolation. Thus, it was 
tested in this study based on the steps explained below: 
Firstly the daily rainfall lapse rate (λ) is calculated by regressing daily rainfall 
against gauged elevations. Figure 4.1 shows an example of lapse rate estimation using 
daily average rainfall data from 50 rain gauges. The regression slope, 0.0013 mm/m or 
1.3 mm/km, is considered as the lapse rate for daily average rainfall. The observed 
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rainfall from all gauges is then reduced to mean sea level equivalents using the equation 
below: 
 
Ros = Rog + λ(hs-hg)      (4.3) 
 
where Ros is observed rainfall adjusted to sea level equivalent 
  Rog is observed rainfall at gauged level 
  hs is elevation at sea level (hs = 0) 
  hg is elevation at gauged level  
  
Subsequently, inverse distance weighting is applied to Ros to account for 
decreasing correlation of rainfall between sites with distance between sites. The final 
interpolated values are obtained by converting the interpolated rainfall at sea level back 
to gauged level, again through Equation (4.3).  
 
 
Figure 4.1 Example of lapse rate estimation using daily average rainfall data from 50 rain 
gauges fitted with linear regression. 
 
While including the explicit effect of elevation on rainfall estimation, the error 
involving in this method comes from estimating lapse rate (slope of the regression as 
mentioned in Section 4.1.3). The suspicious values of daily rainfall could significantly 
affect the elevation-rainfall relationship (Neilsen et al. 2010) and thus causing unrealistic 
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values for lapse rate. Also, lapse rate can be poorly determined when the closest gauge is 
still far away from the ungauged point (Price et al. 2000).   
4.2 Performance of interpolation methods 
The performance of different interpolation methods for estimating rainfall was evaluated 
both using daily data and monthly aggregation of the data using a cross validation method 
(leave-one-out) in which the rainfall data at a rain gauge being analysed were removed and 
rainfall estimation was performed based on the data of the remaining rain gauges (49 gauges). 
For this evaluation, bias, mean absolute error (MAE) and correlation coefficient (r), as defined 
in Equations (4.4) - (4.6), were used.  
 
Bias (%)    =   [∑(x-y)/n] / mean(y)  x 100     (4.4) 
 
MAE (%)  =   [∑[abs(x-y)]/n] / mean(y) x 100     (4.5) 
 
r =   (n∑xy-∑x∑y) / sqrt[(n∑x2-(∑x)2)(n∑y2- (∑y)2)]  (4.6) 
 
where  x  is interpolated rainfall depth (mm) 
  y  is gauged rainfall depth (mm) 
  n  is number of time steps (days or months) 
 
Note that this performance assessment is deterministic, as the methods aim to estimate 
the true values at a point, rather than only the parameters of statistical distributions at a point. 
 
Daily time scale 
The performance of different interpolation methods was variable across the rain 
gauges. Kriging was found to give very poor performance for all rain gauges due to large 
error in fitting the theoretical semivariogram model to that of the observed as shown in 
Figure 4.2 and thus kriging is excluded from the comparison in Figure 4.3. Poorly fitted 
semivariograms were probably attributed to the existence of many zero values of daily 
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rainfall and the skewed distribution of rainfall towards small values, hence fitting 
semivariogram models on a daily basis was likely to bring about higher error than that of 
larger time scales e.g. monthly or annual time scales because the problem of skewed 
distribution could be alleviated by temporal aggregation. It may be that a more 
sophisticated kriging method, for example one takes out the effect of elevation in the 
semivariogram analysis, would have worked better, however this was not attempted here. 
The performance obtained from the closest gauge adjusted by linear regression 
coefficients explained in Section 4.1.4 was also excluded from Figure 4.3 because it 
showed similar performance to that of the Thiessen polygons method due to small values 
of the regression coefficients used for adjustment. Figure 4.3 shows that large errors were 
found for a number of rain gauges using the Thiessen polygons method, which ignores 
both the elevations and rainfall records at neighbouring gauges. The multiple regression 
method linking latitudes, longitudes and elevations to gauged rainfall slightly 
outperformed the regression using elevations as a single predictor. The combination of 
lapse rate and IDW was found to outperform other interpolation methods for most of the 
gauges as seen from the values of bias, MAE and r in Figure 4.3(a) - (c). Thus, the 
method of combining lapse rate and IDW was selected to compare with the TRMM 
product in estimating areal rainfall presented in Section 4.4 and in estimating flow 
indices presented in Section 4.5.  
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 1 Oct 1999 2 Oct 1999 3 Oct 1999 4 Oct 1999 
 
 
 5 Oct 1999 6 Oct 1999 7 Oct 1999 
 
Figure 4.2 Examples of daily empirical semivariograms fitted with spherical theoretical 
model for rain gauge 17062 located at the lowest level, 247 m.a.s.l, from 1-7 October 
1999. 
 
Monthly time scale 
By comparing Figure 4.3 to Figure 4.4, it can be seen that daily bias and monthly 
bias remain the same while the MAE and r values are much improved at monthly time 
scale due to the effect of error averaging from a finer to coarser time scale. 
While the combination of lapse rate and IDW was considered to perform best for 
this study, errors in estimating point rainfall are substantial for example  the average 
MAE over 50 rain gauges at daily and monthly time scales are 91% and 29% 
accordingly. This prompts the trial of using TRMM. The high errors also indicate that 
rainfall estimation could be a major contributor to uncertainty in rainfall-runoff 
modelling which needs to be considered when interpreting modelling results in Chapter 5 
and Chapter 6. Using a stochastic method i.e. co-kriging which could make better use of 
elevation as a covariable could reduce uncertainty in rainfall estimation but it was not 
tested here. However, the performance is expected to improve when moving from point 
to catchment scales. 
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a) Bias b) MAE c) r 
 
Figure 4.3 Bias, MAE and r values for different rain gauge interpolation methods assessed at daily time scale. 
 
         
a) Bias b) MAE c) r 
 
Figure 4.4 Bias, MAE and r values for different rain gauge interpolation methods assessed at monthly time scale.
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4.3 The TRMM satellite product 
Available satellite products offer an alternative for estimating areal rainfall for ungauged 
catchments. There are a growing number of satellite products available for rainfall estimates 
and most of them are easily accessible from websites. To compare with the best performing 
interpolation method, which is the combination of lapse rate and IDW, the Tropical Rainfall 
Measurement Mission (TRMM) was selected for this study because it is designed specifically 
for monitoring rainfall in tropics and subtropics. The information presented here is primarily 
based on http://trmm.gsfc.nasa.gov and http://www.eorc.jaxa.jp/TRMM/ document/text/ 
handbook_e.pdf unless specified elsewhere. 
The TRMM is a polar-orbiting satellite owned by National Aeronautics and Space 
Administration (NASA) and the Japan Aerospace Exploration Agency (JAXA). It was launched 
in November 1997 at 350 km above the Earth to measure rainfall in the tropical region between 
35°N and 35°S. The present sampling frequency is 16 times a day for each grid square 
(approximately 90 minute/earth rotation) and orbital height is 403 km above the Earth (Ward et 
al. 2011).  
The rainfall measuring equipment for TRMM comprises the Precipitation Radar, TRMM 
Microwave Imager, Visible Infrared Scanner, Cloud and Earth Radiant Energy Sensor and 
Lightning Imaging Sensor. The Precipitation Radar is used to determine three-dimensional 
maps of storm structure, rain type, rainfall intensity, rainfall distribution, storm depth and the 
height at which the snow melts into rain. TRMM Microwave Imager measures the microwave 
energy released by the Earth and its atmosphere, which allows the quantification of water 
vapour, cloud water and rainfall intensity. The major function of the Visible Infrared Scanner is 
serving as a transfer standard to other measurements. Clouds and the Earth's Radiant Energy 
System is designed for the study of Earth's radiation budget. Lightning Imaging Sensor can be 
used to detect and locate lightning.  
Several TRMM products have been developed using different algorithms (Simpson et al. 
1996). The TRMM 3B42 V6 algorithm is selected for this study. It merges the TRMM data 
with multiple satellite data sources including microwave from polar orbiting and infrared from 
geostationary satellites to produce daily rainfall at 0.25 x 0.25 degree spatial resolution. Firstly, 
3-hourly infrared estimates are merged with the calibrated microwave estimates and other 
satellite products including GMS, GOES-E, GOES-W, Meteosat-7, Meteosat-5 and NOAA-12. 
Then the 3-hourly merged-infrared precipitation is summed over a calendar month to combine 
and calibrated using monthly ground-gauged data. The same calibration coefficients are 
assumed to apply to the 3-hour estimates, and the final product of TRMM 3B42 is the 
accumulation of the 3-hour 0.25 x 0.25-degree data over each day.  
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4.4  Comparison of TRMM and interpolation for areal rainfall estimates 
The main purpose of this section is to assess the best method for estimating gridded 
rainfall in sparsely gauged areas as represented by the case study.  
To use as a baseline for comparing the performance of the TRMM product and 
interpolated rainfall, gauged rainfall was spatially averaged within each of the most densely 
gauged 0.25 x 0.25 degree grid squares. Five grid squares (shown in Figure 4.5 using a red grid 
border), which each have 3-5 gauges, were used as benchmark grids. The average gauged 
rainfall over each of these grids represents an approximation of the true spatially averaged 
rainfall over that grid, though the accuracy is limited by inadequate sampling of rain gauges as 
well as potential bias due for example to wind effects. The flat binary TRMM data was 
obtained from http://disc2.nascom.nasa.gov/Giovanni/tovas/TRMM_V6.3B42.shtml and 
converted to a readable format using a MATLAB code based on a guideline provided at 
http://disc.gsfc.nasa.gov/precipitation/TRMM_README/TRMM_3B42_readme.shtml 
(Huffman and Bolvin 2011). The performances of TRMM estimates and interpolation were 
compared using the daily data from 1 January 1998 to 31 December 2006 due to availability of 
the TRMM products. Table 4.1 summarises the data used for comparison between the TRMM 
estimates and interpolation.  
 
 
Figure 4.5 The terrain of the upper Ping catchment and the distribution of rain gauges over  
0.25 x 0.25 degree grid squares. 
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Table 4.1 Data used in this study 
Product Spatial resolution Duration 
Rain gauges point  Jan 1998- Dec 2006 
Benchmark grid-averaged 
rain gauges 
Averaged over 0.25° x 0.25°  Jan 1998- Dec 2006 
Interpolated rain gauge data 0.05° x 0.05°, then scaled up to 
0.25° x 0.25° 
Jan 1998- Dec 2006 
TRMM 3B42 V6 0.25° x 0.25°  Jan 1998- Dec 2006 
 
Point gauged rainfall is interpolated over the entire catchment with daily temporal 
resolution and 0.05 x 0.05 degree spatial resolution using the combination of lapse rate and 
IDW method. The average of the 0.05 x 0.05 degree interpolated rainfall data over a 0.25 x 0.25 
degree grid square allows comparison with the benchmark grids and the TRMM estimates. The 
gauges within the benchmark grids were omitted from the interpolation. 
 
Daily time scale 
Although the TRMM product has already merged the satellite data with some 
ground-gauged data, there is potential benefit in additional calibration of the TRMM data 
against regional data sets (Asadullah et al. 2008).  Therefore, the TRMM estimates are 
adjusted through linear regression against gauged rainfall (excluding the benchmark 
gauges) before using them for areal rainfall estimates. Only non-zero rainfall values 
measured by both data sources were used for developing the regression equations as 
shown in Figure 4.6 and only non-zero TRMM estimates were adjusted. 
After an adjustment, the correlation coefficients between the calibrated TRMM 
and benchmark grid-averaged rainfall for the entire time-series including zero rainfall 
range from 0.83 to 0.95 across five test grids. The daily assessment of the calibrated 
TRMM estimates and interpolation relative to the five benchmark grids was performed 
based on Equations (4.4) to (4.6). Additional measures of how well TRMM detects 
number of rain days including the probability of detection (POD) and false alarm rate 
(FAR) are assessed using Equations (4.7) and (4.8).  
 
POD = H/(H+M)        (4.7) 
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FAR = FA/(H+FA)         (4.8) 
 
where  H = Number of days when both gauges and TRMM record rainfall 
  M = Number of days when gauges record rainfall but TRMM does not 
FA = Number days when TRMM records rainfall but gauges do not 
 
Equations (4.7) and (4.8) are calculated only for the daily time step. High POD, 
0.91-0.94, and low FAR, 0.10-0.15 over the give test grids, suggest that TRMM is highly 
capable of capturing rainfall occurrence. There is no clear spatial pattern in FAR but the 
lowest POD for grid squares 1 and 2 (Figure 4.5) can be associated with the large 
mountainous area where satellite signals may not represent the rainfall mechanisms (i.e. 
McCollum et al. 2000, Dinku et al. 2011) so that the detection of daily rainfall is 
deteriorated. 
The daily rainfall from a randomly selected rain gauge in each benchmark grid 
square is also included in this analysis to investigate how much of the error is associated 
with lack of rain gauges to provide the benchmark estimate (on the assumption that using 
a random single gauge will in general give a poorer grid-averaged estimate than using all 
available gauges, and this error gives a general indication of the potential spatial 
sampling error). The results for daily assessment in Figure 4.7 indicate a similar pattern 
of errors produced by TRMM and interpolation but the former outperforms interpolation 
in estimating areal rainfall for all the test grids when assessed through bias. The grid-
averaged bias of TRMM and interpolation are approximately 4% (0.1 mm/day) and 21% 
(0.6 mm/day) accordingly. The grid-averaged MAE of TRMM and interpolation are both 
approximately 1mm/day which is equivalent to approximately 45%. Errors in TRMM 
estimates were caused by its inability to capture high rainfall rates. This may be caused 
by infrequent sampling frequency so that the satellite misses short storms (Ward et al. 
2011). The randomly selected rain gauge shows the worst performance. This indicates 
that using a single rain gauge to represent areal rainfall in a tropical monsoon-dominated 
catchment would be unsuitable. Also, the number of gauges used for the benchmark 
estimate is likely to be an important influence on the apparent accuracy of both TRMM 
and interpolation estimates. Figure 4.7 also shows that the bias is relatively small for grid 
squares 3, 4 and 5 where the terrains are relatively flat and have a good distribution of 
rain gauges leading to the true grid-averaged rainfall being better represented by the grid-
averaged rain gauges. Figure 4.5 shows high heterogeneity of terrain for grid square 2 
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than that of grid square 4 but both grids contain equal number of five rain gauges. Thus 
higher bias found for grid square 2 (Figure 4.7) indicates that the heterogeneity of terrain 
within the grid squares is considered to have a stronger influence on long-term bias than 
the number of rain gauges within the grid squares.  More comparisons of this nature 
would be needed to make confident conclusions about the effect of terrain and number of 
gauges, however this was not possible within this case study. 
 
Monthly time scale  
Figure 4.8 shows that the aggregation of daily to monthly estimates improves 
MAE and r values for all data sets. The MAE values of the TRMM estimates (with a 
grid-averaged MAE of approximately 13% or 13 mm/month) are improved over the 
interpolated rainfall (with a grid-averaged MAE of approximately 22% or 21 mm/month) 
for all five test grids. The MAE of the TRMM obtained from this study is significantly 
higher than that obtained by Chokngamwong and Chiu (2007) who compared the TRMM 
3B42 V5 and V6, and 3B43 V5 and V6 products to gauged rainfall over the whole of 
Thailand at the spatial resolution of 1 x 1 degree and found that the TRMM 3B43 V6 
yielded the best performance statistics for monthly analysis over Thailand with MAE 7.5 
mm/month. The bias obtained from this study is 3 mm/month while that of 
Chokngamwong and Chiu (2007) is -0.6 mm/month. The better performance of 
Chokngamwong and Chiu (2007) is believed to be due to larger scale of analysis at 1 x 1 
degree spatial resolution in which errors were more smoothed. 
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a) Grid 1     b) Grid 2   c) Grid 3   d) Grid 4   e) Grid 5 
 
Figure 4.6 Relationships between daily uncalibrated TRMM and gauged rainfall with the regression equations used for adjusting TRMM estimates for five 
test grids. Zero rainfall not included. 
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a) Bias b) MAE c) r    
 
Figure 4.7 Bias, MAE and r values for a randomly selected point rain gauge, the calibrated TRMM estimates, and the interpolation using the combination of 
lapse rate and IDW relative to the five benchmark grids assessed at daily time scale. The number of rain gauges in a grid is represented by symbols; the 
triangle, square and star are used for grids with 3, 4 and 5 rain gauges accordingly. 
 
     
a) Bias b) MAE c) r     
 
Figure 4.8 Bias, MAE and r values for a randomly selected point rain gauge, the calibrated TRMM estimates, and the interpolation using the combination of 
lapse rate and IDW relative to the five benchmark grids assessed at monthly time scale. The number of rain gauges in a grid is represented by symbols; the 
triangle, square and star are used for grids with 3, 4 and 5 rain gauges accordingly. 
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4.5  Comparison of TRMM and interpolation for estimating flow indices 
The spatial rainfall obtained from TRMM and interpolated rain gauge data were used to 
calculate the runoff coefficient and seasonal rainfall-flow elasticity over all 44 sub-catchments. 
This tests how significant the performance differences are in terms of the indices used in 
Chapter 5 to regionalise rainfall-flow responses. The runoff coefficient index is the proportion 
of annual flow to annual rainfall. The seasonal rainfall-flow elasticity represents the sensitivity 
of flow to rainfall in wet and dry seasons. The definition and calculation of these indices will be 
explained in detail in Chapter 5. The true values of flow indices over all these sub-catchments 
are not known, nevertheless the runoff coefficient and seasonal rainfall-flow elasticity 
calculated based on the spatially averaged rainfall from all rain gauges located within each sub-
catchment was used as a comparison. Figure 4.9 shows that all three rainfall estimation 
methods - TRMM products, interpolated rainfall and gauge-averaged rainfall - yield plausible 
values of runoff coefficients. The spatial variability of the runoff coefficients over sub-
catchments obtained from all data sets is similar but TRMM gives lower runoff coefficients 
than the other two methods. Figure 4.10 shows that TRMM produces higher seasonal rainfall-
runoff elasticity than the interpolated rainfall because of the small variability in wet and dry 
rainfall. This is caused by the limited ability of TRMM to measure high rainfall, resulting in the 
over-estimate of seasonal rainfall-runoff elasticity (see formula for seasonal rainfall-flow 
elasticity in Chapter 5). Figure 4.9 and Figure 4.10 suggest a relatively constant bias in the 
estimation of indices. As a result, using interpolated rainfall or TRMM estimates would not 
produce much difference for regionalisation and this is demonstrated in Section 5.7.   
 
 
Figure 4.9 Runoff coefficient estimates using rainfall data from the average of rain gauge, 
interpolated rain gauge data and TRMM estimates. 
Chapter 4 Spatial rainfall estimation 
 
113 
 
 
Figure 4.10 Seasonal rainfall-flow elasticity estimates using rainfall data from the average of 
rain gauge, interpolated rain gauge data and TRMM estimates. 
4.6  Conclusions 
The analysis indicates that the calibrated TRMM product caused less error than using 
interpolating gauged rainfall for estimating spatial rainfall over a grid. The monthly bias and 
MAE for TRMM estimates obtained from this study were significantly larger than that of 
Chokngamwong and Chiu (2007). This is believed to be because the errors (in both gauged and 
TRMM estimates) found in the 2007 study were averaged out more because larger grid boxes 
of 1 x 1 degree were used. 
While this chapter suggests that using TRMM at 0.25 x 0.25 degree is generally more 
accurate than the use of lapse rate with inverse distance weighting to interpolate relatively 
sparse ground-gauged data at daily and monthly time scales, the results of regionalisation of 
flow response indices in Chapter 5 and model conditioning in Chapter 6 were presented based 
on interpolated rainfall data due to the longer availability of the rainfall record. However, the 
sensitivity of the model to rainfall input is discussed in Chapter 5. 
It is noted that the better performance of the TRMM over interpolation is not necessarily 
applicable to all other case studies because the interpolation could be more accurate for 
estimating spatial rainfall for other catchments, for example those with denser rain gauge 
network or with better data quality. 
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The thesis also illustrated that the errors in rainfall estimation have the potential to 
introduce significant error in rainfall-flow indices used for regionalisation. The true values of 
the indices are unknown, but there was considerable difference in the indices between the tested 
estimation methods and a benchmark ‘best-estimate’. However, the indices obtained from all 
rainfall estimation methods lay within plausible ranges. 
The main limitation of this work is that the conclusion is drawn based on a small number 
of benchmark grid squares, and even though these were relatively densely gauged, it could be 
argued that much of the error is associated with that in the benchmark estimates. A challenge 
for future research is to improve the accuracy of rainfall estimation in mountainous areas i.e. by 
combining rain gauge data with different satellite products, using downscaling technique 
(Immerzeel et al. 2009, Voisin et al. 2010, Duan and Bastiaanssen 2013). This work also took a 
deterministic approach to rainfall estimation. Using stochastic methods i.e. other variations of 
kriging or generalised linear models (GLMs) (Nelder and Wedderburn 1972), which allow 
other error distributions rather than normal distribution traditionally assumed in regression 
models, could potentially improve rainfall estimation and offer opportunity to formally include 
rainfall uncertainty in regionalisation and rainfall-runoff modelling.  
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Chapter 5 Regionalisation of flow response indices 
This chapter assesses the applicability of using regression for regionalisation of flow indices 
under the strong seasonal variability, variable data quality and data scarcity identified in the 
preceding two chapters. The definition of the flow indices is firstly explained, followed by the 
method for developing regression relationships. The sensitivity of the regression estimates to 
land use change, rainfall input and data quality was investigated. The results obtained from this 
chapter are used further for conditioning a rainfall-runoff model in Chapter 6. 
5.1 Selected method 
Of the established approaches to regionalisation (see Chapter 2), the regression method 
was selected for this study because: it estimates an explicit link between the flow response and 
the catchment properties and so can add to understanding of dominant mechanisms; an estimate 
of the variance is implicit to the regression allowing uncertainty analysis; and numerous studies 
have shown the regression method to be useful when using a comparable number of gauged 
catchments (Sefton and Boorman 1997, Fernandez et al. 2000, Mazvimavi et al. 2005, 
Heuvelmans et al. 2006, Pallard et al. 2009). However, the most common regression method, 
where model parameter estimates from the gauged sites are regressed against sub-catchment 
properties, was not used here: rather, the indices of the rainfall-runoff relationship were 
regressed against sub-catchment properties using a least-squares method (Yadav et al. 2007, 
Zhang et al. 2008b). In addition to least-squares regression, a weighted regression was also 
tested, with the weights based on data quality scores.  
5.2 Choice of flow indices 
Three flow indices were estimated for each ungauged sub-catchment: the runoff 
coefficient (RC), the Base Flow Index (BFI) and the seasonal rainfall-flow elasticity (EL). 
Their definitions and assumptions relevant to the selection of these indices are explained below: 
 
5.2.1 Runoff coefficient index (RC) 
The RC is the ratio of long-term annual flow to long-term annual rainfall, both 
expressed as depth over catchment area (mm), averaged over a long period (1995-2006 
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in this case). The RC includes the lumped effect of all factors affecting the observed 
water balance, i.e. antecedent soil moisture, evaporation, leakage around the flow gauge, 
flow and rainfall estimation errors and abstractions that are not returned to the catchment. 
The possible values are between 0 and 1. It is hypothesised that land use has an 
identifiable effect on losses due to evaporation (Hamilton and King 1983, Bruijnzeel 
2004, Boegh et al. 2009) and abstractions (Cao et al. 2009, Tulbure and Broich 2013), 
but the primary influence will be variations in rainfall between catchments (Merz and 
Blöschl 2009).  
 
RC = Annual flow/Annual rainfall      (5.1) 
 
Based on a Budyko framework (Budyko 1974), the variability of annual flow is 
primarily controlled by both moisture and energy availability. The Budyko curve is an 
empirical relationship between the evaporation ratio (ratio of mean annual actual 
evaporation to mean annual rainfall) and the dryness index (ratio of mean annual 
potential evaporation to mean annual rainfall). It has widely been used to investigate the 
variability of annual flow across catchments (Zhang et al. 2004, Donohue et al., 2007, 
Yang et al. 2007, Jothityangkoon and Sivapalan 2009, McMahon et al. 2013). It is also 
applicable to predicting flow in ungauged catchments, e.g. Lima and Lall (2010) and 
Tekleab et al. (2011). However, regionalisation based on the Budyko curve could fail to 
provide good prediction for catchments that rainfall and evaporation are not the only 
dominant factors.  
 
5.2.2 Base flow index (BFI) 
The BFI is the ratio of long-term base flow to total flow as shown in Equation 
(5.2). The values range between 0 and 1. BFI is often used as the principal index of 
catchment response and can in many cases be successfully estimated using soil properties 
(Boorman et al. 1995) and it has been used widely for regionalisation (Croke and Norton 
2004, Mazvimavi et al. 2004, Maréchal and Holman 2005, Bulygina et al. 2009) 
especially in the UK where BFI has been regionalised based on the 29-class Hydrology 
Of Soil Types (HOST) classification and the regionalized estimate is known as 
BFIHOST. The HOST classification, summarised from Boorman et al. (1995), was 
developed using a database of physical soil properties and catchment responses including 
BFI. BFIHOST is the BFI value that was simulated using a conceptual hydrological 
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model based on the soil properties. The validity of BFIHOST was tested by a comparison 
to the BFI derived from a hydrograph separation approach and they were found to be 
highly correlated (WMO 1975). This means that BFIHOST can be used as a predictor for 
BFI at ungauged sites covered by the HOST database. The upper Ping does not have a 
soils database that matches the detail and reliability of the HOST database and others 
used in many regionalisation studies in the USA, Europe and Australia (Yadav et al. 
2007, Oudin et al. 2008b, Reichl et al. 2009); nevertheless it is hypothesised that BFI can 
be estimated by the basic soil properties available and potentially other catchment 
properties.  
 
BFI = Base flow/Total flow      (5.2) 
 
The BFI used in this study is calculated using the method described in Gustard et 
al. (1992) as summarised below.  
1) The flow time-series is divided into non-overlapping blocks of five days. The 
minima of each block are identified. Let them be called Q1, Q2, Q3, …, Qn.  
2) The minima obtained from step 1) are grouped using a moving window length 
of three and a window overlap of two, (Q1, Q2, Q3), (Q2, Q3, Q4), (Q3, Q4, Q5), …, (Qn-2, 
Qn-1, Qn).  
3) Base flow ordinates, QB1, QB2, QB3, …, QBn, are identified by comparing the 
three minima in each window grouped in step 2). The central value is an ordinate for the 
base flow line if 0.9 × central value is less than the two outer values of each window e.g. 
Q2 is identified as a the first base flow ordinate if 0.9 × Q2 <  Q1 and 0.9 × Q2 < Q3. The 
derived base flow ordinates, QB1, QB2, QB3, …, QBn, will have different time periods 
between them.     
4) Linear interpolation is used to create daily base flow from the identified 
ordinates but the interpolated values are constrained to the observed hydrograph ordinate 
on any day (Qi) when it exceeds the observed values for example, if QBi > Qi then set 
QBi = Qi. 
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5.2.3 Seasonal rainfall-flow elasticity index (EL) 
The EL is modified from Chiew (2006) to represent the sensitivity of seasonal 
flow to seasonal rainfall. It is defined as the proportional change in wet season and dry 
season flow over the proportional change in wet season and dry season rainfall. It has 
been found by Boochabun et al. (2004) that the degree of seasonality in rainfall and flow 
in the north of Thailand is stronger than other parts of the country. The EL is included in 
the analysis with the hypothesis that the varying degrees of seasonality of the water 
balance will have an identifiable relationship with catchment properties such as soil types 
and land use. 
 
   
          
          
       (5.3) 
 
where WF = flow in wet season (May-Oct) averaged over several years  
DF = flow in dry seasons (Jan-Apr and Nov-Dec) averaged over    
several years 
 WR = Rainfall in wet season (May-Oct) averaged over several years 
DR = Rainfall in dry seasons (Jan-Apr and Nov-Dec) averaged over 
several years 
 
Three flow indices were estimated for each gauged sub-catchment: the runoff 
coefficient (RC), the Base Flow Index (BFI) and the rainfall-flow seasonal elasticity 
(EL). The analysis could easily be extended to include more indices; however for water 
resources planning, RC, BFI and EL are considered to be key indices, together 
representing flow volumes and flow distribution from the daily to the seasonal scales. 
Furthermore, especially in data-sparse regions, it is likely that little further information 
about flow response may be gained when using more than three regionalised indices 
(Yadav et al. 2007, Zhang et al. 2008b, Kapangaziwiri et al. 2009, Almeida et al. 2012). 
Table 5.1 shows that there is some dependency between the chosen three indices, which 
ideally should be accounted when applying their modelled values together (Almeida et 
al. 2012). 
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5.3 Choice of catchment properties 
The criteria for selecting the catchment properties were data availability and expected 
relationship with the selected flow indices based on previous studies (Sefton and Howarth 
1998, Kokkonen et al. 2003, Merz and Blöschl 2004, Wagener and Wheater 2006, Young 2006, 
Boughton and Chiew 2007, Cutore et al. 2007, Yadav et al. 2007, Kim and Kaluarachchi 2008, 
Reichl et al. 2009, Bao et al. 2012). The most common catchment properties used include 
topography, soil properties, land use and climate (Sefton and Howarth 1998, Kapangaziwiri and 
Hughes 2008, He et al. 2011). 
From the above-mentioned literature, the initial 14 sub-catchment properties used for this 
study  were: 1) sub-catchment area (A), 2) mean elevation of the sub-catchment (Ele), 3) mean 
slope of the sub-catchment (Slp), 4) main channel length (ChL), 5) drainage density (DD), 6) % 
mountainous soil (%MS), 7) % agriculture (%Agr), 8) % forest (%For), 9) % mixed land use 
(%Mix) (i.e. mine, landfill, garbage dump, marsh and swamp), 10) % urban (%Urb), 11) % 
open water (%Wat) (river, natural water resource, farm pond, canal and reservoir), 12) mean 
annual rainfall (MAR) (referring to the areal rainfall estimated by the rainfall gradient and 
inverse distance weighting method as described in Chapter 4), 13) mean wet month rainfall 
(MWR) (similar to the estimation of mean annual rainfall but using the monthly averaged 
between May and October) and 14) mean dry month rainfall (MDR) (similar to the estimation 
of mean annual rainfall but using the monthly averaged between January-April and November-
December). Some catchment properties are interdependent (Post and Jakeman 1996) as shown 
in Table 5.1. Overall, the dependency of catchment properties agrees with general knowledge. 
For example, catchments with industrial and urbanised areas are located in low land (r between 
the %mixed land cover and mean elevation = -0.32 and r between the %urban and mean 
elevation = -0.29). Despite showing significant correlations and hence the problem of multi-
colinearity (Chatfield 2004), all 14 sub-catchment properties were input into the regression on 
the basis that the stepwise method will only include predictor terms which have some 
independent effect as explained in Section 5.4. The potential effects of co-linearity will be 
considered in the interpretation of the regression results. 
Figure 5.1 shows the histograms representing the distribution of each of the catchment 
properties and the indices. It can be seen that some of the predictors are highly skewed i.e. sub-
catchment area, channel length, %mountainous soil, %mixed land use and %open water. A data 
transformation may be useful for addressing the problem of skewed distributions; and results of 
doing so will be discussed later. 
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Figure 5.1 Histograms for 14 sub-catchment properties and the three flow indices (RC, BFI and 
EL). The ranges of the data on the x-axis are equally divided into six bins.  
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Table 5.1 Matrix of scatter plots and correlation coefficients (r) between the sub-catchment properties and the three flow indices (RC, BFI and EL). r values 
that are  significant at the 95% level are shown in bold. Abbreviated sub-catchment properties are defined in section 5.3. 
variable A Ele  Slp  ChL  DD  %MS  %Agr  %For  %Mix  %Urb  %Wat  MAR  MWR  MDR  RC BFI EL 
A 1 -0.36 -0.17 1.00 -0.09 -0.29 0.26 -0.35 0.29 0.43 0.79 0.05 -0.04 0.01 -0.32 -0.16 0.21 
Ele 
 
1 0.51 -0.35 0.15 0.62 -0.06 0.14 -0.32 -0.29 -0.47 0.15 0.29 0.00 0.67 0.59 -0.39 
Slp 
  
1 -0.17 0.31 0.78 -0.22 0.21 -0.15 0.11 -0.17 0.09 0.37 0.23 0.53 0.53 -0.06 
ChL 
   
1 -0.09 -0.28 0.26 -0.35 0.29 0.43 0.79 0.04 -0.04 0.02 -0.30 -0.15 0.20 
DD 
    
1 0.22 -0.09 0.01 0.22 0.40 -0.11 -0.01 -0.01 0.15 0.36 0.00 0.21 
%MS 
     
1 -0.22 0.24 -0.12 -0.07 -0.35 0.22 0.52 0.29 0.43 0.44 -0.22 
%Agr 
      
1 -0.98 0.17 0.02 0.40 -0.23 -0.18 -0.14 -0.16 -0.14 0.21 
%For 
       
1 -0.28 -0.20 -0.49 0.21 0.18 0.09 0.18 0.21 -0.25 
%Mix 
        
1 0.15 0.21 -0.09 -0.20 -0.05 -0.33 -0.32 0.16 
%Urb 
         
1 0.45 0.10 0.04 0.32 0.07 -0.29 0.21 
%Wat 
          
1 -0.02 -0.13 0.04 -0.35 -0.21 0.19 
MAR 
           
1 0.81 0.43 -0.26 0.04 -0.08 
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variable A Ele  Slp  ChL  DD  %MS  %Agr  %For  %Mix  %Urb  %Wat  MAR  MWR  MDR  RC BFI EL 
MWR 
            
1 0.62 -0.02 0.27 -0.12 
MDR 
             
1 0.15 0.03 0.00 
RC 
              
1 0.54 -0.27 
BFI 
               
1 -0.63 
EL 
                
1 
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5.4 Stepwise regression 
A regression model is able to show an explicit link between the predictors and predicted 
variables as well as the contribution of each predictor to the predicted variables. It is easy to 
implement using automated procedures available in software such as MATLAB, R and SPSS. 
However, disadvantages of the regression model are that it could be highly influenced by 
outliers and produces erroneous regression equations that are not obviously nonsensical. When 
an outlier is included in the analysis, it pulls the regression line towards itself resulting in 
overfitting which is the problem of the regression model representing random error rather than 
the underlying relationship between the predictors and predicted variables. The regression is 
not robust to variations in the data. Rather, it depends on the algorithms used for selecting the 
predictors (forward selection, backward elimination or forward/backward stepwise) 
(Whittingham et al. 2006, Lark et al. 2007). The stepwise selection algorithm relies on the 
calculation of marginal statistics, i.e. entrance and exit p-value tolerances and r
2
, and may result 
in the exclusion of predictors that are highly correlated with the predicted variables because of 
multi-colinearity problem. The number of input predictors and sample sizes has also been found 
to affect the final regression model (Derksen and Keselman 1992, Graham 2003, Chong and 
Jun 2005, Basagaña et al. 2012). While having the above mentioned issues, the stepwise 
regression has widely been used in many disciplines such as environmental science (e.g. Hauser 
1974, Geladi et al. 1999, Lark et al. 2007, Minasny and Hartemin 2011), medical science (e.g. 
Bagley et al. 2001, Phillip and James 2012, Sainani 2013) and social science (e.g. Fox 1997, 
Osborne and Elaine 2002, Ron 2002, Hinkle et al. 2003). Transformations of variables, for 
example using the logarithm, square, square root or cube root, have been used to move the 
variables towards normal distributions and to alleviate the likelihood that the value for a case 
will be characterised as an outlier (Kim and Hill 1993, Geladi et al. 1999, Kjeldsen and Jones 
2009, Liu et al. 2009, Haddad and Rahman 2012). Incorporating expert knowledge throughout 
the model development process could shape the regression model into a more meaningful 
representation of the relationship between the predictors and predicted variables (Lark et al. 
2007, Basagaña, et al. 2012, Sainani 2013).  
The stepwise regression was used in this research to identify which sub-catchment 
properties (predictors) have significant linear relationships with rainfall-flow indices (predicted 
variables). For this study, forward stepwise regression which chooses the most significant 
predictor in the first step and subsequently adds or removes predictors to obtain a reduction in 
errors in each step, was used. The entrance and exit p-value tolerances were set to 0.05. The 
data from 1995-2006 were used for developing stepwise regression equations. The original 
values of the properties and indices were transformed by subtracting their mean values (over 
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the 44 sub-catchments) and dividing by their standard deviations. This resulted in zero mean 
and unit standard deviation of each property and each index. This allows the regression 
coefficients to be interpreted as relative sensitivity measures. While the potential influence of 
land use change will be explored later (Section 5.6), the regression assumes that the land use in 
2000 sufficiently represents the land use between 1995 and 2006. 
When applying the stepwise regression to the 44 test sub-catchments, elevation was 
found to be statistically linked to all three indices. Elevation in this study serves as a proxy for 
temperature because they were found to be highly correlated with r = -0.99 (Figure 3.24). 
However, this could not be the case for other catchments where elevation may not have a clear 
direct physical connection to the indices, and its inclusion may obscure more direct effects, for 
example of climate, land use, soil type and slope. In a compromise between obtaining high 
statistical significance and ease of interpretation of the regression equations, equations 
produced by the stepwise regression were refined by removing the sub-catchment properties 
that contributed little to the r
2
 value and also lacked direct physical connections to the indices. 
When the stepwise regression was repeated without including the elevation input, for BFI, 
%Urb became significant and the r
2
 remained unchanged to two decimal places at 0.42. 
However, without allowing elevation to be an input, the r
2
 for RC was reduced from 0.81 to 
0.54; and elevation was the only catchment property that significantly explained EL. Elevation 
is therefore considered necessary for predicting RC and EL at ungauged sites, with the 
recognition that more direct physical effects, e.g. the effects of climate, soil type and land use, 
cannot be distinguished. The coefficients and r
2
 values of identified regression equations are 
listed in Table 5.2. 
 
Table 5.2 Identified regression equations when using interpolated rainfall 
Index Regression inputs 1995-2006 2001-2006 
Standardised 
coefficient 
Cumulative  
r
2
 
Standardised 
coefficient 
Cumulative  
r
2
 
RC Elevation (Ele) 
Mean annual rainfall (MAR) 
Mean dry month rainfall (MDR) 
%Urban land use (%Urb) 
%Forest land use (%For) 
       0.82 
     -0.58 
       0.28 
       0.32 
0.23 
0.45 
0.59 
0.70 
0.76 
0.81 
        0.81 
-0.59 
        0.49 
        0.23 
        0.27 
0.41 
0.47 
0.69 
0.69 
0.73 
BFI Mean slope (Slp) 
%Urban land use (%Urb) 
       0.57 
     -0.35 
0.29 
0.42 
        0.43 
-0.28 
0.27 
0.34 
EL  Elevation (Ele)       -0.39 0.15 -0.36 0.13 
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The physical interpretation of the statistically significant properties is not always 
straightforward, particularly for RC. For example, in Table 5.2, the coefficient for Mean 
Annual Rainfall (MAR) is negative implying that, after taking out the effect of the other four 
predictors, drier sub-catchments tend to have larger RC values. This result may be speculatively 
related to systematic data issues, such as the difficulty of estimating high flow rates and thus 
the underestimation of runoff coefficients in wetter areas. Another surprising result in Table 5.2 
is that, after removing the influence of the other four predictors, forested areas tend to have 
higher runoff coefficients. This may be caused by: 1) there are less abstractions and irrigation in 
forested areas, overcoming the increased evaporation normally associated with forests (Calder 
and Aylward 2006); 2) forested area are usually converted to paddy fields which significantly 
increases surface storage (Praneetvatakul et al. 2001, Kim et al. 2005); and 3) underestimation 
of rainfall in forested areas, which are usually located at high elevations (Oudin et al. 2008a). 
The highest regression coefficient for elevation in the equation used for predicting RC implies 
that temperature is the most influential predictor for RC. When the effects of the other four 
predictors are taken out, sub-catchments at high elevation tend to have larger RC values 
because these sub-catchments have relatively low temperature and hence less water is lost via 
evaporation. Regarding BFI, the negative correlation between BFI and urban cover is expected. 
The very low degree of urbanisation, ranging from zero to 5%, across the test sub-catchments 
used for developing the regression equations probably overweighs the influence of %Urb on 
BFI. However, the identification of better regression is not possible due to limited data 
availability. Table 5.2 also shows that sub-catchments with steep slopes tend to have higher BFI 
values. It is thought that slope implicitly represents the importance of mountainous soil (the 
correlation coefficient for these two properties is 0.78 as shown in Table 5.1). While the 
properties of the mountainous soil type vary widely across the sub-catchments, it is believed 
that mountainous soils are able to absorb water well thus inducing high BFI. The coarse 
classification of different soil textures into one ‘mountainous soil’ type prevents the regression 
from relating significant soil properties to BFI. If the ‘mountainous soil’ type could be sub-
categorised according to soil textures and soil depth, this may support identification of a more 
powerful regional model for BFI. However, for heterogeneous catchments, using information 
from soil databases may not be enough and additional properties may be needed for estimating 
BFI (Oudin et al. 2010). Similarly, the regression equation for EL provides little insight into the 
governing properties. The decrease in EL associated with increase in elevation (decrease in 
temperature) is thought to be because flow at high elevations tends to have higher base flow 
due to reduced evaporation and the soil effects and thus is less seasonally variable. Low 
coefficients of determination (r
2
) found for BFI and EL implying that linear combinations of the 
available sub-catchment properties cannot represent the complexity in these flow response 
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indices very well. With more sub-catchment properties contributing and with a higher r
2
, the 
RC is expected to give the most accurate flow prediction. This assumption will be investigated 
in Chapter 6. 
The results presented in Table 5.2 are based on a forward stepwise selection algorithm. 
When using the forward selection, the final regression model for predicting RC was very 
similar to the model shown in Table 5.2 and the r
2 
remained unchanged to two decimal places at 
0.81. When using the backward elimination, %Urb was excluded and %Agr and %Mix became 
significant. A slight increase in r
2
, from 0.81 to 0.82, was obtained. When the entrance and exit 
p-value tolerances were changed from 0.05 to 0.1, significant predictors remained the same. A 
priori specification of the regression model was not attempted here because very little is known 
about underlying hydrological processes. Interpreting the regression model results in Table 5.2 
is difficult due to the confounding effects of data scarcity, data quality and limited knowledge 
about catchment hydrology. 
Due to the possible effects of high skewness of the distributions of predictors and 
predicted variables (Figure 5.1) on the regression, the ability of a Box-Cox transformation to 
move the predictors and indices towards Gaussian distributions was tested. When the stepwise 
regression was repeated using Box-Cox transformed predictors, it did not change any of the 
main conclusions. See Appendices A1 for the identified regression equations. 
5.5 Uncertainty estimation and validation 
There are various sources of uncertainty in the regression (Kjeldsen and Jones 2010): 1) 
There is error in the three observed indices, for example originating from error in converting 
water level to discharge and error in interpolating rainfall over a sub-catchment area; 2) There 
is error in the measured sub-catchment properties, for example due to land use change and 
sparseness of soil sampling; 3) The linear regression equation cannot represent the true non-
linear and time-dependent relationship between the sub-catchment properties and the indices; 4) 
There are likely to be relevant properties not included in the regression, because their effect was 
unidentifiable, or measurements of the properties were not available; 5) There are only limited 
sets of observations (44 sets of sub-catchment properties and indices) available so the 
regression coefficients are only an approximation of the true optimal values. One of the 
motivations of this research is to explore the utility of regionalisation where these uncertainties 
are higher than in most published regionalisation studies. It is proposed that the combined 
effect of the sources of error in the regression can usefully be quantified by analysing the 
regression residuals, as is common practice (Brath et al. 2001, Kjeldsen and Jones 2010). The 
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variance of the regression coefficients and of the regression residuals can be used to represent 
uncertainties caused by all error types listed above, on the assumption that the errors in the 
modelled indices for any ungauged site are drawn from the same distribution estimated by the 
gauged site residuals. This is not necessarily a trivial assumption, as some sub-catchments may 
have distinctive types and sizes of errors, for example due to specific land use changes or 
gauging errors. 
For validating the success of the regression for estimating response indices, each of the 
44 sub-catchments was removed one at a time as a test sub-catchment and the regression 
coefficients were estimated using the data from the remaining 43 sub-catchments. The 
predictors were assumed to be the same (i.e. those identified using all 44 sub-catchments). 
Scatter plots are used to review the relationship between observed and predicted values of the 
indices. 
The histograms in Figure 5.2 show that the distributions of the regression residuals 
approximately follow normal distributions with no obvious heterogeneity of errors over the 
range of data. This satisfies the main assumptions implicit to the linear regression method and 
allows uncertainty bounds to be reasonable approximated by the percentiles of a normal 
distribution. 
The uncertainty derived from the regression, aiming to include all error types described 
above, is represented by confidence and prediction intervals as shown in Figure 5.3 showing 
that almost all observed indices lie within their 95% prediction intervals, except for one sub-
catchment for each index. Both the confidence and prediction intervals were defined by the 
regression error distribution, approximated by a normal distribution model but there are 
differences between these two types of intervals as described in Section 5.5.1 and 5.5.2. Figure 
5.3 shows negative values of confidence and prediction intervals for predicting RC for some 
sub-catchments. The negative values of RC are not realistic. Using a truncated normal 
distribution could avoid having negative values. However, this approach was not explored, 
given that the present study aims to test the applicability of the regionalisation approaches of 
Yadav et al. (2007) and Bulygina et al. (2009) in which a normal rather than truncated normal 
distribution was used. Additionally, using normal or truncated normal distributions may not 
produce much difference for practical purposes. 
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Figure 5.2 Histograms for the regression residuals of the three indices (RC, BFI and EL). The 
ranges of the data on the x-axis are equally divided into six bins.   
 
    
       
 
Figure 5.3 Regression fits and uncertainty intervals for 1995-2006 when all 44 flow 
gauges were included in developing regression. Uncertainty intervals for RC and BFI are 
not smooth because they are explained by more than one sub-catchment property. 
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5.5.1 Confidence Intervals (CI) 
The confidence intervals represent the regression coefficient uncertainty which is 
conditional on assuming linearity in estimating population mean. The confidence 
intervals are used to estimate the range of values that the true mean value lies within with 
specified probability (Beven 2001). A probability of 95% is used in this case.    
 
5.5.2 Prediction Intervals (PI) 
The prediction intervals aim to contain, with a specified probability, the true 
values of the predicted variable. The prediction intervals are always wider than the 
confidence intervals because the prediction intervals represent both the regression 
coefficient uncertainty and the error variance caused by the distribution of observed 
values around the modelled mean value due to all types of error listed above. The wider 
prediction intervals demonstrate the fact that estimating the actual value of a predicted 
variable, e.g. BFI, is less precise than estimating its mean value. The prediction intervals 
are considered more useful than confidence intervals for conditioning a rainfall-runoff 
model as they are able to provide an estimate of the true values of indices at single test 
ungauged site rather than the mean value of the indices across the test sites.  
5.6 Evaluation of land use change impacts 
Between 1995 and 2006, several sub-catchments were partially converted from forest to 
agriculture, with a maximum conversion of 23%. At least three interesting questions arise: 1) 
How has the land use change affected the flow indices? 2) Is this observed change consistent 
with that predicted by the spatially-derived regression equations, in which case there is 
evidence that the spatial regressions can be used to predict non-stationarity effects (supporting 
the trading-space-for-time hypothesis of Peel and Blöschl (2011), Singh et al. (2011), Wagener 
and Montanari (2011), Bulygina et al. (2012)). 3) To what extent has the land use change 
increased uncertainty in the regionalisation? In order to answer the first of these questions, 
changes in observed indices were analysed between the periods (water years) 1995-2000 and 
2001-2006, each of which was half of the entire period used for this study. The land uses in 
2000 and 2006 were used to represent the land use over the periods of 1995-2000 and 2001-
20006 accordingly based on the assumption of constant land use over each six-year period. 
Relationships were sought between the changes in indices and the changes in land use 
properties. However, the impact of distinct land change on indices in any particular year may 
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not be identifiable due to the effect of temporal averaging over the period. To answer the 
second question, any observed changes were compared with the corresponding changes that 
would be estimated using the spatially-derived regression equations described in Sections 5.3 to 
5.5. To answer the third question, the regionalisation analysis was repeated independently for 
the two six-year time periods and then the differences in test sub-catchment predictions of 
indices were analysed.  
Evaluation of land use change impacts using the regression model is possible for RC and 
BFI but not EL because the regression for predicting EL does not explicitly include any land 
use property. This again highlights the limitation of the regionalisation approach, where land 
use effects may be present but are not identifiable from the gauged sub-catchments given the 
various uncertainties and co-linearities.  
Figure 5.4 aims to show how the observed RC, BFI and EL values have changed due to 
changes in forest cover. Figure 5.4(a) shows that the observed changes in forest cover have a 
weak negative correlation with the observed changes in RC between periods 1 and 2. This 
direction of change contradicts the regression shown in Table 5.2, potentially because the 
decrease of forest cover over time is generally coincident with an increase in urban cover: the 
effect of the decrease of forest cover on the decrease of RC is overridden by the effect of the 
concurrent increase of urban cover on the increase of RC. The change in RC for sub-catchments 
with unchanged forest cover, e.g. catchment number P.56A as highlighted by a small circle in 
Figure 5.4 and Figure 5.5, may be due to the change in urban cover together with climate 
variability between the two periods. However, Figure 5.5(a) provides little evidence that RC is 
systematically affected by changes in MAR. The land use change impact on the observed BFI is 
shown in Figure 5.4(b). The relationship appears weak, although significantly more of the test 
sub-catchments lie in the lower left quarter of the figure than in the upper left, showing that a 
decrease in forest cover tended to cause a decrease in BFI. Figure 5.5(b) shows that the increase 
in MAR over the two periods also tended to decrease BFI, although the effect appears marginal. 
Figure 5.4(c) shows a relatively strong negative correlation between the observed change in 
forest cover and the observed changes in EL between periods 1 and 2. When forest cover 
increases, EL decreases because forests have deep root zones that can store large amounts of 
base flow, resulting in small variability in seasonal flow. EL is believed to be controlled not 
only by elevation (or temperature) as shown in Table 5.2, but also by other catchment 
properties, such as mean annual rainfall (MAR) as can be seen in Figure 5.5(c). However, the 
effect of MAR on EL is unidentifiable in the regression equation. This could be caused by a 
correlation with elevation, the overriding effect of elevation and data quality problem. An 
outlier in the top right corner of Figure 5.5(c), representing sub-catchment 060704, is probably 
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caused by the difficulty in estimating rainfall in small sub-catchments, especially in those with 
poor data quality. Of the 44 sub-catchments used in this study, 060704 has a relatively low data 
quality score (data quality score 25 out of 46). Additionally, it is the smallest sub-catchment; 
consequently, error in rainfall estimation is likely to be particularly high..   
Figure 5.6 compares the observed changes in index values between the two periods with 
those predicted by the spatial regionalisation equations. Figure 5.6(a) suggests that the 
spatially-derived regression equation could be used to model the trend in RC over time but with 
high uncertainty. Figure 5.6(b) shows that the regression cannot predict the observed change in 
BFI: considering only the change in urban cover, as appeared in the regression, is not enough to 
represent the observed change in BFI. Figure 5.6(c) simply reflects the fact that the EL equation 
does not contain land use variables. Overall, it appears from this linear regression analysis that 
the spatial land use signals in flow response are too weak and indistinguishable from other 
spatial effects to be helpful in predicting effects of change, with the possible exception of the 
effects on runoff volumes of the change of forest cover into urban area. 
As a simple illustration of how much uncertainty the land use change introduces to the 
regionalisation, the regression coefficients were re-estimated using the data from the post-
change period of 2001-2006. Table 5.2 shows that the coefficients for 1995-2006 and for 2001-
2006 are similar except for the MDR coefficient. 
       
a) impact on the observed RC      b) impact on the observed BFI 
 
  
c) impact on the observed EL   
Figure 5.4 Impacts of forest cover change on the observed indices. 
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a) impact on the observed RC      b) impact on the observed BFI  
 
 
c) impact on the observed EL   
 
Figure 5.5 Impacts of mean annual rainfall change on the observed indices. 
        
a) change in RC  b) change in BFI 
 
 
 c) change in EL 
 
Figure 5.6 Relationship between the observed and predicted change in indices from           
period 1 to 2. 
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5.7 The influence of rainfall estimation on regression performance 
The RC and EL indices used rainfall estimates from a customised technique for 
interpolating between ground gauges based on inverse distance weighting with an elevation 
adjustment (Visessri and McIntyre 2012). The sensitivity of the model results to rainfall 
estimation method is tested here by also using the TRMM 3B42 V6 satellite product from 
1998-2006 (Visessri and McIntyre 2012).  
When using the gridded TRMM estimates as the rainfall input instead of interpolating 
ground gauged data, the regression equations obtained (Table 5.3) are similar to those of using 
interpolated rainfall (Table 5.2). When the regression input variables are fixed to the originals 
shown in Table 5.2, the incremental r
2
 values (first column of results in Table 5.3) are similar to 
those in Table 5.2 implying little sensitivity to the rainfall input assumptions. However, using 
stepwise regression, and therefore allowing the original input variables to change (second 
column, of results in Table 5.3), the elevation, urban land cover and sub-catchment area 
become the only three significant variables affecting RC, giving an r
2
 equal to 0.69. This result 
further emphasises the role of elevation in representing the effects of temperature and other 
multiple catchment properties; and illustrates the potential sensitivity of regionalisation 
equations to errors in input data, with implications for physical interpretation and application to 
predicting change.  
For the RC results in Table 5.3, the coefficient for the sub-catchment area is negative 
implying that, after taking out the effect of the other two predictors, smaller sub-catchments 
tend to have larger RC values. This is in agreement with a number of previous studies e.g. 
Stomph et al. (2002), Cerdan et al. (2004), Van de Giesen et al. (2011), Mounirou et al. (2012). 
The scale effect can mainly be explained by the channel lengths and slopes. Large sub-
catchments tend to have longer channels and milder slopes allowing more infiltration and more 
consumptive abstractions and thus leaving less runoff at the outlet. These large sub-catchments 
are not necessary losing streams (streams with significant seepage through the river bed) with 
low groundwater tables because less runoff may be characterised primarily by abstraction rather 
than infiltration. The positive correlation between BFI and MDR is consistent with general 
knowledge that BFI increases with increasing rainfall. Elevation remains the sole property 
identified in the regression as affecting EL, and its regression coefficient has changed from -
0.39 (Table 5.2) to -0.49 (Table 5.3) when using TRMM rainfall estimates. 
Because there is no significant improvement in r
2
 and in ability to interpret regression 
equations in physical terms when changing rainfall input, the regression developed from the 
interpolated rainfall is used for further analysis.  
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Table 5.3 Identified regression equations when using rainfall based on TRMM 
Index Regression inputs 1998-2006 
(fixing regression 
inputs to originals 
shown in  
Table 5.2) 
1998-2006 
(regression inputs 
identified by a stepwise 
method) 
2001-2006 
(regression inputs 
identified by a stepwise 
method and regression 
coefficient identified by 
changing land use data) 
Standardised 
coefficient 
Cumulative  
r2 
Standardised 
coefficient 
Cumulative  
r2 
Standardised 
coefficient 
Cumulative  
r2 
RC Elevation (Ele) 
Mean annual rainfall (MAR) 
Mean dry month rainfall (MDR) 
%Urban land use (%Urb) 
%Forest land use (%For) 
Sub-catchment area (A) 
 0.72 
-0.48 
 0.56 
 0.40 
 0.21 
- 
0.50 
0.50 
0.57 
0.69 
0.73 
- 
 0.76 
- 
- 
 0.49 
- 
-0.25 
0.50 
 - 
 - 
0.64 
- 
0.69 
 0.75     
 - 
 -    
 0.25 
- 
-0.16 
0.44 
 - 
 - 
0.46 
- 
0.47 
BFI Mean slope (Slp) 
%Urban land use (%Urb) 
Mean dry month rainfall (MDR) 
 0.57 
-0.32 
- 
0.29 
0.39 
- 
 0.45 
-0.32 
 0.27 
0.29 
0.39 
0.45 
 0.32 
-0.32 
 0.28 
0.29 
0.35 
0.42 
EL  Elevation (Ele) -0.49 0.24       -0.49 0.24 -0.33 0.11 
5.8 The influence of data quality on regression performance  
The final step is to test the hypothesis that the performance in the test sub-catchment is 
linked to the quality of data in that sub-catchment. The influence of data quality in hydrological 
studies is something that is generally ignored or mentioned in passing without significant 
analysis. This is understandable given that data quality information is often absent or minimal, 
difficult to obtain from data providers, and/or it cannot easily be turned into quality metrics for 
the purpose of analysis (McMillan et al. 2012, Hrachowitz et al. 2013). Here, a pragmatic, 
partly subjective scoring system is used to quantify data quality. Although partly subjective, it 
is the first attempt, in our knowledge, to quantify rainfall-flow data quality in Thailand and, 
more generally, to link data quality indicators to regionalisation performance. 
Using the criteria shown in Table 3.4 leads to a data quality score for the test sub-
catchments that can be linked to the regression performance, as shown in Figure 5.7. Figure 
5.7(a) shows relatively small regression residuals (shown as absolute values) for predicting RC 
(as can be expected from the high r
2
 values shown in Table 5.2). This figure also shows that no 
connection between the data quality score and RC regression residuals can be found. There is 
stronger evidence that data quality affects the predictions of BFI and EL.  
To set a broad data quality classification for the 44 test sub-catchments, the ranges of the 
data quality score were divided into three classes, each of which contained similar number of 
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the test sub-catchments. There were 16 sub-catchments classified as having poor data quality 
with score 20-30; 14 sub-catchments were classified as having medium data quality with score 
31-36; and 14 sub-catchments were classified as having good data quality with score 37-43. By 
excluding the 7 test sub-catchments with the lowest data quality score the uncertainty in the 
regression reduced only slightly. For example, the maximum absolute values of the regression 
residuals for RC and BFI reduced to 0.18 and 0.22 respectively, compared to 0.19 and 0.25 
when including all sub-catchments. No improvement was found for EL. The standard 
deviations of the residuals for RC, BFI and EL improved from 0.058, 0.064 and 0.089 to 0.049, 
0.062 and 0.087 accordingly. The r
2
 of the regression for RC, BFI and EL changed from 0.81, 
0.42 and 0.15, as shown in Table 5.2, to 0.74, 0.43 and 0.16. 
 
       
 
a) RC  b) BFI 
   
 
 
c) EL 
 
Figure 5.7 Relationship between data quality score and absolute of regression residuals. A 
lower data quality score indicates poorer data quality.  
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5.9 Discussion 
This chapter described hydrological regionalisation by regressing flow response indices 
against available catchment property data. Although this is a well established research area in 
ecology (Olden and Poff 2003) and hydrology (see reviews in McMahon et al. (2013), 
Weingartner et al. (2013)), this chapter reports the most detailed regionalisation study yet 
conducted for Thailand that I am aware of (others are Schreider and Jakeman 1999, Schreider et 
al. 1999, Merritt et al. 2001, Schreider et al. 2002, Croke et al. 2004, Dutta et al. 2006, Post and 
Hartcher 2006, Mapiam and Sriwongsitanon 2009). All previous regionalisation studies in 
Thailand were performed based on a small number of test sub-catchments, relatively short 
period focusing on the estimation of flood hydrographs (Mapiam and Sriwongsitanon 2009, 
Taesombat and Sriwongsitanon 2010, Piman and Babel 2013) rather than continuous flow time-
series and often ignored the issues of data quality. Few of them addressed the issues of 
uncertainty and land use change (Merritt et al. 2001, Croke et al. 2004). The focus on using 
limited catchment property data and looking quantitatively at effects of data quality on 
regionalisation performance are also new contributions of this study. Furthermore, the study 
tests the hypothesis that the spatial regionalisation can be applied to predicting the effects of 
deforestation on river flows. 
The three flow indices regionalised were the runoff coefficient (RC), the base flow index 
(BFI) and the seasonal flow elasticity (EL).  The RC was well explained by the regression, with 
an r
2
 value of 0.81, a result which itself is useful for water resources planning in ungauged areas 
where only the long-term average flow estimates are needed. The predictability of BFI from the 
catchment properties was poor, with a regression r
2
 of 0.42. This r
2
 value is poor compared to 
other published results (Haberlandt et al. 2001, Mehaiguene et al. 2012), nevertheless is 
sufficient to provide some useful information about expected hydrograph shapes and low flows 
in ungauged areas. The estimation of uncertainty in RC and BFI using the confidence and 
prediction intervals provides information about the reliability with which they can be applied. 
The predictability of EL was rather poor, with an r
2
 of only 0.15, meaning that the inter-
seasonal variability of the flow response is difficult to predict using linear regression, which 
places constraints on the applicability to water resources applications. The uncertainty in 
estimation of the indices from the catchment property data stems from a combination of factors, 
listed earlier in the previous sections. The predominant sources of uncertainty seem likely to be 
the limitations in the accuracy of the rainfall and flow gauging; absence of abstraction data; and 
limitations in the available soils and geology properties. The soil property data, which generally 
features in regionalisation equations (McMahon et al. 2013, Weingartner et al. 2013), were 
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restricted to the percentages of soil considered to be ‘mountainous’ in each catchment, and the 
influence of this soil type was not identified in any of the regression equations.  
The spatial signals of land use effects were weak (Table 5.2). Climate effects dominated 
over land use effects for RC, and slope effects dominated for BFI, and there were no signals of 
land use in the EL equation (although they may be implicit to the effects of elevation, which is 
correlated with land use in the case study). The significant amount of deforestation that 
occurred in the study period (as represented by the change in the land use map in 2000 and the 
land use map in 2006) was accompanied by significant changes in the RC, BFI and EL values.  
However, relationships between the three indices and land use indices were weak, and the 
regionalisation equations could not be used to help predict the effects of deforestation except, to 
a small degree, for RC. The changes in indices between the two six-year periods were more 
linked to changes in rainfall, especially wet month rainfall. This is because rainfall between the 
two periods is strongly variable and more distinguishable than change in land uses.  It seems 
from the high unexplained variability in the observed changes in RC, BFI and EL between the 
two periods that there are temporal influences in individual catchments that are not captured in 
the regionalisation exercise, such as local changes to land use management, abstractions and 
gauging bias. Another possible reason could be changes in dominant hydrological processes 
resulting in changes in regional relationship and deterioration in predictive skill of the 
regression.   
The ambiguity in the physical significance of the regression equations in Table 5.2, due 
to co-linearity of predictors (Table 5.1), affects their ability to predict effects of change. This 
result indicates the dangers of translating simple spatial analysis based on limited data sets to 
predict the complex effects of future change. Studies using longer-term data sets and larger 
spatial databases with a greater number of independent catchments, which elucidate the true 
physical influences of land use, may help overcome this problem. Given the lack of evidence in 
the catchment scale observations, expert knowledge based on international studies and physics 
based modelling may need to be introduced to predict land use effects (Merz and Blöschl 
2008b, Buytaert and Beven 2009, Bulygina et al. 2012). Data of catchment properties that are 
perceived to be significant e.g. %soil type and soil hydraulic properties may be obtained from 
experimental sites and forced as predictors in the regression analysis instead of using statistical 
selection methods such as stepwise.  
A partly subjective data quality score devised in Table 3.4 was found to be useful in 
explaining regression model performance. Poor data quality deteriorates regionalisation 
performance, especially for small catchments at high elevations where the estimation of rainfall 
is difficult and where rainfall has a stronger influence on flow. Figure 5.7 indicates that the 
Chapter 5 Regionalisation of flow response indices  
 
 
138 
 
magnitude of regression residuals for BFI and EL reduce by around 0.1 when moving from the 
test catchments with the worst quality data to those with the best. Therefore this type of data 
quality analysis is potentially useful in setting priorities for data collection and quality control 
in Thailand and beyond, and can be used to implement a refined, weighted regression approach. 
However, using weighted regression equations yielded similar performance to the least squares 
regression and did not alter results enough to change any conclusions. The unclear relationship 
between data quality score and the regression residuals for RC (Figure 5.7 (a)) is believed to be 
caused by the criteria used for defining the data quality score. Further work is therefore needed 
to test sensitivity to the data quality scoring system. Also, formalising some of the key 
uncertainties, for example through stochastic rainfall modelling and rating curve statistical 
analysis, would reduce the qualitative aspects. 
In terms of general priorities for improving the accuracy of modelling the hydrology of 
ungauged areas of Thailand, more research on rainfall estimation especially for mountainous 
catchments is needed to characterise and reduce rainfall estimation error. For example, satellite 
and radar data could be used together with point rain gauges to improve the temporal and 
spatial accuracies (Collier 1986a, Collier 1986b, Xie and Arkin 1996, Grimes et al. 1999, 
Todini 2004, Hughes 2006, Ward et al. 2011). Rainfall downscaling could potentially be 
applied to convert satellite data into catchment scale estimates with uncertainty. Regarding flow 
estimation, a review of flow gauges and identification of which gauges should be invested in 
are needed. Also, observed flow data should ideally be naturalised by taking into account 
abstraction and effluent estimates. If collecting the data needed for flow naturalisation is 
impractical, some estimates of seasonally-averaged abstractions associated with different land 
uses would be helpful to reduce uncertainty in the regionalisation, especially about effects of 
deforestation. The uncertainty over abstractions is thought to be a primary reason for the 
uncertainty in the regression of RC and the influence of deforestation on RC, and thus affects 
ability to plan regional water resources and land use management. Another priority for 
improved hydrological modelling of ungauged areas in Thailand is the development of soils 
databases that include hydrologically relevant property data (e.g. Boorman et al. 1995). 
5.9 Conclusions 
This chapter reports a regionalisation analysis that aims to support water resources 
planning in northern Thailand. Results of a stepwise linear regression analysis on 44 gauged 
sub-catchments showed that the observed spatial variability of two important hydrological 
indices - the runoff coefficient and base flow index - could be explained by catchment 
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properties with reasonable (given data quality) precision; however the physical factors 
governing the indices were not necessarily represented well by the regression in particular for 
land use influences. Where significant deforestation occurred during the study period, the 
regression equations failed to predict well the observed changes in flow response. It is 
concluded that significant investment in improved hydrological gauging, soils data and 
abstraction estimation may be needed before the signals of land use can be isolated from those 
of climatic variability. Using a partly subjective data quality scoring system, quality of data was 
shown to have a significant influence on accuracy of the flow index estimates, further 
illustrating the need to invest in data. 
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Chapter 6 Conditioning of a rainfall-runoff 
model 
This chapter tests the application of rainfall-runoff model conditioning using the 
methods proposed by Yadav et al. (2007) and Bulygina et al. (2009) using the case 
study of the upper Ping catchment in northern Thailand. The description of the selected 
rainfall-runoff model is provided in the first section and is followed by a description of 
the conditioning methodology and parameter sensitivity analysis. The performance of 
flow time-series regionalisation at three time scales, daily, monthly and seasonal, is 
presented and discussed in the latter sections.  
6.1 IHACRES (Identification of unit Hydrographs and Component 
flows from Rainfall, Evapotranspiration and Streamflow) 
The limited data availability is a constraint on the selection of the rainfall-runoff 
model. Considering the guideline of model selection in Section 2.2 together with 
previous applications summarised in Table 2.1, IHACRES was considered to have the 
highest potential for application in Thai ungauged catchments, thus it was selected for 
this study. The description of the IHACRES model is provided below. 
The IHACRES model was a joint development by the UK Institute of Hydrology 
and the Centre for Resource and Environmental Studies at the Australian National 
University (Jakeman et al. 1990). It is a spatially lumped conceptual rainfall-runoff 
model developed based on the principles of the unit hydrograph (Post and Jakeman 
1996). The model has undergone continuous improvement since the early development 
resulting in a series of different versions including original IHACRES (Classic) 
(Jakeman et al. 1990, Jakeman and Hornberger 1993), PC-IHACRES (Classic v1) 
(Littlewood et al. 1997) and IHACRES_v2.0 (Classic Plus) (Croke et al. 2005).  The 
IHACRES_v2.0 (Classic Plus) was selected for this study because it is a major 
reimplementation of the original IHACRES with an improved features to predict flow 
in ephemeral catchments (Ye et al. 1997), to enable the mass balance parameter to be 
estimated from the gain of the transfer function and to reduce the interaction between 
the parameters (Croke and Jakeman 2007).  
IHACRES consists of a single store to represent rainfall losses and two parallel 
linear stores to route effective rainfall to the catchment outlet. The model has three 
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parameters for the loss module (w, f and c) and three for the routing module (q, s and 
s). w is the time constant (days) of losses at the daily mean temperature; f is a factor 
describing the effect of a unit change in temperature on the loss rate (C-1); c is a mass 
balance parameter (mm
-1
); q and s are the recession time constants for quick flow and 
base flow routing stores (days); and s is the proportion of base flow to total flow. The 
following prior parameter ranges are based on Taesombat and Sriwongsitanon (2010) 
and Croke and Jakeman (2007): w = [1 - 60 days], f = [0 – 16 C
-1
], c = [0 - 0.015   
mm
-1
], q = [1 – 5 days], s = [10 - 90 days] and s = [0 - 1]. These ranges are 
considered to be liberal enough to accommodate all plausible parameter values. The 
model requires only temperature and rainfall as climate inputs. Observed 
evapotranspiration is not required as losses are linked instead to the input temperature 
data (Boughton 2005). A schematic description of the model is provided in Figure 6.1. 
The model was primarily designed for daily simulation. However, its application 
is not limited only to daily but also to hourly and monthly time scales (Croke et al. 
2005).  
 
 
 
 
 
 
 
where  rk is the observed input rainfall (mm) 
tk is the observed input temperature (C) 
τk is the drying rate (days) 
tr is the reference temperature (C). The average value from the entire 
time-series was used in this study. 
uk is the effective rainfall (mm) 
∅k is soil moisture 
l
*
 is the soil moisture index threshold for producing flows 
p
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 is the nonlinear response term  
xk
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∝s and βs are time constants for slow flow 
*
 the parameter l and p are only necessary for ephemeral catchments. 
 
Figure 6.1 Schematic description of the IHACRES model showing model structure, the 
processes which the parameters are involved and main equations.  
6.2 Rainfall-runoff model conditioning 
Recent applications of the regionalisation methods to flow time series modelling, 
which built upon the regression approach applied in this study, include those of Yadav 
et al. (2007) and Bulygina et al. (2009). One of the advantages of conditioning the 
models on information about the flow indices (see Chapter 2 and Chapter 5) is that it 
permits insight into the value of different types of information on model precision and 
accuracy across sub-catchment types (Bulygina et al. 2012, Coxon et al. 2013). This 
section explains the method of conditioning with a schematic of the overall procedure 
shown in Figure 6.2.  
 
 
Figure 6.2 A schematic illustrating the overall regionalisation methodology               
and equations. 
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6.2.1 Conditioning using confidence and prediction intervals 
The method proposed by Yadav et al. (2007) uses the confidence and 
prediction intervals derived from the regression of rainfall-runoff indices (in this 
case are the runoff coefficient, base flow index and seasonal rainfall-flow 
elasticity) against catchment properties. 5000 trial parameter sets were drawn 
randomly from prior uniform distributions defined by the ranges listed above. 
Thus, there were 5000 simulations of flow for each test sub-catchment. The 
intervals are used as constraints that define a plausible range of behaviours for 
each ungauged sub-catchment (see Figure 5.3). A prescribed rainfall-runoff 
model, IHACRES, is then conditioned upon these constraints (95% confidence 
interval or prediction interval), so that any parameter set that produces a model 
output index falling within the constraints is considered to be behavioural. 
Thereby a sample of behavioural parameter sets is obtained from a larger sample 
of parameter sets taken from a-priori ranges. An ensemble prediction is then 
made with equal weight given to each behavioural parameter set.  
Due to little variation in regionalisation performance between 
conditioning using the regression intervals and the Bayesian method, the 
assessment of the former is not considered further in the thesis. Figures 
comparing NSE values of conditioning using the regression intervals and the 
Bayesian method are provided in Appendices A2 for reference.  
 
6.2.2 Bayesian conditioning 
The Bayesian conditioning method of Bulygina et al. (2009) aims to 
overcome the theoretical limitation of using equal weights. Their method uses 
the regression residual distributions to define the likelihood function within 
Bayes’ equation.  
Bayesian conditioning of the rainfall-runoff model involves updating the 
IHACRES prior parameter ranges into sub-catchment-specific posterior 
distributions using the expected values and variances of the indices from the 
regression equations. The three rainfall-runoff indices were calculated from the 
rainfall and simulated flow, and the model parameters were then conditioned 
following the method of Bulygina et al. (2009): 
  
p() ∝ L(Indexreg ∣ Indexθ) * p0() (6.1) 
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where p() is the posterior distribution of model parameter set , 
conditional on the prescribed IHACRES model equations and the input rainfall 
and temperature data sets; Indexreg is the expected value of the index from the 
regression; Index is the estimated value of the index from IHACRES with 
parameter set ; L(Indexreg ∣ Indexθ) is the likelihood of Indexreg given Index, 
which is assumed proportional to the probability density of Indexreg from the 
normal probability density function N(Indexθ, 
2
), derived from the regression 
equations, evaluated at Indexreg; p0() is the prior distribution of model parameter 
set . Equation (6.1) describes the use of only one index in the conditioning. This 
can be extended to including two or three indices by multiplying together the 
values of p(θ) calculated for each, on the assumption that they are independent 
sources of information. 
For each test sub-catchment, p() is calculated for the 5000 trial 
parameter sets. The 5000 values of p() are linearly scaled so that their sum adds 
to 1.0. For making predictions,  is resampled (with replacement) from the 5000 
samples according to the relative p() values. All the resampled parameter sets 
were used for producing a sample of flow predictions from which 95% 
confidence intervals were derived.   
6.3 Sensitivity of parameters to information in the indices 
Parameter sensitivity was evaluated using cumulative distributions for discrete 
performance classes as introduced by Freer et al. (1996). The conditioned parameter 
sets were ranked from highest to lowest likelihood and divided into ten classes of equal 
size. The cumulative distribution of each class was plotted against each parameter. 
Parameter sensitivity can be identified from the deviation of the cumulative distribution 
from the straight line representing the prior cumulative distribution and the spread of 
the ten lines of cumulative distributions. A large deviation from the straight line and 
wide spread of cumulative distributions across the ten ranked classes indicate high 
parameter sensitivity. 
Examining how the regionalised estimates of the indices (RC, BFI and EL) 
condition the model parameters illustrates the information content of the indices for this 
case study, and helps to speculate about important missing information. Some caution 
in interpretation is required because the posterior distribution of the parameters can be 
skewed by biases in the regionalised index estimate, for example the results for c and f 
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in Figure 6.4(a) are associated with IHACRES trying to match an estimate of RC that is 
actually too high for that catchment. Such ‘dis-information’ (Beven and Westerberg 
2011) is a general issue in environmental model conditioning (Leach and Fairhead 
1994, Etkin and Ho 2007, Renard et al. 2010, Parajka et al. 2013a). Nevertheless, 
looking at the IHACRES parameter conditioning is an important starting point for 
understanding model performance. 
Figure 6.3 and Figure 6.4 show the prior and posterior parameter distributions 
conditioned using the Bayesian approach upon the RC for sub-catchments P.67 and 
060403, accordingly, as examples. The regionalised values of RC, BFI and EL for P.67 
are 0.20, 0.57 and 0.64; while those of 060403 are 0.75, 0.52 and 0.53 accordingly. As 
expected for RC, the conditioning has more influence on the loss module than the 
routing module parameters. In general, conditioning on RC had most influence on 
parameter c, which is inevitable as c is the overall water balance parameter; and in a 
few catchments upon f, the temperature dependence parameter. The dependence of RC 
upon f in some sub-catchments, e.g. Figure 6.4(a), is because lower values of f limit 
losses in hot periods, which cannot be counter-acted by the range of c values used. In 
this case, large c values were necessary to account for error and close water balance. 
The parameter c conditioned in opposite ways in Figure 6.3(a) and Figure 6.4(a) 
resulted from different conditioned ranges of f between these two sub-catchments. In 
Figure 6.3(a), the values of f can vary almost freely within a wide range, so c played a 
little role in adjusting water balance and this was reflected in c being conditioned to 
low values. RC is also generally sensitive, as expected, to tw. In some catchments, 
errors in the initial conditions (despite the 365 days warm-up period used) meant that 
the RC was also sensitive to routing parameters in some cases.  
As well as being sensitive to RC in some cases, the parameter f is slightly 
sensitive to EL in general. Figure 6.5 shows that low values of f are preferred in sub-
catchments P.67, indicating low sensitivity of evaporation to temperature. This implies 
that losses may not be controlled primarily by temperature in some catchments, as also 
noted by Ye et al. (1995) and Post and Croke (2002). However this result may be 
related to errors in the EL estimates, and in most of the 44 test sub-catchments, the 
maximum likelihood values of f are not particularly low for both RC and EL. EL is 
sensitive to vs and ts as shown in Figure 6.3(c) and Figure 6.4(c). As expected, BFI has 
strongest influence on conditioning the parameter vs, less influence on q and s and 
least on the parameters in the loss module (Figure 6.3(b) and Figure 6.4(b)).       
Contradictory conditioning results are found, for example vs in Figure 6.3(b) and 
Figure 6.4(b) is conditioned upon BFI to low values while in Figure 6.3(c) and Figure 
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6.4(c) vs is conditioned upon EL to high values. When both BFI and EL are used, 
competition for parameter conditioning between these two indices leads to poor 
parameter identification and poor regionalisation performance. 
  Overall, the regionalised RC, BFI and EL distributions were shown to have 
significant potential value for conditioning the IHACRES model parameters. The 
obvious effects of the RC upon the water balance parameters and the effects of the BFI 
upon base flow proportion parameters were consistent over sub-catchments, while the 
other effects were more variable, reflecting the different climate and hydrology 
between the sub-catchments, as well as differences in data errors and model errors. The 
accuracy of the prediction was much dependent on the robustness of the regression 
equations (r
2
 values). A possible way to improve the regionalisation performance might 
be to include more sub-catchment properties into the regression analysis with the aim 
of identifying additional significant predictors that lead to increased r
2
 values rather 
than to search for additional indices. This is because the three indices (RC, BFI and EL) 
were sufficiently informative to condition the model parameters, notwithstanding those 
exceptions where a combination of indices incorporating conflicting information (i.e. 
BFI and EL) were used.      
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a) RC b) BFI c) EL 
Figure 6.3 Prior and posterior parameter distributions obtained from Bayesian conditioning upon the regionalised estimates of RC, BFI and EL for P.67. 
 
 
a) RC b) BFI c) EL 
Figure 6.4 Prior and posterior parameter distributions obtained from Bayesian conditioning upon the regionalised estimates of RC, BFI and EL for 060403. 
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Figure 6.5 Scatter plots of parameter f and its cumulative distributions of the ten 
ranked classes. The first row shows scatter plots of parameter f against the 
regionalised estimates of RC, BFI and EL with straight lines showing 
regionalised values of the indices. The second row shows scatter plots of 
parameter values against absolute error of the indices (i.e. modelled compared to 
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regionalised). The cumulative distributions in the last row show sensitivity of the 
parameter f to Bayesian conditioning upon RC, BFI and EL. The darker the lines, 
the higher the likelihood of the ranked classes. 
6.4 Performance of the IHACRES model for modelling rainfall-flow 
indices  
This section demonstrates how well the conditioned IHACRES simulates the 
indices relative to observed and regionalised values, hence showing how indices may 
be distorted by the rainfall-runoff model. Model performance for each test sub-
catchment was assessed using a leave-one-out procedure, where the regression step was 
done using data from 43 of the sites and the results were used to estimate the indices 
for, and hence condition the model of, the 44
th
 sub-catchment; and this was repeated 44 
times to provide 44 test site results.   
 
 
a) RC 
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b) BFI 
 
c) EL 
Figure 6.6 Index values from observations, regionalisation and IHACRES conditioned 
upon RC, BFI and EL for the 44 test sub-catchments ordered from the lowest to the 
highest data quality scores. 
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Figure 6.6(a)-(c) compare the values of annual average indices (RC, BFI and EL) 
obtained from observations, regionalisation and conditioning the IHACRES model, 
using average values from 5000 resampled parameter sets. The difference between the 
values of observed and regressed indices depends on the robustness of the regression 
while the difference between the regressed and modelled indices is believed to be due 
to the IHACRES model structure error caused two factors. The first factor is using the 
daily time-step of the rainfall to simulate daily flow which is probably more dependent 
on sub-daily rainfall. For example, the IHACRES model structure is probably not 
dynamic enough to model flows in sub-catchments where the response time is in the 
order of minutes or hours rather than a day (Berne et al. 2004, Segond,  M. L. 2006). 
Using sub-daily rainfall has been found to increase the accuracy of flow prediction in 
many catchments due to improvements in different processes such as improved the 
prediction of quick flow in the Mann catchment in northern New South Wales, 
Australia (Hansen et al. 1996), improved rainfall-runoff partitioning for the Charles 
River catchment in eastern Massachusetts, USA (Socolofsky et al. 2001), better 
estimation of channel flow parameters for the Lost Creek Golf course Area (LGA) 
catchment in Austin, Texas, USA (Jeong et al. 2010) and better estimation of 
infiltration for the Jawoon-ri catchment in South Korea (Maharjan et al. 2013). The 
second factor contributing to the IHACRES model structure error is error in the 
estimation of evapotranspiration caused by using temperature as the only predictor. For 
tropical catchments, it has been found that temperature based models can give only 
approximate values for evaporation and are not as accurate as models based on the 
Penman equation, taking into account more climate variables including  wind speed, air 
pressure and solar radiation (James, 1988, Zemadim et al. 2011). While tropical 
catchments share similar characteristics of relatively constant warm to hot temperature, 
controlling variables for evaporation have been found to be different across catchments 
and in some cases, temperature has the smallest influence on evaporation when 
compared to other climate variables. For example, humidity and wind speed were 
recognised by Post and Croke (2002) to be far more important variables than 
temperature in determining evapotranspiration for the Burdekin catchment in the 
tropics of north Queensland, Australia. Solar radiation had the greatest influence on 
evaporation in a cassava plantation located in eastern Thailand (Saueprasearsit and 
Khummongkol, 2006) and in eight catchments in northeast India, where temperature 
showed no significance on determining evaporation (Jhajharia et al. 2012) while 
evaporation in the Chao Phraya catchment in central Thailand was found to be strongly 
dependent on both solar radiation and temperature. Figure 6.6(a) shows that the values 
of RC calculated from observations, regionalisation and conditioning are similar. For 
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the BFI, the modelled are close to the regressed values but different from the observed 
values.  Figure 6.6(c) shows poor performance of the regression in predicting EL and 
over-estimation of the modelled EL relative to the regressed values across all sub-
catchments. When the model was conditioned on the EL, it generally under-estimated 
peak flows and over-estimated low flows. The effect of over-estimation over the 
recession limbs overcame the effect of under-estimation thus resulting in the over-
estimate of flow in wet period and, in turn, the over-estimate of modelled EL. Poor 
estimation of EL in sub-catchments perceived to have medium data quality –i.e. 
060805 (data quality score of 35 out of 46) and 061101 (data quality score of 36 out of 
46), shown in Figure 6.6(c)– is believed to be caused by other aspects of data quality 
problems that cannot be well represented by the data quality criteria shown in Table 
3.4. Propagation of uncertainty is detected for all indices when moving from the 
regressed to modelled indices. Uncertainty intervals are believed to be characterised by 
the prior uncertainty in the IHACRES parameters, conditioned on the regression 
results. Figure 6.6(a) showing relatively small uncertainty in the modelled RC is 
believed to be due to high r
2
 and ability of the IHACRES model to adjust water balance 
parameters, which leads to greater improvement in the estimates of RC than in the other 
two indices. Large uncertainty in the modelled EL is resulted from low r
2
 and bias in 
the regression. While uncertainty intervals are generally large, they are too small to 
encompass the observed values of indices for a few small sub-catchments with low data 
quality, i.e. 060403, 060705, 061004, 060703. Poor performance of the regression for 
these sub-catchments is probably due to the confounding effect of poor data quality, 
which leads to low reliability in the observed EL and unsuitable model structure. Lump 
model structure may be too coarse to capture different catchment response caused by 
heterogeneity which was found to be a dominant factor controlling hydrological 
processes in small sub-catchments (Kapangaziwiri et al. 2012). Distributed model 
structure could be more suitable in this case but its implementation might not be 
possible due to high data requirement and computational resource.  More discussion 
about the performance of model for small sub-catchments is provided in Section 6.5. 
6.5 Performance of IHACRES in simulating time-series 
The modelled time-series at the test site was evaluated in terms of the Nash 
Sutcliffe Efficiency (NSE) (Nash and Sutcliffe 1970), the Reliability and the Sharpness 
(Laio and Tamea 2007, Renard et al. 2010) at daily, monthly and seasonal (four-month) 
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time scales; as well as visual assessment. The warm-up period of 365 days was used to 
reduce the effect of the uncertainty from initial conditions.  
To assess the value of a Bayesian conditioning method proposed by Bulygina et 
al. (2009), NSE was firstly used to measure the agreement between the observed flows 
and the mean and mode of the ensemble/posterior distribution. NSE was also calculated 
by comparing the modelled flow from each realisation (n = 5000) to the observed flow, 
with the maximum value across the 5000 representing the best possible NSE value 
under calibration conditions. Error! Reference source not found. shows that NSE 
based on the mean of the flow ensemble is generally higher than NSE from the mode 
except when the modelled was conditioned upon the BFI.  
Reliability was used to measure how close the probabilistic forecast of flow on a 
given day (xi) to the ‘true’ distribution of xi. It is assessed via a quantile-quantile (QQ) 
plot comparing the quantiles of the cumulative distribution function of the prediction 
not exceeding the observed flow (p(Xi≤xi)=F(xi)=zi) to the theoretical quantiles of a 
uniform distribution. More details of developing a QQ-plot and underlying assumption 
of the assessment and uniformity test can be found in Laio and Tamea (2007), Thyer et 
al. (2009b) and Renard et al. (2010). The average deviation of zi from the straight line 
in the QQ-plot is calculated and Reliability is obtained via the following equation: 
 
Reliability = 1-2∑∣zi-zi
th∣/N      (6.1) 
 
where zi
th
 is the theoretical quantile of zi and N is the total number of zi values. 
The possible range of Reliability is from 0 (worst Reliability) to 1 (perfect Reliability).  
 
Sharpness is a measure of the average precision of the predictive distribution 
which can be calculated from Equation (6.2) as shown below:  
 
Sharpness = ∑(µi/SDi) /N       (6.2) 
 
where µi and SDi are the mean and standard deviation of the modelled flow on a 
given day. The Sharpness can range from 1/√N to infinity. The higher the Sharpness, 
the lower the estimated uncertainty in the prediction.  
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NSE, Reliability and Sharpness are largely independent performance measures, 
which means that achieving high value for one of the measures does not guarantee high 
value for the other two.  
The area-scaled flow from the nearest sub-catchment (determined by the distance 
between centroids of the two sub-catchments), representing a simplistic method of 
hydrologic scaling, was also used as a benchmark to assess the performance of the 
conditioning.  
Apart from the flow time-series, the performance of the model was also assessed 
through the daily flow duration curve (FDC). The FDC can be used for designing 
hydraulic structures and hydro-ecological studies among other applications (Searcy 
1959, Alaouze 1989, Vogel and Fennessey 1994, Castellarin et al. 2004a, An and 
Eheart 2006, Li et al. 2010, Mendicino and Senatore 2013), hence it can be a useful 
alternative to reporting the flow time-series. Furthermore, assessing against the FDC 
avoids the need to accurately simulate the timing of daily flow peaks, which can have a 
strong influence on the performance metrics and hence mask a good flow distribution 
performance (Hughes and Smakhtin 1996, Mohamoud 2008, Ssegane et al. 2013). The 
longest continuous period of observed flow time-series for each test site (ranging from 
1554-4384 days across the 44 test sites) was used for developing the FDC. The FDC 
performance was assessed in terms of NSE and Sharpness, as well as visual 
assessment. 
The model performance assessment, as well as evaluating the regionalisation 
method on a tropical monsoonal region, aims to understand how performance and 
uncertainty depend on data quality and how this changes depending on the modelling 
task (as represented by the three time scales of model outputs - daily, monthly and 
seasonal). The assessment first looks at the daily time scale, then contrasts results with 
the more aggregated time scales. 
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a) conditioned upon RC b) conditioned upon BFI 
             
c) conditioned upon EL d) conditioned upon RC, BFI and EL 
Figure 6.7 NSE based on the mean and mode of the flow ensemble for the test sub-catchments ordered from the lowest to the highest data quality scores when 
the model is conditioned upon different indices. NSE values < 0 are omitted from the plots.  
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6.5.1 Daily time scale 
Figure 6.8 shows NSE performance (calculated using the mean of the 
distribution of flows at each time-step) for the 44 test sub-catchments ordered 
from the lowest to highest data quality scores. Results are given for both the 
time-series of mean flows and the FDC derived from that time-series. A weak 
link between data quality score and NSE can be detected from Figure 6.8(a) but 
is more difficult to detect from Figure 6.8(b). Using the mean of the flow 
ensemble at each time step yielded a better NSE performance than using the 
mode (most likely) time-series for most of the test sub-catchments; and both 
significantly improved upon the mean flows calculated using the prior parameter 
ranges. Figure 6.8(a) and (b)’s comparison of results when using all three indices 
in the conditioning compared to using only the RC shows that the RC contributes 
much of the valuable information; and in many cases adding BFI and EL led to a 
worse result. When only using BFI or EL (Error! Reference source not found.) 
or both of them, performance was also relatively poor. The relatively important 
role of RC may be expected due to the relatively precise estimates of RC coming 
from the regression equations; and the mass balance adjustment parameter, c, in 
the IHACRES model means that a tight constraint on the runoff coefficient is 
essential. However, Figure 6.8 also shows that the best NSE values obtained 
from regionalisation are still considerably poorer than those achievable by 
calibration to the at-site flows, with some exceptions. When compared to the 
area-scaled flow from the sub-catchment with the nearest centroid, conditioning 
using the RC generally gave higher NSE values. The area-scaled flow was found 
to outperform conditioning only when the two sub-catchments are of similar 
sizes (area ratios of 0.7-0.8) and are relatively close (distance between centroids 
2-9 km) and are nested. 
The analysis indicated that the test sub-catchments with small size (less 
than 47 km
2
) and/or high elevations (more than 1000 m.a.s.l.), i.e. 060403, 
060705, 061004, 061006, 060703, 060804, 060702, 060201, 060805, showed 
very poor NSE irrespective of which indices were used for conditioning. The 
errors in rainfall estimation (Chapter 4) and the effects on flow are likely to be 
higher in small sub-catchments because the effect of spatial variability is less 
smoothed out (Kuczera et al. 2006). Another possible reason could be dominant 
hillslope processes and greater effects of heterogeneity found for small sub-
catchments by e.g. Kapangaziwiri et al. (2012). 
Chapter 6 Conditioning of a rainfall-runoff model 
157 
 
The Reliability values, Figure 6.8(c), were very variable over the 44 test 
sub-catchments, but overall the values are comparable to those found in other 
regionalisation studies (e.g. Thyer et al. 2009a, Rianna et al. 2011, Bulygina et 
al. 2012). The BFI was found to be the single index that leads to the best 
Reliability result for most of the test sub-catchments, followed by the RC, 
contrasting with the NSE results. This reflects the relatively high uncertainty in 
the BFI estimates and the ability of the IHACRES model to translate the BFI 
estimates into reasonable (although wide) confidence intervals for flow; while 
RC leads to intervals that (although less wide) do not explain the observed flows 
so well in terms of Reliability. Figure 6.9 shows examples of the QQ plots of 
flow from conditioning upon the RC for four test sub-catchments, showing a 
range of performances. The closeness of the curve to the straight line shown in 
Figure 6.9(a) and (d) indicates high Reliability for sub-catchments P.67 and 
060201. Figure 6.9(b) and (c) in contrast show low Reliability for 060403 and 
P.75. For example, Figure 6.9(c) consists of points clustering on the y-axis 
indicating over-prediction and narrow intervals. Figure 6.9 also shows that 
Reliability and NSE can be complementary performance measures, as low 
Reliability can be obtained either for the test sub-catchments with good or poor 
NSE. In order to illustrate how the Reliability values translate to time-series 
performance, Figure 6.10 shows the uncertainty in the modelled flow time-series 
for the test sub-catchments P.67 and 060403. 
The model conditioned upon the BFI and EL achieved poor Sharpness 
values, as shown in Figure 6.8(d), due to the high uncertainty in the regression of 
these indices. Sharpness values were improved significantly when conditioning 
upon RC or all three indices. Where better sharpness values were achieved, for 
example sub-catchment 060705, this was not necessarily associated with 
satisfactory performance because, for example, the model might precisely over-
predict the flow. This illustrates the need to interpret Sharpness alongside the 
other measures.   
Figure 6.11 shows uncertainty in the modelled FDC before and after 
conditioning using different indices. The Sharpness values calculated based on 
the FDC were slightly lower than those calculated based on the flow time-series 
for all the test sub-catchments regardless of the indices used for conditioning. 
Visual review of results suggests that the proposed model is more useful for 
tasks not requiring good information about timing, although still with variable 
performance and consistently high uncertainty. 
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a) NSE calculated based on time-series (values < 0 are omitted) b) NSE calculated based on FDC (values < 0 are omitted) 
             
c) Reliability calculated based on time-series (values < 0.5 are omitted) d) Sharpness calculated based on time-series (all values are included) 
Figure 6.8 NSE, Reliability and Sharpness for the 44 test sub-catchments ordered from the lowest to the highest data quality scores when using prior 
parameter space and different conditioning variables.  
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a) P.67 (good NSE and high Reliability)  b) 060403 (poor NSE and low Reliability) 
      
c) P.75 (good NSE but low Reliability)   d) 060201 (poor NSE but high Reliability) 
Figure 6.9 QQ-plots when conditioning the model upon the RC. 
 
 
  
a) P.67      b) 060403   
Figure 6.10 95% ensemble flow conditioned upon RC and combination of all indices for 
the test sub-catchment P.67 (good NSE, high Reliability and high data quality score) and 
Chapter 6 Conditioning of a rainfall-runoff model 
160 
 
060403 (poor NSE, low Reliability and low data quality score) at daily and monthly time 
scales. A 3-year part, starting from 1 April 2001 to 31 March 2004, of the 12-year output. 
 
  
a) P.67       b) 060403 
 Figure 6.11 95% ensemble FDC for the test sub-catchments P.67 and 060403 when 
using prior parameter space and different conditioning variables. 
 
6.5.2 Monthly and seasonal time scales  
Aggregating the daily simulation results to monthly or seasonal flows achieved 
better performance than driving the model with monthly or seasonal input, which is 
expected due to the non-linearity in the IHACRES model structure. The results shown 
here are therefore based on the former approach.  
An improvement in time-series NSE values at monthly and seasonal time scales 
was found. This was especially the case in the less flashy sub-catchments (Richards-
Baker flashiness index (Baker et al. 2004) between 0.06 and 0.12), which is against 
expectations if it is assumed that flashier catchments should suffer more from random 
errors in daily rainfall being propagated to flows. The example of sub-catchment 061301 
(flashiness index = 0.1) in Figure 6.12(a) reveals a possible explanation – less flashy 
catchments not only include significant low flow random errors but also some high daily 
flow peaks: the IHACRES model is not capable of predicting both response modes. 
Problems with predicting peak flows are not uncommon when using simple conceptual 
models (Loague 1985, Makungo et al. 2010, Steenbergen and Willems 2012, Joo et al. 
2013). Figure 6.12(b) shows the example of the flashy sub-catchment, 060808 (flashiness 
index = 0.19), where significant precision improvements are made through the 
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aggregation of random errors, however the bias in flow originating from the error in the 
regionalisation of RC limits the monthly and seasonal performances. 
Despite the improvement in performance metrics when moving from daily to 
monthly or seasonal flow, visual analysis of results shows that the method could still not 
satisfactorily predict the seasonal variation in response. This is illustrated in Figure 
6.13(b), showing the long-term runoff coefficient calculated for each month individually. 
It is apparent that the model does not ‘wet-up’ the catchment fast enough at the start of 
the monsoon period. Potentially this is due to rainfall underestimation; or to missing non-
linearity from the version of IHACRES used; or may be a trade-off required in order to 
fit the annual runoff coefficient.   
The sensitivity of the regionalised model to rainfall input was tested by using 
both sets of the regression equations obtained from Table 5.2 and Table 5.3 to 
regionalising the IHACRES model. NSE performance was better using the originals (i.e. 
based on ground gauged rainfall), which is believed to be connected to the more precise 
estimates of RC. 
 
     
a) 061301 (less flashy) 
 
     
b) 060808 (flashy) 
Figure 6.12 Observed and modelled flows for 061301 and 060808 at daily, monthly and 
seasonal time scales when conditioning upon the RC. 
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a) observed RC 
 
 
b) RC modelled by IHACRES conditioned upon RC, BFI and EL  
Figure 6.13 Monthly runoff coefficient for each of 44 flow gauges. 
 
Note: Different colours represent different flow gauges 
Note: Different colours represent different flow gauges 
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6.6 Discussion 
Prediction of flow time-series for ungauged catchments remains an important challenge 
for hydrologists. Various regionalisation methods have been developed and tested in a large 
number of catchments world-wide with variable climate regimes. However, only a small 
number of studies have attempted to regionalise flow time-series in tropical monsoon-
dominated catchments where seasonality is especially strong; and uncertainties can be 
aggravated by the high variations in rainfall, flow and wind. Using a case study of 44 sub-
catchments of the upper Ping catchment in northwest Thailand, this chapter conditions the 
IHACRES rainfall-runoff model on regionalised estimates of three response indices. The 
indices were the runoff coefficient (RC), the base flow index (BFI) and the elasticity (EL), used 
individually and in combination; and the conditioning approach was the Bayesian method of 
Bulygina et al. (2009).  This is the largest test yet of that method; it is one of few 
regionalisation studies in tropical monsoon-dominated catchments (Meigh et al. 1997, 
Schreider et al. 2002, Rojanamon et al. 2007, Suprit et al. 2012); and it is among the few 
studies that pay attention to data quality issues (Hansen et al. 1996, Seibert and McDonnell 
2002, Winsemius et al. 2009).  
The method of Bulygina et al. (2009) was demonstrated to be potentially useful for 
estimating the expected time-series of flow at test ‘ungauged’ sub-catchments; and for 
estimating the uncertainty intervals, although with less success compared to similar studies in 
different climate regimes and with better data quality e.g. Singh et al. (2011). RC was the most 
informative index, leading to relatively small uncertainty intervals in the time-series 
predictions. However, the model has limited ability to represent strong seasonality in tropical 
monsoon-dominated catchments, in particular with too long a delay in the wetting-up period 
(Figure 6.13(a), (b)). This problem was also reported in previous applications of rainfall-runoff 
models in tropical catchments e.g. Quinn et al. (1991), Molicova et al. (1997) and Campling et 
al. (2002). There was a surprising level of redundancy of information in the regionalised 
indices: after conditioning the IHACRES model on either BFI or RC, adding the information 
about the other indices into the model did not generally improve the model result for the test 
catchments (Figure 6.8). This is arguably unsatisfactory - the more relevant information added 
into Bayes’ equation, the more the model output is expected to converge towards the true 
response. The result reflects the fact that there are errors in the modelling process that are not 
represented in the variance of the RC, BFI and EL regression residuals. BFI and EL were found 
to contain conflicting information, therefore when the model was simultaneously conditioned 
upon these two indices, the ranges of parameters with good predictive powers cannot be 
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acquired, resulting in poor regionalisation performance (Figure 6.3 and Figure 6.4). Care must 
therefore be taken when choosing the combination of the indices for conditioning.  
The IHACRES model structure is likely to be an important source of error in this case. 
The potential importance of reducing dependence on a chosen model structure is well known 
(Bulygina et al. 2011) but difficult to achieve in practice, for example requiring model structure 
error terms to be included as variables in the Bayes’ equation (Kavetski et al. 2006b, Bulygina 
and Gupta 2011); or alternatives to Bayes’ that allow for ill-defined uncertainties (Beven and 
Binley 1992). The IHACRES model was used here because of its simplicity and relevant track 
record and its use of air temperature data as a surrogate for potential evaporation. Ideally, the 
exercise would be extended to include an assessment of alternative conceptual model structures 
(Lee et al. 2006, Clark et al. 2008, Krueger et al. 2010, Fenicia et al. 2014, McMillan et al. 
2013).  
In order to compare the performance of the IHACRES model applied in this study with 
that of the study performed by Schreider et al. (2002), the mean monthly relative error (%) was 
calculated for sub-catchments 061201 (Mae Chaem River at Ban Huai Phung) and 061202 
(Mae Mu River at Ban Mae Mu). The mean monthly relative errors for these catchments, 
derived for the 12-year period between 1995 and 2006, were, respectively, 25% and 34%. 
These values are higher than the 16% and 18% values obtained by Schreider et al. (2002), for 
the 6-year period between 1988 and 1993. Croke et al. (2004) extended the study of Schreider 
et al. (2002) to include another sub-catchment (061302 – Mae Chaem River at Ban Kong Kan) 
into the analysis. The IHACRES parameters in the study of Croke et al. (2004) were scaled 
based on sub-catchment area, estimates of deep drainage and surface runoff from a crop model. 
As compared to the present study, Croke et al. (2004) were generally able to achieve better 
prediction at a monthly time-step. The ranges of NSE for sub-catchments 061201, 061202 and 
061302 obtained by Croke et al. (2004) were 0.68-0.81, 0.52-0.58 and 0.60-0.75, respectively, 
while in the present study the corresponding NSE values based on the conditioning of the 
model upon RC were 0.11, 0.41 and 0.74. The NSE values for the 061201 and 061202 sub-
catchments were improved to 0.40 and 0.46 when the model was conditioned using all indices 
(RC, BFI and EL). The fact that in both studies, namely the present study and that  by Croke et 
al. (2004), relatively high NSE values were achieved for sub-catchment 061302 (with data 
quality score 39 out of 46) suggests that an accurate prediction could be expected for sub-
catchments with good data quality regardless of the regionalisation method used. The 
prediction for sub-catchments with medium or low data quality is more dependent on the 
selected regionalisation method. When the regression result from this study was compared with 
that from the spatial proximity method previously used by Taesombat and Sriwongsitanon 
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(2010) to estimate model parameters and flood hydrographs for three ungauged sub-catchments 
including P.1, P.67 and P.73, the NSE assessed at daily time-step derived from this study was 
relatively poorer. The range of NSE for these three sub-catchments obtained by Taesombat and 
Sriwongsitanon (2010) was 0.96-.99, while in the present study the corresponding range of 
NSE based on the conditioning of the model upon RC was 0.64-0.69. The lower NSE values 
obtained in this study are not surprising given that the model was assessed based on continuous 
daily prediction over a much longer time period (i.e. 12 years). In contrast,  the assessment 
carried out by Taesombat and Sriwongsitanon (2010) was based on three separate floods events 
spanning over a total periods of only three months (1-31 August 2001, 1-30 September 2003 
and 1-30 September 2004). When looking at a short period like this one, the performance 
obtained in the present study could be considered to be comparable to that of Taesombat and 
Sriwongsitanon (2010). 
A wide range of models has been applied to humid tropical catchments, including time 
series models such as the CAPTAIN toolbox (Solera-Garcia et al. 2006, Taylor et al. 2007, 
Chappell et al. 2011, Walsh et al. 2011, Ampadu et al. 2013), conceptual models such as 
TOPMODEL (Beven and Kirkby 1979, Quinn et al. 1991, Molicova et al. 1997, Chappell et al. 
1998, Campling et al. 2002, Kinner and Stallard 2004, Goller et al. 2005, Takeuchi et al. 2008, 
Buytaert and Beven 2000, Chappell 2010), and the more complex structure of SWAT 
implementations (Arnold et al. 1998, Schreider et al. 2002, Kingston and Taylor 2010, Homdee 
et al. 2011, Raneesh and Thampi Santosh 2011, Phomcha et al. 2012, Strauch et al. 2012). The 
recognition of model structure error has led to an increasing use of ensemble modelling 
(Wagener et al. 2004, McIntyre et al. 2005, Zhang et al. 2008, Buytaert and Beven 2009, Reichl 
et al. 2009, Zhao et al. 2012). The underlying principle of ensemble modelling is equifinality 
(Beven and Binley 1992, Beven and Freer 2001), which recognises that there is no single 
optimal model or parameter set; instead, there are many models and parameter sets that perform 
equally well and are potentially acceptable representations of the modelled system. The 
ensemble modelling simultaneously considers feasible modelled flow values from multiple 
model structures (or model parameter sets). Different rejection criteria are often used to identify 
whether a feasible parameter set is acceptable as a behavioural parameter set. The 
regionalisation performed in this study was based on a single model structure of the IHACRES 
model and no other model structures were allowed to be varied. The IHACRES model structure 
error was believed to be the main source of error in modelling but this was only a speculation. 
Testing the performance of different model structures through a Rainfall-Runoff Modelling 
Toolbox (RRMT) (Wagener and Lees 2001, Wagener et al. 2002) could provide concrete 
information about model structure error and could help identify appropriate model structures 
and parameter sets for the upper Ping catchments. Improved model performance may also be 
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obtained by applying different model structures to individual test sub-catchment, if there is 
evidence of relationships between catchment type and preferred model structure. The suitability 
of other performance measures apart from NSE can also be assessed using the RRMT. 
The disappointing performance obtained from using all three flow indices – RC, BFI and 
EL – for conditioning the model also reflects the assumption in the application of Bayes’ that 
the RC, EL and BFI errors are independent, i.e. in combination the three indices are presumed 
to contribute more to reduction in uncertainty than they actually can. This issue discourages the 
introduction of additional indices (Holmes et al. 2002, Castellarin et al. 2004b, Yadav et al. 
2007, Zhang et al. 2008b, Li et al. 2010, Masih et al. 2010), because these are likely to be quite 
strongly correlated to one of the chosen three. Finding rainfall-flow indices uncorrelated to each 
other is difficult, and potential ways to formally allow for the dependencies are the use of 
principal components (Prinzio et al. 2011), or using joint likelihood functions in the Bayes’ 
equation (Almeida et al. 2012). The assumption of the uniform prior parameter distributions 
and normally distribution of the regression errors used to determine likelihood in Bayesian 
method (Kavetski et al. 2006a, Almeida et al. 2013) might also contribute to poor performance 
The performance was assessed over three time–steps. Use of a daily time-step is 
potentially suitable for flood studies in the case study’s larger sub-catchments; the monthly 
time-step is suitable for regional planning including allocations and reservoir design; and the 
seasonal time-step is most suitable for broader scale analysis, for example supporting national 
water resources strategy. The daily flow time-series could not be estimated accurately, although 
better accuracy was obtained when evaluating only the flow duration curve. At the monthly 
time-step, the random errors were sufficiently smoothed that time-series performance was 
better in terms of NSE and Reliability, but there were still significant problems with getting the 
monthly pattern of responses accurate. Therefore there is potential for applying this flow 
prediction method for regional and national water resources planning; however reasons for the 
errors in seasonal patterns need to be further explored.  
This chapter (e.g. Figure 6.8, Figure 6.10) shows that performance of IHACRES for 
estimating flow time-series tends to be poorer in sub-catchments where the perceived data 
quality is lower, although this tendency is weak. Previous results in Chapter 5 showed that data 
quality had a relatively strong effect on the accuracy of BFI and EL. Thus, while it seems that 
data quality issues are important to improving the precision of the regionalisation, the evidence 
for this here is masked by the errors introduced by rainfall-runoff modelling. The ability to 
evaluate the regionalisation and investigate the factors affecting its precision is one benefit of 
regionalising flow indices. This contrasts with the more popular approach of regionalising 
rainfall-runoff model parameters, which mixes sources of error connected to the 
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regionalisation, the rainfall-runoff model equations and parameter estimation and thus increases 
the difficulty of interpretation. This chapter (Figure 6.6) also provided an illustration of the 
accumulating errors when moving from observed to regionalised to simulated flow indices, 
showing that a reasonably successful regionalisation can easily be ruined by the rainfall-runoff 
model selection and/or parameter estimation. 
As well as addressing data quality and model structure concerns, there are several 
possible ways forward to improve the regionalisation performance for the upper Ping 
catchment. One approach would be to use a greater number of catchments to develop the 
regression equations and likelihood functions (similar data sets exist in neighbouring 
catchments in north Thailand). Increasing the number of catchments spanning a wide range of 
catchment properties could improve the accuracy of the estimation of the regression 
coefficients, thus being close to the true optimal values and increasing the robustness of the 
regression equations (Parajka et al. 2005). However, 44 sub-catchments used in this study were 
higher than 11 sub-catchments used in the previous study of Mapiam and Sriwongsitanon 
(2009). A second approach might be to use alternative similarity-based methods that are more 
applicable when a larger sample of gauged catchments exist (Reichl et al. 2009). When there is 
evidence of similarity in hydrological behaviour between the gauged and ungauged catchments, 
adopting the entire sets of parameters from the gauged catchments could be favourable to using 
quantitative relationships between catchment properties and indices (Kokkonen et al. 2003, 
Parajka 2005). Without assuming linearity in the relationships between the catchment 
properties and indices, similarity-based methods potentially perform better than the regression 
method. To the best of my knowledge, there is no published study of similarity-based methods 
applied to the upper Ping catchment. Testing the applicability of the similarity-based methods 
would therefore add new information to the existing literature. A third approach would be to 
pay greater attention to defining prior parameter distributions through local hydrological 
expertise (Kapangaziwiri et al. 2012). Within a Bayesian method, the prior parameter 
distribution was found to have considerable influence on parameter estimation especially when 
a small number of observations were used to calculate the likelihood (Almeida et al. 2013). 
This is the case for the upper Ping catchment, for which a uniform prior parameter distribution 
was assumed and data from only 44 sub-catchments were available. Incorporating expert 
knowledge into determining prior parameter distribution, which can vary across sub-catchments 
(Wagener and Wheater 2006, Kapangaziwiri et al. 2012) could probably avoid the problem of a 
disinformative error. 
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6.7 Conclusions 
This chapter presents a rainfall-runoff regionalisation case study for a mountainous 
catchment in a tropical monsoonal climate. The Bayesian method was used to condition a 
simple rainfall-runoff model on normal distributions of regionalised flow indices. It is 
concluded that these are potentially useful methods for integrating information from relatively 
sparse data sets into continuous time simulations of flow while representing uncertainty. 
However uncertainty in flow time-series was rather high for practical purposes, especially for 
flood studies that would require daily data. It seems likely that improved quality and scope of 
relevant regional data sets are the main opportunities for progress, based on the results in 
Chapter 5. There is also a need to reduce errors introduced by the IHACRES model including 
over-estimation of the recession limbs, under-estimation of evapotranspiration, a delay in the 
wetting-up period and poor ability to simulate hillslope processes. An assessment of alternative 
conceptual model structures or distributed models may address the problems. 
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Chapter 7 Conclusion and future work 
The presentation of this thesis has started from explaining the motivation of the research and 
reviewing relevant literature followed by the chapters of modelling works needed for answering 
the research questions. All the key findings with regards to the initial aim and objectives shown 
in Section 1.2 are recapped in this chapter.  
 
7.1 Conclusion 
This study explores the value of using regression and recent conditioning methods for the 
prediction of flow in tropical monsoon-dominated ungauged catchments, with particular regard 
to the problems of data quality, rainfall estimation, catchment non-stationarity and uncertainty. 
This is demonstrated using data from 44 gauged sub-catchments of the upper Ping catchment in 
northern Thailand from the period 1995-2006. Seven main tasks listed below were set to 
achieve the aims and objectives of the study and to address related problems. 
 
7.1.1   Literature reviews on the selection of model and method, uncertainty 
analysis, prediction of change and data issues 
Several rainfall-runoff models and regionalisation methods have been tested in 
ungauged catchments but their performance is variable depending on a number of factors 
(Franchini and Pacciani 1991, Perrin et al. 2001, Reed et al. 2004, Duan et al. 2006, 
Wagener and Kollat 2007, Yadav et al. 2007, Parajka et al. 2013a). A review in Chapter 
2 focusing on the applications in tropical catchments (Servat and Dezetter 1993, 
Schreider et al. 2002, Croke et al. 2004, Rojanamon et al. 2007, Kim and Kaluarachchi 
2008, Mapiam and Sriwongsitanon 2009, Lima and Lall 2010, Taesombat and 
Sriwongsitanon 2010, Tekleab et al. 2011, Petheram et al. 2012, Piman and Babel 2013) 
can be used as a guideline for selecting rainfall-runoff model structure and a suitable 
regionalisation method for the study catchment. The conceptual IHACRES rainfall-
runoff model was considered to be the most suitable for the upper Ping catchment in 
Thailand on the basis of minimal data requirements (Jakeman et al. 1990, Jakeman and 
Hornberger 1993, Post and Jakeman 1996, Ye et al. 1997) and success in previous 
applications (Schreider et al. 2002, Croke et al. 2004, Taesombat and Sriwongsitanon 
2010). As a suitable method for regionalisation, regression is selected because it enables 
an improved understanding of the catchment hydrology to be developed through explicit 
relationships between catchment properties and flow indices (Nathan and McMahon 
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1992, Yadav et al. 2007, Zhang et al. 2008b, Kjeldsen and Jones 2010). Comparison of 
the IHACRES performance applied in this study with the previous success of Schreider 
et al. (2002), Croke et al. (2004), Taesombat and Sriwongsitanon (2010) is summarised 
in Section 7.1.7. If the regression explicitly includes catchment properties which change 
with time, then this makes possible the prediction of hydrological responses that are 
subject to non-stationarity, for example  as a result of changes in climate and land use in 
particular (Sefton and Boorman 1997, Sefton and Howarth 1998, Mazvimavi et al. 2005). 
The regression method also allows the estimation of total prediction uncertainty from an 
estimate of the model coefficient and error variance (Brath et al. 2001, Lee 2006, Young 
2006, Kjeldsen and Jones 2009, Kjeldsen and Jones 2010, Renard et al. 2010). 
Decomposing the total prediction uncertainty estimated by analysing the regression 
residuals into its sources requires advanced techniques and was not attempted in this 
study. This study rather assessed the performance of a Bayesian conditioning method 
(Bulygina et al. 2009) which uses the information about possible values of flow indices 
from the regression to constrain the total prediction uncertainty.  
There are a number of previous studies which have sought to address the 
problems of data scarcity and data quality (Peel et al. 2000, Olden and Poff 2003, Merz 
and Blöschl 2004, Hughes 2006, Asadullah et al. 2008, Zhang et al. 2008a, Zhang et al. 
2010, Petheram et al. 2012). Immediate solutions to address data quality problem in the 
upper Ping catchment include performing data quality checks (e.g. Schreider et al. 2002, 
Croke et al. 2004) and data quality classifications. With regard to data scarcity, the 
solution used here is to incorporate remotely-sensed data to improve spatial and temporal 
resolution of rain gauge data. 
This task provided information for choosing a model and method to address the 
ungauged problems in the study catchment. 
                                    
7.1.2  Hydrological data analysis and data quality assessment  
Chapter 3 performed preliminary data analysis. The rainfall, temperature and 
flow data used for this study have at least five-year time series and no more than 30% 
(for rainfall and temperature) or 50% (for flow) of the data are missing. Suspicious 
values were removed. The annual and monthly patterns of the data were examined using 
processed data. There is strong inter-variability and seasonality in rainfall data, and the 
orographic effects can be clearly seen from the analysis. Rainfall is the most influential 
factor causing temporal differences in flow. Spatial variation in flow is believed to be 
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caused by the combined effect of rainfall, land use, soil type and abstraction. Temporal 
and spatial variations in temperature are controlled by the monsoon periods and 
topographic elevations respectively. 
Data quality issues in Thailand result from lack of maintenance checks on gauge 
equipment, different procedures for data collection used by different parties, human error 
and non-stationarity of the catchments such as error in converting rating curves into flow 
data caused by changes in river cross sections. These data quality issues were 
incorporated into a data quality scoring system which is used to quantify the quality of 
gauges. The quality of data has significant impact on the performance of a regression-
based regionalisation model. However, because the proposed data quality scoring system 
is partly-subjective, the sensitivity of model performance to the data scoring system 
needs to be tested. 
This study is the first attempt, in my knowledge, to explicitly quantify rainfall-
flow data quality in Thailand and to link with regionalisation performance. This task was 
performed to test the value of the devised data scoring system and to test one of the main 
hypothesis that the effects of data quality on the performance of a regression-based 
regionalisation model are identifiable. 
 
7.1.3   Estimation of spatial rainfall 
The quality of rainfall data used in this study is variable and could have a 
significant influence on model performance (Price et al. 2000, Sorooshian et al. 2011). 
The assessment of the accuracy of interpolated rainfall and satellite rainfall products used 
for quantifying spatial rainfall was then performed in Chapter 4. An interpolation method 
based on a combination of rainfall gradient and inverse distance weighting method 
outperformed other commonly-used interpolation methods probably because it can 
account for both variations in distance and elevations which are believed to be important 
factors characterising rainfall distribution (Alpert 1986, Phillips et al. 1992, Daly et al. 
1994, Blöschl and Sivapalan 1995, Kurtzman and Kadmon 1999, Goovaerts 2000, 
Brown and Comrie 2002, Johansson and Chen 2003, Lloyd 2005, Buytaert et al. 2006, 
Molinié et al. 2011, Tobin et al. 2011, Ward et al. 2011). However, when compared to 
the TRMM rainfall estimates, the customised interpolation method had poorer 
performance in estimating rainfall over the five benchmark grids. Both the interpolated 
rainfall and TRMM rainfall can produce plausible estimates of flow indices i.e. rainfall-
runoff coefficient and seasonal elasticity of flow. Using two different sets of spatial 
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rainfall data enables an assessment of the sensitivity of the regression to rainfall input. 
Throughout this thesis, the default rainfall input was the interpolated rainfall data.  
This task is the first attempt, in my knowledge, to compare a customised rain 
gauge interpolation technique with satellite data in Thailand. It produced two different 
sets of spatial rainfall data which allows the sensitivity of the regression to rainfall input 
to be tested (Section 7.1.5).  
   
7.1.4   Identification of the regression model  
A forward stepwise regression model was adopted for this study because it has 
the advantages of avoiding high covariance between the regression coefficients (Nathan 
and McMahon 1990, Sefton and Howarth 1998, Johansson and Chen 2003, Heuvelmans 
et al. 2006, Lee et al. 2006, Kim and Kaluarachchi 2008). The three rainfall-flow indices 
including rainfall-runoff coefficient, base flow index and seasonal elasticity of flow 
which are considered be key indices representing flow volumes and flow distribution 
were calculated using rainfall estimation method as demonstrated in Chapter 4 and were 
regressed against 14 sub-catchment properties selected based on data availability and 
expected relationship with the selected flow indices. Stepwise regression equations were 
refined by removing those sub-catchment properties that contributed little to the r
2
 value 
and also those which lacked clear physical connections to the indices. However, retaining 
the sub-catchment properties with less direct physical meaning, e.g. elevation, is 
necessary in some cases such as for predicting runoff coefficient and seasonal elasticity 
of flow because the removal of elevation significantly deteriorates the r
2
 values of the 
regression equations and elevation is the only predictor for seasonal elasticity of flow. 
The identified regression relationships were used to estimate the expected value of the 
indices for each of the 44 test sub-catchments, and the variance of the observations 
around the regression line was used to represent uncertainty assuming a normal 
probability density function. The performance of the regression method was assessed 
using a leave-one-out procedure. 
The stepwise regression method demonstrated in Chapter 5 showed that the 
runoff coefficient (r
2
 = 0.81) was the most successfully regionalised followed by the base 
flow index (r
2
 = 0.42) and seasonal rainfall-runoff elasticity (r
2
 = 0.15). The regression 
equations showed an explicit link between the flow response and the catchment 
properties and so can add to understanding of dominant mechanisms. Temperature, 
rainfall, soil type and land use have a major role in determining flow processes in the 
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mountainous upper Ping catchment. However, the effects of some of these catchment 
properties such as soil type are not identifiable directly from the regression equations; 
they are implicitly represented by elevation. While no direct connection could be found 
between soil type and rainfall-flow indices, a strong influence of soil type is believed to 
exist in the real-world hydrological processes and is likely to be identifiable when more 
hydrological soil property data are available. Evapotranspiration is likely to be controlled 
not only by temperature but also by other climate variables; however, the extent to which 
other climate variables dominate evapotranspiration cannot be confirmed in this study 
due to lack of data. Anthropogenic activities such as converting one land use to another 
and pumping water from the river show clear impacts on flow volume and flow 
distribution. While the regression offers better understanding of the real-world 
hydrological processes in the upper Ping catchment, developing full understanding is 
impeded by data scarcity. Expert knowledge is required to judge the meaning of the 
regression equations, especially that equation used for predicting RC, for which 
unexpectedly large RC values predicted for forested sub-catchments were found to be 
caused by reduced abstraction and underestimation of rainfall in forested sub-catchments. 
Large RC values predicted for dry sub-catchments probably resulted from systematic 
data error in estimating high flow rates. Limited success in applying the regression to 
ungauged catchments may arise from invalid assumptions used within the regression and 
Bayesian methods, including the assumptions of uniform prior distribution, normality 
and independence of the errors that were not fully justified. Figure 5.1 shows that the 
distributions of some catchment properties i.e. sub-catchment area, channel length, % 
mountainous soil, % mixed land use and % open water were highly skewed. Table 5.1 
shows that some catchment properties and indices were significantly correlated, although 
this issue was partly addressed by the stepwise algorithm.  
With an attempt to improve the robustness of stepwise regression, a Box-Cox 
transformation (optimising the lambda value of each predictor and index separately) was 
used to transform the distributions of predictors and indices towards Gaussian 
distributions (Kim and Hill 1993, Van Griensven and Meixner 2004, Sikorska et al. 
2012). However, the regression obtained from Box-Cox transformed data did not show 
improvements in precision or interpretability of the regression. 
This task aimed to improve the understanding of hydrological processes in 
tropical monsoon-dominated catchments by investigating the connections between 
catchment properties and flow responses using the data of the test catchment. 
 
Chapter 7 Conclusion and future works 
174 
 
7.1.5   Testing the sensitivity of regression model 
Two different rainfall estimation inputs from ground-gauge interpolation based 
on inverse distance weighting with an elevation adjustment and the TRMM 3B42 V6 
satellite product were used when performing stepwise regression. Similar regression 
equations obtained from both data sets indicated that the regression model is not sensitive 
to rainfall estimation inputs.  
This task has met the research objectives of testing the sensitivity of the 
regression results to the rainfall estimation method.  
 
7.1.6   Testing performance of the regression for predicting land use change 
The inclusion of non-stationary catchment properties such as climate and land 
use allows the assessment of the impact of change on the predictive power of the 
regression (Sefton and Boorman 1997, Sefton and Howarth 1998, Mazvimavi et al. 
2005). In fact, during the period of the study, rapid change in land use was observed. 
Therefore, this study addressed the impact of land use change on the flow response. The 
ability of the spatial relationship between the flow indices and catchment properties to 
predict the trend of temporal change caused by deforestation was assessed in Chapter 5 
based on the ‘trading space for time’ approach (Peel and Blöschl 2011, Singh et al. 2011, 
Wagener and Montanari 2011, Bulygina et al. 2012). The regression analysis was 
repeated independently for the two 6-year time periods, with one 6-year time period 
representing pre-land use change and the second post-land use change. The performance 
of the regional model in predicting the impacts of land use change primarily depended on 
the robustness of the regression represented by r
2
 values. The regression equation for the 
runoff coefficient can be used to predict the trend of change but with high uncertainty. 
The regression equations for the base flow index and seasonal elasticity failed to predict 
the impact of land use change because the land use signals were weak and obscured by 
other spatial changes such as climate change. Separating the impacts of land use change 
from other changes is a difficult problem which has also been highlighted by previous 
studies i.e. Beven et al. (2008) and Bulygina et al. (2011).  
When using the spatial regionalisation equations developed from Box-Cox 
transformed data to evaluate the impact of land use change, no relationships between 
observed and predicted changes in index values between the two periods were found. 
Thus the introduction of the Box-Cox transform illustrated that the terms in the 
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regression equations may be sensitive to assumptions about linearity, and this clearly has 
implications for interpretation and prediction. 
One of the main hypotheses of this thesis was that the effects of land use change 
on the performance of a regression-based regionalisation model are identifiable. Based 
on the above work, there is little evidence to accept this hypothesis. An alternative to the 
‘trading space for time’ approach used in this study could be changing the recession time 
constants for quick flow (tq) and base flows (ts) corresponding to the change in land use. 
For example, when a forest is converted to agricultural area, tq and ts are likely to be 
higher as a result of higher soil compaction, lower infiltration rates and lower hydraulic 
conductivity.  
 
7.1.7   Rainfall-runoff modelling and conditioning using a Bayesian method 
The methods of Yadav et al. (2007) and Bulygina et al. (2009) condition the 
IHACRES model based on the variances of the indices from the regression equations. 
While both methods showed significant potential value for conditioning the IHACRES 
model parameters, the results presented in this thesis were primarily based on the 
Bayesian conditioning method of Bulygina et al. (2009) because it has the advantage of 
making ensemble predictions from behavioural parameter sets containing different 
weights depending on the closeness of the regionalised and predicted index values. The 
modelled time-series and the flow duration curve derived from that time-series were 
evaluated in two ways: in terms of the Nash Sutcliffe Efficiency (NSE) and the 
Sharpness (Laio and Tamea 2007, Renard et al. 2010) at daily, monthly and seasonal 
(four-month) time scales and also using visual assessment. The Reliability (Laio and 
Tamea 2007, Renard et al. 2010) is an extra measure for the modelled time-series to 
measure the accuracy of probabilistic forecast of flow at a given time-step. 
The Bayesian method of Bulygina et al. (2009) was useful for estimating the 
expected time-series of flow in test ‘ungauged’ sub-catchments and for reducing the prior 
uncertainty intervals, although with less success compared to similar studies in different 
climate regimes and with better data quality e.g. Singh et al. (2011). The runoff 
coefficient was the most informative index, leading to relatively high accuracy (high 
NSE) and small uncertainty intervals (high Sharpness) in the predictions of time-series 
and flow duration curves. The success of using the runoff coefficient for conditioning 
probably arises from the robustness of the regression equation and influence of the runoff 
coefficient in conditioning the water balance parameter, c, of the IHACRES model. The 
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base flow index gave the best Reliability result indicating the ability of the IHACRES 
model to transform the uncertain estimate of the base flow index into the distribution of 
flows which is similar to that of the observed flows. In many cases, conditioning the 
model using more than one index led to a deterioration in model performance. This may 
be because there are errors in the modelling process that are not represented in the 
variance of the regression residuals. These might include i.e. model structure error or 
invalid assumptions regarding the Bayesian method including; 1) the errors of the 
estimated flow response indices are assumed independent, 2) prior parameter are 
assumed uniformly distributed and 3) the regression errors are assumed normally 
distributed.  The Bayesian method could be extended to include more indices but this 
was not attempted in this study because of the limited usefulness of incorporating more 
than one index. 
The factors limiting the success of regionalisation in some sub-catchments are 
derived from three main sources: 1) error in rainfall estimation which is especially 
pronounced in sub-catchments with small sizes (less than 47 km
2
) and/or high elevations 
(more than 1000 m.a.s.l.), 2) limited ability of the IHACRES model to represent strong 
seasonality in tropical monsoon-dominated catchments with an overly long delay in the 
wetting-up period (Quinn et al. 1991, Molicova et al. 1997, Campling et al. 2002) and 3) 
poor data quality which is indicated by a link between the proposed data quality score 
and NSE. An improved accuracy of evapotranspiration estimates as a result of taking into 
account more climate variables such as solar radiation, wind speed and humidity could 
potentially lead to a better prediction of water balance. The problem of too long a delay 
in the wetting-up period predicted by the IHACRES model could have improved if the 
soil moisture parameters (see the equation for converting rainfall to effective rainfall 
shown in Figure 6.1), including the initial soil moisture (∅k) and the nonlinear response 
term (p), had been adjusted towards an increase in soil moisture and, in turn, rapid 
wetting-up period. Zero initial soil moisture assumed at the beginning of the modelled 
period could have been increased slightly because the catchment may not be totally dry 
at the end of summer and the beginning of rainy season. The nonlinear response term 
could have been adjusted from 1 to a higher number to represent stronger impact of 
nonlinearity between soil moisture and effective rainfall. The soil moisture index 
threshold for producing flows (l) cannot be adjusted to reduce the wetting-up time 
because it was set to the lowest possible value of zero. The performance of the 
regionalised model was improved when moving from daily to monthly or seasonal time 
steps. The regionalised model offers good support to water resources planning at the 
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monthly and seasonal time scales but has limited value for daily applications as a result 
of high uncertainty.  
Comparison of the IHACRES model performance derived from this study with 
that of the previous applications in the upper Ping catchment at daily (Taesombat and 
Sriwongsitanon 2010) and monthly (Schreider et al. 2002, Croke et al. 2004) time-steps 
shows that regionalised flow indices from the IHACRES model generally gave poorer 
results. The length of the study period is believed to be one of the causes for poor model 
performance. In this study, the model was assessed based on a continuous daily 
prediction over a much longer time period (i.e. 12 years), as compared to, respectively, 6 
and 9 years used by Schreider et al. (2002) and Croke et al. (2004) and three months used 
by Taesombat and Sriwongsitanon (2010). The model tends to produce smaller errors for 
sub-catchments with good data quality regardless of the regionalisation method used, 
while the prediction for sub-catchments with low or medium data quality is more 
dependent on the selected method. 
This task was performed to serve a number of objectives including identifying 
informative flow indices, assessing the applicability of using regressed flow indices for 
prediction and assessing the capability of conditioning methods. This study is the most 
comprehensive and most in-depth study of flow time-series regionalisation and 
uncertainty analysis in northern Thailand for water resources planning. 
Recommendations towards improving ungauged predictions are given in the following 
sections. 
 
7.2 Recommendations for future work 
 Extend the scope of studies using longer-term data sets and larger spatial databases 
with a greater number of independent sub-catchments i.e. from the neighbouring 
catchments such as the Salawin and Wang catchments on the west and the east of the 
upper Ping catchment accordingly. This could contribute to an improved accuracy and 
flexibility of the regression, thus allowing the regression to be applied to a wide range 
of sub-catchments i.e. northern Thailand with more confidence (Wagener and 
Wheater 2006).  
 Remove nested sub-catchments from the analysis to better satisfy the main 
assumptions implicit to the linear regression method and to allow more accurate 
approximation of uncertainty intervals based on the percentiles of a normal 
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distribution (Kokkonen et al. 2003, Merz and Blöschl 2004). For example, sub-
catchments 061001, 061002 and 061003 nested in P.24 could be removed. 
 Use non-linear transformation to move the distributions of the predictors and indices 
towards normal distributions which may lead to more robust stepwise regression 
(Sefton and Wheater 1998, Merz and Blöschl 2004, Wagener et al. 2004, Samaniego 
and Bárdossy 2005). It was demonstrated in the Chapter 5 that using Box-Cox 
transformation does not solve the issue of skewed distributions of the predictors and 
indices.  
 Pay greater attention to defining prior parameter distributions through local 
hydrological expertise. This could improve the performance obtained from assuming 
uniform prior distribution of parameters in Bayesian conditioning (Kavetski et al. 
2006a, Almeida et al. 2013). 
 Search for more catchment properties that are meaningful and can possibly be related 
to the selected indices (Sefton and Howarth 1998, Kokkonen et al. 2003, Merz and 
Blöschl 2004, Wagener and Wheater 2006, Young 2006, Boughton and Chiew 2007, 
Cutore et al. 2007, Yadav et al. 2007, Kapangaziwiri and Hughes 2008, Kim and 
Kaluarachchi 2008, Reichl et al. 2009, He et al. 2011, Bao et al. 2012). This study 
suggests the significance of soil and abstraction data to the prediction of flows in 
northern Thailand. 
 Merge ground-gauged rainfall data with the TRMM rainfall estimates (or other 
remotely-sensed rainfall products). This probably improves the accuracy of spatial 
rainfall estimation because the moderate quality of the remotely-sensed data covering 
an extensive area can be adjusted by using the higher accuracy point rainfall 
measurement at the locations of gauges (Haberlandt 2007, Asadullah et al. 2008, 
Gomez et al. 2008, Petchprayoon et al. 2010, Stisen and Sandholt 2010, Visessri and 
McIntyre 2012, Woldemeskel et al. 2013). Using more benchmark grid squares, i.e. 
from the neighbouring catchments, is suggested if possible for assessing the accuracy 
of rainfall estimation. Rainfall downscaling is also an alternative to convert the 
remotely-sensed data into catchment scale estimates with uncertainty.  
  Improve the predictability of the model for predicting changes i.e acquiring soil 
properties data from an experimental site and forcing them into the regression 
equations instead of using statistical selection methods such as stepwise, and attempt 
to distinguish the influence of land use change from climate change. However, this 
might be possible only when more data with improved quality are available. 
 Test the sensitivity of the proposed data scoring system for example, by including 
additional criteria, changing the ranges of scores, incorporating formalised 
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uncertainties to reduce the influence of subjectivity and introducing a weighting 
scheme by assigning high weights to the criteria that can be clearly assessed using 
quantitative methods and assigning low weights to the criteria that rely on quanlitative 
judgement.  
 
7.3 Recommendations towards improving data support   
 Develop hydrological databases especially for soil hydraulic properties and water 
abstractions. A soil hydraulic properties database containing information such as 
%soil type, porosity and hydraulic conductivity is probably necessary because these 
properties are believed to have identifiable relationships with the flow indices (Sefton 
and Howarth 1998, Kokkonen et al. 2003, Merz and Blöschl 2004, Yadav et al. 2007, 
Reichl et al. 2009). Such relationships were not found in study because of a lack of 
information. A database for water abstraction is also needed to address the problem of 
regulated flows which was shown in this study (Section 5.4) to cause difficulties in 
forming the regression equations and interpretations. Water abstraction database not 
only benefits regionalisation but also allows better planning and management 
especially for a period of low flows. 
 Invest in new rain gauges and flow gauges. Adding new gauges would enable better 
representation of spatial distributions of hydrological data. Thus, they should be 
placed at the locations that extend the range of types of response measured. For flow 
gauges, upgrading of existing level gauges with imprecise stage-discharge curves 
would also be recommended. For rain gauges, this would include, for example, 
installation on the windward and leeward sides of the mountain, if possible, to capture 
orographic effects on rainfall, and for flow gauges, installation at locations upstream 
and downstream of reservoirs where present.      
 Implement stricter measures of data quality control both on- and off-site.  
 Assign a data quality index to each hydrological gauge i.e. ‘poor’, ‘average’ and 
‘good’ and provide details of criteria used for judging the quality of data.  
 
This study has demonstrated the merits of the Bayesian method of Bulygina et al. 
(2009) used to condition the IHACRES rainfall-runoff model on regionalised flow 
indices including runoff coefficient, base flow index and seasonal rainfall-flow elasticity, 
although with less success compared to similar studies in different climate regimes and 
with better data quality. The regionalised flow time series at a daily time scale has 
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limited use for flood prediction due to large uncertainty. Improved accuracy and a 
reduction in uncertainty at a monthly time-step enable the regionalised flow time series 
to be applied for regional water resources planning including water allocations and 
reservoir design. Use of the regionalised flow time series at a seasonal time-step is not 
suitable for uses such as agricultural planning or supporting national water resources 
strategy due to the limited capability of the model to simulate strong seasonality arising 
from the Southwest and Northeast monsoons. The regionalised Flow Duration Curve has 
smaller, yet still large, uncertainty than the regionalised flow time series. Hence, this 
curve is more useful for estimating flows for applications such as hydraulic structure 
design and hydro-ecological assessment, which do not require accurate timing of 
prediction.  
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Appendices 
A 1.  Regression using a Box-Cox transform 
One of the solutions to improve the highly skewed distributions of the catchment 
properties and indices towards Gaussian distributions is using non-linear transforms of data.  
This is addressed by using a Box-Cox transform (optimising the lambda value of each predictor 
and index separately). However, Figure A1.1 indicates that using Box-Cox transformed data 
could not solve the issue of non-Gaussian distributions.   
 
 
Figure A1.1 Histograms for 14 sub-catchment properties and the three flow indices (RC, BFI 
and EL) using Box-Cox transformed data. The ranges of the data on the x-axis are equally 
divided into six bins. 
 
When the stepwise regression was repeated using Box-Cox transformed predictors, the 
values of r
2
 for RC and BFI were similar to those obtained from original data, and the r
2
 for EL 
was improved to 0.49 from 0.15 (Table A1.1). Mixed land use (%Mix) became an important 
predictor for RC with forest and urban cover being eliminated, introducing the possibility that 
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the presence of swamps and wetlands may reduce RC. Open water (%Wat) became an 
important predictor for EL with elevation being eliminated, suggesting that surface storage in 
this case study enhances the differences in rainfall-runoff response between wet and dry 
seasons (potentially due to retention of low flows). The difference in the predictors between the 
Box-Cox transformed and original regression equations illustrates that the predictors may be 
sensitive to assumptions about linearity, and this clearly has implications for interpretation and 
prediction. 
When using the spatial regionalisation equations developed from Box-Cox transformed 
data to evaluate the land use change impact, no relationships between the observed and 
predicted changes in index values between the two periods were found.  
 
Table A1.1 Identified regression equations when using original and Box-Cox transformed data. 
 
Index Regression inputs 1995-2006 
(original data) 
1995-2006 
(Box-Cox transformed data) 
Standardised 
coefficient 
Cumulative  
r
2
 
Standardised 
coefficient 
Cumulative  
r
2
 
RC Elevation (Ele) 
%Mixed land use (%Mix) 
Mean annual rainfall (MAR) 
Mean dry month rainfall (MDR) 
%Urban land use (%Urb) 
%Forest  land use (%For) 
Mean slope (Slp) 
 0.82 
 
      -0.58 
0.28 
0.32 
0.23 
 
0.45 
 
0.59 
0.70 
0.76 
0.81 
 
 0.47 
-0.38 
-0.43 
 0.26 
 
 
 0.19 
0.45 
0.63 
0.71 
0.80 
 
 
0.84 
BFI Mean slope (Slp) 
%Urban land use (%Urb) 
%Open water (%Wat) 
0.57 
      -0.35 
 
0.29 
0.42 
 
 0.56 
 
-0.45 
0.42 
 
0.50 
EL  Elevation (Ele) 
%Open water (%Wat) 
Drainage density (DD) 
%Mixed land use (%Mix) 
      -0.39 
 
 
 
0.15 
 
 
 
 
 0.88 
 0.36 
-0.34 
 
0.35 
0.43 
0.49 
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A 2.  NSE values of a Bayesian method and regression intervals in 
conditioning the IHACRES model 
Little variation in NSE was found between the two conditioning methods. Figure A2.1(a) 
shows that when the model was conditioned upon RC, the NSE values obtained based on 
confidence intervals were similar to those of the Bayesian method. The model conditioned upon 
the BFI and EL achieved poor NSE as shown in Figure A2.1(b) and (c), accordingly.  Figure 
A2.1(d) indicates that the confidence intervals are too narrow to accommodate the parameter 
sets conditioned by the combination of all indices. 
   
a) conditioned upon RC  b) conditioned upon BFI   
 
   
c) conditioned upon EL  d) conditioned upon RC, BFI and EL 
 
Figure A2.1 NSE for the test sub-catchments ordered from the lowest to the highest data quality 
scores when the model is conditioned upon a Bayesian method, prediction and confidence 
intervals of different indices. NSE values < 0 are omitted from the plots. 
