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ABSTRACT 1 
 2 
Transit passenger market segmentation enables transit operators to target different classes of 3 
transit users to provide customized information and services. The Smart Card (SC) data, from 4 
Automated Fare Collection system, facilitates the understanding of multiday travel regularity 5 
of transit passengers, and can be used to segment them into identifiable classes of similar 6 
behaviors and needs. However, the use of SC data for market segmentation has attracted very 7 
limited attention in the literature. This paper proposes a novel methodology for mining spatial 8 
and temporal travel regularity from each individual passenger’s historical SC transactions and 9 
segments them into four segments of transit users. After reconstructing the travel itineraries 10 
from historical SC transactions, the paper adopts the Density-Based Spatial Clustering of 11 
Application with Noise (DBSCAN) algorithm to mine travel regularity of each SC user. The 12 
travel regularity is then used to segment SC users by an a priori market segmentation 13 
approach. The methodology proposed in this paper assists transit operators to understand 14 
their passengers and provide them oriented information and services.   15 
 16 
Key Words: Smart Card, travel regularity, passenger market segmentation, DBSCAN. 17 
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INTRODUCTION 1 
 2 
For transit operators, better understanding the usages of each user market segment is essential 3 
in satisfying their needs and preferences (1, 2). The Transportation Research Board has 4 
published a handbook on using market segmentation to increase patronage (1). A decent 5 
amount of research has also been carried out on transit user market segmentation, where the 6 
authors have aimed to aggregate passengers into identifiable classes for fare elasticity (3, 4) 7 
or develop strategies for increasing transit patronage (1, 5-7). Most of these studies are based 8 
on household survey data. However, the approach is rather costly and time consuming. 9 
Significantly, the results are only valid within the survey time period and limited to the 10 
respondents surveyed. 11 
Advanced data sources have recently been explored such as Bus vehicle identification (8), 12 
Bluetooth (9) and especially Smart Card (SC) data (10) for understanding the transit 13 
operations and passenger behaviors. The automated fare collection system using SC collects 14 
large quantities of individual travel data which facilitates a large-scale, economical, 15 
continuous, multi-day method to explore the multiday behaviors of transit passengers. An 16 
emerging number of recent studies have been published using SC data, where the authors 17 
have connected individual SC boarding/alighting records to reconstruct user itineraries (11-18 
15). Most of the studies also added a multiday dimension to explore travel regularity or 19 
repeated travel patterns of each SC user (12, 14-16). However, the use of travel regularity 20 
information in passenger segmentation has attracted very limited attention. The lack of SC 21 
data could be the main reason, because only if several months’ data is collected, can the 22 
recurring travel patterns be identified and the passengers segmented. The aim of some of 23 
these studies however, such as Ma et al. (14), has been more focused on classifying the 24 
regularity level of each passenger than segmenting them into identifiable classes. 25 
This paper presents a novel approach to mine spatial and temporal travel regularity from SC 26 
data and then use it for transit passenger segmentation. Spatial and temporal travel regularity 27 
is the regular times and places that transit users usually travel, showing the multiday 28 
behaviors and needs of each transit user. The market segmentation analysis follows a pre-29 
determined (a priori) approach where certain passenger classes are selected from the SC user 30 
population based on travel regularity and “segments” are declared. A priori market 31 
segmentation is a popular method for market structure analysis (1, 17). 32 
This paper demonstrates the proposed approach with a case study from Brisbane, Australia. 33 
The paper first reconstructs completed “trips” of SC users from individual SC “transactions”. 34 
Each “transaction” includes both boarding and alighting time and stop IDs of a transit journey 35 
between a touch-on and a touch-off to the ticketing device for fare payment. Each “trip” is 36 
defined as the public transport journey from origin to destination, including the transfers, 37 
which might include one or several transactions. A completed trip shows where and when the 38 
SC user starts and ends his/her travel, including any transfer activities. The Density-Based 39 
Spatial Clustering of Application with Noise (DBSCAN) algorithm is then adopted to mine 40 
travel regularity from each SC user’s historical itineraries, identify the origins and 41 
destinations (OD) that the cardholder usually travels as “regular OD”, and the time that 42 
he/she usually travels as “habitual time”. SC users are segmented into different classes using 43 
mined travel regularity by an a priori market segmentation approach. The analysis of 44 
segmentation results reveals interesting transit user patterns from each segment and confirms 45 
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the method. Finally, the conclusion sums up the study, followed by a discussion of its 1 
practical applications.  2 
 3 
DATA DESCRIPTION 4 
  5 
The SC data used in this study come from Translink, the transit authority of South East 6 
Queensland, Australia. The dataset is a compilation of around 10 million transactions made 7 
by 1,010,158 card holders over the bus, city train and ferry networks of Brisbane, Australia 8 
from 1st March to 30th June 2012. Other information includes Card ID, ticket type and route 9 
used, in which the Card IDs have been hashed into unique numbers for maintaining the 10 
privacy of each cardholder. The analysis in this paper focuses only on working days 11 
(weekdays excluding public holidays and school holidays). 12 
 13 
RECONSTRUCTION OF TRAVEL ITINERARIES 14 
 15 
The first step to derive travel regularity is through reconstructing the travel trip. The 16 
flowchart on FIGURE 1 connects individual transactions from each SC user on each working 17 
day into completed trips. We also define the first boarding stop as the “origin stop” and the 18 
last alighting stop of a completed trip as the “destination stop” of the corresponding trip.  19 
From the transaction database, each transaction from a specific cardholder for each working 20 
day is visited. The reconstruction procedure is built on a “reconstructing indicator” valued 21 
between 0 and 1 to tell if the cardholder is starting a new trip or is currently in the middle of a 22 
trip; and a “trip ID” to differentiate the completed trips. The procedure starts with removing 23 
noises such as uncompleted transactions, and transactions with boarding is the same as 24 
alighting stop (which is likely a mistaken boarding). If a transaction is removed, the 25 
corresponding trip is also discarded. 26 
A fixed threshold of 60 minutes is then used to decide if the two transactions are connected. 27 
This threshold has been chosen differently in the literature, ranging from 30 minutes (11) to 28 
90 minutes (18) or a set of thresholds (19). The 60 minutes is chosen in accordance with 29 
Brisbane’s public transport threshold for transferring trips (20). If the following transaction’s 30 
alighting stop is not similar with the identified Origin, the transaction is finally connected to 31 
the trip chain, until the last transaction. This step is for separating the back home activity into 32 
a separate trip so that no completed trip will have the OD at the same location. The gap 33 
between the alighting time of a transaction to the boarding time of the next transaction of the 34 
same trip is defined as the transferring time.  35 
An example of the completed trip chains is showed in TABLE 1. Here, Trip ID is the 36 
assigned unique identification number for each completed trip. Origin Time and Destination 37 
Time measure the timestamps of boarding time at the first stop and alighting time at the last 38 
stop for each Trip ID. Stop ID Sequence and Route ID Sequence show the stops and routes 39 
that the passenger used during the studied Trip ID. City train route number is not available in 40 
the dataset and coded as 999 in this study. 41 
 42 
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 2 
FIGURE 1 Trip reconstruction flowchart 3 
  4 
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TABLE 1 Example of completed trips 1 
 2 
SC 
ID 
  
 
 
Day Trip 
ID 
Origin 
Time 
(min 
from 0h) 
Destination 
Time 
(min from 
0h) 
Stop ID 
Sequence 
Total 
travel 
time 
(min) 
Total 
transfer 
time 
(min) 
Total 
time 
(min) 
Route ID 
Sequence 
X1 
1 
Apr 1697 680.2 686.54 5→4 6.34 0 6.34 999 
X1 
1 
Apr 1083 557 566.9 54371→24653 9.9 0 9.9 726 
X2 
1 
Apr 1415 898.08 905.24 
12861→2452 
→15212 7.16 41.42 48.58 550→562 
X2 
1 
Apr 1412 887.45 944.63 
10730→499   
→88 57.18 32.7 89.88 690→999 
 3 
Historical travel itinerary can be successfully retrieved from SC transactions by using the 4 
aforementioned method. The TABLE 1shows an example of trips from Card ID X1 and X2 5 
with Origin, Destination time, Stop and Route sequence as well as the time spent for traveling 6 
and transferring.  7 
 8 
MINING SPATIAL AND TEMPORAL TRAVEL REGULARITY 9 
 10 
This section presents the method of mining spatial and temporal travel regularity from the 11 
historical trip database. The spatial origin and destination stops are represented as 12 
geographical coordinates (geographical position); whereas temporal boarding and alighting 13 
times are represented as points in time (hours).  A center-based clustering method such as K-14 
means (21, 22) cannot be used in this case because the number of clusters is unknown, which 15 
means hierarchical or density-based clustering algorithm is needed. Because hierarchical 16 
clustering algorithms are sensitive to outliers and weak in handing different sized clusters and 17 
convex shapes, density-based clustering is chosen to discover clusters of arbitrary shapes and 18 
sizes. A decent number of density-based clustering algorithms can be found in literature such 19 
as DBSCAN (23) and more complex methods such as OPTICS (24), and DENCLUE (25). 20 
DBSCAN is chosen as the algorithm to use in this study because of its simplicity and high 21 
computing performance to handle a large dataset with over a million SC users.   22 
 23 
DBSCAN algorithm 24 
 25 
The DBSCAN algorithm (23) defines clusters as dense regions, separated by regions of lower 26 
point density. The algorithm has two global parameters: the maximum density reach distance 27 
  and the minimum number of points MinPts. A point can be considered as a “core point”    28 
if it has at least MinPts points within a radius  , as expressed in formula (1). 29 
                      30 
   (  )  ≥                                                                                                 (1)                                                                                                                            31 
 32 
Where:     (  ): { 	      	  	 ℎ 	       	|	 (  ,  ) ≤  }  33 
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  (  ) = number of points i in the dataset that has distance to    that is  (  ,  ) less than   1 
A point can be considered as a “border point”   	if it has fewer than MinPts within  , but lies 2 
within the range   the of a core point. A point can be considered as a “noise point”    if it is 3 
not a core or a border point. A combination of core points    within the density reach   forms 4 
a cluster.  5 
The DBSCAN has recently been used for travel regularity mining from SC data in Ma et al. 6 
(14), who successfully identified each SC user’s historical travel regularity by a modified 7 
DBSCAN algorithm. However, spatial regularity is only investigated through adjacent stops 8 
along the recurring routes. 9 
This paper adopts the original DBSCAN (23) algorithm to mine travel regularity from each 10 
SC user. The algorithm is applied separately for mining spatial and temporal regularity, in 11 
which the regular ODs are derived by a two-level DBSCAN application: firstly on the 12 
historical alighting stops, and secondly on boarding stops. The order of the two levels is 13 
interchangeable without changing the results. The separate application of DBSCAN increases 14 
the robustness of the overall clustering algorithm, because the results of each step can be 15 
carefully examined and the optimal values of   and MinPts can be chosen. More importantly, 16 
the outcomes of each level are useful for later passenger segmentation for oriented services.  17 
 18 
Mining spatial travel regularity (regular OD) from historical trip database 19 
 20 
This section presents the mining process for regular ODs. A two-step procedure is applied to 21 
separately mine regular last alighting and first boarding stops of each SC user. FIGURE 2 22 
illustrates the process of mining travel regularity of a SC user on morning trips as an example 23 
for explaining the clustering method. Here, the A points represent the first boarding stops, C 24 
points represent the last alighting stops, and B points represent the transfer stops in the SC 25 
user historical itineraries. The two levels of DBSCAN application are described in the 26 
following steps. 27 
 28 
 29 
FIGURE 2 Example of the two-step DBSCAN algorithm procedure for travel regularity 30 
mining 31 
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Level 1: The first level of DBSCAN groups only the last alighting stops (C points). It 1 
is important to notice that for underlying the recurring patterns, each trip’s last alighting stop 2 
is considered as a point in the database. In FIGURE 2 the 42 trips made at the same stop form 3 
42 points at the same UTM coordinates. 4 
The values of   and MinPts should be carefully examined as they noticeably affect the results 5 
of the clustering process. For DBSCAN application on transit stops with geographical 6 
position, the value of  	is relatively easy to choose. The maximum density reach distance   7 
should denote the maximum walking distance of the SC user from one to another nearby stop. 8 
The Transit Capacity and Quality of Service Manual shows that around 90% of passengers 9 
would walk less than 500 m to transit stops (26). Given the extreme case where the 10 
passenger’s real origin is in the middle of two transit stops,  	should be 1 km.  11 
The examination of MinPts can be broken down into how transit operators define regularity. 12 
Given the number of trips over a study period, MinPts is equal to the minimum trip made to 13 
be considered as “regular”. This paper defines “regular” as at least a trip/week on 50% of the 14 
weeks, which means MinPts is equal to 8. The value of MinPts can be set to any value 15 
according to operator definition of regularity. FIGURE 2 illustrates that a cluster is formed at 16 
a group of 42 alighting points, and the other two points are considered as noise.  17 
The DBSCAN algorithm with those settings is applied to the SC user’s alighting points, 18 
which are illustrated in FIGURE 2. A cluster is formed at the stop where the SC user alighted 19 
42 times during the study time because the 42 points are at the same location, which means 20 
  < 1	   and MinPts > 8. Another 2 points which are not within the   reach and 2 is also 21 
less than MinPts, are considered as noise.  22 
The number of trips alighted at the specific stop (# trip), the clustering result (L1 cluster) are 23 
showed in FIGURE 2. L1 cluster shows the DBSCAN clustering results of the first level. 24 
Level 2: The second level of DBSCAN algorithm groups only the first boarding stops 25 
(A points). FIGURE 2 illustrates that these A points are actually the boarding stops of the 26 
considered alighting stops from the Level 1. The same DBSCAN algorithm with	  = 1	km, 27 
and MinPts = 8 is applied, identifying two clusters of boarding stops.  28 
The algorithm first analyzes the boarding stops where L1 cluster = 1. There were three 29 
boarding stops that made the 42 trips of L1 cluster = 1, where the SC user boarded 32 trips, 8 30 
trips and 2 trips respectively. The first two stops are grouped into two clusters in the second 31 
level of DBSCAN, while the last one is flagged as a noise. The results of DBSCAN algorithm 32 
on Level 2 are presented in FIGURE 2 as L2 cluster. 33 
The algorithm then analyzes the boarding stop where L1 cluster = -1. As their alighting stops 34 
are flagged as a noise, these boarding stops are also flagged the same way. 35 
By following these two Levels, firstly the regular alighting stops and then the regular 36 
boarding stops can be identified.  37 
 38 
Mining temporal travel regularity (habitual time) from historical travel itinerary 39 
 40 
This section presents the application of DBSCAN to mine habitual time, i.e. the time SC user 41 
habitually board a transit vehicle. Given that alighting time variability is not zero, boarding 42 
time is chosen instead of alighting time for DBSCAN application because SC users can 43 
actively choose the boarding time, not the time when they arrive at the destination. DBSCAN 44 
9 
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is applied with   equals to 15 minutes to take into account the variability in the transit vehicle 1 
arriving times and the value MinPts equals to 8. TABLE 2 presents an example of three SC 2 
users’ travel regularity, in which passenger X2 was chosen as the example in FIGURE 2. 3 
 4 
TABLE 2 Example of travel regularity: (a) Regular OD, and (b) Habitual time 5 
 6 
(a) 7 
SC 
ID Ticket type 
Regular 
OD ID 
% Regular 
Trip 
Origin  
Stop 
ID 
Destination 
Stop 
ID 
Number 
of 
Trips Route ID sequence 
X1 Adult 1 43.02 5198 5210 37 420 
X1 2 31.40 5873 5198 27 458 
X2 Adult 1 13.56 4364 1882 8 999→370 
X2 2 54.24 8 1882 32 999→370 
X2 3 20.34 1882 8 12 370→999 
X3 
Student 
1 21.28 1878 2890 10 
543→141 
→139 
X3 2 17.02 1878 2888 8 
542→141 
→169 
(b) 8 
SC 
ID Ticket type 
Habitual time  
ID 
% Habitual 
Trip  
Mean  
habitual time 
(min from 0) 
Number 
of 
Trips 
X1 Adult 1 48.84 486.42 42 
X1 2 45.35 1062.32 39 
X2 Adult 1 37.29 398.13 22 
X2 2 30.51 519.06 18 
X2 3 18.64 956.6 11 
X3 Student 1 36.17 551.85 17 
 9 
The examples confirm that travel regularity of each SC user can be identified using the 10 
proposed DBSCAN algorithm. The Regular ODs and Habitual times of each SC user with ID 11 
X1, X2 and X3 can be explored separately.  Each Regular OD and Habitual time has Number 12 
of trips made and its percentage over the total trips, as well as the IDs for Origin, Destination 13 
and Route Sequence.  14 
 15 
A PRIORI PASSENGER MARKET SEGMENTATION ANALYSIS 16 
 17 
Most transit operators have defined groups of customers, but not market segments (1). For 18 
instance, SC user in Brisbane is classified into 6 types (Adult, Senior, Child, Pension, 19 
Secondary School Student and Student) according to their ages and occupations. While this 20 
classification is still useful for fare collection, whether these types respond differently to 21 
alternative services and whether new services actually benefit them is unknown.  22 
10 
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This section segments the transit passenger market based on their multiday behaviors through 1 
travel regularity. By segmenting passengers of the same behaviors, transit operators can 2 
fulfill their needs by customized information and services. The market segmentation analysis 3 
follows an a priori approach where identifiable passenger classes are selected from the SC 4 
user population based on travel regularity and “segments” are declared. In a priori market 5 
segmentation, the cluster-defining descriptions are selected in advance by the researcher and 6 
conducting the study will not influence the definitions of these pre-defined segments (1).  7 
A priori segmentation is based on the assumption that there are stereotypes about different 8 
classes. This paper assumes that different classes of SC users can be segmented based on 9 
spatial and temporal travel regularity. Four segments of passenger can be identified: 10 
(1) Passengers with regular OD but without habitual time are hereafter called “regular OD 11 
passengers”. They have regular places to travel, but are flexible in travelling time. They 12 
should be assisted with the predicted travel time and reliability of travel time on different 13 
times-of-the-day to choose an optimal time for their trips.  14 
(2) Passengers with habitual times but without regular OD are hereafter called “habitual 15 
time passengers”. These passengers use public transport at fixed times-of-the-day, but 16 
travel between multiple ODs. Transit planners should feed them with different transit 17 
options (such as information given by a public transport planner) to travel to different 18 
locations.  19 
(3) Passengers with both regular ODs and habitual times are hereafter called “routine OD & 20 
time passengers”. They are commuters who usually use public transport at habitual 21 
times for trips between regular ODs. Passenger-oriented, real-time information on 22 
incidents, service changes can be provided to this type of user.  23 
(4) Passengers without both regular OD and habitual time are hereafter called “irregular 24 
passengers”. They do not follow a particular regular travel pattern, which means they 25 
probably have other main means of transport. Transit operators should encourage these 26 
irregular passengers to use more public transport through advertising and offers.    27 
 28 
The passenger market segmentation in this paper follows the a priori rule that if the SC 29 
repeats a travel pattern for more than 50% of the trip, then he/she should be segmented into 30 
the corresponding market segment. The rule is consistent with the one applied to find MinPts 31 
for DBSCAN and again can be changed to any transit operator’s preference, according to 32 
their definition of regularity.  33 
Each SC user itinerary is re-visited during the passenger segmentation process. The following 34 
a priori segmentation rules are then applied: 35 
 36 
Rule 1: If more than 50% of the trips were made between regular OD(s), the SC user 37 
is classified as a regular OD user. For instance, SC user X1 in TABLE 2 has two regular 38 
ODs which account for 43.02% and 32.4 % of his/her trips, denoting that 75.42% of the trips 39 
are made between regular ODs. SC user X1 is then segmented as a regular OD user.  40 
Rule 2: If more than 50% of the trips were made within a habitual time, the SC user is 41 
classified as a habitual time user. For instance, SC user X1 in TABLE 2 has two habitual 42 
times which in total account for 94.19% of the trips. SC user X1 is then classified as a 43 
habitual time user.  44 
11 
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Rule 3: If both of these two rules are met, the SC user is classified as a routine time & 1 
OD user. As SC user X1 has been flagged as both regular OD and habitual time user, he/she 2 
is then moved to the routine time & OD user segment.    3 
Rule 4: If none of these two rules are met, the SC user is classified as an irregular & 4 
OD user.  5 
 6 
Each passenger can be segmented into one of the 4 classes by these rules without any 7 
overlapping. 8 
 9 
SEGMENTATION RESULTS AND DISCUSSION 10 
 11 
This section aims to use the market segmentation results to better understand transit 12 
passengers. Firstly, the proportion of each market segment is illustrated in FIGURE 3. 13 
 14 
 15 
 16 
FIGURE 3 Proportion of each passenger segment 17 
 18 
FIGURE 3 illustrates the dominance of Irregular passengers with 72%, denoting that most of 19 
SC users actually do not follow regular travel habits. Routine OD & time passengers 20 
accounted for 18%, while regular OD passengers and habitual time passengers accounted for 21 
4% and 6%, respectively. One trip purpose assumption can be made that routine OD & time 22 
passengers travel mostly for work/study trips and irregular passengers travel mostly for less 23 
tightly scheduled trips, such as for leisure or shopping. FIGURE 3 shows that the majority of 24 
SC users still have another main mode of travel. However, the statistic might be biased by the 25 
fact that a person could have multiple SCs, especially the irregular passengers. Transit 26 
operators can validate the information in FIGURE 3 by associating SC with user information.  27 
The four passenger segments are then analyzed in terms of frequency of use, card type and 28 
usage over weekdays for better understanding of each segment. 29 
 30 
Frequency of use 31 
 32 
This section analyzes the four passenger segments in terms of the frequency of transit use. 33 
The total SC users are firstly clustered into frequent and infrequent user using K-means 34 
clustering (21) based on number of travel days and number of trips made. K-means is chosen 35 
4%
6%
18%
72%
Regular OD
passenger
Habitual time
passenger
Routine OD & time
passenger
Irregular passenger
12 
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because the number of clusters is known (equal to 2) and because of its simplicity. The 1 
objective function of the algorithm is expressed in formula (2) 2 
 3 
Minimize:   = 	∑ ∑    
( )
−    
 
 
   
 
       (2) 4 
Here, 5 
j=1...k, where k is the number of predetermined clusters, in this case k=2 6 
i=1…n, where n is the number of data points, in this case is the passengers, n=1,010,158 7 
   
( )
−    
 
= distance measure between a data point   
( )
 and the cluster center   , where the 8 
cluster center is chosen randomly.   
( )
and	  	are located in a 2-dimension space of number of 9 
travel days and number of trip made.  10 
While FIGURE 4(a) illustrates the K-means clustering results, FIGURE 4(b) shows the 11 
percentages of frequent and infrequent user in each market segment.  12 
 13 
(a)  14 
 15 
(b)  16 
 17 
 FIGURE 4 Frequency of use descriptive statistic: (a) Frequency of use 18 
clustering in whole population, and (b) Frequency of use in each market segment. 19 
FIGURE 4(a) shows a 45o line because if a passenger travelled on D days, then he/she should 20 
made a least D trips. FIGURE 4(b) shows the frequency of transit use in each of the four 21 
passenger segments. While most of the frequent users are routine OD & time users, nearly 22 
90% of infrequent users are irregular users. It means for someone who is frequently using 23 
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public transport, their behaviors are quite routine. In the meantime, infrequent users do not 1 
follow any travel regularity.  2 
 3 
Card type 4 
 5 
This section analyzes proportion of each passenger segment under the 6 classes of SC cards 6 
in Brisbane (Adult, Senior, Child, Pension, Secondary School Student and Student). FIGURE 7 
5 shows the percentages of passenger segment for each SC card type.  8 
 9 
 10 
 11 
FIGURE 5 Percentage of each segment for each SC card type 12 
 13 
FIGURE 5 reveals interesting patterns of transit use in each SC type. Most of the SC users in 14 
all classes are irregular users, showing a great potential of increasing the patronage by 15 
encouraging the usage of existing SC users. Less than 10% of seniors and pensioners are 16 
routine OD & time users as they most likely do not travel to work or study anymore. The 17 
proportion in the case of adults is around 23%, which means that among adults travelling on 18 
transit vehicles, 23% of them are travelling to their regular OD and within the habitual time. 19 
Reliable and on-time service is essential for these travelers. 20 
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2nd
School
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Student
Regular OD passenger 2.14 2.78 2.06 2.81 5.82 8.45
Habitual time passenger 4.7 5.8 3.42 5.9 8.38 8.34
Routine OD & time
passenger
23.49 6.21 33.46 8.56 21.33 15.04
Irregular passenger 69.67 85.21 61.06 82.73 64.47 68.17
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Child, Secondary School Student and Student class have to travel to school/university. The 1 
younger the SC users among these three types are, the more routinely they are behaving, 2 
probably because younger passengers have fewer activities to travel. More than 33% of Child 3 
SC user is routine OD & time, while this proportion in Secondary School Student class is 4 
around 21% and Student is around 15%. It is essential that the transit system is safe and 5 
reliable so that parents allow their young children to travel by public transport; otherwise 6 
there would be more drop-off/pick-up cars on the roads.  7 
 8 
Transit usages over weekdays 9 
 10 
This section analyzes the transit usages from each market segment. FIGURE 6 shows the 11 
number of trips each passenger segment made per weekday. 12 
 13 
 14 
 15 
FIGURE 6 Number of trips made over weekdays 16 
 17 
While routine OD & time passengers accounted for only 18% of the population, they made 18 
significantly more trips per weekday than all other passengers. It means that the main ticket 19 
revenue is still coming from commuters who use public transport as the main travel mode. 20 
Transit operators should maintain this segment satisfactorily, as it is an essential source of 21 
revenue, and encourage other passengers to become routine OD & time passengers by 22 
offering reliable services, lower fares and updated service information on a daily basis.  23 
This section provides more understanding on each passenger segment and confirms that the 24 
proposed methodology can be applied for market segmentation.  25 
 26 
PRACTICAL APPLICATIONS OF THE METHODOLOGY 27 
 28 
This section proposes some practical applications of the presented methodology which would 29 
benefit both transit users and operators. 30 
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The proposed market segmentation benefits SC users. As mentioned in previous sections, the 1 
methodology will assist transit operators in providing customized information and service to 2 
each individual passenger of each segment based on his/her travel regularity. Although many 3 
SC systems are not associated with user contact information, travel regularity can be stored 4 
for each individual passenger through smart card IDs. Transit passengers can use a provided 5 
smartphone application to get customized real-time information from service providers for 6 
the service they regularly use. The information is given though the input of smart card ID and 7 
a proof-of-card ownership by the barcode behind each SC. By managing the customized 8 
information by hashed unique smart card ID, the information and service can remain 9 
customized for each individual and at the same time, maintain privacy.  10 
Customized services can be given to each SC user also through unique smart card ID, 11 
especially for keeping routine OD & time users.  Dynamic ticketing can be implemented at 12 
each onboard ticketing device, which gives lower fares for routine OD & time passengers, 13 
especially for their regular trips. Subsequently, transit operators can maintain satisfaction of 14 
this segment and encourage SC users to use public transport as the main travel mode. 15 
Dynamic ticketing based on travel regularity can also encourage passengers to travel more 16 
regularly by charging less for regular trips during habitual time.  17 
Segmentation of passengers can also benefit the transit authorities in transit planning. Transit 18 
on demand services can be developed that serve people who need regular travel where 19 
standard routes are not available. Information on their regular ODs and habitual times of 20 
travel are really useful for this purpose. Different fares, marketing and servicing strategies 21 
can be evaluated by analyzing the number of each passenger class before and after the 22 
implementation. For instance, more routine OD & time passengers might be found if the 23 
service is more reliable. 24 
 25 
CONCLUSION 26 
 27 
This paper proposed a novel methodology to segment SC users into different classes based on 28 
their travel regularity.  29 
Individual transactions of each SC user on each working day were combined to reconstruct 30 
travel itineraries by a logical process. DBSCAN algorithms were applied separately to mine 31 
regular last alighting stops, first boarding stops and habitual boarding time from travel 32 
itineraries. The passengers were finally segmented into regular OD users, habitual time 33 
users, routine OD & time users and irregular users by an a priori passenger market 34 
segmentation approach. Analyses on SC user types confirmed the proposed method and 35 
identified interesting patterns of transit usages from each type. Practical applications of the 36 
method were also discussed, showing benefits to both SC users and transit operators.  37 
The passenger segmentation methodology presented in this paper enables transit operators in 38 
segmenting their customers and provides them well-suited information and services. Further 39 
extensions of the study are in progress, where travel regularity is used in many other transit 40 
planning applications. In the meantime, the findings of this paper are useful for providing 41 
better personal customized information and services to each SC user.   42 
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