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ABSTRACT
Event cameras, which are asynchronous bio-inspired vision sensors,
have shown great potential in a variety of situations, such as fast mo-
tion and low illumination scenes. However, most of the event-based
object tracking methods are designed for scenarios with untextured
objects and uncluttered backgrounds. There are few event-based
object tracking methods that support bounding box-based object
tracking. The main idea behind this work is to propose an asyn-
chronous Event-based Tracking-by-Detection (ETD) method for
generic bounding box-based object tracking. To achieve this goal,
we present an Adaptive Time-Surface with Linear Time Decay (AT-
SLTD) event-to-frame conversion algorithm, which asynchronously
and effectively warps the spatio-temporal information of asynchro-
nous retinal events to a sequence of ATSLTD frames with clear
object contours. We feed the sequence of ATSLTD frames to the
proposed ETD method to perform accurate and efficient object
tracking, which leverages the high temporal resolution property of
event cameras. We compare the proposed ETD method with seven
popular object tracking methods, that are based on conventional
cameras or event cameras, and two variants of ETD. The experi-
mental results show the superiority of the proposed ETD method
in handling various challenging environments.
CCS CONCEPTS
• Computing methodologies→ Computer vision; Tracking.
KEYWORDS
Event-based Object Tracking, Event-based Object Detection, Event
Camera, Adaptive Time Surface
∗With Fujian Key Laboratory of Sensing and Computing for Smart City, School of
Informatics, Xiamen University, China.
†The corresponding author.
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MM ’19, October 21–25, 2019, Nice, France
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6889-6/19/10. . . $15.00
https://doi.org/10.1145/3343031.3350975
ACM Reference Format:
Haosheng Chen, QiangqiangWu, Yanjie Liang, Xinbo Gao, and Hanzi Wang.
2019. Asynchronous Tracking-by-Detection on Adaptive Time Surfaces for
Event-based Object Tracking. In Proceedings of the 27th ACM International
Conference on Multimedia (MM ’19), October 21–25, 2019, Nice, France. ACM,
New York, NY, USA, 9 pages. https://doi.org/10.1145/3343031.3350975
1 INTRODUCTION
Event cameras (e.g., DVS [21], DAVIS [6] and ATIS [32]) are bio-
inspired silicon-retina visual sensors with very high dynamic range
and temporal resolution (>120 dB, <1 ms). Thanks to the asynchro-
nous nature of the biological retina, it can precisely and efficiently
capture motion information [28, 30], especially for motions caused
by moving objects [29, 37], in natural scenes. Inspired by the biolog-
ical retina, unlike traditional cameras, asynchronous event cameras
contain an array of independent pixels that asynchronously respond
to pixel intensity changes in the environment. The asynchronous
property of event cameras makes themselves suitable for object
tracking and motion estimation.
If the intensity of a pixel on an event camera exponentially in-
creases, the event camera will record an “On” event, which includes
the coordinate of the event pixel and the current timestamp. In
contrast, if the intensity of the pixel exponentially decreases, the
event camera will record an “O f f ” event with the pixel coordinate
and the current timestamp. Since the intensity changes are usually
caused by object motions, event cameras can filter out non-motion
information (for example, the static part of a scene) from their
visual input, under stable illumination conditions or infrequent
light variations. Thus event-based methods can acquire a clear and
accurate clue about where object movement occurs, and save a lot
of computational cost for searching moving objects.
Event cameras have achieved many successes on camera motion
estimation and optical flow estimation (e.g., [11, 18, 40]). These
successes have shown the superiority of event cameras on motion
related tasks. However, there are only a few studies devoted to
event-based object tracking, and most of these studies are designed
for some special scenarios (e.g., [31] is for the pedestrian tracking
scenario). Therefore, in this paper, we study generic object tracking
methods based on event cameras.
In this study, we present an asynchronous event-to-frame conver-
sion algorithm, which asynchronously warps the spatio-temporal
information in retinal events to a novel Adaptive Time-Surface
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Figure 1: An illustration of a sequence of ATSLTD frames.
The left two images show two snapshots, while the right six
images show the sequence of ATSLTD frames between the
two snapshots.
with Linear Time Decay (ATSLTD) frame representation, as shown
in Fig. 1. The conversion is driven by object motions: (1) Fast ob-
ject motions will create more ATSLTD frames than slow object
motions, which creates a relatively large spatio-temporal space
for object tracking; (2) If the target object does not have enough
large motion (displacement), there is no any generated ATSLTD
frame, which increases the computational speed. Since the intensity
changes and retinal events usually occur at the edges of the target
object, the ATSLTD frames record clear and sharp object contours.
Based on the generated ATSLTD frames, we propose an effective
and efficient Event-based Tracking-by-Detection (ETD) method for
event-based object tracking. The proposed ETD method can lever-
age the spatio-temporal consistency between adjacent ATSLTD
frames and perform accurate and high-speed event-based object
tracking. Overall, this study makes the following contributions:
• Wepresent an ATSLTD event-to-frame conversion algorithm
to asynchronously warp the spatio-temporal information in
retinal events, created by event cameras, to ATSLTD frames.
The conversion is driven by object motions, and it does not
rely on empirical cut-off thresholds.
• We introduce a new metric, named Non-Zero Grid Entropy
(NZGE), to measure the amount of information in ATSLTD
frames for adaptive event-to-frame conversion. And we cal-
culate a confidence interval of NZGE values to perform the
event-to-frame conversion algorithm asynchronously.
• We propose an Event-based Tracking-by-Detection (ETD)
method to effectively and efficiently perform bounding box-
based object tracking on the ATSLTD frames.
We evaluate the proposed ETD method on a mixed challenging
event dataset consisting of a part of the event camera dataset and
the extreme event dataset. The experimental results demonstrate
the superiority of our ETDmethod when it is compared with several
popular object tracking methods.
The rest of the paper is organized as follows. Section 2 reviews
the related work. Section 3 describes the ATSLTD event-to-frame
conversion algorithm and the proposed ETD method. The perfor-
mance of the ETD method is extensively evaluated and analyzed in
Section 4, and conclusions are drawn in Section 5.
2 RELATEDWORK
In this section, we firstly review some event-to-frame conversion
works, then we introduce previous works on event-based motion
estimation and object tracking.
Event-to-frame conversion works. There are several state-
of-the-art works [12, 19, 24, 25, 36, 40] proposed to convert asyn-
chronous retinal events to synchronous frames. However, all these
works rely on one or more empirical cut-off thresholds, which lim-
its their applications. Among these works, the Time Surface-based
algorithm [19] uses a fixed radius to compute the spatial neighbor-
hood as its cut-off threshold. Because the spatial neighborhood is
defined in the context of a timestamp map, the fixed radius can be
treated as another form of the time window. The representations
in [12, 25, 36, 40] respectively use a fixed size of time window as
their cut-off thresholds. The Adaptive Time-Slice representation in
[24] uses either a constant event number or a fixed search radius
as its cut-off threshold.
Using either a fixed time window or a constant event number as
the cut-off threshold of sequential retinal events is an easy and
straightforward way to perform an event-to-frame conversion.
However, both types of cut-off thresholds (i.e., a fixed time window
and a constant event number) cannot adapt to all circumstances.
The generated event-based frames will be affected by the speed of
motions and the texture of objects. In this study, we propose an
adaptive and asynchronous event-to-frame conversion algorithm
without using empirical cut-off thresholds.
Event-basedmotion estimation andobject trackingworks.
Event-based works have achieved great success on motion related
tasks. In the field of event-based optical flow estimation, [2] pro-
poses a sliding window variational optimization algorithm to esti-
mate the optical flow. [12] exploits the best point trajectories of the
event data for optical flow estimation. The optical flow can also be
estimated by a self-supervised deep neural network [40], or by a
time-slice block-matching method [24]. In the field of event-based
camera motion estimation, the 3D 6-DoF camera motion can be
estimated by using an interleaved probabilistic filter [18], a photo-
metric depth map [11], or an image feature-based extended Kalman
filter [42]. There also are some works in relation to event-based fea-
ture tracking [14] and 3D reconstruction [34]. From these motion
related works, we can observe that event-based methods usually
outperform conventional methods, especially when coping with
fast motion and High Dynamic Range (HDR) scenes, due to the
high temporal resolution and HDR properties of event cameras.
However, compared with the conventional object tracking meth-
ods (such as [4, 10, 13, 20, 38, 39]), there are only a few works
devoted to event-based object tracking. The works can be roughly
divided into two categories: i.e., clustering based works and non-
clustering based works. The works in the first category require a
clustering process to group retinal events into clusters. For exam-
ple, [22] proposes a cluster-based object tracking method, which is
inspired by the mean-shift algorithm [8, 9]. [31] uses the Gaussian
mixture model to group retinal events into clusters and track the
clusters with occlusions. Similarly, [7] also relies on a clustering al-
gorithm, which is a variant of [22], to track objects with occlusions.
[15] proposes a variant of the particle filters to track the clusters
grouped by an event-based Hough transform algorithm [1].
In the second category of works, [23] proposes a particle filter-
based object tracking method, which exploits the information from
both video frames and retinal events. For some recent works, [26]
proposes a Kalman filter-based object tracking method, which uses
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Figure 2: Comparison of the Fixed TimeWindow (FTW) event-to-frame conversion algorithm and the proposedATSLTD event-
to-frame conversion algorithm. Video Frames (a-c) respectively show two snapshots, which are seen by a conventional camera
before and after the events-to-frame conversion is implemented. FTW Frames (a-c) respectively show the generated FTW
frames by the FTW event-to-frame conversion algorithm for fast object motion (a), slow object motion (b) and rich object
texture (c) cases. ATSLTD Frames (a-c) respectively show the ATSLTD frames generated by the proposed ATSLTD event-to-
frame conversion algorithm for the same cases. Red and green contours are respectively generated by “On” and “O f f ” events.
a motion compensation algorithm. [33] proposes a sliding window-
based method for long-term object tracking. [3] presents a Kalman
filter-based object tracking method for multi-target tracking.
For the above-mentioned object tracking methods, we observe
that most of them are designed at pixel level, which cannot sup-
port generic bounding box-based object tracking. In this study, we
propose an event-based tracking-by-detection method to support
generic bounding box-based object tracking.
3 THE PROPOSED METHOD
In this section, we present the Adaptive Time-Surface with Linear
Time Decay (ATSLTD) event-to-frame conversion algorithm for the
sequential retinal events generated by an event camera in Sec. 3.1.
Then we introduce a metric named Non-Zero Grid Entropy (NZGE),
to measure the amount of information in generated ATSLTD frames
and we compute a confidence interval of the NZGE values to per-
form the asynchronous ATSLTD event-to-frame conversion in Sec.
3.2. Finally, we propose an event-based tracking-by-detection (ETD)
method which works on the ATSLTD frames in Sec. 3.3. Along with
the ETD method, we also propose an event-based tracking recovery
strategy for handling the tracking failure situation. Next, we will
introduce the proposed method in detail.
3.1 Adaptive Time-Surface with Linear Time
Decay
Along with the pixel-level intensity changes that are caused by
camera motions and object motions, sequential retinal events E are
generated asynchronously by an event camera. Each event e of E
can be represented as a quadruple:
e  (u,v,p, t), (1)
where u and v are the horizontal and vertical coordinates of e; p
indicates the polarity (On or Off ) of e , and t is the timestamp of e .
Event cameras have very high spatio-temporal resolution and high
HDR, therefore event-based object tracking methods can benefit a
lot from the retinal event input captured by event cameras. Since
each pixel of an event camera can occur independently in response
to log intensity changes, the asynchronous nature of retinal events
makes it difficult for conventional frame-based object detection and
tracking methods to process the retinal events directly. As a result,
we need an event-to-frame conversion algorithm, which warps the
retinal events to an event-based frame representation.
Effective event-based frame representations for object detection
and tracking should have sharp and clear object contours for mov-
ing objects. Meanwhile, the object contours should not have too
much displacement, and should not be too sparse. The state-of-the-
art event-to-frame conversion algorithms [12, 19, 24, 25, 36, 40]
use either a fixed time window or a constant event number as the
cut-off threshold to perform the event-to-frame conversion. For the
Fixed-Time-Window (FTW) event-to-frame conversion algorithms,
we show some results obtained by an example FTW event-to-frame
conversion algorithm using a fixed time window of 9 ms in the
FTW Frames (a-c) of Fig. 2. The example conversion can create
clear object contours for objects without highly speedy motions
and complicated textures. However, the example algorithm gener-
ates sparse object contours for objects with slow motions (as shown
in the FTW Frames (b) of Fig. 2), and it generates blurred object con-
tours with large contour displacement for the fast object motion and
rich object texture situations (as shown in the FTW Frames (a) and
(c) of Fig. 2, respectively). From Fig. 2, we can conclude that different
object textures and speeds will result in different amounts of retinal
events. Therefore, for the constant-event-number event-to-frame
conversion algorithms, they are difficult to determine the constant
event number. In addition, both types of the event-to-frame con-
version algorithms are synchronous, which is incompatible with
the asynchronous nature of event cameras.
In this work, we propose an event-to-frame conversion algo-
rithm, which warps sequential retinal events to the Adaptive Time-
Surface with Linear Time Decay (ATSLTD) frame representation.
The ATSLTD representation also uses a time map to represent the
spatio-temporal information in retinal events, which is similar to the
Time-Surface representation in [19]. However, the main difference
is that the proposed ATSLTD event-to-frame conversion algorithm
is asynchronous. It is driven by object motions (faster object mo-
tions will create more ATSLTD frames than slower object motions),
and it does not need any empirical cut-off thresholds for converting
sequential retinal events to event-based frames. Moreover, we intro-
duce an efficient linear time decay kernel to the proposed ATSLTD
event-to-frame conversion algorithm for recording object contours
on the ATSLTD frames.
When we implement the conversion of retinal events to the
ATSLTD representation, the i-th ATSLTD frame Fi is initialized to
a three-dimensional zero matrix Fi ∈ Nh×w×2 at timestamp Ti−1
when the previous (i-1)-th ATSLTD frame Fi−1 is finished. Here h
andw are the height and width of the event camera resolution, and
the third dimension represents binary polarities of events (i.e., On
retinal events and Off retinal events will be stored separately to
avoid the mutual interference). Then each of the incoming retinal
events will trigger an update on Fi , which will multiply a linear
time decay factor tk−1/tk with Fi and then set a value of 255 to
an element of Fi at the coordinates (u,v) that correspond to the
triggering event. For the k-th update caused by the k-th event
ek = {uk ,vk ,pk , tk }, the update is calculated as follow:
Fi = round(Fi ∗ tk−1/tk ), Fi (uk ,vk ) = 255, (2)
where tk−1 is the timestamp of the (k-1)-th event ek−1 and tk is the
timestamp of ek . Finally, when the amount of information in Fi
reaches the calculated confidence interval at the current timestamp
Ti , the ATSLTD event-to-frame conversion for Fi is finished and
Fi becomes a new ATSLTD frame for object tracking.
Since pixel intensity changes usually occur at the edges of mov-
ing objects, retinal events will occur at the edges of moving objects
in response to the pixel intensity changes. As a result, after the
warping process, the linear time decay factor tk−1/tk in Eq. (2) will
form a pixel intensity decay at the edges of each moving object. The
pixel intensity decay records a sequence of adjacent object contours
(i.e., an object contour displacement) for the corresponding moving
object, as shown in the ATSLTD Frames (a-c) of Fig. 2. And a newly
generated object contour of the sequential object contours has a
higher pixel intensity than a previously generated object contour,
which makes object contour-based detectors (e.g., EdgeBoxes [43])
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Figure 3: An illustration of the non-zero grid entropy cal-
culation. The left and right sub-figures show an ATSLTD
frame and the corresponding entropy map. The grids with
non-zero entropy values are in the red zone of the map.
pay more attention to the newly generated object contours in object
detection. Therefore, the ATSLTD frame representation facilitates
the proposed event-based tracking-by-detection method to detect
and locate moving objects effectively and efficiently.
3.2 Confidence Interval
As discussed in Sec. 3.1, effective event-based frame representations
should have sharp and clear object contours for moving objects.
Before calculating the confidence interval when the proposed asyn-
chronous ATSLTD event-to-frame conversion algorithm is imple-
mented, we need a metric to measure the displacement of the object
contours in ATSLTD frames. Since the image entropy is a natural
way to measure the amount of information in ATSLTD frames, in
this work, we propose the Non-Zero Grid Entropy (NZGE) measure
as the metric. To calculate the NZGE value of an ATSLTD frame,
we divide the ATSLTD frame into p × q grids, each of which is a
r × r image patch. Then we compute an image entropy for each of
the grids to build an entropy map, as shown in Fig. 3. Finally the
NZGE value of the i-th ATSLTD frame is calculated as follow:
NZGEi =
1
n
дr id
i
p∑
x=1
q∑
y=1
entropyix,y , (3)
where nдr idi is the number of the grids with non-zero entropy
values. entropyix,y is the image entropy of the image patch in the
x-th row and y-th column. The image entropy is defined as follow:
entropyx,y = −
255∑
z=0
probx,y
z
logprobx,y
z
, (4)
where probx,y
z
is the probability of a pixel having gray level z in the
x-th row and y-th column of the image patch (the range of the gray
level are 0 to 255). The parameters p, q and r , are respectively set to
45, 60 and 4 in this work. For the proposed two-channel ATSLTD
frame representation, we respectively calculate two image entropy
values for the two channels. The mean of the two image entropy
values will be the image entropy of the two-channel ATSLTD frame.
Event cameras will filter out the static part of a scene from
their output. Thus, if we calculate an image entropy value over the
whole ATSLTD frame, the zero entropy part of the ATSLTD frame
will degrade the accuracy of the metric. Otherwise, if we calculate
an image entropy value only for the pixels with non-zero gray
levels, some small sensor noise may dominate the image entropy
value. Therefore, we propose the NZGE to measure the amount
of information in ATSLTD frames. The amount of information in
an ATSLTD frame will increase along with object motions. As a
 t u v p 
…… … … … 
.193453 142 150 0 
.193458 20 50 0 
.193460 236 158 1 
…… … … … 
.237515 135 127 0 
.237518 13 106 1 
.237519 185 170 0 
.237523 194 156 0 
…… … … … 
Retinal Events 
Adaptive Time-Surface with Linear Time Decay (ATSLTD) Frames 
… … 
Reconstructed Intensity Frames 
… … 
∑ 
Asynchronous Integration by 
Non-zero Grid Entropy 
∫ 
Pure Event  
Reconstruction 
Object Proposals 
Tracking Results 
Detector 
Tracking 
Tracker 
Tracking 
Recovery 
Tracking-by-Detection on ATSLTD Frames 
Tracking 
Failure 
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object, ETDwill use the intensity frames, which are reconstructed from the retinal events, to recover tracking from the failure.
result, we can use a confidence interval of NZGE values to maintain
the object contour displacement in an ATSLTD frame within a
reasonable range, which creates clear and sharp object contours for
object detection and object tracking.
To calculate the lower and upper bounds of the confidence in-
terval, we collect a set of NZGE values C = {c1, c2, . . . , cns } from
a set of sampled ATSLTD frames with a variety of clear and sharp
object contours. The sample mean and the sample variance of C
are C and S2C , respectively. We thereby can use the set of suitable
NZGE values to create clear and sharp object contours. We assume
that the suitable NZGE values are independent and distributed as a
normal distribution N(µ,σ 2). Thus, C is ns observations from the
normal distribution. Here we define a pivotal quantity д as:
д =
C − µ
SC/
√
ns
(5)
As a result, д follows the t-distribution t(ns − 1) with ns − 1 degrees
of freedom. From Eq. (5), we can estimate a confidence interval for
the mean µ of the normal distribution N(µ,σ 2), as follow:
C − дω/2 SC√
ns
< µ < C + дω/2 SC√
ns
, (6)
where ω is a two-sided significance level. We use ω = 0.05 in this
work, which means:
Pr
(
C − |д0.025 | SC√
ns
< µ < C + |д0.025 | SC√
ns
)
= 0.95 (7)
Finally, the calculated confidence interval for NZGE values is:
[α , β] =
[
C − |д0.025 | SC√
ns
, C + |д0.025 | SC√
ns
]
(8)
In this work, we collect ns = 100 samples with C = 0.08795 and
SC = 0.02394 for the calculation of the confidence interval. Ac-
cording to the t-distribution table, д0.025 = 1.984. Therefore, the
calculated confidence interval [α , β] ≈ [0.0832, 0.0927]. The AT-
SLTD frames, whose NZGE values lie in the calculated confidence
interval, will be more likely to have clear and sharp object contours.
Thus the calculated confidence interval is used in the ATSLTD
event-to-frame conversion algorithm to trigger the ATSLTD frame
generation effectively and asynchronously.
3.3 Event-based Tracking-by-Detection
Since the generated ATSLTD frames have shown clear object con-
tours and they have a high spatio-temporal resolution, the proposed
event-based tracking-by-detection method does not need compli-
cated mechanisms, which may increase the computational cost. In
this work, we propose an effective and efficient two-stage Event-
based Tracking-by-Detection (ETD) method, as shown in Fig. 4. In
the first stage, the detector of the proposed ETD generates a set
of object proposals on each of the sequential ATSLTD frames for
the target object specified in the first ATSLTD frame. Then the
ETD method uses an Intersection over Union (IoU)-based tracker to
select the best object proposal from the generated object proposals
as the tracking result in the current frame.
The generated ATSLTD frames have recorded clear and sharp
object contours. Thus object contour-based detectors can take ad-
vantage of the input ATSLTD frames. In the detection stage, we
exploit EdgeBoxes [43] as the detector of the proposed ETDmethod
for its high recall rate and fast speed, and it is used to generate
object proposals. Each of the generated object proposals is an ob-
ject bounding box in the current i-th ATSLTD frame Fi for the
bounding boxOi−1 of the target object in the previous (i − 1)-th AT-
SLTD frame Fi−1. The center location and size ofOi−1 are ci−1 and
(wi−1,hi−1), respectively. We only detect object proposals within
a searching region Ri for high computational speed. The center
location and size of Ri are ci−1 and (τwi−1,τhi−1). τ is a parameter
to render the searching region slightly larger than the previous size.
By leveraging the high spatio-temporal resolution property of
the ATSLTD frames, we can improve the generated object proposals
to create a set of refined object proposals for tracking. For each of
the object proposals, we compute a score between Oi−1 and the
bounding box Pi of the object proposal. The score between Oi−1
and Pi is calculated as follows:
score(Oi−1, Pi ) = ϕ
(
wi−1 × hi−1
wpi × hpi
)
× ϕ
(
wi−1/hi−1
wpi /hpi
)
, (9)
wherewi−1 and hi−1 are the width and height ofOi−1,wpi and hpi
are the width and height of Pi , and the function ϕ(·) is defined as:
ϕ(x) =
{
x
1/x
0 < x < 1
x ≥ 1 (10)
Eq. (9) indicates that if Pi is a refined object proposal of Oi−1, they
should not havemuch change in terms of area and aspect ratio. After
Table 1: The details of the mixed event dataset. The FM, BC, SO, HDR and OC, in the Challenges column, are fast motion,
background clutter, small object, HDR scene and occlusion, respectively.
Dataset Sequence names Feature Challenges
ECD shapes_translation B&W shape objects mainly with translations FM
ECD shapes_6dof B&W shape objects with various 6-DoF motions FM
ECD poster_6dof Natural textures with cluttered background and various 6-DoF motions FM+BC
ECD slider_depth Various artifacts at different depths with only translations BC
EED fast_drone A fast moving drone under a very low illumination condition FM+SO+HDR
EED light_variations Same with the upper one with extra periodical abrupt flash lights FM+SO+HDR
EED what_is_background A thrown ball with a dense net as foreground FM+OC
EED occlusions A thrown ball with a short occlusion under a dark environment FM+OC+HDR
scoring all the generated object proposals, these object proposals
are filtered to a set of refined object proposals that have a higher
score than a threshold λ.
After the detection stage, we have a set of refined object pro-
posals, which are the candidates of the target object in the current
ATSLTD frame. The tracker of the proposed ETD method will fur-
ther refine the candidates to find the best candidate for the target
object. As described in Section 3.2, the object motion between every
two adjacent ATSLTD frames is constrained to a moderate level
in the ATSLTD event-to-frame conversion. Therefore the bound-
ing boxes for the target object from two adjacent ATSLTD frames
should have a large overlap with each other, which is suitable for
IoU-based trackers (such as [5]). The IoU measure, between the two
bounding boxes Oi−1 and Oi , is defined as:
IoU(Oi−1,Oi ) = Area(Oi−1) ∩Area(Oi )
Area(Oi−1) ∪Area(Oi ) (11)
In the tracking stage, we exploit a simple yet effective IoU-based
tracker, which chooses the candidate bounding box that has the
largest IoU with the previous bounding box Oi−1, as the estimated
bounding box Oi of the target object in the i-th ATSLTD frame Fi .
For the tracking failure situation, the proposed ETD method
also provides a tracking recovery strategy for it, as shown in Fig. 4.
Along with the ATSLTD frames, there are sequential synchronized
intensity event frames, which are reconstructed using the efficient
pure event reconstruction method in [35]. If an IoU between an
estimated bounding box and its previous bounding box, is under a
threshold µ, we treat this situation as a tracking failure. And we use
the DaSiamRPN tracker [41] to track the target object again on the
reconstructed intensity event frames for recovering the tracking
status from the tracking failure.
4 EXPERIMENTS
4.1 Experimental Settings
In this section, we evaluate the proposed ETD method and nine
competing methods on a challenging mixed event dataset, which
includes a part of the Event Camera Dataset (ECD) [27] and the
Extreme Event Dataset (EED) [26]. The two datasets were recorded
using a DAVIS [6] event camera in real-world environments. The
details of the mixed event dataset are shown in Table 1. Note that
the mixed event dataset consists of both the event data sequences
and the corresponding video sequences for each sequence. Since the
ECD dataset does not provide the ground truth for object tracking,
we manually label a rectangle bounding box for each object as the
ground truth in the ECD dataset.
In this work, we select nine competing object tracking meth-
ods, including KCF [16], TLD [17], SiamFC [4], ECO [10], DaSi-
amRPN [41], an event-based variant of DaSiamRPN [41] (called
as DaSiamRPN-E), E-MS [3] and two variants of our ETD method
(called as ETD-FTW and ETD-NR) as the competitors. About these
competitors: KCF [16] is an effective correlation filter-based object
tracking method. TLD [17] is a classical and robust Tracking-by-
Detection method. SiamFC [4] is an efficient and effective object
tracking method, which uses a fully-convolutional Siamese net-
work to track objects. ECO [10] is a state-of-the-art object tracking
method that employs compact samples to train continuous convo-
lutional operators for visual tracking. DaSiamRPN [41] is a state-
of-the-art tracking method that improves the fully-convolutional
siamese network by using distractor-aware training. DaSiamRPN-E,
which uses ATSLTD frames as its input, is an event-based variant
of DaSiamRPN. E-MS [3] is a state-of-the-art event-based target
tracking method based on both mean-shift clustering and Kalman
tracking. Here the E-MS method is extended to support bounding
box-based evaluation by using the minimum enclosing bounding
boxes of those events belonging to the same cluster center as its
tracking results. ETD-FTW and ETD-NR are two variants of ETD.
ETD-FTW uses the Fixed Time Window (FTW) frames (as shown
in Fig. 2) instead of using the ATSLTD frames as its input. ETD-NR
removes the tracking recovery part from the original ETD method.
The two variants are used to show the influence of the components
of the proposed ETD method on its performance.
For KCF and TLD, we use their OpenCV implementations with
the suggested settings. For SiamFC and ECO, we use their original
Matlab implementations with the default parameters. For DaSi-
amRPN and E-MS, we respectively use their original Python and
C++ implementations with the default parameters. For the proposed
ETD method, the maxBoxes and minBoxArea of the Edgeboxes de-
tector are respectively set to 1000 and 100 considering the balance
between speed and accuracy. The parameter τ for the searching
region is set to 1.5. The threshold λ for refining object proposals
is set to 0.7. The threshold µ, which is used to judge the tracking
failure situation, is set to 0.3. We fix these parameter values for all
the following experiments.
4.2 Evaluation Metrics
During the evaluation, we run all of the competing methods N r ep
times. If a sequence of the dataset includes multiple objects, we
evaluate all the objects separately. If a tracking failure occurs for
a competing method, we will reinitialize the method at the next
frame. To evaluate the precision of all the methods, we calculate
Table 2: Results obtained by the nine competing methods and the proposed ETD method on the four event sequences from
the ECD dataset. The best values are highlighted by bold.
Method shapes_translation shapes_6dof poster_6dof slider_depthAP AR AP AR AP AR AP AR
KCF[16] 0.306 0.468 0.307 0.430 0.345 0.472 0.674 0.780
TLD[17] 0.468 0.425 0.430 0.424 0.472 0.554 0.504 0.643
SiamFC[4] 0.685 0.872 0.668 0.842 0.585 0.726 0.806 0.910
ECO[10] 0.746 0.931 0.717 0.877 0.614 0.719 0.915 0.667
DaSiamRPN[41] 0.668 0.878 0.642 0.831 0.517 0.651 0.713 0.890
DaSiamRPN-E[41] 0.728 0.913 0.749 0.878 0.692 0.814 0.803 0.974
E-MS[3] 0.675 0.768 0.612 0.668 0.417 0.373 0.447 0.350
ETD-FTW 0.734 0.922 0.727 0.924 0.707 0.918 0.636 0.766
ETD-NR 0.793 0.982 0.783 0.972 0.775 0.992 0.803 0.983
ETD 0.817 0.998 0.809 0.998 0.788 0.995 0.816 0.997
Table 3: Results obtained by the nine competing methods and the proposed ETD method on the four event sequences of the
EED dataset. The best values are highlighted by bold.
Method fast_drone light_variations what_is_background occlusionsAP AR AP AR AP AR AP AR
KCF[16] 0.169 0.176 0.107 0.066 0.028 0.000 0.004 0.000
TLD[17] 0.315 0.118 0.045 0.066 0.269 0.333 0.092 0.167
SiamFC[4] 0.559 0.667 0.599 0.675 0.307 0.308 0.148 0.000
ECO[10] 0.637 0.833 0.586 0.688 0.616 0.692 0.108 0.143
DaSiamRPN[41] 0.673 0.853 0.654 0.894 0.678 0.833 0.189 0.333
DaSiamRPN-E[41] 0.646 0.847 0.705 0.902 0.573 0.742 0.373 0.605
E-MS[3] 0.313 0.307 0.325 0.321 0.362 0.360 0.356 0.353
ETD-FTW 0.576 0.673 0.722 0.874 0.562 0.733 0.263 0.533
ETD-NR 0.722 0.883 0.833 0.925 0.638 0.781 0.414 0.622
ETD 0.738 0.897 0.842 0.933 0.653 0.807 0.431 0.647
the Average Precision (AP) as follow:
AP =
1
N r ep
1
N ob j
N r ep∑
a=1
N ob j∑
b=1
OEa,b ∩OGa,b
OEa,b ∪OGa,b
, (12)
where OEa,b is the estimated bounding box in the a-th round of
the evaluation for the b-th object, and OGa,b is the corresponding
ground truth. N r ep is the repeat times of the evaluation, and N ob j
is the number of objects in the current sequence. We set N r ep to 5.
We also calculate the Average Robustness (AR) to measure the
robustness of all the methods as follow:
AR =
1
N r ep
1
N ob j
N r ep∑
a=1
N ob j∑
b=1
successa,b , (13)
where successa,b indicates that whether the tracking in the a-th
round for the b-th object is successful or not (1 means success and
0 means failure). If the AP value obtained by a method for an object
is under 0.5, we will consider it as a tracking failure case.
4.3 Evaluation on the Mixed Event Dataset
In themixed event dataset, we use the shapes_translation, shapes_6dof,
poster_6dof and slider_depth sequences as the representative se-
quences of the ECD dataset [27] for comparison. The first three se-
quences include fast object motions. The third and fourth sequences
include complicated background clutters. And the object textures
in the four sequences vary from simple B&W shapes to complicated
artifacts. For these sequences, we mainly concern about the perfor-
mance of all methods for a variety of object motions, especially for
fast motion, and for background clutter.
The quantitative results obtained by the competing methods are
given in Table 2. Moreover, some representative qualitative results
obtained by SiamFC, ECO, DaSiamRPN, E-MS and the proposed
ETD are shown in the top three rows of Fig. 5. From Table 2, we
can see that the proposed ETD achieves the best performance on
the first three sequences and it achieves the best AR and the sec-
ond best AP on the fourth sequence. In comparison, ECO achieves
the best AP on the fourth sequence. However, it has a relatively
low AR compared with the proposed ETD. We find that it is the
reinitialization protocol that helps ECO to achieve the high AP. In
addition, as shown in Fig. 5, the proposed ETD has achieved better
performance in handling fast object motions. In comparison, KCF,
TLD, SiamFC, ECO and DaSiamRPN usually achieve low precision
values, due to the influence of motion blur. E-MS can handle most
fast motions. However, it is less effective to handle cluttered back-
grounds (e.g., for the poster_6dof and slider_depth sequences). As a
variant of DaSiamRPN, DaSiamRPN-E achieves satisfying results
by exploiting the virtues of the ATSLTD representation. Compar-
ing with the proposed ETD method, ETD-FTW and ETD-NR have
achieved inferior performance, which shows that both the ATSLTD
representation and the tracking recovery component can improve
the performance of the proposed ETD. However, as the quantitative
 GT DaSiamRPN Ours (ETD) ECO SiamFC E-MS 
Figure 5: Tracking results obtained by SiamFC, ECO, DasiamRPN, E-MS and the proposed ETDmethod. Each row shows a rep-
resentative sequence of the mixed event dataset. From top to bottom, the sequences are shape_6dof, poster_6dof, slider_depth,
light_variations,what_is_background and occlusions, respectively. From left to right, the first, third, fifth and seventh columns
respectively show the results of SiamFC, ECO, DaSiamRPN and E-MS. The second, fourth, sixth and eighth columns respec-
tively show the results of the proposed ETD method. Best viewed in color.
results show, the ATSLTD representation has more influence on
the performance of ETD than the tracking recovery component.
In summary, the evaluation on the ECD dataset demonstrates the
superiority of the proposed ETD in handling fast motion, various
textured objects and cluttered backgrounds.
Moreover, we also use the recently proposed EED dataset to eval-
uate the competing methods. The EED dataset [26] contains four
sequences: fast_drone, light_variations, what_is_background and
occlusions. The first three sequences respectively record a small and
fast moving drone under HDR environments. The fourth sequence
records a moving ball with a net as foreground. Using this dataset,
we evaluate the influence of HDR scenes and occlusions on the
performance of the competing methods.
The quantitative results are shown in Table 3 and some repre-
sentative qualitative results are shown in the bottom three rows
of Fig. 5. From the results, we can see that the proposed ETD
achieves the best performance on most of the sequences except
for the what_is_background sequence, on which it obtains the sec-
ond best AP and AR. This is because that the foreground net in
the what_is_background sequence partially occludes the tracked
ball, which results in a negative influence on the corresponding
contour of the tracked ball. Among the nine competitors, KCF, TLD,
SiamFC, ECO and DaSiamRPN cannot effectively handle with fast
motion and low illumination conditions. We also find that the per-
formance of E-MS is significantly affected by the sensor noises in
HDR environments. As a result, E-MS achieves poor results on the
EED dataset. Moreover, ETD-FTW and ETD-NR are inferior to the
proposed ETD, which shows the contribution of the ATSLTD rep-
resentation and the tracking recovery component of the proposed
ETD. Overall, the evaluation on the EED dataset shows that the
proposed ETD can effectively handle HDR scenarios.
4.4 Time Cost
The proposed method is implemented using Python on a PC with
an Intel i7, 32G RAM and an NVIDIA GTX 1080 GPU. For the mixed
event dataset, the average computational time for tracking an object
is 21.97 ms per ATSLTD frame. Note that only the tracking recovery
part of the proposed ETD method is accelerated by GPU, while the
other parts of the ETD method work on CPU.
5 CONCLUSION
In this paper, we present a novel event-to-frame conversion algo-
rithm that can asynchronously warp the spatio-temporal informa-
tion in sequential retinal events to ATSLTD frames. The event-to-
frame conversion is driven by motions and it can record object
contours more clearly on the generated ATSLTD frames, which
facilitates to detect and track moving objects. Then, we propose
an event-based tracking-by-detection method. It can effectively
and efficiently track objects on the ATSLTD frames. Extensive ex-
periments demonstrate the great advantages of the proposed ETD
method for object tracking in challenging situations such as fast
motion and HDR scenes.
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