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Abstract - -Among other representations, the relational databases are also widely used for storing 
spatial data. The model presented in this paper is a slightly modified version of the PLA database [1]. 
This spatial relational model serves to represent the topological properties of geographic data. In 
this paper, we first investigate the conditions for recognizing some types of the represented graph. 
We show how connectivity, 2-connectivity, Eulerian graphs, etc., can be characterized using just one 
relation of the database. Second, we point out redundancies in the representation a d connections 
among the four relations of the database. Moreover, we design efficient (linear-time) algorithms for 
data retrieval/reconstruction of the stored spatial object, both in the planar and spherical eases. 
They also serve as constraints checking. © 2002 Elsevier Science Ltd. All rights reserved. 
Keywords - -Re la t iona l  database, Spatial data, Graph representation, Data retrieval. 
1. INTRODUCTION 
Nowadays the physical or virtual networks, natural or man-made, play an important role in our 
life. Mentioning only a few of them, like computer networks, air routes, water connections, ewer 
channels, maps, etc., one can realize that investigating their possible representations can lead 
to useful practical solutions. More examples can be found in [2]. In the problems occurring in 
these examples, sometimes the physical appearance is not really important. Instead, the relative 
positions of the given points and their connections are emphasized independently of tile given 
distances. Clearly, in cases when the exact positions can be ignored, that is, only the topological 
properties are needed, each of the examples mentioned above can be described by graphs. Even 
when distances are needed, e.g., the cost of a transportation depends on the distance travelled, 
weighted graphs can be applied. However, in this paper, we concentrate on simple planar graphs. 
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One database planned especially for storing graphs is the PLA-database. It was introduced by 
the U.S. Bureau of Census for representing topological properties of geographic data (maps) [1]. 
This database is still in use. We deal here with a slightly modified version of the model. These 
modifications in the condition set were explicitly introduced in [3]. 
This work is an extended version of [4,5]. We investigate the PLA-database from several points 
of view. First, we give the constraints for connectivity. These results were completed for Eulerian 
and bipartite-graphs in [6]. The problems concerning data retrieval were solved in [5]. Here, we 
complete the results with the corresponding algorithms and examples. 
The structure of the present paper is as follows. The underlying conceptual model of the PLA- 
database is the relational model; the description of it is given in the next section. In the third 
section, we investigate the structure of the model and give the conditions for one of the relations, 
by which some properties (connectivity, Eulerian circuit, bipartition) of the represented graph 
can be recognized. These conditions are in fact some integrity constraints for this relation. The 
spatial data reconstruction from the PLA-database and the implications among the relations of 
the model are discussed in Section 4. Section 5 concerns the algorithmic omplexity problems 
studied in the previous ections. We prove that the algorithms introduced in Sections 3 and 4 
can be carried out in linear time. The concluding section is a summary of the present research 
and the future directions. 
2. THE DATA MODEL 
In this section, we briefly review the PLA-model as described in [7]. One can find a detailed 
explanation concerning the background of this and other spatial models in [2]. Here, we recall 
the description in [4]. 
The aim of this model is the representation f the topology of a "typical" map or, equivalently, 
a plane graph together with its regions (faces), in terms of relational databases. In the context of 
the PLA-model, the geometric entities--namely points, lines (segments), and areas--correspond 
to zero-cells, one-cells, and two-cells, respectively, showing in name the dimension of the entity in 
question. Instead of k-cells (k = 0, 1, 2), however, we shall refer to them simply by their original, 
geometric names. In order to unify terminology, we shall mostly use the terms point, line, and 
area for a vertex, edge, and face, respectively, of a planar or spherical graph. In planar objects, 
we shall often write Aoo to denote the infinite area in cases where it has been identified. 
In the next section, we present he set of conditions restricting the investigated structures to 
the planar, 2-connected graphs. 
2.1. Condit ion Set for the PLA-Mode l  
(1) Every line has two distinct (end)points. 
(2) Every line has two distinct (bordering) areas. 
(3) Every area is sm'rounded by an alternating cycle of lines and points. 
(4) Every point is surrounded by an alternating cycle of lines and areas. 
(5) Any two lines are internally disjoint. 
(6) The intersections of areas consist of lines and/or points. 
The first two conditions exclude loops and cut-edges. By Condition 3, each area has a border 
consisting of points and lines in alternating order. Similarly, Condition'4 requires the neighbor- 
hood of a point to be a cycle of lines and areas in alternating order. In both cases, cycle means 
that the elements urrounding the area or point are mutually distinct. The fifth condition means 
that the lines are consistent from the point of view of topology; that is, the crossing points of any 
two nondisjoint lines are endpoints. Condition 6 (introduced in [7]) makes ure that there are no 
overlapping areas. In a more precise formulation, it will also be assumed that if the intersection 
of two areas contains a line L, then the endpoints of L belong to the intersection, too. (From 
the geometrical point of view, the endpoints are subsets of L; in the database, however, they are 
Reconstruction Graphs 1393 
represented independently as distinct objects.) Conditions 5 and 6 were introduced explicitly 
in [7]. 
2.2. The  Database  
In this section, we give the schemes of the database; the constraints will be discussed in the 
next section. The model corresponds to Conditions 1-4 above in the sense that each condition 
determines a relation, so the scheme of the relational database is DB(R1, R2, R3, RA) where the 
schemes of relations R1, R2, R3, R4 are as follows. 
(i) RI(LINE, FROM, TO) indicating the name, the "starting" point, and the "end" point of 
the line. The objects stored in the database are undirected, but in order to obtain a unique 
representation of the areas, there is a need for some orientation. In the following, to avoid 
ambiguity, we suppose that the points are labelled with distinct natural numbers, and the starting 
point of each line is always the vertex labelled with the smaller number. 
Alternatively, instead of determining the orientation of each line purely by the label order of 
its endpoints, one might choose an arbitrary fixed orientation for each line in the original model. 
With this modification the model becomes uitable for the representation of directed graphs as 
well. In the present work, we assume that a line connecting point i and point j with i < j is 
oriented from i to j. (See Figure 1 and Table 1.) 
a3 
Figure 1. A spatial object: the lines are labelled by eik, the 
vertices by n, and the areas by ak (a3 is the infinite area). 
Table 1. An instance of relation RI 
corresponding to the graph in Figure 1. 
LINE FROM TO 
e34 3 4 
e12 1 2 
e14 1 4 
e24 2 4 
e23 2 3 
(ii) R2(LINE, LEFT, RIGHT), where the attributes correspond to the name of tile line, the 
name of the area on the left side, and the name of the area on the right side of the line. The 
right and left sides are determined in accordance with the previous relation; that is, if the line e 
goes from point i to point j (i.e., i < j is assumed) and its bordering areas are x and y, as in 
Figure 2 below, then x is on the left and y is on the right side of the line e. (See also Table 2.) 
Figure 2. Area x is on the left, and area y is on the right side of line e~j. 
Table 2. An instance of relation R2 corresponding to the graph in Figure 1. 
LINE LEFT RIGHT 
e34 a2 a3 
e l2  a l  a3 
e14 a3 a l  
e24 a l  a2 
e23 a2 a3 
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(iii) R3(AREA, POINT, LINE, LABEL), where the first attr ibute is the name of the area 
whose neighborhood is represented in this relation. The second attr ibute means the name of the 
point, the third one is the name of the line on the border of the area (satisfying the condition 
given next), and the last attr ibute is the serial number with respect o the area named in the first 
attr ibute. The labels are consistent with the orientation; that is, the enumeration of points and 
lines in the cycle corresponds to the clockwise orientation, except for the infinite area. For the 
infinite area, the orientation is counterclockwise when viewed from the interior of the area- - that  
is, clockwise with respect o the finite region surrounded by the boundary cycle. We propose to 
introduce this convention for recognizing the infinite area. In each row of the relation, the point 
and the line are incident. (See Table 3.) 
Table 3, An instance of relation R3 correspond- 
ing to the graph in Figure 1. 
AREA POINT LINE LABEL 
aa 1 e14 #1 
al 2 el2 #3 
al 4 e24 #2 
am 2 e24 #1 
a2 4 e34 #2 
a2 3 e23 #3 
a3 1 el4 #1 
a3 2 e12 #4 
a 3 3 e23 #3 
a3 4 e34 ~/~2 
Table 4. An instance of relation R4 correspond- 
ing to the graph in Figure 1. 
POINT LINE AREA LABEL 
1 el2 a3 #1 
1 el4 al #2 
2 e12 al #1 
2 e24 a2 #2 
2 e23 a3 #3 
3 e23 a2 #1 
3 e34 a3 #2 
4 e14 a 3 #1 
4 e34 a2 #2 
4 e24 al #3 
(iv) R4(POINT,  LINE, AREA, LABEL), where POINT means the name of the point whose 
neighborhood is stored in the relation, LINE is the name of the line, AREA is the name of the 
area in the neighborhood, and LABEL is a serial number. Similar to the previous paragraph, the 
orientation is clockwise (but now for all points, without any exception), and of course the line is 
on the boundary of the area. (See Table 4.) 
Let us mention further that for describing spherical objects, the model can be used with just 
one l ittle modification, namely that there is no "infinite area" distinguished; i.e., the boundary 
of each area is listed clockwise when viewed from the interior of the area. 
3. STRUCTURAL CONSEQUENCES 
AND INTEGRITY  CONSTRAINTS 
3.1 .  S t ructura l  Consequences  
Observing the condition set in Section 2.1, we find the following consequences. First,  Condi- 
tions 2-4 exclude the possibil ity that the spatial object is just one line or point surrounded by the 
infinite area. Then, Condition 3 implies that the graph of the represented object is connected; 
that is, there is a path between any two vertices. Indeed, otherwise the boundary of the infinite 
area would consist of more than one cycle. (Note that connectivity does not hold for the maps 
of several countries, including the U.S.A. as well.) What  is more, assuming connectivity, either 
of Conditions 3 or 4 implies 2-connectivity, which means that removing any vertex or edge from 
the graph, the graph remains connected. It follows, in particular, that  a large subclass of planar 
graphs cannot be represented by the PLA-model satisfying all Conditions 1-6 simultaneously. 
Representations of disconnected graphs or graphs with cut-points become feasible by modifying 
all or some of Conditions 1-4. 
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3.2. Integr i ty  Constra ints  
Clearly, there is a strong connection between R1 and the degree of a vertex. The next lemma 
expresses the corresponding constraint. 
LEMMA 1. The degree of a vertex is equal to the number of instances of that vertex in relation R1. 
In the condition set in Section 2.1, each condition can be seen as an integrity constraint. As 
we have already noted, they ensure not only connectivity but also 2-connectivity in the standard 
graph-theoretic sense. Theorems 1 and 2 below state other constraints for checking 1- and 
2-connectivity. It turns out that R1 alone (and even one of its projections) is strong enough for 
the current purpose, despite that it does not determine the other three relations completely, and 
neither is sufficient for reconstructing the spatial object. 
The next theorem is valid when loops are allowed, too. That is, R1 may have rows whose 
second and third attributes do not differ. In the following, FIFRoM,To(R1 ) means the projection 
of relation R1 onto its second (FROM) and third (TO) attributes. Since we have already seen that 
the graph stored in the PLA database satisfying the Conditions 1-6 is 2-connected, Theorems 1
and 2 can be interpreted as the method for checking whether the instance of relation R1 in a 
PLA database satisfies the required integrity constraints. 
TtlEOREM 1. The graph represented by tile PLA-database is connected if and only if for all pairs 
of distinct points there exist some rows in 1-IFROM,TO(R1 ) such that the dements of the pair occur 
exactly once, while the other elements occur exactly twice or are missing. 
PROOF. A set of rows with the above property is equivalent o a subgraph H in which the 
specified points have degree 1 and all the other points have degree 0 or 2. Furthermore, these 
degree constraints are equivalent to assuming that the two odd-degree points of H belong to the 
same connected component which is a path joining them, while the other components (if any) 
are cycles and/or isolated vertices. Clearly, such a subgraph exists for each specified pair if and 





Figure 3. A connected graph and the corresponding relation instance. 
A similar condition holds, for 2-connectivity. 
THEOREM 2. The graph represented by the PLA-database is 2-connected if and only it" for all 
pairs of distinct points there exists a set S of rows in IIFROM,To(R1) such that 
(i) each element occurs exactly" twice or is missing, and 
(ii) in a suitable subset S I C S, the elements of the pair occur exactly once, while the other 
elements occur exactly twice or are missing. 
PROOF. The conditions are equivalent o requiring that there exists a subgraph H with all 
components being cycles or isolated points (by (i)) in which the two specified points belong to 
the same connected component (by (ii)). Equivalently, there exists a cycle through each pair of 
points. This requirement holds if and only if the graph is 2-connected. (See Figure 4.) 
Another important property is bipartition. A graph is called bipartite if the set of vertices 
can be divided into two distinct sets, say A and B, such that one of the endpoints of any edge 
belongs to A, while the other endpoint o B. The proofs of Theorems 3-5 can be found in [6]. 




i 2 3 
Figure 4. A 2-connected graph and the corresponding relation instance, the bold 
pairs are in a suitable set for (i), and underlined pairs for (ii). 
THEOREM 3. The represented graph is bipartite if and only if the number of instances of each 
area in relation R3 is even. 
We describe a standard algorithm below for classifying the vertices. It is convenient to imagine 
that the classification is carried out by coloring the vertices. If R3 satisfies the condition, then it 
means that the number of instances of any area is even, so the vertices can be grouped into two 
distinct sets. Let us color the vertex with red if it is an element of A, and color it by blue if it 
belongs to B. Then, the method is as follows. 
(i) An arbitrary chosen vertex is colored with red. 
(ii) Every neighbor of a red vertex is colored with blue. 
(iii) Every neighbor of a blue vertex is colored with red. 
(iv) If there is an uncolored vertex, then continue Steps (i) and (ii) by turns. 
After the method is ended, any two adjacent vertices have different colors. (If they had the 
same color, then there would be an area with an odd number of instances, which is not supposed 
to be the case.) Now, we are ready to interpret his algorithm for the PLA model. 
In Algorithm 1 below, Searchl, Search2, Swap, A, and B are sets containing the vertices with 
the two different colors, and G is the set of all vertices in the given graph. (G can be obtained 
from relation R1.) Temp is a relation with the same scheme as R1. 
ALGORITHM 1. For defining the two sets of vertices for a bipart ite graph. 
1. Put one (arbitrari ly chosen) vertex into Searchl 
2. A := Searchl 
3. WHILEG-A-B#0DO 
3.1. In R1 find all those tuples, which contain elements of Search1. Put those elements into 
Search2 (without replication) and put the complete rows into Temp. 
3.2. R1 = R1 - Temp 
3.3. Search2 = Search2 - Search1 
3.4. B := B U Search2 
3.5. Searchl := Search2 
3.6. Swap = A, A = B, B = Swap 
3.7. G:=G-A-B  
The two sets of the bipartit ion are A and B. 
Artother problem arises from optimization. This question is whether a graph can be walked 
through on its edges touching all vertices, using each edge precisely once. This important property 
leads to the concept of the so-called Eulerian path. If the start ing point coincides with the 
endpoint, it is an Eulerian circuit. So, the Eulerian circuit uses every edge once and only once. 
The theorem below gives us the condition for checking whether an Eulerian circuit exists in the 
graph. 
THEOREM 4. The represented graph possesses an Eulerian circuit i f  and only if the number of 
instances of any vertex in R1 is even. 
Note that the connectedness of the stored graph is ensured by the axioms described in Sec- 
tion 2.1. 
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In case we already know that the graph contains an Eulerian circuit, the next question is how 
to find one from the relation. The following algorithm is the answer to that question. In the 
algorithm, Euler is a list containing vertices, Aux is a stack, and Last means the last element of 
the list Euler. 
ALGORITHM 2. For finding an Eulerian circuit from R1. 
1. Put one (arbitrari ly chosen) vertex p into Euler, and Last := p 
2. WHILE  R1  ¢ (b DO 
IF Last appears in RI, 
THEN find one tuple in RI, which contains Last, and append the other vertex q in 
this tuple into Euler. Remove this row from RI, and Last := q. 
ELSE  put Last into Aux,  and delete it from the end of Euler. Redefine Last to be 
the last element of Euler. 
3. Append the contents of Aux  to Euler. 
After the algorithm is terminated, the list Euler gives the circuit. 
THEOREM 5. Using Algorithm 2, the resulting sequence of vertices in list Euler gives an Eulerian 
circuit of the graph. 
4. DATA RETRIEVAL FROM THE PLA-MODEL 
In this section, we give algorithms for the reconstruction of the spatial data from the PLA- 
database, both in the planar and spherical cases. Let us begin with "exceptional case". If the 
plane graph to be stored is just a cycle, then it cannot he uniquely reconstructed. Namely, we 
obtain the same relations if we interchange the names of the finite and infinite region. That is, 
the two spatial objects have the same representation. Certainly, the above "exceptions" can be 
recognized easily. Therefore, in the sequel, we investigate the PLA-databases of planar/spherical  
objects different from cycles. 
The first theorem makes sure that the reconstruction can be carried out using relation R3 only. 
THEOREM 6. R3 determines uniquely the (topology of the) planar embedding of tlle stored graph. 
PROOF. As a first step, we claim that for each point it can be decided whether or not it belongs 
to the infinite area A~o. Indeed, let us partit ion R3 into subrelations R3(A) according to its 
first attr ibute. By the serial numbers, each R3(A) determines the cyclic sequence of lines sur- 
rounding A. Consider two consecutive rows of R3(A), say (A,p, L, i) and (A,p', L', i - 1) (where, 
for i = 1, by row 0 we mean the row of largest label belonging to A). Then, it follows that L' 
and L are consecutive lines incident o p. Collecting this information from all subrelations Ra(A') 
where p appears, we obtain all consecutive line-pairs surrounding p. For each p, orient an arc 
from L' to L if its label is smaller by 1 in R3(A) (as in the above example). In this way, we obtain 
an oriented cycle C(p), which is either a directed circuit i fp  is an internal po int - -or  a directed 
path together with an arc from its starting point to its endpoint - - i f  p is on the boundary of A~o. 
Having those C(p) at hand, we can construct a planar drawing of the spatial object represented 
by Ra. We start  by drawing the infinite area. To do this, we choose a point p of degree at least 3 
on its boundary. Such a p exists whenever the original graph is a 2-connected graph other than a 
cycle. Then, C(p) contains a unique arc whose reversal would make it a directed circuit. This arc 
is exactly the one obtained from the subrelation Ra(A~) belonging to the infinite area. Hence, 
we can draw the boundary of Aoo with the proper orientation. 
Having drawn Aoo, we can explore the "interior" of the structure by visiting its areas sequen- 
tially, as follows. We know that each line lies on the boundary of precisely two areas. For each 
line L we maintain the number a(L) of its boundary areas having been considered so far. Initially, 
this number is 1 for the lines surrounded by A~,  and 0 for all the other lines. We choose any 
line L whose current a(L) is equal to 1, and identify the other area A (not considered so far) such 
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that L is on the boundary of A. Since A is different from Aoo, it appears in R3 with clockwise 
orientation. Hence, there is a unique way (apart from topological transformations) to draw it 
properly. We choose one feasible drawing and update the values of the a(L') for all lines L'. 
The procedure nds when a(L) = 2 holds for all lines L. At that point, the entire graph has 
been drawn. 
In the proof of Theorem 6, we have given the following algorithm for the planar embedding of 
the graph stored in R3. 
ALGORITHM 3. For drawing the planar graph stored in R3. 
1. Finding the boundary of the infinite area. 
1.1. For each point p find the consecutive line pairs and their orientation in each subrelation 
in R3 with respect o the area. 
1.2. Find the precedence graph for each point p. If it is a circuit, then p is not on the boundary 
of the infinite area. If it is a directed path and a single edge with an opposite orientation 
(i.e., oriented from the first point of the path to the last one), then p is on the boundary 
of the infinite area. 
2. Drawing the infinite area. 
2.1. From the number of the consecutive line pairs conclude the valency of the corresponding 
point. Choose one from those with valency at least 3. Consider the corresponding prece- 
dence graph, find the unique arc with opposite orientation. The subrelation from which 
this arc has been got declares the infinite area. 
2.2. Draw the infinite area found in Step 2.1 with respect o the labels for this area in R3. 
3. Discovering the "inner structure": 
Do Steps 3.1 and 3.2 until the termination criteria become true. 
3.1. In this step, we find the other area for each line bordering the infinite area. That is, for 
each line we have to find the other row in R3 referring to the same line. In this row in 
the AREA column is the name of the area we are looking for. We maintain three sets: 
V0, V1, V2. In these sets, we collect the lines we have already visited 0, 1, or 2 times, 
respectively. Let L denote the set of all lines, V0 := L - (V1 tO V2). In each step the 
bordering lines of the inner area (some members of V1) have to be checked from the point 
of view of their "visiting number" and update the sets V0, V1, and V2. 
3.2. The border of the area is drawn keeping the label ordering in R3. Termination criteria: 
either L = V2, or, equivalently, V0 = V1 = ~. 
As an il lustration of Algorithm 3, see the following example. 
EXAMPLE 1. Find the object described by R3 in Table 5. 
STEP 1. Finding the Boundary of the Infinite Area. Throughout his step we use the following 
abbreviation: eik/n, where eik is the name of the line, and n is the label. 
1.1. Gathering the information for each point p = 1, 2, 3, 4, 5, 6, we get the following pairs and 
edges; see Table 6. 
1.2. For point 1 (see first box in Table 6) there are edges from e13 to el5, and fl'om e15 to e12. 
The edge between eta and e12 has an opposite orientation to the previously mentioned 
edges (see Table 5). That  is, point 1 is on the border of the infinite area. Similarly, from 
the other boxes one can conclude that also points 2-4 are on the boundary of the infinite 
area. But in the cases of points 5 and 6, there is a directed circuit for each, so points 5 
and 6 are not on the boundary of the infinite area. The circuits for points 5 and 6 are 
e15 --* e56 --+ e45 --~ el5 and e56 --~ eaG ---' e56, respectively. (See Figure 5.) 
STEP 2. Drawing the Infinite Area. 
2.1. The points 1, 2, 3, 4 are on the boundary of the infinite area. The valency of points 1, 3, 
4 is 3. Any of them can be arbitrari ly chosen. Let it be point 1. The arc which spoils the 
circuit is e13 + e12. This arc has been obtained from R3(A4). So, the infinite area is a4. 
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Table 5. A representation f an unknown graph in R3. 
AREA POINT LINE LABEL 
al 1 e15 1 
al 5 e56 2 
al 6 e36 3 
a1 3 ei3 4 
a2 1 e12 l 
a2 2 e24 2 
a2 4 e45 3 
a2 5 e15 4 
a3 3 ea6 l 
a3 6 e56 2 
a3 5 e45 3 
a3 4 e34 4 
a4 3 e13 1 
a4 1 el2 2 
a4 2 e24 3 
a4 4 e34 4 
Table 6. The edges of the precedence graphs. 
For Point 1 
e15/l*--e13/4 
e12/ l~e15/4  
e13/l---+e12/2 




For Point 2 
e12/1 ~e24/2  
e12/2 ---* e24/3 
For Point 3 
e36/3~e13/4  
e36/1 ~e34/4  
e13/ l~e34/4  




For Point 6 
e56/2-+e36/3 
e36/ l~e56/2  
1399 
Figure 5. The precedence graph for point 1. The edge el2 ~- ela is the unique arc 
with opposite orientation. 
2.2. Col lect ing these arcs we get the  fol lowing circuit,  as a boundary  of the  inf inite area ( the 
or ientat ion  is counterclockwise): el3 ~ el2 --+ e24 ----+ e34 ~ el3. Now, we have to gather 
also the  in fo rmat ion  for the  points  from the  cor respond ing subre la t ions  R3(ak) .  F rom 
R3(ak) ,  e13 connects  points  1 and  2. We know it f rom the labels, since the label  of po int  3 
w i th  l ine eta is 1, and  the  label  of po int  1 w i th  l ine e12 is 2. That  is, po ints  1 and  3 
are consecut ive ones. Analogously,  :we can discover that  the  other  ne ighbor  of po int  3 is 
po int  4, and  the  next  to po int  4 is po int  2, which is connected to po int  1 th rough e12. So, 
the  cor respond ing  figure of a4 is as shown in F igure 6. 
STEP 3. Discover ing the  " Inner"  St ructure .  
3.1. In th is  step, we find the other  area for each line border ing  the inf inite area a4. Set V2 = O, 
V1 = {el2, el3, e24, e34}. Choos ing line e12 f rom V1, we have to f ind the  other  row in R3 
conta in ing  el2 in the co lumn LINE.  F rom this  row, we can learn what  area is on the  o ther  
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Figure 6. The infinite area retrieved from R3 of Figure 9. 
3.2. 
side of el2. It is the following tuple: (as, 1, el2, 1). So, the line el2 is the intersection of 
the areas a4 and a2. Clearly, now V1 = V1 - {el2}, and also we know that V2 contains at 
least e12. But, it may happen that already other lines are visited twice; for that  purpose 
we have to check the bordering lines of a2. Those are e12, e24, e45, elb. Since e24 E V1, 
we have already visited it twice, so V2 = {e12,e24} and V1 = V1 - {e24}, but this is not 
the final value for V1, since the remaining lines of the border of a2 have to be added to 
V1 : V1 = {e13, e34, e45, els}. 
The corresponding graph up to that is shown in Figure 7. 
a4 
) 
Figure 7. An intermediate phase through the retrieving process. 
3.3. Since V2 is not equal to L, we have to continue with choosing one element from V1; let it 
be e13. The area on the other side of it is al .  The border of al  is e15, e56, e36, c13. Then, 
V2 = {e12, e~4, e~3, e15}, y l  = {ea4, e4~, ebb, e36}. 
3.4. The corresponding figure can be drawn similarly as in the previous case. Again V2 % L, 
so continuing with e34 we get area a 3 with its border e36, e56, e45, e34; moreover, V1 = 0, 
V2 = {el2, e24, el3, elb, e34, e36, e45, e56}. Now, V2 - L, so this step is terminated. 
The graph stored in R3 is shown in Figure 8. 2 a4 
Figure 8. The graph stored in R3 of Figure 9. 
As one can see from the next theorem, Relation R4 is only a bit weaker than relation R3 since 
the spatial object can be drawn in the sphere using only relation R4. In other words, only the 
infinite area cannot be identified from R4. 
THEOREM 7. R4 determines uniquely the (topology of the) spherical embedding of the object. 
PROOF. The procedure is analogous to - -and  in fact much simpler than- - the  one described in 
the proof of Theorem 1. In the present case, one can skip the construction of the auxil iary graph 
C(p) since no area is distinguished. Hence, we start with an arbitrari ly chosen area and draw it 
Reconstruction Graphs 1401 
on the sphere as if it were the "infinite region". Define a(L) := 1 for its boundary lines L, and 
a(L') :=0 for every other line L'. The rest of the proof is the same as above. 
The weakness of relation R4 is caused by the fact that the infinite area is not distinguished. As 
the next result shows, with the further information specifying Ao~, the reconstruction is possible 
already by R4. 
COROLLARY 1. (See [3].) R4 determines uniquely the embedding of the (topology of the) object 
in the plane, if the infinite area is specified. 
PROOF. By Theorem 2, the spherical embedding is determined by R4. Since the planar embed- 
dings are obtained from the spherical ones by stereographic projections (from any internal point 
of the area that should become Aoo) and vice versa, uniqueness in the plane follows whenever 
the infinite area is specified. 
From the theorems above, one can see immediately that, under the convention of orienting 
each line from smaller to larger label, the following implications hold: 
- R3 determines all the other relations; 
- R4 determines both R1 and R2. 
There are further interconnections among relations R1-R4. For example, the following result can 
be proved. 
THEOREM 8. R1 and R2 together are equivalent o R4, apart from the c~vlic rotation of the 
serial numbers around each point. 
PROOF. As we observed already, both R1 and R2 can be obtained from R4. 
Before proving the other direction, we note that for each point p, any line incident with p can 
be assigned to serial number 1; therefore, this "reference line" of R4 cannot be reconstructed 
from R1 and R2. On the other hand, change in the choices of reference is irrelevant in other 
(essential) properties and in the use of the database. 
Now, in order to obtain R4 from R1 and R2, we first create two copies of R1, denoted R(+) 
and R( - ) ,  the former being identical to R1, while in the latter each line has the reversed orien- 
tation. The union of R(+) and R( - )  can be partitioned into subrelations Rl(p), describing for 
each point p the lines starting from it (i.e., p must appear in the FROM attribute in either case). 
Next, we turn to R2, and derive subrelations R2(p) from it in the following way. Look at the 
lines involved in Rl(p). Each such L appears in precisely one relation r(L) = (L, A', A") of R2. 
If L has been taken into R2 from R(+), then we put r(L) into R2(p) unchanged; and if it has 
been taken from R(-) ,  then we put its "reversal" (L, A", A') into R2(p). Then, each relation in 
R2(p) tells the area to the left and to the right of L as seen from p. Hence, it is easy to find the 
cyclic sequence of lines and areas surrounding p in the clockwise orientation. This information 
reconstructs R4. 
5. COMPLEXITY  
In this section, we consider complexity problems. At first, we deal with reconstructing the 
stored graph. 
THEOREM 9. The reconstruction of the spatial object represented by a PLA-database can be 
executed in linear time. 
PROOF. One can check that the number of steps performed by the procedure described in the 
proof of Theorem 1 is at most a (small) constant imes the total nmnber of elements (points, 
lines, and areas). Since the graph is planar, this implies linearity by Euler's formula, provided 
that each "drawing step" can be done in constant time. 
There is an alternative approach, however, that avoids this technically involved condition 
needing manipulation with planar curves. Its further advantage is that in the drawing to be 
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obtained, every line will be a straight-l ine segment, provided that loops and multiple edges are 
excluded. (One can easily overcome this latter restriction, however, by placing a dummy point 
splitt ing each "multiple" edge into two, and two dummy points splitt ing each loop into a triangle. 
Having found a drawing, we disregard the dummy points and get the original object represented. 
Of course, loops and multiple edges cannot be represented by straight lines, but all the other 
edges will be drawn so.) 
The trick is that,  instead of the original graph, we first represent a (slightly bigger) planar tri- 
angulation, and then remove the unnecessary elements. There are several methods to tr iangulate 
a planar graph whose areas are known. One easy way is to take a further new point for each 
area and join it to all represented points on the boundary of the area. In this way, if the original 
graph has v points, e lines, and f areas (v + f = e + 2), then eventually we obtain some graph G 
with v + f points, 3e lines, and 2e areas. The corresponding relations in the database can easily 
be updated accordingly. Observe that in this process, no multiple edge is created. 
Another approach, yielding a triangulation without increasing the number of points, is to insert 
just edges inside the faces. A face of k sides is then tr iangulated with k - 3 diagonals. Here, 
we need to pay attention, however, not to create multiple edges. One feasible procedure is as 
follows. Consider any face F with k > 3 sides. We choose a "short diagonal", i.e., two points v, w 
on the boundary of F which are at distance 2 in the graph-theoretic sense. They are joined to a 
third point, say x. We check in R1 whether vw is a line. If it is not, then F can be split into a 
triangle and a face F '  of k - 1 sides. Otherwise, if v and w are already adjacent, the planarity of 
the object implies (by Jordan's theorem) that x is nonadjacent to all points of F distinct from v 
and w; i.e., F gets feasibly tr iangulated by the diagonals incident to x. 
In order to execute the latter procedure in linear time, it is sufficient o create a duplicate of F ,  
denoted by F*. If vw is not a line, then we add vw as a new line to R1, remove F from R3, 
insert the triangle vwx to R3, redefine F* := F* -x ,  and continue the tr iangulation process of F*. 
Otherwise, if the line vw appears in R1, then join x to all other vertices of F ,  remove F from 
R3, and insert the obtained triangles into R3. 
In a triangulation, the infinite area is also a triangle. Call it To. We shM1 deal with tile v - 3 
points not belonging to the boundary of To. Throughout he drawing algorithm, we maintain the 
list of those v - 3 "interior" points in decreasing order with respect o their degrees. 
We claim that if there is at least one interior point, then there exists one with degree at most 5. 
Indeed, denote by di the degree of the ith vertex (i = 1, 2 . . . .  , v). Rewriting Euler's formula for 
tr iangulations (applying the equations 2e = 3f  and 2d i  = 2e), we obtain 2(d . i  - 6) = -12.  Since 
di _> 3 for every i, at least four of the terms (di - 6) must be negative, and therefore, one of them 
corresponds to an internal point of degree at most 5. 
In particular, we obtain that the last point in the ordering, say p, has at most five neighbors. 
Moreover, the neighborhood of p is a cycle, say C, because we started with a triangulation. If C 
is a triangle, we simply proceed with G - p; if C is a 4-cycle, we insert a diagonal which is not a 
line in G; and if C is a 5-cycle, we tr iangulate it by inserting two diagonals incident o the same 
point, again requiring that no multiple edge gets created. Observe that this can always be done, 
e.g., by the second method of tr iangulating as described above. 
Now, we are in a position to complete the proof by induction. The induction hypothesis will 
be that it takes at most cn  steps to find a drawing with straight-l ine segments for a planar 
tr iangulation (without loops and multiple edges) on n points, for a suitable constant c, provided 
that the sequence of its points in decreasing degree order is also given in the input, and that the 
data structure allows one to find each object in constant ime. (The latter can be ensured- - in  
the degree sequence as wel l - -by using appropriate pointers.) 
We remove the last point p in the sequence, tr iangulate the smaller graph G - p as described 
above if necessary, and update the sequence of points according to modified degrees. All this can 
be performed in constant ime, say in k steps. A drawing of the modified graph can be found 
in at most c(n - 1) steps, by the induction hypothesis. The interior of the newly tr iangulated 
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area contains a point (e.g., one close enough to the endpoint z of the inserted diagonals) from 
which the entire area is "visible". We choose this point as p. These "inverse" modifications 
take another constant number, say k', of steps. Assume, without loss of generality, that we have 
chosen c _> k + k'. In this case, the total number of steps is at most k + c(7~ - 1) + k' < c~t. In 
addition, a linear number of steps is needed for initialization, namely to generate the sequence 
of points in decreasing degree order. 
Let us note that the above algorithm not only finds a planar embedding if it exists, but also 
leads to a local contradiction (namely a nmltiple edge or the nonexistence of a low-degree point) 
when the database is not consistent with any plane graph. Two previous approaches to i)lanarity 
testing were developed in [8-10], with efficient implementations in [11] and [12], respectively. 
However, the algorithm presented here is faster because it efficiently uses information stored in 
the PLA-database. 
We illustrate Theorem 9 by the following example. 
EXAMPLE 2. Let R3 be the same as in Example 1. We triangulate the graph by adding new 
lines. This can be done using R3. For each area, if the greatest label exceeds three, then choose, 
for example, the point with label 1, and add lines fl'om that point to all nonadjacent points in 
the chosen area. To avoid multiple edges, we have to check in R1 whether the edges plamled 
for insertion are not yet present. If not, these new lines have to be inserted into (or into a copy 
of) R1. Otherwise, we can choose the next point. In a list, we can store the new areas simply 
as triples of the boundary points (or they can be inserted into R3). In this example, as in other 
examples too, line elk means the line from i to k. Similar to this notation, az.,,~n stands for the 
area determined by the points l, m, ,~. 
The first area al has four labels, so from the first point, which is point 1, we draw the line c1(~. 
Continuing, for area a2 the new line is el4, for aa line eas, and for a4 (which is the infinite 
area) e2a. Inserting these lines into R1, we can apply Lemma 1 for getting the new degrees of the 
vertices. For the points 1, 2, 3, 4, 5, 6, the degrees are 5, 3, 5, 4, 4, 3, respectively. The infinite 
triangle is 1, 2, 3. (From R3 we know that the infinite area of the original graph is bounded by 
the points 1, 2, 4, 3. This has been modified to 1, 2, 3.) Point 6 and the lines incident to it 
(ca6, e56, el6) are removed, because point 6 has the smallest degree among the inner points. So, 
instead of the triangles ala6, a15~, aasa, we have a new one: alas. Updating Rt, we get the new 
degrees for the inner points 4 and 5. Point 4 has degree 4 emd point 5 has degree 3. So, point 5 
has to be removed with the corresponding lines, namely e15, ca5, e4.5. The new triangle is a134, 
instead of the old triangles alas, a145, a345. The new graph has only one inner point, 4, with 
degree 3. Removing this one together with the lines e24, e34, el4, we get the infinite area a12a, 
instead of a134, a124, a234. The list of the removed points is [6, 5, 4], and the list of triangles into 
which we will put them back is [alas, ala4, a12a]. Now, we build up the graph in the reverse order, 
that is, we can put point 4 into the inner area of the remainder triangle, and also we can draw 
the lines from point 4 to the points 1, 2, 3 (Figure 9a). The lines can be easily obtained from R1. 
So, the process is as follows: we draw the point inside of the corresponding triangle browsing the 
list of the removed points and of new are~ backwards. Then, draw the lines read from R1. In 
our example, next we put back point 5 into the area ala4 (Figure 9b) and draw the lines, and at 
last point 6 is put into area a13a (Figure 9c). At the end, we have to remove the additional ines 
obtained through the triangulation process (Figure 9d). This can be solved simply by using either 
an additional column in R1 with the values NEW and OLD, or alternatively using distinguishable 
names for the inserted lines. So, they can be removed easily, browsing R1. 
Summarizing the proof and Example 2, we get the following algorithm for drawing the stored 
graph. The next procedure is used in Algorithm 4. The procedure triangulates the graph stored 
in R*. IF*I stands for the number of areas in F*. LINES* and TRIANGLES* have the same 
role as Lines and triangles in Algorithm 4. 
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(a) (b) 
(c) (d) 
Figure 9. Planar embedding of the stored graph from the PLA model using only line 
segments. 
Procedure  Triangulation (RI*, R3*, LINES*, TRIANGLES*) 
FOR each area F in R3* DO: 
Make a copy F* of F and remove F from R3* 
IF IF*I > 3 THEN 
Let P, Q, S be three consecutive points of F*. 
IF PS is in RI* 
THEN insert new lines QT into RI* and their vector into LINES* for all T in 
F* - {P, Q, S}, and insert triangles QTU into R3* their vector into 
TRIANGLES* where TU runs over all the boundary lines of F*, 
except for QP and QS. 
ELSE insert the new line PS to RI*, F* := F* - Q, insert the new triangle PQS 
into R3*. 
ELSE 
Append an empty vector to LINES* 
Append F* to TRIANGLES* 
RETURN 
In the next algorithm, G is the set of points in the graph, Deleted is a list points, Faces is a 
list of arrays containing the cycle formed by the neighbors of the point (triangle, quadrangle, or 
pentangle), Lines is a list of arrays containing the lines triangulating the cycle (0, 1, or 2), and 
Triangles is a list of arrays containing the triangles obtained during triangulation of the cycle (1, 
2, or 3). 
ALGORITHM 4. 
1. F ind ing  the  infinite area (Step 1 in A lgor i thm 3) and  its t r iangu la t ion  
1.1. For each point p find the consecutive line pairs and their orientation in R3. 
1.2. Construct the precedence graph C(p) for each point p. If it is a circuit, then p is not 
on the boundary of the infinite area. If it is a directed path and a single edge with an 
opposite orientation (i.e., oriented from the first point of the path to the last one), then p 
is on the boundary of the infinite area. From the sequence of these points, we recognize 
the infinite area in R3; let us denote it by Ao~. 
1.3. Select a point q of degree 2 on the boundary of Ao~. Because of planarity, such a point 
exists. The neighbors of q are denoted by p and s. Insert all edges qt into R1 for each t of 
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A~ - {p,q, s}, and insert into R3 the triangles qtu where tu runs over all the boundary 
lines of Ac~, except for qp and qs. The infinite area after the tr iangulation is defined to 
be pqs. 
2. T r iangu la t ion  o f  the  inner  s t ruc ture  
Lines := 0, Triangles := 0 
Procedure Triangulation (R1,R3 - {Am }, Lines, Triangles) 
3. F ind ing  the  degree of  the i n te rna l  po in ts  and  order the po ints  w i th  respect  to 
decreas ing degree 
Deleted := 0, Faces := 0, G := G - {p, q, s} {The degree of a point is the number of its 
instances in R1} 
3.1. FOR each point in G DO: 
3.2. Insert the point into the appropriate position into the list L of points (ordering with 
insertion). 
4. F ind ing  the  e l iminat ion  order of  the  po in ts  
WHILE G 7 ~ 0 DO 
4.1. G = G - Deleted, Deleted := Last element of L, Removed := Removed append Deleted 
4.2. Delete all lines from R1 incident to Deleted, F := the cycle on the neighbors of Deleted, 
Faces := Faces append F,  R3 t := relation representation f the cycle (with the same scheme 
as R3) 
4.3. Triangulate (R1, R3 ~, Lines, Triangles) 
update the degrees in F and modify the positions of the points in L accordingly. 
5. Bu i ld ing  the  graph  
Triangles := Reversed Triangles 
Removed := Reversed Removed 
Faces := Reversed Faces 
Lines := Reversed Lines 
5.1. Draw the triangle pqs. 
5.2. WHILE  Removed := 0 DO 
5.3. HR := Head of Removed, LH := Head of Lines, HF := Head of Faces 
5.4. Delete from the drawing the lines in LH, Lines := Lines LH 
5.5. Draw HR inside HF in such a way that all points of HF are visible front HR 
5.6. Draw lines from HR to the points of HF 
5.7. Removed := Removed - HR, Faces := Faces - HF 
6. Remov ing  the addit ional  l ines 
6.1. Delete from R1 and from the figure of the graph the inserted lines in R1. 
In the following, we turn to the complexity problem of checking connectivity in relation R1. 
TtIEOREM 10. It can be decided in linear time whether elation R1 can be viewed as the repre- 
sentation of a (2-)connected graph. 
PROOF. The graph G in question can be constructed from R1 (and from I-IFROM,TO(R1 ) as well) 
in linear time, joining two points if and only if they appear in the same row of R1. Then, the 1- 
or 2-connectivity of G can be tested by standard graph algorithms. 
Finally, we mention the following observation. 
THEOREM 11. Algorithms 1 and 2 find both a bipartition and an Eulerian circuit in//near time. 
6. CONCLUSIONS 
In this section, we summarize the main results and list some unsolved problems in connection 
with the PLA-database.  
Paredaens raised some unsolved problems in connection with the spatial databases in general 
in [7]. We have answered some of them in this paper and in [4]. For example, we discussed 
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the interrelationships among the relations in the PLA-database model, in order to prove the 
redundancy in the model. Also, we gave efficient algorithms and their complexity. 
A closely related result has been published by Kuijpers et al. in [3]. We recalled it in Corol- 
lary 1. The "decision procedure" given there, however, applies a larger and more complicated 
construction, and the running time of their decision algorithm is longer, too. A further differ- 
ence is that the present approach makes it unnecessary to specify the unbounded area, as this 
information can be extracted from one relation of the database (except for one well-described 
particular structure, namely the cycles). 
However, there are some unsolved problems. For example, in connection with the integrity 
constraints, one can investigate conditions for checking the type of the stored object, and also 
the complexity of these checking algorithms. We found the integrity constraints for connectivity 
in [4], and Eulerian and bipartite graphs in [6], but the conditions (which should be checkable 
directly in the relations) for other types of objects have not been given yet. 
Furthermore, this study can be completed by investigating planar objects with possible holes, 
and/or allowing overlapping areas and cut-edges. Also graphs with weighted edges could be 
the subject of future research. Another important question is the problem of equivalent PLA- 
databases. This problem can be decided. But what is the time complexity of such a verification 
algorithm? 
These and other interesting problems in [7] remain open. 
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