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Abstract
In this article, we investigate the method of upper and lower solutions
for Volterra integral equation of the first kind on arbitrary time scale T.
We establish some existence results in a certain sector. Moreover, mono-
tone iterative technique is used to obtain maximal and minimal solutions
of the considered equation.
1 Introduction
The method of upper and lower solution is a widely used tool in investigating
qualitative properties for many classes of dynamical systems, see for instance
[4],[3],[5]. The main advantage of this method is the ability to obtain a sector
where solutions of considered dynamical systems lie inside it. The upper and
lower solutions form as the upper and lower bound for that sector. Moreover, by
using iteration scheme, called the monotone iterative technique, we can improve
these bounds of the obtained sector to obtain extremal solutions.
Throughout this article we shall use the method of upper and lower solu-
tion coupled with the method of iterative technique to establish existence and
uniqueness of solutions to a certain integral equation of Volterra type on arbi-
trary time scale T.
We shall consider the following integral equation:
x(t) = f(t) +
∫ t
a
k(t, s, x(s))∆s, t ∈ IT; (1.1)
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where IT := [a, b] ∩ T is a time scale interval, f : IT → R , k : IT × IT × R→ R,
and x is the unknown function.
This article is organized as follows. Some basic concepts and notations of
calculus on time scales are given in Section 2. Section 3, we investigate the
existence and uniqueness of the solutions of equation (1.1) within the sector
determined by the upper and lower solutions. In Section 4, we use monotone
iterative technique to establish a result about the extremal solutions of equation
(1.1).
2 Preliminaries
In this section we introduce some definitions, notations, and preliminary results
which will be used throughout this article. For more details see [?, ?].
Definition 2.1. A time scale T is a nonempty closed subset of the real numbers
R.
Definition 2.2. The mappings σ, ρ : T → T defined by σ(t) = inf{s ∈ T : s >
t}, and ρ(t) = sup{s ∈ T : s < t} are called the jump operators.
If T has a left scattered maximum m, then Tκ = T−m.
Definition 2.3. A function f : T → R is said to be delta differentiable at the
point t ∈ T if there exist a number f∆(t) with the property that given any ǫ > 0
there is a neighborhood U of t with ‖[f(σ(t))−f(s)]−f∆(t)[σ(t)−s]‖ ≤ ε|σ(t)−s|
for all s ∈ U . The function f∆(t) is the delta derivative of f at t.
For T = R, we have f∆(t) = f ′(t), and for T = Z, we have f∆(t) = ∆f(t) =
f(t+ 1)− f(t).
Definition 2.4. A function F : T→ R is called an antiderivative of f : T→ R
provided F∆(t) = f(t) for all t ∈ Tκ. The ∆-integral of f is defined by
∫ s
r
f(t)∆t = F (s)− F (r), for all r, s ∈ T.
If T = R, then
∫ b
a
f(s)∆s =
∫ b
a
f(s)ds, while if T = Z, then
∫ b
a
f(s)∆s =
b−1∑
s=a
f(s).
Definition 2.5. A function f : T → R is called right-dense continuous (rd-
continuous) if f is continuous at every right-dense point t ∈ T and the left-sided
limits exist (i.e finite) at every left-dense point t ∈ T. The family of all rd-
continuous functions from T to R is denoted by Crd(T;R).
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The family of all regressive functions is denoted by
R :=
{
p ∈ Crd(T;R) and 1 + p(t)µ(t) 6= 0, ∀ t ∈ T
}
,
and the set of positively regressive functions is denoted by
R+ :=
{
p ∈ Crd(T;R) and 1 + p(t)µ(t) > 0, ∀ t ∈ T
}
·
Definition 2.6. If p ∈ R, then we define the generalized exponential function
by
ep(t, s) = exp
(∫ t
s
ξµ(τ)(p(τ))∆τ
)
for t, s ∈ T,
with the cylinder transformation
ξh(z) =


log(1 + hz)
h
if h 6= 0
z if h = 0.
In the case T = R, the exponential function is given by
ep(t, s) = exp
(∫ t
s
p(τ)dτ
)
,
for s, t ∈ R, where p : R → R is a continuous function. In the case T = Z, the
exponential is given by
ep(t, s) =
t−1∏
τ=s
[1 + p(τ)],
for s, t ∈ Z, where p : Z→ R, p(t) 6= −1 for all t ∈ Z.
For more basic properties of the generalized exponential function, see [?].
Next we define the upper and lower solutions of the integral equation (1.1)as
follows:
Definition 2.7. A function w ∈ Crd(IT,R) is said to be upper solution of (1.1)
if
w(t) ≥ f(t) +
∫ t
a
k(t, s, w(s))∆s, for all t ∈ IT,
and similarly, a function v ∈ Crd(IT,R) is said to be lower solution of (1.1) if
v(t) ≤ f(t) +
∫ t
a
k(t, s, v(s))∆s, for all t ∈ IT.
We define the sector [v, w] as
[v, w] = {z ∈ Crd(IT,R) : v(t) ≤ z(t) ≤ w(t), t ∈ IT}·
Definition 2.8. The functions α, β ∈ Crd(IT,R) are called maximal and mini-
mal solutions of Equation (1.1), respectively, if any solution x ∈ [v, w] satisfies
the relation β(t) ≤ x(t) ≤ α(t) for all t ∈ IT.
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3 Existence Results
In this section we investigate the existence and uniqueness of solutions of Equa-
tion (1.1) in the sector [v, w].
We need the result [1, Theorem 5.9] on which our discussion depends.
Theorem 3.1. Consider the integral dynamic equation (1.1). Let k : I2
T
×Rn →
R
n and f : IT → R
n be both continuous. If there exists a nonnegative constant
N such that
‖k(t, s, p)‖ ≤ N, ∀ (t, s) ∈ I2T, p ∈ R
n,
then equation (1.1) has at least one solution.
Now, the existence of at least on solution of Equation (1.1) which lies in the
sector [v, w] is established in the following theorem.
Theorem 3.2. Assume k ∈ Crd(I
2
T
×R,R) and f ∈ Crd(IT,R). If the functions
v, w are, respectively, lower and upper solutions of (1.1), then (1.1) has at least
one solution, x, such that x ∈ [v, w] on IT.
Proof. Define the modification of k with respect to v and w for each fixed
(t, s, p) ∈ Ω by
G(t, s, p) =


k(t, s, v(s)) +
v(t) − p
1 + (v(t) − p)2
, if p < v(t);
k(t, s, p), if v(t) ≤ p ≤ w(t);
k(t, s, w(s)) −
w(t) − p
1 + (w(t) − p)2
, if p > w(t).
(3.1)
We show that G is bounded on I2
T
× R. See that k is rd-continuous function
on compact region Ω := {(t, s, p) : (t, s) ∈ I2
T
and v(t) ≤ p ≤ w(t)} and so it is
bounded. So we have
|G(t, s, p)| < N, on Ω.
Since f, v, w are rd-continuous functions, the left hand side of (3.1) is rd-
continuous on I2
T
× R. Hence by Theorem 3.1, the integral dynamic equation
ϕ(t) = f(t) +
∫ t
a
G(t, s, ϕ(s))∆s, t ∈ IT (3.2)
has at least one solution, x on IT . Now we shall prove that
v(t) ≤ x(t) ≤ w(t), for all t ∈ IT.
We shall only prove v(t) ≤ x(t), while proving x(t) ≤ w(t) is similar arguments.
Assume the converse that v(t) > x(t), then we have from (3.1)
0 < ψ(t) : = v(t)− x(t)
= v(t)− f(t)−
∫ t
a
[
k(t, s, v(s)) +
v(t)− x
1 + (v(t) − x)2
]
∆s
< v(t)− f(t)−
∫ t
a
k(t, s, v(s))∆s ≤ 0,
4
which leads to a contradiction. Thus v(t) ≤ x(t) for all t ∈ IT. Hence, we get
v(t) ≤ x(t) ≤ w(t) for all t ∈ IT. Therefore, x(t) is a solution to (1.1) for t ∈ IT
and v(t) ≤ x(t) ≤ w(t), which completes the proof.
The following lemma that has been proved in [?] is important in estimating
delta integrals in terms of regular integrals.
Lemma 3.3. Let h : R → R be a continuous, nondecreasing function. If
λ1, λ2 ∈ T with λ1 ≤ λ2 then
∫ λ2
λ1
h(t)∆t ≤
∫ λ2
λ1
h(t)dt.
Now we introduce a result which guarantees the existence of a unique solution
to integral dynamic equation (1.1) by using successive approximation method.
Theorem 3.4. Let f ∈ Crd(IT,R) and v, w are lower and upper solutions
of equation (1.1), respectively, with v(t) ≤ w(t) on IT. Assume further that
k ∈ Crd(I
2
T
× R,R) be non-decreasing function in the third argument and there
exists L ≥ 0 such that
|k(t, s, p)− k(t, s, q)| ≤ L|p− q|, ∀ t, s ∈ I2
T
and p, q ∈ R. (3.3)
Then the successive approximations defined by
x0(t) = f(t) +
∫ t
a
k(t, s, v(s))∆s,
xn(t) : = f(t) +
∫ t
a
k(t, s, xn−1(s))∆s, n = 1, 2, ...
converge uniformly on IT to the unique solution, x, of equation (1.1) such that
x ∈ [v, w] on IT.
Proof. 1. Existence and Uniqueness :
First, we show that {xn(t)}n∈N0 converges uniformly on IT. To analyse the
convergence of our sequence, we write xn(t) as a telescoping sum
xn(t) = x0(t) +
n∑
k=1
[xk(t)− xk−1(t)], ∀ t ∈ IT and n ∈ N. (3.4)
So
lim
n→∞
= x0(t) +
∞∑
k=1
[xk(t)− xk−1(t)]
For each integer k ≥ 1, we prove the following estimate by mathematical induc-
tion
|xk(t)− xk−1(t)| ≤M
Lk(t− a)k
k!
, ∀ t ∈ IT; (3.5)
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where M := sup
t∈IT
|x0(t)− v(t)|. For k = 1 and for all t ∈ IT, we have
|x1(t)− x0(t)| ≤
∫ t
a
|[k(t, s, x0(s)) − k(t, s, v(s))]|∆s
≤ L
∫ t
a
|x0(s)− v(s)|∆s
≤ LM(t− a).
Hence the estimate (3.5) is valid for k = 1. Now, assume that (3.5) is true for
some k = i > 1, then for all t ∈ IT we have
|xi+1(t)− xi(t)| ≤
∫ t
a
|[k(t, s, xi(s))− k(t, s, xi−1(s))]|∆s
≤ L
∫ t
a
|xi(s)− xi−1(s)|∆s
≤ L
∫ t
a
LiM
(s− a)i
i!
∆s
≤M
Li+1
i!
∫ t
a
(s− a)i ds
= M
Li+1(t− a)i+1
(i + 1)!
·
Thus, the estimate (3.5) is true for k = i + 1 and so (3.5) holds for all integers
k ≥ 1. So for all t ∈ IT the estimate (3.5) gives
|xk(t)− xk−1(t)| ≤M
Lk(t− a)k
k!
≤M
Lk(b− a)k
k!
·
See that
∞∑
k=1
M
Lk(b− a)k
k!
= −1 +
∞∑
k=0
M
Lk(b− a)k
k!
= MeL(b−a) − 1.
It follows from the Weierstrass M-test that the infinite series
∞∑
k=1
[xk(t)− xk−1(t)],
converges uniformly on t ∈ IT. Thus, from (3.4) by letting n→∞, we see that
the right hand side has a limit on IT. That means, the sequence {xn(t)}n∈N0
converges uniformly on IT to some x ∈ Crd(IT,R).
Next, we show that the limit x is a solution to (1.1) on IT. We have for all
t ∈ IT and n ≥ 0
∣∣∣
∫ t
a
[k(t, s, xn)− k(t, s, x(s))]∆s
∣∣∣ ≤ L
∫ t
a
|xn(s)− x(s)|∆s,
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by letting n→∞, we see that the right hand side of the above inequality goes
to zero, thus we have
lim
n→∞
∫ t
a
k(t, s, xn(s))∆s =
∫ t
a
k(t, s, x(s))∆s,
which proves that x is a solution of the integral equation (1.1). To prove unique-
ness of solutions, we show that any two solutions of equation (1.1) are necessarily
identical. Assume there exist another solution y(t) to the equation (1.1) on IT.
For each t ∈ IT, we have
r(t) : = |x(t) − y(t)|
≤
∫ t
a
|k(t, s, x(s)) − k(t, s, y(s))|∆s
≤ L
∫ t
a
|x(s)− y(s)|∆s
≤ L
∫ t
a
r(s)∆s.
Applying Gro¨nwall’s inequality we get that r(t) ≤ 0 for all t ∈ IT, i.e., r(t) ≡ 0
on IT. This proves uniqueness of solutions.
2. The unique solution lies in the sector [v, w]:
Using mathematical induction we show that
v(t) ≤ xn(t) ≤ w(t), ∀ t ∈ IT. (3.6)
For n = 0, we have for all t ∈ IT
v(t) ≤ x0(t) =f(t) +
∫ t
a
k(t, s, v(s))∆s
≤f(t) +
∫ t
a
k(t, s, w(s))∆s ≤ w(t).
So, v(t) ≤ x0 ≤ w(t) for t ∈ IT. Assume for n = i > 0 that v(t) ≤ xi(t) ≤ w(t)
for t ∈ IT, then using the assumption that v(t) ≤ w(t) for t ∈ IT and k is
non-decreasing in the third argument we have
xi+1(t) =f(t) +
∫ t
a
k(t, s, xi(s))∆s
≤f(t) +
∫ t
a
k(t, s, w(s))∆s ≤ w(t).
Similarly, we can show that v(t) ≤ xi+1(t) on IT. So we conclude that (3.6) is
true for all n ≥ 0 and all t ∈ IT. From the uniform convergence of the sequence
{xn(t)} on t ∈ IT, we conclude that unique solution of Equation (1.1) satisfies
v(t) ≤ x(t) ≤ w(t), ∀ t ∈ IT.
The proof is complete.
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4 Maximal and minimal solutions
Here, the method of monotone iterative technique is applied to investigate the
existence of maximal and minimal solutions of integral equation (1.1).
Theorem 4.1. Let f ∈ Crd(IT,R) and v, w are lower and upper solution of
equation (1.1), respectively, with v(t) ≤ w(t) on IT. Assume further that k ∈
Crd(I
2
T
× R,R) be non-decreasing function in the third argument. Then the
sequences {vn} and {wn} defined by
vn(t) = f(t) +
∫ t
a
k(t, s, vn−1(s))∆s, (4.1)
wn(t) = f(t) +
∫ t
a
k(t, s, wn−1(s))∆s, (4.2)
for t ∈ IT with v0 = v and w0 = w, converge uniformly and monotonically to
the maximal and minimal solutions α and β of equation (1.1), respectively.
Proof. Define ξ1(t) = v1(t)− v0(t) for t ∈ IT, then
ξ1(t) ≥ f(t) +
∫ t
a
k(t, s, v0(s))∆s− f(t)−
∫ t
a
k(t, s, v(s))∆s = 0.
Thus v(t) ≤ v1(t) on IT, as v0 = v . Similarly, we can show that w1(t) ≤ w(t)
on IT. Let assume for some integer k > 0 that vk−1(t) ≤ vk(t) on IT. Then
setting
ξk(t) = vk+1(t)− vk(t),
we get
ξk(t) ≥ f(t) +
∫ t
a
k(t, s, vk(s))∆s− f(t)−
∫ t
a
k(t, s, vk−1(s))∆s
≥
∫ t
0
k(t, s, vk−1(s))∆s −
∫ t
0
k(t, s, vk−1(s))∆s
= 0,
which implies vk(t) ≤ vk+1(t) on IT. Similarly, we can prove that wk+1(t) ≤
wk(t). Hence it follows by induction vn−1(t) ≤ vn(t) and wn ≤ wn−1 for all n
on IT. Now, define ψ(t) = w1(t) − v1(t), then using the fact that v(t) ≤ w(t)
for t ∈ IT and k is non decreasing in the third argument we have
ψ(t) = f(t) +
∫ t
a
k(t, s, w0(s))∆s− f(t)−
∫ t
a
k(t, s, v0(s))∆s
≥
∫ t
a
k(t, s, v(s))∆s−
∫ t
a
k(t, s, v(s))∆s
= 0,
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which implies v1(t) ≤ w1(t) on IT. By following an induction argument we have
vn ≤ wn for all n on IT. We conclude from the previous argument that
v = v0 ≤ v1 ≤ v2 ≤ · · · ≤ vn ≤ wn ≤ · · · ≤ w2 ≤ w1 ≤ w0 = w on IT.
Also for t1, t2 ∈ IT we have
|vn(t1)− vn(t2)| =
∣∣∣f(t1)− f(t2) +
∫ t1
a
k(t1, s, vn−1(s))∆s−
∫ t2
a
k(t1, s, vn−1(s))∆s
∣∣∣
≤ |f(t1)− f(t2)|+
∣∣∣
∫ t1
a
k(t1, s, vn−1(s))∆s−
∫ t2
a
k(t2, s, vn−1(s))∆s
∣∣∣
≤ |f(t1)− f(t2)|+
∣∣∣
∫ t1
a
[k(t1, s, vn−1(s))− k(t2, s, vn−1(s))]∆s
∣∣∣
+
∣∣∣
∫ t2
t1
k(t2, s, vn−1(s))∆s
∣∣∣→ 0, as |t1 − t2| → 0.
Thus {vn} is uniformly bounded and equicontinuous on IT. By Ascoli-Arzela
theorem [9] we see that {vn} is relatively compact and hence there exists a
subsequence of {vn} which converges uniformly on IT to some α ∈ Crd(IT,R).
Since the sequence {vn} is monotone, it converges uniformly to α too. By similar
argument we prove that {wn} converges uniformly to some β ∈ Crd(IT,R). It
is easy to show that α and β are solutions of equation (1.1) in view of the fact
that k is rd-continuous function and letting n→∞ in (4.1), (4.2) we get
α(t) = f(t) +
∫ t
a
k(t, s, α(s))∆s,
and
β(t) = f(t) +
∫ t
a
k(t, s, β(s))∆s,
for all t ∈ IT. Now we show that α and β are maximal and minimal solution
of (1.1), respectively. Let x be any solution of equation (1.1) such that v(t) ≤
x(t) ≤ w(t) on IT. Set r(t) = x(t) − v1(t) for t ∈ IT. Since the function k is
nondecreasing in the third argument, so we have
r(t) = f(t) +
∫ t
a
k(t, s, x(s))∆s − f(t)−
∫ t
0
k(t, s, v(s))∆s ≥ 0,
which implies x(t) ≤ v1(t) on IT. Following by induction we can prove that
x(t) ≤ vn(t) for all n ≥ 0 on IT. Similarly, we can show that x(t) ≤ wn(t) for
all n ≥ 0 on IT. Thus we have vn(t) ≤ x(t) ≤ wn(t) for all n ≥ 0 on IT. By
taking the limit as n→∞, we obtain α(t) ≤ x(t) ≤ β(t) on IT. Then the proof
is complete.
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