Abstract by using a single algorithm to deal with fuzzy job shop scheduling problems, it is difficult to get a satisfied solution. In this paper we propose a combined strategy of algorithms to solve fuzzy job shop scheduling problems. This strategy adopts genetic algorithms and ant colony algorithms as a parallel asynchronous search algorithm. In addition, according to the characteristics of fuzzy Job Shop scheduling, we propose a concept of the critical operation, and design a new neighborhood search method based on the concept. Furthermore, an improved TS algorithm is designed, which can improve the local search ability of genetic algorithms and ant colony algorithms. The experimental results on 13 hard problems of benchmarks show that, the average agreement index increases 6.37% than parallel genetic algorithms, and increases 9.45% than TSAB algorithm. Taboo search algorithm improves the local search ability of the genetic algorithm, and the combined strategy is effective.
I INTRODUCTION
Fuzzy Job Shop scheduling has been applied widely. With the development of the single algorithm study, a single algorithm for job shop scheduling has its own limitations. So how to select different algorithms, how to make them combine together to make them exert their respective advantages and get the better results, not surprisingly, become more effectively for solving fuzzy job shop scheduling problem [PRE, 99] .
Genetic algorithm is a method for the fuzzy job shop scheduling problem, which has a good global search ability [FAN, 00] [JOO, 03] . However, after some evolutionary generations, the result of objective function (agreement index) in the algorithm scarcely changes, namely the algorithm plunges the local optimization [PRE, 99] . If there is no interruption, it is difficult to escape from the local optimization. At the moment, if some effect can interfere in this status and break the balance, the probability of searching optimal solution will be increased.
The principle of ant colony algorithms is based on a positive feedback mechanism, and the shortest path is got by the way of that ants transmit and exchange pheromone. self-organized behavior. The simple ant individual starts from the randomly selected path, and the optimal path is found by colony evolution. There are some research about how to apply ant colony algorithm to solve job shop scheduling problem [RAJ, 04] [BLU, 04] . MMAS [STU, 00] and other ant colony algorithms have the following disadvantages. First, the positive feedback mechanism of ant colony algorithms can not make the algorithm escape from a local optimization. Second, the searching time of ant colony algorithms is too long. Especially, when the initial pheromone is scarce, large amount of time is needed.
TS algorithm is one of the best methods which are used to solve the job-shop scheduling problem. Furthermore, the investigations show that TS provides better guidance than other algorithms in the whole search field [JAI, 99] . But TS algorithm also has the following shortcomings. Firstly, the quality of solution highly depends on the iterations of algorithms. Secondly, the optimal result relies on the quality of the initial solution. Thus, we can choose some solutions as initial solutions of TS algorithm in ant colony algorithm, then use TS algorithm to search the solutions in parallel in the small fields. When the initial pheromone is scarce, the result of TS will offer pheromone effectively. Furthermore, TS can make the search scope larger, which is in favor of the ant algorithm to avoid falling into a local optimization. At last, owing to the fast finding solution of TS, the total time that the algorithm costs is reduced [JAI, 99] .
According to the characteristics of ant colony algorithms and genetic algorithms, this paper proposes a hybrid algorithm named ACSA by combining these three algorithms. The algorithm makes use of the strongly global search ability of genetic algorithm, uses TS algorithm to overcome the shortcomings of the local search of other algorithms, and bring the positive mechanism of ant colony algorithm into play. When the initial information of ant colony algorithm is scarce, the efficiency of ant colony algorithm can be improved by embedding TS algorithm into ant colony algorithm. The details are as follows.
(1) One swarm is searched by genetic algorithms, and another one is searched by ant colony algorithms. (2) In order to magnify the searching scope, TS is embedded into the genetic algorithm and ant the colony algorithm, which can reduce the search space. (3) To utilize the fast global search ability and the positive feedback mechanism together, the asynchronous migrated strategy is executed. That is to say, when the initial pheromone is scarce in the initial stages, ACSA guides the ant colony algorithm by the result of genetic algorithm; and when the genetic algorithm fall into local optimization, the ant colony algorithm will interrupt the steady status, so that the effect of searching is improved. In the hybrid algorithm, we adopt fuzzy disposal method in the fitness function [SAK, 00] , which makes the algorithm is proper for fuzzy job shop scheduling problems. The result of experiment indicates that the algorithm constructed by the parallel asynchronous hybrid strategy is better than the single parallel genetic algorithm and TS algorithm. [P 31t P3 ] x LPlk'Plk] X < PI X > P2
Because of the effect of some uncertain factors on the procedure of processing, we only obtain a approximate range of processing time on a job, so we denote the processing time with triangular number P, (Pij, piji, pij3) , and use v ,(x) to evaluate the probability of fuzzy processing time, and its distributing function is defined by Formula (1), and where x denotes the fuzzy processing time.
A fuzzy due date is a time window related to the agreement index, which can be represented by trapezoid fuzzy number D, (d,c , da , db, dd ) . We hope that the value of a fuzzy due date is between [dia,dib] but in [dic,dia] or [dib,did] . We use ui(c) to represent the probability of the fuzzy processing time as a function of the trapezoid fuzzy number, which the probability distributing is defined by Formula (2), where c denotes the value of possibility. As both the fuzzy processing time and the fuzzy due date are fuzzy, we can only use the agreement index of customers for the optimal goal[SAK, 00]. Definition 1. Agreement index. The agreement index named Al is defined as the ratio between the intersection area encompassed by the functions which are subject to the fuzzy completion time and fuzzy due date respectively and the area encompassed by the fuzzy completion time function, which is represented as Formula (3), where C , DA denote the area surrounded by the fuzzy completion time and fuzzy due date respectively.
AI=(areacOnDi )/(areac) (3)
Let II denote the set of feasible scheduling, for a given scheduling solution aelH, f(a) is defined as the objective function, equals to min /AIi(j) i=1, 2, ..., n; acH}. Objective function of fuzzy job shop scheduling is described as Formula (4), where i is the number of a job, a is the optimal scheduling which maximizes the minimum satisfaction.
f(K)= maxf(o) =max{ min tAI,(a) i =1, 2, ..., n; a&H} } (4) III ALGORITHM DESIGN A. Hybrid strategy ofalgorithms There are two swarms in ACSA: one is searched by a genetic algorithm, and another one is searched by an ant colony algorithm. According to the characteristic ofjob shop scheduling, a new neighborhood search method based on critical operations is proposed (refer to Section 3.3). In order to overcome the deficiency that genetic algorithm strongly depends on the parameter of it and strengthen the local searching ability, we use TS algorithm as a mutation operator. In addition, TS can offer better induce and compute fast in the whole searching neighborhood. We embed TS in the ant colony algorithm in order to shorten the searching time when the initial pheromone is scarce, as well as improve the searching efficiency of ant colony algorithm.
The most important point of hybrid algorithm is when the migratory operation is executed. In the evolution of genetic algorithm, every some generations, the convergence factor cf 1905 Pt is detected, when the convergence factor is less than the initialized value, the migration operation is executed. The function used to compute the convergence factor is described by formula (5) Decoding procedure is as follow: transform the chromosome into a sequential list of working procedure of jobs firstly, then according to the processing sequence of all the working procedures, determine the start time and end time of jobs, so that form the scheduling scheme. Obviously, this kind of decoding procedure can come into the feasible scheduling.
(2) Creation of the initial swarm: due to the scheduling index is of regularity, therefore the optimal scheduling is in the active scheduling set. Extend G&T algorithm [BIE, 99] is used to form the initial swarm.
(3) Selection: use the objective function value as the fitness function value; adopt the measure of reading in turn as the selective method; In order to prevent the optimal solution of certain evolutionary generation from destroying by the crossover and mutation operation, the way of conserving the best individual is used on the basis of the measure of reading in turn. In other words, the individual who has the best fitness value in the last generation will be saved in the next generation.
(4) Crossover: for making sure that the filial individual acquired by crossover operation is also active scheduling, crossover operation based on the idea of G&T is used. This algorithm is different from G&T algorithm in the step of selecting operations from the conflicting assembly. G&T algorithm is to select randomly, but the crossover operation adopted in this algorithm is selected in terms of the sequence of operations appearing in the two father individuals.
(5) Stop rule: initialize the maximal evolutionary generations as the end condition.
2) Ant colony algorithm design
To construct the solution of the ant colony algorithm, we improve the G&T algorithm, the thought is as follows.
In the selective step of G&T, the operation is chosen randomly, over here, the probability got by formula (6) After updating the pheromone, it is necessary to detect whether the pheromone value is beyond the mark. If it is more than the maximal value, it will replace the maximal value. Moreover, if it is less than the minimum, it will replace the minimum.
After several generations, every pheromone value in the list is near to Tmax or Tmln At the moment, the solution may converge too early, which makes the algorithm fall into a local optimization. Therefore, it is important to compute the convergence factor of pheromone ph after each iterative process. If the value ofph is more than 0.99, well then make replacement for the algorithm, namely reset the pheromone with the initial value, after that search again. In this way the problem of falling local optimization can be tackled. The expressions of computingph is formula (8) (8) C. Neighbor exchanging strategy based on the critical operation The feasible solution of job shop scheduling is usually denoted by the gantt graph. Figure 3 shows the gantt graph of 6X6 problem, x-axis expresses the process time, y-axis expresses the machines, every rectangular block and the mark (i,j )on it denote the j operation of task i named Oij.
Job shop scheduling problem is of complexity and diversity, therefore, a solution always has many critical paths. The critical path is the longest path without time intervals between operations in an available scheduling. For example, in Figure 3 , there are two critical paths. The first one is (4,1) (5,1) (3,2) (2,4) (2,5) (3,4) (3,5) (6,4) (6,5) (1,6), and another one is (4,1) (5,1) (5,2) (6,1) (3,3) (1,2) (1,3) (3,5) (6,4) (6,5) (1,6).
We can decompose the operations of the critical path into blocks. A block is a set of connected operations in a critical path on one machine. For example, the operations (5,2) and (4,2) in the first critical path consist of a block. The operations (5,2), (4,2) and (3,3) in the second critical path consist of a block. For the two conjoint block, the last operation of the former block and the first operation of the latter block, are always in the same task; For exchangeable neighborhood is defined as the neighborhood made up of the two former operations or the two latter operations in the block; if the operations in the block are less than two operations, there is no exchangeable neighborhood. figure 3 describes a gantt figure which shows the 6X6 problem, the exchange of (4,2) and (3,3) is unable to shorten the critical path.
Over here, the method of choosing neighbors based on the critical operations is as follows. When the critical path is sole, exchangeable neighbors in the critical path is considered as an assembly, where a neighbor can be selected. When the critical path is not sole, the exchangeable neighbors between the last critical operation and the last operation is viewed as a set, where a neighbor is able to be chose; TS algorithm selects an exchangeable neighbor from the above neighbors set to commute(usually the best neighbor). If the set described above is null, well then stop the current search with TS.
If TS algorithm can not search the improved solution after certain steps, the search by TS is stopped.
IV EXPERIMENT EVALUATION
In this section, we will compare our algorithm with traditional parallel genetic algorithm-PGA and TS algorithm-TSAB [NOW, 96] on 13 hard problems of benchmarks.
We use triangular number Pf ( py , py , py ) to denote the processing time of experimental job, where p uses 13 typical hard benchmarks, including FT1O, LA02, LA19, LA21, LA24, LA25, LA27, LA29, LA36, LA37, LA38, LA39, and LA40, and then fuzzed. Moreover, P, = py -rand(0, p x0.2), p = pl +rand(O, p x0.2). The method of comample: the operation (3,4) and (3,5) of task 3. The ex-puting fuzzy due date is as follows: di (y pi )0.8,
A. Experimental parameters
The size of the ant population is equal to 10 X 30% in ACSA, where 101 is the amount of total operations; the size of the genetic algorithm swarm is equal to 101 X 20%, the number of the evolutionary generations is equal to 101; the crossed probability is equal to 0.85; and after one fourth of total operations number steps, if the solution does not get better then terminates it. If the convergence factor of genetic algorithm is less than 0.05, randomly move a solution from the current ant colony to genetic algorithm swarm. In the initial stage of ant colony algorithm, for the pheromone is scarce, to some extent, the searches is of blindness, so when the initial pheromone value is set, in the former 15 generations, move the optimal solution from current generation of genetic algorithm to the ant colony algorithm, so as to offer induce to ant colony algorithm. When the pheromone factor of ant colony algorithm is less than 0.99, it indicates that the value of pheromone list is near to Tmax or Tmin, at the moment, the solution of ant colony algorithm may converge so early as to make the algorithm fall into local optimization. Therefore, replacement is used for ant colony, namely reset the initial pheromone, then search again, to solve the problem of falling into local optimization.
The amount of all PGA swarm is equal to 200, the number of the evolutionary generations is equal to 200, the crossover probability is equal to 0.85, the permute probability is equal to 0.05. TS algorithm refers to refer-10.
ence [NOW, 96] Figure 3(b) , when the number of the evolutionary generations reaches 100, the algorithm has just converged in Figure 3(b) , and the convergence value is about 0.82. Therefore, we can draw a conclusion that ACSA converged faster and get a better agreement index than PGA in the same evolutionary generations. 
V CONCLUSIONS
With the development of the job shop scheduling study in the fuzzy environment, the capability of traditional single algorithm is not ideal. At the same time, the theory of algorithm get unenlightened, it also results in the limitations of improving degree of single algorithm capability. How to improve the quality of solutions within an effective time has become important in scheduling problem. This paper studies the hybrid strategy of algorithm. In selecting algorithm, not only consider the global search ability, but also take into account the efficiency of the search solution. By the hybrid of TS algorithm, genetic algorithm and ant colony algorithm, and constructing hybrid optimized algorithm, the quality of solutions is improved. The experimental results on 13 hard problems of benchmarks indicate the validity of hybrid strategy proposed in this paper. The hybrid strategy provides a feasible and effective approach for solving job shop scheduling problems.
