This paper addresses the transmission of medical and context-aware data from mobile patients to healthcare centers over heterogeneous wireless networks. A handheld device, called personal wireless hub (PWH), of each mobile patient first gathers and aggregates the vital sign and context-aware data for various telemedicine applications. PWH transmits the aggregated data to the remote healthcare center over multiple wireless interfaces such as cellular, WLAN, and WiMAX. The aggregated data contain both periodic data and those nonperiodic unpredictable emergency messages that are sporadic and delayintolerant. This paper addresses the problem of providing QoS (e.g., minimum delay, sufficient data rate, acceptable blocking, and/or dropping rate) by designing a packet scheduling and channel/network allocation algorithm over wireless networks. The proposed resource-efficient QoS mechanism is simple and collaborates with an adaptive security algorithm. The QoS and security are achieved mainly with the collaboration of differentiator, delay monitor, data classifier, and scheduler modules within the PWH. This paper also discusses secure data transmission over body sensor networks by introducing key establishment and management algorithms. Simulation results show that the proposed framework achieves low-blocking probability, meets delay requirements, and provides energyefficient secure communication for the combination of vital signs and context-aware data.
INTRODUCTION
Future generation wireless networks are expected to experience huge demands from mobile telemedicine applications. Mobile telemedicine allows patients to do their daily activities while they are monitored continuously anytime, anywhere. Typical telemedicine applications include transmission of electro-cardiogram (ECG) signals from a mobile patient to a doctor, voice conversation between the doctor and the personnel in the emergency vehicle, transmission of Xrays, live video, and medical images from the emergency vehicle or the patient to the doctor at the healthcare center. These applications require communication between a mobile patient and a healthcare center. Further, these telemedicine applications have different QoS requirements that are specified in terms of the desired loss rate, delay, and bandwidth. Table 1 shows the typical telemedicine applications and their QoS requirements [1] . Mobile telemedicine applications will have to deal with the characteristics of wireless networks such as low bandwidth, channel fluctuations, and coverage changes. In addition, a single network alone may not be able to meet the bandwidth requirements of applications at all locations. In this paper, the mobile applications are enabled to take advantage of both the coverage and bandwidth provided by different wireless networks through multiple wireless interfaces in achieving their QoS objectives.
An important characteristic of telemedicine data is the difference in the periodicity and sporadic nature of the data. When a patient is under good conditions, the vital sign data of the patient are sent periodically to healthcare center to monitor the condition of the patient. The periodic data may consist of images, video, or audio. The exact constituents of the periodic data are specified by the doctor based on the patient's condition. When the patient's condition deteriorates, sporadic emergency data need to be sent to the healthcare center. The sporadic emergency data may be required to transmit high-bandwidth images. Wireless bandwidth can be reserved for periodic data because its amount and occurrence 2 EURASIP Journal on Wireless Communications and Networking time can be determined. However, reserving bandwidth for emergency data is not efficient in terms of resource usage. At the same time, emergency data should be delivered on time without delay. To solve this problem, our proposed scheme differentiates the periodic data, and if the differences in the periodic data exceed a threshold, patient's personal wireless hub (PWH) reserves bandwidth on the wireless networks in order to ensure the availability of wireless bandwidth for the emergency data. This scheme reduces the wastage of bandwidth resources by not reserving bandwidth for emergency data all the time. At the same time, by predicting the occurrence of an emergency situation and reserving resources beforehand based on the prediction, it improves the probability of bandwidth availability under emergency situations.
In this paper, we consider the scenario of a mobile telemedicine device that has multiple wireless interfaces and that is capable of supporting multiple telemedicine applications. The mobile patient with a portable telemedicine device, called PWH in this paper, is considered to be in a low mobility, densely populated area such as a shopping mall as shown in Figure 1 . The vital sign data of a mobile patient are transmitted in wireless medium from the patient's body sensors to PWH, where the body sensors form a body sensor network (BSN). In addition to body sensors, PWH is also capable of communicating simultaneously with other networks such as wireless sensor network (WSN), cellular network, and WLAN. Note that WSN provides context-aware data (e.g., temperature, location, and humidity level) to the patient's PWH, which helps interpret accurately the patient medical data. This paper addresses some security and/or channel allocation/reservation aspects of data transmission from body sensors to PWH (over BSN) as well as from PWH to hospital data centers (over wireless networks).
The sensors implanted on the human body to monitor parts of the body are called biosensors. These biosensors form a network and collectively monitor the health condition of their carrier or host. Health monitoring involves collection of data about vital body parameters known as biometric signals or biometric data, from different parts of the body and making decisions based on them [2] . As seen from Figure 1 , remote patient monitoring uses body sensors to sense vital sign data for performing real-time health monitoring of patients. Because the system involves transmission of sensitive medical data, it should provide basic level of security. Key distribution is central to any security mechanism based on cryptographic techniques. Symmetric key cryptography requires establishment of a secret session key between the communicating parties. Since biosensors are placed on the human body, we can use them to derive the required inputs for security mechanism from the body. The establishment of this session key should be designed to conserve the limited energy resources of the body sensor. In this paper, we proposes an energy efficient secure key establishment and authentication (SKEA) protocol to establish a symmetric key between the body sensors and PWH using the biometric signals (e.g., heart rate interval, blood flow) of patients. This eliminates the use of expensive key generating functions and, therefore, the computational overhead is reduced.
Owing to its super-short communication range, the main security challenges faced by BSN include the following: (i) eavesdropping of data by a third party, unknown to the source as well as the receiver and (ii) modification and injection of data by third party without knowledge of the source and the destination. As sensors of BSN are expected to be interconnected on or in the human body, the body itself can form an inherently secure communication pathway that is unavailable to all other kinds of wireless networks. Biometrics recognition is based on "who you are" as opposed to/in conjunction with "what you know" (PIN) or "what you have" (ID card). The problem of eavesdropping and the problem of interference between BSNs of different individuals boil down to one simple question: how can sensors or nodes of a BSN know that they belong to the same individual? The answer to this question lies in person's physiological or behavioral characteristics which can be used for identification and verification [3] purposes. It is desirable that all the nodes in a BSN share the same session key to communicate with PWH. Using traditional cryptographic techniques, it would be required to generate the session key at one node and then transmit it to all other nodes. However, it is always preferred not to transmit the actual key to be used over the network, even if it is encrypted using some other key. In such a scenario, since body sensors are placed on the same body, it becomes an attractive proposition to derive the required inputs for security mechanism from the body itself and to use the available biometrics for forming the session key without transmission of the actual session key over the network.
Narasimha Challa et al. A major concern with using biometrics for cryptographic purposes is the degree of randomness. Unless the biometric is random enough, an attacker can guess and compromise it, leading the false acceptance rate to be increased, where the false acceptance rate refers to the probability that the biometric security system allows an access attempt by an intruder. The level of randomness of any quantity is defined by the level of entropy [4] . The entropy can further be increased using a combination of readings at more than one instance of time because the search space is further increased. Some candidate biometrics and their ranges are shown in Table 2 [2, 5] . The ranges are mentioned for normal as well as abnormal conditions. The contributions of this paper include the following: (i) a channel allocation and reservation algorithm that reserves bandwidth for emergency telemedicine data by measuring the vital signs and predicting the status of the patient, (ii) an adaptive priority and security assignment scheme to meet the delay of emergency medical data, (iii) a dynamic packet scheduling scheme that schedules packets on multiple interfaces based on the instantaneous QoS requirements of packets and channel conditions, and (iv) security algorithms for key establishment, confidentiality, and authentication between body sensors and PWH. The proposed channel and reservation algorithm differs from existing work in that it adapts the amount of resources reserved for emergency data based on the variations in patient's health conditions. In the proposed adaptive priority and security assignment scheme, when a patient is in critical situation, the strength of security is increased in data transmission from the PWH to the healthcare center if the patient is in good condition. A set of modules such as the classifier, scheduler, and channel allocator are used together to schedule packets of various applications through multiple interfaces and channels of different wireless networks.
The rest of the paper is organized as follows. Section 2 presents the related work. Section 3 presents the system model used in the paper. The proposed framework for adaptive secure channel allocation is presented in Section 4. The call admission control algorithm that reduces the call dropping probability of medical calls is presented in Section 5. Section 6 presents the secure data transmission algorithm over body sensor networks. The performance analysis is presented in Section 7. Concluding remarks are made in Section 8.
RELATED WORK
Third generation (3G) and beyond cellular networks provide support for multimedia data transmission [6] . For instance, 3G networks support a data rate of up to 144 kbps for vehicular users and a data rate of up to 2 Mbps for pedestrian users. In addition to providing higher data rates, 3G networks also have the advantage of providing continuous coverage in both urban and rural areas. Therefore, they are well suited for telemedicine applications that require continuous connectivity (periodic data). However, one disadvantage of 3G networks is that in hot spot areas such as airports, shopping malls, they may not have enough capacity to support all users because of heavy loads. Therefore, allocating some channels from alternative networks in hot spot areas would be required.
WLANs provide a cheap and effective alternative to cellular networks in hot spot areas [7] . With the emergence of technologies such as voice over WLAN, it is possible to maintain a voice call over a WLAN interface. A notion for QoS for telemedicine multimedia data is presented in [9] . The authors elaborate on several synchronization protocols to achieve key multimedia telemedicine data synchronization requirements. In [10, 11] , the telecommunication and QoS requirements of various telemedicine applications are presented. They also discuss how various technologies can be chosen to support the QoS requirements of telemedicine applications. But, they do not address how the various technologies can be integrated to support the QoS requirements of telemedicine applications. Integration of the networks is essential to support high bandwidth telemedicine applications. In [12] , the transmission of visual sensor data is adapted based on the changes in patient's state.
EURASIP Journal on Wireless Communications and Networking
Bandwidth allocation for telemedicine applications and bandwidth aggregation is addressed in [1, 13, 14] to ensure their QoS guarantees. However, these schemes do not consider bandwidth aggregation over multiple wireless networks. In [15] [16] [17] [18] [19] [20] [21] , the authors propose to take advantage of bandwidth aggregation to meet the QoS requirements of bandwidth intensive telemedicine applications when the bandwidth of a single network is not sufficient to meet all the QoS requirements. In [15] , a packet scheduling scheme where latency sensitive packets are sent over low latency timeslots is presented. Also, in [17] , only a random way to find a schedule that maximizes the system utility is suggested. Another scheduling algorithm, called Earliest Delivery Path First (EDPF) in [18] , schedules each path on the earliest delivery path, with the objective of reducing delay due to reordering and hence the delay and jitter experienced by the applications. The combination of Weighted Fair Queueing (WFQ) with EDPF is presented in [19] to ensure a fair share of the bandwidth among different applications. However, they do not address the multiple class traffic scenario. In [22] , the authors propose a scheme to adapt the quality and security of transmitted video based on the channel status and patient status. Basically, a higher level encryption is used when the patient's status is urgent as compared to that used when the patient's status is normal. On the other hand, a higher level compression scheme is used when the channel quality gets poorer. These approaches ensure that the delay and the video quality of the telemedicine data are met in all circumstances. However, in our paper, we do not modify the security of the patient's data even when the patient is in urgent situation, since reducing the encryption strength can affect the reliability of the patient's data.
In [20] , the authors propose a QoS-Aware Wireless Bandwidth Aggregation (QAWBA) scheme where mobile nodes use multiple independent paths through other mobile nodes to receive data from the base station. QAWBA integrates ondemand proxy discovery, bandwidth reservation and maintenance, and hop-by-hop routing to achieve this. The solution proposed is specific to 802.11 networks and does not consider heterogeneous networks. In [21] , the presented scheme does not consider traffic of different traffic classes.
The ultimate aim of BSN is to provide a truly personalized monitoring platform that is pervasive, intelligent, context-aware, and invisible to the patient, thereby avoiding activity restriction or behavior modification. It should be noted that it is required by law that individual biometric data are kept in privacy [23] . Most of the research in the area of security for sensor networks is involved with generic sensor networks [24] , which is not applicable to body sensor networks due to the fact that body sensors operate with extremely stringent constraints. For medical care, a sensor network platform is presented in [25] , and the need for security in medical environment is addressed by considering ECC [26] . But all the security requirements are not adequately presented. Their ECC implementation over binary field F 2 163 (i.e., key length of 163 bits) takes about 34.2 seconds to compute a public-private key pair and another 32.4 seconds to compute a shared key via ECDH [26] .
Bao [27] discusses the use of biochannel to assist secure transmission of privacy data. They assume an auto-shared secret (ASS) which is generated network-wide. They use the initialization key and the session key to complete a threestep security model. Researchers recently developed randomkey predistribution protocols [28] which initially have a large pool of symmetric keys, and a random subset of the pool is Narasimha Challa et al.
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distributed to each sensor node. In this, there is no need for a central authority but if an attacker compromises sufficiently many nodes, he could reconstruct the complete pool of keys and break the scheme. The proposed SKEA scheme uses no such pool and hence protects against such kind of attacks. Undercoffer et al. [29] present a scheme similar to [30] with the addition of addressing multihop communications. They use different keys to encrypt different parts of the packet like header and payload to ensure end-to-end security. Using different keys would incur overhead in terms of storage and computation which is not the case in the scheme proposed in this paper. Gupta et al. [31] create a web server implementing an ECC version of SSL running on server motes. The results indicate that it takes less than 4 s to complete an entire SSL handshake. However, this scheme uses ECDH to derive a shared key, which requires both the client and the server to have public keys. The work presented here does not assume the same.
With the growth of personal area networking (WPAN) technologies, the interest in healthcare monitoring, smart homes, and similar applications has grown significantly. ZigBee [32, 33] is the first industrial standard WPAN technology that provides short range, low power, and low data rate communication, and supports mesh networking and multihopping. Most of the existing systems lack two key features: (i) reliable wireless operation that conforms to standards, and (2) compatibility with smart home systems [34] . Established standards for wireless applications, such as Bluetooth and IEEE 802.11, allow high-transmission rates, but at the expense of high power consumption, application complexity, and cost. ZigBee networks, on the other hand, are primarily intended for low duty-cycle sensors, those active for less than 1% of the time. ZigBee is best described by referring to the 7-layer OSI model for layered communication systems. ZigBee gives the freedom to the developers to build custom applications which use the services provided by the lower layers of the 7-layer structure. It should be noted that the ZigBee uses an already existing data link and physical layers specification such as IEEE 802.15.4 standards for low-rate personal area networks.
SYSTEM MODEL
We assume that a number of body sensors forming a BSN are attached to a patient. Each patient is equipped with a portable device called PWH that is capable of gathering vital signs and context-aware data, processing and aggregating them, and transmitting them through its multiple wireless interfaces. PWH receives the context-aware data from nonmedical body sensors and wireless stationary sensors deployed in the area where patients roam. PWH is able to transmit and receive data to/from hospital data center via various wireless networks. PWH receives feedback from the wireless interfaces about the channel conditions. Based on the priority of the applications and the channel conditions, PWH schedules data packets on the appropriate interface so that the QoS requirements are met. Hence, PWH performs many operations including data aggregation, priority assignment, packet scheduling, and rate control.
Within PWH, data packets are transmitted from multiple application streams onto multiple wireless interfaces. We assume that an application flow F consists of a set of m sub-
The subflow f i is transmitted only if those subflows whose indices are smaller than i are transmitted. The subflow f 1 provides the lowest quality for the application and each additional subflow improves the quality of the application. The rate requirements of the application can therefore be specified as R = r 1 < r 1 + r 2 < · · · < r 1 + r 2 + · · · + r m , where r i is the data rate requirement for subflow i. When the network bandwidth is available, we provide the rate requirement r 1 + r 2 + · · · + r m . When the network bandwidth is not available, we relax the rate requirement of the application. As for security model, we consider a multilevel security model similar to the one in [35] . Each security level corresponds to a different encryption and authentication scheme.
Though it is desirable to meet both the minimum delay and maximum rate requirements at the same time, it is not always possible to do so because of network load and channel dynamics. Whenever the minimum delay cannot be met for some subflows, the higher-order subflow need not be transferred. This reduces the delay, but at the same time reduces the quality of the application transmitted. Thus reducing the rate reduces the delay and vice versa. Similarly, reducing the security level reduces the delay encountered by a packet. In this paper, we adapt the security level used for transmission to meet the delay requirement of application in situations where QoS is more important than quality of protection (QoP).
We also assume that a patient exists in one of three states at a given moment with respect to a particular vital sign. At any given time, a patient's health status sign would be good, fair, or critical. A patient's health status is treated as good if the vital signs are stable and within normal limits. A patient's health status treated as fair if the vital signs show slight instability and the patient may be uncomfortable. For a patient whose vital sign data are unstable and not within normal limits, the patient's status is treated as critical.
PROPOSED FRAMEWORK
In this paper, we present our proposed framework that enables the transmission of telemedicine data over multiple wireless interfaces on a PWH. Figure 2 shows the various components of the PWH that enable the PWH to transmit the telemedicine data which are compromised of audio, video, images, and vital sign data. The basic idea behind the proposed framework is as follows. The data differentiator module performs the determination of status. The patient has different rate, delay, and security requirements based on his status. As a result, the bandwidth and security requirements of the vital sign data flows should be varied depending on the status of the patient. The proposed framework performs bandwidth and security adaption to meet the QoS and QoP of the telemedicine applications. The proposed framework treats the status of each vital sign distinctly, that is, a patient's status can be FAIR with respect to heartbeat reading, whereas it can be GOOD with respect to blood pressure at the same time. This allows the classifier module of the framework to give higher priority (static priority) to CRITICAL and FAIR flows over GOOD flows and thus provide better QoS to more urgent flows.
Although the assignment of a static priority based on the status of a flow allows the transmission of more urgent flows first, different flows of the same status can achieve different delays when they are transmitted on different wireless channels. Therefore, it becomes essential to prioritize further among flows of the same status based on their delay performance. To achieve this, the scheduler module assigns a dynamic priority to each flow based on its delay performance. The dynamic priority of all flows is set to 0 at their initiation. If the number of delay violations of a flow f i exceeds the threshold DT1 i , then the flow's dynamic priority is incremented by 1. Simply increasing the dynamic priority of a given flow in an unbounded manner will affect the performance of other flows with the same status. To address this issue, we reduce the strength of the security, thereby reducing the delays caused by the security schemes that are part of the end-to-end delay of a packet. Therefore, if the number of delay violations of flow f i exceeds the threshold DT2 i , then the security level of a flow is reduced by 1 as long as such a reduction is possible.
The total priority of a flow is determined by summing up both the static priority and dynamic priority. The flows are then sorted in nondecreasing order of their total priority. Since the PWH can transmit the data on multiple wireless interfaces over multiple wireless networks, the wireless channel with the lowest end-to-end delay among the available set of channels is determined. The head-of-line packet of a flow with highest priority is sent on the channel with the lowest end-to-end delay. The channel allocator module receives the delay feedback of each packet from the network and provides that information to the delay monitor module. The delay monitor computes the average delay, which is used by the scheduler module in determining the dynamic priority of packets of a flow.
The overall operation of the algorithm that executes on the PWH is shown in Algorithm 1. The algorithm takes as its input the data from various sensors, audio and video sources. Reference values REF i that represent the value used as reference for vital sign i are also given as input. A set of thresholds VT i and NCT i for each vital sign i is also given as an input to the algorithm. These thresholds are used to monitor the changes in patient's health conditions with respect to a particular vital sign. The value of these thresholds is usually set by a doctor at the healthcare center. A pairwise key exists between the PWH and the healthcare center. Since the algorithm that runs on the PWH adapts the security levels to meet delay and other QoS requirements, the security algorithm is used and the strength of the encryption key is exchanged between the PWH and the healthcare center using this pairwise key.
The algorithm uses two counters ecount i and ncount i . Counter ecount i counts the number of times that vital sign value i exceeds the reference value, whereas ncount i counts the number of times that vital sign value i does not exceed the reference value. The counters are all initialized to 0 on Lines 1 and 2. Lines 5 to 26 update the status of a patient's vital sign based on the values of ecount i and ncount i . The current value of vital sign is obtained on Line 6. On Lines 7 and 8, the value of ecount i is incremented if the current value of vital sign is greater than the reference value. Otherwise, the value of ncount i is incremented on Lines 9 and 10. The status of the patient's vital sign i is changed to CRITICAL when the value of [ecount i /(ecount i + ncount i )] exceeds the threshold VT i . Lines 13 to 16 handle the case when the patient's status with respect to vital sign i changes to CRITICAL. On Line 16, the PWH sends instructions to the body sensor network to update the period of measurement and security for vital sign i. Lines 18 to 20 handle the case when the patient's status with respect to vital sign i changes to FAIR. In this case, the patient still does not have CRITICAL data to transmit, but predicts the amount of additional bandwidth that would be required in case the patient enters into the CRITICAL state. This is done on Line 20. Lines 22 and 23 handle the case when the patient's state is GOOD. In this case, any additional bandwidth that was reserved in the FAIR state or used in the CRITICAL state is made free. Procedure SCHEDULE() is then called to schedule the packets on wireless channels.
The motivation behind reserving the additional bandwidth only in case of a patient's state becoming FAIR or CRITICAL is as follows. Under most circumstances, the PWH needs to send regular measurements from the body and send it to the healthcare center. The bandwidth required for this data is predictable and therefore it can be reserved ahead on these networks without incurring any resource wastage. Under CRITICAL situations, the PWH needs to send more measurements and even detailed images audio and video to the healthcare center. These applications require higher bandwidth and since they occur in such a sporadic fashion, reserving the resources for them all the time would cause huge wastage of resources. On the other hand, not reserving any bandwidth will decrease the probability of obtaining the additional bandwidth by a patient in a CRITI-CAL situation. Therefore, in order to provide a tradeoff between the above two cases, we start reserving the bandwidth when the patient's state becomes FAIR with respect to to a vital sign. The amount of reservation can be modified based on the predicted amount of bandwidth required and the probability of moving from the FAIR state to the CRITICAL state. This reduces the resource wastage and also increases the chances of obtaining bandwidth when the patient is in CRITICAL state. In Section 5, we present an algorithm that reduces the probability of call blocking when medical calls request additional bandwidth.
Procedure CLASSIFY is shown in Algorithm 2. The procedure checks if the flow has already been classified on Line 1. If the flow is not classified, it is assigned a security level on Lines 2 to 8. PRIO 1 , PRIO 2 , PRIO 3 are integers such that PRIO 1 < PRIO 2 < PRIO 3 , and s 1 , s 2 , s 3 are security levels such that s 1 < s 2 < s 3 . The security level assigned to a flow is higher when the flow is in GOOD state. In CRITICAL situation, security level is reduced to meet other important QoS requirements such as delay. On Lines 11 to 16, the procedure assigns a static priority to each vital sign data flow. The vital Narasimha Challa et al. sign data i that is CRITICAL state is assigned a higher value of static priority sp i .
Procedure SCHEDULE shown in Algorithm 3 assigns a dynamic priority to the packet flows based on the delay violations and computes the total priority. The dynamic priority is initially set to zero and is incremented if the delay violations exceed threshold DV1 i on Lines 1 and 2. If the delay violations exceed threshold DV2 i , the security level of the flow is reduced to better meet the delay requirements. In this case, the dynamic priority is reset to zero. This procedure also determines the channel that is allocated to each packet. On Line 13, packet p with the maximum priority ap i is determined. On Line 14, the channel c with lowest delay is determined. The packet p is sent on channel c on Line 15. The delay feedback is obtained and sent to the delay monitor. The delay feedback is used in determining the dynamic priority.
CALL ADMISSION CONTROL
We now present the dynamic channel allocation algorithm that is invoked whenever bandwidth is not available to satisfy a medical data call request for emergency data in a cellular network. The dynamic channel allocation algorithm presented here dynamically requests and migrates bandwidth from neighboring base stations. The base stations are responsible for bandwidth allocation. The load on all base stations is not going to be uniform. Also, every possible attempt should be made in order not to drop a medical data call. Therefore, a dynamic and adaptive channel allocation scheme is essential, where channels are shared dynamically by various base stations of the same network access technology by adapting to the requirements of the clients.
We present the following scenario that would require the transmission of medical video/images. Consider a patient who is under NORMAL circumstances. Only vital sign data such as ECG data are transmitted from the patient to the healthcare center. However, when the patient is in a CRIT-ICAL state, he will probably be taken to the hospital in an ambulance. In this situation, high bandwidth data such as diagnostic medical images and videos need to be transmitted from the patient to the healthcare center. These data can be acquired either on an ambulance or by the patient himself using a camera. However, the focus of this paper is not about data acquisition. The transmission of these high bandwidth data without violating their QoS requirements requires the reservation of additional bandwidth.
The adaptive channel allocation algorithm presented in the paper achieves this by reserving additional bandwidth whenever it detects a change in the patient's state from GOOD to FAIR. The bandwidth is reserved for all medical data calls, and any medical data call can make use of this bandwidth reservation. This reservation is also done not just in the current cell, but also in the neighboring cells. This reduces the call blocking and call dropping probabilities of high bandwidth telemedicine applications. The reduction in call blocking and dropping probabilities ensures that telemedicine applications do not experience any variation in QoS achieved.
The adaptive dynamic channel allocation (ADCA) algorithm presented in this section does the channel allocation to a medical or a nonmedical call. A base station uses a different frequency, time slot, or code for each connection with a client. We also assume that each BS knows its neighboring BSs, that is, the network is already established and it remains fixed. The base stations do not move, however the wireless clients can move from the coverage area of one base station to another. The ADCA scheme proposed supports both medical and nonmedical traffic. It is possible that some of base stations may become more loaded than the others. In such a situation, some channels have to be transferred from one base station to another.
The basic steps of the adaptive dynamic channel allocation (ADCA) algorithm are presented next. On Line 2, each base station computes and sends its call blocking probability for medical and nonmedical calls to all of its neighbors. Based on the knowledge of its own call blocking probabilities and of that of its neighbors, on Line 3, each base station determines whether a request can be made to borrow channels from any of the neighboring nodes. Based on the determination, neighboring channels are requested. If this base station receives a channel borrowing request from the neighboring node, it first checks if the number of free channels under the base station is greater than the threshold of free channels. If so, an appropriate free channel is moved from the base station to the requesting neighbor on Line 5. On Lines 6 to 9, a channel is allocated to a medical call. A medical call is assigned a channel as long as there are free channels available. On Lines 10 to 13, a channel is allocated to a nonmedical call. 
end if end
Algorithm 2: Procedure CLASSIFY.
Input:
Static priorities sp i assigned by classifier and the delay feedback df i from the delay monitor. Two delay violation thresholds DV1 i and DV2 i , such that DV1 i < DV2 i . Dynamic priority of each flow dp i is initially set to zero. Output: Computes aggregate priority ap i by adding a dynamic priority to the static priority of each packet. begin if (df i > DV1 i and (df i ≤ DV2 i )) then dp i + +.
if (security i > s 1 ) then security i − −; (6) dp i ← 0. end if else (9) if (dp i > 0) then dp i − −. end if (12) end if ap i ← sp i + dp i for all i.
while there are unscheduled packets and unassigned channels do (15) Determine the packet p with the maximum priority ap i .
Determine the channel c with the lowest delay. Send packet p on channel c. (18) Determine one-way delay pth delay for packet p from the PWH to the healthcare center based on the feedback received from the healthcare center.
Send pth delay to the Delay Monitor; The Delay Monitor updates a database of average pth delays as delay feedback df i for each vital sign data flow f i .
end while end
Algorithm 3: Procedure SCHEDULE.
Input:
A wireless network has N channels and M base stations. Initially, each BS is assigned an equal number of channels. Output: Based on the blocking probabilities of medical and nonmedical calls, channels are dynamically assigned among BSs.
Channels are allocated to reduce the blocking and dropping probabilities of medical calls. begin (1) for each base station, BS i do (2) base station BS i first computes the blocking probabilities of medical and nonmedical calls and sends this information along with the list of occupied channels to the neighboring base stations. (3) Using the information of blocking probabilities in the local and the neighboring base stations, base station BS i decides whether a request should be made to move an appropriate free channel from neighboring base stations, and then implements its decision. (4) if (number of free channels under base station, BS i > TFC) and (a neighboring base station requests a free channel) then (5) An appropriate free channel is moved from base station BS i to the neighboring base station requesting a free channel. (6) else if (a medical data call arrives) then (7) if (a free channel is available) then (8) Assign a free channel to the medical data call. (9) end if (10) else if (a nonmedical data call arrives) then (11) if (number of free channels under base station BS i ≥ TGC) then (12) Assign a free channel to the new call. (13) end if (14) end if (15) A nonmedical call is allocated a channel only if the number of free channels is greater than the threshold of guard channels, TGC.
The ADCA algorithm makes use of two thresholds while assigning channels to a patient data or a nonpatient data call. This is similar to the scheme used in our earlier work [36] where the purpose of the two thresholds is to reduce the handoff call dropping probability. In this paper, the objective is to ensure low call blocking probability for patient data calls. Every base station maintains two thresholds, TFC and TGC, where TFC is the threshold of free channels and TGC is the threshold of guard channels for medical data calls (TFC > TGC). Every base station periodically sends the call blocking probabilities of patient and nonpatient calls to its neighbors. A nonmedical call is assigned a channel only when the number of free channels under the base station is greater than TGC, that is, TGC number of channels is always reserved for patient data calls. In situations when a patient data call cannot be allocated a channel even from the set of guard channels, the algorithm attempts to transfer a channel from a neighboring base station. A base station is allowed to transfer a channel only when the number of free channels under that base station is greater than TFC. Since TFC is greater than TGC, this transfer of channels does not affect the call blocking probability of patient data calls under the base station that transfers the channels.
SECURITY WITH BIOMETRICS IN BSN
This section presents the algorithm SKEA to securely establish symmetric keys between the body sensors of BSN and PWH. The main concern when dealing with security within sensor networks is to securely generate and distribute the session key for secure communication. In this regard, we first state our assumptions.
Assumptions
(1) At the point of deployment, the body sensors are embedded with a common global key, K CG , and authenticated at a secure place. This key is assumed not to be compromised at the start. This key is initially used to set up the session key at a secure place and then deleted. New current common global key can be established using the key chaining using reconciliation phase proposed. (2) The biometrics used to establish the session key provide good degree of randomness so that an attacker would not be able to guess it and compromise the security of the system. (3) A body sensor is assumed not to be compromised when initially attached to the patients body. (4) The matching of two biometric signals is based on the confidence value used. In this paper, we assume a confidence value of 90%. (5) An intruder either eavesdrops or injects false data but cannot physically destroy the body sensor.
Source authentication
Whenever a sensor sends some information to the PWH, the source of the data needs to be authenticated to make sure that Narasimha Challa et al.
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an intruder is not forging the data. We propose the use of physiological signals from the biometrics along with a voting mechanism to achieve the same. After establishment of a secure session key, we need to provide data confidentiality and data integrity for the transmitted data from the body sensors to the PWH. We can provide data confidentiality by encrypting the data with the session key established. To provide data integrity, we use HMACS with a key as an input. To make it more secure from intruders, the key used for data confidentiality should be different from the key used to establish data integrity (to calculate the HMAC). Using this scheme, an intruder will need to have the knowledge of both keys in order to spoof the PWH.
Using ECG signals
ECG sensors placed at different places on the body send their analog signals to the personal wireless hub (PWH) where they are combined and only one ECG signal is produced. Authors in [37] present the PQRST wave for an ECG signal under normal and abnormal circumstances. Also in [38] , authors present a table with values of ECG signals under normal conditions and under hypertension. For a given patient under normal circumstances, an ECG signal exhibits the following characteristics [39] .
(1) Normal characteristics of the P wave At the time of deployment, the ECG signal of the patient is recorded under normal status and stored in the PWH. For every subsequent ECG signal generated at the PWH, it is compared with the stored ECG signal, and the decision regarding the status of the patient is made based on the comparison.
MAC and subMAC
Keyed-hash message authentication codes or HMACs are used to ensure authenticity of the data received. We propose to use keyed MACs which in addition to providing data authenticity also provide data integrity. The TinyOS data packet structure [40] includes 29-byte payload. In the proposed scheme, HMAC is calculated over the data to be transmitted and the calculated HMAC is transmitted along with the data. The calculated HMAC is 16 bytes long. Thus, using HMACs introduces communication overhead of 16 bytes for every message transmitted. This kind of overhead is not desirable in an already resource constraint body sensor. In order to reduce the same, we propose the use of subMAC. A subMAC is constructed by selecting some bits of an HMAC. With the use of subMAC, we reduce the overhead by transmitting only a part of the actual HMAC rather than the entire HMAC. For calculation of keyed-hash MAC, we assume the transmitter and the receiver have a shared common global secret key, K CG .
To form a subMAC from an HMAC, certain bits are selected. To select these bits, we assume that each sensor node has the same pseudo random number generator (PRNG) [41] . This generator is used to generate random numbers between 1 and 32. The sensor nodes initiate their PRNG using their current global key as the seed. The sensor node S i first computes the HMAC of the data using the current global key K CG which is embedded into every sensor at the point of deployment. To select certain bits from the HMAC, S i runs its PRNG eight times which results in eight random numbers between 1 to 32. Each random number indicates the index of a bit location in HMAC, and the bits of those selected locations constitute the subMAC. The transmitter then sends this subMAC to the intended receiver. To verify this subMAC, the receiver similarly computes HMAC of received message and runs its PRNG eight times with the current global key as the seed to generate the subMAC. If the subMACs match, the message is said to be authenticated by the receiver. There is a tradeoff with using subMACs. While transmitting less number of HMAC bits, we help reduce the transmission overhead but at the same time we also compromise the security level in terms of authentication strength. An intruder can more easily forge a 1 byte HMAC than a 16 byte HMAC. The desired level of security can be achieved by running the PRNG more number of times to select more of the HMAC bits to form the subMAC. Hence the size of the subMAC is directly related to the strength of the authentication process and the communication overhead. A balance needs to be achieved between the desired security level and the transmission overhead.
Key chaining using reconciliation
It is assumed in the proposed algorithm that there exists a common global key, K CG , which is available at the start of the system. This key is used for secure communications between the body sensors and PWH while establishing the session key. Owing to security concerns, this common global key should be changed from time to time in order to avoid any intruder to compromise a node and get the value of the current common global key. This change is initiated by the PWH which prevents any compromised node to forcefully change the current common global key. We use the reconciliation scheme [42] in order to derive the new common global key. Thus, in order to establish a session key for every subsequent session, the sensor and PWH use the current common global key. Consider the scenario shown in Figure 3 . We have two sensors say S 1 and S 2 which detect the same event. These two sensors can communicate with each other and zero in a secret key based on the sensed event. In the proposed scheme, the PWH requests two sensor nodes for their sensed biometric signals. Sensors S 1 and S 2 , having their sensing regions overlapping, send the sensed biometric signal to PWH. Upon receiving the signal, PWH compares them with its original signal and prepares the index where the signals match, that is, they have a confidence value greater than 90%. PWH encrypts these indices and sends them back to the sensors where decryption takes place. Sensors upon reading the indices send by the PWH, compute the new current common global key which is used from next session onwards.
Algorithm SKEA
At the start, two body sensors say S 1 and S 2 perform mutual authentication with PWH with the help of nonce(s) and subMACs. Now say if sensor S 3 wants to communicate with PWH, it establishes a symmetric session key K S with PWH. Any body sensor requesting for a session key communicates with any other two body sensors which already have performed mutual authentication with the PWH. Here we assume that sensors S 1 , S 2 , and S 3 have overlapping sensing regions and can sense the same event or the same biometric signal. The steps for the same event are as follows and are given in Algorithm 5.
Step 1. Sensor S 1 sends its biometric reading H 1 to the personal wireless hub (PWH) along with the subMAC of the message.
Step 2. PWH on receiving the biometric reading calculates the subMAC of the message to establish integrity of the message. PWH then compares H 1 with its predefined value and stores the indices as I 1 where they match (calculation of confidence value). PWH then deletes this reference to make sure that if the value of the biometric changes, it does not use the old reference value. This reference value is changed dynamically using the most recent data transmission from the body sensor.
Step 3. Sensor S 2 sends its biometric reading H 2 to PWH along with the subMAC of the message.
Step 4. PWH on receiving H 2 calculates the subMAC of the message to establish message integrity. It then checks the values at indices I 1 and picks the indices where the values match (calculation of confidence value).
Step 5. PWH sends these indices to all body sensors, and the sensors pick up values at those indices which form the common session key. The selected keys are expanded in order to form a 64-bit long session key.
Step 6. Sensors use this session key to communicate with the PWH. Sensors also compute per sensor session key by combining the common session key with the pairwise key established during the initial authentication phase. In order to hide data from other sensors, a sensor can use its per sensor session key to communicate with the PWH.
Step 7. With the transmission of actual data, PWH keeps storing the actual biometric signal measurement as the reference for establishment of the next session key as this stored value will have a high correlation with the biometric reading used by the sensor to establish the next session key.
Secure data transmission
Once a session key is securely established between the body sensors and the PWH, the body sensors can use this session key for transmitting the data securely to the PWH. The established session key is known globally by all the body sensors and the PWH. Each body sensor also establishes a pairwise key with the PWH which is only known to the corresponding sensor and the PWH. Each body sensor provides data confidentiality by encrypting the data with the session key and uses the pairwise key for data authentication.
Security analysis
The use of confidence values helps prevent forging of the data. Using this value, PWH can make out if the message is send by a legitimate sensor or an intruder. The use of confidence values helps in reducing the crosstalk interference among body sensors of different subjects. The intermediate session key established is based on both the confidence values and hence in order to forge this value, the intruder has to compromise both nodes generating the confidence value.
Body sensors S 1 , S 2 , and S 3 form a three-party communication scheme. In the proposed protocol, sensors S 1 and S 2 authenticate S 3 using the biometric signal of S 3 . While establishing the intermediate session key, S 1 and S 2 authenticate each other and finally S 3 authenticates S 2 using the original nonce. Only sensor S 1 is not authenticated by S 3 .
Considering a situation where one of these two body sensors, either S 1 or S 2 gets compromised. If sensor S 2 gets compromised, when it send its confidence value to S 1 , S 1 looking at its confidence value can establish if S 2 is compromised or not, and if compromised S 1 can send a message to PWH stating the compromised state of S 2 and PWH can further broadcast the same eliminating the body sensor S 2 from any further communications.
In a case where sensor S 1 gets compromised, it will try to send a compromised intermediate session key to PWH. Since S 2 is not compromised, it will send the correct intermediate session key to S 3 . Now, since both sensor S 3 and PWH will compute different session key, PWH upon receiving the message from legitimate sensor, S 3 will not be able to decrypt the message and hence we can conclude that it was given a wrong intermediate session key by sensor S 1 concluding that it has been compromised. PWH then can broadcast a message stating the compromised state of sensor S 1 so that it can be excluded from any further communications.
In case that both the sensors S 1 and S 2 are compromised, they can collaborate and send compromised intermediate session key to both sensor S 3 and the PWH. In such a case, the security of the proposed scheme can be broken, but it is highly unlikely that both the sensors chosen to form the intermediate session key are compromised as they previously have been authenticated by the PWH.
PERFORMANCE EVALUATION

Blocking probability
We first evaluate the blocking probability of medical and nonmedical data calls achieved by the proposed ADCA algorithm. To evaluate the blocking probability performance, a simulation environment consisting 20 serving nodes and 200 PWHs in an 1000 × 1000 meters area is used. The serving nodes and PWHs are distributed randomly. The coverage area of each serving node is fixed at 150 meters. Each wireless client associates itself to the nearest serving node. The traffic that is offered to the network has a uniform spatial distribution with Poisson arrival rates varying from 1 to 10 calls per second and an exponentially distributed call holding time of about 10 seconds. The data rate requirement of each call is varied uniformly between 75 bits per second to 600 bits per 14 EURASIP Journal on Wireless Communications and Networking second. To evaluate the proposed algorithms, multiple simulation runs are performed.
The blocking probability of medical and nonmedical calls is used as the performance metrics. These two metrics are compared for different values of TFC and TGC. The objective of the performance evaluation is to identify the impact of TFC and TGC on the blocking probabilities at different loads and then to identify the best values of TFC and TGC at each load so that the blocking probability of medical calls is reduced significantly without affecting the blocking probability of nonmedical calls much.
The blocking probability is calculated as the ratio of dropped calls to the arrived calls in the entire network. The proposed algorithm works for any network. For example, the bandwidth resources that are transferred from one base station to another are timeslots in the case of a GSM network, whereas they are CDMA codes in the case of a WCDMA or CDMA-2000 network. Thus the algorithm is very generic and can be applied to any network that partitions bandwidth based on timeslots, codes, or frequencies. Figure 4 shows blocking probabilities of nonmedical calls against offered traffic load for different values of TFC and TGC. For almost all of the values of TFC and TGC, the blocking probability remains low at very low loads of about 20 erlangs and it starts to increase significantly after that and stays almost constant and close to 1 after that. Call blocking probability is the highest when TFC and TGC are high and is low for lower values of TGC. Figure 5 shows blocking probabilities of medical calls against offered traffic load for different values of TFC and TGC. The value of call blocking probability for medical calls is minimum when TFC and TGC are large, that is, 0.9. This is because of reserving channels for medical calls, and allowing a higher value of TFC allows less channels to be borrowed from neighbors. Also it is evident from the figure that TGC affects the blocking probability of medical calls more than TFC. For the same value of TGC, a higher value of TFC results in lower call blocking probability. Figure 6 shows the traffic blocking probability against offered traffic load. The reason for showing the traffic blocking probability is because unlike conventional systems, the calls here have different rates and so blocking a call does not directly correspond to a proportional amount of traffic to be blocked. Figure 7 shows the average delay experienced by the packets. The proposed scheme in this paper is labeled as PWH and is compared with earliest delay path first (EDF) algorithm. The EDF algorithm schedules the packet with the earliest deadline on the channel with the lowest delay. As can be seen from the figure, the proposed scheme achieves lower delay than the earliest-deadline-first policy. The adaptive security scheme allows the AHM scheme to achieve lower delay than the EDF scheme. Figure 8 shows the delay violations experienced by packets. The delay deadline is set to 500 milliseconds. Again, because of the reduction in the encryption delay, AHP achieves lower delay violations than the EDF scheme. 
Average delay and delay violations
Communication overhead for algorithm SKEA
The SKEA algorithm is simulated using TinyOS [40] and PowerTOSSIM [43, 44] . The proposed SKEA algorithm uses keyed MACs for authentication purposes. In particular, we use MD5 [45] for calculating the keyed MAC with common global key, K CG , which contributes to the communication overhead. Thus owing to the use of subMACs for each message, SKEA incurs an overhead of 1 byte. With the given payload size of 29 bytes, the communication overhead is reduced with the help of subMAC scheme from 16 bytes (without using subMACs) to 1 byte or from 55.17% to 3.45% of the payload size. With the use of keyed subMACs, we ensure data integrity and authenticity with minimal overhead.
Comparing with ALARM-NET, we see that for providing authentication only with a payload of 29 bytes, ALARM-NET reports to have a percentage overhead of 115% [46] ; whereas using SKEA with subMAC of 1 byte we see an overhead of 3.45%. Figure 9 shows the percent overhead for ALARM-NET and SKEA with variable subMAC sizes of 16, 8, and 1 byte.
Energy consumption for algorithm SKEA
Since body sensors have stringent power constraints, any protocol designed for body sensors must use the available energy efficiently. Our aim is to provide desired level of se- curity while utilizing the least amount of additional energy as overhead. Energy consumption is a very important performance metric for analysis of any security algorithm in wireless sensor networks. The SKEA algorithm is simulated using TinyOS [40] and PowerTOSSIM [43, 44] . We now analyze the energy consumption overhead of using HMAC authentication with SKEA protocol for the symmetric key establishment phase. We simulate two scenarios, first in which we perform key establishment using SKEA (with HMAC authentication) and the second key establishment using modified SKEA (without HMAC authentication). We analyze the overhead that is caused by using HMAC authentication in terms of energy consumption.
We calculate energy consumption in terms of CPU energy, radio energy, and total energy. The numbers for total energy required per body sensor for 5, 10, and 15 sensors are plotted in Figure 10 . We observe that for all scenarios the total energy per sensor node for using HMAC authentication with SKEA is slightly higher (about 5%) than the case of not using HMAC authentication. Thus the proposed algorithm provides data integrity and authenticity using keyed MACs with a minimal overhead of about 5% in terms of energy consumption.
The percentage overhead in terms of radio energy, CPU energy, and total energy spent using the symmetric session key establishment scheme with HMAC authentication in SKEA is depicted in Figure 11 . This figure shows that the SKEA scheme with HMAC authentication results in an energy overhead of 4%-5% in terms of CPU, radio, and total energy. But using keyed MAC, data integrity and authenticity are supported and, therefore, the small overhead is justifiable.
CONCLUSION
This paper has presented channel allocation algorithm and packet scheduling algorithms that collaborate with an adaptive security scheme. Since wireless channels exhibit highly varying channel conditions and have limited capabilities, mobile telemedicine applications in the proposed algorithms take advantage of all the available wireless networks to be able to meet their QoS requirements. The main feature of the proposed priority assignment technique is to update priorities dynamically and adapt security based on whether packets meet their delay over networks with different characteristics. Due to the importance of patient calls, base stations of wireless networks reserve some channels for patients calls depending on those thresholds that can cause minimal degradation in performance for nonpatient calls. The paper uses data differentiation to determine the status of the patient and predict the additional bandwidth that may be required by the patient in future. Using this scheme, the paper provides a higher channel availability for emergency medical data without reserving the network resources all the time. This paper has also presented an energy efficient key establishment scheme SKEA for body sensor networks. SKEA uses biometric signals to generate a session key. The scheme uses keyed message authentication codes for authentication purposes. The use of biometrics to generate the session key eliminates the need of computationally expensive key generating functions. Moreover, biometrics reduces crosstalk interference between different subjects and avoids possibility of reflection attacks in a challenge-response protocol.
