ABSTRACT. We introduce K-theoretic Gromov-Witten invariants of algebraic orbifold target spaces. Using the methods developed in [20] we characterize Givental's Lagrangian cone of quantum Ktheory of orbifolds in terms of the cohomological cone; as an application we compute the K-theoretic J-function of weighted projective spaces.
INTRODUCTION
K-theoretic Gromov-Witten invariants, introduced by Givental [16] and Y.P. Lee [23] , are holomorphic Euler characteristics of certain bundles on the moduli spaces of stable maps to a complex projective manifold. These invariants are known to satisfy certain finite-difference equations (see e.g. [20] ). K-theoretic Gromov-Witten invariants of homogeneous spaces have rich connections to combinatorics and representation theory. They are related to integrable systems (see e.g. [19] and [7] ). More recently, the relationship between K-theoretic and cohomological Gromov-Witten invariants in genus 0 have been obtained, see [20] .
In this paper we generalize the definition of K-theoretic Gromov-Witten invariants to the case when the target is a smooth projective Deligne-Mumford C-stack X . This is done in Section 2.1. Just like the manifold case, genus 0 invariants can be cast into a loop space formalism. In particular this means that the totality of genus 0 K-theoretic Gromov-Witten invariants can be encoded in a Lagrangian cone L K . We explain how to do this in Section 2.3.
The main result of this paper is Theorem 4.1. The statement of Theorem 4.1 is highly technical and is explained in more details in Section 4. Roughly speaking, Theorem 4.1 characterizes points on the cone L K in terms of fake K-theoretic Gromov-Witten invariants (as defined in Section 3) and twisted orbifold Gromov-Witten invariants ( [28] , [27] ). Since both twisted theory and fake theory are expressible in terms of the usual cohomological Gromov-Witten theory ( [28] , [27] ), Theorem 4.1 expresses K-theoretic orbifold Gromov-Witten theory in terms of the cohomological ones. Hence Theorem 4.1 may be called "quantum orbifold Hirzebruch-Riemann-Roch theorem".
A main geometric ingredient in the proof of Theorem 4.1 is the virtual Kawasaki Riemann-Roch formula, which calculates Euler characteristics in the presence of virtual structure sheaves, see Section 2.4. Processing contributions in virtual Kawasaki Riemann-Roch formula applied to moduli spaces of orbifold stable maps is the main technical aspect of the proof of Theorem 4.1, which occupies Section 5. We follow the approach in [20] . In Section 6 we include some applications of Theorem 4.1. 
PREPARATORY MATERIALS
2.1. K-theoretic orbifold Gromov-Witten theory. The purpose of this subsection is to explain the definition of K-theoretic Gromov-Witten invariants of orbifolds. We first briefly recall the notion of orbifold stable maps to an orbifold X , as introduced in [4] . Definition 2.1 (orbicurves). A nodal n-pointed orbicurve (C, Σ 1 , Σ 2 , . . . , Σ n ) is a nodal marked complex curve such that
• C has trivial orbifold structure on the complement of the marked points and nodes.
• Locally near a marked point, C is isomorphic to [Spec C[z]/Z r ], for some r, and the generator of Z r acts by z → ζz, ζ r = 1.
• Locally near a node, C is isomorphic to [Spec (C[z, w]/(zw)) /Z r ], and the generator of Z r acts by z → ζz, w → ζ −1 w. We call this action balanced at the node.
Definition 2.2 (orbifold stable maps
). An n-pointed, genus g, degree d orbifold stable map is a representable morphism f : C → X , whose domain is an n-pointed genus g orbicurve C such that f * ([C]) = d ∈ H 2 (X , Q).
We denote the moduli spaces 1 of twisted stable maps by K g,n (X , d). More detailed discussions about this moduli space can be found in [3] .
Let
IX := X × ∆,X ×X ,∆ X be the inertia stack of X , where ∆ : X → X × X is the diagonal morphism. The objects of IX may be described as follows:
Ob(IX ) = {(x, g)|x ∈ Ob(X ), g ∈ Aut X (x)}.
We write IX = µ∈I X µ for the decomposition of IX as a disjoint union of connected components. Here I is a index set. There is a distinguished component X 0 := {(x, id)|x ∈ Ob(X ), id ∈ Aut X (x) is the identity element} ⊂ IX which is canonically isomorphic to X . It is often called the untwisted sector.
There is a natural involution ι : IX → IX , (x, g) → (x, g −1 ).
∈ K 0 (M g,n (X , d)). As pointed out in [2, Section 4.5], M g,n (X , d) is the fiber product of universal marked gerbes over K g,n (X , d). Since the fiber product map p :
be the Grothendieck group of topological vector bundles on IX . For E 1 , ..., E n ∈ K 0 (IX ) and nonnegative integers k 1 , ..., k n , define
These are the K-theoretic Gromov-Witten invariants of X . It turns out they satisfy the same relations (string, dilaton, WDVV) as for the case of manifold target spaces. We include these relations in Appendix A.
Cohomological Gromov-Witten invariants of X are defined 2 as follows. For classes ϕ 1 , ..., ϕ n ∈ H * (IX ), define
2.3. Loop space formalism. In this paper we focus our attention on the genus 0 invariants. Let t(q) be a Laurent polynomial in q with vector coefficients in K 0 (IX ). The genus 0 K-theoretic Gromov-Witten potential is defined as:
where the sum is defined over all stable pairs (n, d) and Q d is the representative of d ∈ H 2 (X , Q) in the Novikov ring which is a completion of the semigroup of effective curves in X . The J-function is defined as:
where
are dual bases of K 0 (IX ) with respect to the pairing (−, −) on K 0 (IX ) given by
We make the following Assumption 2.3. The pairing (−, −) is non-degenerate.
In explicit examples, e.g. toric stacks, it is not hard to check this Assumption directly. It is not clear in what generality this Assumption holds true.
We now explain how to describe genus 0 K-theoretic Gromov-Witten theory of orbifolds in Givental's formalism [18] . The description is parallel to the manifold case discussed in [20] .
The J-function is viewed as a function K + → K, where K is the K-theoretic loop space which we now introduce:
One can endow K with a symplectic structure:
and consider the following subspaces:
is a polarization and the J-function is the differential of the potential regarded as a function of 1 − q + t(q). Here 1 − q is the dilaton shift in the K-theoretic set-up. The proof is exactly as the one in [20] for manifold target spaces.
Proof. This is based on the comparison between ancestors and descendant potentials. We include the computation in Appendix B. Then one can prove the corresponding properties for the ancestor cone L τ -this is explained in [20] .
The loop space formalism of cohomological Gromov-Witten theory of an orbifold is described in [28] . We give a brief review. The loop space of the cohomological theory is:
It is endowed with the symplectic structure:
where the pairing (−, −) is the orbifold Poincaré pairing. The cohomological potential and Jfunction are defined using
.
Here {ϕ a } and {ϕ a } are basis dual to each other with respect to orbifold Poincaré pairing. The range of the cohomological J-function is denote by
2.4. Kawasaki Riemann-Roch. In this subsection we describe Kawasaki's Riemann-Roch formula.
Theorem 2.1. Let Y be a compact complex orbifold (or smooth projective Deligne-Mumford Cstack) and V a vector orbibundle on Y. Then:
In what follows we explain this ingredients of this formula. IY is the inertia orbifold of Y, which may be described as follows: around any point p ∈ Y there is a local chart ( U p , G p ) such that locally Y is represented as the quotient of U p by G p . Consider the set of conjugacy classes
Pick an element h i p in each conjugacy class. Then a local chart on IY is given by:
Denote by Y µ the connected components 3 of the inertia orbifold IY. The multiplicity m µ associated to each Y µ is given by
For a vector bundle V we will denote by V ∨ the dual bundle to V . The restriction of V to Y µ decomposes in characters of the g action. Let V (l) r be the subbundle of the restriction of V to Y µ on which g acts with eigenvalue e 2πil r . Then the trace T r(V ) is defined to be the orbibundle whose fiber over the point
is invertible because the symmetry g acts with eigenvalues different from 1 on the normal bundle to the fixed point locus.
The formula (2.5) is proven for complex manifolds in [22] and for Deligne-Mumford stacks in [25] . 
vir is the virtual fundamental class of Y µ , T When Y is a scheme, the formula (2.6) is proved by [15] and [9] . When Y is a Deligne-Mumford stack, (2.6) is proved in [26] under somewhat restrictive assumptions. An approach to removing these assumptions via derived algebraic geometry is currently being developed [24] . 3 We also refer to them as Kawasaki strata.
2.5. Kawasaki strata for K 0,n (X , d). We study K-theoretic Gromov-Witten invariants of an orbifold X by applying Kawasaki's formula (2.6) to the moduli spaces K 0,n (X , d). For this purpose we need to describe symmetries of orbifold stable maps.
Symmetries of stable maps to a manifold target space all come from multiple covers i.e. where the map f factors through a degree-m cover C → C ′ . We refer to these symmetries as "geometric".
Given an orbifold stable map C → X with the induced map between coarse moduli spaces denoted by C → X, the automorphism groups Aut(C → X ) and Aut(C → X) fit into the following exact sequence:
Here K consists of automorphisms of C → X that fix C → X. According to [1] , these automorphisms, which are called "ghost automorphisms", arise from stacky nodes: there are Z r worth of these for each node of the domain curve with Z r stabilizer group.
We refer to [1] and [5] for more discussions on automorphisms of orbifold stable maps.
Following [20] we introduce a dictionary to help us keep track of the Kawasaki strata of K 0,n (X , d) corresponding to the "geometric symmetries" g and of their contributions to the J-function.
Given a Kawasaki stratum, pick C a generic domain curve in this Kawasaki stratum and denote the symmetry associated with it by g. We call the distinguished first marked point of C the horn. the symmetry g acts with eigenvalue ζ on the cotangent line at the horn.
If ζ = 1 the symmetry is trivial on the irreducible component of the curve that carries the horn. We call the maximal connected connected component of the curve that contains the horn on which the symmetry is trivial the head. Notice that the head can be a nodal curve. Heads are parametrized by moduli spaces
In addition, there might be nodes connecting the head with strata of maps with nontrivial symmetries. We call these the arms.
Assume now that ζ = 1, in which case it is an mth root of unity for some m ≥ 2. Identifying the horn with 0, we see that the other fixed point by the Z m symmetry can be either a regular point, a marked point or a node. We call the maximal connected component of the curve on which g m acts trivially and on which g acts with inverse eigenvalues on the cotangent line at each node the stem. The reason why we allow nodes subject to this constraint is because each such node can be smoothed while staying in the same Kawasaki stratum. So stems are chains of (orbifold) P 1 's. In the last P 1 in this chain lies the distinguished point ∞, fixed by the symmetry g. If it is a node, we call the rest of the curve connected to the stem at that node the tail. In addition we encounter the following situation: there are m-tuples of curves (C 1 , . . . , C m ) isomorphic as stable maps, which are permuted by the symmetry g. We call these the legs.
We refer to [20, Figure 1 ] for a depiction of these objects.
Let BZ m be the stack quotient [pt/Z m ]. We identify the stem spaces with moduli spaces of maps to the orbifold X × BZ m . We use the description of maps to Z m given in [21] . Let ζ be a primitive mth root of 1, and let
be the stem space which parametrizes maps (C, x 0 , . . . , x nm+1 , f ) which factor as C → C ′ → X where the first map is given in coordinates as z → z m , x 0 = 0 ∈ C, x nm+1 = ∞ ∈ C and each m-tuple (x mk+1 , . . . , x mk+m ) is mapped to the same point in C ′ . Here ζ is the eigenvalue of the action of the generator ξ ∈ Z m on the cotangent line at x 0 . Proof. Stable maps to BZ m are described in [21] as principal Z m bundle on the complement to the set of special points of C, possibly ramified over the nodes in a balanced way, i.e. such that the holonomies around the node of the two branches of the curve are inverse to each other. Representability of the morphism C → X ensures that the map from the quotient curve C ′ → X is a twisted stable map (the order of stabilizers of the points 0, ∞ is coprime with m).
FAKE GROMOV-WITTEN INVARIANTS
In this Section we study the fake K-theoretic Gromov-Wiiten invariants.
The fake K-theoretic Gromov-Witten invariants of a manifold target space are defined (see [10] and [20] ) using the terms corresponding to the identity symmetry in Kawasaki's formula. These are also called fake Euler characteristics. For orbifold target spaces we define the fake K-theoretic Gromov-Witten invariants to be the sum of contributions in (2.6) from ghost automorphisms:
where Z r parametrizes nodes with non-trivial stabilizer group Z r , T vir are the virtual tangent bundles to the moduli space, and we integrate over the corresponding virtual fundamental classes.
The generating function of fake invariants, called the "fake potential", can be defined in the same way as (2.3). Its domain is the space of formal power series in (q − 1) with coefficients in K 0 (IX ).
The purpose of this Section is to describe how the fake K-theoretic Gromov-Witten theory is related to the cohomological Gromov-Witten theory.
We first explain the loop space formalism for the fake theory. The loop space K f is defined as
with the symplectic form
If we write
then the polarization
. We identify the spaces K 1 and H using the Chern character on IX and extending it by:
We use the formalism of twisted Gromov-Witten theory ( [13] , [28] , [27] ) to see how the cone of the fake theory L f is related to the cohomological one. First we need to describe
where D is the divisor of marked points. Basically the first summand accounts for deformations of the map while the second has fiber over a point (C, Σ i , f ) being
the first term accounts for deformations of complex structure (they are unobstructed), from which we substract the infinitesimal automorphisms which fix the marked points. The deformation theory of orbicurves is described in [2] .
We can imitate the computation in [27, Section 5] to conclude that
Here Z is the codimension 2 nodal locus. We denote by L + and L − the cotangent lines at points on the coarse curves after separating the nodes and their first Chern classes are denoted by ψ + and ψ − .
According to [27] , twisting by characteristic classes of each of the three summands contribute differently to the formalism. The index bundle twisting rotates the cone by a loop group transformation which we denote by △. We apply the twisting theorem of [28] to the twisting data (T d, T X ) to write down the formula for △. Let s(x) be given by
On the connected component X µ of IX denote by T X . Then if we denote the restriction of
where the logarithm of the RHS is a formal series obtained by the procedure:
For simplicity, the dependence on µ is omitted in the notation for these eigenbundles.
Also recall that the Bernoulli polynomials B b (x) are defined by
The second summand in the formula (3.2) accounts for a dilaton shift change from −z to 1−e z = 1 − q, see [27] .
The third summand (nodal twisting) accounts for a change of polarization, and so do the contributions coming from ghost automorphisms. For each nodal locus Z r we have contributions:
(The virtual normal bundle to a nodal locus Z r has first Chern class (ψ + + ψ − )/r.)
Pushing forward the correlators on K 0,n (X , d) we get integrals of the form:
To describe this in the formalism of the twisted Gromov-Witten invariants we need to find a multiplicative class satisfying
The proof in [10, Section 2.5.4] carries over to show that:
To find C we pull back by the map π • i, which multiplies the classes above by the Euler class of the normal bundle to Z r . We get:
The characteristic class C is hence defined by (let L z be the line bundle with c 1 (
This needs to be added to the nodal contribution coming from the tangent bundle T d
This cancels the second term in (3.8), so we are left with the first which is T d ∨ (L ⊗r z ). Hence the nodal twisting is given by
According to [27 (1−q r ) k+1 } where Φ a runs a basis of ⊕ µ K 0 (X µ ) and k runs from 0 to ∞.
Putting the above arguments together, it shows that if we define the fake J function as
then it is the differential of the genus 0 fake potential and if we denote its range by
then we have
THE MAIN THEOREM
For elements f ∈ K, we denote by f ζ expansions of f into Laurent series in (1 − qζ). We regard f ζ as elements in K ζ -the space of formal Laurent power series in (1 − qζ). The map q → qζ
defines an isomorphism between K ζ and K f . Via this isomorphism K ζ becomes a symplectic space with a distinguished polarization.
The J-function J X , as defined in (2.4) is a rational function in q with poles at all roots of unity. Recall that the range of J X is denoted by L, which is an overruled Lagrangian cone, see Theorem 2.4. The following is the main result of this paper, which characterizes points on the cone L in terms of the cone L f of the fake theory. (1) f ζ does not have poles unless ζ = 0, ∞ is a root of unity. 
Here P
i acts by multiplication in K 0 (X µ ).
PROOF OF THE MAIN THEOREM
In this section we give a proof of Theorem 4.1. Proof. Denote by t the sum of correlators for which ζ = 1. Then we have:
where there are n occurrences of t and m of t in the correlators.
The reason why this is true is because each of the special points on the irreducible component that carries the horn is either a marked point or a node connecting it to an arm. If it is a marked point the input in the correlator is t(L). If it is a node, assume it has stabilizer group of order r: it is known that the Euler class of the normal direction to the stratum which smooths the node is
+ are the cotangent lines 5 to the head and arm respectively. Therefore the input is:
(the trace is taken with respect to the Z m symmetry acting on the outgoing stem independently). In addition we have r − 1 contributions from ghost automorphisms corresponding to that node, they have input
for ζ a primitive r root of unity. They add up to (see (3.4))
The node becomes the horn for the integral on the arm. When we sum after all such possibilities, the contribution is t(q) at the point q = L − . The factor 1 n!m! in front of the correlators is combinatorial, it accounts for choosing which are the marked points and occurs because
We can rewrite (5.1) as:
This proves the proposition. 5 Strictly speaking L 1/r ± do not exist on K 0,n (X , d). However, since fake theory involves the Chern characters ch(L 1/r ± ), not the actual line bundles, we may pretend that these line bundles exist.
Expansions at other roots of 1.
Proposition 5.2. Let ζ = 1 be a root of unity. The localization J ζ near q = ζ −1 is a tangent vector to the cone of certain "twisted" fake theory, after identifying the loop spaces using the Chern isomorphism. The application point is the leg T.
Proof. Denote by δt(q) the sum of terms in J X which do not have a pole at q = ζ −1 . Then we can write:
where N 0,n,d is the normal bundle to each stem space. Remember that g acts by ζ on the cotangent line at the first marked point, which explains the denominator 1 − qζL 1/m of the input at that point in the correlators. We now explain the input δt(ζ
If it is a nonspecial point of the original curve, than we claim the input is 1 − ζ −1 L 1/m . For this look at the diagram (assume n = 0 for simplicity, since the presence of legs does not change the following argument):
The restriction of f t 2 to the Kawasaki stratum X 0,2,d (ζ) is an isomorphism so the conormal bundle 
Hence integrals on X 0,2,d (ζ) viewed as a Kawasaki stratum in K 0,1 (X , dm) can be expressed as integrals on the stem space with the input 1 − η −1 L 1/m at ∞. Finally when ∞ is a node, then the input is the polar part of δt(ζ
The reason why we view J ζ (t) as a tangent vector to a Lagrangian cone is that we can identify tangent spaces to cones of theories with first order derivatives of their J-functions. Taking the derivative of J in the direction of v(q) replaces the input by v(q) and one seat in the correlators by v(L).
Although the correlators are on X /Z m , it is explained below that we can identify this generating series with a tangent space to the cone of a twisted theory on X .
We now analyze the leg contribution: Lemma 5.3. Let T be the arm contributions computed at the input t(q) = 0. Then:
Proof. The symmetry g m acts nontrivially at the cotangent line to each copy of the leg because otherwise they are degenerations inside a higher degree stem space. When we sum over all possible contributions for each copy of the leg we get the arm contributions. The legs are not allowed to contain marked points, hence the input is t = 0. Since we have m copies of each leg, the contribution is T r(g| T(L) ⊗m ). The proposition then follows from the next Lemma.
Lemma 5.4 (see [20] , Section 7). Let V be a vector bundle. Then
We thus proved the first two conditions in Theorem 4.1.
Stem theory.
To prove the last condition in Theorem 4.1, we need to describe the tangent and normal bundles to the stem spaces to
in K 0,mn+2 (X , md) in terms of the universal family π : U → M. Denote by
the universal family over K 0,mn+2 (X , md). Denote by U := π −1 (M). Then the map
is a Z m -equivariant lift of π, i.e. each fiber of π is a ramified Z m cover of the corresponding fiber of π. There are also evaluation maps at the last marked point (we omit the index) ev : U → X /Z m and its Z m lift ev : U → X .
Recall that the virtual tangent bundle is given by formula (3.2)
We need to compute the trace of ξ ∈ Z m on each piece of this bundle. Denote by C ζ k the Z m representation C where ξ acts by multiplication by ζ k . K-theoretic push-forwards on orbifolds considered as global quotients extract invariants, so the piece of π * ( ev * T X ) on which T X acts by ζ −k can be expressed as π * ev * (T X ⊗ C ζ k ). Therefore the trace is given by:
Of course the term k = 0 corresponds to the tangent bundle and the others to the normal bundle. Similarly:
Let Z ⊂ U and Z ⊂ U be the nodal loci. We distinguish two types of nodes. When the node is a balanced ramification point of order m, the tangent bundle is one dimensional and is invariant (its
If we denote by Z ξ this nodal locus, downstairs this corresponds to twisting by the class
If the node is unramified, then the covering curve has a Z m symmetric m-tuple of nodes. The smoothing bundle has dimension m; it contains a one dimensional subspace which is tangent to the stratum and a m − 1 dimensional subspace normal to it. Denote by Z 0 , Z 0 the corresponding nodal loci. We claim that:
Proof of (5.4) . We think of the sheaf i 0 * O Z 0 as the trivial bundle on Z 0 . The map p : Z 0 → Z 0 is an m cover. The pushforward of a vector bundle E along this map is the vector bundle E ⊗ C m , where the transition matrices map v ⊗ e i → v ⊗ e i+1 , or equivalently it is the regular Z m representation acting on the direct sum of m copies of E. For each ζ the subbundle on which the generator of Z m acts with eigenvalue ζ is isomorphic to E. Applying this to the trivial bundle proves the claim because:
To prove the last part of Theorem 4.1 we need to introduce more notation and generating series: we index the components of IX × IBZ m by elements ξ ∈ Z m . We write:
For cohomology classes in the identity sector we often omit the element e 1 from the notation. We now introduce the following generating series for Gromov-Witten theory of X × BZ m :
where { φ a } and { φ a } are dual basis with respect to the Poincaré orbifold pairing on I(X /Z m ). It follows from [21] that
We now define their twisted counterparts :
Here Θ 0,n,d is the twisting data coming from the index bundle occurring in the stem theory:
and its inclusion in the correlators means we multiply it with the integrand. The class td λ is the unique multiplicative characteristic class given on line bundles by
For every µ ∈ I introduce the operators: 
Proof. This follows from the twisting theorem of [28] ; notice that the cone for the cohomological Gromov-Witten theory of X × BZ m is a product of m copies of the cone for the cohomological Gromov-Witten theory of X ; similarly tangent spaces to L We now prove the following:
where the Adams operation ψ m :
Proof. we first show that
Note that △ µ and ✷ 0,µ are Euler-Maclaurin asymptotics 6 of infinite products:
It follows that
But from the definition of Euler-Maclaurin expansion we see − log m affects only the terms
since the sum is taken after Chern roots of T X (its restriction to X µ -to be precise) (we used B 1 (x) = x − 1/2 and the definition of the age). Formula (5.5) follows.
Returning to the proof of Proposition 5.6, we know that:
We use the Chern character to define the Adams operation in cohomology:
Notice that if a is homogeneous then ψ m (a) = m deg(a)/2 a.
The J-function J H X has degree two with respect to the grading deg(z) = 2, deg(
, and the age grading in Chen-Ruan orbifold cohomology. Therefore if we write (J
where c = 1 − 2age(X µ ). We can rewrite this as:
We now use the divisor equation to write the RHS of the above as: We now combine (5.5) and (5.9) to write:
where c 0 := age(X µ ) − 1 2 dim C X − c. This proves the proposition because the range of c
We introduce one more generating series:
Notice that if we do the change of variables q 1/m → qζ and Q d → Q md we obtain the localization J ζ .
Proposition 5.7. The element ch (δJ st (δt, T)) lies in the subspace
where the input T is related to the application point J tw X /Zm by the projection [. . .] + along the polarisation pertaining to the identity sector in:
Proof. We use the results of [27] which explain how the twisting by characteristic classes of bundles π * (L −1 − 1) and π * i * O Z (they were called twistings of type B and C respectively) affect the conenamely by a change of dilaton shift and polarization.
According to the description of the virtual normal bundle N 0,n,d , ch(δJ st ) is obtained from δJ tw X /Zm by twisting of type B and C classes of Corollaries 6.2 and 6.3 in [27] . Therefore it lies in the same space as δJ tw X /Zm , which according to the Proposition 5.6 is
However, the dilaton shift (see Corollary 6.2 of [27] ) changes from −z to 1 − e mz , and so does the space H − of the polarization. Changing the input at the first marked point from
) is equivalent to considering the generating series with respect to the polarization pertaining to the sector ξ ∈ Z m . The input T is related to J 
Proof. ch (δJ st (δt, T)) lies in the space
and (up to a scalar) we also have from Proposition 5.6 that ch(J tw
The input of J f is determined as:
where (. . .) + means projection along the space K f − . Comparing with (5.10) and taking into account that the negative space of the identity sector is ch
, and that ψ m (1 − q) = 1 − q m we see that we must have T = ψ m ( T). Replacing:
we see that δJ st (δt, T) lies in the space
Now notice that For the "if" implication of Theorem 4.1, it is enough to prove that given a point in K subject to the three constraints in the statement of Theorem 4.1 one can uniquely reconstruct J (t) from projections to the spaces K ζ + . We prove that Proposition 5.9. The J-function is determined from head and stem correlators.
Proof. We use Propositions 5.1 and 5.2 and Lemma 5.3 to reconstruct the values of the J-function recursively on degrees d. First one sees that we can recover J (0) up to degree d from head and stem correlators assuming arms and tails are known in degree strictly less than d. There are a few cases that require attention : for instance the head can have degree 0, but then the stability condition implies there are at least 2 arms -hence each has degree strictly less than d. We can now recover the arm and tail at t = 0 and degree d by projections on K f + and K ζ + and proceed inductively to higher degree.
We can thus reconstruct the arm T in all degrees, which also gives us the leg ψ m ( T). Now starting with any input t we can determine t up to degree d (assuming we know the tails in degree < d) from stem correlators and then use this to recover J (t) -hence the arms and tails -up to degree d.
SOME APPLICATIONS
In this section we discuss some applications of Theorem 4.1.
Corollary 6.1. The K-theoretic Gromov-Witten invariants can be computed from the cohomological ones.
Proof. Proposition 5.9 determines the J-function from the fake J-function. Theorem 3.1 in principle expresses the fake invariants in terms of cohomological ones. The Corollary follows by combining these two results.
The next application concerns the D-module structure in quantum K-theory. Pick a basis p a ∈ H 2 (X ) and let P a be line bundles such that e −pa = P a . Let D q denote the algebra of differential operators generated by powers of P a and Q d , for d lying in the Mori cone of X . Define a representation of D q on K using the operators P a q Qa∂ Qa and multiplication by Q d in the Novikov ring. Then We conclude with an example.
Example 6.2. Let P(w 0 , . . . , w n ) be the weighted projective space. Theorem 4.1 allows us to verify that
where P = O(−1).
The inertia stack of P(w 0 , . . . , w n ) is indexed by the set { 
One can use the twisting theorem of [11] to find a family of elements that lies on the cone of the theory twisted by the data (T P(w 0 ,...,wn) , T d). More precisely it is proved in there that by multiplying each coefficient of Q d by certain "modification factors" (depending on the characteristic class and on the bundle) one obtains points on the cone of the twisted theory. In our case, keeping in mind that T P(w 0 ,...,wn) is (⊕ i O(w i )−1) ∈ K 0 (P(w 0 , . . . , w n )) and that the group element associated with the sector of the inertia stack labeled by d acts on O(w i ) with eigenvalue e 2πi dw i (the z in that paper has become −z in ours) it turns out these modification factors in our case are exactly
7 The Novikov ring in [12] is defined in terms of intersection numbers of curve classes against an ample generator c 1 (O(1)) of P(w 0 , . . . , w n ), This differs slightly from the Novikov ring used in this paper.
We refer to [11] for more details on this. We get the following family of elements on the cone of the fake theory −ze
After taking into account the dilaton shift change we get the family
on the cone L f . Setting t = 0 we see that
lies on the cone L f , as required.
Moreover J f (t)/(1 − q) (string flow) is a tangent point to L f . We make the change of variable :
to obtain a family of tangent points to the cone thus transformed:
We apply again the twisting theorem of [11] to the operator ∇ ζ to get the family
We now apply the operator
e−1 k=1 (1 − q w i m∂p q k ) where ∂ p = ∂/∂t. This operator preserves tangent spaces to Lagrangian cones since it's a power series in z∂ p (see for example [13] ). Since D I ζ (0) = J ζ (0) the result follows.
APPENDIX A. TAUTOLOGICAL EQUATIONS IN GENUS 0
The purpose of this appendix is to explain several tautological equations of K-theoretic GromovWitten invariants of a stack X . We restrict our attention to genus 0 invariants Let q 1 , ..., q n be formal variables.
Theorem A.1 (string equation).
The proofs of these two Theorems are completely analogous to their counterparts in the manifold case (see [23, Sections 4.4 and 4.5] ), given that the bundles L i → K g,n (X , d) are the pull-backs of the corresponding line bundles on M g,n (X, d) via the natural map K g,n (X , d) → M g,n (X, d), given by associating to an orbifold stable map C → X the induced map C → X between the coarse moduli spaces.
Let {e i } ⊂ K 0 (IX ) ⊗ Q be an additive basis. Let {t i } be coordinates associated to this basis. Put t := i t i e i ∈ K 0 (IX )⊗Q. Consider the following generating function of genus 0 K-theoretic Gromov-Witten invariants without descendants:
Consider the following metric
Note that G ij | Q=0 = g ij := (e i , e j ). Define G ij to be entries of the inverse matrix of (G ij ).
Define the quantum product on K 0 (IX ) to be (A.5) ((e i ⋆ e j , e k )) :
Proof. The proof is completely analogous to its counterpart in the manifold case, see [16] and [23, Section 5.1]. The necessary splitting properties of the virtual structure sheaves can be proved in exactly the same way as its counterpart in the manifold case (see [23, Section 3.7] ).
Corollary A.4. The quantum product ⋆ is associative and commutative.
We now discuss topological recursion relations in genus 0. Consider the following generating function of genus 0 K-theoretic descendant Gromov-Witten invariants:
Theorem A.5 (topological recursion relations).
Proof. The proof is completely analogous to its counterpart in the manifold case, which is discussed in [20, Section 3] . The description of the tautological line bundles needed in the orbifold case is described in [28, Appendix E].
APPENDIX B. ANCESTORS AND DESCENDANTS
In this appendix we prove the relation between the ancestor and descendant potentials, which does not appear anywhere in the literature in the K-theoretic setting. We first define the main objects of interest. Let f t n,l denote the composition
where the second map forgets the last l marked points. Denote by
The genus 0 ancestor potential is defined as
where τ occurs in the last l entries. Its differential, the ancestor J-function, gives rise to a Lagrangian space
where K τ is the loop space defined to be the same as K but with the symplectic form based on the nonconstant pairing G αβ defined in the Appendix A.
We introduce the notation
Define the S τ matrix by
and
First we prove that S τ is a symplectomorphism 8 . The condition on S being symplectic transformation reads
where I is the identity matrix. We show that:
For simplicity we omit the subscript indicating the dependence of S on τ . Hence:
(B.4)
We can now use WDVV relation 9 in Appendix A to swap some inputs, formula (B.4) becomes:
By string equation and definition, the last two factors give δ µ1 , so the quantity in formula (B.5) is
Using again the string equation, (B.6) becomes
This proves the claim (B.3).
Theorem B.1. Let L be the cone of quantum K-theory of X . Then
To compare ancestor and descendant classes, let L 1 be the pull-back along the map f t n,l to K 0,n+l (X , d) and let D be the divisor which parametrizes maps such that the component on which marked the point 1 lies gets contracted by the forgetful morphism. Then
D is not irreducible, but a divisor with normal crossings ∪ i D i . Its structure sheaf can be expressed in terms of the structure sheaves of its components as
For more on this see [16] . In the following computation it is convenient to write the input
This is possible because the line bundles L i have a minimal polynomial P (L) = 0, P (0) = 0.
9
In the more general form that involves descendant line bundles, whose proof is the same. Rearranging the above sum after powers of (L − 1), we see that the coefficient of (L − 1) i equals
This is the same as the coefficient of (q − 1)
i in the [S τ t(q)] as one sees by expanding
k , φ α 0,2 (τ ).
So in the end if we denote t := [S τ t] + the power series truncation of S τ t we have t(L), . . . 0,n (τ ) = t(L), . . . 0,n (τ ).
Of course the same procedure can be applied at all marked points to get t(L), . . . , t(L) 0,n (τ ) = t(L), . . . , t(L) 0,n (τ ).
Taking into account the dilaton shift, if we set q = [S τ q] + we get To prove a relation on potentials we need to take into account the terms missing from the ancestor potential, which correspond to n 0 ≤ 2. A computation using dilaton equation shows that
Wrapping up, we get Notice that [Sq] + is the pq part of the Hamiltonian of S and that 1/2 q, q 0,2 . is the q 2 part (there is no p 2 part). We refer to [17] for more on quadratic hamiltonians. The statement of Theorem B.1 now follows from the Hamilton-Jacobi equation. We refer to [14, Section 9.1], leaving the details to the reader.
