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Precise spectroscopy of oscillating fields plays significant roles in many fields. Here, we propose an exper-
imentally feasible scheme to measure the frequency of a fast-oscillating field using a single-qubit sensor. By
invoking a stable classical clock, the signal phase correlations between successive measurements enable us to
extract the target frequency with extremely high precision. In addition, we integrate dynamical decoupling tech-
nique into the framework to suppress the influence of slow environmental noise. Our framework is feasible with
a variety of atomic and single solid-state-spin systems within the state-of-the-art experimental capabilities as a
versatile tool for quantum spectroscopy.
Introduction.– Sensors working in quantum regime with
new capabilities, large bandwidths, extremely high spatial
and spectral resolutions attract increasingly interest in the
field of precision metrology [1–17]. Frequency spectroscopy
with single-qubit probes (e.g., nitrogen-vacancy centers in di-
amond) as one major branch in this field has achieved a sig-
nificant breakthrough since the quantum heterodyne (Qdyne)
technique was developed [18–20]. It enables a quantum sen-
sor for precise spectroscopy to go beyond its coherence time
by nonlinearly mixing a target signal field with a stable local
oscillator [19].
In particular, precise frequency determination of fast-
oscillating fields can have plenty of significant applications,
e.g. high-resolution microwave field spectrum analyzation
[21–23], detection of electron spin motions in solids [24–26]
and nuclear magnetic resonance in the high magnetic field
regime [27, 28]. Conventional quantum lock-in detection,
which allows a probe to cumulatively sense an oscillating
signal, usually requires implementing a sequence of periodic
spin-flipping pi-pulses, the repetition rate of which should be
resonant with the target field [29–38]. However, the accessi-
ble time duration to implement a sharp pi pulse in experiments
is not infinitesimal but a finite interval e.g. a few tens nanosec-
onds in solid-state-spin systems, due to the power limitations
of the control fields [28, 39] and the deleterious high-power
heating effects, e.g. in biological environments [40], which
makes quantum heterodyne detection of high-frequency os-
cillating fields a big challenge.
In this work, we propose an experimentally feasible scheme
for measuring the frequency of a fast-oscillating field using a
single qubit sensor. In each single measurement, we effec-
tively obtain a much slower radio-frequency (RF) signal field
in a rotating frame, which is then spectrally separated from its
noise environment and measured using a dynamical decou-
pling sequence. Extremely sharp pi-pulses to be synchronized
with the fast-oscillating field are thus not required and the sen-
sor’s working region can be extended to the high-frequency
range under ambient conditions. We further extract infor-
mation on the target frequency by harnessing phase correla-
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FIG. 1. Frequency measurement with a single-qubit probe. (a) A
single qubit acting as a probe interacts with an oscillating field. (b)
Conventional quantum lock-in detection to measure the longitudinal
component of the target signal. (c) Qdyne measurement chain. Each
single measurement consists of initialization (green rectangles) and
readout (yellow rectangles) of the sensor, interaction with the target
field (blue rectangles) and an additional delay time (gray wave lines
with arrows in both ends) accompanied by a stable local oscillator
for precise time recording.
tions between successive single measurements based on the
Qdyne technique. The proposal is feasible with a solid-state-
spin system formed by negatively charged nitrogen-vacancy
(NV) center in diamond as well as other atomic qubit systems,
and thus serves as a versatile tool for high-resolution quantum
spectroscopy.
Effective RF signal in the transverse plane.– We con-
sider a generic two-level system acting as a quantum sen-
sor described by the Hamiltonian Hp = (ω0/2)σz , with
the Pauli operator σz = |0〉〈0| − |1〉〈1|. The sensor is ex-
posed to a fast-oscillating field, see Fig.1 (a), with the in-
teraction Hamiltonian assumed as Hs = ~b · ~σ cos(ωt + ϕs)
and ~σ = (σx, σy, σz), where ω is the target frequency to
be estimated and ~b = (bx, by, bz) is a vector of signal cou-
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2pling strength. Conventional quantum lock-in detection usu-
ally measures the longitudinal field component of the target
field, i.e. z-component, which is parallel to the quantization
axis of the probe [1, 11, 19], which however becomes invalid
in the case of a fast-oscillating field. It can be seen from Fig.1
(b) that experimentally accessible finite-width pi pulses fail to
flip the probe spin fast enough to be resonant with the target
field. As a result, actions on the probe carrying information
about the target frequency can not coherently adds up.
Instead, we measure transverse field components in the x-y
plane by tuning the energy splitting ω0 of the sensor close to
the target frequency ω. We remark that such a theoretical set-
ting is feasible with a variety of experimental platforms, e.g.
the ground-state energy levels of the NV center electron spin
are split by a few gigahertz due to zero-field splitting and can
be adjusted by an external static magnetic field [6]. Thus, we
tune the difference ∆ = ω − ω0 to be on the order of mega-
hertz and make it satisfy ks = (b2x+ b
2
y)
1/2  |∆|  ω+ω0,
which results in an effective RF signal in the interaction pic-
ture with respect to Hp = (ω0/2)σz as follows [41]
HI ≈ ks
2
[cos(∆t+ ϕ)σx + sin(∆t+ ϕ)σy] , (1)
wherein ϕ = ϕs + θ, tan(θ) = bx/by . In order to extract
phase information on ϕ from this RF signal and suppress slow
environmental noise, a dynamical decoupling sequence nearly
resonant with ∆ can be exploited. We stress that influence of
the oscillating field existing through the whole measurement
is negligible in the stage of sensor initialization and readout
under the condition |∆|  ks.
As an illustrative example, we apply a train of Carr-Purcell-
Meiboom-Gill (CPMG) sequences [42–44], i.e. (τ -pix-τ -
pix)
Ns , which periodically rotates the sensor around xˆ direc-
tion. Consequently, we are left in the toggling frame with an
effective Hamiltonian [41]
H(ϕ) ≈ ks
pi
cos(δt+ ϕ)σy, (2)
where δ = ∆ − pi/τ denotes a small detuning due to lack of
accurate information about ω. We remark that other types of
dynamical decoupling methods, e.g. XY-8 sequence [41] and
concatenated continuous driving [39, 45] are also available to
extract signal information and isolate the sensor from its noisy
environment.
Frequency-measurement protocol.– The protocol consists
of many periodic successive measurements over coherence
time of the target field, see Fig.1 (c). Each single measure-
ment contains three steps, including an interaction time Ts
with the target field, an initialization and readout time Tr
of the sensor and an additional delay time Td to adjust the
sampling rate. Hence the length of a single measurement is
given by TL = Ts + Tr + Td, defining a sampling frequency
fL = 1/TL. In the n-th single measurement, we initialize
the sensor in state |1〉, after an evolution time Ts governed by
the Hamiltonian in Eq.(2), the final population of the sensor
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FIG. 2. Population signal P (ϕ) in a single measurement. (a) Pop-
ulation P (Ns) = P (ϕ = 0)|Ts=2Nsτ versus the number Ns of
applied CPMG sequences. The green filled circles governed by the
Hamiltonian in Eq. (1) agree well with the red curve associated with
the analytical result in Eq.(3). As a comparison, we also calculate
dynamics with (blue) and without (gray) dynamical decoupling se-
quences in the presence of magnetic noise averaged over 500 real-
izations. (b) Population P (ϕ) under single noise realization (orange
filled circles), fitting well with the analytical result in Eq.(3) (green
curve), shows an exact 2pi-periodicity versus the initial phase ϕ of
the target field at fixed sequence numbers. (c) Dependence of signal
contrast C on the sequence number Ns. The parameters are chosen
as ks/2pi = 50kHz, τ = 0.5us, and ∆/2pi = 1MHz + 0.232kHz.
We model the magnetic noise δB(t) as an O-U process with a corre-
lation time τB = 4ms and a standard deviation ∆B/2pi = 100kHz.
in superposition state |+〉 = (|0〉+ |1〉)/√2 is found to be
Pn ≡ P (ϕn) = sin2[Φ(ϕn)− pi
4
], (3)
where ϕn = ωtn + ϕ with tn = (n − 1)TL denot-
ing the starting time of the n-th measurement and Φ(ϕ) =
ksTssinc(δTs/2) cos(δTs/2 + ϕ)/pi. We note that the phase
ϕn can be equivalently rewritten as ϕn = δLtn + ϕ, where
δL = ω − 2piNLfL is the reduced signal frequency with NL
an appropriate integer to guarantee the condition |δL/2pi| <
fL/2. The validity of Eq.(3) is testified by our exact numerical
simulation governed by the Hamiltonian in Eq.(1), see Fig.2
(a), where we also take into account the influence of slow
magnetic noise with and without applying CPMG sequences
as a comparison. The noise is described by an additional term
3Hnoise = δB(t)σz/2 where the noise δB(t) is phenomeno-
logically modelled by a stochastic Ornstein-Uhlenbeck (O-U)
process [46], which is reasonable for several quantum plat-
forms, e.g. NV color centers [47–49] or trapped ion systems
[11]. It can be seen that the main effects of noise can be
eliminated by dynamical decoupling sequences, resulting in
a largely extended coherence time of the sensor, which would
play a significant role in the case of weak signal detection. On
the other hand, P (ϕ) at a fixed evolution time, even though
with visible fluctuations in the presence of a single noise re-
alization, exhibits an exact 2pi-periodicity versus the initial
phase ϕ of the target field, as shown in Fig.2 (b). We remark
that this feature is crucial for us to correlate successive sin-
gle measurements of the whole Qdyne measurement chain by
precise timekeeping and extract the information on the target
frequency beyond the limitation set by the sensor’s coherence
time [18, 19]. In order to find an appropriate number Ns of
CPMG sequences to be applied, we further define the signal
contrast as follows
C =
Max[P (ϕ)]−Min[P (ϕ)]
Max[P (ϕ)] + Min[P (ϕ)]
, (4)
where Max (Min) represents the maximum (minimum) value
of P (ϕ) as a function of the signal phase ϕ. It can be seen
from Fig.2 (c) that the contrast C increases and would nearly
saturates to 1 as Ns grows. Thus, we can set the required se-
quence number in each single measurement run as the number
Ns = N
∗
s at which C begins to saturate.
State-selective fluorescence detection is an efficient method
to readout the state of several quantum systems, such as
trapped ions [50] and solid-state spins in diamond [2], which
defines a mapM transforming the population signal Pn into a
random variable zn denoting the number of photons collected
in each experimental run
zn =M[Pn]. (5)
As an ideal example, zn = Bn[Pn] represents a Bernoulli
random process which takes the value 1 with a probabil-
ity of Pn and the value 0 with a probability of 1 − Pn.
The Bernoulli process based mapping only involves quan-
tum projection noise. More realistically, we assume that
zn = Pois[µ0 + (µ1 − µ0)Bn[Pn]], or equivalently zn ∼
PnPois[µ1] + (1− Pn)Pois[µ0], where Pois[µi], i = 0, 1, de-
scribes a Poissonian process with the mean value µi, which is
connected with the photon shot noise.
The information about the signal frequency is imparted
onto a time trace ofN measurement outcomes {z}Nn=1 at sam-
pling times {tn}Nn=1. We extract the target frequency ω by
making a discrete Fourier transform z˜k =
∑N
n=1 zne
i2pink/N ,
k = 0, 1, · · · , N − 1, which corresponds to the amplitude at
the frequency component f = kfL/N . The associated power
spectrum Fk = |z˜k|2 is found to satisfy
〈Fk〉 =
∣∣∣∣∣
N∑
n=1
〈zn〉ei2pin kN
∣∣∣∣∣
2
+
N∑
n=1
Var[zn], (6)
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FIG. 3. Dependence of average spectral density 〈Fkp〉 at the sig-
nal peak and its fluctuation (∆Fkp)
2 on the total measurement
runs N in a Qdyne experiment chain. As an illustrative exam-
ple, we simulate 500 different realizations of a stochastic process
zn = Pois[0.1 + Bn[Pn]] with Pn = 0.5 + 0.3 cos[0.3pi(n − 1)],
n = 1, 2, · · · , N , from which 〈Fkp〉 (red dots) and ∆Fkp (error bar)
with kp = 0.15N are calculated and fitted by 〈Fkp〉 = 0.0228N2
(red line), (∆Fkp)
2 = 0.0369N3 (green line in the inset). We re-
mark that both fitting results agree well with the analytical results
given by Eq.(7) as 〈Fkp〉 ≈ 0.0225N2 and (∆Fkp)2 ≈ 0.0372N3.
with 〈zn〉 = µ0+(µ1−µ0)Pn. It can be seen that the first term
shows a peak at δ¯L = δLN/(2pifL) with a widthw = 1/N , to
which we refer as the signal scaling as N2, while the second
term is a uniform part for all frequency components which
scales as N [41]. Therefore, when N is large enough, the
average spectral density 〈Fk〉 agrees with the spectral density
of 〈zn〉, which in principle allows us to extract δL from 〈Fk〉.
Analysis of sensing performance.– The power spectrum
{Fk}N−1k=0 derived from a Qdyne measurement chain is only
a single realization of a stochastic process with the mean
value 〈Fk〉. In order to verify the possibility of extract-
ing δL from Fk, we demonstrate that the fluctuation of this
stochastic process, defined by (∆Fk)2 = 〈Fk〉2 − 〈F 2k 〉, is
negligible compared to the signal itself, i.e. 〈Fk〉 around
its peak. Without loss of generality, by assuming a process
Pn = a+b cos(δLt+ϕ) with a, b certain real parameters[41],
the signal and its fluctuation are found to be
〈Fkp〉 ≈ b2(µ1 − µ0)2βN2/4,
(∆Fkp)
2 = ηN3,
(7)
where kp denotes the neighboring integers close to δ¯L =
δLN/(2pifL), and the coefficients β, η depend on the dif-
ference value kp − δ¯L [41]. Based on the above result in
Eq.(7), we find that the signal-to-noise ratio near the signal
peak scales as R = 〈Fkp〉/∆Fkp ∼ O(
√
N)  1, implying
that Fkp obtained from a single stochastic realization agrees
well with 〈Fkp〉 although accompanied by a relatively small
fluctuation, and can thus be exploited to extract δL. Such scal-
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FIG. 4. Numerical simulation of a Qdyne measurement chain with
N = 105 successive measurements. (a) First 100 outcomes of the
measurement array {zn}Nn=1. Each blue dot denotes the number of
emitted photons in a single experimental run generated by a map
zn = Pois[0.7 + 0.3Bn[Pn]]. (b) Partial power spectrum Fk of the
measurement array. The inset shows an enlargement at the signal
peak, which is fitted with the formula in Eq.(8) and yields δ¯L =
12320. Here, we choose the sampling frequency as fL = 10kHz,
the parameters of the oscillating field as ω/2pi = 1801MHz +
501.232kHz, ks/2pi = 50kHz, ∆/2pi = 1MHz+0.232kHz, γ = 0,
the CPMG sequences as τ = 0.5us, N∗s = 9. The parameters of the
O-U magnetic noise are τB = 4ms, ∆B/2pi = 0.1MHz. The result
leads to an estimated frequency as δL/2pi = δ¯LfL/N = 1232.0Hz.
ings of 〈Fkp〉 ∼ N2 and (∆Fkp)2 ∼ N3 are also testified by
our exact numerical simulations, as shown in Fig.3.
Furthermore, we numerically simulate a complete Qdyne
measurement process, each single measurement run of which
is governed by the Hamiltonian in Eq.(1) together with longi-
tudinal magnetic noise, see Fig.4. In addition, we assume a
relatively small state-dependent fluorescence, e.g. µ0 = 0.7,
µ1 = 1, which is similar to the experimental readout effi-
ciency of NV center in diamond. It can be seen that the Fourier
spectrum Fk shows an ultra-sharp peak at the reduced target
frequency δL, the width of which is w ' δf ≡ fL/N . In
order to accurately extract δL, we use the following function
with undetermined parameters {A,B, γ¯, δ¯L} [41]
Fk = A
cosh(γ¯)− cos [2pi(k − δ¯L)]
γ¯2 + 4pi2(k − δ¯L)2
+B, (8)
to fit the neighborhood points of the signal peak, which en-
ables us to determine δL with a precision ∼ w/R ∼ N−3/2.
Note that γ¯ is associated with the intrinsic linewidth γ of the
target field by the relation γ = γ¯fL/N [41].
Measurement precision of the signal frequency can also be
analyzed from the perspective of quantum Fisher information
(QFI). For the n-th measurement, the state population is given
by Pn = sin2(Φn − pi/4) with Φn = Φ(ϕn) based on a mea-
surement basis |+〉〈+|, which is optimal with respect to the
sensor’s final state [19], thus the QFI of a single measurement
with respect to the target frequency ω is given by
In(ω) = |∂Pn/∂Φn|
2
Pn(1− Pn)
∣∣∣∣∂Φn∂ω
∣∣∣∣2 . (9)
Under the condition of (ω − ω0 − pi/τ)Ts = δTs  1, we
obtain In(ω) ≈ 4k2sT 2s (tn + Ts/2)2 sin2(ωtn + ϕ)/pi2 and
further the QFI of the whole Qdyne measurement chain as
I(ω) =
N∑
n=1
In(ω) ≈ 2k2sT 2s T 2LN3/(3pi2) ∼ k2sT 2s T−1L T 3
(10)
for N  1. On the other hand, the minimum frequency
change that can be detected above the noise level satisfies
the well-known quantum Cramér-Rao bound [51], i.e. δω >
1/
√I(ω). Therefore, the measurement precision scales as
δω ∝ k−1s T−1s T
1
2
L T
− 32 , which is consistent with the above
analysis in the context of signal-to-noise ratio.
Conclusions & Outlook.– We present an experimentally
feasible scheme for precise spectroscopy of high-frequency
oscillating fields using a single-qubit sensor, which is inacces-
sible for conventional quantum lock-in detection method. By
approximately matching the two-level quantum sensor’s en-
ergy splitting with the field frequency, the proposal effectively
transforms the transverse field components to the RF range
in a rotating frame. Thus, it provides a powerful method for
quantum spectroscopy when the signal’s oscillating period is
much shorter than experimentally accessible time duration to
implement spin-flipping pi pulses, which would significantly
extend bandwidths of a single-qubit sensor. In combination
with the dynamical decoupling technique, our scheme is ro-
bust against slow environmental noise acting on the sensor. A
further extension to more general control pulse sequences ro-
bust to pulse imperfections is possible and may increase the
information that can be obtained from the oscillating fields
[52]. This result is expected to extend the application of quan-
tum heterodyne detection in the high frequency regime.
Acknowledgment.– This work is supported by the Na-
tional Natural Science Foundation of China (No. 11874024,
11690032), the Open Project Program of Wuhan National
Laboratory for Optoelectronics (No. 2019WNLOKF002).
Note added.– After the completion of this work, we became
aware of the related work [53]
[1] Norman F. Ramsey, “A molecular beam resonance method with
separated oscillating fields,” Phys. Rev. 78, 695 (1950).
[2] C. L. Degen, F. Reinhard, and P. Cappellaro, “Quantum sens-
ing,” Rev. Mod. Phys. 89, 035002 (2017).
[3] Antonio Acín, Immanuel Bloch, Harry Buhrman, Tommaso
Calarco, Christopher Eichler, Jens Eisert, Daniel Esteve, Nico-
las Gisin, Steffen J Glaser, Fedor Jelezko, et al., “The quantum
5technologies roadmap: a European community view,” New J.
Phys. 20, 080201 (2018).
[4] D. DeMille, J. M. Doyle, and A. O. Sushkov, “Probing the
frontiers of particle physics with tabletop-scale experiments,”
Science 357, 990 (2017).
[5] Dmitry Budker and Michael Romalis, “Optical magnetometry,”
Nat. Phys. 3, 227 (2007).
[6] J. M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D. Budker,
P. R. Hemmer, A. Yacoby, R. Walsworth, and M. D. Lukin,
“High-sensitivity diamond magnetometer with nanoscale reso-
lution,” Nat. Phys. 4, 810 (2008).
[7] F. Casola, T. van der Sar, and A. Yacoby, “Probing condensed
matter physics with magnetometry based on nitrogen-vacancy
centres in diamond,” Nat. Rev. Mater. 3, 17088 (2018).
[8] N. Aslam, M. Pfender, P. Neumann, R. Reuter, A. Zappe, F. F.
de Oliveira, A. Denisenko, H. Sumiya, S. Onoda, J. Isoya, et al.,
“Nanoscale nuclear magnetic resonance with chemical resolu-
tion,” Science 357, 67 (2017).
[9] M. Hatridge, R. Vijay, D. H. Slichter, John Clarke, and I. Sid-
diqi, “Dispersive magnetometry with a quantum limited SQUID
parametric amplifier,” Phys. Rev. B 83, 134501 (2011).
[10] Joel Moser, J Güttinger, Alexander Eichler, María J Esplandiu,
DE Liu, MI Dykman, and Adrian Bachtold, “Ultrasensitive
force detection with a nanotube mechanical resonator,” Nat.
Nanotechnol. 8, 493 (2013).
[11] Shlomi Kotler, Nitzan Akerman, Yinnon Glickman, Anna Ke-
selman, and Roee Ozeri, “Single-ion quantum lock-in ampli-
fier,” Nature 473, 61 (2011).
[12] W. C. Campbell and P. Hamilton, “Rotation sensing with
trapped ions,” J. Phys. B 50, 064002 (2017).
[13] K. C. McCormick, J. Keller, S. C. Burd, D. J. Wineland, A. C.
Wilson, and D. Leibfried, “Quantum-enhanced sensing of a
single-ion mechanical oscillator,” Nature 572, 1 (2019).
[14] Tuvia Gefen, Maxim Khodas, Liam P. McGuinness, Fedor
Jelezko, and Alex Retzker, “Quantum spectroscopy of single
spins assisted by a classical clock,” Phys. Rev. A 98, 013844
(2018).
[15] Yi-Xiang Liu, Ashok Ajoy, and Paola Cappellaro, “Nanoscale
vector dc magnetometry via ancilla-assisted frequency up-
conversion,” Phys. Rev. Lett. 122, 100501 (2019).
[16] Amit Rotem, Tuvia Gefen, Santiago Oviedo-Casado, Javier
Prior, Simon Schmitt, Yoram Burak, Liam McGuiness, Fedor
Jelezko, and Alex Retzker, “Limits on spectral resolution mea-
surements by quantum probes,” Phys. Rev. Lett. 122, 060503
(2019).
[17] Daniel Cohen, Tuvia Gefen, Laura Ortiz, and Alex Retzker,
“Achieving the ultimate precision limit in quantum NMR spec-
troscopy,” arXiv:1912.09062 1912.09062.
[18] Jens M Boss, KS Cujia, Jonathan Zopes, and Christian L De-
gen, “Quantum sensing with arbitrary frequency resolution,”
Science 356, 837 (2017).
[19] Simon Schmitt, Tuvia Gefen, Felix M Stürner, Thomas Unden,
Gerhard Wolff, Christoph Müller, Jochen Scheuer, Boris Nay-
denov, Matthew Markham, Sebastien Pezzagna, et al., “Sub-
millihertz magnetic spectroscopy performed with a nanoscale
quantum sensor,” Science 356, 832 (2017).
[20] D. R. Glenn, D. B. Bucher, J. Lee, M. D. Lukin, H. Park,
and R. L. Walsworth, “High-resolution magnetic resonance
spectroscopy using a solid-state spin sensor,” Nature 555, 351
(2018).
[21] M Chipaux, L Toraille, Ch Larat, L Morvan, S Pezzagna, J Mei-
jer, and Th Debuisschert, “Wide bandwidth instantaneous radio
frequency spectrum analyzer based on nitrogen vacancy centers
in diamond,” Appl. Phys. Lett. 107, 233502 (2015).
[22] Linbo Shao, Mian Zhang, Matthew Markham, Andrew M.
Edmonds, and Marko Loncˇar, “Diamond radio receiver:
Nitrogen-vacancy centers as fluorescent transducers of mi-
crowave signals,” Phys. Rev. Applied 6, 064008 (2016).
[23] Andrew Horsley, Patrick Appel, Janik Wolters, Jocelyn Achard,
Alexandre Tallaire, Patrick Maletinsky, and Philipp Treutlein,
“Microwave device characterization using a widefield diamond
microscope,” Phys. Rev. Applied 10, 044039 (2018).
[24] AO Sushkov, N Chisholm, I Lovchinsky, M Kubo, PK Lo,
SD Bennett, David Hunger, Alexey Akimov, Ronald Lee
Walsworth, H Park, et al., “All-optical sensing of a single-
molecule electron spin,” Nano Lett. 14, 6443 (2014).
[25] S Kolkowitz, A Safira, AA High, RC Devlin, S Choi, QP Unter-
reithmeier, D Patterson, AS Zibrov, VE Manucharyan, H Park,
et al., “Probing Johnson noise and ballistic transport in normal
metals with a single-spin qubit,” Science 347, 1129 (2015).
[26] LT Hall, P Kehayias, DA Simpson, A Jarmola, A Stacey,
D Budker, and LCL Hollenberg, “Detection of nanoscale
electron spin resonance spectra demonstrated using nitrogen-
vacancy centre probes in diamond,” Nat. Commun. 7, 10211
(2016).
[27] J. Casanova, Z.-Y. Wang, I. Schwartz, and M. B. Plenio,
“Shaped pulses for energy-efficient high-field NMR at the
nanoscale,” Phys. Rev. Applied 10, 044072 (2018).
[28] Nati Aharon, Ilai Schwartz, and Alex Retzker, “Quantum con-
trol and sensing of nuclear spins by electron spins under power
limitations,” Phys. Rev. Lett. 122, 120403 (2019).
[29] K. Khodjasteh and D. A. Lidar, “Fault-tolerant quantum dy-
namical decoupling,” Phys. Rev. Lett. 95, 180501 (2005).
[30] Götz S. Uhrig, “Keeping a quantum bit alive by optimized pi-
pulse sequences,” Phys. Rev. Lett. 98, 100504 (2007).
[31] Goren Gordon, Gershon Kurizki, and Daniel A. Lidar, “Opti-
mal dynamical decoherence control of a qubit,” Phys. Rev. Lett.
101, 010403 (2008).
[32] Michael J Biercuk, Hermann Uys, Aaron P VanDevender,
Nobuyasu Shiga, Wayne M Itano, and John J Bollinger, “Op-
timized dynamical decoupling in a model quantum memory,”
Nature 458, 996 (2009).
[33] L. T. Hall, C. D. Hill, J. H. Cole, and L. C. L. Hollenberg,
“Ultrasensitive diamond magnetometry using optimal dynamic
decoupling,” Phys. Rev. B 82, 045208 (2010).
[34] G De Lange, ZH Wang, D Riste, VV Dobrovitski, and R Han-
son, “Universal dynamical decoupling of a single solid-state
spin from a spin bath,” Science 330, 60 (2010).
[35] G. de Lange, D. Ristè, V. V. Dobrovitski, and R. Han-
son, “Single-spin magnetometry with multipulse sensing se-
quences,” Phys. Rev. Lett. 106, 080802 (2011).
[36] Wen Yang, Zhen-Yu Wang, and Ren-Bao Liu, “Preserving
qubit coherence by dynamical decoupling,” Front. Phys. China
6, 2–14 (2011).
[37] Alexandre M. Souza, Gonzalo A. Álvarez, and Dieter Suter,
“Robust dynamical decoupling for quantum computing and
quantum memory,” Phys. Rev. Lett. 106, 240501 (2011).
[38] D. Farfurnik, A. Jarmola, L. M. Pham, Z. H. Wang, V. V. Do-
brovitski, R. L. Walsworth, D. Budker, and N. Bar-Gill, “Op-
timizing a dynamical decoupling protocol for solid-state elec-
tronic spin ensembles in diamond,” Phys. Rev. B 92, 060301
(2015).
[39] Alexander Stark, Nati Aharon, Thomas Unden, Daniel Louzon,
Alexander Huck, Alex Retzker, Ulrik L. Andersen, and Fe-
dor Jelezko, “Narrow-bandwidth sensing of high-frequency
fields with continuous dynamical decoupling,” Nat. Commun.
8, 1105.
[40] Q.-Y. Cao, P.-C. Yang, M.-S. Gong, M. Yu, A. Retzker, M.B.
6Plenio, C. Müller, N. Tomek, B. Naydenov, L.P. McGuinness,
F. Jelezko, and J.-M. Cai, “Protecting quantum spin coher-
ence of nanodiamonds in living cells,” Phys. Rev. Applied 13,
024021 (2020).
[41] See further derivation details in the supplementary material.
[42] H. Y. Carr and E. M. Purcell, “Effects of diffusion on free pre-
cession in nuclear magnetic resonance experiments,” Phys. Rev.
94, 630 (1954).
[43] S. Meiboom and D. Gill, “Modified spin-echo method for mea-
suring nuclear relaxation times,” Rev. Sci. Instrum. 29, 688
(1958).
[44] Terry Gullion, David B Baker, and Mark S Conradi, “New,
compensated Carr-Purcell sequences,” J. Magn. Reson. 89, 479
(1990).
[45] J-M Cai, B Naydenov, R Pfeiffer, L P McGuinness, K D Jahnke,
F Jelezko, M B Plenio, and A Retzker, “Robust dynamical de-
coupling with concatenated continuous driving,” New J. Phys.
14, 113023 (2012).
[46] C. Gardiner, Handbook of stochastic methods for physics,
chemistry, and the natural sciences (Springer-Verlag, 2004)
Chap. 3.
[47] V. V. Dobrovitski, A. E. Feiguin, R. Hanson, and D. D.
Awschalom, “Decay of Rabi oscillations by dipolar-coupled
dynamical spin environments,” Phys. Rev. Lett. 102, 237601
(2009).
[48] G. de Lange, Z. H. Wang, D. Ristè, V. V. Dobrovitski, and
R. Hanson, “Universal dynamical decoupling of a single solid-
state spin from a spin bath,” Science 330, 60 (2010).
[49] A. Bermudez, F. Jelezko, M. B. Plenio, and A. Retzker,
“Electron-mediated nuclear-spin interactions between distant
nitrogen-vacancy centers,” Phys. Rev. Lett. 107, 150503 (2011).
[50] K. Kim, S. Korenblit, R. Islam, E. E. Edwards, M.-S. Chang,
C. Noh, H. Carmichael, G.-D. Lin, L.-M. Duan, C.-C. Joseph
Wang, et al., “Quantum simulation of the transverse Ising
model with trapped ions,” New J. Phys. 13, 105003 (2011).
[51] Samuel L. Braunstein and Carlton M. Caves, “Statistical dis-
tance and the geometry of quantum states,” Phys. Rev. Lett. 72,
3439 (1994).
[52] Joonhee Choi, Hengyun Zhou, Helena S. Knowles, Renate
Landig, Soonwon Choi, and Mikhail D. Lukin, “Robust dy-
namic Hamiltonian engineering of many-body spin systems,”
Phys. Rev. X 10, 031002 (2020).
[53] Jonas Meinel, Vadim Vorobyov, Boris Yavkin, Durga Dasari,
Hitoshi Sumiya, Shinobu Onoda, Junichi Isoya, and Jörg
Wrachtrup, “Heterodyne sensing of microwaves with a quan-
tum sensor,” arXiv:2008.10068 (2020).
Supplementary material
1. Derivation of the effective Hamiltonian in the toggling frame
We consider a two-level quantum system acting as a single-qubit sensor, which is exposed to a fast oscillating field and
described by a total Hamiltonian as
Ht =
ω0
2
σz +~b · ~σ cos(ωt+ ϕs) + δB(t)
2
σz, (S.1)
where δB(t) describes slow environmental noise with a correlation time τB and a standard deviation denoted by ∆B . We
remark that transverse noise in the x-y plane is largely suppressed by the energy splitting ω0 of the qubit sensor. By moving to
the interaction picture with respect to H0 = (ω0/2)σz , we obtain
Ht ≈ δB(t)
2
σz +
ks
2
[cos(∆t+ ϕ)σx + sin(∆t+ ϕ)σy] , (S.2)
under the conditions of ks =
√
b2x + b
2
y  |∆|  ω + ω0 and bz  ω, wherein ∆ = ω − ω0. More accurately, ∆ can be
defined as ∆ = ω−ωd, where ωd represents the frequency of external control fields, i.e. spin-flipping pi-pulses. In this case, we
obtain an additional term H ′ = (δd/2)σz , δd = ω0 − ωd to Eq.(S.2) in the interaction picture with respect to H ′0 = (ωd/2)σz .
We remark that a small detuning of δd can be eliminated by dynamical decoupling sequences, which makes the proposal in the
main text more feasible and robust in experiments.
CPMG sequence.– In order to extract signal information in Eq.(S.2) and prolong the sensor’s coherence time in a single mea-
surement, we apply a train of CPMG sequences i.e. (τ -pi-τ -pi)Ns along the xˆ-direction, which results in an effective Hamiltonian
in the toggling frame [1] as
H(ϕ) = ks
2
cos(∆t+ ϕ)σx + f(t)
δB(t)
2
σz + f(t)
ks
2
sin(∆t+ ϕ)σy, (S.3)
where f(t) is a modulation function arising from periodic pi-pulses. More precisely, f(t) = 1 if 0 6 mod(ωst, 2pi) < pi
otherwise f(t) = −1 with ωs = pi/τ , which can be expanded as f(t) =
∑
n=odd (4/npi) sin(nωst). Under the conditions of
ωs ≈ ∆ {ks,∆B} and τ  τB , we obtain (i.e. Eq.2 in the main text)
H(ϕ) ≈ ks
pi
cos(δt+ ϕ)σy, (S.4)
where δ = ∆ − ωs ≈ 0. If we initialize the sensor in state |1〉 and let it evolve under the Hamiltonian in Eq.(S.4) for time Ts,
the population in the state |+〉 = (|0〉+ |1〉)/√2 is found to be
P (ϕ) = sin2[Φ(ϕ)− pi
4
], (S.5)
where Φ(ϕ) = ksTssinc(δTs/2) cos(δTs/2 + ϕ)/pi [2].
XY-8 sequence.– As an alternative efficient method to decouple environmental noise and measure the effective signal field in
Eq.(S.2), we can also use a train of XY-8 sequences, i.e. (τ -pix-τ -piy-τ -pix-τ -piy-τ -piy-τ -pix-τ -piy-τ -pix)Ns . By moving to the
interaction picture with respect to this control field, we similarly obtain an effective Hamiltonian in the toggling frame as
H˜(ϕ) = h(t)δB(t)
2
σz + f(t)
ks
2
cos(∆t+ ϕ)σx + g(t)
ks
2
sin(∆t+ ϕ)σy, (S.6)
where f(t), g(t) and h(t) are modulation functions associated with the periodic XY-8 sequences. The Fourier expansion coeffi-
cients of these functions, corresponding to the harmonics cos(nω˜st), ω˜s = pi/(4τ), n ∈ Z, can be obtained as follows
fn =
4
npi
[
sin(
3npi
8
)− sin(7npi
8
)
]
,
gn =
4
npi
[
sin(
npi
8
)− sin(5npi
8
)
]
,
hn =
4
npi
[
sin(
npi
8
)− sin(3npi
8
) + sin(
5npi
8
)− sin(7npi
8
)
]
.
(S.7)
2In this case, we require δ˜ = ∆− ω˜s ≈ 0. In a similar way we derive Eq.(S.4), the Hamiltonian in Eq. (S.6) can be approximated
as
H˜(ϕ) = ks
4
f1
[
cos(δ˜t+ ϕ)σx − sin(δ˜t+ ϕ)σy
]
, (S.8)
under the conditions of ω˜s  {ks, δ˜,∆B/4} and τ  τB , where the denominator factor of ∆B/4 results from the fact that hn
takes nonzero values only at n = 4m, m ∈ Z+. If the sensor is initialized in the state |+y〉, the final population in the state |0〉
after an evolution time t is given by
P˜ (ϕ) =
∣∣∣〈0| ei δ˜2σzte−i( δ˜2σz+ g2 cosϕσx− g2 sinϕσy)t |+y〉∣∣∣2 = 1
2
[
1 +
g
Ω
cos(ϕ) sin(Φ)− 2gδ˜
Ω2
sin(ϕ) sin2(
Φ
2
)
]
, (S.9)
where g = ksf1/2, Ω =
√
g2 + δ˜2 and Φ = Ωt.
2. Fourier analysis of the Qdyne measurement
The state population in Eq.(S.5) for the j-th measurement (based on CPMG-sequence) takes the form
Pj = c+ d sin(η cos(ωtj−1 + ϕ+ δTs/2)), (S.10)
where η = ksTssinc(δTs/2)/pi and c, d are some real parameters. Provided that η < 2, Pj can be approximated as
Pj ≈ c+ 2dJ1(η) cos(ωtj−1 + ϕ+ δTs/2), (S.11)
based on the formula sin(η cos θ) = 2
∑∞
n=0(−1)nJ2n+1(η) cos(2n+ 1)θ. While in the case of XY-8 sequence, we have
Pj ≈ [c˜+ d˜ cos(ϕj + θ˜)], (S.12)
where c˜, d˜ and θ˜ are parameters depending on g, δ˜ and Φ. Therefore, without loss of generality, we consider an example of the
form Pn = a + b cos(2piftn + θ)e−γtn in the following discussion, where γ denotes the intrinsic linewidth of the target field.
By assuming a photon emission process as zn ∼ PnPois[µ1] + (1− Pn)Pois[µ0], we find that
〈zn〉 = az + bz cos(2piftn + θ)e−γtn , (S.13)
Var[zn] = µ20 + (µ
2
1 − µ20)Pn + 〈zn〉(1− 〈zn〉), (S.14)
where az = µ0 + a(µ1 − µ0) and bz = b(µ1 − µ0). Moreover, the power spectrum of {zn}Nn=1 is given by
Fk =
N∑
n,m=1
znzme
i2pi(n−m) kN , k ∈ (−N/2, N/2]. (S.15)
Under the assumption that 〈znzm〉 = 〈zn〉〈zm〉 for m 6= n, the average of Fk is found to be
〈Fk〉 =
∣∣∣∣∣
N∑
n=1
[az +
bz
2
(ei2pin
f¯
N +iθ−n γ¯N + e−i2pin
f¯
N−iθ−n γ¯N )]ei2pin
k
N
∣∣∣∣∣
2
+
N∑
n=1
Var(zn), (S.16)
with f¯ = fN/fL and γ¯ = γN/fL. In order to calculate 〈Fk〉, we define the following functions as
fα(x) =
1
N
N∑
n=1
ei2pin
x
N−n γ¯N ,
fβ(x) = |fα(x)|2 = 1
N2
cosh(γ¯)− cos(2pix)
cosh( γ¯N )− cos(2pi xN )
≈ 2 [cosh(γ¯)− cos(2pix)]
γ¯2 + 4pi2x2
, x/N  1, γ¯/N  1.
(S.17)
Without loss of generality, we assume that f¯  1, N2 − f¯  1 and 0 < k 6 N/2. Thus, we can get
σ =
∑
n
Var(zn) ≈
[
µ20 + a(µ
2
1 − µ20) + az(1− az)
]
N − b2z
sinh(γ¯)
2 sinh( γ¯N )
∼ O(N), (S.18)
3and (i.e. Eq.8 in the main text)
〈Fk¯〉 ≈
b2z
4
βN2 ∼ O(N2), (S.19)
where β = fβ(kp − f¯) and kp denotes the neighboring integers of f¯ . Similarly the fluctuation of Fk is given by
(∆Fk)
2 ≈ 2σ〈Fk〉+ F (3)(k), (S.20)
where
F (3)(k) =
N∑
n,m,q
(〈z2n〉 − 〈zn〉2) 〈zm〉〈zq〉(ei2pi(2n−m−q)k/N + ei2pi(m+q−2n)k/N) . (S.21)
For k = kp, we can obtain
F (3)(kp) ≈ b
4
z
8
Re
[
f2α(f¯ − kp)fα(2kp − 2f¯)
]
N3, (S.22)
which further leads to that (i.e. Eq.8 in the main text)
(∆Fkp)
2 ≈ ηN3, (S.23)
with
η =
b2z
2
β
[
µ20 + a(µ
2
1 − µ20) + az(1− az)−
b2z
2
]
+
b4z
8
Re
[
f2α(f¯ − kp)fα(2kp − 2f¯)
]
. (S.24)
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