Hierarchical supporting structures for dynamic organization in many-core computing systems are presented. With profound hardware variations and unpredictable errors, dependability becomes a challenging issue in the emerging many-core systems. To provide fault-tolerance against processor failures or performance degradation, dynamic organization is proposed which allows clusters to be created and updated at the run-time. Hierarchical supporting structures are designed for each level of monitoring agents, to enable the tracing, storing and updating of component and system status. These supporting structures need to follow software/hardware co-design to provide small and scalable overhead, while accommodating the functions of agents on the corresponding level. This paper presents the architectural design, functional simulation and implementation analysis. The study demonstrates that the proposed structures facilitate the dynamic organization in case of processor failures and incur small area overhead on many-core systems.
INTRODUCTION
With constant technology scaling, many-core computing systems have become a reality (Vangal et al., 2008) . By exploiting massive parallelism, such systems are expected to provide much higher theoretical performance than single-core or few-core chips. For instance, TeraFLOPS (Vangal et al., 2008) , an 80-core processor, achieves over 1.0 TFLOPS ( 10 12 floatingpoint operations per second). To provide interconnection in a scalable manner, Network-on-Chip (NoC) is widely adopted as the communication architecture for many-core systems (Jantsch and Tenhunen, 2003; Vangal et al., 2008) . In particular, regular network layout (e.g. mesh) with predictable link delay and electrical properties are favoured for general-purpose NoCs (Pamunuwa et al., 2004) .
Dependability is a major design challenge on many-core systems. While an increasing number of resources can be integrated onto a single die, the fault occurrence is also rising (Shamshiri et al., 2008) . For one thing, due to the small feature size, process variation and aging, the probability of permanent and transient faults increases in VLSI chips (Collet et al., 2009) . For another, the deviation in the supply voltage and threshold voltage may lead to longer critical paths and consequent worse performance (Unsal et al., 2006) . When certain resources in a manycore system fail, the system should still properly perform with the remaining resources, in order to provide dependable computing and improve the yield (Shamshiri et al., 2008) .
Hierarchical agent-based adaptation (H2A) is a systematic and generic approach to achieve selfadaptive parallel computing (Guang et al., 2010) . Software and hardware agents are embedded on different organization levels, to monitor and reconfigure global and local services, including energy management and dependable computing. The top-level agent, platform agent, is responsible for system-level, coarse-grained resource allocation. Regional-level agents, cluster agents, are managing intra-cluster services, e.g., energy management. In particular, the agents need to enable run-time resource reconfiguration in case of component failures. This paper proposes hierarchical supporting structures on agent-based many-core systems, to enable the run-time status tracing, storing and updating. We present the concept of dynamic organization, which allows a cluster to be dynamically created and updated in case of permanent failures or performance degradation. In addition, to offer scalability towards 100s-1000s future chips, the structures need to follow software/hardware (SW/HW) co-design techniques to reduce the overhead. We will present the architecture design, SW/HW co-synthesis, simulation and implementation analysis for the hierarchical supporting structures.
The rest of the paper is outlined as follows: Section 2 describes the most relevant existing works. Section 3 explains dynamic organization in H2A platforms. Section 4 presents the architectural design and implementation of the hierarchical supporting structures. Section 5 presents functional simulation and implementation overhead analysis. Section 6 discusses the assumption of fault types. The paper is concluded in Section 7.
RELATED WORK
Core-level redundancy is a well-proven technique for fault-tolerance and dependability in many-core systems. (Zhang et al., 2008) proposes to employ corelevel redundancy in homogeneous many-core systems. In particular, it presents reconfiguration heuristics to transform any physical topologies into a unified logic topology. In this way, core failures will lead to the same network topology as seen by the operating system and the programmer. (Shamshiri et al., 2008) identifies that employing spares for in-field recovery can improve the manufacturing yield and reduce the overall cost. (Chou and Marculescu, 2011) presents resource management techniques on NoCs to address several fault-tolerance metrics (e.g. weighted Manhattan distance and link contention). While these works provide a foundation for utilizing core-level redundancy, this paper focuses on the dynamic organization against failures in a hierarchically monitored system. Clustering, instead of deploying an algorithm or a configuration on the whole system, is a technique to improve application performance and efficiency in parallel and distributed systems. (Lu et al., 2008) proposes a fast simulated annealing based approach for application mapping on NoCs. It narrows the search space from the whole NoC down to network regions (clusters), thus significantly reduces the timing complexity of the mapping algorithm. (Guang et al., 2009) proposes clustering algorithm to locate network regions with similar traffic density, so that the same frequency can be applied within these clusters to reduce the synchronization overhead. For any clusterization algorithms, the system needs to trace the run-time organization for future reconfiguration. The hierarchical supporting structure proposed in this paper is a systematic and low-complexity approach to enable the dynamic clusterization process.
Our previous work (Guang et al., 2010) presents hierarchical agent-based architecture for parallel and embedded systems. It proposed the initial idea of tracing system parameters using look-up tables. However, our work at that stage had not concretely formulated the motivation and architectural design of dynamic organization in the agent-based platform. Another existing work (Ostroumov and Tsiopoulos, 2012) presents formal-method-based design of the hierarchical agent architecture, formulating agents' functions in managing run-time faults. Compared to these previous efforts, this paper presents the architectural design of the hierarchical supporting structures, and proposes SW/HW co-synthesis of these structures based on the implementation of agents on the corresponding level. Functional simulation and implementation overhead analysis are provided to further demonstrate the proposed structures.
DYNAMIC ORGANIZATION
To provide efficient and scalable management, a many-core system can be hierarchically organized. To account for the processor errors and failures, such organization needs to be dynamically created and maintained. This section motivates and overviews dynamic organization in hierarchically agent-based parallel systems.
Hierarchical Agent-based Adaptation
Hierarchical Agent-based Adaptation (H2A) is a scalable design approach for self-aware and adaptive system. An overview is provided based on the previous work (Guang et al., 2010) (Fig. 1) . The system is monitored, at the highest level, by the platform agent, which is responsible for coarsegranular system management. The platform agent is aware of all the available resources, and can provide run-time resource allocation. To alleviate the monitoring and control bottleneck of the platform agent, the system is divided into a number (applicationspecific) of clusters. Each cluster is a group of components, and may execute a particular application in a multi-application system. The cluster agent monitors and decides on the intra-cluster configuration, e.g., power management or energy-performance tradeoff. Each component in a cluster, a cell, as the basic organizational unit, is monitored by one cell agent. The cell agent senses the local component status, reports to the cluster or platform agents, and actuates the configuration. The hierarchical function partitioning among agents is designed to serve both local and global services on specific levels. To offer physical scalability in terms of agent overheads, software/hardware (SW/HW) co-design is applied to different level of agents. Given the diversity of services for system-level management, software-based design (i.e., a dedicated core) is a proper design choice for the platform agent. For the cell agents, as local services are usually modular and fast, hardware-based design is suitable. Cluster agents, with intermediate granularity, may combine both software and hardware components to tradeoff flexibility and speed.
Agent-based Dynamic Organization
As processing cores suffer from unpredictable failures, clusters in H2A architecture need to be dynamically reconfigured. Broken cells need to be removed from a cluster, with proper replacement of spares. In addition, the performance of clusters may degrade, e.g. when the working frequency decreases due to the variation of threshold voltage (Borkar et al., 2003) . In this case, spares may be integrated into a cluster to speed up the application. The dynamic organization, which provides dependable computing in case of processor failures or performance degradation, requires agents and their affiliated structures to track the runtime organization and system parameters. A motivational example, illustrated with the NoC platform, is given in Fig. 2 . The dynamic organization involves a monitoring, decision-making and reconfiguration process:
• Monitoring. This stage identifies processor failures or variation-induced timing errors (leading to performance degradation). The detection of processor failures can be performed in a variety of manners, for instance, by running test programs on a processor to compare the outputs (Oh et al., 2002) . In addition, the timing errors induced by the process variations can also be detected by comparing the register output with a delayed latch output (Das et al., 2009) . Such run-time testing can be issued by the platform, cluster or cell agents, for instance, by temporarily taking a processor from normal operation and running the test program. As the testing techniques for processor failures are beyond the scope of this paper, it is assumed that cell agents can detect processor failures and notify their occurrences to the platform agent.
• Decision-making. As the platform agent is aware of all cells' status (Section 4 will explain how), it is the platform agent that decides on a proper spare for a cluster with broken cells. The choice can be made, for instance, to minimize the total communication energy after replacement. If necessary, a complete application remapping can be performed for the involved cluster. The removal of broken cells and the replacement of spares will be actuated in the reconfiguration stage.
• Reconfiguration. In particular, spares for replacement will be notified of the cluster agent's location. Similarly, the cluster that receives new cells will be updated with the cells' locations. The reconfiguration not only applies to spares, but also to cells that are reconfigured to a different cluster. In case a system is short of resources accommodating all applications, the platform agent may decide to reallocate a processor from a lowerprioritized cluster (based on its application) to a cluster running a more critical task.
The partitioning of agents' roles can be flexibly designed. Here the choice of spares is made by the platform agent to prevent conflicts when two cluster agents attempt to utilize the same spare. As an alternative, if spares are reserved for specific clusters, the allocation of spares can be made as part of cluster agents' services.
HIERARCHICAL SUPPORTING STRUCTURE
As agents are implemented with SW/HW co-design, specific supporting structures are needed to facilitate the agent-based dynamic organization process. In particular, the run-time tracing, storing and updating of cell/cluster/platform status need to be realized with simple, low-overhead and scalable designs. This section will present the hierarchical supporting structures with proper SW/HW co-synthesis as suitable to the corresponding level of agents.
Functional Design
The supporting structures include Resource Look-up Table ( RLT) on the platform agent, Cluster Look-up Table ( CLT) on the cluster agent, Cluster Identifier Register (CIR) and Re-Routing Table ( RT) on the cell agents. Fig. 3 illustrates the functional overview of these structures. The system is initially configured with a number of spare cells, and divided into a number of clusters, e.g. one cluster for one application. At the runtime, before loading a new stream (assuming streaming applications without implying restrictions), all cell agents perform a self-test. Any processor failure will be notified to the platform agent. Upon receiving the fault status, the platform agent attempts to locate the most suitable spare cell for the broken cell. As the platform agent is aware of the processor status in all clusters, it can assign the spare cells without locating the same spare in two clusters. Based on the replacement decisions, the platform agent continues with dynamic organization. It writes the CIR of the chosen spare cell with the address of the cluster agent. The RT of each router is also updated by the platform agent, so that the spare cell's address will replace that of the broken cell. For the cluster agent, the platform agent updates its CLT by removing the broken cell and adding the new cell. Lastly, the platform agent updates its own RLT, based on the new cluster information. Then on the properly configured platform, a new stream can be processed, with other potential services, e.g. energy management. The initial clusterization is decided by the platform agent, and will be actuated via configuring the RLT, CLT and CIR. Spares can be allocated per system, with the platform agent deciding on the suitable spare cell. As an alternative, if spares are reserved for each cluster, the cluster agent can decide on the proper spare cell.
Detailed structures of RLT, CLT and CIR are as follows:
• Resource Look-up Table (RLT) . Affiliated with the platform agent, RLT is a reconfigurable storage of all cells' monitored parameters, which are accessible to the platform agent. As illustrated in Fig. 3 , RLT has the number of entries as large as the total number of cells in the system. In each entry, fields related to the cell's utilization status (used or spare) and fault status (proper or broken). The utilization and fault status are needed for the platform agent to determine the mapping, for instance, choosing the closest replacement for a broken core. The entries in RLT are updated by the platform agent, either upon receiving new cell status from the cell agents, or after the platform agent decides on a new clusterization.
• Cluster Look-up Table ( CLT). On each cluster agent, CLT holds the status of cells currently allocated to the cluster, and the information of application(s) currently running in the cluster. As illustrated by Fig. 3 , the number of entries in CLT is the number of cells and applications allocated to the cluster. Any broken cell will be cleared by removing its entry in CLT. Each entry for cells include the cell ID (the address of the cell in the network), and the run-time parameters (usually design specific such as buffer load, cache hit rate). The run-time parameters are used for adaptive optimization. For instance, the buffer load can indicate network congestion in energyperformance trade-off. Each entry for applications include the application ID and timestamps of monitored milestones (e.g., the starting/end time). Compared to the content in RLT, CLT does not include the fields of cell utilization and fault status, as all cells stored in CLT are actually being utilized. When new cells are allocated to a cluster, or broken cells are removed from the cluster, the platform agent will update the CLT accordingly. On the other hand, the run-time optimization (such as the energy management) is done at the cluster level, thus the cell and application parameters, as reported by each cell agent, are stored only in the CLT.
• Cluster Identifier Register (CIR) and Re-routing Table ( RT). On each cell agent,there is a CIR, which stores the location of the cluster agent. As a cell (utilized or spare) can be allocated to any cluster at the run-time, CIR, being reconfigurable by the platform agent, is written with the current cluster agent's address. In addition, to support the data communication after fault-triggered remap- 
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The number of cells in the platform ping, a RT is attached to each router, which is also written by the platform agent. When a broken processor is replaced by a new processor, all packets destined for the broken processor will be modified with a new destination (in the header flit).
SW/HW Co-synthesis
Following the SW/HW co-design of agents, RLT is implemented as part of the local memory of the platform agent (software agent). CLT is implemented as a pre-processing hardware unit for the cluster agent (a thread on one processing core). CIR and RT are simply hardware registers in each cell. Fig. 4 presents the SW/HW co-synthesis of the hierarchical supporting structures. RLT, where utilization status of all cells is stored, is implemented in the distributed memory of the plat- form agent. Implementing RLT in the existing memory space instead of a dedicated hardware unit is based on two-fold considerations:
• The size of RLT can easily fit into a distributed memory space. The entry width of RLT is log 2 N + 2 + log 2 N in bits, as the status field requires 2 bits (3 states: faulty, used, spare) and cell/cluster location each requires log 2 N bits (N is the maximal number of nodes in NoC). Given 1000 nodes in NoC, each entry becomes 22-bit wide covering 3 bytes. Even assuming an entry uses one 32-bit memory line (e.g. Leon3 processor is 32b), the RLT can fit in 4KB memory space, which is a small portion of common processor's memory space (for instance, a Leon 3 processor in (Chen and Zhonghai, 2010) has 64KB local memory).
• Implementing RLT in the distributed memory provides high flexibility for the platform agent to access the table as memory operations. In addition, any processor can be configured as the platform agent (during compilation). If RLT is implemented as a dedicated hardware unit, only the cells attached with RLTs can be configured as the platform agent (unless a RLT is attached to every node).
CLT is implemented as a pre-processing unit to the cluster agent (Fig. 4) . Each cluster agent is implemented as a software thread, sharing a processing core with computation threads. When the cluster agent perform, e.g., energy-performance tradeoff, it may wait on specific information (e.g., the local loads), which suspends the thread. When the information is sent from each cell agent, it will be stored in the CLT. When a certain criteria is met, e.g., the loads of all routers are returned, an output signal is generated from CLT to wake up the suspended cluster agent thread. Each entry of CLT contains the monitored parameters of one cell or the timestamps of a running application. At the run-time, these parameters will be updated in an unpredictable order. The local load of each router, as an example, may be reported by the corresponding cell agent in a random order. The interrupt triggering criteria can be dynamically configured with RSM (row selection mask) and PSM (parameter selection mask) (Fig. 4) . The RSM can be written by the cluster agent to choose the interested cells or applications. To choose the interested parameters, the PSM can be configured by the cluster agent. In case of dynamic organization, complete entries in CLT will be updated. For instance, the row for a broken cell will be replaced by one for the spare cell.
Implementing CLT in hardware is an alternative to the software-based implementation of a look-up table (e.g., the RLT). The design choice is based on twofold considerations:
• The pre-processing unit only wakes up the thread when all needed information is ready, instead of triggering a context-switch every time one piece of information is received. Such technique reduces the timing overheads caused by excessive context switching.
• If the platform needs to support the scenario where every node can host a cluster agent, one CLT should be attached to each node. Considering 32-entry (thus accommodating 32 cells in the cluster) 16-bit wide CLT, it only covers 2.2% of a 64-bit router(Section 5). Surely the size of CLT is application dependent, though its small overhead can be clearly identified. Thus the hardwarebased CLT implementation is highly feasible.
As each cell agent is a hardware-based unit wrapped within a NoC node, implementing RT and CIR as registers becomes a natural design choice. It should be noted that these registers are writable by the platform agent. In the dynamic clusterization process, CIR will be updated with the cluster agent address, and the RT will be updated with the failure and spare cells' indexes.
QUANTITATIVE EVALUATION
With a register transfer level implementation of manycore systems, this section validates the function of the proposed hierarchical supporting structures and analyzes the physical overhead.
Experimental Setup
Agents and the supporting structures are implemented upon the McNoC platform (Chabloz and Hemani, 2012) . The platform is composed of Leon 3 processors connected with mesh network-on-chip, as similar to the illustration in Fig. 4 . It adopts distributed shared memory. Each processor has 64KB shared memory (Chen and Zhonghai, 2010) . The network utilizes wormhole switching and hot-potato routing, as in Nostrum architecture (Jantsch, ) . Each router can be configured dynamically with different voltages and frequencies based on GRLS (globally ratiochronous, locally synchronous) timing (Chabloz and Hemani, 2010) . In particular, any local clock needs to be rationally related to a reference clock ( f l = 1 N f r , N is an integer). Synthesis of a router in 65nm CMOS technology identifies the maximum speed of a router is 300MHz with 1.32V. Thus four voltage and frequency pairs can be reconfigured for each router: (300MHz, 1.32V), (100MHz, 1.1V), (50MHz, 1.1V) and (20MHz, 1.1V) 1 . The agents and the hierarchical supporting structures are implemented as described in Section 4.
Functional Simulation
To validate the function of the hierarchical supporting structures, two streaming applications are simulated on the experimented platform. The first application is for image processing BASIZ (Roig et al., 2007) , which requires 26 cores, mapped on a 6 × 5 network area and configured into one cluster. The other application, MPEG encoding (Khan and Ahmed, 2008) , requires 21 cores. It is mapped on a 5 × 5 NoC area, also configured into a cluster. Both clusters will contain 4 spare cores as redundancy.
To simulate the dynamic organization, three random processor failures are injected into each cluster. As illustrated in Fig. 5 , the many-core system goes through the following reconfiguration: each application is mapped onto the designated cluster with randomly injected errors. The mapping utilizes treemodel based mapping algorithm (Yang et al., 2010) as an example of energy-aware mapping without implying limitation. The RLT, CLT, CIR and RT (Section 4) are accordingly configured. Afterwards each cluster agent performs dynamic energy management in each cluster. In particular, each cluster is initially configured with the highest voltage and frequency (300MHz, 1.32V). After one application stream completes, the cluster agent identifies the router with maximal load (measured as the buffer occupancy ratio in any passed period), and then applies a lower level of voltage and frequency. The dynamic energy management is only designed to validate if the system works properly after processor failures. Fig. 6 illustrates the energy consumption of 45 streams of both applications after failure-triggered dynamic organization. The energy value is normalized with the energy consumption of the first stream (highest voltage and frequency setting). It can be observed that the energy management works properly in both clusters. The energy savings are 16.53% and 13.62% respectively. This demonstrates that both clusters maintain their functions with the processor failures resolved by the dynamic organization. 
Overhead Analysis
The overheads of RLT and CLT need to be analyzed differently. RLT is a memory-mapped look-up table, and each entry can fit into a 32-b memory line (Section 4.2). Therefore, the overhead of RLT can be analyzed as a percentage of the platform agent's local memory. CLT, on the other hand, is hardware circuitry, thus its overhead is obtained from synthesis of register transfer level implementation. The few registers used for CIR and RT are negligible. The overheads of RLT and CLT are summarized in Table 1 . Considering a system with as many as 1000 processing cores, RLT only incurs a small 6.3% memory usage of the 64KB local memory of the platform agent. CLT incurs 9451 um 2 area overhead if designed with 32 entries (accommodating at maximum 32 cells in the cluster), which is only 2.2% of a 64b wormhole router in the McNoC (Chabloz and Hemani, 2012) . In particular, the size of CLT is not dependent on the system size, but the cluster size. As long as the maximum size of a cluster is bounded, the CLT will incur scalable overhead when more cells are integrated into the system.
DISCUSSION
The dynamic clusterization presented here assumes permanent processor failures. Addressing the link errors will expand the fault tolerance of the NoC platform, as partially discussed in an existing work (Asad , 2012) . If there are spare wires, the connectivity can still be maintained with the same dynamic clusterization process. In case a link is permanently disconnected, adaptive rerouting may be needed for data and monitoring communication. In addition, the remapping algorithm should consider the inaccessibility of disconnected cells. This paper focuses on the architectural support of the hierarchical organization, so that a broken cell does not interrupt the function of the involved cluster and the whole platform. The problems of recovering from other types of errors or failures are for future work.
CONCLUSIONS
This paper presented hierarchical supporting structures for dynamic organization in many-core computing systems. While agents provide run-time adaptivity, supporting structures are needed to trace, store and update the system status. The design of these structures needs to consider the SW/HW co-design of agents on the corresponding level. In particular, resource look-up table, which keeps track of all cells' status, is implemented as part of the local memory of the platform agent. Cluster look-up table, which has both storage and pre-processing functions, is implemented as a dedicated hardware unit for each cluster agent. Cluster identifier register and re-routing table are small registers on each cell agent. The paper motivated the dynamic organization for dependability, and explained the agents' roles in the involved process. It elaborated the architectural design and SW/HW co-synthesis of the hierarchical supporting structures. The functional simulation validates that the system continues working properly after the clusters are reorganized from processor failures. The implementation analysis reports small area overhead of the structures. For the next step, we will take other types of faults into consideration, for instance link failures and the errors of agents themselves.
