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Abstract—Graphs are used in almost every scientific discipline
to express relations among a set of objects. Algorithms that com-
pare graphs, and output a closeness score, or a correspondence
among their nodes, are thus extremely important. Despite the
large amount of work done, many of the scalable algorithms to
compare graphs do not produce closeness scores that satisfy the
intuitive properties of metrics. This is problematic since non-
metrics are known to degrade the performance of algorithms
such as distance-based clustering of graphs [1]. On the other
hand, the use of metrics increases the performance of several
machine learning tasks [2]–[5]. In this paper, we introduce a
new family of multi-distances (a distance between more than
two elements) that satisfies a generalization of the properties
of metrics to multiple elements. In the context of comparing
graphs, we are the first to show the existence of multi-distances
that simultaneously incorporate the useful property of alignment
consistency [6], and a generalized metric property, and that can
be computed via convex optimization.
I. INTRODUCTION
A canonical way to check if two graphs G1 and G2 are
similar, is to try to find a map P from the nodes of G2 to the
nodes of G1 such that, for many pairs of nodes in G2, their
images in G1 through P have the same connectivity relation
(connected/disconnected) [7]. For equal-sized graphs, this can
be formalized as
dpG1, G2qfimin
P
t~A1 ´ PA2PT~“~A1P ´ PA2~u, (1)
where A1 and A2 are the adjacency matrices of G1 and G2,
P and its transpose PJ are permutation matrices, and, here,
~ ¨ ~ is the Frobenius norm. A map P˚ that minimizes (1) is
called an optimal alignment or match between G1 and G2. If
dpG1, G2q is small (resp. large), we say G1 and G2 are topo-
logically similar (resp. dissimilar). Unfortunately, computing
d, or P˚, is hard [8]. Even determining if dpG1, G2q “ 0,
which is equivalent to the graph isomorphism problem, is not
known to to be in P, or in NP-hard [9].
Scalable alignment algorithms, which find an approxima-
tion P to an optimal alignment P˚, or find a solution to
a tractable variant of (1), e.g., [8], [10]–[12], have mostly
been developed with no concern as to whether the closeness
score d obtained from the alignment P , e.g., computed via
dpG1, G2q “ }A1P ´ PA2}, results in a non-metric. An
exception is the recent work in [1]. Indeed for the methods
in, e.g., [8], [10]–[12], the work of [1] shows that one can
find two graphs that are individually similar to a third one,
but not similar to each other, according to d. Furthermore,
[1] shows how the lack of the metric properties can lead to
a degraded performance in a clustering task to automatically
classify different graphs into the categories: Barabasi Albert,
Erdos-Renyi, Power Law Tree, Regular graph, and Small
World. At the same time, satisfying metric properties allows
one to solve several machine learning tasks efficiently [2]–[5],
as we illustrate in the following.
Diameter estimation: Given a set S with |S|-many
graphs, we can compute the maximum diameter ∆ fi
maxG1,G2PS dpG1, G2q by computing
`|S|
2
˘
distances. How-
ever, if d is a metric, we know that there are at least Ωp|S|q
pairs of graphs with d ě ∆{2. Indeed, if dpG˚, G˚q “ ∆,
then, by the triangle inequality, for any G P S, we cannot
have both dpG˚, Gq ă ∆{2 and dpG˚, Gq ă ∆{2 . Therefore,
if we evaluate d on random pairs of graphs, we are guaranteed
to find an 1{2-approximation of ∆ with only Op|S|q distance
computations, on average.
Being able to compare two graphs is important in many
fields such as biology [13]–[15], object recognition [16],
ontology alignment [17], computer vision [16], and social
networks [18], to name a few. In many applications, however,
one needs to jointly compare multiple graphs. This is the
case, for example, in aligning protein-protein interaction net-
works [11], recommendation systems, in the collective analysis
of networks, or in the alignment of graphs obtained from
brain Magnetic Resonance Imaging (MRI) [19]. The problem
of jointly comparing multiple graph is harder, and has been
studied substantially less, than that of comparing two graphs.
Examples include [20]–[34].
Consider the search for a function dpG1, . . . , Gnq that gives
a score of how close G1, . . . , Gn are. Several new questions
arise when n ě 3:
1) If d produces alignments between each pair of graphs
in tG1, . . . , Gnu, should these alignments be related?
What properties should they satisfy?
2) Should d satisfy similar properties to that of a metric?
What properties?
3) Is it possible to find a d that is tractable? Is it possible to
impose on d the properties from 1 and 2 above without
losing tractability?
In this paper, we are the first to provide a family of closeness
scores for jointly comparing multiple graphs that simultane-
ously (a) give intuitive joint alignments between graphs, (b)
satisfy similar properties to those of metrics, and (c) can
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be computed via standard optimization methods, e.g., using
convex optimization.
II. RELATED WORK
Consider three graphs G1, G2, and G3, and three permu-
tation matrices P1,2, P2,3 and P1,3, where the map Pi,j is
an alignment between the nodes of graphs Gi and Gj . An
intuitive property that is often required for these alignments is
that if P1,2 maps (the nodes of) G1 to G2, and if P2,4 maps
G2 to G4, then P1,3 should map G1 to G3. Mathematically,
P1,3 “ P1,2P2,3. This property is often called alignment
consistency. Papers that enforce this constraint, or variants
of it, include [20], [22], [24], [26], [33]–[35]. Most of these
papers focus on computer vision, i.e., the task of producing
alignments between shapes, or reference points among differ-
ent figures, although most of the ideas can be easily adapted to
aligning graphs. The proposed alignment algorithms are not all
equally easy to solve, some involve convex problems, others
involve non-convex or integer-valued problems. None of these
works are concerned about alignment scores satisfying metric-
like properties.
There are several papers that propose procedures for gener-
ating multi-distances from pairwise-distances, and prove that
these multi-distances satisfy intuitive generalizations of the
metric properties to n ě 3 elements. These allow us to use the
existing works on two-graph comparisons to produce distances
between multiple graphs. The simplest method is to define
dpG1, . . . , Gnq “ ři,jPrns dpGi, Gjq. The problem with this
approach is that if dpGi, Gjq also produces an alignment Pi,j ,
e.g., in (1), these alignments are unrelated, and hence do
not satisfy consistency constrains that are usually desirable.
An approach studied by [36] is to define dpG1, . . . , Gnq “
minG
ř
iPrns dpGi, Gq. If each dpGi, Gq also produces an
alignment Pi, and if we define Pi,j “ PiPJj , then tPi,ju is a
set of alignments that satisfy the aforementioned consistency
constraint mentioned. The problem with this approach is that
it tends to lead to computationally harder problems, even
after several relaxations are applied (cf. Fermat distance in
Section IV). A few other works that study metrics and their
generalizations include [36]–[38].
The work of [1] defines a family of metrics for comparing
two graphs. The computation of several metrics in this family
is tractable, or can be reduced to solving a convex optimiza-
tion problem. However, [1] does not address the problem of
comparing n ě 3 graphs. We refer the reader to [39] that
surveys generalized metric spaces, and [7] that provides an
extensive review of many distance functions along with their
applications in different fields, and, in particular, discusses the
generalizations of the concept of metrics in different areas such
as topology, probability, and algebra. The authors in [7] also
discuss several distances for comparing two graphs, most of
which are not tractable.
III. NOTATION AND PRELIMINARIES
Let rms “ t1, . . . ,mu. A graph, G “ pV ” rms, Eq,
with node (vertex) set V and edge set E, is represented by a
matrix, A, whose entries are indexed by the nodes in V . We
denote the set that contains all such matrices by Ω Ď Rmˆm.
For example, Ω might be the set of adjacency matrices, or the
set of matrices containing hop-distances between all pairs of
nodes in a graph.
Consider a set of n graphs, G “ tG1, G2, . . . , Gnu. Given
two graphs, Gi “ pVi, Eiq and Gj “ pVj , Ejq, from the set G,
we denote a pairwise matching matrix between Gi and Gj
by Pi,j . The rows and columns of Pi,j are indexed by the
nodes in Vi and Vj , respectively. Note that we can extract a
relation among the edges in Ei and Ej , from the one among
the vertices in Vi and Vj . We denote the set of all pairwise
matching matrices by P “ ttPi,jui,jPrns : Pi,j Ď Rmˆmu.
For example, P might be the set of all permutation matrices
on m elements.
Let 1:n denote the sequence 1, . . . , n. For A1, . . . , An P Ω,
we denote the ordered sequence pA1, . . . , Anq by A1:n. The
notation Ai1:n,n`1 corresponds to the sequence A1:n, in which
the ith element, Ai, is removed and replaced by An`1. If σ is a
permutation, i.e., a bijection from 1:n to 1:n such that σpiq “
j, then Aσp1:nq represents a sequence, whose ith element is
Aj . In this paper, we use } ¨ } and ~¨~ to denote vector norms
and matrix norms, respectively. We now provide the following
definitions that will be used in the next sections of the paper.
Definition 1. A map d : Ω2 ÞÑ R, is a metric, if and only
if, for all A,B,C P Ω: (i) dpA,Bq ě 0; (ii) dpA,Bq “
0, iff A “ B; (iii) dpA,Bq “ dpB,Aq; and (iv) dpA,Cq ď
dpA,Bq ` dpB,Cq.
Definition 2. A map d : Ω2 ÞÑ R, is a pseudometric, if and
only if it satisfies properties (i), (iii) and (iv) in Definition 1,
and dpA,Aq “ 0 @A P Ω.
Given a pseudometric d on two graphs, we define the equiva-
lence relation „d in Ω as A „d B if and only if dpA,Bq “ 0.
Using the fact that d is a pseudometric, it is immediate to
verify that the binary relation „d satisfies reflexivity, symmetry
and transitivity. We denote by Ω1 “ Ωz „d the quotient space
Ω modulo „d, and, for any A P Ω, we let rAs Ď Ω denote
the equivalence class of A. Given A1:n, we let rAs1:n denote
prA1s, . . . , rAnsq, an ordered set of sets.
Definition 3. A map s : Ω2 ˆ P ÞÑ R is called a P -score, if
and only if, P is closed under inversion, and for any P, P 1 P P ,
and A,B,C P Ω, s satisfies the following properties:
spA,B, P q ě 0, (2)
spA,A, Iq “ 0, (3)
spA,B, P q “ spB,A, P´1q, (4)
spA,B, P q ` spB,C, P 1q ě spA,C, PP 1q. (5)
For example, if P is the set of permutation matrices, and ~¨~
is an element-wise matrix p-norm, then spA,B, P q “ ~AP ´
BP~ is a P -score.
Definition 4 ([1]). The SB-distance function induced by the
norm ~ ¨ ~ : Rmˆm ÞÑ R, the matrix D P Rmˆm, and the set
P Ď Rmˆm is the map dSB : Ω2 ÞÑ R, such that
dSBpA,Bq “ min
PPP ~AP ´ PB~ ` trpP
JDq.
The authors in [1], prove several conditions on Ω, P , the
norm ~ ¨ ~, and the matrix D, such that dSB is a metric, or a
pseudometric. For example, if ~¨~ is an arbitrary entry-wise or
operator norm, P is the set of nˆn doubly stochastic matrices,
Ω is the set of symmetric matrices, and D is a distance matrix,
then dSB is a pseudometric.
IV. n-METRICS FOR MULTI-GRAPH ALIGNMENT
It is possible to generalize the notion of a (pseudo) metric
to n ě 3 elements. To this aim, we consider the following
definitions:
Definition 5. A map d : Ωn ÞÑ R, is an n-metric, if and only
if, for all A1, . . . , An P Ω,
dpA1:nq ě 0, (6)
dpA1:nq “ 0, iff A1 “ . . . “ An, (7)
dpA1:nq “ dpAσp1:nqq, (8)
dpA1:nq ď řni“1 dpAi1:n,n`1q. (9)
Note that according to this definition, a 2-metric is a metric
as in Definition 1. In the sequel, we refer to properties (6),
(7), (8), and (9), as non-negativity, identity of indiscernibles,
symmetry, and generalized triangle equality, respectively.
Definition 6. A map d : Ωn ÞÑ R, is a pseudo n-metric, if
and only if it satisfies properties (6), (8) and (9), and for any
A P Ω, d satisfies the property of self-identity defined as,
dpA, ¨ ¨ ¨ , Aq “ 0. (10)
We now define two functions that satisfy the properties of
(pseudo) n-metrics.
A. A first attempt: Fermat distances
Definition 7. Given a map d : Ω2 ÞÑ R, the Fermat distance
function induced by d, is the map dF : Ωn ÞÑ R, defined by
dF pA1:nq “ min
BPΩ
nÿ
i“1
dpAi, Bq. (11)
In the context of multiple graph alignment, d is an alignment
score between two graphs, and dF aims to find a graph, repre-
sented by B, that aligns well with all the graphs, represented
by A1:n. Thus, dF pA1:nq can be interpreted as an alignment
score computed as the sum of alignment scores between each
Ai and B. If we think of A1:n as a cluster of graphs, we can
think of B as its center.
Theorem 1. If d is a pseudometric, then the Fermat distance
function induced by d is a pseudo n-metric.
In the following lemmas, we show that the Fermat distance
function satisfies properties (6), (8), (9), and (10), and hence
is a pseudo n-metric.
Lemma 1. dF is non-negative.
Proof. If d is a pseudo metric, it is non-negative. Thus, (11)
is the sum of non-negative functions, and hence also non-
negative.
Lemma 2. dF satisfies the self-identity property.
Proof. If A1 “ A2 “ . . . “ An, then dF pA1:nq “ min
B
n ˆ
dpA1, Bq, which is zero if we choose B “ A1 P Ω, and (10)
follows.
Lemma 3. dF is symmetric.
Proof. Property (8) simply follows from the commutative
property of summation.
Lemma 4. dF satisfies the generalized triangle inequality.
Proof. Note that the following proof is a direct adaptation of
the one in [36], and is included for the sake of completeness.
We show that the Fermat distance satisfies (9), i.e.,
dF pA1:nq ď
nÿ
i“1
dF pAi1:n,n`1q. (12)
Consider B1:n P Ω such that,
dF pAi1:n,n`1q “ dpAn`1, Biq `
ÿ
jPrnszi
dpAj , Biq. (13)
Equation (13) implies that
nÿ
i“1
dF pAi1:n,n`1q ě
nÿ
i“1
ÿ
jPrnszi
dpAj , Biq ě dpA1, Bnq `
dpA2, Bnq `
n´1ÿ
i“2
pdpA1, Biq ` dpAi`1, Biqq. (14)
Using triangle inequality, we have dpA1, Bnq ` dpA2, Bnq ě
dpA1, A2q, and, dpA1, Biq ` dpAi`1, Biq ě dpA1, Ai`1q.
Thus, from (14),
nÿ
i“1
dF pAi1:n,n`1q ě
nÿ
i“2
dpA1, Aiq “
nÿ
i“1
dpA1, Aiq ědF pA1:nq,
where we used dpA1, A1q “ 0 in the equality. The last inequal-
ity follows from Definition 7, and completes the proof.
For example, the Fermat distance function induced by an
SB-distance function with one Di per pair pAi, Bq is
dF pA1:nq “ min
BPΩ,
P“tPiuPPn
nÿ
i“1
~AiPi ´ PiB~ ` trpPJi Diq.
Despite its simplicity, the above optimization problem is not
easy to solve in general, even when it is a continuous smooth
optimization problem. For example, if P is the set of doubly
stochastic matrices, B is the set of real matrices with entries
in r0, 1s, and ~ ¨~ is the Frobenius norm, the problem is non-
convex due to the product PB that appears in the objective
function. The potential complexity of computing dF motivates
the following alternative definition.
B. A better approach: G-align distances
Definition 8. Given a map s : Ω2 ˆ P ÞÑ R, the G-align
distance function induced by s, is the map dG : Ωn ÞÑ R,
defined by
dGpA1:nq “ min
PPS
1
2
ÿ
i,jPrns
spAi, Aj , Pi,jq, (15)
where
S “ ttPi,jui,jPrns: Pi,j P P,@i, j P rns, Pi,kPk,j “ Pi,j ,
@i, j, k P rns, Pi,i “ I,@i P rnsu. (16)
Remark 1. From the definition of S, it is implied that I P P
and that, if P P S, then Pi,jPj,i “ Pi,i “ I ô pPi,jq “
pPj,iq´1@i, j P rns.
Remark 2. In (16), we refer to the property Pi,jPj,k “
Pi,k,@i, j, k P rns, as the alignment consistency of P P S.
The following Lemma, provides an alternative definition for
the G-align distance function.
Lemma 5. If s is a P -score, then
dGpA1:nq “ min
PPS
ÿ
i,jPrns, iăj
spAi, Aj , Pi,jq. (17)
Proof. ÿ
i,jPrns
spAi, Aj , Pi,jq “
ÿ
iPrns
spAi, Ai, Pi,iq`ÿ
i,jPrns: iăj
pspAi, Aj , Pi,jq ` spAj , Ai, Pj,iqq. (18)
If P P S, then Pi,i “ I and Pj,i “ pPi,jq´1. Thus, since s
is a P -score, spAi, Ai, Pi,iq “ spAi, Ai, Iq “ 0, by property
(3), and spAj , Ai, Pj,iq “ spAi, Aj , Pi,jq, by property (4).
Therefore,ÿ
i,jPrns
spAi, Aj , Pi,jq “ 2
ÿ
i,jPrns, iăj
spAi, Aj , Pi,jq,
and the proof follows.
Note that, if spA,B, P q “ ~AP ´ PB~, for some element-
wise matrix norm, n “ 2, and P is the set of permutations
on m elements, then according to Lemma 5, dGpA,Bq “
dSBpA,Bq, for D “ 0. In general, we can define a generalized
SB-distance function induced by a matrix D, a set P Ď Rmˆm
and a map s : Ω2 ˆ P ÞÑ R as
dSBpA,Bq “ min
PPP spA,B, P q ` trpP
JDq, (19)
and investigate the conditions on s, P and D, under which
(19) represents a (pseudo) metric.
The following lemma leads to an equivalent definition for
the G-align distance function, which, among other things,
reduces the optimization problem in (15), to finding n different
matrices rather that n2 ´ n matrices that need to satisfy the
alignment consistency.
Lemma 6. If S1 “ ttPi,jui,jPrns : Pi,j P P and Pi,j “
QipQjq´1,@i, j P rns, for some matrices tQiu Ď Pu, then
S1 “ S.
Proof. We first prove that S Ď S1. Let P P S. Define Qi “
Pi,n P P for all i P rns. If i, j P rn ´ 1s, then, by definition,
Pi,j “ Pi,nPn,j “ Pi,npPj,nq´1 “ QipQjq´1. This proves
that P P S1.
We now prove that S1 Ď S. Let P P S1. For any i, j, k P rns,
we have Pi,kPk,j “ QipQkq´1QkpQjq´1 “ QipQjq´1 “
Pi,j . It also follows that Pi,j “ QipQjq´1 “ pQjpQiq´1q´1 “
pPj,iq´1, and Pi,i “ QipQiq´1 “ I . Therefore, P P S.
We complete this section with the following theorem, whose
detailed proof is provided in Section V.
Theorem 2. If s is a P -score, then the G-align function
induced by s is a pseudo n-metric.
V. THE GENERALIZED TRIANGLE INEQUALITY FOR dG : AN
ILLUSTRATIVE EXAMPLE
While it is straightforward to show that dG satisfies the
properties of non-negativity, symmetry and self-identity, the
proof for the generalized triangle inequality is more involved,
see Section V. To give the reader a flavor of the proof, we
first in this section prove that the G-align function satisfies
the generalized triangle inequality when n “ 4, and then in
Section V provide the complete proof.
We consider a set of n “ 4 graphs, G “ tG1, G2, G3, G4u,
and a reference graph G5, represented by matrices,
A1, A2, A3, A4 P Ω and A5 P Ω, respectively. We will show
dGpA1:4q ď
4ÿ
`“1
dGpA`1:4,5q. (20)
Let P˚ “ tPi˚,ju P S be an optimal value for P in
the optimization problem corresponding to the left-hand-side
(l.h.s) of (20). We define si˚,j “ spAi, Aj , Pi˚,jq for all
i, j P r4s. We also define s`˚i,j “ spAi, Aj , P `˚i,j q for all
i, j P r5s, ` P r4szti, ju, in which P `˚ “ tP `˚i,j u P S is
an optimal value for P in the optimization problem associated
to dGpA`1:4,5q on the r.h.s of (20). Note that, according to (4),
and the fact that Pi˚,j “ pPj˚,iq´1 (since P˚ P S), we have
si˚,j “ sj˚,i, and s`˚i,j “ s`˚j,i. (21)
Moreover, according to (5), we have
spAi, Aj , P `˚i,kP `
1˚
k,j q ď s`˚i,k ` s`
1˚
k,j , (22)
and, in the particular case when ` “ `1, we have
s`˚i,j ď s`˚i,k ` s`˚k,j . (23)
From the definition of dG in Lemma 5, we haveÿ
i,jPr4s, iăj
si˚,j ď
ÿ
i,jPr4s, iăj
spAi, Aj ,Γi,jq, (24)
≤ + + +≤
Fig. 1. Generalized triangle equality of dG for n “ 4 graphs.
where Γi,j “ ΓiΓ´1j , and tΓiu are any set of invertible
matrices. Note that from Lemma 6, tΓi,ju P S. Consider the
following choices for Γi’s :
Γ1 “ P 4˚1,5; Γ2 “ P 1˚2,5; Γ3 “ P 2˚3,5; Γ4 “ P 3˚4,5. (25)
We define gi˚,j “ spAi, Aj ,ΓiΓ´1j q, in which Γi’s are chosen
according to (25). We can then rewrite (24) asÿ
i,jPr4s, iăj
si˚,j ď
ÿ
i,jPr4s, iăj
gi˚,j . (26)
We use Fig 1 to bookkeep all the terms involved in proving
(20). In particular, the first inequality in Fig. 1 provides a
pictorial representation of (26). In this figure, each circle rep-
resents a graph in G, and a line between Gi and Gj represents
the P -score between Ai and Aj . In the diagram on the left,
each P -score corresponds to the optimal pairwise matching
between Gi and Gj associated to dGpA1:4q in (20), whereas
in the diagram in the middle, each P -score corresponds to the
suboptimal matching between Gi and Gj , where the pairwise
matching matrices are chosen according to (25). Using (22),
followed by (21) we getÿ
i,jPr4s, iăj
gi˚,j ďps4˚1,5 ` s1˚2,5q` ps4˚1,5 ` s2˚3,5q` ps4˚1,5 ` s3˚4,5q`
ps1˚2,5 ` s2˚3,5q` ps1˚2,5 ` s3˚4,5q` ps2˚3,5 ` s3˚4,5q.
The above inequality is also depicted in Fig. 1, where each di-
agram on the r.h.s of the second inequality represents dGpA`1:5q
in (20) for a different ` P r4s. Applying (23) to the r.h.s. of
the above inequality, one can see that each one of the terms
in parenthesis, distinguished with a different color, is upper
bounded by the sum of the terms with the same color in
the diagram in the r.h.s of the second inequality in Fig. 1.
This completes the proof. General proof In the following
lemmas, we show that the G-align distance function satisfies
properties (6), (8), (9), and (10), and hence is a pseudo n-
metric.
Lemma 7. dG is non-negative.
Proof. Since s is a P -score, it satisfies (2), i.e., s ě 0, which
implies dG ě 0, since it is a sum of P -scores.
Lemma 8. dG satisfies the self-identity property.
Proof. If A1 “ A2 “ . . . “ An, then, if we choose P P S
such that Pi,j “ I for all i, j P rns, we have spAi, Aj , Pi,jq “
0 by (3), for all i, j P rns. Therefore,
0 ď dGpA1:nq ď 1
2
ÿ
i,jPrns
spAi, Aj , Pi,jq “ 0.
Lemma 9. dG is symmetric.
Proof. The definition, (15), involves summing spAi, Aj , Pi,jq
over all pairs i, j P rns, which clearly makes dG invariant to
permuting tAiu.
Lemma 10. dG satisfies the generalized triangle inequality.
Proof. We now show that dG satisfies (9), i.e.,
dGpA1:nq ď
nÿ
`“1
dGpAi1:n,n`1q. (27)
Let P˚ “ tPi˚,ju P S be an optimal value for P in
the optimization problem corresponding to the l.h.s of (27).
Henceforth, just like Section V, we use si˚,j “ spAi, Aj , Pi˚,jq
for all i, j P rns. Note that according to (3) and (4), we have
si˚,i “ 0, and si˚,j “ sj˚,i, respectively. From (17), we have,
dGpA1:nq “
ÿ
i,jPrns, iăj
spAi, Aj , Pi˚,jq “
ÿ
i,jPrns, iăj
si˚,j .
(28)
Let P k˚ “ tP k˚i,j u P S be an optimal value for P
in the optimization problem associated to dGpAi1:n,n`1q on
the r.h.s of (27). Henceforth, just like Section V, we use
s`˚i,j “ spAi, Aj , P `˚i,j q for all i, j P rn ` 1s, ` P rnszti, ju.
Note that s`˚i,i “ 0, and s`˚i,j “ s`˚j,i. From (17), we can write,
nÿ
`“1
dGpAi1:n,n`1q “
nÿ
`“1
ÿ
i,jPrn`1s, iăj
`Rti,ju
s`˚i,j . (29)
We will show that,ÿ
i,jPrns, iăj
si˚,j ď
nÿ
`“1
ÿ
i,jPrn`1s, iăj
`Rti,ju
s`˚i,j . (30)
From the definition of dG in Lemma 5,ÿ
i,jPrns, iăj
si˚,j ď
ÿ
i,jPrns, iăj
spAi, Aj ,Γi,jq, (31)
for any matrices tΓi,jui,jPrns in S, where S satisfies Definition
8. Hence, from Lemma 6, we also know thatÿ
i,jPrns, iăj
si˚,j ď
ÿ
i,jPrns, iăj
spAi, Aj ,ΓiΓ´1j q, (32)
for any invertible matrices tΓiuiPrns in P .
Consider the following choice for Γi :
Γi “ P i´1˚i,n`1, 2 ď i ď n, (33)
Γ1 “ Pn˚1,n`1. (34)
Remark 3. To simplify notation, we will just use Γi “ P i´1˚i,n`1
for all i P rns. It is assumed that when we writing P `˚i,j , the
index in superscript satisfies ` “ 0 ô ` “ n.
Note that since P i´1˚ P S, then Γi “ P i´1˚i,n`1 is invertible
and belongs to P . Using (33) to replace Γi and Γj in (32),
and the fact that pP j´1˚j,n`1q´1 “ P j´1˚n`1,j , along with property
(5) of the P -score s, we haveÿ
i,jPrns
iăj
spAi, Aj ,ΓiΓ´1j q “
ÿ
i,jPrns
iăj
spAi, Aj , P i´1˚i,n`1P j´1˚n`1,jq
ď
ÿ
i,jPrns
iăj
si´1˚i,n`1 ` sj´1˚n`1,j .
We now show thatÿ
i,jPrns
iăj
si´1˚i,n`1 ` sj´1˚n`1,j ď
nÿ
`“1
ÿ
i,jPrn`1s, iăj
`Rti,ju
s`˚i,j , (35)
which will prove (30) and complete the proof of the general-
ized triangle inequality for dG .
To this end, let I1 “ tpi, jq P rns2 : i ă j, j ´ 1 “ iu,
I2 “ tpi, jq P rns2 : i “ 1, j “ nu, I3 “ tpi, jq P rns2 :
i ă j, j ´ 1 ‰ i and pi, jq ‰ p1, nqu. We will make use of
the following three inequalities, which follow directly from
property (5) of the P -score s.ÿ
pi,jqPI1
si´1˚i,n`1 ď
ÿ
pi,jqPI1
si´1˚i,j ` si´1˚j,n`1. (36)ÿ
pi,jqPI2
sj´1˚n`1,j ď
ÿ
pi,jqPI2
sj´1˚n`1,i ` sj´1˚i,j . (37)ÿ
pi,jqPI3
si´1˚i,n`1 ` sj´1˚n`1,j ď
ÿ
pi,jqPI3
´
si´1˚i,j ` si´1˚j,n`1`
sj´1˚n`1,i ` sj´1˚i,j
¯
. (38)
Since I1, I2 and I3 are pairwise disjoint, we haveÿ
i,jPrns
p¨q “
ÿ
pi,jqPI1
p¨q `
ÿ
pi,jqPI2
p¨q `
ÿ
pi,jqPI3
p¨q. (39)
Using (36)-(38), and (39) we haveÿ
i,jPrns, iăj
si´1˚i,n`1 ` sj´1˚n`1,j ď
ÿ
pi,jqPI1
si´1˚i,j ` si´1˚j,n`1 ` sj´1˚n`1,j`ÿ
pi,jqPI2
si´1˚i,n`1 ` sj´1˚n`1,i ` sj´1˚i,j `ÿ
pi,jqPI3
si´1˚i,j ` si´1˚j,n`1 ` sj´1˚n`1,i ` sj´1˚i,j . (40)
To complete the proof, we show that the r.h.s of (40) is less
than, or equal to
nÿ
`“1
ÿ
i,jPrn`1s, iăj
`Rti,ju
s`˚i,j . (41)
To establish this, we show that each term on the r.h.s of (40)
is: (i) not repeated; and (ii) is included in (41).
Definition 9. We call two P -scores, sc1˚a1,b1 and s
c2˚
a2,b2
, coinci-
dent, and denote it by sc1˚a1,b1 „ sc2˚a2,b2 , if and only if c1 “ c2,
and ta1, b1u “ ta2, b2u.
Checking (i) amounts to verifying that there are no coin-
cident terms on the r.h.s. of (40). Checking (ii) amounts to
verifying that for each P -score sc1˚a1,b1 on the r.h.s. of (40),
there exists a P -score sc2˚a2,b2 in (41) such that s
c1˚
a1,b1
„ sc2˚a2,b2 .
Note that the r.h.s of (40) consists of three summations. To
verify (i), we first compare the terms within each summation,
and then compare the terms among different summations.
Consider the first summation on the r.h.s of (40). We have
si´1˚i,j  si´1˚j,n`1 because i P rns and therefore i ‰ n ` 1. We
have si´1˚i,j  sj´1˚n`1,j because i´ 1 ‰ j´ 1 in this case, since
i ă j. We can similarly infer that si´1˚j,n`1  sj´1˚n`1,j .
Now consider the second summation on the r.h.s of (40).
Taking the definition of I2 and (34) into account, we can
rewrite this summation as,
sn˚1,n`1 ` sn´1˚n`1,1 ` sn´1˚1,n . (42)
Since n ‰ n ´ 1, we have sn˚1,n`1  sn´1˚n`1,1, and sn˚1,n`1 
sn´1˚1,n . Also, since n ‰ n` 1 we have sn´1˚n`1,1  sn´1˚1,n .
Finally, consider the third summation on the r.h.s of (40).
Since i ă j, by comparing the superscripts we immediately
see that the first and second terms in the summation cannot
be equal to either the third or the forth term. On the other
hand, since n ` 1 ‰ i P rns and n ` 1 ‰ j P rns, we have
si´1˚i,j  si´1˚j,n`1, and sj´1˚n`1,i  sj´1˚i,j , respectively.
We proceed by showing that the summands are not coin-
cident among three summations. We first make the following
observations:
Observation 1: since in all summations i, j P rns, we have
i ‰ n` 1, j ‰ n` 1, and therefore each term with n` 1 in
the subscript is not coincident with any term with ti, ju in the
subscript, e.g., on the r.h.s of (40), the first terms in the first
and second summations cannot be coincident.
Observation 2: since I1, I2 and I3 are pairwise disjoint, any
two terms from different summations with the same indices
cannot be coincident, e.g., on the r.h.s of (40), the third term
in the second summation cannot be coincident with the third
term in third summation.
Considering the above observations, the number of pairs we
need to compare reduces from 3 ˆ 7 ` 3 ˆ 4 “ 33 (in (40))
pairs to only 13 pairs, whose distinction may not seem trivial.
To be specific, Obs. 1, excludes 16 comparisons and Obs. 2
excludes 4 comparisons. We now rewrite the r.h.s of (40) asÿ
pi,jqPI1
si´1˚i,j ` si´1˚j,n`1 ` sj´1˚n`1,j`
sn˚1,n`1 ` sn´1˚n`1,1 ` sn´1˚1,n `ÿ
pi1,j1qPI3
si
1´1˚
i1,j1 ` si
1´1˚
j1,n`1 ` sj
1´1˚
n`1,i1 ` sj
1´1˚
i1,j1 . (43)
In what follows, we discuss the non-trivial comparisons, and
refer to the first, second and third summations in (43) as Σ1,
Σ2, and Σ3, respectively.
1) si´1˚i,j in Σ1 vs. s
n´1˚
1,n in Σ2: for these two terms to be
coincident we need i “ n. We also need tn, ju “ t1, nu,
i.e., j “ 1, which cannot be true, since in S1 we have
i “ j ´ 1 according to I1.
2) si´1˚i,j in Σ1 vs. s
j1´1˚
i1,j1 in Σ3: since pi, jq P I1 “ tpi, jq P
rns2 : i ă j, j ´ 1 “ iu, we have j “ i ` 1. Thus, we
can write the first term as si´1˚i,i`1. For the two terms to
be coincident, their superscripts must be the same so
i “ j1. On the other hand, for their subscripts to match,
we need j “ i ` 1 “ i1. The last two equalities imply
that i1 “ j1 ` 1, which contradicts pi1, j1q P I3.
3) si´1˚j,n`1 in Σ1 vs. sn˚1,n`1 in Σ2: for the superscripts to
match, we need i “ 1. We also need j “ 1 for the
equality of subscripts, which cannot be true since i ă j.
4) si´1˚j,n`1 in Σ1 vs. s
n´1˚
n`1,1 in Σ2: we need i “ n for the
equality of superscripts, and j “ 1 for the equality of
subscripts, which cannot be true since pi, jq P I1, and
therefore i “ j ´ 1.
5) si´1˚j,n`1 in S1 vs. s
j1´1˚
n`1,i1 in S3: we can write the first
term as si´1i`1,n`1. The equality of superscripts requires
i “ j1. The equality of subscripts requires i1 “ i ` 1.
Therefore, i1 “ j1 ` 1, which contradicts pi1, j1q P I3.
6) sj´1˚n`1,j in Σ1 vs. sn˚1,n`1 in Σ2: the equality of su-
perscripts requires j “ 1, which is impossible since
j ą i P rns.
7) sj´1˚n`1,j in Σ1 vs. s
n´1˚
n`1,1 in Σ2: for the equality of
superscripts, we need j “ n, in which case the subscripts
will not match, since tn` 1, nu ‰ tn` 1, 1u.
8) sj´1˚n`1,j in Σ1 vs. s
i1´1˚
j1,n`1 in Σ3: the equality of super-
scripts requires i1 “ j. The equality of the subscripts
requires j1 “ j. The two equalities imply that i1 “ j1,
which contradicts i1 ă j1.
9) sj´1˚n`1,j in Σ1 vs. s
j1´1˚
n`1,i1 in Σ3: the equality of super-
scripts requires j1 “ j. The equality of the subscripts
requires i1 “ j. The two equalities imply that i1 “ j1,
which contradicts i1 ă j1.
10) sn˚1,n`1 in Σ2 vs. s
i1´1˚
j1,n`1 in Σ3: for the equality of
superscripts, we need i1 “ 1, and for the equality of
subscripts, we need j1 “ 1. This contradicts i1 ă j1.
11) sn˚1,n`1 in Σ2 vs. s
j1´1˚
n`1,i1 in the Σ3: for equality of
superscripts, we need j1 “ 1. For the equality of
subscripts, we need i1 “ 1, which contradicts i1 ‰ j1.
12) sn´1˚n`1,1 in Σ2 vs. s
i1´1˚
j1,n`1 in Σ3: for equality of super-
scripts, we need i1 “ n. For the equality of subscripts,
we need j1 “ 1, which contradicts i1 ă j1.
13) sn´1˚1,n in Σ2 vs. s
i1´1˚
i1,j1 in Σ3: for the equality of
superscripts, we need i1 “ n. This in turn requires j1 “ 1
for the equality of subscripts, which contradicts i1 ă j1.
What is left to show is (ii), i.e., that all terms in (43) are
included in the summation in (41). To this aim, we will show
that for each sca,b in (43), the indices ta, b, cu satisfy
c P rns, a, b P rn` 1sztcu and a ‰ b, (44)
which is enough to prove that either sca,b or s
c
b,a exist in (41).
We first note that the superscripts in (43) are in rns, see
Remark 3. Moreover, all the subscripts in (43) are either 1,
n` 1, or i, j, i1, j1 P rns. Thus, for any sca,b in (43), we have
a, b P rn ` 1s. Also note that, for any sca,b in (43), we have
a ‰ b, since the definition of I1, I2 and I3 implies that i ă j,
i1 ă j1 and i, j, i1, j1 ă n`1. Therefore, all we need to verify
is that for any sca,b in (43), a ‰ c and b ‰ c.
We start with the first summation, where the first term is
si´1˚i,j . Clearly i ‰ i ´ 1 and j ‰ i ´ 1, from the definition
of I1. In the second term, si´1˚j,n`1, j ‰ i´1, from the definition
of I1, and i´ 1 ‰ n` 1, because otherwise i “ n` 2 R rns.
In the third term, sj´1˚n`1,j , we have n` 1 ‰ j P rns. Moreover,
clearly j ‰ j ´ 1.
For any term sca,b, in the second summation, we clearly see
in (43) that a ‰ c and b ‰ c.
We now consider the last summation in (43). In the first
term, si
1´1˚
i1,j1 , clearly i
1 ‰ i1 ´ 1. Moreover, i1 ´ 1 ă i1 ă j1,
since pi1, j1q P I3. In the second term, si1´1˚j1,n`1, j1 ‰ i1 ´ 1,
because since i1 ´ 1 ă i1 ă j1. Moreover, n ` 1 ‰ i1 ´ 1
because otherwise i1 “ n` 2 R rns. In the third term, sj1´1˚n`1,i1 ,
we have n` 1 ‰ j1 ´ 1 because otherwise j1 “ n` 2 R rns.
On the other hand, i1 ‰ j1´ 1 since pi1, j1q P I3. In the fourth
term, sj
1´1˚
i1,j1 , we have i
1 ‰ j1 ´ 1 since pi1, j1q P I3. Also,
clearly j1 ‰ j1 ´ 1.
VI. n-METRICS ON QUOTIENT SPACES
The theorems in the previous section were stated for pseudo-
metrics. However, it is straightforward to obtain an n-metric
from a pseudo n-metric for both dF and dG using quotient
spaces. In these spaces, (7) holds almost trivially (with Ai re-
placed by its equivalent class rAis), and the important question
is whether the equivalent classes of graphs are meaningful and
useful.
Theorem 3. Let d be a pseudometric for two graphs, dF be
the Fermat distance function for n graphs induced by d, and
Ω1 “ Ωz „d. Let d1F : Ω1n ÞÑ R be such that
d1F prAs1:nq “ dF pA1:nq. (45)
Then, d1F is an n-metric.
Proof. We first show that (45) is well defined. Let A1i P rAis.
Since d satisfies the triangle inequality we have
d1F prA1s1:nq “ dF pA11:nq “ min
BPΩ
ÿ
iPrns
dpA1i, Bq
ď min
BPΩ
ÿ
iPrns
dpA1i, Aiq ` dpAi, Bq “ min
BPΩ
ÿ
iPrns
dpAi, Bq
“ dF pA1:nq “ d1F prAs1:nq,
where in the last equality we used dpA1i, Aiq “ 0, since A1i PrAis. Similarly, we can show that d1F prAs1:nq ď d1F prA1s1:nq.
It follows that d1F prAs1:nq “ d1F prA1s1:nq, and hence (45) is
well defined.
We now prove that d1F satisfies (7). Recall that, by Theorem
1, dF is a pseudo n-metric. If rA1s “ ¨ ¨ ¨ “ rAns, then
d1F prAs1:nq “ d1F prA1s, . . . , rA1sq “ dF pA1, . . . , A1q “ 0,
since, dF is a pseudometric, and hence satisfies the property
of self-identity (10).
On the other hand, if d1F prAs1:nq “ dF pA1:nq “ 0, then
there exists B P Ω, such that dpAi, Bq “ 0 for all i P rns.
Since d is non-negative and symmetric, and also satisfies the
triangle inequality, it follows that
0 ď dpAi, Ajq ď dpAi, Bq ` dpB,Ajq
“ dpAi, Bq ` dpAj , Bq “ 0.
Hence, rAis “ rAjs for all i, j P rns.
Theorem 4. Let s be a P -score. Let dG2 : Ω2 ÞÑ R be the
G-align distance function for two graphs induced by s, and
dG : Ωn ÞÑ R be the G-align distance function for n graphs
induced by s. Let Ω1 “ Ωz „dG2 , and d1G : Ω1n ÞÑ R be such
that
d1GprAs1:nq “ dGpA1:nq. (46)
Then, d1G is an n-metric.
Proof. In the proof, we let S2 denote the set S in definition
(16) for the distance d on two graphs and we let Sn denote
the set S in definition (16) for the distance dG on n graphs.
We first verify that (46) is well defined. Let A1i P rAis. LettI, Pi˚ , pPi˚ q´1u P S2 be such that
dG2pAi, A1iq ” 12 pspAi, Ai, I q` spA
1
i, A
1
i, Iq`
spA1i, Ai, Pi˚ q` spAi, A1i, pPi˚ q´1qq “ 0.
Since s is a P -score, spA1i, Ai, Pi˚ q “ 0. For any P˜ “tP˜i,jui,jPrns P S we have tPi˚ P˜i,jpPj˚ q´1ui,jPrns P S. Thus,
d1GprA1s1:nq “ dGpA11:nq “ min
PPS
1
2
ÿ
i,jPrns
spA1i, A1j , Pi,jq
ď 1
2
ÿ
i,jPrns
spA1i, A1j , Pi˚ P˜i,jpPj˚ q´1q.
By property (5) and the fact that spA1i, Ai, Pi˚ q “
spAi, A1i, pPi˚ q´1q “ 0 for all i P rns, we can write
1
2
ÿ
i,jPrns
spA1i, A1j , Pi˚ P˜i,jpPj˚ q´1q ď 12
ÿ
i,jPrns
´
spA1i, Ai, Pi˚ q
` spAi, Aj , P˜i,jq ` spAj , A1j , pPj˚ q´1
¯
“ spAi, Aj , P˜i,jq.
Taking the minimum of the r.h.s. of the above expression
over P˜ we get d1GprA1s1:nq ď dGpA1:nq “ d1GprAs1:nq.
Similarly, we can prove d1GprAs1:nq ď d1GprA1s1:nq. It follows
that d1GprAs1:nq “ d1GprA1s1:nq, and hence (46) is well defined.
Now we show that d1G satisfies (7). Recall that, by Theo-
rem 2, dG is a pseudo n-metric. If rA1s “ ¨ ¨ ¨ “ rAns, then
d1GprAs1:nq “ d1GprA1s, . . . , rA1sq “ dGpA1, . . . , A1q “ 0,
since, dG is a pseudometric, and hence satisfies the property
of self-identity (10).
On the other hand, if d1GprAs1:nq “ dGpA1:nq “ 0, then,
for any i, j P rns, we have that spAi, Aj , Pi,jq “ 0 for some
Pi,j , and hence dpAi, Ajq “ 0. This implies that rAis “ rAjs
for all i, j P rns.
VII. SPECIAL CASE OF ORTHOGONAL MATRICES
In this section, we discuss the special case, where the
pairwise matching matrices are orthogonal. This will further
illustrate why computing dF is harder than computing dG . We
consider the following assumption.
Assumption 1. Ω is the set of real symmetric matrices,
namely, Ω “ tA P Rmˆm : A “ AJu. P is the set of or-
thogonal matrices, namely, P “ tP P Rmˆm : PJ “ P´1u.
spA,B, P q “ ~AP ´ PB~ @A,B P Ω, P P P , where ~ ¨~ is
orthogonal invariant, and dpA,Bq “ minPPP spA,B, P q.
We now provide the main results of this section in the
following theorems.
Theorem 5. Under Assumption 1, dF induced by d, and dG
induced by s, are pseudo n-metrics.
Proof. To show that dF is a pseudo n-metric, it suffices to
show that d is a pseudometric, and evoke Theorem 1. To show
that d is a pseudometric, we can evoke Theorem 3 in [1].
To show that dG is a pseudo n-metric, it suffices to show
that s is a P -score, and evoke Theorem 2. Clearly, s is
non-negative, and also spA,A, Iq “ 0. Recall that, if P
is orthogonal then, for any matrix M , we have ~PM~ “
~MP~ “ ~M~. Thus,
spA,B, P q “ ~AP ´ PB~ “ ~P´1pAP ´ PBqP´1~
“ ~P´1A´BP´1~ “ spB,A, P´1q.
Finally, for any P, P 1 P P ,
spA,B, PP 1q “ ~APP 1 ´ PP 1B~ “
~APP 1 ´ PCP 1 ` PCP 1 ´ PP 1B~ ď
~APP 1 ´ PCP 1~ ` ~PCP 1 ´ PP 1B~ “
~AP ´ PC~ ` ~CP 1 ´ P 1B~ “
spA,C, P q ` spC,B, P 1q.
Theorem 6. Let ΛAi P Rm be the vector of eigenvalues of Ai,
ordered from largest to smallest. Then, under Assumption 1,
dF pA1:nq “ min
ΛCPRm
nÿ
i“1
}ΛAi ´ ΛC}. (47)
Proof. The proof uses the following lemmas by [40] and [1].
Lemma 11. For any matrix M P Rmˆm, and any orthogonal
matrix P P Rmˆm, we have that ~PM~ “ ~MP~ “ ~M~.
Lemma 12. Let ~ ¨ ~ be the Frobenius norm. If A and B are
Hermitian matrices with eigenvalues a1 ď a2 ď ... ď am and
b1 ď b2 ď ... ď bm then
~A´B~ ě
d ÿ
iPrms
pai ´ biq2. (48)
Lemma 13. Let ~ ¨~ be the operator 2-norm. If A and B are
Hermitian matrices with eigenvalues a1 ď a2 ď ... ď am and
b1 ď b2 ď ... ď bm then
~A´B~ ě max
iPrms
|ai ´ bi|. (49)
We also need the following result.
Corollary 1. If a P Rm, with a1 ď a2 ď ¨ ¨ ¨ ď am, b P Rm,
with b1 ď b2 ď ¨ ¨ ¨ ď bm, and P P Rmˆm is a permutation
matrix, then
}a´ b} ď }a´ Pb}. (50)
Proof. This follows directly from Lemma 12 and Lemma 13
by letting A and B be diagonal matrices with a and Pb in the
diagonal, respectively.
We now proceed with the proof of Theorem 6. Let Ai “
UidiagpΛAiqU´1i and C “ V diagpΛCqV ´1 be the eigende-
composition of the real and symmetric matrices Ai and C,
respectively. The eigenvalues in the vectors ΛAi and ΛC are
ordered in increasing order, and Ui and V are orthonormal
matrices. Using Lemma 11, we have that
~AiPi ´ PiC~ “ ~pAi ´ PiCpPiq´1qPi~ (51)
“ ~Ai ´ PiCpPiq´1~
“ ~UipdiagpΛAiq ´ U´1i PiCpPiq´1UiqU´1i ~
“ ~diagpΛAiq ´ U´1i PiCpPiq´1Ui~ ě }ΛAi ´ ΛC},
where the last inequality follows from Lemma 12 or Lemma
13 (depending on the norm).
It follows from (51) that dF pA1:nq ě
minΛCPRm:pΛCqiďpΛCqi`1
řn
i“1 }ΛAi ´ ΛC} “
minΛCPRm
řn
i“1 }ΛAi ´ ΛC}, where the last equality
follows from Corollary 1.
Finally, notice that, by the equalities in (51), we have
dF pA1:nq “ min
PPPn,CPΩ
nÿ
i“1
~diagpΛAiq ´ U´1i PiCpPiq´1Ui~
ď ~diagpΛAiq ´ diagpΛCq~, (52)
where the inequality follows from upper bounding minCPΩp¨q
with the particular choice of C “ PJi UidiagpΛCqUJi Pi P Ω.
Since ~diagpΛAiq´diagpΛCq~Frobenius “ }ΛAi´ΛC}Eucledian
and ~diagpΛAiq ´ diagpΛCq~operator “ }ΛAi ´ΛC}8-norm, the
proof follows.
Theorem 7. Let ΛAi P Rm be the vector of eigenvalues of Ai,
ordered from largest to smallest. Then, under Assumption 1,
dGpA1:nq “ 1
2
ÿ
i,jPrns
}ΛAi ´ ΛAj }. (53)
Proof. Let Ai “ UidiagpΛAiqU´1i be the eigendecomposition
of the real and symmetric matrix Ai. The eigenvalues in the
vector ΛAi are ordered in increasing order, and Ui is an
orthonormal matrix. Using Lemma 11, we get
~AiPi,j ´ Pi,jAj~ “ ~pAi ´ Pi,jAjpPi,jq´1qPi,j~ (54)
“ ~Ai ´ Pi,jAjpPi,jq´1~
“ ~UipdiagpΛAiq ´ U´1i Pi,jAjpPi,jq´1UiqU´1i ~
“ ~diagpΛAiq ´ U´1i Pi,jAjpPi,jq´1Ui~ě}ΛAi ´ ΛAj },
where the last inequality follows from Lemma 12 or Lemma
13 (depending on the norm).
From (54) we have dGpA1:nq ě 12
ř
i,jPrns }ΛAi ´ ΛAj }.
At the same time, dGpA1:nq “
min
PPS
1
2
ÿ
i,jPrns
~diagpΛAiq ´ U´1i Pi,jAjpPi,jq´1Ui~
ď ~diagpΛAiq ´ diagpΛAj q~, (55)
where the inequality follows from upper bounding minPPSp¨q
by choosing P “ tPi,jui,jPrns such that Pi,j “ UiU´1j , which
by Lemma 6 implies that P P S.
Since ~diagpΛAiq ´ diagpΛAj q~Frobenius “ }ΛAi ´
ΛAj }Eucledian and ~diagpΛAiq ´ diagpΛAj q~operator “ }ΛAi ´
ΛAj }8-norm, the proof follows.
Note that dF “ dG “ 0 if and only if A1:n share the same
spectrum.
The function dF is related to the geometric median of the
spectra of A1:n. In order to write (53) as an optimization
problem similar to dF in (47), it is tempting to define dG
using s2 instead of s, and take a square root. Let us call the
resulting function d¯G . A straightforward calculation allows us
to write
pd¯GpA1:nqq2 “ 1
2
ÿ
i,jPrns
}ΛAi ´ ΛAj }2
“ n2
¨˝
1
n
ÿ
iPrns
›››ΛAi ´ 1n ÿ
jPrns
ΛAj
›››2‚˛” n2VarpΛA1:nq
“ n min
ΛCPRm
1
2
ÿ
iPrns
}ΛAi ´ ΛC}2,
where we use VarpΛA1:nq to denote the geometric sample
variance of the vectors tΛAiu. This leads to a definition very
close to (47), and a connection between d¯G and the geometric
sample variance.
At this point it is important to note that sample variances
can be computed exactly in Opnq steps involving only sums
and products of numbers. Contrastingly, although there are fast
approximation algorithms for the geometric median [41], there
are no procedures to compute it exactly in a finite number of
simple algebraic operations [42], [43].
Another interesting difference can be noted if we let A1:n be
fix, and define the set function d˜F : rns Ě I “ ti1, . . . , iku ÞÑ
R as d˜F pIq “ dF pAi1 , . . . , Aikq, and, similarly, define the
set function d˜G : rns Ě I “ ti1, . . . , iku ÞÑ R as d˜GpIq “
dGpAi1 , . . . , Aikq. It is straightforward to verify that d˜G is a
super-modular function, while d˜F is neither super-modular nor
sub-modular.
VIII. MOVING TOWARDS TRACTABILITY
The following lemmas are the building blocks towards a
relaxation of dG that is also easy to compute for choices of P
other than orthonormal matrices. In this section, ~¨~˚ denotes
the nuclear norm.
Lemma 14. Given tPi,jui,jPrns such that Pi,j P Rmˆm for
all i, j P rns, let P P Rnmˆnm have n2 blocks, such that the
pi, jqth block is Pi,j . Let
S2 “ ttPi,jui,jPrns : rankpPq “ m,Pi,j P P,@i, j P rns,
Pi,i “ I,@i P rnsu. (56)
We have that S2 “ S, where S is as defined in (16).
Proof. Let P P Rnmˆnm, with blocks tPi,jui,jPrns P S2.
Since rankpPq “ m, from the singular value decomposition
of P, we can write P “ ABJ where A,B P Rmnˆm.
Let A “ rA1; . . . ;Ans, where Ai P Rmˆm and, similarly,
let B “ rB1; . . . ;Bns, where Bi P Rmˆm. It follows that
Pi,j “ AiBJj . Since Pi,i “ I , we have AiBJi “ I , which
implies that Pi,j “ AiA´1j . By Lemma 6, this in turn implies
that tP 1i,jui,jPrns satisfy the alignment consistency property.
Therefore, tPi,jui,jPrns P S, and thus S2 Ď S.
Let P “ tPi,jui,jPrns P S. By Lemma 6, Pi,j “ QiQ´1j
for some invertible matrices tQiuiPrns. Let A,B P Rmnˆm,
with A “ rQ1; . . . ;Qns and B “ rpQ´11 qJ, . . . , pQ´1n qJs. Let
P denote the mnˆmn block matrix with Pi,j as the pi, jqth
block. We have P “ ABJ. Thus m ě rankpPq ě rankpAq ě
rankpQ1q “ m, which implies that tPi,jui,jPrns P S2, and
therefore S Ď S2.
Lemma 15. [[26], Proposition 1] Let P be the set of mˆm
permutation matrices. Given tPi,jui,jPrns such that Pi,j P P
for all i, j P rns, let P P Rnmˆnm have n2 blocks, such that
the pi, jqth block is Pi,j . Let
S3 “ ttPi,jui,jPrns : Pi,j P P,@i, j P rns,P ľ 0,
Pi,i “ I,@i P rnsu. (57)
We have that S3 “ S, where S is as defined in (16).
Lemma 16. For any P P Rnmˆnm with Pii “ 1 for all
i P rnms, we have ~P~˚ ě nm.
Proof. Let P1 “ 12 pP ` PJq. We have nm “
trpPq “ trpP1q “ řiPrnms λipP1q ď řiPrnms |λipP1q| “ř
iPrnms σipP1q “ ~P1~˚ ď 12 p~P~˚ ` ~PJ~˚q “ ~P~˚,
where λip¨q and σip¨q denote the ith eigenvalue and the ith
singular value of p¨q, respectively.
Lemma 17. Let P be a subset of the orthogonal matrices. Let
tPi,jui,jPrns P S, and P be the mn ˆ nm block matrix with
Pi,j as the pi, jqth block. We have ~P~˚ “ mn.
Proof. Since tPi,jui,jPrns P S are alignment-consistent, we
can write Pi,j “ Pi,nP´1j,n for all i, j P rns. Since Pj,n P P ,
it must be orthogonal. Hence, Pi,j “ Pi,nPJj,n, and we can
write P “ AAJ, where A “ rQ1; . . . ;Qns P Rnmˆm, and
Qi “ Pi,n. Since P is positive semi-definite, its eigenvalues
are equal to its singular values, which are non-negative, and
thus ~P~˚ “ trpAAJq “ trpAJAq “ řiPrns trpQJi Qiq “ř
iPrns trpIq “ mn.
Inspired by Lemmas 14, 16, and 17, to obtain a continuous
relaxation of dG , we relax the rank constraint rankpPq ď m to
~P~˚ ď mn, use a function s that is a continuous function of
P , and use a set P that is compact and contains a non-empty
ball around I . If in addition, we impose that Pi,j “ PJi,j , which
was the case when P only contained orthonormal matrices. We
can then relax the rank constraint to trpPq ď mn and P ľ 0,
i.e., P is a symmetric matrix with non-negative eigenvalues.
Note that since we want Pi,i “ I for all i P rns, we can
drop the trace constraint. The relaxation to P ľ 0 can also
be justified by Lemma 15 and relaxing the constraint that P
must be the set of permutations.
Definition 10. Let P Ď Rmˆm be compact and contain a
non-empty ball around I . Let Pi,j P P for all i, j P rns, and
P be the mn ˆ nm block matrix with Pi,j as the pi, jqth
block. Given a map s : Ω2 ˆ P ÞÑ R, such that sp¨, ¨, P q is
continuous for all P P P , the continuous G-align distance
function induced by s, is the map dcG : Ωn ÞÑ R, defined by
dcGpA1:nq “ min
Pi,jPP @i,jPrns,
Pi,i“I @iPrns,
~P~˚ďmn
1
2
ÿ
i,jPrns
spAi, Aj , Pi,jq, (58)
and the symmetric continuous G-align distance function in-
duced by s, is the map dscG : Ωn ÞÑ R, defined by
dscGpA1:nq “ min
Pi,jPP @i,jPrns,
Pi,i“I @iPrns,
Pľ0
1
2
ÿ
i,jPrns
spAi, Aj , Pi,jq. (59)
Remark 4. Both optimization problems are continuous opti-
mization problems, although they are potentially non-convex.
However, for several natural choices of s, e.g., spA,B, P q “
~AP ´ PB~, and convex P , both (58) and (59) can be
computed via convex optimization.
We finish this section, by showing that the above continuous
distance functions, dcG and dscG , are pseudo n-metrics. In
what follows, we let } ¨ } and ~ ¨ ~2 denote the Euclidean
norm and matrix operator norm, respectively. We will use the
following definition.
Definition 11. A map s : Ω2 ˆ P ÞÑ R is called a modified
P -score, if and only if, P is closed under transposition and
multiplication, for any P P P , ~P~2 ď 1, and for any P, P 1 P
P , and A,B,C P Ω, s satisfies the following properties:
spA,B, P q ě 0, (60)
spA,A, Iq “ 0, (61)
spA,B, P q “ spB,A, PJq, (62)
spA,B, P q ` spB,C, P 1q ě spA,C, PP 1q. (63)
For example, if P is the set of doubly stochastic matrices, Ω is
a subset of the symmetric matrices, and ~¨~ is an element-wise
matrix p-norm, then spA,B, P q “ ~AP ´BP~ is a modified
P -score. We now provide the following lemma, which will be
used later in the sequel.
Lemma 18. Let Γi P Rmˆm, ~Γi~2 ď 1 for all i P rns. Let
P P Rnmˆnm have n2 blocks such that the pi, jqth block is
ΓiΓ
J
j if i ‰ j, and I otherwise. We have that P ľ 0, and that~P~˚ ď mn.
Proof. Let us first prove that P ľ 0. Let v P Rnm
have n blocks, the ith block being vi P Rm. Since
~ΓiΓJi ~2 ď ~Γi~2~ΓJi ~2 ď 1, we have that }ΓJi vi}22 “}vJi ΓiΓJi vi}2 ď }vi}22 for all i P rns. Therefore, we have
vJPv “ }řiPrns ΓJi vi}22`řiPrns }vi}22´řiPrns }ΓJi vi}22 ě 0,
for any v, which implies that P ľ 0. We now prove that
~P~˚ ď mn. Let σr and λr be the rth singular value and
rth eigenvalue of P respectively. Since P is real-symmetric
and positive semi-definite, we have that ~P~˚ “ řr σr “ř
r |λr| “
ř
r λr “ trpPq “ mn.
We now provide the main result of this section.
Theorem 8. If s is a modified P -score, then the symmetric
continuous G-align distance function induced by s is a pseudo
n-metric.
Proof. (Non-negativity): Since s is a modified P -score, it
satisfies (60), i.e., s ě 0, which implies dscG ě 0, since the
objective function on the r.h.s of (59) is a sum of modified
P -scores.
(Self-identity): If A1 “ A2 “ . . . “ An, then, if we choose
Pi,j “ I for all i, j P rns, we have spAi, Aj , Pi,jq “ 0 by
(61), for all i, j P rns. Note that from the definition of dscG ,
we are assuming that I P P . Furthermore, P defined using
these Pi,j’s satisfies ~P~˚ ď mn. Therefore, this choice of
Pi,j’s satisfies the constraints in the minimization problem in
the definition of dscGpA1:nq. Therefore, dscGpA1:nq is upper-
bounded by 0, which along with its non-negativity leads to
dscGpA1:nq “ 0.
(Symmetry): The optimization problem in (59), involves
summing spAi, Aj , Pi,jq over all pairs i, j P rns. Thus,
permuting the matrices tAiu is the same as solving (59) with
Pi,j replaced by Pσpiq,σpjq for some permutation σ. Thus, all
that we need to show is that P ľ 0 if and only if P1 ľ 0,
where P1 is just like P but with its blocks’ indexes permuted.
To see this, note that the eigenvalues of a matrix M do
not change if M is then permuted under some permutation
matrix T .
(Generalized triangle inequality): We will follow exactly
the same argument as in the proof of the generalized triangle
inequality for Theorem 2, which is provided in Appendix ??.
The only modification is in equation (32), and in a couple of
steps afterwards.
Equation (32) should be replaced withÿ
i‰j
spAi, Aj , Pi˚,jq ď
ÿ
i‰j
spAi, Aj ,ΓiΓJj q, (64)
where tΓiuiPrns are matrices in P . This inequality holds
because Pi,j defined by Pi,j “ ΓiΓJj @i ‰ j, and Pi,i “ I@i,
satisfies the constraints in (58), and hence the r.h.s. of (64)
upper bounds the optimal objective value for (58). Indeed,
since Γi P P , and since, by assumption, P is closed under
multiplication and transposition, it follows that ΓiΓJj P P .
Furthermore, if we define P to have as the pi, jqth block,
i ‰ j, ΓiΓJj , and have as the pi, iqth block the identity I ,
then, by Lemma 18, we know that P ľ 0.
Starting from (64), we use (63) and (62) from the modified
P -score properties and obtainÿ
i‰j
spAi, Aj ,ΓiΓJj q ď
ÿ
i‰j
spAi, An`1,Γiq`ÿ
i‰j
spAn`1, Aj ,ΓJj q “ spAi, An`1,Γiq (65)
`
ÿ
i‰j
spAj , An`1,Γjq. (66)
The rest of the proof follows by choosing Γi has in (33) and
(34), and noting that the new definition of si˚,j and s
`˚
i,j satisfies
the same properties as in the proof of Theorem 2. In particular,
we have that si˚,j “ sj˚,i and s`˚i,j “ s`˚j,i, because P in (59) is
symmetric, and because we are assuming that (62) holds.
Remark 5. A theorem with slightly different assumptions can
be stated and proved about the dcG . Under appropriately
defined equivalent classes, we can also obtain n-metrics from
(58) and (59) (cf. Section VI).
IX. CONCLUSIONS AND FUTURE WORK
In this paper, we consider the problem of comparing multi-
ple graphs. We argue that a useful comparison algorithm needs
to simultaneously consider three different properties that have
not been previously considered together, namely, tractability,
alignment consistency, and a generalized metric property. Our
main contribution is the introduction of new families of multi-
distances, some of which satisfy such properties.
Regarding future work, we note that it is possible to define
the notion of a (pseudo) pC, nq-metric, as a map that satisfies
the following more stringent generalization of the generalized
triangle inequality:
dpA1:nq ď C ˆřni“1 dpAi1:n,n`1q. (67)
The authors in [36] prove that the dF is a (pseudo) pC, nq-
metric with 1n´1 ď C ď 1tn2 u . Any (pseudo) pC, nq-metric with
C ď 1 is also a (pseudo) n-metric. It is an open problem to
determine the largest constant C, for which dG , dcG or dscG
are a (pseudo) pC, nq-metric, and whether C ă 1?
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