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MOTIVIC DONALDSON–THOMAS INVARIANTS OF THE
CONIFOLD AND THE REFINED TOPOLOGICAL VERTEX
ANDREW MORRISON, SERGEY MOZGOVOY, KENTARO NAGAO,
AND BALA´ZS SZENDRO˝I
Abstract. We compute the motivic Donaldson–Thomas theory of the re-
solved conifold, in all chambers of the space of stability conditions of the
corresponding quiver. The answer is a product formula whose terms depend
on the position of the stability vector, generalizing known results for the cor-
responding numerical invariants. Our formulae imply in particular a motivic
form of the DT/PT correspondence for the resolved conifold. The answer for
the motivic PT series is in full agreement with the prediction of the refined
topological vertex formalism.
Introduction
A Donaldson-Thomas (DT) invariant of a Calabi-Yau 3-fold Y is a counting
invariant of coherent sheaves on Y , introduced in [40] as a holomorphic analogue
of the Casson invariant of a real 3-manifold. A component of the moduli space of
(say stable) coherent sheaves on Y carries a symmetric obstruction theory and a
virtual fundamental cycle [6, 7]. A DT invariant of a compact Y is then defined
as the integral of the constant function 1 over the virtual fundamental cycle of the
moduli space.
It is known that the moduli space of coherent sheaves on Y can be locally de-
scribed as the critical locus of a function, the holomorphic Chern–Simons functional
(see [20]). Behrend provided a description of DT invariants in terms of the Euler
characteristic of the Milnor fiber of the CS functional [2]. Inspired by this result,
the proposal of [23, 4] was to study the motivic Milnor fiber of the CS functional
as a motivic refinement of the DT invariant. Such a refinement had been expected
in string theory [19, 13].
The purpose of this paper is to show how the ideas of Szendro˝i [39] and Nagao
and Nakajima [35] can be used to study the motivic refinement of DT theory and
related enumerative theories associated to the local conifold Y = OP1(−1,−1), the
threefold total space over P1 of the rank two bundle OP1(−1)⊕ OP1(−1). In [39],
it was realized that a counting problem closely related to the original DT counting
on Y can be formulated algebraically, in terms of counting representations of a
certain quiver with potential (see below), the so-called conifold quiver. It was also
conjectured there that the algebraic and geometric counting problems are related
by wall crossing. The paper [35] realized this, by
• describing the natural chamber structure on the space of stability parame-
ters of the conifold quiver,
• finding chambers which correspond to geometric DT and stable pair (PT),
as well as algebraic noncommutative DT invariants, and
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• computing the generating function of Donaldson-Thomas type invariants
for each chamber.
In this paper, we consider motivic refinements of these formulae. The motivic
refinement is given by the motivic class of vanishing cycles of the conifold potential.
This virtual motive “motivates” DT theory and its variants (PT, NCDT) in the
sense that its Euler characteristic specialization is the corresponding enumerative
invariant of the moduli space.
The main result of this paper is the computation of the generating series of these
virtual motives in all chambers of the space of stability conditions. We constantly
use the torus action on Y , together with a result of [4]. We use the factorization
property of [23, 24, 32, 34]. We also need one explicit evaluation, Theorem 2.1;
we give two proofs of that result, one using an explicit calculation of the generat-
ing series of motives of a certain space of matrices, another relying on a further
“dimensional reduction” to a problem on a tame quiver.
At large volume, our result agrees (up to a subtlety involving the Hilbert scheme
of points) with the refined topological vertex formulae of [19], also discussed in [13]
in this context.
The motives considered here exist globally over the moduli spaces. Thus our
point of view is slightly different from that of [23], whose general framework involves
building motivic invariants from local data. The results here are fully compatible
with theirs, but the proofs do not depend on the partially conjectural setup of [23],
in particular their integration map.
As well as a motivic refinement, there is also a “categorification” given by the
mixed Hodge module of vanishing cycles of the superpotential; compare [24]. Our
results can also be interpreted as computing the generating series of E-polynomials
of this categorification.
Main result. Let J = J(Q,W ) be the non-commutative crepant resolution of the
conifold, a quiver algebra with relations coming from the Klebanov–Witten poten-
tial W (see Section 2.1 for details). Let J˜ = J(Q˜,W ) be the framed algebra given
by adding the new vertex∞ to the quiver of J . In [35], the authors introduce a no-
tion of ζ-(semi)stability of J˜-modules V˜ with dim V˜∞ ≤ 1 for a stability parameter
ζ = (ζ0, ζ1) ∈ R2.
Let α ∈ N2 and let Mζ(J˜ , α) be the moduli space of ζ-stable J˜-modules V˜ , with
dim V˜ = (α, 1). We want to compute the motivic generating series
Zζ(y0, y1) =
∑
α∈N2
[
Mζ
(
J˜ , α
)]
vir
· yα00 yα11 ∈ MC[[y0, y1]].
Here [•]vir denotes the virtual motive (see Section 1.1), an element of a suitable ring
of motives MC.
As proved in [35], the stability parameter space R2 is a countable union of
chambers, within which the moduli spaces and therefore the generating series Zζ
remain unchanged. The chambers are separated by a set of walls, defined by a set
of positive roots
∆+ = ∆
re
+ ⊔∆im+ ,
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where
∆re+ = {(i, i− 1) | i ≥ 1} ∪ {(i− 1, i) | i ≥ 1},
∆im+ = {(i, i) | i ≥ 1}.
To each element α = (α0, α1) ∈ ∆+, we associate a finite product as follows: for
real roots α ∈ ∆re+ , put
Zα(−y0, y1) =
α0−1∏
j=0
(
1− L−α02 + 12+jyα00 yα11
)
,
whereas for imaginary roots α ∈ ∆im+ , put
Zα(−y0, y1) =
α0−1∏
j=0
(
1− L−α02 +1+jyα00 yα11
)−1 (
1− L−α02 +2+jyα00 yα11
)−1
.
Our main result is the following product formula:
Theorem 1. For ζ ∈ R2 not orthogonal to any root,
Zζ(y0, y1) =
∏
α∈∆+
ζ·α<0
Zα(y0, y1).
By [2, 4], the specialization Zζ(y0, y1)|
L
1
2→1
is the DT-type series at the generic
stability parameter ζ, computed in special cases in [3, 27, 39, 42] and in general
in [10, 35]. Previously, all these results have been obtained by torus localization;
we obtain new proofs of all these formulae. Since [35] identifies the DT and PT
chambers for Y , we in particular get motivic results for these two chambers.
Corollary 2. The refined DT and PT series of the resolved conifold are given by
the formulae
ZPT(−s, T ) =
∏
m≥1
m−1∏
j=0
(
1− L−m2 + 12+jsmT
)
and
ZDT(−s, T ) = ZPT(−s, T ) ·
∏
m≥1
m−1∏
j=0
(
1− L−m2 +1+jsm)−1 (1− L−m2 +2+jsm)−1 ,
written in the geometric variables s, T , with s representing the point class and T
representing the curve class as usual.
Thus in particular we compute the first instance of a motivic DT partition func-
tion for the original geometric problem of rank-1 invariants of ideal sheaves of points
and curves [27] where a curve is present. Corollary 2 also proves the motivic version
of the DT/PT wall crossing formula. These results are compared to the expectation
from the refined topological vertex [19] in Section 4.3.
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1. Preliminaries
1.1. Motives. We are working in a version of the ring of motivic weights: let MC
denote the K-group of the category of effective Chow motives over C, extended
by L−
1
2 , where L is the Lefschetz motive. It has a natural structure of a λ-ring
[15, 17] (see Section 1.2 for the definition of a λ-ring) with σ-operations defined by
σn([X ]) = [X
n/Sn] and σn(L
1
2 ) = L
n
2 . There is a dimensional completion [5]
M˜C =MC[[L−1]],
which is also a λ-ring. Note that in this latter ring, the elements (1 − Ln), and
therefore the motives of general linear groups, are invertible. The ringsMC ⊂ M˜C
sit in larger rings MµˆC ⊂ M˜µˆC of equivariant motives, where µˆ is the group of all
roots of unity [25].
The map that sends a smooth projective variety X to its E-polynomial
E(X,u, v) =
∑
p,q≥0
(−1)p+q dimHp,q(X,C)upvq
can be extended to the ring homomorphism E : M˜C → Q[u, v][[(uv)− 12 ]]. This map
is a λ-ring homomorphism, where the λ-ring structure on Q[u, v][[(uv)−
1
2 ]] is given
by Adams operations (see Section 1.2)
ψn(f(u, v)) = f(u
n, vn).
The map E :MC → Q[u, v, (uv)− 12 ] can be further specialized to the Euler number
e :MC → Q by u 7→ 1, v 7→ 1, (uv)− 12 7→ 1.
Remark 1.1. Note that the Euler number specialization of L
1
2 is L
1
2 7→ 1. This
differs from the conventions of [4], where the specialization is L
1
2 7→ −1. This
difference results from the fact that [4] uses the λ-ring structure on MC with
σn(−L 12 ) = (−L 12 )n [4, Remark 1.7].
Let f : X → C be a regular function on a smooth variety X. Using arc spaces,
Denef and Loeser [11, 25] define the motivic nearby cycle [ψf ] ∈ MµˆC and the
motivic vanishing cycle
[ϕf ] = [ψf ]− [f−1(0)] ∈ MµˆC
of f . Note that if f = 0, then [ϕ0] = −[X ]. The following result was proved in [4,
Prop. 1.11].
Theorem 1.2. Let f : X → C be a regular function on a smooth variety X.
Assume that X admits a C∗-action such that f is C∗-equivariant i.e. f(tx) = tf(x)
for t ∈ C∗, x ∈ X, and such that there exist limits limt→0 tx for all x ∈ X. Then
[ϕf ] = [f
−1(1)]− [f−1(0)] ∈ MC ⊂MµˆC.
Following [4], we define the virtual motive of crit(f) to be
[crit(f)]vir = −(−L 12 )− dimX [ϕf ] ∈MµˆC.
Thus for a smooth variety X with f = 0,
[X ]vir = [crit(0X)]vir = (−L 12 )− dimX · [X ].
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Remark 1.3. The ring MC is known to be a homomorphic image of the naive
motivic ring K0(VarC)[L
− 1
2 ]. Some of the works cited above work in this ring; the
quoted constructions and results carry over toMC under this ring homomorphism.
We prefer to work in MC since that is known to be a λ-ring.
1.2. λ-Rings and power structures. Let
Λ = lim←−Z[[x1, . . . , xn]]
Sn
be the ring of symmetric functions [26]. It is well-known that Λ is generated as an
algebra over Z by elementary symmetric functions
en =
∑
i1<···<in
xi1 . . . xin
as well as by complete symmetric functions
hn =
∑
i1≤···≤in
xi1 . . . xin .
Moreover ΛQ = Λ⊗Q is generated over Q by power sums pn =
∑
xni .
A Q-algebra R is called a λ-ring if it is endowed with a map ◦ : Λ × R → R
called plethysm, such that (− ◦ r) : Λ→ R is a ring homomorphism for any r ∈ R
and the maps ψn = (pn ◦ −), called Adams operations, are ring homomorphisms
satisfying ψ1 = IdR and ψmψn = ψmn for m,n ≥ 1. Note that plethysm is uniquely
determined by Adams operations. It is also uniquely determined by maps λn =
(en ◦ −) : R → R called λ-operations and by maps σn = (hn ◦ −) : R → R called
σ-operations.
Given a λ-ring R, we endow the ring A = R[[x1, . . . , xm]] with a λ-ring structure
by the rule
ψn(rx
α) = ψn(r)x
nα, r ∈ R,α ∈ Nm.
Let A+ ⊂ A be an ideal generated by x1, . . . , xm. We define a map Exp : A+ →
1 +A+, called plethystic exponential, by the rule [15, 31]
Exp(f) =
∑
n≥0
σn(f) = exp
(∑
n≥1
1
n
ψn(f)
)
.
This map has an inverse Log : 1 +A+ → A+, called plethystic logarithm,
Log(f) =
∑
n≥1
µ(n)
n
ψn log(f),
where µ is a Mo¨bius function.
We define a power structure map Pow : (1 +A+)×A→ 1 +A+ by the rule [31]
Pow(f, g) = Exp(g Log(f)).
In the case when R is a ring of motives, the power structure map has the following
geometric interpretation [16]. Let
f = 1 +
∑
α>0
[Aα]x
α,
where Aα are algebraic varieties. Then
Pow(f, [X ]) =
∑
k:Nm→N
[(
F|k|X ×
∏
α∈Nm
Ak(α)α
)
/
∏
α∈Nm
Sk(α)
]
x
∑
k(α)α,
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where the sum runs over maps k : Nm → N with finite support, |k| =∑α∈Nm k(α),
the configuration space FnX is given by
FnX = {(x1, . . . , xn) ∈ Xn | xi 6= xj for i 6= j},
and the product of symmetric groups
∏
α∈Nm Sk(α) acts on both factors in the
obvious way. The quotient in square brackets parametrizes elements in⋃
ψ:X→Nm
∏
x∈X
Aψ(x)
with ψ : X → Nm satisfying #{x ∈ X | ψ(x) = α} = k(α) for any α ∈ Nm\{0}
(see [29]). Therefore we can also write
Pow(f, [X ]) =
∑
ψ:X→Nm
∏
x∈X
[Aψ(x)]x
ψ(x),
where the sum runs over maps ψ : X → Nm with finite support.
1.3. Quivers and moduli spaces. Let Q be a quiver, with vertex set Q0 and
edge set Q1. For an arrow a ∈ Q1, we denote by s(a) ∈ Q0 (resp. t(a) ∈ Q0) the
vertex at which a starts (resp. ends). We define the Euler-Ringel form χ on ZQ0
by the rule
χ(α, β) =
∑
i∈Q0
αiβi −
∑
a∈Q1
αs(a)βt(a), α, β ∈ ZQ0 .
We define the skew-symmetric bilinear form 〈•, •〉 of the quiver Q to be
〈α, β〉 = χ(α, β) − χ(β, α), α, β ∈ ZQ0 .
Given a Q-representation M , we define its dimension vector dimM ∈ NQ0 by
dimM = (dimMi)i∈Q0 . Let α ∈ NQ0 be a dimension vector and let Vi = Cαi ,
i ∈ Q0. We define
R(Q,α) =
⊕
a∈Q1
Hom(Vs(a), Vt(a))
and
Gα =
∏
i∈Q0
GL(Vi).
Note that Gα naturally acts on R(Q,α) and the quotient stack
M(Q,α) = [R(Q,α)/Gα]
gives the moduli stack of representations of Q with dimension vector α.
Let W be a potential on Q, a finite linear combination of cyclic paths in Q.
Denote by J = JQ,W the Jacobian algebra, the quotient of the path algebra CQ by
the two-sided ideal generated by formal partial derivatives of the potential W . Let
fα : R(Q,α)→ C
be the Gα-invariant function defined by taking the trace of the map associated to
the potential W . As it is now well known [37, Proposition 3.8], a point in the
critical locus crit(fα) corresponds to a J-module. The quotient stack
M(J, α) =
[
crit(fα)/Gα
]
gives the moduli stack of J-modules with dimension vector α.
MOTIVIC DONALDSON–THOMAS INVARIANTS OF THE CONIFOLD 7
Definition 1.4. A central charge is a group homomorphism Z : ZQ0 → C such
that
Z(α) ∈ H+ = {reipiϕ | r > 0, 0 < ϕ ≤ 1}
for any α ∈ NQ0\{0}. Given α ∈ NQ0\{0}, the number ϕ(α) = ϕ ∈ (0, 1] such that
Z(α) = reipiϕ, for some r > 0, is called the phase of α.
Definition 1.5. For any nonzero Q-representation (resp. J-module) V , we de-
fine ϕ(V ) = ϕ(dimV ). A Q-representation (resp. J-module) V is said to be Z-
(semi)stable if for any proper nonzero Q-subrepresentation (resp. J-submodule)
U ⊂ V we have
ϕ(U)(≤)ϕ(V ).
Definition 1.6. Given ζ ∈ RQ0 , define the central charge Z : ZQ0 → C by the rule
Z(α) = −ζ · α+ i|α|,
where |α| = ∑i∈Q0 αi. We say that a Q-representation (resp. J-module) is ζ-
(semi)stable if it is Z-(semi)stable.
Remark 1.7. Let the central charge Z be as in Definition 1.6. Define the slope
function µ : NQ0\{0} → R by µ(α) = ζ·α|α| . If l ⊂ H = H+ ∪ {0} is a ray such that
Z(α) ∈ l then l = R≥0(−µ(α), 1). This implies that ϕ(α) < ϕ(β) if and only if
µ(α) < µ(β).
We say that ζ ∈ RQ0 is α-generic if for any 0 < β < α we have ϕ(β) 6= ϕ(α).
This condition implies that any ζ-semistable Q-representation (resp. J-module) is
automatically ζ-stable.
Let Rζ(Q,α) denote the open subset of R(Q,α) consisting of ζ-semistable rep-
resentations. Let fζ,α denote the restriction of fα to Rζ(Q,α). The quotient stacks
(1.1) Mζ(Q,α) =
[
Rζ(Q,α)/Gα
]
, Mζ(J, α) =
[
crit(fζ,α)/Gα
]
give the moduli stacks of Q-representations and J-modules with dimension vector α.
1.4. Motivic DT invariants. Let (Q,W ) be a quiver with a potential and let
J = JQ,W be its Jacobian algebra. Recall that the degeneracy locus of the function
fα : R(Q,α)→ C defines the locus of J-modules, so that the quotient stack
M(J, α) = [crit(fα)/Gα]
is the stack of J-modules with dimension vector α. We define motivic Donaldson-
Thomas invariants
[M(J, α)]vir =
[crit(fα)]vir
[Gα]vir
,
where [Gα]vir refers to the virtual motive of the pair (Gα, 0).
Definition 1.8. A subset I ⊂ Q1 is called a cut of (Q,W ) if in the associated
grading gI on Q given by
gI(a) =
{
1 a ∈ I,
0 a /∈ I,
the potential W is homogeneous of degree 1.
8 MORRISON, MOZGOVOY, NAGAO, AND SZENDRO˝I
Throughout this section we assume that (Q,W ) admits a cut. Then the space
R(Q,α) admits a C∗-action satisfying the conditions of Theorem 1.2 for the function
fα : R(Q,α)→ C. This implies
(1.2) [M(J, α)]vir = (−L 12 )− dimR(Q,α) [f
−1
α (0)]− [f−1α (1)]
[Gα]vir
= (−L 12 )χ(α,α) [f
−1
α (0)]− [f−1α (1)]
[Gα]
.
Generally, for an arbitrary stability parameter ζ, we define
(1.3) [Mζ(J, α)]vir = (−L 12 )χ(α,α)
[f−1ζ,α(0)]− [f−1ζ,α(1)]
[Gα]
,
where, as before, fζ,α denote the restriction of fα : R(Q,α)→ C to Rζ(Q,α).
Lemma 1.9. Let α ∈ NQ0 be such that αi = 1 for some i ∈ Q0 (this will be the
case for framed representations studied later) and let ζ ∈ RQ0 be α-generic. Then
[Mζ(J, α)]vir =
[crit(fζ,α)]vir
[Gα]vir
.
Proof. Let
Mζ(Q,α) = Rζ(Q,α)/Gα
be the smooth moduli space of ζ-semistable Q-representations having dimension
vector α, and let f ′ζ,α :Mζ(Q,α)→ C be the map induced by fζ,α : Rζ(Q,α)→ C.
Note that Rζ(Q,α) → Mζ(Q,α) is a principal bundle with the structure group
PGα = Gα/C
∗. The group PGα is a product of general linear groups (here we
use our assumption that there exists i ∈ Q0 with αi = 1). Therefore Rζ(Q,α) →
Mζ(Q,α) is locally trivial in Zariski topology. This implies
[crit(fζ,α)]vir
[Gα]vir
=
[crit(f ′ζ,α)]vir
[GL1]vir
.
As (Q,W ) admits a cut, the space Mζ(Q,α) admits a C
∗-action satisfying the
conditions of Theorem 1.2 for the function f ′ζ,α :Mζ(Q,α)→ C (one uses the fact
that Mζ(Q,α) is projective over R(Q,α)//Gα). This implies
(1.4)
[crit(f ′ζ,α)]vir
[GL1]vir
=
−(−L 12 )− dimMζ(Q,α)[ϕf ′
ζ,α
]
(−L 12 )−1(L − 1)
=
(−L 12 )dimGα−dimR(Q,α)
L− 1 ([f
′−1
ζ,α (0)]− [f ′−1ζ,α (1)])
= (−L 12 )χ(α,α) [f
−1
ζ,α(0)]− [f−1ζ,α(1)]
[Gα]
.

1.5. Twisted algebra and central charge.
Definition 1.10. The twisted motivic algebra associated to the quiver Q is the
associative M˜C-algebra
TQ =
∏
α∈NQ0
M˜C · yα
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generated by formal variables yα that satisfy the relation
yα · yβ = (−L 12 )〈α,β〉yα+β ,
with 〈•, •〉 the skew-symmetric form of the quiver Q.
Note that if the quiver Q is symmetric, i.e. its skew-symmetric form is identically
zero, then TQ is commutative.
Remark 1.11. This algebra, which is all we are going to need, is (a completion
of) the “positive half” of the motivic quantum torus of Kontsevich–Soibelman [23].
A ray in the upper half plane H = H+ ∪ {0} is a half line which has the origin
as its end. For a ray l ⊂ H and a central charge Z, we put
TZ,l =
∏
α∈Z−1(l)∩NQ0
M˜C · yα,
a subalgebra of the twisted algebra TQ.
Lemma 1.12 (Kontsevich–Soibelman [22, Theorem 6]). For any element A =∑
α∈NQ0 Aαy
α ∈ TQ with A0 = 1, there is a unique factorization
(1.5) A =
y∏
l⊂H
AZ,l
with AZ,l ∈ TZ,l, where the product is taken in the clockwise order over all rays.
Proof. For a positive real number r, we put
T (r)Q =
∏
α∈NQ0 ,|α|<r
M˜C · yα, T (r)Z,l =
∏
α∈Z−1(l)∩NQ0 ,|α|<r
M˜C · yα
which we consider as factor algebras of TQ and TZ,l respectively. Let A(r) ∈ T (r)Q
denote the image of A under the canonical projection TQ ։ T (r)Q . It is enough to
show that for any r there is a unique factorization
A(r) =
y∏
l⊂H
A
(r)
Z,l
with A
(r)
Z,l ∈ T (r)Z,l . Note that the set of rays l ∈ H such that
{α ∈ Z−1(l) | |α| < r} 6= ∅
is finite. We order this set (l1, . . . , lN ) so that
argZ(l1) < · · · < argZ(lN ).
First we put A
(r)
Z,l1
to be the summand of A(r) contained in T (r)Z,l1 . For 1 < i ≤ N
we define A
(r)
Z,li
to be the summand of
A(r) · (A(r)Z,l1)−1 · · · · · (A(r)Z,li−1)−1
contained in T (r)Z,li . Uniqueness is clear from the construction. 
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1.6. Generating series of motivic DT invariants. Let (Q,W ) be a quiver with
a potential admitting a cut, and let J = JQ,W be its Jacobian algebra.
Definition 1.13. We define the generating series of the motivic Donaldson-Thomas
invariants of (Q,W ) by
AU =
∑
α∈NQ0
[M(J, α)]vir · yα =
∑
α∈NQ0
[crit(fα)]vir
[Gα]vir
· yα ∈ TQ,
the subscript referring to the fact that we think of this series as the universal series.
Given a cut I of (Q,W ), we define a new quiver QI = (Q0, Q1\I). Let JW,I be
the quotient of CQI by the ideal
(∂IW ) = (∂W/∂a, a ∈ I).
Proposition 1.14. If (Q,W ) admits a cut I, then
AU =
∑
α∈NQ0
(−L 12 )χ(α,α)+2dI (α) [R(JW,I , α)]
[Gα]
yα,
where dI(α) =
∑
(a:i→j)∈I αiαj for any α ∈ ZQ0 .
Proof. Let f = fα : R(Q,α)→ C. According to (1.2) we have
[M(J, α)]vir = (−L 12 )χ(α,α) [f
−1(0)]− [f−1(1)]
Gα
.
It is proved in [34, Theorem 4.1] and [28, Prop. 7.1] that
[f−1(1)]− [f−1(0)] = −LdI(α)[R(JW,I , α)].
Therefore
[M(J, α)]vir = (−L 12 )χ(α,α)+2dI (α) [R(JW,I , α)]
[Gα]
.

Let ζ ∈ RQ0 be some stability parameter and let Z : ZQ0 → C be the central
charge determined by ζ as in Definition 1.6.
Definition 1.15. Let l = R≥0(−µ, 1) ⊂ H be a ray (see Remark 1.7). We put
AZ,l = Aζ,µ =
∑
α∈NQ0
Z(α)∈l
[Mζ(J, α)]vir · yα ∈ TQ.
The Harder-Narashimhan filtrations provide a filtration on R(Q,α). This filtra-
tion induces the following factorization property.
Theorem 1.16. Assume that (Q,W ) has a cut. Then we have
AU =
y∏
l
AZ,l,
where the product is taken in the clockwise order over all rays.
Proof. This is originally a result of Kontsevich–Soibelman [23], though their proof
depends on a conjectural integral identity. Assuming the existence of a cut, Theo-
rem 1.2 leads to a simplified proof, written out in [34] and [32]. 
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2. The universal DT series of the conifold quiver
2.1. Motivic DT invariants for the conifold quiver. Let (Q,W ) be the coni-
fold quiver with potential. Recall that Q has vertices 0, 1 and arrows ai : 0 → 1,
bi : 1→ 0 for i = 1, 2. The potential is given by
W = a1b1a2b2 − a1b2a2b1.
We have
χ(α, α) = α20 + α
2
1 − 4α0α1.
Let JW = CQ/∂W be the Jacobian algebra of (Q,W ). Then I = {a1} is easily
seen to be a cut for (Q,W ). Let QI = (Q0, Q1\I) be the quiver defined by the cut,
and JW,I the quotient of CQI by the ideal
(∂IW ) = (∂W/∂a, a ∈ I).
It follows from Proposition 1.14 that the coefficients of the universal Donaldson-
Thomas series AU =
∑
α∈NQ0 Aαy
α are given by
Aα = (−L 12 )χ(α,α)+2α0α1 [R(JW,I , α)]
[Gα]
= (−L 12 )(α0−α1)2 [R(JW,I , α)]
[Gα]
.
The goal of this section is to prove the following result.
Theorem 2.1. We have
(2.1) AU (y0, y1) = Exp
(
(L+ L2)y0y1 − L 12 (y0 + y1)
L− 1
∑
n≥0
(y0y1)
n
)
.
Equivalently,
(2.2) AU (y0, y1) =
∏
α∈∆+
Aα(y0, y1),
where for roots α ∈ ∆+, we put
Aα(y0, y1) =

Exp
( −L− 12
1− L−1 y
α
)
=
∏
j≥0
(
1− L−j− 12 yα
)
α ∈ ∆re+ ,
Exp
(
1 + L
1− L−1 y
α
)
=
∏
j≥0
(
1− L−jyα)−1 (1− L−j+1yα)−1 α ∈ ∆im+ .
The equivalence of the exponential and product forms (2.1)–(2.2) follows from
formal manipulations. In the following two subsections, we give two proofs of The-
orem 2.1. The first one develops the method of [14] (c.f. [9]). The second proof uses
another “dimensional reduction” to reduce the problem to that of representations
of the tame quiver of affine type A
(1)
1 .
2.2. First proof. The goal is to compute the generating function of motives of
moduli of representations of JW,I -modules. Up to a group action, these moduli
spaces are given concretely as spaces of triples of matrices:
R(JW,I , α) = {(A2, B1, B2) ∈ Hom(V0, V1)×Hom(V1, V0)×2 | B1A2B2 = B2A2B1}.
In this section, for simplicity, we will denote this space by R(α). The proof begins
by reducing the problem to two simpler ones via a stratification of R(α). For
(A2, B1, B2) ∈ R(α), consider the linear map
A2 ⊕B2 : V0 ⊕ V1 → V0 ⊕ V1.
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For any such endomorphism, the vector space V = V0 ⊕ V1 has a second decompo-
sition V = V I ⊕ V N on which A2 ⊕ B2 decomposes into an invertible map and a
nilpotent map (c.f. [14, Lemma 1]). Namely,
AI2 ⊕BI2 : V I → V I and AN2 ⊕BN2 : V N → V N .
Define V Ii (resp. V
N
i ) to be the intersection of Vi and V
I (resp. V N ), so that we
have decompositions V0 = V
I
0 ⊕ V N0 and V1 = V I1 ⊕ V N1 , with
A2 = A
I
2 ⊕AN2 ∈ Hom(V I0 , V I1 )⊕Hom(V N0 , V N1 ),
B2 = B
I
2 ⊕BN2 ∈ Hom(V I1 , V I0 )⊕Hom(V N1 , V N0 ).
Notice that AI2, B
I
2 are invertible, in particular we have
dim(V I0 ) = dim(V
I
1 ) =
1
2
dim(V I).
A little bit of linear algebra shows that a matrix B1 satisfying B1A2B2 = B2A2B1
has a similar block decomposition with respect to the splitting V = V I ⊕ V N ;
B1 = B
I
1 ⊕BN1 ∈ Hom(V I1 , V I0 )⊕Hom(V N1 , V N0 ).
The relation B1A2B2 = B2A2B1 now becomes two independent sets of equations,
BI1A
I
2B
I
2 = B
I
2A
I
2B
I
1 and B
N
1 A
N
2 B
N
2 = B
N
2 A
N
2 B
N
1 . Define
RIa = {(A2, B1, B2) ∈ R((a, a)) | A2 ⊕B2 is invertible};
RNα = {(A2, B1, B2) ∈ R(α) | A2 ⊕B2 is nilpotent}.
Over the stratum of R(α) where dim(V I) = 2a, we have a Zariski locally trivial
fibre bundle
RIa ×RNα // {(A2, B1, B2) ∈ R(α) | dim(VI) = 2a}

M(a, α)
where M(a, α) is the space of direct sum decompositions V0 ∼= V I0 ⊕ V N0 , V1 ∼=
V I1 ⊕ V N1 . Hence stratifying R(α) by dim(V I) gives the following relation in the
Grothendieck ring of varieties:
[R(α)] =
min(α0,α1)∑
a=0
[RIa] · [RN(α0−a,α1−a)] ·
[GLα0 ]
[GLa][GLα0−a]
· [GLα1 ]
[GLa][GLα1−a]
.
We collect the above motives into two generating series
I(y) =
∑
a≥0
[RIa]
[GLa]2
ya
and
N(y0, y1) =
∑
α∈NQ
[RNα ]
[GLα0 ][GLα1 ]
(−L1/2)(α0−α1)2yα00 yα11 .
Multiplying the above relation by (−L1/2)(α0−α1)2tα00 tα11 and summing gives an
equality of power series
AU = I(y0y1) ·N(y0, y1).
It remains to compute I(y) and N(y0, y1).
MOTIVIC DONALDSON–THOMAS INVARIANTS OF THE CONIFOLD 13
First consider I(y). If pi is a partition of a we will write pi ⊢ a, and denote its
length l(pi), and size |pi|. Then we have two spaces
RIa = {(A2, B1, B2) ∈ Iso
(
V I0 , V
I
1
)×Hom(V I1 , V I0 )×Iso(V I1 , V I0 ) | B1A2B2 = B2A2B1}
and
CIa = {(C1, C2) ∈ End(V I1 )×GL(V I1 ) | C−12 C1C2 = C1},
together with a map β : RIa → CIa given by
β(A2, B1, B2) = (A2B1, A2B2).
The map β is a GL(V I0 )-torsor associated to a global gauge fixing, g ·(A2, B1, B2) =
(A2g
−1, gB1, gB2). Since the general linear group is a special group, the map β is
a locally trivial GL(V I0 ) bundle in the Zariski topology. The base of the fibration
CIa is a commuting variety whose motivic class is known [9] to equal
[GLa]
∑
pi⊢a
Ll(pi).
Therefore
I(y) =
∑
a≥0
[RIa]
[GLa]2
ya =
∑
a≥0
[CIa ]
[GLa]
ya =
∑
pi
Ll(pi)y|pi|
=
∞∏
i=1
1
1− Lyi = Exp
(
L
∑
n≥1
yn
)
.
All that remains is to compute the series N(y0, y1). Given now that the matrix
A2 ⊕ B2 is nilpotent, there exists a basis of V N , {ai1s1 , bi2s2 , ci3s3 , di4s4}, 1 ≤ ij ≤ kj ,
1 ≤ sj ≤ rji , such that
V N0 ∋ ai1r1
i
A27→ ai1
r1
i
−1
B27→ ai1
r1
i
−2
A27→ · · · A27→ ai11 ∈ V N1 \ 0 and B2(ai11 ) = 0,
V N1 ∋ bi2r2
i
B27→ bi2
r2
i
−1
A27→ bi2
r2
i
−2
B27→ · · · B27→ bi21 ∈ V N0 \ 0 and A2(bi21 ) = 0,
V N0 ∋ ci3r3i
A27→ ci3
r3i−1
B27→ ci3
r3i−2
A27→ · · · B27→ ci31 ∈ V N0 \ 0 and A2(ci31 ) = 0,
V N1 ∋ di4r4
i
B27→ di4
r4
i
−1
A27→ di4
r4
i
−2
B27→ · · · A27→ di41 ∈ V N1 \ 0 and B2(di41 ) = 0.
As the numbers r1i , r
2
i are always even and r
3
i , r
4
i always odd, it is combinatorially
convenient to define rˆ1i = r
1
i /2, rˆ
2
i = r
2
i /2, rˆ
3
i = (r
3
i + 1)/2, rˆ
4
i = (r
4
i + 1)/2. Also
after reordering we may assume that rˆji ≥ rˆji+1. Up to a choice of the above basis,
the matrix A2 ⊕B2 is determined by four partitions
pi1 : |pi1| = rˆ11 + rˆ12 + rˆ13 + . . .+ rˆ1k1
pi2 : |pi2| = rˆ21 + rˆ22 + rˆ23 + . . .+ rˆ2k2
pi3 : |pi3| = rˆ31 + rˆ32 + rˆ33 + . . .+ rˆ3k3
pi4 : |pi4| = rˆ41 + rˆ42 + rˆ43 + . . .+ rˆ4k4
with
α0 = |pi1|+ |pi2|+ |pi3|+ |pi4| − l(pi4)
α1 = |pi1|+ |pi2|+ |pi3|+ |pi4| − l(pi3).
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With respect to the above basis, denote the normal form of A2⊕B2 byA{pij}2 ⊕B{pij}2 .
The space RNα can be stratified by this data, giving
[RNα ] =
∑
pi1,pi2,pi3,pi4
[R(pi1, pi2, pi3, pi4)],
where R(pi1, pi2, pi3, pi4) is the stratum of R
N
α , where A2 ⊕ B2 has normal form
A
{pij}
2 ⊕B{pij}2 . The space R(pi1, pi2, pi3, pi4) is a vector bundle
p : R(pi1, pi2, pi3, pi4)→ {(A2, B2) | A2 ⊕B2 ∼ A{pij}2 ⊕B{pij}2 }
over the space of all matrices with this normal form, with fibre the linear space of
matrices
{B1 | B1A{pij}2 B{pij}2 = B{pij}2 A{pij}2 B1}.
We compute the fibre and base by a linear algebra calculation to deduce
[R(pi1, pi2, pi3, pi4)] = [GLα0 ] · [GLα1 ]f(pi1)f(pi2)g(pi3)g(pi4)(−L1/2)−(l(pi3)−l(pi4))
2
,
where we are given
f(pi) =
∏
i≥1
Lb
2
i /[GLbi ] for pi = (1
b12b23b3 · · · ),
and
g(pi) =
∏
i≥1
(−L1/2)b2i /[GLbi ] for pi = (1b12b23b3 · · · ).
Substituting this into the generating series gives
N(y0, y1) =
∑
α0,α1≥0
∑
pi1,pi2,pi3,pi4
α0=|pi1|+|pi2|+|pi3|+|pi4|−l(pi4)
α1=|pi1|+|pi2|+|pi3|+|pi4|−l(pi3)
f(pi1)f(pi2)g(pi3)g(pi4)y
α0
0 y
α1
1
=
∑
pi1
f(pi1)(y0y1)
|pi1|
∑
pi2
f(pi2)(y0y1)
|pi2|
∑
pi3
g(pi3)(y0y1)
|pi3|y
−l(pi3)
1
·
∑
pi4
g(pi4)(y0y1)
|pi4|y
−l(pi4)
0 .
The series for f and g have well know formulas [26]∑
pi
f(pi)y|pi| =
∞∏
i,j=1
(1 − L1−jyi)−1 = Exp
(
L
L− 1
∑
n≥1
yn
)
,
and∑
pi
g(pi)y|pi|a−l(pi) =
∞∏
i,j=1
(1 + (−L1/2)−2j+1yia−1) = Exp
(
L1/2
1− L
∑
n≥1
yna−1
)
.
Hence
N(y0, y1) = Exp
(
2L
L− 1
∑
n≥1
(y0y1)
n
)
· Exp
(−L1/2
L− 1
∑
n≥1
yn0 y
n−1
1 + y
n−1
0 y
n
1
)
.
Multiplying the series I and N gives
AU (y0, y1) = Exp
(
(L+ L2)y0y1 − L1/2(y0 + y1)
L− 1
∑
n≥0
(y0y1)
n
)
.
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2.3. Second proof: another dimensional reduction. Recall that representa-
tions of the cut algebra JW,I are given by triples (A2, B1, B2), where A2 : V0 → V1,
B1, B2 : V1 → V0 are linear maps satisfying
(2.3) B1A2B2 = B2A2B1.
The pair (A2, B2) gives a representation of the quiver
C2 = (0, 1; a : 0→ 1, b : 1→ 0).
Given the dimension vector α ∈ N2, let R(JW,I , α) be the space of representations
of JW,I having dimension vector α. Let R(C
2, α) be the space of representations of
C2 having dimension vector α. There is a forgetful map
g : R(JW,I , α)→ R(C2, α), (A2, B1, B2)→ (A2, B2).
Its fibers are linear vector spaces. This map is equivariant with respect to the
natural action of Gα = GLα0 ×GLα1 on both sides. Given a C2-representation
M = (M0,M1;Ma,Mb), let ρ(M) be the dimension of the fiber of g over M . Let
M0 = (M0;MbMa) andM
1 = (M1;MaMb) be representations of the Jordan quiver
C1 (one vertex and one loop). Then it follows from (2.3) that
ρ(M) = dimHomC1(M
1,M0).
More generally, for any two representations of C2
M = (M0,M1;Ma,Mb), N = (N0, N1;Na, Nb)
we define
ρ(M,N) = dimHomC1(M
1, N0).
If M is some representation of C2 having dimension vector α, then the contribu-
tion of its Gα-orbit (i.e. isomorphism class) to [R(C
2, α)]/[Gα] is 1/[AutM ]. The
contribution of the preimage of its Gα-orbit to [R(JW,I , α)]/[Gα] is L
ρ(M)/[AutM ].
Let M = ⊕Mnii be a decomposition of a C2-representation M into the sum of
indecomposable representations. Then by [29, Theorem 1.1]
[AutM ] = [End(M)] ·
∏
i
(L−1)ni ,
where (q)n = (q; q)n =
∏n
k=1(1 − qk) is the q-Pochhammer symbol. Thus the
contribution of the preimage of the Gα-orbit of M to [R(JW,I , α)]/[Gα] is
(2.4)
Lρ(M)
[AutM ]
=
Lρ(M,M)−h(M,M)∏
i(L
−1)ni
=
∏
i,j L
ninj(ρ(Mi,Mj)−h(Mi,Mj))∏
i(L
−1)ni
,
where h(M,N) = dimHom(M,N) for any C2-representations M,N . We will com-
pute the numbers h(M,N) and ρ(M,N) for indecomposable representations M,N
of C2. As is well known, the indecomposable representations of C2 are the following:
(1) Representations In of dimension (n, n− 1), n ≥ 1.
(2) Representations Pn of dimension (n− 1, n), n ≥ 1.
(3) Representations Rt,n = (In, Jt,n), n ≥ 1, t ∈ C, of dimension (n, n). There
are also representations R∞,n = (J0,n, In), n ≥ 1, of dimension (n, n). Here
Jt,n denotes the Jordan block of size n with value t on the diagonal.
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Remark 2.2. Define duality on representations of C2 by
D(M0,M1;M12,M21) = (M
∨
0 ,M
∨
1 ;M
∨
21,M
∨
12).
Then Hom(DM,DN) = Hom(N,M)∨ and
D(In) = In, D(Pn) = Pn, D(Rt,n) = Rt−1,n.
Define equivalence (cyclic shift) by
C(M0,M1;M12,M21) = (M1,M0;M21,M12).
Then Hom(CM,CN) = Hom(M,N) and
C(In) = Pn, C(Pn) = In, C(Rt,n) = Rt−1,n.
The proofs of the following two propositions are easy exercises.
Proposition 2.3. We have
(1) h(Rs,m, Rt,n) = min{m,n} if s = t or s, t ∈ {0,∞}. It is 0 otherwise.
(2) h(Im, Rt,n) = h(Rt,n, Pm) =

min{m− 1, n} t = 0;
min{m,n} t =∞;
0 t ∈ C∗.
(3) h(Rt,n, Im) = h(Pm, Rt,n) =

min{m− 1, n} t =∞;
min{m,n} t = 0;
0 t ∈ C∗.
(4) h(Im, In) = h(Pm, Pn) = min{m,n}.
(5) h(Im, Pn) = h(Pn, Im) = min{m,n} − 1.
Proposition 2.4. We have
(1) ρ(Rs,m, Rt,n) = min{m,n} if s = t or s, t ∈ {0,∞}. It is 0 otherwise.
(2) ρ(Im, Rt,n) = ρ(Rt,n, Pm) =
{
min{m− 1, n} t = 0,∞;
0 t ∈ C∗.
(3) ρ(Rt,n, Im) = ρ(Pm, Rt,n) =
{
min{m,n} t = 0,∞;
0 t ∈ C∗.
(4) ρ(Im, In) = ρ(Pn, Pm) = min{m− 1, n}.
(5) ρ(Im, Pn) = min{m,n} − 1.
(6) ρ(Pn, Im) = min{m,n}.
Corollary 2.5. For any C2-representations M,N , let
d(M,N) = ρ(M,N)− h(M,N).
If M,N are indecomposable, then
d(M,N) + d(N,M) =

1 M = Im, N = Pn;
−1− δm,n M = Im, N = In or M = Pm, N = Pn;
0 otherwise.
Proof of Theorem 2.1. We can decompose any C2-representation as
M = I ⊕ P ⊕
⊕
t∈P1
Rt =
⊕
i≥1
Imii ⊕
⊕
i≥1
Pnii ⊕
⊕
t∈P1
⊕
i≥1
R
ri(t)
t,i .
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With the representation M we associate partitions µ, η ∈ P and λ(t) ∈ P , for
t ∈ P1, in the following way:
µk =
∑
i≥k
mi, ηk =
∑
i≥k
ni, λk(t) =
∑
i≥k
ri(t).
Applying Corollary 2.5, we obtain
(2.5) ρ(M,M)− h(M,M) =
∑
i,j≥1
minj −
∑
i≥j≥1
(mimj + ninj)
= −1
2
((∑
i≥1
(mi − ni)
)2
+
∑
i≥1
m2i +
∑
i≥1
n2i
)
,
an expression that we are going to denote by d(µ, η). The dimension vectors of the
summands of M are given by
dim I =
(∑
i≥1
imi,
∑
i≥1
(i − 1)mi
)
= (|µ|, |µ| − µ1),
dimP =
(∑
i≥1
(i− 1)ni,
∑
i≥1
ini)
)
= (|η| − η1, |η|),
dimRt =
(∑
i≥1
iri(t),
∑
i≥1
iri(t)
)
= (|λ(t)|, |λ(t)|).
Applying equation (2.4) we obtain
(2.6) AU =
∑
α∈N2
(−L 12 )(α0−α1)2 [R(JW,I , α)]
[Gα]
yα
=
∑
µ,η∈P
(−L 12 )(µ1−η1)2 y
|µ|+|η|−η1
0 y
|µ|+|η|−µ1
1 L
d(µ,η)∏
i≥1(L
−1)µi−µi+1(L
−1)ηi−ηi+1
∑
λ:P1→P
∏
t∈P1
fλ(t),
where
fλ =
(y0y1)
|λ|∏
i≥1(L
−1)λi−λi+1
.
By Hua formula’s (see [18] or [31, Theorem 6]) applied to the quiver with one
loop, we obtain
f =
∑
λ∈P
fλ = Exp
(
L
L− 1
∑
n≥1
(y0y1)
n
)
.
Therefore, using the geometric description of power structures (Section 1.2), we
obtain ∑
λ:P1→P
∏
t∈P1
fλ(t) = Pow(f, [P
1]) = Exp
(
(L+ 1)L
L− 1
∑
n≥1
(y0y1)
n
)
.
On the other hand it follows from (2.5) that
(µ1 − η1)2 + 2d(µ, η) = −
∑
i≥1
m2i −
∑
i≥1
n2i
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and therefore
(2.7)
AU = Exp
(
L+ L2
L− 1
∑
n≥1
(y0y1)
n
) ∑
µ,η∈P
y
|µ|+|η|−η1
0 y
|µ|+|η|−µ1
1 (−L
1
2 )−
∑
i
(m2i+n
2
i )∏
i≥1(L
−1)mi(L
−1)ni
,
where we denote mi = µi − µi+1, ni = ηi − ηi+1. Define
H(x, q
1
2 ) =
∑
n≥0
(−q 12 )−n2xn
(q−1)n
=
∑
n≥1
(xq
1
2 )n
(q)n
= Exp
(
xq
1
2
1− q
)
,
where the last equality follows from the Heine formula [21, 30]. Then the sum in
(2.7) can be written in the form
∑
(mi)i≥1,(ni)i≥1
∏
i≥1
(yi0y
i−1
1 )
mi(yi−10 y
i
1)
ni(−L 12 )−m2i−n2i
(L−1)mi(L
−1)ni
=
∏
i≥1
(∑
m≥0
(yi0y
i−1
1 )
m(−L 12 )−m2
(L−1)m
∑
n≥0
(yi−10 y
i
1)
n(−L 12 )−n2
(L−1)n
)
=
∏
i≥1
H(yi0y
i−1
1 ,L
1
2 )H(yi−10 y
i
1,L
1
2 ) = Exp
(
L
1
2
1− L
∑
i≥1
(yi0y
i−1
1 + y
i−1
0 y
i
1)
)
.
The second proof of Theorem 2.1 is complete. 
2.4. Decomposing the universal series. In this section, we decompose the prod-
uct from Theorem 2.1. We will say that a stability parameter ζ is generic, if for
any stable J-module V , we have ζ · dimV 6= 0. For generic stability parameter ζ,
let M+ζ (J, α) (resp. M
−
ζ (J, α)) denote the moduli stacks of J-modules V such that
dimV = α and such that all the HN factors F of V with respect to the stability
parameter ζ satisfy ζ · dimF > 0 (resp. < 0). We put
A±ζ =
∑
α∈NQ0
[M±ζ (J, α)]vir · yα.
Lemma 2.6. The generating series A±ζ are given by
A±ζ =
∏
α∈∆+
±ζ·α<0
Aα,
where Aα = Aα(y0, y1) were defined in Theorem 2.1. We have
AU = A
+
ζ A
−
ζ .
Proof. By Theorem 1.16, we have a factorization in TQ (note that TQ is commuta-
tive and we don’t need to take the ordered product)
AU =
∏
µ∈R
Aζ,µ,
where Aζ,µ were defined in Definition 1.15. Similarly we have A
±
ζ =
∏
±µ>0Aζ,µ.
By Theorem 2.1, we have
AU =
∏
α∈∆+
Aα,
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where Aα contain only powers ykα, k ≥ 0. By the uniqueness of the factorizations
from Lemma 1.12, we obtain
Aζ,µ =
∏
α∈∆+
µ(α)=µ
Aα
and the statement of the lemma follows. 
3. Motivic DT with framing
3.1. Framed quiver. Let Q be a quiver with a distinguished vertex 0 ∈ Q0 and
let W be a potential. We denote by Q˜ the corresponding framed quiver, the new
quiver obtained from Q by adding a new vertex ∞ and a single new arrow∞→ 0.
Let J˜ = JQ˜,W be the Jacobian algebra corresponding to the quiver with poten-
tial (Q˜,W ), where we view W as a potential for Q˜ in the obvious way. Any
Q˜-representation (resp. J˜-module) V˜ can be written as a triple (V, V˜∞, s), where V
is a Q-representation (resp. J-module), V˜∞ is a vector space, and s : V˜∞ → V0 is a
linear map. We will always do this identification without mentioning.
The twisted motivic algebra TQ of the original quiver sits as a subalgebra inside
the algebra TQ˜ associated to the framed quiver Q˜. Note that in TQ˜ we have
(3.1) y∞ · y(α,0) = (−L 12 )−α0 · y(α,1) = L−α0 · y(α,0) · y∞,
where we put
y∞ = y
(0,1).
In particular, TQ˜ is never commutative.
3.2. Stability for framed representations. Let ζ ∈ RQ0 be a vector, which we
will refer to as the stability parameter.
Definition 3.1. A Q˜-representation (resp. J˜-module) V˜ with dim V˜∞ = 1 is said to
be ζ-(semi)stable, if it is (semi)stable with respect to (ζ, ζ∞) ∈ RQ˜ (see Definition
1.5), where ζ∞ = −ζ · dimV . Equivalently, the following conditions should be
satisfied:
• for any Q˜-subrepresentation (resp. J˜-submodule) 0 6= V˜ ′ ⊂ V˜ with V˜ ′∞ = 0,
we have
ζ · dim V ′ (≤) 0;
• for any Q˜-quotient representation (resp. J˜-quotient module) V˜ ։ V˜ ′′ 6= 0
with V˜ ′′∞ = 0, we have
ζ · dimV ′′ (≥) 0.
As in Section 2.4, a stability parameter ζ ∈ RQ0 is said to be generic, if for any
stable J-module V we have ζ · dimV 6= 0.
3.3. Motivic DT invariants with framing. For a stability parameter ζ ∈ RQ0
and a dimension vector α ∈ NQ0 , let as before ζ∞ = −ζ · α, α˜ = (α, 1), and let
Mζ(Q˜, α) = [R(ζ,ζ∞)(Q˜, α˜)/Gα], Mζ(J˜ , α) = [R(ζ,ζ∞)(J˜ , α˜)/Gα]
denote the moduli stack of ζ-stable Q˜-representations (resp. J˜-modules) with di-
mension vector α˜. The corresponding stacks for the trivial stability ζ = 0 will be
denoted by M(Q˜, α) and M(J˜ , α).
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Remark 3.2. Note that the stack Mζ(Q˜, α) is slightly different from the stack
M(ζ,ζ∞)(Q˜, α˜) which was defined in (1.1) to be [R(ζ,ζ∞)(Q˜, α˜)/Gα˜]. The same
applies to the stacks of J˜-modules.
Definition 3.3. Let
A˜U =
∑
α∈NQ0
[
M
(
J˜ , α
)]
vir
· yα˜ ∈ TQ˜,
where
[
M
(
J˜ , α
)]
vir
is defined similarly to (1.2). For any stability parameter ζ ∈
RQ0 let
A˜ζ =
∑
α∈NQ0
[
Mζ
(
J˜ , α
)]
vir
· yα˜ ∈ TQ˜,
where
[
Mζ
(
J˜ , α˜
)]
vir
is defined similarly to (1.3). Let also, as in the Introduction,
Zζ =
∑
α∈NQ0
[
Mζ
(
J˜ , α
)]
vir
· yα ∈ TQ.
3.4. Relating the universal and framed series. In this subsection we assume
that Q is a symmetric quiver and therefore TQ is commutative. The following
theorem relates results of the previous section on the universal series to the framed
invariants of this section.
Theorem 3.4. For generic stability parameter ζ, we have
(3.2) Zζ =
A−ζ (−L
1
2 y0, y1, . . . )
A−ζ (−L−
1
2 y0, y1, . . . )
,
where A−ζ were defined in Section 2.4.
This result is [33, Corollary 4.17]. In the rest of this subsection, we provide an
alternative approach to this theorem. The main difference is that here we study
just two stability parameters, while the result in [33] was obtained by studying an
infinite sequence of parameters between these two.
Proposition 3.5. Let V˜ be a Q˜-representation (resp. a J˜-module) with dim V˜∞ =
1. Then there exists the unique filtration
0 = U˜0 ⊂ U˜1 ⊂ U˜2 ⊂ U˜3 = V˜
such that with V˜ i = U˜ i/U˜ i−1 we have
(1) V˜ 1∞ = 0 and all the HN factors F of V
1 with respect to the stability param-
eter ζ satisfy ζ · dimF > 0,
(2) V˜ 2∞ = 1 and V˜
2 is ζ-semistable,
(3) V˜ 3∞ = 0 and all the HN factors F of V
3 with respect to the stability param-
eter ζ satisfy ζ · dimF < 0.
Proof. We will work only with Q˜-representations. We take sufficiently small ε > 0
and define the central charge
Zζ,ε(α˜) = −ζ · α+ (ε|α|+ α∞)
√−1, α˜ = (α, α∞).
Let W˜ be a Q˜-representation with dim W˜∞ = 1. For any submodule W˜
′ = W ′ of
W˜ with W˜ ′∞ = 0, we have
ζ · dimW ′ ≷ 0 ⇐⇒ argZζ,ε(dim W˜ ′) ≷ argZζ,ε(dim W˜ ).
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Hence W˜ is Zζ,ε-stable if and only if it is ζ-stable. Then, the Harder-Narashimhan
filtration for Zζ,ε-stability is the required filtration. 
The filtration from Proposition 3.5 induces the following factorization in the
same way as Theorem 1.16:
Proposition 3.6. We have
A˜U = A
+
ζ · A˜ζ · A−ζ
in the motivic algebra TQ˜.
Proposition 3.7.
A˜U = AU · y∞.
Proof. Any Q˜-module (resp. J˜-module) V˜ with dim V˜∞ = 1 and dimV = α has a
unique filtration
0 ⊂ V ⊂ V˜
with
V˜ /V ≃ S∞,
the simple module concentrated at the vertex∞. Thus the factorization follows. 
Proof of Theorem 3.4. We have
A˜ζ = (A
+
ζ )
−1 · A˜U · (A−ζ )−1 (Proposition 3.6)
= (A+ζ )
−1 · (A+ζ ·A−ζ · y∞) · (A−ζ )−1 (Prop. 3.7 and Lemma 2.6)
= y∞ ·
A−ζ (Ly0, y1, . . . )
A−ζ (y0, y1, . . . )
. (Equation (3.1))(3.3)
It follows from (3.1) that y∞ · Zζ(−L 12 y0, . . . ) = A˜ζ . Combining this with (3.3) we
get the statement of Theorem 3.4. 
3.5. Application to the conifold. The following theorem is the main result of
this section, announced as Theorem 1. Let (Q,W ) be the conifold quiver with
potential.
Theorem 3.8. For generic ζ ∈ R2,
(3.4) Zζ(y0, y1) =
∏
α∈∆+
ζ·α<0
Zα(y0, y1),
with
Zα(−y0, y1)=

α0−1∏
j=0
(
1− L−α02 + 12+jyα
)
α ∈ ∆re+
α0−1∏
j=0
(
1− L−α02 +1+jyα
)−1 (
1− L−α02 +2+jyα
)−1
α ∈ ∆im+
Proof. Substituting the result of Lemma 2.6 into Theorem 3.4, we get the product
form (3.4), with
Zα(y0, y1) = A
α(−L 12 y0, y1)/Aα(−L− 12 y0, y1).
Now use the expression for Aα from Theorem 2.1. 
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4. DT/PT series
4.1. Chambers and the moduli spaces for the conifold. Let (Q,W ) be the
conifold quiver with potential. In the space R2 of stability parameters, consider the
lines
L+(m) = {(ζ0, ζ1) | mζ0 + (m− 1)ζ1 = 0} (m ≥ 1),
L∞ = {(ζ0, ζ1) | ζ0 + ζ1 = 0},
L−(m) = {(ζ0, ζ1) | mζ0 + (m+ 1)ζ1 = 0} (m ≥ 0).
It is immediately seen that these are exactly the lines orthogonal to the roots in
∆+ with respect to the standard inner product. Let L ⊂ R2 denote the union of
this countable set of lines. The complement of L in R2 is a countable union of open
cones. Denote by Y + the flop of Y along the embedded rational curve.
Theorem 4.1. [35, Lemma 3.1 and Propositions 2.10-2.13] The set of generic
parameters in R2 is the complement of the union L of the lines defined above.
(i) For ζ with ζ0 < 0 and ζ1 < 0, the moduli spaces Mζ(J˜ , α) are the NCDT
moduli spaces, the moduli spaces of cyclic J-modules from [39].
(ii) For ζ near the line L∞ with ζ0 < ζ1 and ζ0 + ζ1 < 0, the moduli spaces
Mζ(J˜ , α) are the commutative DT moduli spaces of Y from [27], the moduli
spaces of subschemes on Y with support in dimension at most 1.
(iii) For ζ near the line L∞ with ζ0 < ζ1 and ζ0 + ζ1 > 0, the moduli spaces
Mζ(J˜ , α) are the PT moduli spaces of Y introduced in [36]; these are moduli
spaces of stable rank-1 coherent systems.
(iv) For ζ near the line L∞ with ζ0 > ζ1 and ζ0 + ζ1 < 0, the moduli spaces
Mζ(J˜ , α) are the commutative DT moduli spaces of the flop Y
+.
(v) For ζ near the line L∞ with ζ0 < ζ1 and ζ0 + ζ1 > 0, the moduli spaces
Mζ(J˜ , α) are the PT moduli spaces of the flop Y
+.
(vi) For ζ with ζ0 > 0 and ζ1 > 0, the moduli space Mζ(J˜ , α) consists of a point
for α = 0 and is otherwise empty.
Remark 4.2. Note that “near” in the above statements means sufficiently near
depending on the dimension vector (α, 1).
4.2. Motivic PT and DT invariants.
Proposition 4.3. The refined partition functions of the resolved conifold Y for the
DT and PT chambers are given by
(4.1) ZPT(−y0, y1) =
∏
m≥1
m−1∏
j=0
(
1− L−m2 + 12+jym0 ym−11
)
and
(4.2) ZDT(−y0, y1) = ZPT(−y0, y1)
·
∏
m≥1
m−1∏
j=0
(
1− L−m2 +1+jym0 ym1
)−1 (
1− L−m2 +2+jym0 ym1
)−1
.
Proof. Let ζ = (−1 + ε, 1), 0 < ε ≪ 1, be some stability corresponding to PT
moduli spaces. Then
{α ∈ ∆+ | ζ · α < 0} = {(m,m− 1) | m ≥ 1}.
MOTIVIC DONALDSON–THOMAS INVARIANTS OF THE CONIFOLD 23
Applying Theorem 3.8 we obtain
ZPT (−y0, y1) =
∏
ζ·α<0
Zα(−y0, y1) =
∏
m≥1
m−1∏
j=0
(
1− L−m2 + 12+jym0 ym−11
)
.
The proof of the second formula is similar. 
Let us re-write these formulae in the perhaps more familiar large radius param-
eters T = y−11 , s = y0y1, corresponding to the cohomology class of a point and a
curve on the geometry Y . We obtain
(4.3) ZPT(−s, T ) =
∏
m≥1
m−1∏
j=0
(
1− L−m2 + 12+jsmT
)
and
(4.4)
ZDT(−s, T ) = ZPT(−s, T ) ·
∏
m≥1
m−1∏
j=0
(
1− L−m2 +1+jsm)−1 (1− L−m2 +2+jsm)−1 .
The specializations at L
1
2 = 1 are the PT and DT series of the resolved conifold
respectively, given by the standard expressions
ZPT(−s, T ) =
∏
m≥1
(1− Tsm)m = Exp
( −T
(s
1
2 − s− 12 )2
)
and
ZDT(−s, T ) =M(s)2
∏
m≥1
(1− Tsm)m ,
withM(s) =
∏
m≥1(1−sm)−m the MacMahon function, and denoting generating
series of numerical (as opposed to motivic) invariants.
Wall crossing at the special wall L∞ is the PT/DT wall crossing of [36]. On the
PT side, the coefficient of the T 0 term is just 1, since if there is no curve present,
the only possible PT pair consists of the structure sheaf of Y (with zero map). On
the DT side, the moduli space with zero curve class is the moduli space of ideal
sheaves of point clusters on Y , in other words the Hilbert scheme of points of Y .
Hence the ratio of the T 0 terms gives the generating function of virtual motives of
the Hilbert scheme of points of Y [4]:
∞∑
n=0
[Y [n]]vir(−s)n =
∏
m≥1
m−1∏
j=0
(
1− L1+j−m2 sm)−1 (1− L2+j−m2 sm)−1 .
At L
1
2 = 1, we obtain the MNOP result M(s)2. Note in particular that, as proved
in [4] but contrary to the speculations of [13], the motivic refinement is not a square,
though both products are combinatorial refinements of the usual MacMahon series.
Remark 4.4. Note that our results in fact imply a full factorization
(4.5) ZDT(s, T ) =
(
∞∑
n=0
[Y [n]]virs
n
)
ZPT(s, T ),
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with the middle sum being a product of refined MacMahon series as in [4]. This is
a motivic analogue of the factorization
(4.6) ZX,DT(s, T ) =M(s)
e(X)ZX,PT(s, T )
conjectured for a quasi-projective Calabi–Yau threefold X in [27, 36], proved in [8]
following earlier proofs of a version of this statement in [38, 41]. In general, the
only definition we have of the motivic ZX,DT and ZX,PT is through the partially
conjectural setup of [23]. Assuming that relevant parts of [23] are put on a firm
footing, including the integration ring homomorphism from the motivic Hall algebra
to the motivic quantum torus, it seems likely that the proof of [8] can be adapted
to prove the motivic version (4.5) in general.
4.3. Connection with the refined topological vertex. The standard way to
compute the unrefined PT series of the resolved conifold Y is via the topological
vertex [1]. From the toric combinatorics, we obtain the formula
Z
vertex
PT (−s, T ) =
∑
λ
Cλ∅∅(s)Cλt∅∅(s)(−T )|λ|,
see e.g. [19, (63)]. On the right hand side, the sum runs over all partitions; for
a partition λ, λt denotes the conjugate partition, and Cλµν(s) is the topological
vertex expression of [1]. In the case when µ = ν = ∅, Cλ∅∅(s) can be expressed as
a simple Schur function, and then Cauchy’s identity immediately gives
Z
vertex
PT (−s, T ) =
∏
m≥1
(1− Tsm)m = ZPT(−s, T ).
In mathematical terms [27], this equality (or rather its DT version) expresses torus
localization, the combined expressionM(s)Cλµν(s) being the generating function of
3-dimensional partitions with given 2-dimensional asymptotics along the coordinate
axes.
The refined PT partition function as computed by the refined topological vertex
is [19, (67)]
ZvertexPT (t, q, T ) =
∑
λ
Cλ∅∅(q, t)Cλt∅∅(t, q)(−T )|λ|,
where Cλµν (q, t) is now the refined topological vertex expression. Using the Cauchy
identity again, this sum reduces to [19, (67)]
ZvertexPT (t, q, T ) =
∏
i,j≥1
(
1− Tqi− 12 tj− 12
)
(4.7)
= exp
(∑
n≥1
−T n
n(q
n
2 − q−n2 )(tn2 − t−n2 )
)
= Exp
( −T
(q
1
2 − q− 12 )(t 12 − t− 12 )
)
.
Proposition 4.5. We have
ZvertexPT (t, q, T ) = ZPT (−s, T ),
when we make the change of variables q = L
1
2 s, t = L−
1
2 s, with (qt)
1
2 = s.
Proof. This is immediate when we compare (4.3) with (4.7). 
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Thus we obtain a proof of the “motivic=refined” correspondence [13] in this
example. Note however that the situation is very different from the unrefined story:
here we are not giving a full mathematical interpretation of the refined topological
vertex expression Cλµν(q, t); indeed, it remains a very interesting problem to find
one. We are only checking that the results agree in the particular case of the
resolved conifold.
4.4. Connection to the cohomological Hall algebra. An alternative to con-
sidering the refined motivic invariants is to consider the mixed Hodge modules of
vanishing cycles [12, 24]. The description as the vanishing locus of the trace of the
potential endows the moduli spaces Mζ
(
J˜ , α˜
)
with the mixed Hodge modules of
vanishing cycles of the trace function. Recently, the cohomologies of the moduli
spaces with coefficients in these mixed Hodge modules have been organized into an
algebra in [24], the (critical) cohomological Hall algebra. Replacing L by q in all
our formulae, we obtain generating series of E-polynomials of these mixed Hodge
modules, the analogues of the formulae of [12] in our situation.
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