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I 
PROCEEDINGS OF THE FIFTEENTH ANNUAL BIOCHEMICAL 
ENGINEERING SYMPOSIUM 
This work represents the proceedings of the fifteenth symposium 
which convened at Colorado State University on May 24, 1985. The 
two day meeting was scheduled one month later than usual, i.e., after 
the spring semester, so that travelers from the midwest (Iowa State 
University, Kansas State University and University of Missouri) could 
enjoy the unique mountain setting provided at Pingree Park. The back-
ground of the photograph on the cover depicts the beauty of the area. 
The participants also depicted from left to right included row 1: 
Lucas Alvarez, Steve Birdsell, Kay Birdsell, Rekesh Bajpai and Vince 
Murphy; row 2: Mark Paige, Dave Drury, Bruce Dale, C.J. Wang, and 
Mark Smith; row 3: Tom Chresand, Hyeon Y. Lee, Pete Reilly, Larry 
Erickson, S.M. Lee and Naz Karim; row 4: Chuck Glatz, Mike Meagher, 
Bob Kuhn, and Karl Noah; row 5: Rob Davis, Shirley Davis, Chih Ming 
Li, Linda Henk, Kate Baptie, Scott Silverness and Brigette Hendriks; 
row 6: Greg Sinton, Linda Ulmer, Johnnie Thomas, Steve Milligan, 
Travis Jones and Yang Jayanata; row 7: A.K. Ghosh-Hajra, Andrej 
Stravs, K.B. Bastawde, Sabine Pestlin, Kathy Clark, Duane Ulmer and 
Mike Sierks; row 8: Bobby Bringi, Zivke Nikolav, Bernie Tao, S.A. 
Patel and Rod Fisher. Participants not shown are included in the 
attendance list according to institution which is provided on the 
following page. Requests for further information about given reports 
herein should be directed to the professors from the respective uni-
versities. 
James c. Linden 
Editor 
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MODELS FOR THE BIODEGRADATION OF 2,4-D 
AND RELATED XENOBIOTIC COMPOUNDS 
Greg Sinton and S.M. Lee 
Kansas State University 
Manhattan, Kansas 66506 
INTRODUCTION 
2,4-Dichlorophenoxyacetic acid (2,4-D) and other phenoxyalkanoic 
herbicides have been widely used as aquatic and terrestrial herbicides since 
the late 1940 1 s. Since these coapounds are produced and applied in large 
quantities each year, appropriate methods are needed to treat production wastes 
and to assess environaental persistence. To accoaplish this requires 
biodegradation aodels for 2,4-D and related coapounds. In this work the 
literature is reviewed to identify such aodels and design considerations. The 
study of phenoxyalkanoic herbicides and their aetabolites is iaportant not only 
because of their own ubiquity, but also because of their structural siailarity 
to other toxic and hazardous coapounds. 
ORGANISMS AND METABOLIC PATHWAYS FOR 2,4-D DEGRADATION 
A large variety of aicroorganiaas have been isolated that are capable of 
degrading 2,4-D and related coapounds (1-23). In aany of the Pseudoaonaa and 
Alcaligenes species the capacity to degrade 2,4-D has been linked to the 
presence of certain plasaids, aany of which have now been well characterized 
(2-4). Don and Peaberton (3) have found that these plasaids can be transferred 
by conjugation between aany different species of bacteria, but aaong the 
organisas studied the 2,4-D degrading capability is only expressed in A. 
eutrophus, ~· paradoxus, and~· putida (3). A recent review by Ghosal et 
al.(24) describes the current understanding of the genetic aechanisas involved 
in the biodegradation of 2,4-D and related halogenated coapounds. 
The aajority of the work on aetabolic pathways for 2,4-D biodegradation 
has been carried out with aerobic cultures of Arthrobacter and Pseudomonas 
species (11,25). Primarily through the work of the groups led by Alexander (5-
7) and Evans (14-18,26-29) the pathways for these organisas have been well 
established. A general pathway is shown in Fig. 1. The aain variations that 
have been reported in the aerobic pathway involve the chlorine removal. The 
chlorine in the 4 position can be reaoved froa 2,4-D, 2,4-dichlorophenol (2,4-
DCP), 3,5-dichlorocatechol, or after ring cleavage (8,14,30,31). 
IMPORTANT FACTORS AFFECTING BIODEGRADATION RATES 
Many different environaental factors affect biodegradation rates. 
Temperatures in the lower aesophilic range appear to be aost favorable for the 
biodegradation of 2,4-D and related coapounds. Reported optiaums range froa 22 
to 27•c (21,32-34). The optiaal pH ranges froa 5.5 to 7.8 (21,34,35). The 
effect and iaportance of pH is well illustrated by the data of Tyler and Finn 
(21) shown in Fig. 2. They have suggested that the higher dissociation 
-----------------------
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constant of 2,4-D relative to 2,4-DCP ia at least partially responsible for the 
higher optiaua pH range of 2,4-DCP relative to 2,4-D. The higher dissociation 
constant of 2,4-D results in a lower concentration of undiaaociated 2,4-D than 
2,4-DCP at a given pH. The undiaaociated foras are believed to be aore readily 
transported across the cell aeabrane and thus are the priaary source of both 
aetabolic and inhibitory activity. 
Since the biodegradation of 2,4-D and related coapounds has generally been 
observed to be an aerobic process, tb~ oxygen supply would be expected to be·a 
significant factor in deteraining biodegradation rates. A nuaber of studies, 
such as those of DeMarco et al.(32) and Williaas and Crawford (35), have 
shown that biodegradation rates for 2,4-D generally increase as oxygen supplies 
are increased. These studies do not appear to show the full extent or liaits 
to this effect. 
Huaerous investigations have deaonstrated that biodegradation rates of 
2,4-D and other xenobiotic coapounds can be greatly increased if enrichaent 
cultures are foraed by repeated exposure of cultures to these coapounds 
(11,13,36). An exposure of cultures to a xenobiotic substrate, e.g. 2,4-D, for 
the first tiae, causes a lag phase of Uaited utilization to occur, which is 
followed by relatively rapid degradation aa shown in Fig. 3. In subsequent 
exposures there ia usually little or no lag phase. Additional exposure 
soaewhat enhances biodegradation rates. The aajor aode of adaptation during 
enrichment ia probably induction rather than autation (11). Other factors 
that aay influence the lag phase are the initial concentration of the degrading 
organisas, plasaid transfer rates, osaotic shock, and substrate concentration 
(36 ,37). 
The range of substrate concentrations to be exaained is an iaportant 
consideration when atteapting to aodel biodegradation. - The entire aechanisa of 
degradation can change for different concentration ranges. This can lead to 
significant errors when atteapts are aade to extrapolate the results to 
concentration ranges outside those used to develop a given aodel. One cause of 
degradation aechanisa changes ia the doainance of different organisaa at 
different concentrations. In the pure culture case, an organisa aay use 
different enzyae systeas at different substrate levels. For both pure and 
aixed cultures it is iaportant to identify the lower threshold concentration 
needed to support growth, and the concentration at the onset of inhibition. 
BIODEGRADATION MODELS 
While a variety of degradation aodels have been proposed, aany of thea do 
not account for any inhibition effects (21,36,38-41). Most ·of these efforts 
can be described based on the Monod aodel: 
-d[S]/dt • ~[9][X]/{Y{K8 + [S])} (1) 
When experiaents are perforaed over relatively short tiae intervals, the 
bioaass concentration is soaetiaes considered constant. This aasuaption leads 
to the so-called pseudo-zero and pseudo-first order foras for large and saall 
substrate concentrations respectively. Several researchers have resorted to a 
zero-order aodel to describe xenobiotic degradation (36,39). This fora baa 
generally not provided an accurate description of observed degradation rates. 
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Since the zero-order aodel is a siaplification of the Monod aodel that applies 
only at higher substrate concentrations, one reason for poor results aay be 
inhibition effects. 
The first order dependance on substrate concentration appears to be a 
useful fora of the Monod aodel {38,41,42). Though liaited to applications at 
low concentrations, this aodel provides valid descriptions of biodegradation 
rates for a variety of xenobiotic coapounds. This is illustrated by the data 
of Paris et al.(38) shown in Fig. 4. They studied the biodegradation of the 
butoxyethyl eater of 2,4-D in natural waters at concentrations fro• 0.1 to 
1.0 ag/liter. The culture tiae was very short (5 hours) and thus the bioaass 
concentration was again considered constant and pseudo-first order rate 
constants, (K[X]), were deterained·. 
The coaplete Monod aodel given by eqn. (1) soaetiaes fails to provide an 
accurate description of the biodegradation of 2,4-D and related coapounds 
(21,39,40), presuaably because of inhibition effects. The work of Tyler and 
Finn (21) is shown in Fig. 5. The top curve is baaed on the coaplete fora of 
the Monod aodel; reportedly, it provides a good fit for 2,4-DCP up to 25 ag/liter 
and 2,4-D up to 2000 ag/liter. 
Considerable uncertainty exists as to where and if 2,4-D itself is 
actually inhibitory. Soae researchers have reported inhibitory effects for 
2,4-D at levels such as 35 ag/liter and 40pg/g-soil (37,43,44). Others, e.g., 
He .. ett and Faust, who have eaployed versions of the Monod aodel have neglected 
the inhibition effect. The uncertainty about 2,4-D inhibition aay be caused by 
the effects of a aetabolic product, such as 2,4-DCP. As noted earlier, 2,4-DCP 
is generally accepted as the first product in the 2,4-D biodegradation pathway. 
Poraation of this product or soae other products in the biodegradation pathway 
aay contribute or be totally responsible for the observed inhibition. This 
idea is supported by the data for 2,4-DCP degradation shown in Fig. 5, 
indicating that 2,4-DCP begins causing inhibitory effects at relatively low 
concentrations. Other researchers have also found 2,4-DCP to be inhibitory at 
low concentrations (45,46). 
The Haldane aodel 
(2) 
appears to be the aost proaiaing aodel for describing biodegradation when 
inhibition is involved; the results of Papanastasiou and Maier illustrated in 
Pig. 6 indicate a good fit. As shown by Pig. 5, the Haldane aodel does not 
appear to provide an accurate description of 2,4-DCP or 2,4-D biodegradation 
for the experiaental results of Tyler and Finn (21). however, nuaerous 
researchers besides Papanastasiou and Maier have also reco .. ended the Haldane 
aodel based on experiaents with inhibitory substrates other than 2,4-0 such as 
phenols and benzoate (47-49). Edwards (48) coapared the Haldane •ode! to four 
other aodela. By studying inhibition data for eight different substrates, 
Edwards baa concluded that the Haldane aodel provides the best overall fit. 
Pawlowaky and Howell exaained the aaae five aodels using phenol as the 
substrate (49). They have found that the fit is satisfactory with all five 
•odels and that the differences aaong thea are not statistically significant. 
Thus, they have concluded that the Haldane aodel is preferable on the basis of 
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ita relative siaplicity. According to Sokol and Howell (47), the Haldane aodel 
still provides an accurate description of the degradation even when it ia 
siaplified to the two paraaeter aodel given below. 
(3) 
Moat of the inhibition aodels exaained here are based priaarily on 
inhibition caused by the original substrate. Consideration of the inhibitory 
effects of the degradation products such as 2,4-DCP aay iaprove the resultant 
aodels. This could involve product inhibition or substrate inhibition in steps 
other than the initial one. In any case, the interaction of the various 
substrates and products should be taken into account. 
' The aodels discussed so far generally relate the substrate concentration 
to the growth rate. This causes difficulties when substrates are degraded by 
coaetabolisa (41,50,51). Microorganisas that truely coaetabolize substrates 
convert thea to organic products without obtaining any carbon or energy fro• 
the degradation. Since no growth appears to be associated with co•etabolic 
substrate utilization, •odels relating substrate concentration to growth are 
not applicable. Relatively •eager research effort has been spent on 
coaetaboliaa aodeling. 
Physioche•ical para•eter •odels can be applied to either growth associated 
or co•etabolic substrate degradation. Banerjee et al. ( 41) have developed a 
fairly successful •odel correlating the octanol-water partition coefficient to 
biodearadation rates. Other physiocheaical paraaeters that have been tried 
include the van der Wad's radii, Taft's stearic para•eter, hydrophobic 
paraaeters, and Ha .. ett's substituent constant (52). Though the various 
physiocheaical paraaeter aodels do provide correlations enabling rates to be 
estiaated, the validity of the proposed aechanisas is difficult to assess 
because the aathe•atical for•• of the aodels are the co••on first and second 
order relations that arise fro• aany different •echanisaa. 
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A COMPARATIVE KINETIC STUDY OF FREE AND IMMOBILIZED CELLS 
V. BRINGI and B. E. DALE 
Department of Agricultural and Chemical Engineering, 
Colorado State University, Fort Collins, CO., 80523. 
INTRODUCTION 
Immobilized cell reactors have some distinct advantages over free cell 
reactors (Fig. 1). While much research attention has been devoted to plug flow 
immobilized cell reactors (ICR's), the well mixed reactor or continuous stirred 
tank reactor (CSTR) category has been quite neglected (Fig. 2). There are some 
cases in which an immobilized cell CSTR is the best possible reactor choice 
(Fig. 3). 
A knowledge of kinetics is essential for reactor design. immobilized cell 
kinetics is often assumed to be the same as free cell kinetics. However, immo-
bilized cells can be chemically (1) and morphologically (2) different from 
freely growing cells, they are in different phases of growth, and their age 
distributions can vary widely (Fig. 4). Intrinsic immobilized cell kinetics can 
be obtained from a properly designed immobilized cell CSTR (3). 
The aim of our research is to characterize an immobilized cell CSTR which 
can be used to obtain kinetics and can also be used as a commercial reactor. 
IMMOBILIZATION 
Compressed glass fiber mats supplied by Manville Service Corporation, R&D 
Center, Denver, Colorado, were used as immobilization suppcrts. They were 
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dipped in 1% gelatin solution, sprayed with 3% aqueous glutaraldehyde and dried. 
A suspension of Saccharo~yces uvarum NRRL Yl347 was slowly dripped over the sup-
port for 48 hours. The support was mounted in the reactor and cells were 
starved for 24 hours in a marine environment. Aerobic batch runs increased cell 
loading to approximately half gram dry cell per gram dry support. 
REA~TOR DESIGN 
The disk was supported by stainless steel meshes and mounted on the agita-
tor shaft as shown in Fig. 5. Temperature was maintained at 3o•c, pH at 5 and 
agitator speed at 90 rpm. Steady state reactor and outlet concentrations were 
the same, confirming CSTR behavior. 
The steady state reaction rate is determined from a mass balance around the 
reactor. Mass transfer resistances (Fig. 6) may, however, affect kinetic beha-
vior, and these resistances must be eliminated before the observed kinetics can 
be assumed intrinsic. 
EXTERNAL MASS TRANSFER 
A Sherwood number correlation for mass transfer to a rotating disk was 
calculated from Levich (4). The correlation is 
Sh = 0.54 (Re.)l/2 (Sc)l/3 , 
At typical operating conditions, 
Impeller Reynolds number Re. = 480000 , 
Schmidt number Sc = 800 
Therefore Sh • 1100 
for Re. less than 101 , 
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The effective Sherwood number, however; is 15.3. This is because external mass 
transfer is characterized by disk radius, whereas internal mass transfer or pore 
diffusion is characterized by disk thickness, and a geometry factor (disk 
diameter/half thickness) modifies the calculated Sherwood number. At Sherwood 
numbers greater than 10, external transport limitations can be neglected in 
biological systems (5), thus the observed reaction rate in the rotating disk 
reactor can be assumed to be unaffected by external mass transfer. We have 
experimentally confirmed that reaction rate is not c. function of agitation speed 
i!"' this system. 
INTERNAL ~ASS TRANSFER 
The modulus defined by Weisz (6) in terms of observable reaction parameters 
was used to determine the effect of pore diffusion limitations on the reaction 
rate. 
where 
1 = dn 1 .!:.
2 
dt c 0 
0 
dn/dt =observed reaction rate (g/l.h) 
L = half thickness of disk (em} 
c =constant bulk concentration (g/1} 
0 
0 = effective diffusivity of glucose in the support (determined 
by the unsteady state method= 3x10- 6 cm 2 /s). 
The criterion is: 
If t less than 0.3, diffusion limitations are insigificant 
If t greater than 3, diffusion effects are significant 
---------------~----~ --- ~-- ---~ --~--
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The value of this parameter at every steady state point was calculated and found 
to be less than 0.3, except for three points where • was about 0.5. 
~ NOTE ON FREE CELL KINETICS 
The traditional method of running chemostat experiments has been to use a 
single inlet feed concentration and change dilution rates. Changing the dilu-
tion rate, however, not only changes the reactor substrate concentration, but 
also changes the reactor product concentration because of the stoichiometric 
relationship between the two. The growth rate of the organism is also changed. 
The specific rate of substrate consumption (g glu/g cell.h) is a function 
of substrate and product concentrations and the growth rate, besides other fac-
tors (which are held constant throughout the experiment). From chemostat data, 
it is thus not possible to obtain the explicit dependence of the reaction rate 
on each of the above parameters. 
Our free cell data were obtained from a modified chemostat experiment. 
Dilution rates (and hence growth rates) were kept constant. Inlet feed con-
centrations were changed such that reactor glucose concentrations varied from 0 
to 175 g/1. By doing this, it was possible to maintain reactor product con-
centrations in the range of 15-25 g/1 ethanol at every data point. The rate 
dependence on the glucose concentration could thus be obtained free of the inhi-
bitory effect of ethanol. 
------------ ~- ---- ~-
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Conclusions 
1. A simple, effective immobilization technique has been developed with good 
cell loadings (0.5 gm/gm support). 
2. A rotating disk reactor has been designed and operated to eliminate both 
external and internal mass transfer resistance. 
3. The inherent kinetics of immobilized yeast have been obtained and 
show unusual behavior at high substrate concentrations. 
18 
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ADVANTAGES OF IMMOBILIZED CELL 
REACTORS ( I C R' s) 
-HIGH CELL DENSITIES 
-HIGH FLOW RATES 
-CELLS SLOWLY GROWING OR 
NON GROWING 
-MEDIUM DESIGNED FOR PRODUCT 
FORMATION 
-CELLS PROTECTED FROM SHEAR 
-CELL SEPARATION MINIMIZED 
DISADVANTAGES 
-PRODUCT SHOULD NOT BE GROWTH 
ASSOCIATED 
-PRODUCT HAS TO BE EXTRACELLULAR 
-MASS TRANSFER LIMITATIONS 
Fig.l. Advantages and Disadvantages of Immobilized 
Cell Rlactors. 
---------- -·-
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FLOW REACTORS WELL MIXED REACTORS 
• PACKED BED • STIRRED TANK 
• FLUIDIZED BED 
• MEMBRANE REACTORS 
0 0 0 0 
0 0 0 0 
0 0 
o o o oo -c 
-RESTRICTED CHOICE OF 
SUPPORT 
-EXTERNAL MASS TRANSFER 
.. HIGH RPM 
- BEAD ATTRITION 
Fig.2 Types of Immobilized Cell Reactors 
.. SUBSTRATE INHIBITED REACTIONS [ORDER s 0) 
- CAREFUL CONTROL OF TEMP, pH, PHOSPHATE etc. 
- COLLOIDAL SUBSTRATE/TWO PHASE REACTI"ONS 
- GAS TRANSFER I REMOVAL 
.. COMBINATION OF CSTR AND PLUG FLOW 
OPTIMUM FOR KINETICS 
F1g.3 When and Why Use A CSTR? 
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Fi,~. 4 ;. Typical Cluster OF Immobilized Yeast Ce l1 s (4000X) 
REACTOR DESIGN 
POROUS DISK t---uKI!iDCa:=:::L- STIRR lNG DEVICE 
SS SCREEN --12;s~~~g~TEFLON WASHERS 
MAGNETIC ---'-....:::::te:::=_ _ _j PADDLE 
DRIVE 
Fig.5 The Single Rotating Disk Reactor 
EXTERNAL MASS TRANSFER 
RESISTANCE 
c, BULK CONCENTRATION 
HOMOGENEOUS------~ 
CHEMICAL REACTION <lilit--PCIRE. DIFFUSION RESISTANCE 
F'ig. 6 Mass Transfer Resistance• 
T 4 
-
FREE CELL RATE DATA FROM CSTR 
e Dilution Rate = p. (I /hr) = 0.176 
+ Dilution Rote = p. (I/ hr) = 0.075 
0. 3 :;;~ • Q)
o-U 
"' 
-
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Fig. 7 Free cell rate data from modified chemostat experiment. 
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• Da to from ( 7 ) 
0 Data from ( 1 ) 
1::. Da to from ( 8 ) 
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Fil• 8 Free cell rate data from literature. 
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MIClUUAL HARVEST:n«; 
VIA Cia;SFiaf MICRlFIL'l'RATI<Ji AND :un.INm SF:r1'LING 
Steve A. Birdsell 
l«lbert H. Divis 
Department of Cllemical Engineering 
University of Colorado 
Boulder, Colorado 80309 
'lhis paper addresses the need for efficient means of separating microor-
ganisms from their suspending fluid. Crossflow microfiltration is one novel 
method of meeting this need: a mathematical node! of this process is presented. 
A second novel process for separating microorganisms from aqueous suspension is 
enhanced sedimentation in inclined channels. In sedimentation studies with yeast 
suspensions, we found that a fifty-Dold or greater increase in the sedimentation 
rate could be achieved by using an inclined channel. 
------------------------------------------·---
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'lhe separation or harvesting of microorganisms from the growth media in 
which they are suspended is an important step in the production of roc>st fermen-
tation products. Ulfortunately, conventional separation techniques such as 
deadend filtraticn, vertical sedimentation, and centrifugation are generally 
inefficient or expensive an the industrial scale. Deadend filtration is a labor 
intensive, batch process: vertical sedimentation is slow, requiring prohibi-
tively large tanks: and centrifugation has high capital and operating oosts. 
Consequently, more efficient microbial separation teChniques need to be 
developed. 'Ibis article discusses our research an the two oovel techniques: 
crossflow microfiltration and enhanced sedimentation in inclined channels. 
ClaiSFI.ai MICRlFILTRATICN 
Crossflow microfiltratian is a novel, continuous microfiltration process. As 
can be seen from the schematic of crossflow microfiltration in Figure 1, a 
microbial or colloidal suspension under pressure enters one end of the filter, 
permeate passes through a microporous mend:>rane to and:>ient pressure, and con-
centrated retentate exits the other end of the filter. 'lhe permeate carries the 
microorganisms or fine particles to the mend:>rane surface, where they form a thin 
cake layer. In contrast to deadend filtration, however, crossfl~ filtration is 
a continuous process because the tangential shear stress imparted on· the cake 
layer by the longitudinal flow of suspension causes it to flow along the 
mend:>rane to the exit. 
Micro~orous Permeate 
Membr~ne•l.:f:;¥;~~~#:)~!~fi\4k*.~Jr;~ 
.· ~. :·.:··.·· .. ·.:. ··.: .......... . Suspension ~ • • • • • • • • •. • • • • • • •. • • • • • • • ~Retentate 
. . . . . . . . . . . . . . . . . . . .. 
Feed ••••• •. • • •. • •••••••• : •• ·~· • • • • • • ~~· • ~ 
....... ·.-r_.. e~ ~ 
"r ?7Xf',; 1 ff~Y Cake Layer 
Figure 1. Schematic of a crossflow microfiltration channel. 
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The permeate flux or velocity through the wall, 
filtration theory as 
* ~!!p* 
vw = JJ (R + R c5*)' m c 
* V 1 w 
~-- - --~-~~ - -~-----
is given by standard 
(1} 
where flp* is the pressure drop across the menbrane, p is the viscosity of the 
permeate, 1\n the resistance of the membrane to permeate flow, Rc is the resis-
tance of the cake layer to permeate flow per unit depth, and c5* is the cake 
layer thickness. The permeate flux is a function of longitudinal position in the 
filter for two reasons. First, due to longitudinal flow through the filter, the 
pressure inside the filter drops with longitudinal position. Thus, the driving 
force for filtration, l!!p* (pressure drop across the membrane}, is a decreasing 
function of longitudinal position. Also, since c5* increases with longitudinal 
position, equation (1} shows that the permeate flux decreases with longitudinal 
position due to the cake resistance. 
Since the cake layer thickness will decrease with increasing tangential 
shear, the permeate flux should increase with increasing tangential shear. 
Porter (1972}, Henry (1972}, and others have observed this expected· increase in 
permeate flux with increasing tangential shear. fbwever, no experiments have 
been performed which directly observed the cake layer. We have built a 
laboratory crossflow microfilter which will allow us to observe the cake layer. 
'!he following paragraphs will give a synopsis of our hydrodynamic liCdel of 
crossflow rnicrofiltration, the details of which are presented by Davis (1985}. 
'!he m:xlel is for a long, narrow two-dimensional channel having porous walls. '!he 
cake layer and suspension layer are treated as effective Newtonian fluids under-
going laminar, stratified flow, with the cake layer assumed to be Illlch :rore 
viscous than the suspension. '!he Navier-stokes equations are sinplified to the 
fully-developed flow equations with two assumptions. '!he first assumption is 
that the Reynolds number through the wall, 1\r, is much less than unity. 1\r is 
defined as 
HpVw,o 
~= lJ 
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where H is the channel half-width, pis the density of the permeate, V is the 
w,o 
velocity through the wall at the channel entrance, and p is the viscosity of the 
permeate. The seoom asswnption is that 
where U
0 
is the average longitudinal velocity entering the channel. Both assurnp-
tioo are usually quite valid, owing primarily to the smallness of V • 
w,o 
Our nrxiel has been solved asymptotically for dilute suspensions arxi numeri-
cally for nondilute suspensions. Velocity profiles in the cake and suspension 
regions, the pressure profiles, the permeate flux, and the cake layer thickness 
are predicted by the IIDdel. Figure 2 sh>ws the asynptotic solution for nondilute 
suspensions graphically. The dimensionless velocity through the wall, vw, as a 
function of x, the longitudinal coordinate, is shown for various values of the 
parameter 6p
0
, the dimensionless pressure drop across the membrane at x=O (see 
Divis (1985) for canplete definitions of the variables). As expected, vw 
decreases with x. A point of interest is where vw=O. This is the point where the 
pressure in the channel has dropped to anbient pressure. Figure 3 shows the 
dimensionless cake layer thickness, 6, as a function of x for both the 
asymptotic solutioo (dashed lines) and the numerical solution (solid lines). The 
parameter c 5/c is the ratio of the volume fraction of particles in the suspen-c . 
sion to that in the cake. As expected, the two solutioos agree quite well for 
dilute suspensions and disagree for nondilute suspensions. 
0.4 0.6 1.0 1.2 
X 
Figure 2. The permeation velocity as a function of the 
longitudinal distance from the channeJ entrance 
for dilute sus?ensions. 
-~-~ ----------~ 
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X 
Figure 3. The cake layer thickness as a function of the 
longitudinal distance from the channel entrance 
for Ap a 3, u = 10, B = 0, and various values of 
c /c •0 The solid lines are the comolete num-
ericil solution, \~hereas the dashed lines are 
the asymptotic solution for dilute suspensions. 
Figure 4 Shows a schematic of the laboratory crossflow microfilter Which we 
have recently built. The transparent wall makes it possible to measure the cake 
·layer thickness with the aid of a cathetometer. By using a pressure gauge on one 
of the pressure taps and using a manometer to measure the differential pressure 
across the two taps, the gauge pressure and the pressure drop down the channel 
can be measured. Also, the permeate has been partitioned off into four ports so 
that the effects of the pressure drop in the channel and of the cake layer 
thickness on the permeate flow rate can be measured. Our preliminary data ob-
tained using this apparatus indicate that the theory and experiment agree 
favorably. 
5 
Figure 4. 
JO 
11 . . 
.. 
4 
11 
Schematic of crossflow microfiltration apparatus. 1. Pressure 
gauges; 2. Entry section; 3. 11icroffltration channel; 
4. Flowmeters; s. Pumps; 6. Suspension recycle; 7. !lermeate 
recycle; s. Retentate recycle; 9. Stirred reservoirs; 
10. Cooling cofls; 11. Constant temperature bath. Not shown: 
cathetometer and photomicroscopy system. 
owing to their small size, microorganisms sediment only very slowly under 
gravity. For example, the settling velocity of a yeast cell in water is ap-
proximately o. 5 cm/hr. lbWever, by using inclined channels as sedimentation 
vessels, sedimentation rates for particulate suspensions have been observed to 
be enhanced by as much as 50 to 100 times that of vertical settling. A general 
review of sedimentation using inclined Channels has been presented by Davis and 
Acrivos (1985). 'lhe rate at Which the sedimentation takes place may be described 
by the PNK theory (Pa'lQer, 1925; Nakamura and Kuroda, 1937), which is valid for 
particles of equal vertical settling velocities, v
0
• 'lhe PNK theory predicts 
that the volumetric rate of production of clarified fluid per unit depth in the 
third dimension, S*, is equal to the vertical settling velocity uultiplied by 
the horizontal projection of the area available for settling, or, for the rec-
tangular geanetry of Figure 5 
s* = v (b cos e + L sin e), 
0 
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(2) 
where L is the instantaneous height of interface B in Figure 5, b is the channel 
width, and e is the angle of inclination from the vertical. 
Since S* = -~, equation (2) may be integrated with the initial oondition 
L=L
0 
when t=O to give 
A---.... 
(3) 
The different regions that develoo 
during sedimentation in an inclined 
channel: (A) region of particle-free 
fluid above the suspension; (B) inter-
face between the narticle-free fluid 
and the susoension; (C) susoension; 
(D) thin ~article-free fluid layer: (E) concentrated sediment. L0 is the length of the portion of the vessel 
filled with susoension at time t = 0, 
L(t) is this length at a later time, 
e is the angle of inclination of the 
vessel walls from the vertical, and b 
is the s~acinq between these walls. 
The d:>jective of our work is to test the ability of the PNK theory to 
describe the enhanced sedimentation of s~ cerevjsiae yeast cells in an inclined 
Channel. Since a yeast suspension is not composed of particles of equal vertical 
settling velocity, a diffuse interface developed between the clear fluid and 
suspension. 'lherefore, a laser beam, );hotodiode, and powermeter were used to 
measure the intensity of transmitted light through the channel for different 
values of the variable L. This procedure was repeated every 20 minutes 
throughout the course of an experiment. USing Beer's law, the concentration of 
cells as a function of L was calculated for the respective times. We compa.red 
these data to equation ( 3) by defining the vertical settling velocity as the 
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velcx:ity in a vertical settler of the plane that had a concentration of cells 
equal to ooe-half that in the original suspensioo. '!he upper limits on the error 
bars in Figure 5 represent the plane where the concentratioo of cells was 1/4 of 
the original concentratioo. The lower limits on the error bars represent the 
plane where the ooncentratioo of cells was 3/4 of the original concentration, 
and the points in the center of the error bars represent the plane where the 
concentration of cells was 1/2 of the original concentration. 
100 
t (min) 
Figure 6. The descent of the top of the suspension as a func-
tion of time durino inclined sedimentation with 
L0 " 16.8 em and b··. 0.5 em; '• experimegtal data for 9 = 15 ; •· ex~erimenta6 data for e • 25 ; '• exoer-
imental data for 9 = 57 • The solid lines are the 
theoretical predictions from equation (3) with v = 
0.37 cm/hr, the measured vertical settlinn veloc~ty. 
AS can be seen from Figure 6, the theory agrees with experiment quite well. 
As predicted by PNK theory, the settling rate increased as the cmJle of inclina-
tion increased. We repeated our experiments usin; a rore narrow channel (b=0.2 
em instead of b=0.5 em) and found that the yeast cells settled much rore 
0 quickly, as predicted by the theory. In fact, for Q=60 , 75% of the yeast 
settled out of suspension in only half an hour, whereas the same separation 
required one and a half days in the same vessel when vertical. For a rore 
detailed discussion of this work see Davis and Birdsell (1985}. 
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FED-BATCH CONTROL OF ESCHERICHIA COLI 
FERMENTATION TO HIGHCELL DENSITY 
Mark Smith and Rakesh Bajpai 
Department of Chemical Engineering 
University of Missouri, Columbia 
Columbia, Missouri 65211 
INTRODUCTION 
Increased productivity of biomass, intra- and/or extra-
cellular proteins and enzymes, and other products is a major 
concern of biochemical engineers. The search for culture 
techniques to increase the cell density of traditional batch 
cultures has led to great interest in Fed-Batch Culture. This 
refers to any fermentation where substrate is supplied to the 
culture during growth without concurrent withdraw! of the broth. 
This includes emperically developed aliquot feeding schedules, 
constant [1] and exponential nutrient feeding [2], and on-and-off 
feeding triggered by feed-back control mechanisms [3-5]. 
Unfortunately, many of these methods do not completely realize 
the full potential of the fed-batch procedure in its ability to 
control physiological aspects of a fermentation. 
Pirt [6], and Dunn and Mor [1] have theorized that under 
certain circumstances fed-batch cultures have characteristics in 
common with chemostat cultures [7]. The most fundamental of 
these is the dependence of the specific growth rate on the 
volumetric nutrient flow rate into the system. This is 
especially interesting for control purposes as many kinetic 
features of the system are related directly or indirectly to the 
specific growth rate. These include the specific product 
formation rate, specific oxygen uptake rate (OUR) and the 
specific carbon dioxide production rate (CPR) • We shall be 
intersted here in the exploitation of these relationships for 
the control of E. coli growth on glucose to high cell density 
(50-100 g/1). 
In the effort to obtain an "optimal" fermentation, we wish 
to observe the following criteria: 
(a) maximum biomass yield on substrate, 
(b) minimum metabolite excretion, and 
(c) maintenance of maximum cell productivities. 
1 
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It can be argued that criterion (b) is implicitly contained 
within criterion (a). This is because any substrate converted to 
metabolites and excreted is no longer available for biomass 
production, thus reducing the yield. However, (b) has been 
explicitly included to recognize that metabolic products are 
often found to be growth inhibitory [8,9] and as such need to be 
considered separately. 
In aerobic fermentations designed to produce high cell 
densities, the rate of oxygen supply to the bulk fluid is a 
critical design consideration. Metabolite excretion in E. coli 
has been found to be related to the relative respiration rate 
[10] as well as the dissolved oxygen concentration (DO). Thomas 
et. al. [11] observed a pronounced effect of low DO levels on 
the activities of certain metabolic enzymes in E. coli. These 
are summarized in Figure 1. Low values of DO increase the 
activities of the HMP and EMP pathways while simultaneously 
inhibiting the TCA cycle and oxidative phosphorylation. This 
increases the carbon flux from glucose to pyruvate while 
restricting flux through the TCA cycle, resulting in higher 
levels of metabilite excretion. Total oxygen depletion induces 
fermentative growth of E. coli resulting in the products of a 
mixed acid fermentation [12]. 
Studies by Vollbrecht [10] as well as this lab have 
indicated acetic acid to be the predominant metabilic product 
during growth at intermediate oxygen limitation (excluding carbon 
dioxide) • Reduced oxygen concentrations have also been found to 
cause decreased substrate yields for E. coli grown on glucose 
[13]. It is evident that to satisfy £fie optimal process 
criteria oxygen limitations must be avoided. 
THEORY 
In any bioreactor the rate of oxygen transfer to growing 
cells is limited to some maximum value. During high density 
cultures it is likely that the oxygen demand will exceed this 
maximum supply rate. Left unchecked this situation would 
eventually result in oxygen limited growth as discussed above. 
Several investigators have addressed this issue using fed-batch 
culture techniques [3,4] as well as by increasing the oxygen 
transfer capacity of the fermentor [5]. We will not consider 
this second alternative as any method devised here for a set 
oxygen transfer rate can also be useful in a system with elevated 
rates. 
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Figure 1: Transition of glucose metabolism 
in E. coli caused by decreasing 
oxygen concentrations. Based on 
information from Thomas (11] and 
Vollbrecht [10) • 
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The oxygen uptake rate of a growing culture can be described 
as [14]: 
( 1) 
Where Q0 is the oxygen uptake rate per unit liquid volume, Yo is the o~omass yield on oxygen, ~ is the specific growth rate, ~ 
the cell concentration and m0 the specific maintenance 
requirement of oxygen. The oxyge3 transfer rate from the gas 
phase to the liquid bulk can be written as: 
(2) 
Here N0 is the oxygen transfer rate per unit volume, kLa is the 
mass tr~nsfer coefficient, c~ is the solubility of oxygen in the 
liquid phase and CL is the dissolved oxygen concentration. 
Consider a fed-batch culture with 
nutrient flow rate F0 • The appropriate during the filling time is: 
continuous volumetric 
oxygen mass balance 
~t (CLV} = F0 Ctn + kLa(C~-CL} - ~X/Y02-m02x ( 3} 
where CL is the dissolved oxygen concentration at any time, ctn 
is the feed solution oxygen concentration and V is the liquid 
volume at any time t. Differentiating by the chain rule and 
noting that dV/dt = F0 : 
d Fo 
at CL = V ( 4} 
Generally, in a fed-batch culture the feed rate is small 
compared to the total volume of the fermenter. Then the first 
term on the right can be neglected. Further simplification can 
be achieved by realizing that the dynamics of oxygen transfer are 
typically much faster than those of oxygen uptake. Thus a pseudo-
steady state is quickly established. As a result: 
(5) 
3 
--------
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Equation (5) provides a relationship between the cell 
concentration, specific growth rate and the oxygen transfer 
capacity of the system. This relation is presented graphically 
in Figure 2. Xcr is defined as the cell concentration at which c 
will equal cer ' the critical oxygen concentration above which 
aerobic metabolism prevails. An inspection of figure (3) 
indicates that oxygen limitations can occur rapidly even for 
fermentors with very high oxygen transfer capabilities. This 
also implies that the critical biomass concentration of a system 
with fixed oxygen transfer characteristics can be increased by 
decreasing the specific microbial growth rate. 
This approach was used by Bauer and co-workers [17-20] in 
the growth of E. coli. Reduced culture temperatures made it 
possible to adJUst the specific growth rate in a decreasing 
fashion to control the oxygen uptake rate. By doing so cell 
densities of 55 g/1 were achieved while usually avoiding oxygen 
limitations [19]. Elemental composition and kinetic parameters 
were also found to be consistent with cells grown at lower 
densities. This indicates that the cells were not adversely 
effected during high density growth. It was noted that s3bstrate 
yields decreased because low culture temperatures (ca. 19 C). In 
addition, this method may be difficult to implement in large 
scale because of the excessive cooling capacities required. 
Another approach to controling the oxygen uptake rate is by 
the manipulation of the substrate feed rate. Jones and Anthony 
[7] have mathematically described the different relationships 
between specific growth rate and nutrient feed rate in fed batch 
cultures. For a period of time between ti and ti + 6t over which 
the nutrient feed is held at a constant rate Ft. , the 
relationship is: ~ 
{6) 
Here t represents any value of time within this time period and 
Kv is the "volume constant" defined as: 
xti 
= SFY S 
(7} 
Where xt. is the cell concentration at the beginning of the time 
period, ~SF is the limiting substrate concentration in the feed 
solution and Ys is the yield coefficient. The maintenance 
requirement is not accounted for in this expression. This 
suggests that during a time period 6t, the specific growth rate 
is dependent upon the constant feed rate for that period. 
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Figure 2: Dependence of critical biomass concentration on 
oxygen transfer capacity and specific growth rate. 
Figure 3: 
X is calculated as X _ k (C* _ C )/~ _ ) 
cr cr - La L L Y mo • 
02 2 
Oxygen uptake kinetic parameters were obtained 
from Mainzer and Hempfling (lj) and the critical 
oxygen concentration for E. coli from Chen ·et.al. [J.i}. 
BIOTIC 
PHASE 
General mole balance diagram where ~· represents 
~ 
the flow of species i out of the system and subscripts 
!=biomass, 2=substrate, 3=product, 4=nitrogen source, 
6=carbon idoxide, S=oxygen and 7=water, ai through di 
represent the respective stoichiometric constants. The 
Biotic phase is assumed to be homogeneous ~i) • 
-----------~--~~---~--- -
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Notice that at the outset of any time period equation (6) 
simplifies to: 
Thus, if a specific growth rate is specified at a time ti , 
corresponding flow rate can be calculated provided Xti and 
are known. 
(8) 
the 
Ys 
By employing this relationship between growth rate and 
.nutrient feed rate, the oxygen uptake rate can be controlled. As 
a culture grows the oxygen demand increases according to equation 
(1). Eventually 002 will approach the maximum oxygen transfer 
rate of the fermentor, defined as Q~ax b which is calculated from 
equation (2) by setting CL equal t6 CLr • Substituting this 
value into equation (5) and rearranging gives: 
0rnax 
= ( 02 - rn ) Yo 
xti 0 2 2 
(9) 
~~i is the control value of ~ during the time period !J. t. The 
constant feed rate for this period is found by substitution of 
~~i into equation (8): 
In this manner the culture oxygen uptake rate can be 
near the maximum value while allowing X to increase. 
IMPLEMENTATION 
(10) 
maintained 
Successful implementation of any control requires frequent 
and accurate monitering of the system. In this case the 
necessary variable is the biomass concentration which is required 
at the beginning of each control interval. Several methods of 
biomass estimation by indirect means have been used successfully 
[4,21,22]. An accurate and easily implemented estimation is 
achieved by the use of mass balances about the system [4,23]. 
This process is presented schematically in figure 3. The 
balances are set up as molar flows of chemical species 
representing biomass(~l), carbon/energy source(~2 ), product (~3 ), nitrogen source(~4 ), oxygen(~s), carbon diox1de(~6 ), and 
5 
---------------------- ---
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water($7 ). The system boundary can be defined as the fermenter for cases of ideal mixing and provided that the nutrients are 
consumed immediately upon introduction into the fermentor. This 
is essentially true for slow nutrient addition rates. These 
balances can be utilized by employing an on-line computer 
inventory scheme to simultaneously solve the four elemental 
balances if three flows are measured. The most convenient of 
these are the oxygen, carbon dioxide and carbon substrate flows. 
Oxygen and carbon dioxide flows are monitered by off-gas analysis 
while the substrate flow can be calculated from the nutrient feed 
rate once the fermentation is past the initial batch start-up 
phase and into a fed-batch mode of operation. Once these 
balances are solved, the biomass flow is integrated over a set 
time period and added to the known biomass concentration at the 
beginning of the integration period. 
For a system producing only biomass and carbon dioxide, 
these balances simplify to two equations, a carbon balance and an 
"available electron" balance as proposed by Erickson, Minkevich 
and Eroshin [24]. Written in the· notation of figure 3 these 
become: 
( 11) 
where y 1 and y 2 are the generalized degrees of reduction for biomass and suBstrate, respectively. These are as defined by 
Erickson, Minkevich and Eroshin [24] for microbial growth with 
ammonia as the nitrogen source. 
Combining continuous off-gas analysis, equations (11) and 
(12) and monitering of the substrate feed allows two independent 
estimations of biomass flow. Knowledge of the elemental 
composition of the biomass and computer integration of biomass 
flow over time lit allows an estimation of the current biomass 
concentratbon. This estimated value of X can then be used to 
determine~tiand Ft. according to equations (9) and (10), provided 
that the oxygen transfer capacity of the fermentor is known. 
This procedure is then iterated over each predetermined time 
period as summarized in figure 4. 
6 
42 
s, 
( 02 Uptake J C02 Production 
¢. .¢. 
Availal.le Electron Balance ~----..___..,.... 
no 
• rp. Ill l.¢.· ... ¢. ')/2 
yes 
X(t) = f cp, dl• Xu 
no 
Figure 4: Flow diagram of proposed control 
incorporating cell mass estimation procedure. 
The variables (symbols) are as previously 
defined. · 
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DISCUSSION 
The success of this fed-batch control method depends 
predominantly on the accuracy of cell mass estimation. Stability 
of this control can be aided by the addition of feed rate 
constraints and the use of a feed-back control of the nutrient 
feed rate based on some system variable such as DO or respiratory 
quotient. The advantage of this system over simpler DO control 
lies in the dynamics of oxygen uptake and oxygen transfer. 
Control of the oxygen uptake rate directly through manipulation 
of the growth rate allows for a more subtle control rather than 
indirect control through manipulation of DO. The proposed method 
also depends greatly upon the accurate determination of growth 
kinetic parameters. Just how sensitive the stability of the 
process is to these factors needs to be determined through 
computer simulation and actual experimentation. 
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KINETIC PARAMETERS OF DI- AND TRISACCHARIDE HYDROLYSIS BY GLUCOAMYLASE II 
Michael M. Meagher, Zivko Nikolov, and Etienne J.-M. Selosse 
INTRODUCTION 
Department of Chemical Engineering 
Iowa State University 
Ames, Iowa 50011 
Glucoamylase (GA) from Aspergillus niger is known to exist in two 
forms. GAl and GAil are thought to be derived from the same gene, with GAl 
being the larger of the two by approximately 10,000 daltons (1). The two 
react differently on raw starch, with GAl being much more active, but little 
is known about how the activity of each compares on shorter glucooligo-
saccharides. This paper will discuss the kinetics of the smaller form of 
glucoamylase, GAil, on di- and trisaccharides, such as maltose, maltotr!ose, 
and isomaltotriose. 
GLUCOAMYLASE PURIFICATION 
Procedure 
All operations described here were performed at 4°C, unless otherwise 
specified. 
A 20 g sample of Diazyme 160 (Miles Laboratories, Clifton, NJ, Lot F-
4880-U) was dissolved in 200 mL distilled water, shaken for 30 min, filtered 
through Whatman #4 filter paper, and centrifuged at 10,000 x g for 15 min. 
The supernatant was treated at room temperature with ammonium sulfate to 80% 
of saturation, centrifuged for 15 min at 10,000 x g, and the resulting 
precipitate was redissolved in 50 mL of 0.025 M citrate-phosphate buffer, 
pH 8.0. The solution was desalted by passage through a 600 x 35 mm I.D. 
Sephadex G-25 column, using the same buffer as an eluent with a flow rate of 
4 mL/min. The glucoamylase fraction was loaded on a 350 x 35 mm I.D. DEAE-
cellulose column (Sigma, St. Louis, MO, fine mesh, Lot 71F-0040) and eluted 
at 1 mL/min with a decreasing linear pH gradient as described previously (2). 
The glucoamylase II pool was collected from the column at volumes from 1965 
mL to 2400 mL (pH 6.4 to pH 6.2), while glucoamylase I eluted from 3165 mL 
to 3600 mL (pH 4.3 to pH 3.9). The two pools were each desalted by passage 
at 4 mL/min through the Sephadex G-25 column described above, using a 
distilled water eluent, and concentrated with an Amicon 402 ultrafiltration 
cell under 4 atm N2 pressure to a final volume of 70 mL. The GAil pool was 
rechromatographed on the DEAE-cellulose column following the procedure of 
Lineback et al. (3), and was desalted and concentrated as described above. 
It was rechromatographed, except this time using a Fractogel DEAE-650 S 
column (850 x 26 mm I.D.). The glucoamylase II sample was eluted at volumes 
of 3390 mL to 3600 mL (pH 5.5 to pH 4.8) using a decreasing linear pH gradient 
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at a flow rate of 1 mL/min. Again the GAil pool was desalted and con-
centrated by ultrafiltration with the Amicon 402 cell and stored at -20°C. 
Determination of Purity 
Four different methods were used to check the purity of GAil. The 
first three were electrophoretic, while the fourth assayed for trans-
glucosylase activity. 
SDS-polyacrylamide gel electrophoresis in a 5% to 10% gradient gel 
with a 3.5% stacking gel containing 0.1% SDS was carried out as described 
by Laemmli (4). The samples were dialyzed against 0.1% SDS in 0.12 M TRIS-
HCl buffer, pH 6.8, mixed with solubilizing buffer without mercaptoethanol, 
heated in boiling water for 1.5 min, and then subjected to electrophoresis. 
The electrophoresis was performed at pH 8.3, 4°C, and 20 mA constant current. 
Proteins in the gel were visualized using the Gelcode System (Health Products 
Inc., South Haven, MI) silver stain (5). 
Disc gel electrophoresis was conducted following the method of Davis 
(6), using a vertical 4% polyacrylamide gel. Constant power of 11 W was 
employed, and gels were stained either with the Gelcode System or with 
Coomassie Brilliant Blue G-250. 
Isoelectric focusing in a horizontal slab gel was carried out as 
described elsewhere (7). Two carrier ampholytes, LKB Ampholine pH 2.5-4.0 
and pH 3.5-10, were employed. Electrophoresis was run at l0°C for 6 h with 
ampholyte pH 2.5-4.0 and for 2 h with ampholyte pH 3.5-10, applying constant 
power of 20 W. Protein was stained with Coomassie Brilliant Blue G-250. 
A transglucosylase activity assay was performed with the purified 
glucoamylase II using maltose as a substrate. The assay is based on the 
differential inhibitory action of acarbose on glucoamylase and trans-
glucosylase as reported by Shetty and Marshall (8). They found that 100% 
inhibition of glucoamylase activity in 10% maltose solution occurred at an 
acarbose concentration of 10 ~g/U of glucoamylase activity over a 20 min 
period at pH 4.5 and 37°C, with no inhibition of transglucosylase activity. 
Their study showed that transglucosylase activity was affected only at 
acarbose concentrations higher than 100 ~g/U glucoamylase activity. The 
presence of transglucosylase was observed by following the formation of 
panose, which is a primary reaction product synthesized by transglucosylase 
from maltose, by HPLC. 
Results 
The SDS gel electrophoresis results indicate that GAil was free of GAl. 
There were, however, three lower molecular weight protein bands present 
beside GAil at 60,000, 45,000, and 40,000 daltons. Disc gel electrophoresis 
also indicated that GAil was free of GAl, but another protein was present 
which traveled with the dye front. 
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Isoelectric focusing employing ampholyte pH 3.5-10.0 gave a single 
band, while with ampholyte pH 2.5-4.0 there were three bands, with one 
band, approximately 5% of total dyed protein, corresponding to GAl. 
The final method determined if transglucosylase activity was present. 
This method was performed because the above electrophoretic techniques 
failed to prove that the enzyme was pure. It is possible to assume that 
the minor bands may be fractions of the native protein formed during 
fermentation, enzyme preparation, or sample pretreatment as already reported 
by others (3, 9-15). This study indicated that there was no transglucosylase 
activity present in the GAil preparation, based on the observation that no 
panose was formed. 
GLUCOAMYLASE KINETICS 
Procedure 
The reactions were performed in 3 or 5 mL Reacti-vials (Pierce, 
Rockford, IL), agitated and maintained at the desired temperature, 25, 35, 
45. or 55°C, in a thermostat ted water bath. A stock solution of the desired 
substrate, which was dissolved in 0.05 M acetate buffer. pH 4.5, was diluted 
appropriately to obtain the specified concentration. Enzyme was added at 
zero time. Samples of 0.4 mL were taken at specified time intervals and 
pipetted into 0.05 mL of 1 N NaOH, and after 10 min the mixture was 
neutralized with 0.05 mL of 1 N HCl for the maltose kinetics. For the tri-
saccharides the 0.4 mL sample was added to 0.1 mL of 5 M TRIS, pH 7.1 (14). 
Glucose Determination 
The glucose concentration in the samples was estimated with the glucose 
oxidase method of Fleming and Pegler (16). To the quenched sample was added 
1 mL of glucose oxidase reagent. The mixture was maintained at 35°C for 1 
h, and then 2 mL of 7 M HCl were added. The optical density was measured at 
525 nm. 
Enzyme Activity 
Glucoamylase activity was checked periodically by measuring glucose 
production at 55°C with 4% maltose substrate in 0.05 M acetate buffer at 
pH 4.5. Glucose concentration was determined at regular intervals by the 
same glucose oxidase method used for the kinetic runs. One unit (1 U) of 
enzyme activity was defined as being the amount of enzyme required to 
release 1 ~mol of glucose/min under the conditions of the assay. 
Results and Discussion 
The results of the kinetic experiments of GAil on maltose, maltotriose, 
and isomaltotriose at different pHs and temperatures are presented in Tables 
I, II, and III, respectively. An iterative, non-linear regression method, 
SAS NLIN (SAS Institute, Inc., Cary, NC) was used to provide the values of 
K and V of the Michaelis-Menten equation. v = V S/(S + K ). 
m m m m 
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Values of Vm for maltose, maltotriose, and isomaltotriose increase with 
temperature, with activation energies of 70.58, 53.85, and 69.45 kJ/mol, 
respectively. For maltose, Vm and ~ increase slightly with decreasing pH. 
Values of ~ increase with increasing temperature for maltotriose but 
decrease for isomaltotriose. 
Other interesting results are the ratios of the Vm values between 
maltotrioseand isomaltotriose. The results vary from 4.5% at 45°C to 3.0% 
at 25°C. It is interesting to note that these values are of the same order 
of magnitude for maltose and isomaltose as reported for ~· niger in the 
literature: 1.3% (17) and 3.6% (18). 
CONCLUSIONS 
This paper has discussed the purification and determination of kinetic 
parameters for glucoamylase II derived from Aspergillus niger. Disc gel and 
SDS gel electrophoresis indicated that GAil was free of GAl, but unidentifiable 
proteins were present in both. Isoelectric focusing suggested that a small 
amount of GAiwaspresent. Because of the inconclusiveness of the electro-
phoretic experiments, a kinetic experiment was performed to determine the 
presence of transglucosylase. Using acarbose in the presence of 10% maltose 
to selectively inhibit GAil, trisaccharide formation was monitored by HPLC. 
The results showed no panose formation, suggesting that transglucosylase 
activity was absent. Unfortunately, a transglucosylase standard was unavail-
able to determine the sensitivity of the method. 
Michaelis-Menten parameters were determined for GAil on three gluco-
oligosaccharides. The maximum rate for all three compounds showed 
strong temperature dependence, while K varied to a lesser extent. 
m 
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Table I. K and V values obtained for GAil on maltose. 
m m 
pH Temp., oc v ' ~mol/min·mg K , mM m m 
5.5 35 6.50 ± 0.17a 0.92 ± 0.06 
4.5 55 39.49 ± 5.64 
4.5 45 13.95 ± 0.95 1.27 ± 0.19 
4.5 35 7.33 ± 0.23 0.95 ± 0.07 
3.5 35 8.33 ± 0.49 1.25 ± 0.15 
astandard deviation 
Table II. K and V values obtained for GAil on maltotriose. 
m m 
pH Temp., oc v ' ~mol/min•mg K , mM m m 
4.5 45 33.56 ± 2.23a 0.52 ± 0.08 
4.5 35 20.30 ± 1.58 0.36 ± 0.07 
4.5 25 8.60 ± 0.34 0.18 ± 0.02 
astandard deviation 
Table III. K and V values obtained for GAil on isomaltotriose. 
m m 
v ' ~mol/min•mg K , mM m m pH Temp., °C 
4.5 45 1.52 ± 0.07a 10.45 ± 1.41 
4.5 35 o. 71 ± 0.03 11.25 ± 1.01 
4.5 25 0.26 ± 0.02 17.26 ± 3.05 
astandard deviation 
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MODELING AND SIMULATION OP LEGUM! NODULES 
WITH REACTIVE CORES AND INERT SHELLS 
G. T. Jones and A. K. Ghosh Hajra 
Kansas State University, Durland Hall 
Manhattan, Kansas 66506 
IN'.rRODUCTION 
The diffusion and reaction of gases in legume nodules is 
important in the biological fixation of nitrogen. Nitrogen is 
fixed in the fora ot ammonia which is then incorporated into 
amino acids. The standard assay for nitrogenase activity is the 
reduction of acetylene to ethylene. Earlier investigators 
assumed that the entire nodule was enzymatically active [1,2]. 
This resulted in poor estimates of the apparent Michaelis-Menten 
constants when compared to those of enzyme studies. Based on 
anatomical studies, later researchers assumed that a diffusion 
barrier existed and nitrogenase was active in the core [3,4]. 
Assuming that diffusion occurred through the barrier and that the 
active region was at a constant substrate concentration resulted 
in estimates of the Michaelis-Menten constants within the range 
of values from enzyme studies. The concentration profiles within 
the nodule are also of interest in understanding what is 
occurring within the nodule. The transient response of the 
reduction of acetylene to ethylene is modeled for a commonly seen 
nodule geometry. 
THEORY 
The nodule geometry considered was that of a sphere with an 
inert outer shell and active core. The active region of the 
nodule was modeled using Michaelis-Menten kinetics. The 
following assumptions were made in modeling a legume nodule; 1) 
the gas phase is perfectly mixed; 2) the gas phase concentration 
of the acetylene is constant; 3) the enzyme is uniformly 
distributed in the reactive zone of the nodule; 4) no net gas 
flow occurs at any point in the nodule; 5) for one mole of 
acetylene irreversibly consumed, one mole of ethylene is 
produced; 6) diffusivities of the acetylene and ethylene are 
equal throughout the nodule; 7) diffusion and reaction are 
symmetric such that the radius is the only apace variable of 
interest. The equation of continuity baaed on the above 
assumptions, spherical coordinates and dimensionless variables 
yields the defining equation for diffusion and reaction in a 
spherical nodule (based on the substrate) as [5]: 
as 
at• 
1 
• '2 
r 
a 
ar• 
(r' 2 .!! ) + R" 
• 
( 1) 
a r• 
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where S is s/sb' s is the substrate concentration, and sb is the 
bulk substrate concentration, r' is r/R2 , r is the radius and R2 
is the outer nodule radius, t' is tD/R~, t is tiae and D is the 
diffusivity and R 11 is the dimensionless Michaelis-Menten kinetic 
s 
expression for the production rate of S, which is negative since 
S is being consumed. The kinetic expression in dimensionless 
terms is: 
R II aS ( 2) = -s fJ + s 
where 
v . R2 K 
m 2 
fJ -
m 
a = 
sb D sb 
It should be noted that equation (1) serves equally as well for 
defining product concentrations and that R8 " is zero for the 
inert zone ot a nodule. The boundary conditions for the model 
(see Fig. 1) are: 
S(r' ,0) • 0 
s (1,t') = 1 OS 
s (r' t') OS 1' 
ar• 
as < o, t') 
c 
ar• 
= 0 
ar' 
0 < r' < 1 
t' ... 0 
t' ... 0 
t' ... 0 
t' ... 0 
(3) 
(4) 
(5) 
(6) 
('1) 
It should be emphasized that all the B.C.'s and I.C.'s discussed 
tor the case of the substrate apply to the product as well with 
the substitution of the product concentration in place of that of 
the substrate. In order to evaluate the bulk product 
concentration the following equation is integrated with respect 
to time: 
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= -
4JJR3 ( __!) aP (8) 
dt' v ar• r'=l 
where P is p/sb, p is the product concentration and a subscript b 
indicates the bulk product concentration, V is the gas phase 
volume of the reaction vessel. 
Numerical solutions were obtained using a forward finite 
difference method [6]. The method used to ensure that an 
accurate solution was being obtained consisted of reducing the 
radial step size togeth~r with a corresponding reduction in the 
time step to ensure stability, such that almost identical 
solutions were obtained for two different radial step sizes. The 
smaller step size was used to establish the "correct" values for 
the concentration profiles at a dimensionless time of 0.025. 
This time was chosen on the basis that a common time for all 
tests was needed and that from earlier trials it appeared that 
·the results for various step sizes for a particular a and~ 
converged to the same concentration profiles after long periods 
ot time (i.e. t'>O.lO). Using the "correct" concentration 
profiles a radial step size that resulted in approximately 2~ 
error or less at the bulk product and core shell interface was 
arrived at and used for the most stringent case of a=60 and 
~=0.1; these values for the dimensionless Michaelis-Menten 
equation result in the fastest reaction considered in this 
simulation. 
RESULTS 
Figure 2 displays the effect of time on the concentration 
profiles of the product and reactant within the nodule for ae30 
and ~=1.0. It can be seen that the reactant concentration 
profile reaches a steady state after t'>0.2 and that at a large 
time the product profile approaches a pseudo-steady state that 
increases in relation to the increase in bulk product 
concentration. Figure 3 displays the effect of a•60, 30 and 15 
and ~=1.0 for dimensionless times of 0.25 and 0.05 on the product 
and reactant concentration profiles. Comparing a=15 and a:60, 
keeping all variables except Vm constant, implies that for a•60, 
v is four times greater than that for a=l5 and subsequently the 
m 
reaction for a=60 is faster, driving the reactant concentration 
toward zero within the nodule core. Since, more reactant is 
being consumed by the reaction for a•60, a greater amount of 
product has to be produced, therefore a higher product 
concentration is seen. In Figure 4 the effect of ~=0.1, 1.0 and 
10.0 for a•30 is shown for the reactant and product profiles. A 
54 
larger value of ~ implies a higher value of K or a slower 
m 
reaction rate, therefore substrate can diffuse further into the 
nodule before being consumed. Therefore for the higher values of 
~, lower product concentrations within the nodule are seen due to 
less substrate being consumed. All the product concentration 
profiles exhibit a "hump" at the earlier times. This is the 
result of the highest reaction rate occurring at the core shell 
interface and that the product is diffusing both into and out of 
the nodule at the earlier times in comparison to the reactant 
diffusing only into the nodule. Figure 5 displays the change in 
bulk product concentration with respect to time with aa15 and 
~-0.1, 1.0 and 10.0. From the lag times shown in Fig. 5 and 
unpublished experimental results of Dr. L. c. Davis of Kansas 
State University Biochemistry Department, estimates of a nodule 
diffusivity were made as 2.1, 2.6 and 3.2 greater than that of 
acetylene in water for ~-0.1, 1.0 and 10.0 respectively. It is 
possible to obtain estimates of the Michaelis-Menten constants 
from the numerical results, but due to the amount of time 
.required for computation of the numerical results, an 
insufficient number of computations have been done for other 
values of ~ to obtain satisfactory correlations. 
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Figure 1: Diagram of a legume nodule. 
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ENERGETIC ANALYSIS AND LIQUID CIRCULATION 
IN AN AIRLIFT FERMENTOR 
Snehal A. Patel and c. H. Lee 
Department of Chemical Engineering 
Durland Hall 
Kansas State University 
Manhattan, Kansas 66506 
The importance of bubble size distributions is apparent in 
gas-liqui.d contactors where oxygen transport across the interface 
becomes a rate controlling factor. This is particularly true in an 
airlift fermentor where productivity is dependent mainly on inter-
facial area. This work emphasizes the utility of bubble size 
distributions in characterizing the fermentor operation -- with 
respect to energy dissipation rates and liquid circulation 
velocities. · 
OBJECTIVES 
The objectives for this work are to utilize bubble size 
distribution measurements to obtain estimates of liquid circula-
tion velocities in the fermentor under different conditions, and 
to conduct macroscopic and microscopic energy balances for the 
fermentor as a whole. 
Liquid circulation velocity in an airlift fermentor is an 
important parameter for the efficient operation of the fermentor. 
It dictates the mixing characteristics, the gas holdup, turbulence 
characteristics, and uniformity of the fermentation media. Energy 
balances are necessary for developing a model of the fermentor, 
and for monitoring the power input into the fermentor. Macroscopic 
energy balances provide guidelines for overall design of fermen-
tors, while, microscopic energy balances provide an insight into 
local energy transfer processes. 
THEORY 
Liquid circulation velocity was estimated using Sauter mean 
diameter of bubble size distribution at the lowest window at which 
it appeared in the downflow section. For flow around submerged 
objects, a force balance on the fluid would result in the follow-
ing equation: 
[ 
Kinetic contribution ] 
of fluid aovement [ 
forces due to l 
= buoyancy of gas 
bubble 
( 1) 
Figure 1 
balance on 
assumption 
is a schematic of the column and illustrates the force 
a bubble in the lower section of the downflow. The 
here is that the bubble is stationary. Following the 
---------
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2 
force balance presented in Equation 
Fanning friction factor (f) would be: 
1, the expression for the 
f = 
3 2 
4gds pL 
2 3pL [ R:2 ] ( 2) 
where, g is the acceleration due to gravity, d is Sauter mean 
diameter, p is liquid density, "'t is liquid viscSsity, and Re is 
liquid phas~ Reynolds number using d for characteristic length. 
For a known value of d , a relationsh!p between f and Re can thus 
be obtained. By supe,imposing this line on the plot of friction 
factor versus Reynolds number for spheres moving relative to a 
fluid, prepared by Lapple and Shepherd (1940), a value for Re can 
be obtained. Using this value for Re the liquid velocity, hence 
the circulation velocity may be estimated. This procedure provides 
a good approximation for the liquid circulation velocity since 
bubbles at lower windows in the downflow section do appear to be 
perfectly spherical. 
In single phase pipe flows the integral length scale (or 
macroscale) of turbulence, Lf, is comparable to the characteristic 
dimension of flow or the pipe diameter. This reasoning can be 
extended to two-phase flows and an equivalent integral scale can 
be calculated using the gas holdup value in conjunction with mean 
bubble diameter. These values can then be used to estimate the 
hydraulic radius for the flow section and the integral length 
scale. An estimate of the hydraulic radius (RH) can be written: 
A(1 - H) 
RH = ~ + p 
d 
s 
( 3) 
where A is the cross-sectional area of the conduit, H is the gas 
holdup, d is the Sauter mean bubble diameter, and P is the 
s perimeter of the conduit. It should be noted that H is the 
volumetric gas holdup and does not exactly correspond to the 
fraction of the flow cross-section occupied by the gas. However, 
Equation 3 provides a good approximation for RH. Defining the 
integral length scale as: 
(4) 
completes the estimate. As would be expected, L approaches pipe 
diameter for single phase flows. L can be &sed along with a 
velocity scale representative of th' velocity of the velocity 
[u(K)] of the largest eddies to obtain the energy dissipation rate 
(E') (Taylor, 1935): 
where K << 1 , ( 5 ) 
where K is 
Kolmogorov 
inviscid, 
the wave number of the largest eddy, and 11 is the 
microscale. Taylor's original development was based on 
large scale eddies. It is rational to assume that the 
---------------------------------------- ·--
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appropriate u(~) is some substantial fraction of U, the mean flow 
velocity (or liquid circulation velocity). 
EXPERIMENTAL PROCEDURE 
The airlift column used in these studies is a 136 em high and 
15 em diameter plexiglass cylinder with a vertical baffle along 
its axial length and is shown in Figure 2. Four optically flat 
glass windows at different locations along the column length allow 
macrophotographic determination of the bubble size distribution. 
Air is sparged into the column through a sieve plate with 38 holes 
1.6 mm in diameter. Bubble size distributions obtained from 
photographic measurements on the uptlow and downflow sections were 
presented in earlier papers by Glasgow eta/., (1984), and by 
Patel eta/., (1985). 
RESULTS AND DISCUSSION 
Liquld circulation velocities were estimated for four dif-
ferent systems at air flow rates ranging from 30 SCFH to 120 SCFH 
(superficial gas velocities of 2.59 cm/s to 10.36 cm/s). The 
systems used were air-tap water, air-salt water, 0.5, CMC solu-
tion, and 0.8% CMC solution. Figure 3 shows the variation of 
liquid circulation velocity with air flow rate, for the four 
systems studied. As expected, the highest velocities are produced 
in the low viscosity tap water and salt water systems. For 0.8, 
CMC, velocities are much lower since in this system a relatively 
larger quantity of energy is expended to overcome wall friction 
losses. 
The use of bubble size distributions to obtain dissipation 
rate measurements is limited by the ability to obtain good es-
timates of such distributions. It may not be possible to use such 
a technique for cases where bubble densities make photographic 
procedures inaccurate. Table 1 shows dissipation rate values (£) 
for the air-tap water system. Dissipation rates on the upflow are 
substantially higher than those for the downflow section. However, 
at high flowrates the difference between the upflow and downflow 
sections is less pronounced. Spatial variation of dissipation rate 
along cqlumn length shows an increase as we go from window 1 to 
window 3 with a slight drop-off at window 4. Table 2 summarizes 
results for the four systems and compares the average dissipation 
rate for the column as a whole with power input into the column. 
Also compar~d are the average dissipation rates for the upflow and 
downflow sections. The power input must equal the total dissipa-
tion of energy in the column, hence the congruency sign in 
Equation 5 may be replaced by an equality sign and a propor-
tionality constant, c, added to the right hand side to obtain the 
following equation: 
1 
where ~ << -
~ 
(6) 
Values of C for the various systems and air flow rate combinations 
are also presented in Table 2. Using these values it is possible 
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to discriminate between the different systems. Air-salt water has 
the lowest values for C while the high viscosity air-0.8% CMC 
system has the highest values. Brodkey (1975) has proposed a value 
of 3.41 for C while experimenting with mixing in single phase pipe 
flow using water and trichloroethylene. Even after considering the 
gross approximations involved in turbulence measurements, the 
values for c presented in Table 2 provide a good characterization 
of two phase flows for the systems studied. Information pertaining 
to the spatial variation of dissipation rate in the fermentor will 
aid in the modeling of the flow field using stochastic processes. 
Table 3 presents preliminary results for macroscopic energy 
balances in the fermentor for the air-tap water, and air-salt 
water systems. Energy losses are divided into four catagories --
losses due to wakes behind bubbles, due to wall friction, due to 
deceleration of liquid in the downflow section, and due to head 
losses. The last two catagories have been combined together since 
it was difficult to differentiate between them. As expected 
results for both the systems show that losses due to wakes behind 
bubbles diminish with an increase in gas flow rate while head 
losses increase. Losses due to wall friction are very small as 
long as the flow field is turbulent. 
CONCLUSIONS 
The downflow section in an airlift provides information 
useful for characterization of airlift fermentor operation. Liquid 
circulation velocity estimated from the bubble size distribution 
at a lower window on the downflow section can be used to obtain a 
good estimation of turbulence parameters in the airlift fermentor. 
The coefficient of Taylor's equation (Equation 6) using integral 
scales was less than unity for the low viscosity systems such as 
air-tap water and air-salt water, while it was above unity for the 
high viscosity CMC systems. The presence of an electrolyte 
decreased the coefficient while it increased with an increase in 
viscosity. 
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Table 1. Energy dissipation rates (~) for the ai2-t~p water system 
using bubble size distribution data (em /s ) . 
Superficial Window #'s t 
air velocity 
(cm/s) 1 2 3 4 
UP FLOW 
2.59 1600 3100 4500 3900 
5.18 3900 7000 3600 5000 
7.77 18000 12000 17000 15000 
10.36 Measurements not made 
DOWNFLOW 
* * * * 2.e9 636 636 636 636 
* * 5.18 1918 1918 5900 5800 
* 7.77 3921 9000 10000 10000 
* l0.3fi 8003 19000 23000 21000 
* at these conditions photographic determination of bubble size 
distributions could not be made, therefore, hydraulic radius of 
the flow section was used as an estimate for the integral length 
scale. 
t for window locations see Figure 2. 
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Table 2. Summary of dissipation rate measurements. 
Dissipation Rates ( € ) 
- 2 3 (em /s ) 
System and Power Coeff. 
Superficial Upflow Downflow Average Input for 
air velocity Section Section for the 2 3 Eq. 6 (cm/s) Average Average Column (em /s ) 
Air-Tap Water 
2.59 3275 636 1956 1200 0.61 
5.18 4875 3884 4380 2400 0.55 
1.11 15500 8230 11865 3600 0.30 
* 10.36 N/A 17750 20000 4800 0.24 
Air-Salt Water 
2.59 3725 1100 2189 1200 0.55 
5.18 7375 6000 6689 2400 0.36 
1.11 11750 8000 9875 3600 0.36 
* 10.36 N/A 12000 15000 4800 0.32 
Air-O.b% CMC 
2.59 313 158 236 1200 5.08 
5.18 1600 715 1158 2400 2.07 
1.11 3675 2425 3050 3600 1.18 
* 10.36 N/A 3575 4000 4800 1.20 
Air-·0. 8% CMC 
2.59 225 78 152 1200 7.89 
5.18 395 183 289 2400 8.30 
1.11 573 443 508 3600 7.09 
10.36 1275 785 1030 4800 4.66 
N/A - measurements were not made at these conditions. 
* approximate values 
------------------------------·~~ 
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Table 3. Macroscopic energy balance (all values are percentages). 
System and Losses due Losses due Losses due to 
Superficial wakes behind wall friction liquid decele-
air velocity bubbles ration and head 
(cm/s) loss 
Air-Tap Water 
2.59 67.1 1.4 31.3 
5.18 50.5 2. 1 47.4 
7.77 43.5 2.3 54.2 
10.36 39.4 2.5 58.1 
Air-Salt Water 
2.59 73.1 1.2 25.7 
5.18 55.1 1.9 43.0 
7.77 47.5 2.2 50.3 
10.36 43.0 2.4 54.6 
UP FLOW 
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SECTION 
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Figure 1. Schematic of the column illustrating the forces on a 
stationary bubble in the lower section of the downflow. 
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The Effects of Mixing during Acid Addition 
on Fractionally Precipitated Protein 
R. R. FISHER, C. E. GLATZ, Department of Chemical Engineering, and 
P. A. MURPHY, Department of Food Technology, Iowa State University, Ames, Iowa 
INTRODUCTION 
The recovery of proteins by large-scale processes is becoming more 
Important as fermentation and genetic engineering technologies Increase In 
application and volume. Precipitation followed by filtration, centrifugation, 
or gravity settling is one such process that has been used for many years and 
through which crude fractionation of the different proteins is possible. 
Precipitation also permits more discriminating large-scale fractionation to be 
done. The prediction and control· of events during any protein precipitation 
process require an understanding of the parameters that affect the process. 
Some investigators have been concerned with whether it is important in 
isoe17ctric p~ecipitation to control mixing during the addition of acid_to the 
protein solut1on. Reported dependencies on the method of precipitation1 
suggest that the rate of acid addition--or equivalently, the level of mixing 
during acid addition--in the fractional precipitatJon of proteins will affect 
composition, structure, or both. Nelson and Glatz initiated an investigation 
of the soy protein system to determine if fractionation occurs at the primary 
particle level; their results suggest that the soy system is suited to a 
fractional precipitation study of acid addition. 
The major storage protein fractions in the soybean seed are glycinin and 
S-conglycinin. Glycinin, represented in the liS fraction by ultracentrifugal 
analysis, constitutes approximately 50~ of the total protein in the whole 
seed, and S-conglycinin,9 in the 7S fraction, constitutes approximately 18~ (Murphy ftrd Resurreccion ). The remaining components are 2S and other 
proteins , fat, carbohydrates, fiber, as~l and water, with trace amounts of 
phytates within the protein storage units . 
In this work, we contrast the effects of slow and rapid acid addition on 
the isoelectric precipitation of soy proteins and characterize the system 
properties important to separation: composition, microstructure, particle 
size distribution, and hindered settling behavior. 
EXPERIMENTAL 
Soy protein was extracted from defatted soy flakes (Nutrisoy 78 high 
protein-solubility flakes, Archer Daniels Midland Co., Inc., Decatur, 
Illinois) in a 1:10 dilution with water held at pH 7.6 for 30 minutes by the 
dropwise addition of 2 5M NaOH. The resultant slurry was strained and centrifu~ed at 14.7x101 g (10k rpm, Dupont Sorvall RC-5 Superspeed Centrifuge) 
at 18-25 C for 25 minutes; the supernatant, with a total protein concentration 
of approximately 35 mg/ml, was stored overnight with no observable change in 
protein concentration. 
To determine the pH at which to best fractionate the glycinin (11S) and 
S-conglycinin (7S), a serial precipitation of diluted soy extract (12 mg/ml) 
was performed. AI iquots of fractions at the pH values 6.6, 6.4, 6.2, 6.1, 
G.O, and 5.8 were characterized by SDS-PAGE on a 10-15~ gel, and total protein 
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was mea~ured by the biuret method standardized against bovine serum albumin 
(Doumas }. We obtained reasonably pure glycinin at pH 6.0; this pH was used 
in the remaining experiments for the first fraction. 
Fractional Precipitation wfth Acfd 
The precipitations, for both slow and rapid acid addition, began with 525 
ml of the soy extract at 9.0 mg/ml in a 600 ml beaker. A dialysis bag 
(dialyzer tubing, 12k Daltons cutoff, tied at each end} filled with 50 ml of 
0.1 M HCl and mounted on a rotating shaft allowed the gradual release of acid 
in the slow case. In the rapid case a similar bag was used filled with water 
so that the mixing environments would be identical. For both rapid and slow 
addition, the bag was positioned just above a 4 em magnetic stirring bar. 
Stirring bar speeds, dialysis rotation rates, and mixing times were equal for 
each case, the first two chosen to give thorough mixing with rotation in 
opposite directions. 
Slow acid addition 
Once mixing was established with the stirring bar, the dialysis bag, 
fil Jed with 50 ml of 0.1 M HCJ, was lowered into the extract. At pH 6.0+0.03 
(after approximately 11 minutes} the bag was lifted, and stirring with the bar 
continued. At 15.0 minutes, aliquots were taken for the anal~ses described 
below. The remainder of the slurry was centrifuged at 14.7x10 g for 25 
minutes. The supernatant was returned to the precipitation beaker and the 
precipitation was continued to pH 4.8±0.03, with mixing being allowed to 
continue for 33.0 minutes. Aliquot sampling was repeated. 
Rapid acid addition 
A titration of a sample of the 9.0 mg/ml extract was performed to 
determine the volume of 0.1 M HCI required to lower the pH to 6.0±0.03. This 
volume was dumped quickly Into the beaker of stagnant extract, with no mixing 
for 1.0 minute; then the dialysis bag, filled with 50 ml of water, was 
lowered, and mixing was implemented as before for 15.0 minutes. Similar steps 
were taken to titrate the pH 6.0 supernatant to pH 4.8±0.03. Added ionic 
strength values were approximately 4.7 mM at pH 6.0 and 8.3 mM at pH 4.8. 
Analyses 
Two replicate 1:101 dilutions of the slurry (drawn with a widened pipette 
tip to avoid shear breakup) were made immediately at the completion of each pH 
cutoff. The pH 6.0 samples were diluted with Tris-Maleate buffer (pH 6.0, ~ = 
0.20M), and the pH 4.8 fractions were diluted with NaAc buffer (pH 4.8, ~ = 
0.095M). A model TAil Coulter counter with a 70 ~m aperture and calibrated 
with a latex standard was used to obtain duplicate particle size distributions 
and total particle volumes. 
A 1:31 dilution of the slurry was made with 1~ gluteraldehyde, mi~ed 
gently, and was allowed to fix for at least 15 minutes (Carroll et al. ) 
Approximately 0.1 ml of this dilution was coated onto a freshly sanded 
aluminum stub, air dried, sputter-coated with Au for 2.0 minutes and viewed at 
15 KeV on a JEOL model JSM-U3 scanning electron microscope. 
As another test, an adaptation of Michaels and Bolger's22 hindered 
settling method was used. A 50 ml aliquot of the pH 6.0 or 100 ml aliquot of 
the pH 4.8 slurry was immediately and gently poured into a 50 ml or 100 ml 
graduated cylinder. The positions of the slurry-supernatant interface were 
measured with time and reported as percent of original height. 
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Finally, aliquots (10.0 ml) of each fraction were centrifuged 14.7x1o3 g, 
18-25°C, for 25 minutes. The supernatant of each, as well as 10.0 ml aliquots 
of the slurry, were diluted 1:2 with double-strength phosphate buffer. The 
precipitat.e of the centrifuged sample was redissolved in 1o2p ml of single-strength phosphate buffer (pH 7.6, ~ = 0.5, Hughes and Murph~ , without 
2-mercaptoethanol). These buffered samples were stp[ed at 4 C and 
charactr,rized by biuret analysis, 505-PAGE (Laemmli , and Hughes and 
Murphy ), and rocket gel immunoelectrophoresis (Murphy and Resurreccion9). 
Time would not allow all of the analytical procedures to be performed 
during any one experiment; therefore, the experiment was replicated four 
times, with three of the total six analyses being performed on each. 
Overlapping analyses gave results showing variation between replicates to be 
within the experimental error of the analyses. 
RESULTS AND DISCUSSION 
Protein Yield and Composition 
Table I contrasts the products of the two extremes of acid addition--
rapid vs. slow--at pH cutoffs of 6.0 and 4.8. The rapid-slow differences have 
been assigned confidence values based on standard t-tests. Rapid acid 
addition resulted in more protein being precipitated at pH 6.0 but less at pH 
4.8 so that, overall, the final yields are not significantly different. 
The compositions of the fractions, Table I, indicate that separation of 
the glycinin and a-conglycinin does occur, with substantial enrichment of the 
glycinin phase in the pH 6.0 fraction. The immunologically identified 
glycinin and a-conglycinin make up a relatively small fraction of the total 
protein (27~ and 17~ respectively). In the native soybean seed, these two 
proteins make up approximately 50~ and 30~ of the total protein, respectively. 
The solubilities of the precipitated protein were determined from the mass 
balance to be approximately 90-95~ for all precipitates; therefore, inability 
to redissolve does not account for the low percentages of glycinin and 
a-conglycinin. 
An explanation for these low fraction yields is that glycinin or 
a-conglycinin which has been altered during preparation of the soy flake will 
not be identified by rocket immunoelectrophoresis; however, this material will 
still appear in the biuret and 505-PAGE assays, resulting in lower apparent 
contributions of the fractions to the total protein. 
When we assume that any fractionation of components in the 
immunologically unidentified fraction is no better than that for the 
identified components, Table I shows that no differences in the fractionation 
of glycinin or a-conglycinin can be attributed to the mixing during acid 
addition. 
Physical Properties 
The aggregates precipitated at pH 6.0 and 4.8 differ dramatically, as can 
be seen from their photomicrographs (Fig. 1). The pH 6.0 protein forms a very 
loose, weak aggregate that flattens under its own weight when not suspended in 
liquid. The mean diameters of the primary particles making up the aggregates, 
as estimated from the photomicrographs and corrected for the sputter coating 
thickness, are approximately 0.2 ~m for both rapid and slow acid addition 
(Table II). There is no significant size difference between the rapid and 
slow pH 6.0 primary particles. The pH 4.8 aggregates, however, do show 
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dependence on the mixing during acid addition, with the rapid addition 
producing a significantly larger primary particle. 
In our experiment, the mixing differences during acid addition are 
thought to affect the primary particle in the following way: during slow 
precipitation, the fraction of protein in solution that is inherently 
insoluble is small at any given time, but during rapid precipitation, the 
abrupt change in pH brings a much larger fractio8' of protein to insolubility. 
This higher supersaturation, as Nelson and Glatz found, produces the 
conditions that lead to larger primary particles. 
Particle size distribution 
The particle size distributions for the pH 4.8 fractions are shown fn 
Figure 2. (The pH 6.0 aggregates were too small and/or may have been too weak 
to withstand the shear forces of normal handling or Coulter counter sampling 
to be characterized usefully with the 70 um aperture.) Table II lists the d90 
a~d d~O a~d aggregate densitie~-~as calculated from cgrrected Coulter size 
d1str1but1on volumes and prec1p1tate concentrations --for the pH 4.8 
fractions. The calculated densities compare well with those of Bell et a1. 25 , 
who repo~t the density of soy aggregate from Coulter counter data to equal 
1156 kg m . The density of the pH 6.0 aggregates was estimated to be near 
that of the whey since they did not settle. 
The particle size distributions clearly show that the slow aggregate has 
undergone breakup of the larger particles into the 8 um range. The upturn of 
the curve at the small end is indicative of the greater concentration of fines 
and the higher turbidity of the whey after settling, shown later in the 
hindered settling data. Thus, it appears that the aggregation of smaller 
primary particles gives a weaker aggregate. 
jhe floc model developed by Firth and Hunter28 and expanded by Nelson and 
Glatz holds that aggregate strength, t, is of the form t = +Q!d1, where + is the solid fraction in the particle, Q Is the interaction potential function, 
and d is the primary particle size. Considering that the particle size 
distr\butions for the pH 4.8 fractions show the rapidly formed precipitate to 
be stronger and to have a higher t, and using the experimentally derived 
va I ues for + and d1 , we cone I ude that Qraoid > 1 • 2 Q~l.ow ( i • e. , that the 
attractive potential is greater for the rapid precipitate). 
Such surface potential function differences between rapid and slow 
precipitation could occur as a result of different orientations of the 
proteins within the primary particles. During slow acid addition, the 
aggregating proteins are able to arrange so as to minimize the potential 
wfthfn the particle, thereby reducing the potential available for surface-
surface interactions between primary particles. In contrast, the rapid 
addition of acid reduces the opportunity for intraparticle orientation, 
leaving more of the bonding potential of the proteins to exist at the primary 
particle surface. In this way, the potential between surfaces of primary 
particles is a function of how the material is incorporated Into the surface. 
Hindered settling 
The results of the hindered settling tests on the pH 6.0 and 4.8 
aggregates are shown in Figure 3. The pH 6.0 suspension is quite stable, with 
no change in the slurry after three hours. The pH 4.8 aggregate prepared by 
slow acid addition clearly settles fasfer than that prepared by rapid acid 
addition, in agreement with McMeekin's result, yet it has a more turbid whey. 
-------------------~ 
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Since aggregate density, as measured prior to settling, cannot account for the 
different settling rates, another reason must be sought. 
Hoare29 has found that the controlling characteristic of the settling 
becomes the aggregate's ability to aggregate further and become large enough 
to settle. As described earlier, the interparticle potential for aggregation 
is greater for the product of rapid precipitation. Because of this, a 
larger fraction of interparticle bonds can survive the high-shear environment 
of the precipitator. Further, these particles have a longer mean residence 
time in the shear, allowing for more rearrangement of particles to maximize 
use of available aggregation potential. These two effects--more surviving 
bonds and aging to saturate available bonding sites--produce a larger 
aggregate and cause a lower number of available sites to exist on the 
aggregate when the slurry is transferred to the low shear hindered settling 
tube. Converse I y, for s I ow prec i pi tat ion, a 1 arger fraction of sites are 
not able to bond in the high shear precipitator and are thus available in 
hindered settling, where they are effective fn Inducing faster aggregation and 
settling. In effect, because the aggregate produced by slow precipitation is 
weaker, it will predominantly aggregate in the low-shear, hindered settling 
conditions. 
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NOMENCLATURE 
d 
dSo 
d90 
g 
Q 
).1 
+ 
t 
primary particle size (l.tm) 
diameter at which 50~ of the total aggregate volume is in 
larger particles ().tm) 
diameter at which 90~ of the total aggregate volume is in 
larger particles (l.tm) 
gravitational force 
interaction potential function (m t-2> 
ionic strength (M) 
particle solid frac~io~ 
tens i I e stress (m I 1 t ) 
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TABLE I 
Protein yield and composition (mg/ml) of the fractions 
fraction total proteina glycininc a-conglycinin 
rapid slow dif~ rapid slow dif~ rapid slow 
extract 9.00 9.00 2.48 2.48 1. 50 1.50 
pH 6.0 3.71 3.55 <50 1.86 1.87 50 0.149 0. 147 
precipitate 
pH 6.0 4.65 5.34 >99 0.216 0.204 35 1.44 1.28 
supernatant 
pH 4.8 2.79 3.4 97 0.278 0.275 30 o. 766 0.742 
precipitate 
pH 4.8 1.69 1. 77 89 0. 0. o. o. 
supernatant 
--------------------------------------------------------------------------
final 72.9 77.2 <20 
yielcf (~) 
By biuret, mean of 3 replicate experiments. 
bPercent significance of difference between rapid and slow precipitation, 
cMeasurements by rocket immunoelectrophoresis based on one experiment with 3 
replications on measurement, concentrations normalized to 9.00 mg/ml 
extract. 
dStandard deviation = 0. 
ePercent total protein recovered as precipitate. 
di ff'l 
<20 
d 
---
35 
by t-test. 
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TABLE II 
Properties of the pH 4.8 precipitate. The pH 6.0 rapid and slow precipitates had d1 values 
of 0.13 and 0.19 urn, respectively, which are not significantly different. 
property 
d1 Cum> 
d90 <urn> 
dSO <urn> 
aggregate 
densitl (kg m-3> 
rapid 
precipitation 
0.51 
6.79 
11.31 
1143 
0.48 
slow difference 
precipitation sign i fi canceb (~) 
0.36 98 
6.02 >99 
7.88 >99 
1122 
0.41 
aThe densities are caJculated assuming that the protein density is 1296 kg m-3, the 
whey density is b007 kg m- as measured, and the Coulter counter measures 80~ of the total 
aggregate volume • 
bPercent significance of difference between rapid and slow precipitation, by t-test. 
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Figure 1. Scanning electron photomicrographs of aggregates: (A) rapid precipitation at pH 
6.0, (8} rapid precipitation at pH 4.8, (C) slow precipitation at pH 6.0, (D) slow 
precipitation at pH 4.8. 
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FED-BATCH FERMENT A liONS 
OF CLOSTRIDIUM ACETOBUTYLICUM 
Mark R. Paige 
Department of Agricultural and Chemical Engineering 
Colorado State University 
Fort Collins, Colorado 
INTRODUCTION 
Substrate inhibition is a problem encountered in many microbial 
fermentations and may account for reductions in both the rate of solvent 
production and overall yield of neutral solvents in the acetone-butanol 
fermentation. If glucose and inorganic phosphate were depleted (the depletion 
of inorganic phosphate triggers the production of neutral solvents) to the point 
where the maximum biomass had been obtained, followed by feeding of a small 
concentrated glucose stream to keep the substrate concentration low and 
constant, optimum butanol productivity might be obtained. This forms the 
basis of experiments that will be described in an attempt to achieve higher 
butanol concentrations in the fermentation by Clostridium acetobutylicum. 
Maintenance of glucose concentration within relatively narrow tolerances 
was determined to be a critical factor in the performance of fed-batch 
fermentations. Means were sought by which measurement of the 
instantaneous rate of glucose utilization could be facilitated. If glucose 
consumption rate could be measured continuously but indirectly by the 
production rate of some metabolic by -product, the glucose consumption rate 
could be matched by the glucose feeding rate to obtain a constant substrate 
concentration. Thus, the relationship between off-gas production rate and 
glucose consumption was explored. Furthermore, the relationship between 
oxidation-reduction potential of the fermentation broth and glucose 
consumption rate was investigated. 
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MATERIALS AND METHODS 
Clostridium acetobutylicum, (A TCC 824), adapted to growth on elaidic 
acid supplemented medium in the absence of biotin was used throughout the 
described experiments. The medium and culture conditions as well as the 
analytical techniques employed in the fermentations were described in detail 
by Paige and Linden ( 1984). 
Clostridium acetobutylicum was grown in a repeated fed-batch manner. 
At the end of a particular fermentation 95 percent of the culture was emptied 
from the fermentor and the remaining culture served as a 5 percent (v/v) 
inoculum for the next experiment. Initially, glucose concentration was 10 g/2. 
greater than the desired pseudo-steady state level. By starting the 
fermentation at these higher concentrations and then operating in normal 
batch fashion during the initial phase of the fermentation, the cultures were 
able to effectively deplete the inorganic phosphate and make the transition 
from acid to solvent production. 
Initial working volumes of 72. were used throughout the fed-batch 
experiments. Glucose concentration was monitored using a Beckman Glucose 
Analyzer. During the approach to pseudo-steady state, glucose concentrations 
were determined every 10 min in order to accurately determine the rate of 
glucose utilization. When the glucose concentration reached the desired 
pseudo-steady state level, feeding was initiated. The nutrient medium used 
for feeding was identical to that used for the initial fermentation except that 
glucose concentration was 80 g/2. and inorganic phosphate was not present. 
Small changes in feeding rates were made in order to keep the glucose 
concentration constant during the remaining part of the fermentation; precise 
flow rates were obtained using a Precision Dosing Pump Model FE 211 (B. 
Braun Instruments, Burlingame, CA), with a removable and sterilizable F =0.1 
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pump head. B. Braun instrumentation provided measurement and control of pH 
and measurement of redox potential using sterilizable Ingold electrodes. 
Initially, temperature regulation was provided by the New Brunswick 
Microferm F ermentor equipped with a 141 fermenation jar. However, 
temperature cycling made measurement of off-gas flow rates erratic. Thus, 
the existing system was bypassed by connecting the heating baffles to an 
external water bath regulated at ± 0.1 °C. 
Off-gas flow rates from fed-batch fermentations were measured using a 
Matheson Model 601 Rotameter (LaPorte, TX) fitted with glass and stainless 
steel floats. The rotameter was calibrated using nitrogen and a 10 cc bubble 
meter. All gas was dried before entering the rotameter by passage over 
calcium sulfate (Dri-Rite, Hammond, Xenia, OH). 
RESULTS 
Fed-batch techniques were employed to control glucose concentration at 
5 g/l after initially allowing the fermentation to proceed batch-wise until the 
onset of n-butanol production. The profile of this fermentation, where glucose 
feeding was initiated after 25 hours, appears in Figure 1. When glucose 
feeding was started there was an observed decrease in the rates of dry cell 
mass and butyric acid accumulation. When butanol production began at 29 
hours there was an immediate effect on the specific glucose utilization rate. 
Fallowing the acid-break, which occurred at 34 hours, the specific glucose 
utilization rate dropped to zero during the period of rapid reutilization of 
butyric acid. 
The value of the redox potential was lowest during the periods of rapid 
production of butyric acid (20-30 hours) and butanol (60-77 hours). These 
periods of low redox potential were coincident with periods of active gas 
production by the culture during which the broth became supersaturated with 
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hydrogen. The specific total off-gas productivity (data not shown in Figure 1) 
closely paralleled the specific glucose utilization rate. Also from Figure 1 an 
approximately inverse relationship appeared to exist between the redox 
potential and the specific glucose utilization rate. 
Linear relationships between specific off-gas productivity and specific 
glucose utilization rate are shown in Figure 2 for fed-batch fermentations 
conducted at pseudo-steady state glucose levels of 5 and 35 g/1. Linear 
regression analysis was used to determine the correlation coefficient, slope, 
and y intercept for the straight line relationship where y is the specific 
off-gas productivity, x is the specific glucose utilization rate, and a and b are 
the slope and y intercept respectively. For the 5 g/1 fed-batch run the 
relationship was 
y = ( 0.281 ) X + 0.09 1 
g glucose g Dry Cell . h 
while the straight line for the 35 g/1 run was 
y = ( 0.051 ) X + 0.1 5 1 
g glucose g Dry Cell . h 
the correlation coefficients for the 5 and 35 g/1 runs were 0. 94 and 0.85 
respectively. 
Figure 3 demonstrates the inverse linear relationships which exist 
between the redox potential and specific off-gas productivity for the 5 and 35 
g/t fed-batch fermentations. Linear regression was used to determine the 
relationships where y is the redox potential and x is the specific off-gas 
productivity. For the 5 and 35 g/1 runs the straight line relationships were 
-121 mV. g Dry Cell . h 
Y = ( 1 ) X - 367 mV 
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and 
-204 mV • g Dry Cell . h 
Y = ( f. ) X - 364 mV 
respectively. The correlation coefficient for the 5 g/f. run was 0.95 while that 
for the 35 g/f. run was 0. 97. 
DISCUSSION 
Data from batch fermentations conducted by Doremus ( 1982) were used in 
an attempt to develop a relationship between volumetric rates,of total off-gas 
production and glucose consumption. In batch fermentations off -gas 
productivities and glucose consumption rates exhibited linear relationships at 
higher agitation rates and logarithmic relationships at low agitation rates. 
Limited agitation of an active fermentation medium allowed supersaturation 
of dissolved hydrogen to occur; hence, decreased amounts of hydrogen gas 
were released from solution. Previous studies (Su, et al., (1981); Doremus 
et al., (1985); Yerushalmi and Volesky, (1985)) emphasized the reversal of 
ferredoxin dependent hydrogenase activity under limited agitation conditions 
and the resulting positive effect on neutral solvent formation. Furthermore, 
increased butanol productivity has been shown in cultures in which 
hydrogenase activity is inhibited by carbon monoxide (Datta and Zeikus, 
(1985); Meyer et al., (1985)). 
Dissolved hydrogen concentration may be used as a parameter to control 
feed rate in Clostridium acetobutylicum fermentations. Monitoring of redox 
potential to control feed rate is based on defined relationships of specific 
off-gas productivities and glucose consum~tion rates. The relationships are 
dependent upon given conditions such as agitation rate and the pseudo-steady 
state concentration of substrate in fed-batch fermentations. Maintenance of 
--------------------- - --
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greater pseudo-steady state glucose concentrations results in lower specific 
off-gas productivities. This phenomenon may be related to lower specific 
butanol productivity at the 35 g/l pseudo-steady state condition (data not 
shown). 
CONCLUSION 
In all fed-batch fermentations the glucose utilization rate dropped, 
following the acid-break when butyrate was rapidly being consumed. The 
rates of off -gas production were highest during acidogenesis corresponding to 
high glucose utilization rates; this period of rapid off -gas evolution 
corresponded to low oxidation-reduction potential. Linear relationships of 
specific total off-gas productivity versus specific glucose consumption rate 
were obtained in fed-batch fermentations employing pseudo-steady state 
glucose levels of 5 and 35 g per liter. The general inverse trends of increasing 
redox potential with decreased off-gas productivity and decreasing redox with 
increased gassing were observed at glucose levels of 5 and 35 g per liter. 
Moreover, when redox potential was plotted as a function of specific total 
off-gas productivity for the two runs, linear results were obtained. Linear 
plots were obtained when redox potential was plotted as a function of the 
specific glucose utilization rate for the 5 and 35 g per liter runs. The trend 
for both runs was decreasing redox potential corresponding to high rates of 
glucose utilization. 
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A Nonequilibrium Thermodynamic Description of the Variation 
of Contractile Velocity and Energy Use in Muscle 
Michael K. Dowd and Richard C. Seagrave 
Department of Chemical Engineering 
Iowa State University 
Ames, IA 50011 
INTRODUCTION 
Skeletal muscle is known to consist of two types of filaments: a 
thick filament composed primarily of the protein myosin and a thin 
filament composed of actin and the regulatory proteins tropomyosin and 
troponin. Huxley (6) proposed the now widely accepted theory that thick 
filament projections interact with the thin filaments to form tension 
generating cross-bridges in acti~ated muscle. The thick filament 
projections correspond to globular portions of the individual myosin 
molecules. 
The first nonequilibrium thermodynamic theory of muscular contraction 
was presented by Caplan (3) and considered muscle, as a whole, to behave 
like a single regulated energy converter. Following some debate (1,4,9), 
Bornhorst and Minardi (2) presented a nonequilibrium thermodynamic model 
that explicitly accounted for the cross-bridge character of muscle. This 
model corrected for the criticisms of Caplan's earlier work. 
The Bornhorst and Minardi model considers all cross-bridges to be 
identical. With continued research, it is now known that muscle is more 
complex, with the thick filaments being composed of at least a few myosin 
isozymes. Additionally, myosin can reversibly bind calcium ions and is 
known to be phosphorizable. This work extends the model of Bornhorst and 
Minardi to account for variations in muscle properties seen with changes 
in cross-bridge character. 
THEORY 
As a starting point, consider the interaction of a single myosin 
thick filament and actin thin filament within a muscle. The 
phenomenological ~quations for each ith type cross-bridge along the 
filament pair are 
where 
and 
i i Vi z Lll (-Pi) + Ll2Ai 
Vi = contractile velocity 
v1 = rate of energy (ATP) use 
Pi = average cross-bridge tension 
Ai = affinity of the ATP reaction 
phenomenological coefficients 
for the ith type of cross-bridge 
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An identical set of equations exist for each cross-bridge type present 
within the filaments. 
For any given pair of interacting actin and myosin filament certain 
restraints must exist. First, the contractile velocity of each 
cross-bridge along the filament pair must be identical (tug-of-war 
analogy) or 
A similar condition must also exist for the reaction affinity since all of 
the cross-bridges within the fiber are exposed to the same ATP bath i.e. 
Additionally, both the cross-bridge tension and the rate of energy use 
must be additive or 
p .. L: pi 
cross-brl.<lges 
where n is the number of cross-bridges and xi is the fraction of 
cross-bridges of the ith type. Unscripted variables represent filament 
properties. 
If the muscle consists of only one type of cross-bridge, elemination 
of the individual cross-bridge properties in favor of the overall filament 
properties gives 
V • 11 (-P) + 1i A 
11 n 12 
i i 
v = 1 12 (-P) + 122r~ 
as was first derived by Bornhorst and Minardi (2). Considering the next 
more complex case of two types of cross-bridges (i and j) and eliminating 
the individual cross-bridge properties gives 
j i 
1 111 11 ( P) [ __,...._::..;=--:::..~] -=-- + V= ji ij n 
X 111+x 111 
v = 
j1i 1j + i1j 1i 
X 11 12 X 11 12 _--=..:;j~i =----:-i-J.::...c. :........::...:::...] (-p) 
x 1ll+x 1 11 
+ 
Each of the filament properties above is related to the overall muscle 
propert~es by appropriate normalization: the contractile velocity to the 
muscle length, tensiort to the area, and rate of energy use and number of 
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cross-bridges to the muscle volume. 
A few situations are of special interest. The maximum velocity of 
contraction occurs when the muscle tension is zero giving 
where th~ subscript M indicates an unloaded isotonic contraction. The 
rate of energy use during an isometric contraction is 
v = 
0 
j j i j 2 
i j i j j i x (1-x ) (Ll2-Ll2) 
[ 
1 JJ1JJ(L::::{::;:~:;::{~):~f::~:L~l-L{l) 
Here the subscript o indicates an isometric contraction. Since our 
interest is to study the effect of varying the fraction of cross-bridges 
and not the absolute values of the properties, the above quantities will 
be normalized. This has the added advantage of reducing the number of 
parameters that.need to be determined. Normalization to the jth type of 
cross-bridge (xJ = 1) gives, respectively 
j 1 
VM l x (1- -~-) 
--,---- = - + -----
v (xj=l) a S+xj (1-8) 
M 
and 
for the two equations above, where 
The parameter q introduced was originally presented by Kedem and Caplan 
(7} as a factor that describes the dependence of the flow ratio on the 
--------------------~----~-- --
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force ratio. It is formally called a coupling coefficient and is a 
measure of the effectiveness of energy transfer. Its value varies between 
zero and one. Unlike the efficiency, coupling is not a function of the 
operating state of the system but only of the phenomenological 
coefficients, as is evident from above. Additionally, the maximum 
operating efficiency is solely determined by the coupling and is given by 
The efficiency for steady state energy conversion is defined as the power 
input divided by the power output. 
For muscle, which is made up of many cross-bridge units, an overall 
coupling coefficient can be defined analogously to the individual 
coefficient for a single cross-bridge. For two types of cross-bridges it 
becomes 
Thermodynamics restricts the value of the overall coupling to be between 
zero and one, but in addition, the nature of the equation itself 
constrains the coupling to be no greater than the coupling of the tightest 
(highest q) cross-bridge type. It is not bounded on the other end and may 
be less than the value of the loosest coupled (lowest q) type of 
cross-bridge. The condition for this occuring for two types of 
cross-bridges is 
'/ 
where 
and the superscript h and 1 indicates the high and low coupled types of 
cross-bridge, repectively. 
In most muscles, the cross-bridge character will undoubtably be more 
complex than the two cross-bridge case, and the equations for more complex 
situations quickly become unwieldy. Fortunately, usually only one 
variation is studied at a time, and in many of these cases the 
phenomenological equations can be manipulated (the terms lumped) such that 
the equations are identical in form to the two cross-bridge system. In 
this lumped system of equations, each phenomenological "like" coefficient 
is a function of the fundamental phenomenological coefficients and the 
fractions of the unchanging cross-bridge types. The changing cross-bridge 
type is replaced by its relative extent of change (xiJxi ). 
max 
-------------- ----- --
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LIGHT CHAIN PHOSPHORYLATION 
It is now known that the light chains of myosin are phosphorizable in 
vivo. Kushmerick and Crow (8) have reported contraction dependent 
phosphorylation in the extensor digitorum longus (EDL) muscle of the 
mouse. Additionally, the authors noted a decrease in the maximum velocity 
of contraction and isometric rate of energy use with prolonged 
contractions (5,8). Neither the phosphorylation or the accompanying 
effects were found in the soleus mouse muscle. Although still debated, 
the ostensive implication was that phosphorylation affected the 
cross-bridge properties resulting in an energy savings during long 
sustained contractions in fast-twitch muscle. The slowing of the 
contraction speed is not a detriment during this type of contraction. 
Since the EDL muscle was phosphorylated only to a maximum level of 51 
percent, thermodynamically three types of cross-bridges must be 
considered: unphosphorizable; phosphorizable-unphosphorated; and 
phosphorizable-phosphorated. Fortunately, this case behaves like the two 
cross-bridge type model in respect to the relative extent of 
phosphorylation. In this case each of the phenomenological "like" 
coefficients contains phenomenological coefficients of the 
unphosphorizable cross-bridge class. The equations for the maximal 
velocity of contraction, rate of energy use, and overall coupling become 
and 
v:-1 1 
= VM(z=1) a 
z (1- ..!.) 
+ 0. 
S+z (1-6) 
-v-~-=-=~~~~: ~--.-=1-:-) • je [ ~ 2 + z [ a~ 2 - --h 1 
o o (q ) S(q ) (q ) 
[ 1 + z ( a-1 ) ] 21/l [ ; 2 -
B+z(l-6) (q) 
1 + z(a-1) 
z(1-z)(l-a?] _ [S+z(l-B)] 
B+z (1-6) 
1][6+z(1-6)][1+ z(o.- 1) ]I 
B+z (1-6) 
s+z (1-8) Q=~============~============~ 
z[ a2 _ 1 1 _z(l-z)(l-a)
2 ] B 
6+z(1-6) 6(qP)2 (qU)2 B+z(l-6) 
respectively, where z represents the relative extent of phosphorylation 
and a, s, qU, and qP are defined as 
with the superscripts U and P representing the relative unphosphorized and 
phosphorized classes, respectively. 
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Phenomenological coefficients are found by experiment. Values for a 
and Scan be found by nonlinear regression of the simple expression for the 
maximum velocity of contraction (see Figure 1). Using this approach, the 
values were found to be 0.511 and 5.11, respectively. Alternatively, this 
expression can be manipulated into a linear form and the values determined 
from the slope and intercept. Taking this approach, this equation becomes 
VM z VM + _B [ ------ -1 ] • - B =-""~...,.... 
VM(z=l) (1-z) VM(z•1) a 
and values of 0.510 and 4.30 are found for a and 13, respectively. 
Unfortunately, this form of the contraction velocity equation becomes 
extremely sensitive to small deviations in the data as phosphorylation 
approaches completion. Consequently, the number of significant data 
points is reduced and the coefficients determined in this manner are based 
primarily on the low phosphorylation data. For this reason the values 
determined by the nonlinear regression are used hereafter. 
Using the phenomenological equations, the individual coupling 
coefficients can be shown to be given by 
Kushmerick and Crow (5,8) provide values for the isometric ratio of energy 
use to tension for both states and the maximum contraction velocity for 
complete relative phosphorylation. The maximum contractile velocity in 
the unphosphorylated state is found from 
A reasonable approximation for the affinity of the ATP reaction is 10 
kcal/mole (2,9), and the resulting values of the coupling coefficients qu 
and qP are, respectively, 0.931 and 0.934. Comparison of the theoretical 
and experimental rates of energy use are given in Figure 2. The theory 
appears to have a sharper transition from steady rates to the lower rates 
than does the results of Kushmerick and Crow, but this should not be 
unexpected since kinetic data is differential in form, which always has 
the character of smoothing sharp transitions. Each of the data points in 
this region appears to have some of the higher phosphorylattion character. 
A plot of the overall muscle coupling is given in Figure 3. The 
overall coupling is, as is each of individual couplings, very high, 
indicating that muscle is an efficient energy converter. Additionally, it 
is interesting that initially the overall coupling decreases with 
phosphorylation. This suggests that muscle is willing to drive itself 
through regions of less effective energy conversion to reach some final 
desired state. 
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CONCLUSIONS 
Methods have been developed to describe the variations in certain 
muscle properties with changes in cross-bridge character. Additionally, 
it has been found that while muscle is complex, many situations can be 
represented in a form identical to the relatively simple, two cross-bridge 
type model. Finally, an overall coupling coefficient is defined that has 
the same properties as the coupling coefficient of Kedem and Caplan (7) 
and describes the effectiveness of energy transfer in muscle. 
--------------------~------ ·-- .--
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FOR MAM~~LIAN CELLS BY ON-LINE NMR 
Da\lid D. Dr·u1~y 
nl-JS n:;:HCI 
1\luc 1 ear· me:\Qn~¥,•t i c r·· ff~SClll<'li1C:e (1'-.WIFO s;pc:K t.ro~.:;c: np-)l c:: an be:' f.:Hi~r·+ o;-- mecl in 
1"'(0!ill time on living syst.£·?ms to yield cons.i.dE'JI'·abl~:: :infot"'llk'l.ti.on em 
cellular metabolism, physiology, and energetics. However, application 
of NMR to mdmmalian cells to Yitrg has been l1mited by the cell 
clf.:msi tv· tl1o-~t can be m<::d nt.ai ned in i:\n NMH ~;amp 1 (2 tube. ~3:t ncf.-? 
signal-to-noise ratios (8/N) increase linearly with cell density and 
to the square root of acquisition time, real time studies can be 
dramatically enhanced if cell densities ~an be increased. For 
instance, doubling cell densities can cut acquisition times by a 
f ac::: t (Jr of '+. 
Systems for cell growth and maintainance must be capable of 
supporting hi9h c:oll. ch:m•.iities within thE~ (::jf?.Otliet:.r .. ical. cnnsb·ai.iit~s 
imposed by the magnet. ln addition, systems must be capable of 
suppot··t;j, J"l(_::j rnamm~'ll i .:1n cell E that: ei tner qrow in ~:;;u~::;pr.:~nsi cw, cul h .. u-·e o;·--
in monolayer culture. These requirements hav8 led us to d8velop 2 
l:li.on,~•.u::to;··· systt:..:Hns, both o+ wh:ict1 ut-.ili<:E-) hollcw._, -fibeJ'K> ·HJr .. d·:i:livGr:in·! 
nutt i0~nt.:s and r--t:-imClVinq w;::~st:.~::~s. TIH:?~r.E:! twc:1 bic:n~E-!ac:tol"'f..> <:d<:'>n pc--l'"fid.t il~; t:u 
CCiillpdr·t~ t.ht:? two sv·:-.Lt:ms bioloqic::.-:'dJy c.'lnd wil:h 1~<:-'?\:ipec.t t.CI mds;,:;; txan";·h·n· 
mE'~c::h<:u1i ~:oms. 
The cell suspension bioreactor system can maintain cell d2ns1t:i~s 
up to (aild pcltc-!nt:i<:~.lly abCIV(i:-;) lU mil.l1on c:t-:.l.ls/m.l •. l.hi~:; !;;;y:;;t_;:!m 
td:.:i.li:::t.·:·!!':i i:':\ nE-!t. o+ hollow fiber·~;; ar"J~anqed :i.nsidE• a :.:~Omm 1·-H"i:::< tuhf::' 30 
tl--ie~t r·,;:~cii_,·,:;l t.;· .. ·-:::tns-f(i:!l' .. o+ nt.ltt··ient!:. <lnc.i ~-Jastt? pJ·"<:Jcluc:t:!;:; :t·:s i::l.chi.E?VEO--d 
.::O.C:I'OS:i -!..:hE-:· ·fit:H~r-- Wi::dl. CE::!ll~:l ar·e maintain£':!d :in ~'~L:.r:~pe:ns:tC:H"l by .:H·, 
impl,?l.l~·~l .... which is tur·ne<j by an aiJ~·-dr .. ivi~?l1 t.ur·bl.nr,-? "~it:tinq on top cf 
thf::! m.::~qnet.. Dat.<':l ·fr·c)m thj.~;; €:~vsi:.E!m, qen€0r-Dted +rc:'rn e;:pE:~r:i mr,·:!ntr:;; bcrt.h 
~'\lith and vJit.t1c1ut. i'J1'1H s;pf:~ctr·osc:opy, an:? ust.~'·ful :tn ~;(~tt.1nq li•ILJt<:; (Jfl 
hollow fiber performance; i.e., cell mass/hGllow +1ber ratios. 
rh!'O I:Ji Cli""I=:<:?.CtDI'" !S 1l';:itf:;~m -for· U'".i>E? i 11 st.:_tdyi. nq adi1E'J··-·,'?f1CE?···d~:lpC?nrlr::n'l. C::t2l ·;. ;::; 
i :;;; c omp o~;:a\~d o + ,::1 c: y 1 i n d r· i c crt J c: h .:;unb E~l'" , 1 n ;:;; i de:! o-1 ~<'Ji"• i c: h c:n- <.·::· E-! \if'::·n 1 '.' 
1:;pac.:ud +ii:'J<?r·s n.tnninq l~Jngit.udinall'l <anc.:l pari::l.ll.f~l dcv-m ii:.'F .. l.c:•nql.h. (.H:-
bE·for--.:?. mas;~; t:r-<u-,!?.;ff?r· oc:r.::ur·~;. o:\C:rcH:;s the w.:;dl o+ t.hc:> hnJlc:n--~ f:i.llE·r--. 
t:hn.Juqt1 ~-Jilic:h -fni:!sh nutr·:it"!nt ~;olution is flowing. n·,l;,:; ::"yr;;t.c-m 1.·::.. 
.potentially C::cilpC:lble of ac:hiE?v·inq cell qr--owt:.h c:\i'id rn<::lintain<'-~nc:E' c:\t 
tissue densities. Data generated from the study of tl1is system 1nclude 
diffusion/mass transfer coefficients for substrates within a biofilm. 
and relative mass transfer resistances and flux rates of substrates 
through biofilms and hollow fibers. Such parameters are useftll in the 
~esiqn of bioreactors for mammalian cells, even if hollow fibers are 
nnt~ use~cl to supply nut.r·iE:nit.f.~. 
--------------'----- -- -- --
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INTF:ODUCllDN 
In t-f:'!Cent years, nuc::l.:::.::\r· maqnc·:~tJ. c r-·t"son.::inc::e (NI''lf-0 ha~.; t:!nH:.~r .. qer:l as a 
powe::r·ful tocJJ. for· the non·-.i. nvasi. ve studv o+ 1 i vi nq c£~1 h;. Pe;i··fusf.'ld 
orqans, though popular, are of limited value s1nce these contain 
t1eter~oq~::ne::ous C.:£'111 populat:u:H1S. ·rhe ~l'l,_y:!:.,t.r·g study of <homoqEne:nu<:;) 
mammalian cells either in suspension or in monolayer is limited by the 
cell density which can be maintained within the geometrical 
cc::~nst.r·.:dnt~; o·f the magnE?t. rhe usc-::: of hollow f:1.bf::r·~;; tn supply 
nutr"it:?nt.s and to remov£'~ <~~C:.'I~:<;tf::ls dppears to be tl"lP be~;t ~:;cd.ut.icm to the 
problem of maintaining high cell densities within the sample volume of 
the magnet. However, although adequate desiqn equations are available. 
thf-~ la<:k o+ pet-tinent. data (i.e., di·ffusion c:oEffic:ic;mt.s +cw ~:;t.tbstl··.:.d:'~ 
within a biofilm and within the hollow fiber wall) has made it 
difficult to utilize the design equations in the dev~lupment of hallow 
fiber reactors fer suspension cells or cells in monolayer 
<.:.~dh(:?t'"f.'!flC:~'?··-depE?ndent cells). ~~~e gi:.<th£-!>r diffus;ion in·for·mat:ion L~::.;.i.nq t:~.-Jo 
types o·f hollow fiber r€i1<.o~ctor·s C'Jper.::1tinq within t.he ITk\CF'lf.;'t:, tl"lf~r·t::1by 
p~~r-mittinq t-.,atuJnal clf'~sign of mammc:dian Cf:?ll bior·eac:tcJr-,:;. 
DESCRIPJION 
NMR of wholR cells is pefformed with high fiPld (360 MHz) magnets, 
since these offer the best resolution and highest sensit:jvities as 
compared to intermediate or low field (imaging) magnets. However, the 
bore of the 360 is only 80 mm in diameter, requiring d small sample 
volume,~ ~'\lithin the1 appllf:::·cl m.::tCJilE't:i.c fiE'lc:l. Suspen~:;:i.on r::;t:ucHr,,;:; <'WF' 
normally performed in 15 ml total volumes within 20 mm qlass tubes. 
lt"lf::1 qE'Dme:d:r-:ic const,~.::\int. :i.s be1st illus;tr.::tt:ed by e;-:arnpl<,;~: 0. J. ml1 
31P requires an acquisition time of 30 minutes. Typical ~lP 
concentrations within cells are on the order of 6-7 mM; at 10% !ell 
volume lin suspension) acquisition time is 4-5 mlntJtes <to ~cqujre a 
visible pE:ak, se~:~ fiqure 6). By c:loublinq the· c£-:•1.1 dt'!r•sity t1.'l ~.?0%, 
acqui.s;it:ion time is cut to 1-2 minute::;;. Fin<all',l, as t.:L~s~::.t.H.~ density ~.:-s 
approached (100% cells>, acquisition times are on the order of 
second~:;. (::.t high c:e:ll densities, the rE?quu-emt:.'!nt +or· :~;:<'/':.l''::n, ql.t.tcos€•, 
and ether essent1al nutrients is large for the limited space. In 
suspension, cells at 10% volume (density of 10 mill1on cells/ml) in 15 
ml total volume, require oxygen at the rate of 0.00141 mq U2/sec, 
continuously supplied to this suspension. 
Nuc::J€;d o+ biolnqical int€·?r·e~:;t t-JI-,ich can bt'·~ mcn:i.t.o, .. _e:~cl by· hiCJh li~·.dd 
NMR include 13C,~ 1 P, 1 ~N, 3~K, and 19F. 
~~c is 1% naturally abundant. This is advantageous since the 
~;p<·:Kl.'.l'"£:'t <:1rf'~ fair"lV ,,·ic::h., a~;; j,llu~:;trated in ficp.J.r·e 1. Thi::~ f:i.qurt:~ 
represents only a portion of the entire 1 ~C spectrum obtained in 
that pc:tr·tic:uli:i\1'· f:n:pf.?.rimtmt. l·h:i!t<aboli.c: ,-·at.£o>s can tn? obt.":t:i.ned by· 
following the decrease in ~ 3C-labelled precursor and concurr~nt 
J.r•C:TElcr.~:.t:?-5 J.n f::'nd pt-oduc:ts, as seen in fiqurr·1 :.:;: for- g.lucw::;c.' croinq to 
lactate. As shown by Figure 3, there are a number of peaks present ~rl 
Lhe spectr-uo' o-1 <::t eel::. s,u!::;pensj. on wh :i. c:h is o:·(yqE::·:natc:::>d tl"l,:d. an,.• o:\h!>:;E:•nt. 
!,>JJ·H:~n t.tH? C:E)ll~;:; <:~r·E~ kf?pt unclt.~,~ anat:?r·obic: condit:lc;ns. 'lln'5 ;,dlows w,:; i.".c:J 
monit.or· t.hf::~ p.:.lr·+or·mc:tnc::e uf our· bicH~E·!<:\cto,~ c:lur·:lnq thE· ccH .. ll ~::p of an 
f?.:·: per· i men t f::;o .::~ ::; to C.'l sc (·?I"" t. <:\ :l n that ,,:tf:'i'" ob 1 c ot- ;;':\1'1 <H·~I'" ni:J :i. c c end i t. 1 on s a1 .. 1::~ 
m.;d nt..::ti n<.;>d. 
The advantage of 31 P in NMR studies is that this isotGpe is 
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100% naturally abundant. Further, it is a component of the enerqv 
molecule of the cell, ATP. Thus, in the 31 P mcae we can observe 
{il'P and, henCE!, ascel-·tai n bow energized Uu: eel J s an:!. (:~s :in t.IHH 
1 ~C spectrum, there are differences in the 31 P spectra of 
cel.J~s under· aerol::lic: c::onditicms compan:!d to U1G9::.? undF·r· ,;,u·l-.:H::r·obi.c 
conditions, and this can again serve as an indicator of t.he 
performance of the b1oreactor. The chemical shift of inorq~,ic 
phosphate <Pi> can be used to determine intracellular p~l, ss shewn in 
fiquro 4. Chemical shift, put simply, is the shift in resonance 
frequency of a nucleus corresponding to a change in the envJrunment 
(OI'" elec:tr·t'Jn c:tcH.td surnJurK1inq th~? nucleus> cf that nucl.(i?Ur:i. This :i.s 
seen in figure 5Calso see fiqura b), where the Pi peak has shifted 
downfield as the intracellular pH has increased due to changes in 
(:):·:yqen.ation <:H'ld nutrient c:onc:£;.>ntr.::ltion (addition of· qlucor::;~::.•) .. ihus, hv 
following intracellular pH and Pi, we can again follow the performance 
of our bioreactor. since under conditions of aerobic respiration the 
intracellular Pi drops, whereas it remains at nearly the same level 
for conditions of endoqeneous respiration or anaerobic glycolysis 
(figure J);also, in the absence of se~um, intracellular pH is lower 
them. :tn the pr·esence elf se.•rum <+igure 8). 
1 ~F NMR is of great value since there are no naturally 
occuring fluorine-containing molecules in biological systems. 
Therefore, any 1 •F spectra arising from a biological sample are 
due solely to that ~·F-containing molecule placed into the cell 
experimentally. Such molecules have been used in cur l~b to determine 
intracellular concentrations o·f calcium and zinc (f:tqt.WE? '7'), aqain 
utilizing the phenomenon of chamic:al shift. Thus, by strategically 
placing tn<::llf?!Ct.tles such ;:~.s this within specific n:.1qion::; o+ ou.t· 
t:liet-e.ar.:tor (such .af;5 within the cells, within the b:i.cJfiJ.m, pa""tir:ionF·d 
~.~cl ... ·oss thf? f1ber wall, c~tc:.), W€~ c::an q.:dn m.:.:.ss tr·,:u1sfE~r· i.nh:~r·matlo,-, 
wittl n:?.g.ard to diffLlsion (oof substr·at.E'·) thn::H.tqh th~::·1 hollow +ib,::,•i~ trJii:dl, 
throuqtl a biofilm, and sim~ltaneous di-ffusion and reaction within a 
tJiofilm. 
The t~"io biCJI~E'C::\ctcJrs whic:h we• have invF~nt.:e1d +or· th<:• ~:;tur.:l\i o·f c:e:•J 1 '" 
by NMR 1nclude a suspension system !Cell-o-matic::) and a moGolaver· -t/Pe 
£:;ystem (CE~ll Jvlote:ll >. The suEpension syste,•m, -fj gl.n-p 10. c:.::;n lJE u~:·if::>d to 
determine diffll&ion ~oe+ficients tor the Fiber, mass fluxes of 
assential substrates through the fiber (e.g., oxyge11, qlucose), and 
cc.all mass t:o llollo~>J ·fiber r·atic$ (numbt'!lt" of cell~; a unit lE·?nqt.h u·f 
fiber can su~port), all of whic::h are of usa in the design of the Cell 
J•tot.:~l. 
The Cell Motel, figure 11, is of most interest, since we will 
ac.:hi€~Vt? tile? qnili:\b::~st s:iqn<.:d (fa!:;b:.st: c.'l.cquisit:ion times) ancl c.:3n 
perform real time studies with this system, which will provide 2 
homogeneous cell sample at tissue density. In addition, diffusion 
coefficients for substrates within a biofilm can be obtained from thjs 
system, wh1ch will be an important contribution to biochemical. 
engineering, since such data are presently unavailable. Th~ need for 
diffus1on coefficients is shown by figure 12 (see also figur8 13) ~ 
which is ·from re.~+. (11; il€i!r6' WE·1 S£?<::c th.:.~t tl1c· di·H·w:don coe++iciETit for 
substrate within a bicfilm, De, is the only unknown within the 
dimensionless modulus. Further, the di+fusicn coefficient ratic, f, 
';Dm/D~:?) 9 is al5;o inr::~tr·umentid. in util1z:inq tiH~ '':::>:H·c?.ctivf::Hle~:;<;; f,.':lc:tor· 
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ch~rts in desig~ing hollow fiber bioreactors. 
C:UI\ICLU~::; I UN 
fhe fiqures and text above serve to 1llustrate the Pff~ct1veness ot 
h!i<h: a•,:; <H'i invf::~:;t:t<;iiative tool ·for· tht';! study of U.\iinq C:i?l:is. Th<':! 
non-.. in-.. ... c:~~;5iv<-:-:-~ nat:.ur"E~ o+ tinE:> devit:E" .::lllow~;; +cr the:? otE:mrvaticm, in rE·<:•tl 
timE?, o+ a C<?ll !:."> t"'e~;;pcms<~? to a gi VE·?n :.:d:. i mul U!-3 ,;,md U·w :d.>:lt:.~:;~ c1+ 
enerqization of that c:ell at any point in time. This allows us to 
determine how well our bioreac:tors are performinq with rt!spect to 
nutr i c~nt c:h2l i very. Ft.urthE·r·, ~'\lith i:\ppl'"t:ipr i at.f.-'d l dr .. ~~;;:i qneci c•l·( .-:a•:·r·l,TIE:'Tt.. ~•. 
th(o.? i-.:!mpit .. ic:al d€~tel··"min<ation of data +o1-- ITI<:t~3s tJ--a.nsH:::r-- ~.-.. Lit.ldn "-, I::J:i,:Jf.tlm 
c:an bE~ achi C?-\/F..:>d. t.luc::h di::\ta ~~~i 11 l::l10~ u<c:;eful (;,.:•vf.'c'fi in I"E•act.olr~.,; ~--.Ji"li c:\ .. , ~~~~:l 
not. utili~'!<::? hollm··v +ii:J(-::.'1"'~5 .. 
( :l ) ~<J,:?b ~3 b?.r·· , S;::hu 1 r2r· • Hem y· :; "Who 1 e Cel l l .. ·lc:ll low----+ i I:H~1··· f;;(:2ac;·_ en--: 
EffEctiveness Factors''; p~gtq~hag~ggy_~Qq_p~g~og~Q~~r~og , voJ XXI. 
J.';'2!.:'i····413, (j_i,i]tii) 
C:i i 11 i. 0~s • H • .) • • et. a 1 • ;; " [ n tt- -:::IC :-:d i. u 1 a1·-· pH i''''t:~a ~:;un-:~d i:.i '/ Ni··1h:: !··IF,!:. hcd ~=· 
and Results''= Intc~~@~.l~~pr_PHt_lt§_M9~9YC~oo~ot~-G~g~l0tjQQ~_000 
f.,ttlJ;a~~qQ_~Q-~@~lYl~C-~YO~t~QO~ j Alan R. Liss, ln~., New rcrk;pp. 
/'7 ... J. 04' ( 1 9d:~) 
L:c:ti l t:,·:·v. DJ.l is; 
l·lcU;··;:H--·l···Hi 11; ( .i. 'i)/) 
Crank, Par·k; 
~· 
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Figure 1 - Portion of in vivo 13C spectrum of EAT cells showin£ numerous 
peaks, larelid-corresponding to molecules containing the iso-
tope. Cells were fed 13C labeled glucose in C-1 position (i-~entity labels). 
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Figure 2 - Glucose catatolism/lactate anabolism rates under conditions 
o! aerobic (02) and enaero't:ic (N2) glycolysis, obtained from 13C spectra of EAT cells. 
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Figure 3 - Comparison of 13C spectra for EAT cells under aeroHc and an-
aerobic conditions. Note presence of fructose 1,6 ~isphosphate 
(FDP) in aerobic spectrum, absent in anaero't·ic spectru:n. 
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Figure 4 - Determination of intracellular pH and i~organic phosphate (Pi) 
levels in !AT cells by 31P NMR. Supe!'script in • intracellular 
superscri~t ex • extracellular. 
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PROCESS ANALYSIS OF PHOTOSYNTHETIC 
CONTINUOUS CULTURE SYSTEMS 
Hyeon Y. J.ee 
Kansas State University 
Manhattan, Kansas 66506 
The purpose of this work is to provide a fundamental understanding of 
photosynthetic continuous culture. Photosynthetic conversion processes are 
analyzed by relating the kinetic model under light limited conditions and 
the bioenergetic model by which energy is utilized for growth and 
maintenance. The Lambert-Beer model for light absorption is combined with 
the kinetic and bioenergetic models to consider the design implications of 
irradiant intensity and reactor geometry The experimental data of Iehana 
(1) are used together with other results (2-13) to evaluate some of the 
parameters in the model. The model is also used to predict the performance 
of the photosynthetic reactor. The importance of mixing is illustrated by 
considering two extreme cases. 
THEORY 
The basic theory has been presented previously by Erickson and I.ec 
(13). Two kinetic models are those of Aiba (6) 
J.lmaxr 
KI f I + Kii 2 
and Bannister (4) 
( 1) 
( 2) 
When light energy limits growth, the bioenergetic yield, ~. depends on the 
specific growth rate, J.1 
~ = _J.I_ + m (3) 
T/ T/max e 
At distance Z from the front of a rectangular vessel, the fraction of 
light transmitted, F. is 
F = exp(-0.0141 - i .32X)Z (4) 
for the growth of Spirulina (1). 
For the case of complete mixing such that all cells grow with the same 
specific growth rate 
ubybQ0 pXAZ 
121'/ = I 0 A[l - exp(-0.0141 - 1320X)Z] (5) 
2 
where X is cell concentration, g/ml, A is cross sectional area in em . ab is 
weight fraction carbon in algal biomass, yb is bjomass rcductance degree, Q
0 
is the chemical energy (enthalpy) associated with the oxidation of algae in 
J/eq of oxygen consumed, and I is the incident light intensity in W/cm2 . 
0 
If the mixing rate is relatively slow, the specific growth rate varies 
with position due to the variation of light intensity as shown in Figure 1. 
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The ordinate in Figure 
Equation (5); that is, 
1 is the derivative of the right hand side of 
E(Z) = I A(O.Ol41 
0 
+ l320X)exp(-O.Ol41 - 1320X)Z (6) 
The dashed line in Figure J shows the energy required for biomass production 
at the maximum specific growth rate according to Equation (3). The area 
above the dashed line represents energy that is wasted due to inadequate 
mixing. At point ZT the light energy absorbed is just sufficient for growth 
at the maximum specific growth rate; that is, 
where 
l.lmax· 
E(Z) 
abybQol.lXA 
121) (7) 
E(7.) is given by Equation (6) and l.lln Js given by Equation (3) for t 
When 1J ., 0, Equations (7) and (3) may be combined to locate pc)jnt Z 
m 
where the .1] ght absorbed is just sufficient. to provide for the mai ntenancc 
requirements 
E(Z) ( 8) 
Equations (3) and (6) can be combined to show that the specific growth rate 
should be directly proportional to the light intensity under light limited 
growth condit.jons. This result is in agreement. with the kinetic model of 
Bannister for large values of m. 
where 
The average spceific growth rate is given by 
z 6 BIJ dZ 
z B is 
z 6 B dZ 
the distance to the back of the vessel. 
yield, n , is given by 
ave 
abybQoiJAveXAZB 
nAve = 12I
0
A[l - exp(O.Ol41 - 1320X)Z8 ] 
(9) 
The observed growth 
(10) 
In the continuous culture, D = IJA with observed growth yield nA under 
ve ve 
light limited growth conditions. 
The fraction of light which is wasted includes the fraction, F8 , given 
by Equation (4) for 7. = z8 , which is the fraction leaving the back side of 
the rectangular vessel. For slow mixing at higher light intensities the 
fraction above the dashed line in Figure 1 is also not effectively used; 
that is, the total fraction not used is 
abybQ XAZT 1J 
- __ !!_.__,~ I
0
A[l -· F(X,ZT)] + m ) 
12 nmax e 
F ,.,. 
G 
RESULTS AND DISCUSSION 
I A 
() 
( J ] ) 
Table l presents the results of estimating the true growth yield, n , 
max 
and the maintenance parameter, m , for the data of Iehana (1); Equations (3) 
e 
and (10) are used with ab = 0.4766, yb• 4.830, Q = 112,760 J/eq., l.l = 
o max 
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-1 0.10 hr , and 283 lumens/WV as described elsewhere (13). Table l also 
includes the parameter estimates obtained by combining the data at 2.0, 3.9, 
and 4.9 klux. The average values from using Form I and Form II wHh the 
data at 2.0, 3.9, and 4.9 klux are used to predict the performance of the 
reactor under various operating conditions in Tables 2--6. The results from 
utilizing the parameter estimates at the lowest light intensity are 
presented elsewhere (13). 
Table 1 shows that parameter estimates with negative maintenance 
coefficients are found at the two largest light intensities. The results at 
lower intensities can be used to show that growth at the front of the vessel 
is not light limited for 7.6 and 18 klux. Tables 2-5 contain simulation 
--] 
results for the parameter estimates ~ ~ 0.2234 and m ~· 0.0400 hr . 
max e 
which arc the average values from Form I and Form II for the data at the 
three lowest light intensities, 2, 3.9, and 4.9 klux. In these tables ~AVE 
is obtained using Equation (9); ~AVE is found using Equation (10); Zm is 
combining from Equation (8); F8 is calculated using Equation (4); FT is 
obtained using Equation 
( 6 ) , and ( 7 ) . 
(11); and Z is found by combining Equations (3), T 
From the results in Tables 2-5, the cell concentration X, varies 
inversely with average specific growth rate, I'AVE' As X increases, the 
fraction of light which leaves the culture, F8 , decreases because the 
transmitted fraction of light depends only on cell concentration and 
distance. The dilution rate corresponding to the maximum productivity 
increases as the incident light intensity increases. The increase in FG 
with 10 is due to the ineffective utilization of energy in the front portion 
of the vessel as illustrated in Figure 1. 
Table 6 compares the model results without m1x1ng with those predicted 
by the complete mixing model. These results indicate that the productivity 
may be as much as 70% larger if complete mixing is achieved compared to the 
results without mixing. These results may provide an cxpl~nation for the 
experimentally observed positive effe~t of mixing of Lee and Pirt (10), 
Personne et !!l.. ( 11 ) • and Pi rt !1!: !!l· ( 12) . 
Figure 2 shows that a relatively good fit to nxperJmentally observed 
data at 7.6 and 18 klux is obtained when estimates of~ and m . 0.2234 
max e 
j_ 
und 0.0400 hr . respectively, from the data of 2, 3.9, and 4.9 klux arc 
used for the slow mixing case. Comparison of predicted productivities with 
experimentally estimated productivitics arc presented in reference (13). 
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Table 1. Estimated values of true growth yield, ~ , and 
max 
maintenance coefficient, m, for the data of Iehana (1983). 
e 
----------------------------- -----------
I klux - 1 
o' Form ,.,max m e' h 
2.0 I 0.277 (0.235, 0.337) 0.0254 ( 0.0068, 0.0440) 
II 0.266 (0.227, 0.319) 0.0204 ( --0.0024. 0.0432) 
T 0.182 ( 0.150. 0.232) 0.0224 ( --0.0169. 0.0617) 
4.9 II 0.193 (0 .154. 0.257) 0.0344 ( -·0. 0227. 0.0915) 
I 0.145 (0.118, 0.190) -0.0048 (-0.0574, 0.0479) 
7.6 II 0.134 (0.109, 0. 173) ·-0. 0288 (-0.1195, 0.0529) 
I 0.116 (0.098, 0.143) -0.0146 ( --0.0719. 0.0428) 
18 II 0.095 (0.078, 0. 123) --0. 1052 (·-0.2451, 0.0347) 
2.0 I 0.239 (0.172, 0.390) 0.0510 ( 0.0021, 0.0991) 
3.9, and 
4.9* II 0.208 (0.161, 0.295) 0.0290 ( --0.0204. 0.0863) 
*Average values of parameters from Form I and II; n = 0.2234 and 
''max · 
-1 
m = 0.0400 hr . Values in parenthesis are 95% confidence intervals. 
e 
Form II is as shown in Equation (3): Form I is obtained by dividing 
every term in Equation (3) by #· 
Table 2. Analysis of growth wjth luminous flux of 2 klux. 
X 
g/J 
0.01 
0.05 
0.10 
0.20 
0.40 
#Ave ~Ave z m 
- 1 h em 
------------------------0.058 
0.026 
0.018 
0.011 
0.0033 
0.19 
0.17 
0.15 
0.12 
0.06 
76.3 
19.4 
10.0 
5. 1 
2.6 
FB p 
g/J-h 
-----------0.87 0.0006 
0.67 0.0013 
0.48 0.0018 
0.25 0.0022 
0.067 0.0013 
-----------------------------
Simulation values based on ~ " 0.2234 and m 
max e 
-1 
,. 0.0400 hr . 
5 
------ ---
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Table 3. Analysis of growth with luminous flux of 4.9 klux. 
X 11Ave "Ave z FB p m 
g/J -1 g/!-h h em 
- ----0.1 0.058 0.19 16.1 .48 0.0058 
0.2. 0.039 0.18 8.3 0.25 0.0078 
0.4 0.021 0.16 4.2 0.067 0.0084 
0.6 0.012 0.13 2.8 0.018 0.0072 
Simulation values based on "max c 0.2234, me : 0.0400 h- 1 , 
and 11 
max 
··1 0.1 h . 
Table 4. Analysis of growth with luminous flux of 7.6 klux 
for model with no mixing. 
X 11Ave "Ave ZT z FG p m 
g/J --1 g/J-h h em em 
0.1 0.088 0.19 2.07 19.1 0.52 0.0088 
0.2 0.064 0.20 0.91 9.9 0.28 0.0128 
0.4 0.037 0.18 0.42 5.0 0.09 0.0148 
0.6 0.023 0.16 0.27 3.4 0.04 0.0,38 
0.8 0.015 0.14 0.20 2.6 0.02 0.0120 
Simulation values based ·-1 on 
"max "' 
0.2234, m 0.0400 h ' 
e 
and 11 = -·1 0.10 h . 
max 
6 
--------------- -·------
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Table 5. Analysis of growth with luminous flux of 18 klux 
for model with no mixing. 
-----------------------------------------
X JJ.Ave "Ave z z FG 
p 
T m 
g/J -1 g/J-h h em em 
---------------------0.2 0.097 0.12 4.0 13.0 0.56 0.020 
0.4 0.067 0.14 2.0 6.6 0.36 0.027 
0.6 0.046 0.13 1.3 4.4 0.31 0.027 
0.8 0.033 0.13 1.0 3.3 0.30 0.026 
1.0 0.025 0.12 0.8 2.67 0.29 0.025 
--1 Simulation values based on Tl = 0.2234, m = 0.0400 h , 
max e 
-1 
and JJ. = 0.10 h . 
max 
Table 6. Comparison of complete m1x1ng and no mixing models 
for luminous flux of 18 klux. 
Model X JJ.Ave "Ave FG 
p 
g/J h - 1 g/J··-h 
---------------Mixing 0.6 0.068 0.20 0.02 0.041 
No Mixing 0.6 0.046 0. 13 0.31 0.027 
Mixing 0.8 0.050 0.19 0.005 0.040 
No Mixing 0.8 0.033 0.13 0.30 0.026 
Mixing 1.0 0.038 0.18 0.001 0.038 
NO Mixing 1.0 0.025 0.12 0.29 0.025 
------------
Simulation values based -1 on 71max - 0.2234, m 0.0400 h ". e 
and JJ. -1 -·- 0.] h . 
max 
7 
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Figure 1. Variation of absorbed light, E(Z), in Watts/em for illumination 
at 18 klux with distance from the front of the vessel, Z, in em. 
The dashed horizontal line shows the energy requirement for 
growth of a culture with 0.4 g/~ cell concentration at the 
maximum specific growth rate of 0.1 h-1 when nmax = 0.2234 and 
m "' LI.040 h-1. The points ZT, Zs, and Zm denote the transition t>~int where light limited growth begins (ZT), the back of the 
vessel (Zs), and the point where the light would be just sufficient 
to provide for the maintenance requirements of the culture (Zm)• 
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Ol 
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0.2 
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Figure 2. Comparisom of predicted concentration with experimentally observed 
values at 7. 6 klux, 0 , and 18 klux, o incident luminous flux. The 
solid lines are the predicted results for the case without mixing 
for nmax = 0.2234, me = 0.0400 h-1 and Pmax = 0.1 h-1. Data of 
Iehana (1). 
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SUMMARY 
Although the fermentations of whey to ethanol have 
been extensively studied, no definite kinetic data are 
available with respect to the various factors affecting 
these fermentations. Lactose is the main carbohydrate in 
whey , and small amounts of glucose ( or galactose ) may 
also be present. This study involes investigation of the 
influences of the monosaccharides upon the fermentation 
patterns. It has been particularly useful in explaining 
some of the differences between different types of wheys. 
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INTRODUCTION 
Cheese whey, a by-product of cheese manufacture, 
contains lactose as the main carbohydrate, proteins, fats 
and salts, and small amounts of monosaccharides. It has a 
biological oxygen demand of about ~0,000 mg o
2
/L [1], 
which makes its disposal into municipal sewage system and 
free streams undesirable. Environmental and economical 
penalties have been forcing whey producers to find alter-
native processes for effective utilization of whey. At 
present, only about 70 % of cheese whey produced annualy 
in the United States is transformed into animal feed, food 
additives, and beverages [2-4]. 
Fermentation of cheese whey leading to ethanol has 
been extensively studied as a means of achieving its 
further utilization. While different approaches have been 
taken in attempts to improve alcohol production rates, 
such as raising the cell concentration in the system [5-
7], prehydrolyzing the lactose [8-9], yeast adaptation 
[10] , and strain selection [11] , definite kinetic data are 
not available with regards to various factors affecting 
this system. 
In the present study, the effect of pH upon whey 
fermentations was examined. An investigation of the in-
fluence of the monosaccharides upon the fermentation 
patterns was also conducted. It is particularly useful in 
----------------------------------·------· 
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explaining some of the difference in the source of whey 
powder used. 
MATERIALS AND METHODS 
Microorganism: Kluyveromyces marxians CBS 397 was used in 
this investigation. The cells were maintained on YM-Agar 
0 (D1fco Laboratories, Detroit, MI, USA) slants at 4 C, to 
be inoculated as required. 
Cheese Whey: The cheese whey powder was supplied by the 
Sigma Chemical Co., St. Louis, Missouri. 70 to 80 %of 
whey powders was lactose. 
Fermentation Media: I. Solutions of whey powders (250 g/L) 
in tap water were deproteinized by acidification at pH 
4.5, autoclaving at 121°C for 10 minutes and membrane 
filtration. Clear whey media were not supplemented with 
any nutrients as fermentations of 250 g/L whey powder 
with and without suppl~ments did not show any significant 
difference as shown in Figure 1 [12]. 
II. Solutions of glucose or lactose ( S = 200 g/L ) in tap 
water were supplemented with nutrients as follows: yeast 
extract = S/10, NH4Cl = S/75.9, MgS04 .7H20 = S/862.1, and 
cac1
2
.2H2o = S/1190.5. Sterilization of synthetic media 
involved autoclaving the sugar solution separately from 
the nutrient solution which were mixed only later at room 
temperature. 
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Inoculum preparation: Inoculum media were prepared under 
the same conditions as for fermentation media except that 
the concentrations were 25 g/L for whey powders and 20 g/L 
for glucose and lactose. 100 ml of reconstituted solutions 
( deproteinized if whey was used ) was sterilized at 121°c 
for 15 minutes. Inocula were then prepared by transferring 
a loopful of cells into this solution and incubating in a 
shaker at 30°C and 200 rpm for 24 hours. 
Fermentation: All the batch fermentations were conducted 
in a 1 L (working volume ) baffled fermentor (Virtis Co., 
Inc., Gardiner, New York). The fermentation temperature 
was maintained at 30°C. The stirring speed was kept at 200 
rpm. The pH was automatically controlled at desired level 
( 4.5 or 6.0 ) by the addition of 2.0 N NaOH solutions. 
Antifoam was added if necessary to avoid foam forming. 
Analytical Methods: The cells were centrifuged at 5000 rpm 
for 10 minutes and then washed with distilled water before 
drying overnight at 105°C for dry weight measurements. The 
supernatants which contained sugars and products were 
analyzed using a liquid chromatograph. A polypore H ion 
exchange/size-exclusion column from Brownlee Labs Santa 
Clara, California ) and a refractive index detector was 
used. Efficient separations of components in column could 
be obtained using a 0.01 N H2so solution in double-
distilled water as solvent. A flow rate of 0.2 ml/min was 
used on a Perkin Elmer series 4 liquid chromatograph. 
~~~~-----------'------~~---- -
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RESULTS AND DISCUSSION 
Effect of pH on Whey Fermentations 
Batch experiments were conducted with cheddar cheese 
whey at two different pH values. Typical fermentation 
profiles at pH 6.0 are presented in Figure 2. A noticeable 
fact is the accumulation of monosaccharides, glucose and 
galactose, in broth, a phenomenon that was conspicuously 
absent at pH 4.5. Although no previous report in 
literature indicated excretion of a-galactosidase by 
yeasts, experiments at pH 6.0 consistently showed the 
presence of extracellular a-galactosidase. The differen-
tial accumulation of glucose and galactose may be an 
indication of simultaneous consumption of at least glucose 
by the cells. 
Figures 3 to 5 show the experimentally observed 
specific rates in fermentation of cheese whey to ethanol 
as functions of ethanol concentrations. The derivatives 
were estimated from the measured profiles by a numerical 
differentiation method suggested by Leduy and Zajic [13]. 
While strong product inhibition is evident at both pH 
values, higher pH values appear to favor growth of cells 
but adversely affect the rates of lactose consumption and 
ethanol formation. Although the reason why it is so, is 
not clear, some speculations can be made concerning the 
----------------- ----·- -
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possible effects. From literature reports·it is well 
established that the metabolization of lactose by yeasts 
is preceded by the faciliated transport of lactose across 
the cell membrane with the help of a permease and its 
hydrolysis to its constituent monosaccharides, glucose and 
galactose, by a-galactosidase [14]. Both, permease and a-
galactosidase, are induced by the presence of lactose in 
broth. Occurence of extracellular a-~alactosidase at high 
pH values results into hydrolysis of lactose in broth to 
glucose and galactose, which then compete for uptake and 
metabolism. Independent studies have revealed galactose to 
be the slowest metalizable sugar, while glucose and 
lactose are taken up equally fast when present alone. In a 
mixture, on the ~ther hand, glucose may·exert a repressive 
inhibition on activities of permease and a-galactosidase, 
thus affecting the lactose uptake rate. Since lactose is 
the primary sugar present in this system, glucose affects 
the product formation rate too in the same fashion as it 
does the lactose uptake rate. 
Effect of whey components upon fermentation rates 
In order to elucidate the influence of whey 
components upon fermentation rates, experiments were 
conductetl.with sysnthetic media using glucose and lactose 
at pH 4.5. Results are presented in Figures 6 to 8 in a 
form·of specific rates as functions of ethanol concentra 
tion. Since supplements was not found to affect the . 
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fermentation rates in whey, any difference between the 
fermentation patterns should be attributed to differences 
in nature of sugars and the presence of whey components. 
No differences between the specific rates of lactose con-
sumption and product formation were observed. However, the 
specific growth rates in different cases were varied. This 
basically supports the speculation made earlier, namely, 
the differnce in th~ specific growth rates between fermen-
tations at pH 4.5 and 6.0 may be caused by the presence of 
glucose in one of these. It has already been reported that 
inhibitors of microbial growth may be contained in milk 
products [15] and certain whey components may affect the 
induction of $-galactosidase [16]. 
In order to ta~e into account the possibilities that 
the differences in the specific rates shown in Figure 6 
may be caused by the inhibition of ethanol, a competitive 
inhibition model proposed by Aiba and Shoda [17] was used 
to estimate inhibition parameters. According to it 
ll =l dX = u 
x dt ·m 
s 
K5 + S 
where ll = Specifice growth rate, h-1 
-1 llm= Maximum specific growth rate, h 
X = biomass concentration, g DW/L. 
s = sugar concentration, g/L. 
p = product concentration, g/L. 
Ks = saturation constant, g/L. 
Kp = product inhibition constant, g/L. 
-------------------'--~- --~-~-- --- ~-
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Under conditions where S >> Ks, an inverse fuction 
plot ( 1/~ vs. P ) can be made to estimate the parameters 
~ and Kp. Table 1 represents the calculated kinetic 
parameters for growths on glucose, lactose and cheese whey 
at pH 4.5. 
Table 1. 
~m Kp 
substrate (h-1 (g/L) 
Glucose 0.45 3.0 
Lactose 0.33 3.0 
Whey 0.24 3.0 
In all these cases, the same values of inhibition 
parameter Kp suggest that the nature of growth inhibition 
by alcohol is not substrate dependent. 
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CONCLUSION 
It has been shown that the presence of monosaccharides 
and broth pH can influence the p~tterns of ethanol fermen-
tations of cheese whey by Kluyveromyces marxians CBS 397. 
The mechanism of the interactions is still not clear. A 
further study of the kinetics involving hydrolysis and 
fermentation is required. 
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Figure 1. Effect of supplementation {yeast extract = 12.6 
g/L, NH4Cl = 1.6 g/L, MgS04 .7H20 = 0.15 g/L, 
CaC1 2 .2H20 = 0.10 g/L) upon fermentation of 
Mozzarella whey at 30°C. 
L: Lactose, P: ethanol. 
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Figure 2. Anaerobic batch profiles for fermentation 
of Cheddar cheese whey at pH 6.0. 
L: lactose, G: Glucose, Ga: Galactose, 
P: Ethanol, X: Biomass. 
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Figure 3o Specific growth rates in fermentation of 
Cheddar cheese whey as a function of 
product concentration at different pH 
va 1 ues o 
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Figure 4. Specific substrate consumption rates in 
fermentation of Cheddar cheese whey as a 
function of product concentration at 
different pH values. 
L: Lactose, P: Ethanol, X: Biomass. 
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Figure 5. Specific product formation rates in 
fermentation of Cheddar cheese whey as 
a function of product concentration at 
different pH values. 
X: Biomass, P: Ethanol. 
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Figure 6. Specific growth rates in fermentations with 
synthetic media as a function of product 
concentration at pH 4.5. 
X: Biomass, P: Ethanol. 
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Figure 7. Specific substrate consumption rates in 
fermentations with synthetic media as a 
function of product concentration at pH 4.5. 
L: Lactose, P: Ethanol, X: Biomass. 
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Figure 8. Specific product formation rates in 
fermentations with synthetic media as 
a function of product concentration at 
pH 4.5. 
X: Biomass, P: Ethanol. 
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