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This note dealswith the so-called cone-constrainedbivariate eigen-
value problem. The equilibrium model under consideration is a
system of linear complementarity problems{
P  x ⊥ (Ax + By − λx) ∈ P∗,
Q  y ⊥ (Cx + Dy − μy) ∈ Q∗
involving two closed convex cones and their corresponding du-
als. We study the set of pairs (λ,μ) ∈ R2 for which this system
has a “nontrivial” solution (x, y) ∈ Rn+m. We discuss also the link
between the cone-constrained version and the unconstrained one.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
1.1. The classical setting
The classical bivariate eigenvalue problem consists in ﬁnding a pair (λ,μ) of real numbers such
that the system of linear equations{
Ax + By = λx,
Cx + Dy = μy (1)
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has a solution (x, y) ∈ Rn+m satisfying the double normalization condition
‖x‖ = 1, ‖y‖ = 1.
Such a pair (λ,μ) ∈ R2 is called a strong bi-eigenvalue of the block structured matrix
E =
[
A B
C D
]
.
The blocks of E are real matrices of appropriate size, namely A ∈ Mn, D ∈ Mm, B ∈ Mn,m, and C ∈
Mm,n. If B and C are zero matrices, then the system (1) unfold into two separate standard eigenvalue
problems; otherwise, B and C induce a coupling between the state vectors x and y.
Bivariate eigenvalue problems arise in various ﬁelds, but surprisingly the theoretical literature
on the subject is not so extensive after all. Perhaps the earliest publication introducing a concrete
bivariate eigenvalue problem was a 1935 paper by Hotelling [18]. The speciﬁc problem treated by
Hotelling concerns the determination of canonical correlation coefﬁcients for bivariate statistics; see
also [17,22]. An iterative method for solving bivariate eigenvalue problems was proposed in 1961 by
Horst [16]. The convergence of Horst’s iterative method was proved three decades later by Chu and
Watterson [9]. Among a few recent contributions to the theory of bivariate eigenvalue problems we
cite the papers by Hanaﬁ and Ten Berge [15], Barkmeijer and van Noorden [3], Chu and Zhang [10], and
Liu et al. [24].
For notational simplicity we stick to the bivariate case, but several of our results can be formulated
in a multivariate setting. The p-variate version of (1) consists in ﬁnding a p-tuple (λ1, . . . , λp) of real
numbers such that⎡⎢⎢⎢⎣
K1,1 K1,2 . . . K1,p
K2,1 K2,2 . . . K2,p
...
...
. . .
...
Kp,1 Kp,2 . . . Kp,p
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
z1
z2
...
zp
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
λ1z1
λ2z2
...
λpzp
⎤⎥⎥⎥⎦
has a solution (z1, z2, . . . , zp) ∈ Rn1+...+np satisfying the p -fold normalization condition
‖z1‖ = 1, ‖z2‖ = 1, . . . , ‖zp‖ = 1.
Remark 1.1. Despite an almost identical name, the bivariate eigenvalue problem (1) is fundamentally
different from the so-called two-parameter eigenvalue problem. The later one consists in ﬁnding a
pair (λ,μ) ∈ R2 such that{
T1x = λR1x + μS1x,
T2y = λR2y + μS2y
has anontrivial solution (x, y) ∈ Rn+m. General informationon the two-parametermodel canbe found
in [8,26] and references therein.
1.2. The cone-constrained version
The bivariate eigenvalue problem addressed in this paper is a generalization of (1). In our work,
the state vector x is further restricted by means of a nonzero closed convex cone P in Rn. Roughly
speaking, P serves to model a possibly inﬁnite number of linear inequality constraints. Similarly, the
state vector y is further restricted by means of a nonzero closed convex cone Q in Rm. Instead of a
system of linear equations like in (1), the equilibrium model under consideration is now a system of
linear complementarity problems:{
P  x ⊥ (Ax + By − λx) ∈ P∗,
Q  y ⊥ (Cx + Dy − μy) ∈ Q∗. (2)
As usual, the symbol “⊥” indicates orthogonality in the appropriate Euclidean space. For instance,
u ⊥ x if and only if uTx = 0 with “T” denoting transposition. The sets
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P∗ = {u ∈ Rn : uTx 0 for all x ∈ P},
Q∗ = {v ∈ Rm : vTy 0 for all y ∈ Q}
are the dual cones of P and Q , respectively.
The model (2) is introduced here for the ﬁrst time, but there are some variants disseminated in the
literature. Note that (2) can be reformulated as a variational inequality, namely{
(x, y) ∈ P × Q and
(Ax + By − λx)T (x′ − x) + (Cx + Dy − μy)T (y′ − y) 0 for all (x′, y′) ∈ P × Q .
Viewed under this light, (2) bears a resemblance to a number of equilibrium models in nonsmooth
mechanics discussed by Bocea et al. [4–7]. However, thework of these authors is very different in spirit
from our.
We mention in passing that the single linear complementarity problem
P  x ⊥ (Ax − λx) ∈ P∗
has drawn a great deal of attention in the last decade; see, for instance, [13,14,19,28] and the contribu-
tions of Seeger and collaborators [23,29,30]. We shall take advantage of the knowledge gained in the
single case, but we shall also need to innovate in order to cope with the coupling phenomenon.
That (1) is a particular case of (2) is clear: it sufﬁces to take P = Rn and Q = Rm. There are good
reasons for studying a cone-constrained bivariate eigenvalue problem like (2). Imagine for a moment
that one needs to solve a minimization problem
minimize xTUx + yTWx + yTVy
x ∈ P, y ∈ Q,
‖x‖ = 1, ‖y‖ = 1, (3)
with a coupling effect on the vectors x and y induced by a certain matrix W . If one works out the
stationarity or ﬁrst-order optimality conditions for (3), then, in addition to the double normalization
requirement, one obtains the system (2) with[
A B
C D
]
=
⎡⎣U+UT2 WT2
W
2
V+VT
2
⎤⎦ . (4)
The details will be explained in the proof of Theorem 2.1. For the time being, sufﬁce it to say that the
optimization literature furnishes a long list of interesting variational problems that can be cast in the
abstract framework (3). Just two examples will do as a start:
Example 1.2. Let P be a nonzero closed convex cone in some Euclidean space, say Rn. The maximal
angle of P, denoted by θmax(P), is the largest angle that can be formed by picking a pair of unit vectors
from P. In other words,
cos [θmax(P)] = min
x,y∈P
‖x‖=1, ‖y‖=1
yTx. (5)
This is a special instance of the minimization problem (3). Iusem and Seeger [20,21] have developed
a theory of critical angles for convex cones that is based on the analysis of the bi-eigenvalue problem
associated to (5).
Example 1.3. The concept of minimal angle (or smallest canonical angle) between two linear sub-
spaces of Rn has been considered by a number of authors, see for instance the book by Meyer [25,
Section5.15]. Thedeﬁnitionofminimalangleextends inanaturalway toapairofnonzeroclosedconvex
cones inRn, say P and Q . The minimal angle between P and Q , denoted by θmin(P, Q), is given by
cos [θmin(P, Q)] = max
x∈P,y∈Q
‖x‖=1, ‖y‖=1
yTx. (6)
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Multiplying by −1 on both sides of (6) one recovers yet another minimization problem that ﬁts into
the model (3).
1.3. Comments on terminology
In fact, we distinguish between two sorts of bi-eigenvalues. Everything depends on whether one
wishes a solution to (2) to be a vector on the bi-sphere
Sn,m = {(x, y) ∈ Rn+m : ‖x‖ = 1, ‖y‖ = 1}
or a vector in the larger set
Tn,m = {(x, y) ∈ Rn+m : x /= 0, y /= 0}.
Each option has its own advantages and inconveniences. In general, the sets
S(E, P, Q) =
{
(λ,μ) ∈ R2 : (2) has a solution inSn,m
}
,
T (E, P, Q) =
{
(λ,μ) ∈ R2 : (2) has a solution inTn,m
}
are different. We refer to the ﬁrst set (respectively, the second set) as the strong bi-spectrum (respec-
tively, the weak bi-spectrum) of the system (2). Needless to say, one always has the inclusion
S(E, P, Q) ⊂ T (E, P, Q).
The notation that is being used emphasizes the role played by the cones P and Q . When dealing with
a classical or unconstrained bi-eigenvalue problem, one simply writes
S(E) =
{
(λ,μ) ∈ R2 : (1) has a solution inSn,m
}
,
T (E) =
{
(λ,μ) ∈ R2 : (1) has a solution inTn,m
}
.
The later sets are respectively the strong bi-spectrum and the weak bi-spectrum of E.
An important point to be kept in mind is that S(E, P, Q) could have inﬁnitely many elements. As
illustrated in the next example, the same remark applies to S(E).
Example 1.4. The strong bi-spectrum of the structured matrix[
A 0
cT d
]
is not ﬁnite if the block A admits a real eigenvalue λ of geometric multiplicity greater than one, and
such that c is not orthogonal to the corresponding eigenspace Ker(A − λIn). To bemore down to earth,
consider n = 3,m = 1, and the matrix⎡⎢⎢⎣
7 0 2 0
0 7 2 0
0 0 8 0
3 4 4 1
⎤⎥⎥⎦ .
Its strong bi-spectrum is formed by the line segment {7} × [−4, 6] and the isolated points (8,−5) and
(8, 7).
Topologically speaking, strong andweak bi-spectra are very different in nature. Two comments are
useful to put things in the right perspective. Firstly, S(E, P, Q) is always closed. By contrast, T (E, P, Q)
may not be closed. A weak bi-spectrum is often a ﬁnite union of smooth curves on which some points
are missing. And, secondly, S(E, P, Q) is always bounded. By contrast, T (E, P, Q) is often unbounded.
The next proposition shows that T (E, P, Q) remains the same if one replaces Tn,m by any of the
following normalization sets:
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Tan,m = {(x, y) ∈ Rn+m : ‖x‖ 1, ‖y‖ 1}, (7)
Tbn,m = {(x, y) ∈ Rn+m : 0 < ‖x‖ 1, 0 < ‖y‖ 1}. (8)
Such a proposition is of interest when it comes to deal with convergence issues: one can use (8) if one
wishes x and y to stay uniformly away from the origin, and (7) if one needs to make sure that (x, y)
stay in a bounded set. For economy of words, we use the notation Ξ(Rn) for indicating the collection
of nonzero closed convex cones inRn.
Proposition 1.5. Let P ∈ Ξ(Rn) and Q ∈ Ξ(Rm). Then,
T (E, P, Q) =
{
(λ,μ) ∈ R2 : (2) has a solution inTan,m
}
(9)
=
{
(λ,μ) ∈ R2 : (2) has a solution inTbn,m
}
. (10)
Proof. Let (λ,μ) ∈ R2. If (x, y) ∈ Tn,m solves (2), then also the pairs
(x′, y′) =
(
x
min{‖x‖, ‖y‖} ,
y
min{‖x‖, ‖y‖}
)
∈ Tan,m,
(x′′, y′′) =
(
x
max{‖x‖, ‖y‖} ,
y
max{‖x‖, ‖y‖}
)
∈ Tbn,m
solve (2). This proves the relation “⊂” in (9) and (10). The reverse inclusions are obvious becauseTan,m
andTbn,m are both contained inTn,m. 
2. Existence of bi-eigenvalues
2.1. The symmetric case
This section addresses the issue of existence of bi-eigenvalues in a cone-constrained setting. The
next theorem comes without surprise. It concerns the case in which (2) derives from a minimization
problem.
Theorem 2.1. Let P ∈ Ξ(Rn) and Q ∈ Ξ(Rm). If E is symmetric, then S(E, P, Q) is nonempty.
Proof. Since the block structured matrix E is symmetric, it can be represented as in (4). In other
words, the quadratic form associated to E is nothing but the cost function of (3). By compactness,
the minimization problem (3) admits at least one solution, say (x¯, y¯) ∈ (P × Q) ∩ Sn,m. A standard
argument of optimization theory ensures the existence of a pair (λ,μ) ∈ R2 of Lagrange multipliers
such that (x¯, y¯) satisﬁes the stationarity condition
P  x¯ ⊥ ∇xL(x¯, y¯, λ,μ) ∈ P∗,
Q  y¯ ⊥ ∇yL(x¯, y¯, λ,μ) ∈ Q∗
with L : Rn+m+2 → R denoting the Lagrangean function given by
L(x, y, λ,μ) = xTUx + yTWx + yTVy − λ
(
‖x‖2 − 1
)
− μ
(
‖y‖2 − 1
)
.
For completing the proof it sufﬁces to observe that
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∇xL(x¯, y¯, λ,μ) = (U + UT )x¯ + WTy¯ − 2λx¯,
∇yL(x¯, y¯, λ,μ) = Wx¯ + (V + VT )y¯ − 2μy¯.
One sees that (λ,μ) ∈ S(E, P, Q) because (2) has (x¯, y¯) as double normalized solution. 
The formula (11) given below enhances the importance of the strong bi-spectrum as mathematical
tool for dealing with symmetric structured matrices. A far ancestor of (11) is the celebrated Raleigh–
Ritz principle, according towhich the smallest eigenvalue of a symmetricmatrix is equal to the inﬁmal
value on the unit sphere of the associated quadratic form.
Proposition 2.2. Let P ∈ Ξ(Rn) and Q ∈ Ξ(Rm). If E is given by (4) and γ denotes the inﬁmal value of
the minimization problem (3), then
γ = min{λ + μ : (λ,μ) ∈ S(E, P, Q)}. (11)
Proof. Let γ˜ be the term on the right-hand side of (11). The minimum deﬁning γ˜ is attained because
S(E, P, Q) is nonempty and compact. Let (λ,μ) ∈ S(E, P, Q) be a pair achieving this minimum, and let
(x, y) be a double normalized solution to (2). Then
γ˜ = λ + μ = xT (Ax + By) + yT (Cx + Dy)
= xTUx + yTWx + yTVy.
Thisproves γ˜  γ . Conversely, let (x¯, y¯) ∈ (P × Q) ∩ Sn,m beasolution to (3), and letλ,μbeassociated
Lagrange multipliers as in the proof of Theorem2.1. Then (λ,μ) ∈ S(E, P, Q) and
γ = x¯TUx¯ + y¯TWx¯ + y¯TVy¯
= x¯T (Ax¯ + By¯) + y¯T (Cx¯ + Dy¯) = λ + μ.
This proves the reverse inequality γ  γ˜ . 
2.2. The asymmetric case
All the applications of the model (2) mentioned in Section 1.2 fall within the context of the sym-
metric case. It is harder to justify the need of studying the asymmetric case because this would require
to enter into a long discussion on the theory of variational inequalities and their role in nonsmooth
mechanics. Anyhow, the asymmetric case, undoubtedly more complicated than the symmetric one, is
very appealing from a purely mathematical point of view. If E is not symmetric, then it is no longer
possible to interpretate (2) as the stationarity condition for a cone-constrained quadraticminimization
problem. It is easy to construct an example showing that not just the strong bi-spectrum S(E), but also
the weak bi-spectrum T (E) can be empty.
Example 2.3. Consider the unconstrained system (1) with
A =
[
0 −1
1 0
]
, B =
[
0 0
0 0
]
, C =
[
1 2
3 4
]
, D =
[
5 6
7 8
]
.
The ﬁrst equation in (1) reduces to Ax = λx. Since A does not have real eigenvalues, the vector xmust
be equal to zero. In short, the weak bi-spectrum of E is empty.
Example 2.4 is somewhat anomalous because if B is a null matrix, then the ﬁrst equation in (1) is
free of the state vector y. As shown in the next example, T (E) can be empty even if x and y show up in
each equation of the system (1).
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Example 2.4. For the particular choice
A =
[
0 −1
1 0
]
, B =
[
1 0
0 1
]
, C =
[
2 0
0 2
]
, D =
[
0 0
0 0
]
,
the unconstrained system (1) becomes{
Ax + y = λx,
2x = μy.
If this system had a solution (x, y) ∈ T2,2, thenμ /= 0 and Ax = (λ − 2μ−1)x. But this is not possible
because A does not have real eigenvalues.
In the next proposition the symbols σ(A) and ρ(A) stand respectively for the real spectrum and
the real resolvent set of A.
Proposition 2.5. The weak bi-spectrum of E is nonempty under any of the following hypotheses:
(i) KerB = {0} and σ(D − C(A − λIn)−1B) /= ∅ for some λ ∈ ρ(A).
(ii) KerC = {0} and σ(A − B(D − μIm)−1C) /= ∅ for some μ ∈ ρ(D).
Proof. Consider for instance the hypothesis (i). Let λ ∈ ρ(A) be such that D − C(A − λIn)−1B admits
a real eigenvalue, say μ. Let y ∈ Rm\{0} be an associated eigenvector, i.e.,
(D − C(A − λIn)−1B)y = μy. (12)
Since KerB = {0}, also
x = −(A − λIn)−1By (13)
is a nonzero vector. Since (x, y) solves the system (1), it follows that (λ,μ) ∈ T (E). 
If one wishes, one can normalize the eigenvector y in (12), but there is no guarantee that (13) will
also be of unit norm. When E is not symmetric, working with S(E) could be problematic. The next
theorem can be considered as the main result of this section. Recall that a convex cone is said to be
pointed if it does not contain a line.
Theorem 2.6. Let E be a block structured matrix, symmetric or not. If P ∈ Ξ(Rn) and Q ∈ Ξ(Rm) are
pointed, then T (E, P, Q) is nonempty.
Proof. Since P is pointed, there exists a unit vector u in the interior of P∗ such that
Pu = {x ∈ P : uTx = 1} (14)
is nonempty and bounded. Similarly, one can ﬁnd a unit vector v in the interior of Q∗ such that
Qv = {y ∈ Q : vTy = 1} (15)
is nonempty and bounded. Of course, Pu and Qv are also closed and convex. Hence, Ω = Pu × Qv is a
nonempty compact convex set contained in P × Q . Let Ψ : Ω × Ω → R be deﬁned by
Ψ [(x, y), (p, q)] = −
[
pTzx,y + qTwx,y
]
with
zx,y = Ax + By − x
T (Ax + By)
‖x‖2 x,
wx,y = Cx + Dy − y
T (Cx + Dy)
‖y‖2 y.
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Dividing by ‖x‖2 is not a problem because Pu does not contain the origin of Rn. By a similar reason,
there is no trouble with the division by ‖y‖2. One can easily check that⎧⎨⎩
for all (p, q) ∈ Ω , Ψ [(·, ·), (p, q)] is continuous,
for all (x, y) ∈ Ω , Ψ [(x, y), (·, ·)] is linear,
for all (x, y) ∈ Ω , Ψ [(x, y), (x, y)] = 0.
In view of these properties, a celebrated result by Ky Fan (see [2, Theorem 3.1.1] or the original source
[12]) ensures the existence of a point (x¯, y¯) ∈ Ω such that
Ψ [(x¯, y¯), (p, q)] 0 for all (p, q) ∈ Ω.
This inequality yields in particular
Ψ [(x¯, y¯), (p, y¯)] 0 for all p ∈ Pu, (16)
Ψ [(x¯, y¯), (x¯, q)] 0 for all q ∈ Qv. (17)
If one deﬁnes
λ = x¯
T (Ax¯ + By¯)
‖x¯‖2 , μ =
y¯T (Cx¯ + Dy¯)
‖y¯‖2 ,
then it is clear that
P  x¯ ⊥ (Ax¯ + By¯ − λx¯),
Q  y¯ ⊥ (Cx¯ + Dy¯ − μy¯).
On the other hand, (17) and (16) take the form
pT (Ax¯ + By¯ − λx¯) 0 for all p ∈ Pu,
qT (Cx¯ + Dy¯ − μy¯) 0 for all q ∈ Qv,
respectively. By positive homogeneity, the ﬁrst inequality can be extended from Pu to the whole
cone P, and the second inequality can be extended from Qv to the whole cone Q . This completes the
proof. 
Instead of the sets (14) and (15), one could have worked with any other pair of convex bases, for
instance,
P̂ = co{x ∈ P : ‖x‖ = 1},
Q̂ = co{y ∈ Q : ‖y‖ = 1}.
As usual, “co” stands for the convex hull operation. There is a bit room for generalization in the
formulation of Theorem 2.6, but entering into the details would obscure the overall presentation
of our work. The pointedness assumption can be relaxed to some extent, but it cannot be dropped
altogether; just think of Example 2.4.
3. Reduction techniques and cardinality issues
3.1. Linearly constrained model
If P is a p-dimensional linear subspace ofRn and Q is a q-dimensional linear subspace ofRm, then
(2) can be converted into an unconstrained bivariate eigenvalue problem. It is enough to write
P = Im R, Q = Im S (18)
for suitable full rankmatricesR ∈ Mn,p and S ∈ Mm,q. Byusing theGram–Schmidtorthonormalization
method, one can even use a representation
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P = Im R̂, Q = Im Ŝ, (19)
with R̂ ∈ Mn,p , Ŝ ∈ Mm,q such that R̂T R̂ = Ip and ŜT Ŝ = Iq. A bit of linear algebra shows that
T (E, P, Q) = T (˜E) = T (̂E), (20)
with
E˜ =
[
A˜ B˜
C˜ D˜
]
=
[
(RTR)−1RTAR (RTR)−1RTBS
(STS)−1STCR (STS)−1STDS
]
,
Ê =
[
Â B̂
Ĉ D̂
]
=
[
R̂TAR̂ R̂T B̂S
ŜTCR̂ ŜT D̂S
]
. (21)
Concerning the strong bi-spectrum, a representation like (18) is not precise enough. One must rely on
(19) for making sure that unit vectors are converted into unit vectors. What one gets is
S(E, P, Q) = S (̂E).
Note that Ê is a matrix of order p + q. By the way, if E is symmetric, then so is Ê.
3.2. The polyhedral case
Nextwe assume that P andQ are polyhedral cones and explain how to convert (2) into aﬁnite family
ofunconstrainedbivariate eigenvalueproblems. Thenext theoremexploits the fact that a closedconvex
cone is partitioned by its constituent faces. By a face of P one understands a convex cone F , subset of
P, such that
u, v ∈ P and u + v ∈ P ⇒ u, v ∈ F.
A face is necessarily closed. The collection of all faces of P is denoted by F(P). Recall that a polyhedral
cone has ﬁnitely many faces and that the dimension of a face F is simply the dimension of spanF , the
linear space spanned by F . Without further ado, we state:
Proposition 3.1. If P ∈ Ξ(Rn) and Q ∈ Ξ(Rm) are polyhedral cones, then
T (E, P, Q) ⊂ ⋃
F∈F(P), G∈F(Q)
T (E, span F, span G) , (22)
S(E, P, Q) ⊂ ⋃
F∈F(P), G∈F(Q)
S(E, span F, span G) . (23)
Proof. Take any (λ,μ) in T (E, P, Q). Let (x, y) ∈ Tn,m be a solution to (2). The vector x is in the relative
interior of some face F ∈ F(P) and the vector y is in the relative interior of some face G ∈ F(Q). One
has
x ∈ F ⊂ F − F = span F,
y ∈ G ⊂ G − G = span G.
By applying a similar technique as in [30, Theorem 3.4], one can show that
Ax + By − λx ∈ [span F]⊥,
Cx + Dy − μy ∈ [span G]⊥.
In short, we have found F ∈ F(P) and G ∈ F(Q) such that (λ,μ) ∈ T (E, spanF, spanG). The proof of
(23) is similar. 
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For a given pair (F, G) of faces, evaluating T (E, spanF, spanG) is just a matter of solving an un-
constrained bivariate eigenvalue problem. However, one must be aware that the computation of the
right-hand side of (22) could be extremely expensive if the polyhedral cones P and Q have a large
number of faces. The same remark applies to the computation of the right-hand side of (23). Another
point not to be forgotten is that the inclusions (22) and (23) are strict in general.
3.3. Counting algebraic curves
This subsection is rather technical and deviates somehow from the mainstream of our work. In a
ﬁrst reading, one may skip this part and go directly to Section 4.
It does not make much sense to ask about the cardinality of T (E, P, Q). As mentioned before, a
weak bi-spectrum is typically inﬁnite because it is formed by pieces of smooth curves. It is interesting
however to see how many pieces show up if one draws a picture of the weak bi-spectrum. By a plane
algebraic curvewe understand a set of the form
Φ−1(0) =
{
(s, t) ∈ R2 : Φ(s, t) = 0
}
,
withΦ : R2 → R standing for a nonconstant bivariate polynomial. In the sequel, the notationH(p, q)
indicates the set of functions of the form
Φ(s, t) =
p∑
i=0
q∑
j=0
γi,js
itj (24)
with γp,q /= 0. A function like (24) is a nonconstant bivariate polynomials of degree p in the ﬁrst
variable and of degree q in the second variable. The total degree of (24) is deﬁned as the sum p + q of
both degrees. The term sptq is called the dominant monomial of (24).
Proposition 3.2. Let P ∈ Ξ(Rn) and Q ∈ Ξ(Rm) be polyhedral cones. Then T (E, P, Q) is contained in a
plane algebraic curve. More precisely,
T (E, P, Q) ⊂
{
(s, t) ∈ R2 : ΦE,P,Q (s, t) = 0
}
, (25)
where
ΦE,P,Q (s, t) =
∏
(F,G)
Φ
F,G
E (s, t) (26)
is aproduct runningoverall pairs (F, G) ∈ F(P) × F(Q), andΦF,GE is a certainelementofH(dim F, dim G).
Proof. For the unconstrained bivariate eigenvalue problem, one clearly has
T (E) ⊂ Φ−1E (0) (27)
with ΦE : R2 → R standing for the bivariate characteristic polynomial associated to E, i.e.,
ΦE(s, t) = det
[
A − sIn B
C D − tIm
]
.
Needless to say, the inclusion (27) can be strict. For the cone-constrained model (2) there is no
such thing as an associated bivariate characteristic polynomial. However, thanks to the reduction
mechanism (20), each T (E, spanF, spanG) is contained in a plane algebraic curve. Indeed, one has
T (E, span F, span G) ⊂
[
Φ
F,G
E
]−1
(0),
whereΦ
F,G
E ∈ H(dim F, dim G) is the bivariate characteristic polynomial associated to the block struc-
tured matrix (21). Of course, R ∈ Mn,dim F and S ∈ Mm,dim G are full rank matrices such that
span F = Im R, span G = Im S.
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This argument applies to each pair (F, G). By taking (22) into account, one sees that T (E, P, Q) is
contained in the plane algebraic curve[
ΦE,P,Q
]−1
(0) = ⋃
F∈F(P), G∈F(Q)
[
Φ
F,G
E
]−1
(0) ,
which is precisely the right-hand side of (25). 
Let fP(k) denote the number of k-dimensional faces of P. One may see fP(·) as a sort of discrete
density function. If one writes
fP =
dim P∑
k=1
fP(k), fˆP =
dim P∑
k=1
kfP(k),
then the ﬁrst sum corresponds to the number of nonzero faces of P, whereas the second sum looks
like a mathematical expectation. The symbols fQ and fˆQ are deﬁned in a similar way. It is interesting
to observe that the product in (26) has fP fQ factors. When one works with a prescribed matrix E, one
can drop all the terms Φ
F,G
E that do not vanish onR
2. Another interesting observation is that one can
compute both degrees of the bivariate polynomial ΦE,P,Q . Indeed, one obtains
ΦE,P,Q ∈ H(fQ fˆP , fP fˆQ )
by developing the product
∏
(F,G)
sdim F tdim G =
(∏
F
sdim F
)fQ (∏
G
tdim G
)fP
=
⎛⎝dim F∏
k=1
∏
dim F=k
sk
⎞⎠fQ ⎛⎝dimQ∏
=1
∏
dim G=
t
⎞⎠fP
=
(
sfˆP
)fQ (
tfˆQ
)fP
.
The term sdim F tdim G is of course the dominant monomial of Φ
F,G
E .
Example 3.3. Let P = Rn+ be the Pareto cone inRn and Q be a half-space inRm. Then
fP(k) = n!
k!(n − k)! , fP = 2
n − 1, fˆP = n2n−1.
On the other hand, Q has one face of dimensionm and one face of dimensionm − 1. Thus, fQ = 2 and
fˆQ = 2m − 1. For any matrix E, the bivariate polynomial ΦE,P,Q is of degree n2n in the ﬁrst variable
and of degree (2n − 1)(2m − 1) in the second variable.
Proposition 3.2 is a localization result: it tells where theweak bi-eigenvalues of (2) are to be sought.
The next corollary is a cardinality result: it tells how many times an oblique line can intersect a weak
bi-spectrum. A line in the plane is oblique if it is neither vertical nor horizontal.
Corollary 3.4. If P ∈ Ξ(Rn) and Q ∈ Ξ(Rm) are polyhedral cones, then an oblique line inR2 intersects
T (E, P, Q) in at most
fP,Q := fQ fˆP + fP fˆQ = fP fQ
⎡⎣ fˆP
fP
+ fˆQ
fQ
⎤⎦ (28)
points. The upper bound (28),which depends only on the facial structure of P and Q, is uniformwith respect
to the matrix E.
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Proof. An oblique line is a set of the form {(α1 + rβ1,α2 + rβ2) : r ∈ R} with β1 /= 0 and β2 /= 0.
The univariate polynomial
r ∈ R → ϕ(r) = ΦE,P,Q (α1 + rβ1,α2 + rβ2)
is nonconstant and its degree is equal to fP,Q . Hence, ϕ has at most fP,Q real roots. 
One can construct nonpolyhedral cones P ∈ Ξ(Rn) andQ ∈ Ξ(Rm) and amatrix E such that some
oblique line intersects S(E, P, Q) inﬁnitely many times. So, in a nonpolyhedral setting, it is not just the
weak bi-spectrum, but also the strong bi-spectrum that could fail to satisfy the ﬁnite intersection
property on oblique lines.
4. Nonnegativity constraints
4.1. Interiority and binding conditions
Perhaps the most important example of cone-constrained bivariate eigenvalue problem is{
0 x ⊥ (Ax + By − λx) 0,
0 y ⊥ (Cx + Dy − μy) 0 (29)
with “” standing for usual componentwise ordering. This corresponds to the equilibrium model (2)
when P = Rn+ and Q = Rm+, that is, when the state vectors x and y are required to have nonnegative
entries. We use the notation
T+(E) = T
(
E, Rn+,Rm+
)
,
S+(E) = S
(
E, Rn+,Rm+
)
for indicating the weak and strong bi-spectra of (29).
The existence of weak bi-eigenvalues for (29) is taken care by Theorem 2.6, so we do not have to
worry about that. The next theorem fully characterizes theweak bi-spectrum of (29). Some comments
on notation are in order. In the same way as mi,j indicates the (i, j)-entry of a rectangular matrix M,
the symbolMI,J refers to the principal submatrix ofM formedwith the rows indexed by I and columns
indexed by J. We introduce also the symbol 〈n〉 = {1, . . . , n}.
Theorem 4.1. For a pair (λ,μ) ∈ R2 the following statements are equivalent:
(a) The nonnegatively constrained system (29) has a solution (x, y) inTn,m.
(b) There are index sets I ⊂ 〈n〉 and J ⊂ 〈m〉 such that{
AI,Iξ + BI,Jη = λ ξ
CJ,Iξ + DJ,Jη = μη (30)
has a solution (ξ , η) ∈ R|I|+|J| satisfying the “interiority” conditions
ξ ∈ int
(
R
|I|
+
)
, η ∈ int
(
R
|J|
+
)
(31)
and the “binding” conditions∑
k∈I
ai,kξk +
∑
∈J
bi,η  0 for all i ∈ 〈n〉\I, (32)
∑
k∈I
cj,kξk +
∑
∈J
dj,η  0 for all j ∈ 〈m〉\J. (33)
Furthermore, when these equivalent statements hold, (x, y) can be constructed from (ξ , η) by setting
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xi =
{
ξi if i ∈ I,
0 if i ∈ 〈n〉\I, and yj =
{
ηj if j ∈ J,
0 if j ∈ 〈m〉\J. (34)
Proof. A result of this kind is stated in [29, Theorem 4.1] for a single linear complementary problem.
The proof is now slightly more complicated, but the general pattern is similar. One starts by
reformulating (29) in a componentwise manner:
xi  0, (35)
(Ax + By − λx)i  0 for all i ∈ 〈n〉, (36)
xi(Ax + By − λx)i=0, (37)
yj  0, (38)
(Cx + Dy − μy)j  0 for all j ∈ 〈m〉, (39)
yj(Cx + Dy − μy)j=0. (40)
Let (x, y) be as in (a). We introduce the index sets
I = {i ∈ 〈n〉 : xi > 0}, J = {j ∈ 〈m〉 : yj > 0}
and the positive variables ξi = xi for all i ∈ I and ηj = yj for all j ∈ J. If one uses (37) and (40), then
one gets∑
k∈I
ai,kξk +
∑
∈J
bi,η = λξi for all i ∈ I,
∑
k∈I
cj,kξk +
∑
∈J
dj,η = μηj for all j ∈ J,
respectively. The matrix format of this system is precisely (30). The conditions (32) and (33) are
obtained by working out (36) and (38), respectively. One can also proceed the other way around.
One starts with I, J, ξ , η as in (b) and shows that (34) yields a pair (x, y) as in (a). This is the basic idea
of the proof, the details are not worth dwelling on. 
Remark 4.2. If (x, y) and (ξ , η) are related by (34), then ‖x‖ = ‖ξ‖ and ‖y‖ = ‖η‖. Hence, an analo-
gous theorem can be stated for characterizing the strong bi-spectrum of (29). It sufﬁces to include the
double normalization condition ‖ξ‖ = 1, ‖η‖ = 1 in the formulation of (b).
Observe that (30) looks very much like a classical bi-eigenvalue problem, except for the fact that
the state vectors ξ and η must have positive entries and, in addition, they must comply to a certain
number of binding conditions.
4.2. Detecting bi-copositivity
We end this work with an application to the detection of bi-copositivity. This topic is not meant to
be our principal motivation for studying bi-spectra, but it nicely illustrates how Theorem 4.1 can enter
into action.
Recall that a symmetric matrix A is declared copositive if x 0 implies xTAx 0. This amounts to
saying that the inﬁmal value
κ(A) = min{xTAx : x 0, ‖x‖ = 1}
is nonnegative. Onemay seeκ(A) as a coefﬁcientmeasuring thedegree of copositivity ofA. Copositivity
has been a very active ﬁeld of research in the last decade. Its bivariate version reads as follows:
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Deﬁnition 4.3. The symmetric block structured matrix E is bi-copositive if the quadratic form
(x, y) ∈ Rn+m → qE(x, y) =
[
x
y
]T
E
[
x
y
]
takes nonnegative values when x 0, y 0, ‖x‖ = 1, ‖y‖ = 1.
A word of caution is immediately in order: that a direct sum
A ⊕ D =
[
A 0
0 D
]
is bi-copositive does not mean that the blocks A and D are both copositive; it just means that
κ(A) + κ(D) 0.
In otherwords, the lack of copositivity in one block canbe compensated by ahighdegree of copositivity
in the other block.
In general, a necessary condition for bi-copositivity is that
ai,i + 2bi,j + dj,j  0 for all i ∈ 〈n〉, j ∈ 〈m〉. (41)
This can be seen by evaluating the quadratic form qE at the generators of the Pareto cones. More
precisely, one takes x as the ith canonical vector ofRn, and y as the jth canonical vector ofRm. However,
(41) is far from being sufﬁcient to ensure bi-copositivity. Here is where strong bi-spectra enter into
the picture.
Proposition 4.4. A necessary and sufﬁcient condition for a symmetric block structured matrix E to be
bi-copositive it that
λ + μ 0 for all (λ,μ) ∈ S+(E). (42)
Proof. This follows from Proposition 2.2. 
By way of illustration, let us have a look at the symmetric matrices
E =
⎡⎢⎢⎣
5 5 −10 10
5 5 −11 5
−10 −11 18 −5
10 5 −5 −5
⎤⎥⎥⎦ , E′ =
⎡⎢⎢⎣
5 0 −4 1
0 6 0 0
−4 0 2 2
1 0 2 1
⎤⎥⎥⎦ , (43)
with n = 2 and m = 2. The second matrix in (43) is not bi-copositive because (41) is violated when
i = 1 and j = 1. Indeed,
a1,1 + 2b1,1 + d1,1 = 5 + 2(−4) + 2 < 0.
The case of the ﬁrst matrix in (43) is more involved because all the inequalities in (41) are satisﬁed. Let
us check then the spectrality condition (42). As explained in Theorem4.1 andRemark4.2, an exhaustive
knowledgeofS+(E) involves theanalysis of nine classical bi-eigenvalueproblems. This is because there
are (22 − 1)(22 − 1) = 9 ways of choosing the pair (I, J). Consider, for instance, the choice I = {1, 2},
J = {1}. The bi-eigenvalue problem
5ξ1 + 5ξ2 − 10η1 = λξ1,
5ξ1 + 5ξ2 − 11η1 = λξ2,
−10ξ1 − 11ξ2 + 18η1 = μη1
complemented with
ξ1 > 0, ξ2 > 0, η1 > 1 (interiority),
ξ21 + ξ 22 = 1, η21 = 1 (double normalization),
10ξ1 + 5ξ2 − 5η1  0 (binding condition)
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yields ξ1 = 3/5, ξ2 = 4/5,η1 = 1,λ = −5, andμ = 16/5. Thus,wehave foundapair (λ,μ) ∈ S+(E)
with λ + μ < 0. In conclusion, E is not bi-copositive.
4.3. Algorithmic considerations
Both referees raised the question on how to compute numerically a strong bi-eigenvalue. Although
our original plan was to deal with this issue in a subsequent publication, we shall brieﬂy discuss here
a Newton-type algorithm for the model (29). We get inspiration from the recent work by Adly and
Seeger [1]. These authors treat only the case of a single linear complementarity problem, but their
ideas extend to a coupled system.
Newton’s method in a nonsmooth setting
For the sake of completeness, we recall the formulation of Newton’s method in a nonsmooth
setting. The purpose of the so-called Semismooth Newton Method (SNM) is ﬁnding the roots of a
locally Lipschitz vector function, say h : Rd → Rd. By Rademacher’s theorem, the local Lipschitzness
assumption ensures the existence of the Jacobian matrix h′(z) for almost all z ∈ Rd. Hence, at any
reference point z, the Clarke generalized Jacobian
∂h(z) = co
{
M ∈ Md : M = lim
k→∞ h
′(zk) for some {zk}k∈N → z with zk ∈ Dh
}
is a nonempty compact convex set (cf. [11]). Here, Dh denotes the set of differentiability points of h.
The standard formulation of the SNM reads as follows:
• Initialization. Choose an initial point z0 and set t = 0.
• Iteration. One has a current point zt . Choose Mt ∈ ∂h(zt) and compute dt by solving the linear
system
Mtdt = −h(zt). (44)
Set zt+1 = zt + dt and increment t by one.
This algorithm has been studied in depth by many authors. Some additional assumptions on h are
needed for ensuring that (44) admits a unique solution and that {zt}t∈N converges. The theorembelow
is taken from Qi and Sun [27, Section 3].
Theorem 4.5. Let z¯ be a root of a locally Lipschitz function h : Rd → Rd. Suppose that h is semismooth
at z¯, and that every matrix in ∂h(z¯) is nonsingular. Then there exists a neighborhood V of z¯ such that the
SNM initialized at any z0 ∈ V generates a sequence {zt}t∈N that converges superlinearly to z¯.
Weopted for a formulationof Theorem4.5 that is as simple as possible, but the specialized literature
in the area provides also conditions guaranteeing a quadratic rate of convergence of the sequence
{zt}t∈N. The notion of semismoothness has been widely used in the last two decades and does not
need further presentation.
Finding strong bi-eigenvalues
We are now ready to address the question of ﬁnding a strong bi-eigenvalue for the model (29). The
problem at hand amounts to ﬁnding a solution z = (x, u, y, v, λ,μ) to the system
x 0, y 0 primal feasibility,
u 0, v 0 dual feasibility,
uT x = 0, vT y = 0 complementarity slackness,
Ax + By − λx = u, Cx + Dy − μy = v stationarity,
‖x‖ = 1, ‖y‖ = 1 double normalization.
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In fact, we reformulate this as a system of d = 2(n + m + 1) equations in the same number of
variables:
Uϕ(x, u)=0, (45)
Vϕ(y, v)=0, (46)
Ax + By − λx − u=0, (47)
Cx + Dy − μy − v=0, (48)
‖x‖2 − 1=0, (49)
‖y‖2 − 1=0. (50)
Here Uϕ : R2n → Rn and Vϕ : R2m → Rm are given by
Uϕ(x, u) =
⎡⎢⎢⎣
ϕ(x1, u1)
...
ϕ(xn, un)
⎤⎥⎥⎦ , Vϕ(y, v) =
⎡⎢⎢⎣
ϕ(y1, v1)
...
ϕ(ym, vm)
⎤⎥⎥⎦ ,
and ϕ : R2 → R is a complementarity function, i.e., ϕ(a, b) = 0 if and only if a 0, b 0, and ab = 0.
As example of complementarity function, one may consider
ϕ(a, b) = min{a, b} ,
ϕ(a, b) = a + b −
√
a2 + b2.
With any of these two choices, the function h : Rd → Rd associated to (49) and (50) turns out to
be locally Lipschitz and semismooth. A formula for the Clarke generalized Jacobian of such function
h can be derived as in [1, Lemma 3]. The SNM is then directly applicable to the system (49) and (50).
Writing down the details is mere routine and it is space consuming.
Remark 4.6. Thenumerical experiments reported in [1] concernonly thecaseofa single linear comple-
mentarity problem, but they speak very favorable of the SNMas a strategy for solving cone-constrained
spectral problems. The SNM can also be applied to themodel (2), at least when P and Q are polyhedral
cones. A guideline for necessary adjustments can be found in [1, Section 3].
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