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DIFFERENTIAL HOPF ALGEBRAS
ON QUANTUM GROUPS OF TYPE A
AXEL SCHU¨LER
Abstract. Let A be a Hopf algebra and Γ be a bicovariant first order differential calculus
over A. It is known that there are three possibilities to construct a differential Hopf algebra
Γ∧ = Γ⊗/J that contains Γ as its first order part. Corresponding to the three choices
of the ideal J , we distinguish the ‘universal’ exterior algebra, the ‘second antisymmetrizer’
exterior algebra, and Woronowicz’ external algebra, respectively.
Let Γ be one of the N2-dimensional bicovariant first order differential calculi on the quantum
group GLq(N) or SLq(N), and let q be a transcendental complex number. For Woronowicz’
external algebra we determine the dimension of the space of left-invariant and of bi-invariant
k-forms, respectively. Bi-invariant forms are closed and represent different de Rham coho-
mology classes. The algebra of bi-invariant forms is graded anti-commutative.
For N ≥ 3 the three differential Hopf algebras coincide. However, in case of the 4D±-calculi
on SLq(2) the universal differential Hopf algebra is strictly larger than Woronowicz’ external
algebra. The bi-invariant 1-form is not closed.
1. Introduction
Non-commutative differential geometry on quantum groups is a basic tool for further ap-
plications in both theoretical physics and mathematics. A general framework for bicovariant
differential calculus on quantum groups has been invented by Woronowicz [26]. Covariant
first order differential calculi (abbreviated FODC) were constructed, studied, and classified
by many authors, see (for instance) [3, 10, 24, 22, 8]. Despite the rather extensive literature
on bicovariant first order differential calculi the corresponding exterior algebras have been
treated only in few cases, see [21, 15]. The de Rham cohomology of the three dimensional
left-covariant differential calculus on the quantum group SUq(2) was calculated by Woronow-
icz [25]. The de Rham cohomology of the four dimensional bicovariant differential calculi
4D± on SUq(2) were calculated by Grießl [4]. Brzezin´ski [1] pointed out that the exterior
algebra sΓ
∧ is a differential Hopf algebra.
The purpose of this paper is to compare three possible constructions of differential Hopf alge-
bras (exterior algebras) over quantum groups of type A. Let A be a Hopf algebra and let Γ be
a bicovariant FODC over A. Consider the tensor algebra Γ⊗ over A. Let uJ be the two-sided
ideal generated by the elements
∑
(r) ω(r(1))⊗Aω(r(2)), r ∈ R, where ω(a) =
∑
(a) Sa(1)da(2)
and R = ker ε ∩ kerω is the associated right ideal. Let sJ denote the ideal generated by
ker(I − σ), where σ is the braiding of Γ⊗AΓ . Finally let WJ =
⊕
k≥2 kerAk, where Ak
is the kth antisymmetrizer constructed from the braiding σ. Define the exterior algebras
uΓ
∧ = Γ⊗/uJ , sΓ
∧ = Γ⊗/sJ , and WΓ
∧ = Γ⊗/WJ and call them universal exterior algebra,
second antisymmetrizer exterior algebra andWoronowicz’ external algebra, respectively. The
first one is the “largest” one. It can be characterized by the following universal property:
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Each differential Hopf algebra with a given FODC Γ as its first order part is a quotient of
uΓ
∧, see [11, Subsect. 14.3.3] or [12, Theorem5.5]. Both the second and the third construc-
tions use the braiding σ. This is a twisted flip automorphism of the bicovariant bimodule
Γ⊗AΓ . It satisfies the braid equation. The second antisymmetrizer exterior algebra uses the
antisymmetrizer A2 = I − σ only. The definition of Woronowicz’ external algebra however
involves antisymmetrizers of all degrees.
Now let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)). Let Γ = Γτ,z, τ ∈ {+,−},
z ∈ C, z 6= 0, denote one of the N2-dimensional bicovariant FODC over A constructed in
[23] by a method of Jurcˇo. Our standing assumptions are that q is a transcendental complex
number and N ≥ 2. We present three main results. The first two are exclusively concerned
with Woronowicz’ construction while the last one compares the three possible exterior al-
gebras. The first result is stated in Theorem3.1. It says that the dimension of the space
of left-invariant k-forms equals
(
N2
k
)
. In particular, there is a unique up to scalars left in-
variant form of maximal degree N2 (this form is even bi-invariant). The second main result
stated in Theorem3.2 is concerned with the subalgebra of bi-invariant forms. This algebra
is graded anti-commutative. The dimension of the space of bi-invariant k-forms is equal to
the number of partitions of k into a sum of pairwise different positive odd integers less than
2N . Bi-invariant forms are closed and represent different de Rham cohomology classes. The
third main result is stated in Theorem3.3. The differential Hopf algebras sΓ
∧ and WΓ
∧
are isomorphic. Suppose the parameter z be regular (only finitely many values of z are ex-
cluded). Then uΓ
∧ and sΓ
∧ are isomorphic differential Hopf algebras. For A = O(GLq(2))
or A = O(SLq(2)), Γ = Γ+,z, and z2 = q−2 however, the universal differential calculus uΓ∧
is strictly larger than sΓ
∧. The bi-invariant 1-form θ ∈ uΓ∧ is not closed and θ2 is central.
The paper is organised as follows. In Section 2 we recall preliminary facts about bicovariant
bimodules, bicovariant first order and higher order differential calculus over Hopf algebras;
we also recall the construction of bicovariant FODC on GLq(N) and SLq(N). In Section 3
we formulate the main results. Section 4 is devoted to the Iwahori-Hecke algebra Hk(q).
Our first two main results are obtained by studying the ‘abstract’ σ-algebra. In case of
quantum groups of type A the braiding σ can be identified with T−1⊗T , where T is a single
generator of Hk(q). In this way Woronowicz’ antisymmetrizer can be viewed as an element
of Hk(q)⊗Hk(q). The basic result, given in Proposition 4.5, describes the decomposition of
the ‘abstract’ antisymmetrizer as a linear combination of mutually orthogonal idempotents
πλ. In Section 5 we recall facts from the theory of corepresentations of A = O(GLq(N))
and A = O(SLq(N)). We essentially make use of our assumption that q is transcenden-
tal. Firstly, A is then cosemisimple and the tensor product of corepresentations decomposes
into irreducible ones. Secondly, this decomposition is as in the classical case. By Brauer-
Schur-Weyl duality idempotents of Hk(q) correspond to subcorepresentations of u
⊗k where
u denotes the fundamental matrix corepresentation of A. The basic result is Proposition 5.6.
It says that πλ induces a corepresentation of A that is isomorphic to the tensor product
of two single irreducible ones. The connection between the ‘abstract’ antisymmetrizer and
Woronowicz’ antisymmetrizer is recovered in Proposition 5.7; Theorem3.1 and Theorem3.2
are proved here. The proof of Theorem3.3 is given in Section 6. The first part of the proof
uses facts about dual quadratic algebras, see [16], and transmutation theory invented by
Majid, see [14]. The second and third parts of the proof are very technical since we need the
explicit description of the associated right ideal.
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2. Preliminaries
Throughout the paper we work over the ground field C (with one exception in the proof
of Lemma5.9 where the field C(q) of rational functions is used). All vector spaces, algebras,
bialgebras, etc. are meant to be C-vector spaces, unital C-algebras, C-bialgebras etc. The
linear span of a set {ai : i ∈ K} is denoted by 〈ai : i ∈ K〉. In this paper A denotes
a bialgebra or a Hopf algebra. All modules, comodules, and bimodules are assumed to
be A-modules, A-comodules, and A-bimodules if nothing else is specified. We denote the
comultiplication, the counit, and the antipode by ∆, ε, and by S, respectively. We use the
notions “right comodule” and “corepresentation” of A as synonyms. By fixing a basis in
the underlying vector space we identify corepresentations and the corresponding matrices.
Let v (resp. f) be a corepresentation (resp. a representation) of A. As usual vc (resp. f c)
denotes the contragredient corepresentation (resp. contragredient representation) of v (resp.
of f). The space of intertwiners of corepresentations v and w is Mor(v, w). We write Mor(v)
for Mor(v, v). By End and ⊗ we always mean End
C
and ⊗
C
, respectively. If A is a linear
mapping, At denotes the transpose of A and trA the trace of A. Lower indices of A always
refer to the components of a tensor product where A acts (‘leg numbering’). The unit
matrix is denoted by I. We set a˜ = a − ε(a) for a ∈ A. We use Sweedler’s notation for
the coproduct ∆(a) =
∑
a(1) ⊗ a(2), for left comodules ϕ(e) =
∑
e(−1) ⊗ e(0), and for right
comodules ψ(e) =
∑
e(0) ⊗ e(1). The mapping Adr : A → A⊗A, Adr a =
∑
a(2) ⊗ Sa(1)a(3),
is a right comodule map called the right adjoint coaction of A on itself.
Bicovariant bimodules and tensor algebra. A bicovariant bimodule over A (or Hopf bi-
module) is a bimodule Γ together with linear mappings ∆ℓ : Γ → A⊗Γ and ∆r : Γ → Γ ⊗A
such that (Γ,∆ℓ) is a left comodule, (Γ,∆r) is a right comodule, (id⊗∆r)∆ℓ = (∆ℓ⊗ id)∆r,
∆ℓ(aωb) = ∆(a)∆ℓ(ω)∆(b), and ∆r(aωb) = ∆(a)∆r(ω)∆(b) for a, b ∈ A and ω ∈ Γ .
An element ω ∈ Γ is called left-invariant (resp. right-invariant) if ∆ℓ(ω) = 1 ⊗ ω (resp.
∆r(ω) = ω ⊗ 1). The linear space of left-invariant (resp. right-invariant) elements of Γ is
denoted by Γℓ (resp. Γr). The elements of Γi = Γℓ ∩Γr are called bi-invariant. The structure
of bicovariant bimodules has been completely characterized by Theorems 2.3 and 2.4 in [26].
We recall the corresponding result:
Let (Γ,∆ℓ,∆r) be a bicovariant bimodule over A and let {ωi : i ∈ K} be a finite linear basis
of Γℓ. Then there exist matrices v = (v
i
j) and f = (f
i
j) of elements v
i
j ∈ A and of functionals
f ij on A, i, j ∈ K such that:
(i)
∑
(a) Sa(1)ωia(2) =
∑
n f
i
n(a)ωn, a ∈ A, i ∈ K, and ∆r(ωi) =
∑
n ωn ⊗ vni , i ∈ K.
(ii) v is a corepresentation and f is a representation of A.
(iii)
∑
r v
r
i (a ∗ f rj ) =
∑
r(f
i
r ∗ a)vjr , a ∈ A, i, j ∈ K.
We have set a ∗ f =∑ f(a(1))a(2) and f ∗ a =∑ a(1)f(a(2)). The set {ωi : i ∈ K} is a free
left module basis of Γ . Conversely, if {ωi : i ∈ K} is a basis of a certain finite dimensional
vector space Γ0 and if v and f are matrices satisfying (ii) and (iii) then there exists a unique
bicovariant bimodule Γ such that Γℓ = Γ0 and (i) holds. In this situation we simply write
Γ = (v, f).
Let Γ = (v, f), Γ1 = (v1, f1), and Γ2 = (v2, f2) be bicovariant bimodules. It is easy to
check that the tensor product of A-bimodules Γ1⊗AΓ2 is also a bicovariant bimodule with
bimodule structure, left coaction ∆ℓ, and right coaction ∆r defined by a·α⊗Aβ·b = aα⊗Aβb,
∆r(α⊗Aβ) =
∑
α(0)⊗Aβ(0) ⊗ α(1)β(1), and ∆ℓ(α⊗Aβ) =
∑
α(−1)β(−1) ⊗ α(0)⊗Aβ(0). The
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corresponding pair of corepresentation and representation is (v1⊗v2, f1⊗f2). Similarly,
Γ⊗k = Γ⊗A · · ·⊗AΓ (k factors), k ≥ 2, and Γ⊗ =
⊕
k≥0 Γ
⊗k, where Γ⊗0 = A (by defi-
nition, ∆ℓ = ∆r = ∆ on A), Γ⊗1 = Γ , are bicovariant bimodules. Note that Γℓ becomes a
right module via ρ ⊳ a =
∑
Sa(1)ρa(2), a ∈ A. Moreover (Γ⊗)ℓ is right module algebra.
The shuffle decomposition. Let Sk be the symmetric group on {1, . . . , k} and let si =
(i, i+ 1) ∈ Sk, i = 1, . . . , k − 1, denote the simple transposition that exchanges i and i+ 1.
Each w 6= 1 in Sk can be written in the form w = si1 · · · sir for some in ∈ {1, . . . , k − 1}.
If r is as small as possible call it the length of w, written ℓ(w), and call any expression of
w as the product of r elements of {s1, . . . , sk−1} a reduced expression. We use the following
elementary property: ℓ(wsi) ∈ {ℓ(w) − 1, ℓ(w) + 1}, w ∈ Sk, i = 1, . . . , k − 1. The ele-
ments of Cki = {p ∈ Sk : p(m) < p(n) for 1 ≤ m < n ≤ i and i + 1 ≤ m < n ≤ k} are
called shuffle permutations. Each p ∈ Sk admits a unique representation p = p1p2p3 where
p1 ∈ Cki, and p2 ∈ Sk (resp. p3 ∈ Sk) leaves i + 1, . . . , k (resp. 1, . . . , i) fixed. Moreover
ℓ(p) = ℓ(p1) + ℓ(p2) + ℓ(p3).
Lift into braids. Artin’s braid group Bk has generators b1, . . . , bk−1 and defining relations
bibi+1bi = bi+1bibi+1, i = 1, . . . , k − 2, (1)
bibj = bjbi, |i− j| ≥ 2. (2)
The map bi 7→ si defines a natural projection of Bk onto Sk. For a reduced expression
w = si1 · · · sir define bw = bi1 · · · bir . By (1) and (2), the definition of bw does not depend on
the choice of the reduced expression si1 · · · sir . Obviously, bvw = bvbw for ℓ(vw) = ℓ(v)+ℓ(w).
This equation in particular applies to the shuffle decomposition w = p1p2p3 of w: bw =
bp1bp2bp3. Define the antisymmetrizer and shuffle sums in the group algebra CBk as follows:
Ak =
∑
w∈Sk
(−1)ℓ(w)bw, Aki =
∑
w∈Cki
(−1)ℓ(w)bw. (3)
By the shuffle decomposition we obtain for 1 ≤ i < k, A1 = 1:
Ak = Aki(Ai ⊗Ak−i). (4)
Let w◦ denote the longest word in Sk. This permutation maps (1, . . . , k) into (k, . . . , 1). For
a reduced expression w = sn1 · · · snr define w = sn1 · · · snr , where n = k − n. Obviously,
w does not depend on the choice of the reduced expression. Using snw◦ = w◦sk−n and
ℓ(w) = ℓ(w) one checks
bwbw◦ = bw◦bw and Akbw◦ = bw◦Ak. (5)
Now we recall the construction of the external algebra WΓ
∧ due to Woronowicz [26, Propo-
sition 3.1]. There exists a unique isomorphism σ : Γ⊗AΓ → Γ⊗AΓ , of bicovariant bimodules
called the braiding with σ(α⊗Aβ) = β⊗Aα, α ∈ Γℓ, β ∈ Γr. Moreover σ fulfils the braid
equation (1), i. e. σ1σ2σ1 = σ2σ1σ2 in Γ⊗AΓ⊗AΓ , where σ1 = σ ⊗ id and σ2 = id⊗σ. Con-
sequently, the map γ(bi) = σi, where σi = id⊗ · · ·⊗σ⊗ · · · id acts in position (i, i + 1) of
Γ⊗k, can be extended to an algebra homomorphism γ : CBk → EndA(Γ⊗k). We briefly write
σw = γ(bw), w ∈ Sk. Let Ak = γ(Ak) and Aki = γ(Aki). Call Ak Woronowicz’ antisym-
metrizer of Γ⊗k. By (4), WJ =
⊕
k≥2 kerAk is a two-sided ideal and a bicovariant bimodule.
Hence WΓ
∧ = Γ⊗/WJ is an N0-graded algebra and a bicovariant bimodule over A. Since
Γ⊗k is a free left A-module we always identify the linear spaces (Γ⊗k)ℓ and Γℓ⊗ · · ·⊗Γℓ
(k factors). Since σ is a morphism of left comodules, it maps (Γ⊗AΓ )ℓ into itself. The
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corresponding matrix form is σ(θi ⊗ θj) =
∑
m,n σ
mn
ij θm ⊗ θn, i, j ∈ K, with
σmnij = f
i
n(v
m
j ). (6)
Recall that an N0-graded algebra H =
⊕
n≥0H
n is called N0-graded super Hopf algebra if
the product in H ⊗H is given by (a⊗ b)(c⊗ d) = (−1)ijac⊗ bd, b ∈ H i, c ∈ Hj, a, d ∈ H,
and there are linear mappings ∆, ε, and S of degree 0 called coproduct, counit and antipode,
respectively, such that the usual Hopf algebra axioms are fulfilled. Let Γ be a bicovariant
bimodule over A. The Hopf algebra structure of A uniquely extends to an N0-graded super
Hopf algebra structure on Γ⊗ such that for ω ∈ Γ : ∆(ω) = ∆ℓ(ω) + ∆r(ω), ε(ω) = 0,
and S(ω) = −∑S(ω(−1))ω(0)S(ω(1)), see [11, Proposition 13.7]. The antipode is a graded
anti-homomorphism i. e.
S(ρ1⊗Aρ2) = (−1)knSρ2⊗ASρ1 for ρ1 ∈ Γ⊗k, ρ2 ∈ Γ⊗n. (7)
Moreover sJ and WJ are Hopf ideals in Γ
⊗, see [11, p. 489 before Proposition 13.9 and
Proposition 13.10], and so is uJ , see [11, Theorem 14.8]. Hence, uΓ
∧, sΓ
∧, and WΓ
∧
are N0-graded super Hopf algebras. We write αβ and Γ
∧k instead of α⊗Aβ and Γ⊗k,
respectively, when dealing with one of these quotients Γ⊗/J . Let B be an N0-graded
algebra, B =
⊕
k≥0Bk, then the formal power series P (B, t) =
∑
k≥0(dimBk) t
k, is called
Poincare´ series of B.
Bicovariant Differential Calculus. A first order differential calculus over A abbreviated
FODC is an A-bimodule Γ with a linear mapping d: A → Γ that satisfies the Leibniz rule
d(ab) = da·b+ a·db for a, b ∈ A, and Γ is the linear span of elements adb with a, b ∈ A.
A differential graded algebra over A is an N0-graded algebra Γ∧ =
⊕
n≥0 Γ
n, Γ 0 = A, with a
linear mapping d: Γ∧ → Γ∧ of degree 1 such that d2 = 0, and d satisfies the graded Leibniz
rule d(ρ1ρ2) = dρ1·ρ2 + (−1)nρ1·dρ2, ρ1 ∈ Γ n, ρ2 ∈ Γ∧. If in addition Γ n = A·dA · · ·dA (n
factors), n ∈ N, call Γ∧ a differential calculus. A differential calculus Γ∧ is called bicovariant
if there exist linear mappings ∆ℓ : Γ
∧ → A⊗ Γ∧ and ∆r : Γ∧ → Γ∧ ⊗ A of degree 0 with
∆ℓ↾A = ∆r↾A = ∆ such that
(i) (Γ∧,∆ℓ,∆r) is a bicovariant bimodule, and
(ii) ∆ℓ(dρ) = (id⊗d)∆ℓ(ρ), and ∆r(dρ) = (d⊗ id)∆r(ρ) for ρ ∈ Γ∧.
A differential calculus is called inner if there exists an element ρ ∈ Γ 1 such that dρn =
ρρn − (−1)nρnρ, ρn ∈ Γ n.
A FODC Γ is called bicovariant (resp. inner) if the differential calculus A⊕Γ is bicovariant
(resp. inner). Let (Γi, di), i = 1, 2, be differential graded algebras over A. Then (Γ1⊗Γ2, d⊗)
becomes a differential graded algebra over A if the product in Γ1 ⊗ Γ2 is defined by (ω1 ⊗
ω2)(ρ1 ⊗ ρ2) = (−1)ijω1ρ1 ⊗ ω2ρ2, ω2 ∈ Γ i2, ρ1 ∈ Γ j1 , ω1 ∈ Γ1, ρ2 ∈ Γ2, and the differential
d⊗ is given by
d⊗(ω1 ⊗ ω2) = d1ω1 ⊗ ω2 + (−1)iω1 ⊗ d2ω2, ω1 ∈ Γ i1, ω2 ∈ Γ2.
A differential Hopf algebra is both a differential graded algebra with differentiation d and
an N0-graded super Hopf algebra with coproduct ∆ satisfying the condition d⊗∆ = ∆d.
Our main objects WΓ
∧, sΓ
∧, and uΓ
∧ are differential Hopf algebras, see [11, Theorem14.17
and Theorem14.18] for details.
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Associated right ideal, the mappings ω and S . According to [26, Theorems 1.5 and 1.8]
there is a one-to-one correspondence between bicovariant first order differential calculi Γ
over A and Adr-invariant right ideals R in ker ε given by R = ker ε ∩ kerω. A crucial
role play the two mappings ω : A → Γℓ, ω(a) =
∑
Sa(1)da(2), and S : A → Γℓ ⊗ Γℓ,
S (a) =
∑
ω(a(1)) ⊗ ω(a(2)). Note that uJ is the ideal in Γ⊗ generated by S (R). Both
ω and S intertwine the right adjoint coaction Adr with the right coaction ∆r on Γℓ and
Γℓ ⊗ Γℓ, resp. The mappings ω and S are coupled by the Maurer-Cartan equation, see [11,
Proposition 14.13]:
dω(a) = −∑(a) ω(a(1))ω(a(2)), a ∈ A. (8)
Bicovariant Differential Calculus on quantized simple Lie groups. Throughout the
deformation parameter q is assumed to be a transcendental number, and N ≥ 2. Let A be
the bialgebra A(R) or one of the Hopf algebras O(GLq(N)) and O(SLq(N)) as defined in
[20, Subsect. 1.3]. Recall that R denotes the complex invertible N2 ×N2-matrix Rabrs = Rˆbars,
where Rˆ is given in (9). The N2 generators of A are denoted by uij, i, j = 1, . . . , N , and we
call u = (uij)i,j=1,...,N the fundamental matrix corepresentation. As an algebra O(GLq(N)) is
generated by the elements uij and an additional central element T satisfying DT = T D = 1,
where D = ∑p∈SN (−q)ℓ(p)u1p(1) · · ·uNp(N) denotes the quantum determinant. The element
U =
∑N
i=1 q
−2iuii is called quantum trace. We abbreviate qˆ = q − q−1 and qˇ = q + q−1. The
Rˆ-matrix is given by
Rˆabrs = q
δabδasδbr + qˆh(b− a)δarδbs, (9)
a, b, r, s = 1, . . . , N , where h denotes the Heaviside symbol h(x) = 1 for x > 0 and h(x) = 0
for x ≤ 0. The matrix Rˆ can be written as Rˆ = qP+ − q−1P−, where P± = qˇ−1(q∓1I ± Rˆ)
are projections.
We follow the method of [10] and [3] to construct bicovariant FODC on quantizations of
simple Lie groups. For a nonzero complex number x ∈ C× let ℓ±x = ((ℓ±x )ij) be the N × N -
matrix of linear functionals (ℓ±x )
i
j onA = O(GLq(N)) as defined in in [20, Sect. 2]. Recall that
ℓ±x is uniquely determined by ℓ
±
x
i
j(u
m
n ) = x
∓1(Rˆ±1)imnj and the property that ℓ
±
x : A →MN (C)
is a unital algebra homomorphism. For A = O(SLq(N)) we must assume xN = q. Define the
bicovariant bimodules Γτ,z, τ ∈ {+,−}, where z ∈ C× is arbitrary in case A = O(GLq(N))
and zN = q−2τ in case A = O(SLq(N)):
Γ+,z = (u
c ⊗ u, ℓ+x ⊗ ℓ−,cy ), xy = z−1, Γ−,z = (uc ⊗ u, ℓ−x ⊗ ℓ+,cy ), xy = z. (10)
The structure of Γ±,z can easily be described as follows. There exists a basis {θij : i, j =
1, . . . , N} of (Γ±,z)ℓ such that the right action and the right coaction are given by
θija =
∑
m,n
(ℓ±
i
mSℓ
∓n
j ∗ a)θmn , a ∈ A (11)
and
∆rθ
i
j =
∑
m,n
θmn ⊗ (uc)mi unj , i, j = 1, . . . , N. (12)
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The element θ =
∑
i q
−2iθii is the unique up to scalars bi-invariant element. Defining
da = θa− aθ (13)
for a ∈ A, (Γ±,z, d) becomes a bicovariant FODC over A. The braiding σ of Γ±,z can be
obtained as follows. Inserting v = uc⊗u and f = ℓ±x ⊗ ℓ∓,cy into (6) yields
σ± = R´
±
23Rˇ
∓1
12 Rˆ
±1
34 (R´
±
23)
−1, (14)
where the complex N2×N2-matrices R´± and Rˇ are defined as follows: Rˇabrs = Rˆsrba and
(R´±)abrs = (Rˆ
±1)rasb . The indices 12, 23, and 34 indicate that the corresponding matrices act
at positions 1, 2; 2, 3; and 3, 4 of the tensor product V ⊗4, V = CN . Note that the braiding
σ of Γτ,z does not depend on z. Let r+ = q
−1qˆ and r− = −q−2N−1qˆ. We often write στ , rτ ,
Rˆτ , and R´τ instead of σ±, r±, Rˆ
±1, and R´±, respectively. Set s = q−2 + q−4 + · · · + q−2N ,
rτ = s + rτ , and nτ,z = zrτ − s. Corresponding to Γτ,z the parameter value z is called
regular if nτ,z 6= 0. For regular z the differentials duij generate Γτ,z as a left A-module.
Equivalently, the linear space 〈ωij : i, j = 1, . . . , N〉 of Maurer-Cartan forms ωij = ω(uij) is
N2-dimensional. The right ideal Rτ,z then satisfies
Rτ,z ⊕ 〈uij : i, j = 1, . . . , N〉 ⊕C = A, (15)
see [22, Lemma1.5] and [23, Theorem2.1]. For A = O(SLq(N)), Γ = Γτ,z, zN = q−2τ , the
condition nτ,z 6= 0 is trivially fulfilled since q is transcendental. Transformation formulas
between θij , θ, and ωij = ω(u
i
j), ϑ =
∑
i q
−2iωii, are given as follows. Using matrix notation
and leg numbering for the matrices Ω = (ωij), Θ = (θ
i
j), and u, where Θ1 = Θ⊗I, Θ2 = I⊗Θ
and u2 = I ⊗ u, we have
Ω = zrτΘ + (z − 1)θI and ϑ = nτ,zθ. (16)
Inserting a = (ukl ) into (11) gives
θij ⊳ u
k
l = z
∑
x,m,n
(Rˆτ )ikxmθ
m
n (Rˆ
τ )xnjl , θ ⊳ u
i
j = zrτθ
i
j + zθδij ,
or in matrix notation
Θ1 ⊳ u2 = zRˆ
τΘ2Rˆ
τ , θ ⊳ u = zrτΘ + zθI. (17)
3. Main results
Theorem 3.1. Let A be one of the Hopf algebras O(SLq(N)) or O(GLq(N)) and let Γ
be one of the N2-dimensional bicovariant first order differential calculi Γτ,z, τ ∈ {+,−},
z ∈ C×, over A. Suppose q to be transcendental. Let WΓ∧ denote Woronowicz’ external
algebra and let WΓ
∧
ℓ denote its subalgebra of left-invariant forms.
Then the Poincare´ series of WΓ
∧
ℓ is
P (WΓ
∧
ℓ , t) = (1 + t)
N2 ,
i. e. dim(WΓ
∧k
ℓ ) =
(
N2
k
)
, k ∈ N0. In particular, there exists a unique up to scalars left
invariant form of maximal degree N2.
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Theorem 3.2. Let A, Γ , and q be as in Theorem3.1. Let WΓ∧i denote the subalgebra of
WΓ
∧ consisting of all bi-invariant forms. Then
(i) P (WΓ
∧
i , t) = (1 + t)(1 + t
3) · · · (1 + t2N−1).
(ii) ωk ∧ ωn = (−1)kn ωn ∧ ωk, for ωk ∈ WΓ∧ki and ωn ∈ WΓ∧ni .
(iii) dω = 0 for ω ∈ WΓ∧i .
(iv) Different bi-invariant forms represent different de Rham cohomology classes.
Remark 1. By (i) the dimension dim(WΓ
∧k
i ) is equal to the number of partitions of k into a
sum of pairwise different positive odd integers less than 2N . It is also equal to the number
of symmetric partitions λ of k, λ = λ′, with λ1 ≤ N . The left-invariant form of maximal
degree N2 is bi-invariant.
Theorem 3.3. Let A, Γ , and q be as in Theorem3.1. Let uΓ∧ and sΓ∧ denote the universal
differential calculus and the second antisymmetrizer differential calculus over Γ , respectively.
Then we have the following isomorphisms of differential Hopf algebras.
(i) sΓ
∧ ∼= WΓ∧.
(ii) uΓ
∧ ∼= sΓ∧ for N ≥ 3, nτ,z 6= 0 and for N = 2, τ = +, and
z 6= q−1,−q−1, (q2 + 1)(q4 + 1)−1.
(iii) sΓ
∧ ∼= uΓ∧/(θ2) for N = 2, τ = +, and z2 = q−2. Moreover, the universal differential
calculus uΓ
∧ is inner and θ2 is central.
Remark 2. For A = O(GLq(n|m)) and Γ = Γ±,1, (ii) was proved in [12].
Since the differential calculi Γ+,z and Γ−,z are isomorphic for N = 2 it suffices to consider
Γ+,z. In case of the quantum group SLq(2), the parameter z = q
−1 (resp. z = −q−1)
corresponds to the 4D+-calculus (resp. 4D−-calculus), defined in [26].
The calculus sΓ
∧ is also inner since θ2 = 0, see Lemma6.2 (ii) below.
4. Iwahori-Hecke algebra and Antisymmetrizer
In this subsection we shall give the definition of the Iwahori-Hecke algebra Hk(q) over C
and we shall list some of their important properties and facts including an explicit formula
for the central idempotents. Since q is not a root of unity everything goes through in exactly
the same fashion as in the case of the base field C(q). We take the definition from [9,
Sects. 7.1 and 7.4].
There is a unique structure of an associative unital algebra on the vector space with basis
{Tw : w ∈ Sk} and T1 = 1 such that for all s ∈ {s1, . . . , sk−1} and w ∈ Sk
TsTw = Tsw if ℓ(sw) > ℓ(w), (18)
TsTw = (q − q−1)Tw + Tsw if ℓ(sw) < ℓ(w). (19)
This algebra is called Iwahori-Hecke algebra of type Ak−1 and is denoted by Hk(q). Instead
of (19) one often takes TsTw = (q − 1)Tw + qTsw. The present form is more useful when
dealing with quantum groups. We briefly write Ti for Tsi. The relations (1), (2) with Ti
instead of bi and
T 2i = qˆTi + 1, i = 1, . . . , k − 1, (20)
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are equivalent to (18) and (19).
We shall adopt the notations in [13] for partitions, compositions, characters, and idempo-
tents. We call λ = (λ1, λ2, . . . ) a partition of k if λ1+λ2+ · · · = k and λ1 ≥ λ2 ≥ · · · ≥ 0 are
integers. We briefly write λ ⊢ k. Sometimes we use the notation λ = (kmk(k−1)mk−1 · · · 1m1)
where mi denotes the number of parts of λ equal to i. The conjugate of a partition λ is a
partition λ′ whose diagram is the transpose of the diagram of λ. Hence λ′i is the number of
boxes in the ith column of λ, or equivalently λ′i = Card{j : λj ≥ i}.
Irreducible representations of Hk(q) are labelled by partitions λ of k. The dimension of the
irreducible representation labelled by λ is dλ =
k!
h(λ)
. Here h(λ) =
∏
x∈λ h(x) is the product of
hook-lengths h(x) = λi+λ
′
j− i−j+1, where x = (i, j) is a box of λ in position (i, j), see [13,
I. 6, Example 2 (a) and I. 7 (7.6)]. The corresponding irreducible character is denoted by χλ.
A partition of unity is a set of minimal (primitive) idempotents {piλ}, λ ⊢ k, 1 ≤ i ≤ dλ, such
that piλp
j
µ = δλµδij. The element zλ =
∑dλ
i=1 p
i
λ is the minimal central idempotent associated
to λ. We have 1 =
∑
λ zλ. For the remainder of this section fix positive integers k and N .
An N-composition of k is a sequence of nonnegative integers c = (c1, . . . , cN), ci ≥ 0, such
that c1 + c2 + · · ·+ cN = k. It is denoted by c |= k. For any N -composition c = (c1, . . . , cN)
of k define xc = xc11 · · ·xcNN , where x1, . . . , xN are commuting variables. Let {e1, . . . , eN} be
a basis of the vector space V = CN . For v = ei1⊗ei2⊗ · · ·⊗eik ∈ V ⊗k define the content
c(v), c(v) = (c1, . . . , cN), where cj is the number of factors ej in v. Obviously, c(v) |= k. For
c |= k define the projection operator Ec of V ⊗k by Ec(v) = δc,c(v)v for v = ei1⊗ei2⊗ · · ·⊗eik .
One easily verifies EcEc′ = δc,c′Ec, c, c
′ |= k, and I =∑c|=kEc.
We introduce two important involutions ∗ and ′ of Hk(q). They are defined on generators
by T ∗s = Ts and T
′
s = −T−1s , respectively. Both mappings can be extended to antihomomor-
phisms of Hk(q). Note that T
∗
w = Tw−1 and T
′
w = (−1)ℓ(w)T−1w .
Lemma 4.1. Let λ ⊢ k be a partition of k. Then z′λ = zλ′ and z∗λ = zλ.
Proof. (a) The central idempotent z(k) (resp. z(1k)) is completely characterized by the prop-
erty Tiz(k) = qz(k) (resp. Tiz(1k) = −q−1z(1k)), i = 1, . . . , k − 1. Since any involution
of a central idempotent is again a central idempotent, Tiz
′
(k) = −(z(k)T−1i )′ = −q−1z′(k),
i = 1, . . . , k−1, implies z′(k) = z(1k). Since the anti-automorphism ′ is of order two, z′(1k) = z(k).
The proof of z∗(k) = z(k) and z
∗
(1k)
= z(1k) is similar.
(b) Suppose we are given an admissible Young tableau with diagram λ = (λ1, . . . , λr). Let
λ′ = (λ′1, . . . , λ
′
s) be the transposed diagram. In [5] there is constructed a minimal idem-
potent pλ = h−e−h
−1
− h+e+h
−1
+ , where e− = Aλ′1 × · · · × Aλ′s , e+ = Sλ1 × · · · × Sλr . Here
Aj = z(1j) and Sj = z(j) denote the jth antisymmetrizer and the jth symmetrizer in Hj(q),
respectively, and we use the natural embeddings Hn1(q)× · · · ×Hnr(q)→ Hk(q) for n |= k.
The element h± depends on the entries of the Young tableau. By (a), e
′
− = Sλ′1 × · · · × Sλ′s
and e′+ = Aλ1 × · · · × Aλr . Since pλ is a minimal subidempotent of zλ, p′λ is a minimal
subidempotent of zλ′ . Since zλ =
∑dλ
i=1 p
i
λ and (p
i
λ)
′(pjλ)
′ = δij(p
i
λ)
′, z′λ is a subidempotent of
zλ′ . Moreover, z
′
λ is non-zero and a minimal central idempotent. Hence, z
′
λ = zλ′ . The proof
for ∗ is similar.
Next define representations ̺ and ̺c of Hk(q) on V
⊗k. The action of the generator Tn on a
basis element v = ei1 ⊗ ei2 ⊗ · · · ⊗ eik is given as follows. Let sn denote the flip operator in
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V ⊗k that interchanges the nth and (n + 1)st component of the tensor product. Let
̺(Tn)v =

qv if in = in+1,
qˆv + sn(v) if in < in+1,
sn(v) if in > in+1.
The representation ̺c is given by ̺c(Tn) = sn̺(Tn)sn. Using matrix notation and leg num-
bering, ̺(Tn) = Rˆn,n+1. The representation ̺c associates to a single generator T the matrix
Rˇ = (Rˇijkl) = (Rˆ
lk
ji). Both representations ̺ and ̺c of Hk(q) commute with Ec since they do
not change the content of the tensor ei1 ⊗ · · · ⊗ eik .
We introduce a trace functional Tr on Hk(q) that takes values in the algebra of polynomials
C[x1, . . . , xN ]. The following Proposition is due to Ram, see [19, Lemma3.5, Lemma3.7 and
Theorem 3.8].
Proposition 4.2. (i) The mapping Tr: Hk(q)→ C[x1, . . . , xN ]
Tr(h) =
∑
c|=k
xc tr(Ec̺(h)) (21)
defines a trace functional, i. e. Tr(hg) = Tr(gh) for all h, g ∈ Hk(q).
(ii) Let p ∈ Hk(q) be idempotent. Then Tr(p) does not depend on q. In particular
Tr(piλ) = sλ(x1, . . . , xN), (22)
where λ ⊢ k is a partition of k, {piλ} is a partition of unity, and sλ denotes the Schur
function, cf. [13, I (3.1), p. 40].
(iii) For h ∈ Hk(q)
Tr(h) =
∑
λ⊢k
χλ(h)sλ(x1, . . . , xN),
Tr(hzλ) = χ
λ(h)sλ(x1, . . . , xN ).
(23)
Remark 3. The proof of [19, Lemma 3.5] shows that replacing ̺ by ̺c in (21) does not
change Tr.
For the group algebra CSk we have zλ = dλk!
∑
w∈Sk
χλ(w)w−1. We will show now that
a similar formula holds for Hk(q). The existence of an associative, symmetric, and non-
degenerate bilinear form onHk(q) is essential for the proof of this formula. Let {Tw : w ∈ Sk}
and {fw : w ∈ Sk} be dual bases of Hk(q) and its dual vector space, respectively. Let f 0
denote the coordinate functional corresponding to the unit element 1 ∈ Hk(q).
Lemma 4.3. Let g, h ∈ Hk(q). Then 〈g, h〉 = f 0(gh) defines a symmetric, associative, and
non-degenerate bilinear form on Hk(q). Moreover 〈Tv, Tw〉 =
{
1, if vw = 1
0 otherwise.
(∗)
Proof. For the right hand side of (∗) we use the Kronecker symbol δvw,1. The associativity
of the pairing follows from the definition. Suppose for a moment that formula (∗) is already
proved. Then 〈·, ·〉 is symmetric since vw = 1 if and only if wv = 1, and f 0 is linear.
The pairing is non-degenerate since {Tw : w ∈ Sk} and {Tw−1 : w ∈ Sk} are orthogonal
with respect to 〈·, ·〉 bases. We prove (∗) by induction on the length of w. By definition
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〈Tv, 1〉 = f 0(Tv) = δv,1, and (∗) holds for w = 1. Suppose it is true for all v, w′ ∈ Sk with
ℓ(w′) ≤ ℓ(w). Let w = sw′, ℓ(w) = ℓ(w′) + 1, and v be arbitrary.
Case 1. ℓ(vs) = ℓ(v) + 1. By (18) and induction assumption 〈Tv, Tw〉 = f 0(TvTsTw′) =
f 0(TvsTw′) = 〈Tvs, Tw′〉 = δvsw′,1 = δvw,1.
Case 2. ℓ(vs) = ℓ(v) − 1. By (19) and induction assumption we have 〈Tv, Tw〉 =
f 0(TvTsTw′) = f
0
(
(qˆTv + Tvs)Tw′
)
= qˆ〈Tv, Tw′〉 + 〈Tvs, Tw′〉 = qˆ〈Tv, Tw′〉 + δvw,1. We have
to prove that 〈Tv, Tw′〉 = 0 or equivalently, by induction assumption, vw′ 6= 1. Assume
to the contrary vw′ = 1. Then ℓ(v) = ℓ(w′). Since also vssw′ = 1, ℓ(vs) = ℓ(sw′) =
ℓ(w′)+1 = ℓ(v)+1; that contradicts our assumption of case 2. Hence vw′ 6= 1 and the proof
is complete.
Since there exists an associative, symmetric, and non-degenerate bilinear form on Hk(q),
Proposition (9.17), p. 204 in [2] applies to our situation. Namely, the central idempotent zλ
is given by
zλ =
dλ
tλ
∑
w∈Sk
χλ(Tw)Tw−1, (24)
where tλ =
∑
w∈Sk
χλ(Tw)χ
λ(Tw−1) is nonzero. Moreover
tλ = d
−1
λ χ
λ(t) with t =
∑
w∈Sk
TwTw−1. (25)
Lemma 4.4. The element t =
∑
w∈Sk
TwTw−1 is central in Hk(q). We have t =
∑
λ⊢k tλzλ.
Proof. Fix s = si for some i ∈ {1, . . . , k− 1} and set L = {w ∈ Sk : ℓ(sw) > ℓ(w)}. Then Sk
is the disjoint union of L and sL. Abbreviating T˜w = TwTw−1, by (18) we have T˜sw = TsT˜wTs,
w ∈ L. Moreover, by (20)
TstTs =
∑
w∈L∪sL
TsT˜wTs =
∑
w∈L
(TsT˜wTs + T
2
s T˜wT
2
s ) =
∑
w∈L
(TsT˜wTs + T
2
s T˜w(qˆTs + 1))
=
∑
w∈L
(TsT˜wTs + (qˆTs + 1)T˜w + qˆTsTsT˜wTs)
=
∑
w∈L
(TsT˜wTs + T˜w) + qˆTs
∑
w∈L
(T˜w + TsT˜wTs) = t+ qˆTst.
Multiplying the preceding equation from the left by T−1s and using T
−1
s = Ts − qˆ, we get
tTs = Tst. Hence, t is central. Applying χ
λ to the ansatz t =
∑
µ⊢k αµzµ, using χ
λ(zµ) =
δλµdλ, and (25), we obtain αλ = tλ.
In our studies the algebra Hk(q) = Hk(q)⊗Hk(q) plays the important role. The main object
is the antisymmetrizer ak in Hk(q). We define it as follows. Let the map σ be defined on
the generators of the braid group by σ(bi) = T
−1
i ⊗ Ti. Since the elements of {σ(bi)} satisfy
the braid equation (1) and (2), σ uniquely extends to a homomorphism of the group algebra
CBk to Hk(q). One easily checks that σw := σ(bw) = (−1)ℓ(w)T ∗′w ⊗ Tw, w ∈ Sk. Let ak
denote the image of the braid group antisymmetrizer (3):
ak = σ(Ak) =
∑
w∈Sk
T ′w ⊗ T ∗w. (26)
Similarly, define aki = σ(Aki) for all i < k. The basic result of this section is
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Proposition 4.5. The spectral decomposition of the antisymmetrizer ak ∈ Hk(q) is
ak =
∑
λ⊢k
tλπλ, (27)
where
πλ = tλ
−1
ak(z
′
λ ⊗ zλ) (28)
are mutually orthogonal idempotents in Hk(q). Moreover
(Tr⊗Tr)πλ = sλ′(x1, . . . , xN)sλ(x1, . . . , xN). (29)
Proof. The following formula is essential for the proof of π2λ = πλ:
ak(1⊗ h) = ak(h′ ⊗ 1) (30)
for h ∈ Hk(q). We prove (30) in three steps. (a) k = 2 and h = T = T1. By (20) and
T−2 = 1− qˆT−1 we have
a2(1⊗ T ) = (1⊗ 1− T−1 ⊗ T )(1⊗ T ) = 1⊗ T − T−1 ⊗ (qˆT + 1)
= (1− qˆT−1)⊗ T − T−1 ⊗ 1 = (−T−1 ⊗ T + 1⊗ 1)(−T−1 ⊗ 1) = a2(T ′ ⊗ 1).
(b) Now let k > 2. By (4), ak = ak,i+1(ai+1⊗ak−i−1) = ak,i+1(ai+1,i−1(ai−1⊗a2)⊗ak−i−1) =
y(ai−1 ⊗ a2 ⊗ ak−i−1) with y = ak,i+1(ai+1,i−1 ⊗ 1); ai+1,i−1 acts in the first i+ 1 positions.
Using (a) we have
ak(1⊗ Ti) = y(ai−1 ⊗ a2 ⊗ ak−i−1)(1⊗ Ti) = y(ai−1 ⊗ a2(1⊗ T )⊗ ak−i−1)
= y(ai−1 ⊗ a2(T ′ ⊗ 1)⊗ ak−i−1) = ak(T ′i ⊗ 1).
(c) Suppose (30) is fulfilled for h and g in Hk(q). Then it is valid for hg as well because
ak(1 ⊗ hg) = ak(1 ⊗ h)(1 ⊗ g) = ak(h′ ⊗ 1)(1 ⊗ g) = ak(h′ ⊗ g) = ak(1 ⊗ g)(h′ ⊗ 1) =
ak(g
′h′ ⊗ 1) = ak((hg)′ ⊗ 1). Since Ti generate Hk(q), the proof of (30) is complete.
We show that ak(z
′
λ ⊗ zλ) is essentially idempotent. Noting that 1⊗ zλ is central in Hk(q),
using (30) several times, z2λ = zλ, (26), and Lemma4.4, it follows that
(ak(z
′
λ ⊗ zλ))2 = ak(1⊗ zλ)ak(1⊗ zλ) = a2k(1⊗ zλ)
= ak
∑
w∈Sk
(T ′w ⊗ T ∗wzλ) = ak
∑
w∈Sk
(1⊗ TwT ∗wzλ)
= ak(1⊗ tzλ) = tλak(1⊗ zλ) = tλak(z′λ ⊗ zλ).
Hence, πλ is idempotent. Using (30) again and zλzµ = 0 for λ 6= µ, we have
πλπµ = t
−1
λ t
−1
µ ak(1⊗ zλ)ak(1⊗ zµ) = t−1λ t−1µ a2k(1⊗ zλzµ) = 0,
proving that πλ and πµ are orthogonal. Since 1 =
∑
λ zλ,
∑
λ ak(z
′
λ⊗ zλ) =
∑
λ ak(1⊗ zλ) =
ak, and (27) is proved.
To the last assertion. We briefly write x for the set of commuting variables x1, . . . , xN .
Changing the role of w and w−1 in (24), applying then involution ′, and using Lemma4.1, we
have zλ′ =
dλ
tλ
∑
w∈Sk
χλ(Tw−1)T
′
w. Applying χ
λ′ , dividing by χλ
′
(zλ′) = dλ′ = dλ, multiplying
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by sλ(x)sλ′(x), and finally using (23) and (28), we obtain
sλ(x)sλ′(x) =
1
tλ
∑
w∈Sk
χλ(Tw−1)χ
λ′(T ′w)sλ(x)sλ′(x)
= 1
tλ
∑
w∈Sk
Tr(Tw−1zλ) Tr(T
′
wzλ′)
= (Tr⊗Tr)( 1
tλ
∑
w∈Sk
(T ′w ⊗ Tw−1)(z′λ ⊗ zλ)
)
= (Tr⊗Tr)( 1
tλ
akz
′
λ ⊗ zλ) = (Tr⊗Tr)πλ.
Remark 4. The explicit formula for tλ is tλ = k!q
c(λ)Hq(λ)
h(λ)
, where Hq(λ) = qˆ
−1
∏
x∈λ(q
h(x) −
q−h(x)) and c(λ) =
∑
(i,j)∈λ(j − i), see [6, (1.6)].
5. Corepresentations of O(GLq(N)) and O(SLq(N))
In this section we recall notions and facts from the theory of corepresentations of Hopf
algebras. All corepresentations are assumed to be finite dimensional. For a Hopf algebra A
the following statements are equivalent [11, Theorem11.3, p. 403]: (i) Every corepresentation
of A is a direct sum of irreducible corepresentations, (ii) A is the linear span of all matrix
elements of all irreducible corepresentations. In this case we call A cosemisimple. The
character of a matrix corepresentation v = (vij)i,j=1,...,d of A is the element χv =
∑d
i=1 v
i
i
in A. In case of the zero corepresentation, v = χv = 0. For A cosemisimple two finite
dimensional corepresentations are equivalent if and only if their characters coincide, see [11,
Corollary 11.18, p. 407].
Two idempotents p1 and p2 of an algebra A are called equivalent if there are elements a, b ∈ A
with ab = p1 and ba = p2. Obviously, two idempotents p1 and p2, p1 6= 0 or p2 6= 0, are not
equivalent, if p1xp2 = 0 for all x ∈ A.
Lemma 5.1. Let A be a cosemisimple Hopf algebra and v = (vij) be a matrix corepresenta-
tion of A on the vector space V .
(i) Suppose P ∈ Mor(v) is idempotent. Then the restriction of v to the image of P defines
a subcorepresentation v(P ) of v with character χv(P ) =
∑
i,j P
i
jv
j
i .
(ii) Let P and Q be idempotents in Mor(v). Then the corresponding subcorepresentations
v(P ) and v(Q) are equivalent if and only if P and Q are equivalent.
(iii) Let Pi ∈ Mor(v), i = 0, . . . , m, P0 6= 0, be equivalent idempotents and let P =
∑
i αiPi,
αi ∈ C, be idempotent. Then there exist non-negative integers r and s, s 6= 0, with∑
i αi = s
−1r. Moreover, we have the following equivalence of subcorepresentations of v:
s · v(P ) ∼= r · v(P0).
Proof. Throughout the proof we sum over repeated indices. (i) We determine the matrix
coefficients of w = v(P ). Let {ei} and {fJ} be bases of V and W= imP , resp. Define
linear mappings A : W → V , Aw = w, and B : V → W , Bv = Pv. Obviously, P = AB
and BA = idW . The matrix elements of A and B corresponding to the chosen bases are
determined by fJ =
∑
AjJej and B(ei) =
∑
BKi fK , resp. Let ϕ denote the associated to v
right comodule mapping , ϕ(ei) =
∑
ej ⊗ vji . Since A = PA, P ∈ Mor(v), and P = AB we
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obtain
ϕ(fN) =
∑
ϕ(AjNej) =
∑
ei ⊗ vijAjN =
∑
ei ⊗ vijP jkAkN
=
∑
ei ⊗ vjkP ijAkN =
∑
AiMei ⊗BMj vjkAkN =
∑
fM ⊗ (BvA)MN .
Hence, W = imP defines a subcorepresentation with matrix elements w = BvA. Therefore,
χw =
∑
BMj v
j
kA
k
M =
∑
(AB)kj v
j
k =
∑
P kj v
j
k.
(ii) Suppose P ∼ Q are equivalent idempotents, i. e. P = AB and Q = BA for some
A, B ∈ Mor(v). By (i) the characters of the subcorepresentations v(P ) and v(Q) are χv(P ) =∑
k,l P
k
l v
l
k and χv(Q) =
∑
Qkl v
l
k, resp. Inserting P = AB, Q = BA, and using B ∈ Mor(v)
gives χv(P ) =
∑
AkxB
x
l v
l
k =
∑
Akxv
x
l B
l
k =
∑
Qlxv
x
l = χv(Q). Since A is cosemisimple, v(P ) ∼=
v(Q). Suppose now that v(P ) ∼= v(Q) are equivalent corepresentations, i. e. there is a
bijective map J , J ∈ Mor(v(P ), v(Q)). Let W1 and W2 denote the images of P and Q, resp.
Moreover, let A1, B1 and A2, B2 be the corresponding mappings from the proof of (i) for P
and Q, resp. Since J ∈ Mor(v(P ), v(Q)), J(B1vA1) = (B2vA2)J . Applying the counit ε and
choosing A = A1J
−1B2 and B = A2JB1 one gets AB = P and BA = Q. Hence, P ∼ Q.
(iii) By (i) and (ii):
χv(P ) =
∑
P kl v
l
k =
∑
αi(Pi)
k
l v
l
k =
∑
αiχv(Pi) = (
∑
i αi)χv(P0). (31)
Since A is cosemisimple there exist integers l and sj, sj ≥ 1, j = 1, . . . , l, and irreducible
corepresentations ϕj 6= 0, j = 1, . . . , l, such that v(P0) ∼=
∑
j sjϕj . Set rj = sj
∑
i αi, j =
1, . . . , l. From (31) it follows χv(P ) =
∑
j rjχϕj . Since A is cosemisimple and since irreducible
characters are linearly independent, rj are non-negative integers and v(P ) ∼=
∑
j rjϕj. Hence∑
i αi = s
−1
1 r1 is rational and s1v(P )
∼= r1v(P0).
Now let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)). Since q is transcendental,
A is cosemisimple, see [11, Theorem11.22, p. 410]. Throughout let ϕ and ψ denote the
corepresentations u⊗k and (uc)⊗k, respectively. By (38) below it is obvious that ̺(Hk(q)) ⊆
Mor(ϕ) and ̺c(Hk(q)) ⊆ Mor(ψ). Let p ∈ Hk(q) be idempotent, P = ̺(p), and P c =
̺c(p). Since, P ∈ Mor(ϕ) (resp. P c ∈ Mor(ψ)) and by Lemma5.1 (i), the restriction of the
corepresentation ϕ (resp. of ψ) to the image of P (resp. of P c) defines a subcorepresentation
ϕ(P ) (resp. ψ(P c)), perhaps 0. In particular, let pλ and pλ be minimal subidempotents of
zλ. Since zλHk(q) is a simple ideal, pλ ∼ pλ are equivalent idempotents. Thus ̺(pλ) ∼ ̺(pλ)
(resp. ̺c(pλ) ∼ ̺c(pλ)) are equivalent idempotents too. Hence by Lemma5.1 (ii), ϕ(̺(pλ)) ∼=
ϕ(̺(pλ)) (resp. ψ(̺c(pλ))
∼= ψ(̺c(pλ))) are equivalent corepresentations. Let ϕλ (resp. ψλ)
denote this equivalence class. We determine the dimensions of ϕλ and ψλ. Let Tr1 denote
the evaluation of Tr at x1 = · · · = xN = 1, see (21). By Remark 3 and by
∑
c|=k Ec = I we
have
Tr1 = tr ◦̺ = tr ◦̺c. (32)
By (22), rank(̺(piλ)) = rank(̺c(p
i
λ)) = Tr1(p
i
λ) = sλ(1, . . . , 1). The explicit value is
δλ(N) := dimϕλ = dimψλ = sλ(1, . . . , 1) = h(λ)
−1
∏
(i,j)∈λ
(N + j − i), (33)
see [13, I.3 Example 4, p. 45].
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Lemma 5.2. Let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)). Assume p ∈
Hk(q) be idempotent, P
∗ = ̺(p∗), and P c = ̺c(p). Then the following corepresentations are
equivalent
ϕ(P ∗)c ∼= ψ(P c). (34)
Proof. We first prove
̺c(h)
←
ı
←

= ̺(Tw◦h
∗T−1w◦ )
~
~ı, (35)
for h ∈ Hk(q), ~ı = (i1, . . . , ik), ~ = (j1, . . . , jk), ←ı = (ik, . . . , i1), and ← = (jk, . . . , j1). First
let h = Tn be a single generator. By (5), bnbw◦ = bw◦bk−n. Applying the representation
bn 7→ Tn to this equation and recalling T ∗n = Tn, we have
̺(Tw◦T
∗
nT
−1
w◦
)~~ı = ̺(Tk−n)
~
~ı = Rˆ
jk−n,jk−n+1
ik−n,ik−n+1
= Rˇ
ik−n+1,ik−n
jk−n+1,jk−n
= ̺c(Tn)
←
ı
←

;
that proves (35) for h = Tn. Suppose now (35) is valid for g, h ∈ Hk(q). By representation
property of ̺ and ̺c and antimultiplicativity of
∗, we finally conclude
̺c(gh)
←
ı
←

=
∑
~x̺c(g)
←
ı
←
x
̺c(h)
←
x
←

=
∑
~x̺(Tw◦g
∗T−1w◦ )
~x
~ı ̺(Tw◦h
∗T−1w◦ )
~
~x = ̺(Tw◦(gh)
∗T−1w◦ )
~
~ı.
Since {Tn} generate Hk(q), (35) is proved. We sum over repeated multi-indices. By
Lemma5.1 (i), (35), and S(χv) = χvc we have
χψ(Pc) =
∑
(P c)~ı~ (u
c)~~ı =
∑
̺(Tw◦p
∗T−1w◦ )
←

←
ı
(uc)~~ı
=
∑
̺(Tw◦)
←

~x (P
∗)~x~z̺(T
−1
w◦
)~z←
ı
S(u
←
ı
←

) = S
(∑
̺(Tw◦)
←

~x (P
∗)~x~z̺(T
−1
w◦
)
←
ı
←

u~z←
ı
)
= S(
∑
(P ∗)
←
ı
~z u
~z
←
ı
) = S(χϕ(P ∗)) = χϕ(P ∗)c .
Since A is cosemisimple ϕ(P ∗)c and ψ(P c) are equivalent corepresentations.
Corollary 5.3. ϕcλ
∼= ψλ.
Proof. Let pλ be a minimal subidempotent of zλ. Since zλ = z
∗
λ, pλ ∼ p∗λ. Hence ϕcλ =
ϕ(̺(pλ))
c ∼= ϕ(̺(p∗λ))c ∼= ψ(̺c(pλ)) = ψλ.
We recall the Brauer-Schur-Weyl duality for quantum groups of type A, cf. [7] or [11, The-
orem 8.38, Proposition 11.20, and Proposition 11.21].
Proposition 5.4. Let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)). Let q be
a transcendental complex number, k ∈ N, and λ ⊢ k.
(i) The representation ̺ : Hk(q)→ Mor(u⊗k) is surjective. The subcorepresentation ϕλ of ϕ
is irreducible.
(ii) ker ̺ =
⊕
λ⊢k,λ′
1
>N
zλHk(q). The subcorepresentation ϕλ is zero if and only if λ
′
1 > N .
Corollary 5.5. Let A and q be as above, and let λ, µ ⊢ k be partitions of k. Then ϕλ ∼= ϕµ
if and only if λ = µ or both λ′1 > N and µ
′
1 > N .
Proof. ← is trivial. →: Suppose λ′1 ≤ N or µ′1 ≤ N and λ 6= µ. Let pλ and pµ denote
minimal idempotents corresponding to λ and µ, respectively, and Pλ = ̺(pλ), Pµ = ̺(pµ).
Since Pλ 6= 0 or Pµ 6= 0 by Proposition 5.4 (ii) and since PλXPµ = 0, X ∈ Mor(u⊗k), Pλ and
Pµ are inequivalent. By Lemma 5.1 (ii), ϕλ and ϕµ are inequivalent too.
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Corresponding to Γ = Γτ,z consider the representation ̺τ of Hk(q) on V ⊗2k, ̺+ = ̺c⊗̺
and ̺− = (̺c⊗̺)α, where α : Hk(q)→ Hk(q) denotes the automorphism α(h⊗ g) = g ⊗ h,
g, h ∈ Hk(q). The next Proposition settles the problem of determining the rank of the
antisymmetrizer ak = ̺τ (ak). The basic result is
Proposition 5.6. The idempotent Πτλ = ̺τ (πλ) defines a subcorepresentation φ(Π
τ
λ) of
φ = (uc)⊗k ⊗ u⊗k with
φ(Π+λ )
∼= ψλ′ ⊗ ϕλ and φ(Π−λ ) ∼= ψλ ⊗ ϕλ′. (36)
Proof. (a) We first calculate the rank of Πτλ in V
⊗2k, i. e. the dimension of the corepresenta-
tion φ(Πτλ). Let π ∈ Hk(q) be idempotent. By (32), rank ̺τ (π) = (Tr1⊗Tr1)π. In particular
for π = πλ by (29) and (33) we have
rankΠτλ = δλ′(N)δλ(N). (37)
(b) Let {pijλ : i, j = 1, . . . , dλ} be a linear basis of zλHk(q) consisting of mutually equiva-
lent idempotents. Then {(pijλ )′ : i, j = 1, . . . , dλ} is a basis of zλ′Hk(q). By (28), πλ is a
subidempotent of zλ′ ⊗ zλ. Hence there are complex numbers αλrsmn, r, s,m, n = 1, . . . , dλ,
such that πλ =
∑
αλrsmn(p
rs
λ )
′ ⊗ pmnλ . Moreover, the idempotents (prsλ )′ ⊗ pmnλ are mutually
equivalent in Hk(q). Applying ̺+ (resp. ̺−) gives Π+λ =
∑
αλrsmn̺c((p
rs
λ )
′) ⊗ ̺(pmnλ ) (resp.
Π−λ =
∑
αλrsmn̺c(p
mn
λ ) ⊗ ̺((prsλ )′)). One verifies that v = φ, P = Π+λ (resp. P = Π−λ ),
and Pi = ̺c((p
rs
λ )
′) ⊗ ̺(pmnλ ) (resp. Pi = ̺c(pmnλ ) ⊗ ̺((prsλ )′)) satisfy the assumptions
of Lemma5.1 (iii). Hence, φ(Π+λ )
∼= αλ ψλ′ ⊗ ϕλ, (resp. φ(Π−λ ) ∼= αλ ψλ ⊗ ϕλ′), where
αλ =
∑
αλrsmn is rational. In particular, by (33), dimφ(Π
τ
λ) = α
λ δλ′(N)δλ(N). Comparing
this with (37) gives αλ = 1; the proof is complete.
The main step to simplify the study of the algebras WΓ
∧
ℓ and WΓ
∧
i is the reduction of
the antisymmetrizer Ak of Γ
⊗k
ℓ to the antisymmetrizer ak of ̺τ (Hk(q)). We provide an
isomorphism of the right A-comodules (uc)⊗k⊗u⊗k and ∆r↾Γ⊗kℓ that maps ak into Ak. Here
and in the remainder of the article V always denotes the N -dimensional complex vector
space CN with canonical basis e1, . . . , eN .
Set s+ = 1 + s + q
−2N−2, s− = s − q−2 − q−2N , and define the N2×N2-matrices (R`±)abrs =
q2s−2a(Rˆ±1)bsar. We recall some well-known properties of the matrices R´ and R`
±, see [22,
Lemma3.3 and Lemma3.4]:
Mor(u⊗u) = 〈Rˆ, Rˆ−1〉, Mor(uc⊗uc) = 〈Rˇ+, Rˇ−〉, (38)
Mor(uc⊗u, u⊗uc) = 〈R´+, R´−〉, Mor(u⊗uc, uc⊗u) = 〈R`+, R`−〉,
R´±R`∓ = R`∓R´± = I,
∑
i,j
q2s−2j(P±)
in
jm(P±)
js
ir = qˇ
−2(δnrδms + s±q
2sδnmδrs), (39)
R´±23R´
±
12Rˆ23 = Rˆ12R´
±
23R´
±
12, R´
±
12R´
±
23Rˇ12 = Rˇ23R´
±
12R´
±
23. (40)
Proposition 5.7. Let A denote one of the Hopf algebras O(GLq(N)) or O(SLq(N)), Γ =
Γτ,z, φ = (u
c)⊗k⊗u⊗k, and k ≥ 1.
(i) There exists an isomorphisms I(k) of right comodules φ and ∆r↾Γ
⊗k
ℓ such that
I(k)ak = AkI
(k). (41)
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(ii) There exists an isomorphism I∧k of right comodules φ↾ im ak and ∆r↾WΓ
∧k
ℓ .
(iii) There exists an isomorphism of WΓ
∧k
i and the vector space (im ak)
φ of φ-invariant ele-
ments of im ak.
Proof. To simplify notations, throughout the proof we shall write Cn instead of Cn,n+1 for
C ∈ End(V ⊗ V ) acting in position n and n + 1 of the tensor product V ⊗k, n ≤ k − 1.
(i) Let {e~ı : ~ı = (i1, . . . , i2k)} and {θi1i2⊗A · · ·⊗Aθi2k−1i2k} be the canonical bases of V ⊗2k and
Γ⊗kℓ , resp. With respect to these bases define the matrix I
(k) = I
(k)
τ as follows. Set I
(1)
τ = I
and for k ≥ 2 let
I
(k)
τ 2 ··· 2k−1 = R´
τ
2k−2(R´
τ
2k−4R´
τ
2k−3) · · · (R´τ2i · · · R´τk+i−1) · · · (R´τ2 · · · R´τk). (42)
The index (2, . . . , 2k−1) indicates that I(k)τ effectively acts at positions 2, . . . , 2k−1 and leaves
the first and last coordinates unchanged. Since R´τ is invertible by (39), I
(k)
τ is invertible.
The following two recursion formulas are easily checked
I(k)τ = I
(k−1)
τ 4 ··· 2k−1R´
τ
2 · · · R´τk,
I(k)τ = I
(k−1)
τ 2 ··· 2k−3R´
τ
2k−2 · · · R´τk.
Using (38) and one of the above recursion formulas one shows by induction on k that the
matrix I
(k)
τ defines an isomorphism of corepresentations (uc)⊗k⊗u⊗k and (uc⊗u)⊗k. Since
∆r↾Γ
⊗k
ℓ
∼= (uc⊗u)⊗k by definition of ∆r and (12), the first part of (i) is proved. Next we
shall show equation (41). Since both antisymmetrizer ak and Ak are homomorphic images
of the braid group antisymmetrizer Ak (under ̺τ ◦ σ and γ, resp.) it suffices to prove
I
(k)
τ ̺τ (T
−1
n ⊗ Tn) = (στ )nI(k)τ for n = 1, . . . , k− 1. By (14) the equivalent matrix notation of
this identity is
I(k)τ Rˇ
−τ
n Rˆ
τ
k+n = R´
τ
2nRˇ
−τ
2n−1Rˆ
τ
2n+1(R´
τ
2n)
−1I(k)τ . (43)
We will prove (43) for I
(k)
+ by induction on k. The proof for I
(k)
− is analogous. Since I
(2)
+ = R´2,
(43) is obvious for k = 2 and n = 1.
Case 1. n = 1. By the second recursion equation, (40), k ≥ 3, and induction assumption we
have
I
(k)
+ Rˇ
−1
1 Rˆk+1 = I
(k−1)
+2 ··· 2k−3R´2k−2 · · · R´k+2R´k+1R´kRˇ−11 Rˆk+1
= I
(k−1)
+2 ··· 2k−3Rˇ
−1
1 R´2k−2 · · · R´k+2RˆkR´k+1R´k
= I
(k−1)
+2 ··· 2k−3Rˇ
−1
1 RˆkR´2k−2 · · · R´k
= R´2Rˇ
−1
1 Rˆ3R´
−1
2 I
(k−1)
+2 ··· 2k−3R´2k−2 · · · R´k
= R´2Rˇ
−1
1 Rˆ3R´
−1
2 I
(k)
+ .
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Case 2. 2 ≤ n ≤ k−1. By the first recursion equation, (40), k ≥ 3, and induction assumption
we have
I
(k)
+ Rˇ
−1
n Rˆk+n = I
(k−1)
+ 4 ··· 2k−1R´2 · · · R´kRˇ−1n Rˆk+n
= I
(k−1)
+ 4 ··· 2k−1Rˆk+nR´n · · · R´nR´n+1Rˇ−1n R´n+2 · · · R´k
= I
(k−1)
+ 4 ··· 2k−1Rˇ
−1
n+1Rˆk−1+n+1R´2 · · · R´k
= R´2nRˇ
−1
2n−1Rˆ2n+1R´2nI
(k−1)
+ 4 ···2k−1R´2 · · · R´k
= R´2nRˇ
−1
2n−1Rˆ2n+1R´2nI
(k)
+ .
The proof of (i) is complete.
(ii) By (i), I(k) : V ⊗2k → Γ⊗kℓ is a linear isomorphism. Moreover, the kernels of ak and Ak are
bijectively mapped into each other. Consequently, I(k) can be factorised to an isomorphism
V ⊗2k/ ker ak → Γ⊗kℓ / kerAk. Since im ak is also φ -covariant and since im ak ∼= V ⊗2k/ ker ak,
I∧k : im ak → WΓ∧kℓ is again an isomorphism of right comodules.
(iii) Since A is cosemisimple and I∧k is an isomorphism of right comodules, I∧k is the direct
sum of isomorphisms of the isotypical components. In particular, the trivial components
(corresponding to the trivial corepresentation 1) are bijectively mapped into each other.
Hence, the restriction of I∧k to the space of invariant elements of im ak is an isomorphism
to WΓ
∧k
i .
Proofs of Theorem 3.1 and Theorem 3.2 (i). We first show that the following combi-
natorial formula holds: ∑
λ⊢k
δλ′(N)δλ(N) =
(
N2
k
)
, (44)
where N and k are non-negative integers. Use formula [13, (4.3′), I. 4, p. 65]:
∏
(1 + xiyj) =∑
λ sλ(x)sλ′(y). We restrict it to the finite set of variables x1, . . . , xN , y1, . . . , yN and con-
sider the natural bi-grading of polynomials in these variables. Comparing the homogeneous
components of degree (k, k), inserting x1 = · · · = yN = 1, and using (33) gives (44). By (37)
we finally obtain
dimWΓ
∧k
ℓ =
∑
λ⊢k
rankΠτλ =
∑
λ⊢k
δλ′(N)δλ(N) =
(
N2
k
)
.
In particular, the only partition λ of N2 with rankΠτλ 6= 0 is λ = (NN ). In this case λ = λ′
is symmetric. By the above formula, dimWΓ
∧N2
ℓ = 1. Hence, there exists a unique up to
scalars form of maximal degree N2; the proof of Theorem3.1 is complete.
To prove Theorem3.2 (i) consider the formal power series p(t) = (1+t)(1+t3)(1+t5) · · · = 1+
c1t+c2t
2+ · · · . Then ck = Card{λ : λ ⊢ k, λ = λ′}. In fact, let λ ⊢ k, λ = λ′, be a symmetric
Young diagram. Denote the hook consisting of the first row and first column of λ by λ(1) and
the remaining part of λ by λ(1). Obviously, λ(1) is again a symmetric diagram. Repeating
the above procedure we step by step get a sequence of symmetric hooks λ(1), . . . , λ(r) with
k =
∑
i ni, ni = |λ(i)|, n1 > · · · > nr, and ni is odd for each i. Now we associate to λ the
expression tn1 · · · tnr appearing in p(t). Conversely, to each summand tn1 · · · tnr in p(t) we
associate a symmetric Young diagram by putting together symmetric hooks of weights ni.
Similarly, the polynomial s(t) = (1 + t)(1 + t3) · · · (1 + t2N−1) = 1 + c1t + · · ·+ cN2tN2 has
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coefficients ck = Card{λ : λ ⊢ k, λ = λ′, λ′1 ≤ N}.
Since imΠτλ = 0 for λ
′
1 > N by (37) and (33), it suffices to consider the elements of Pk :=
{λ : λ ⊢ k, λ′1 ≤ N}. Then ϕλ is nonzero by Proposition 5.4 (ii). We collect three simple facts
from the theory of corepresentations: Let W be the vector space where the corepresentation
w acts. Then the vector space Ww of under w invariant elements is isomorphic to Mor(1, w).
Further, Mor(1, v ⊗ w) ∼= Mor(vc, w), and v ∼= vcc (since A is cosemisimple).
By Proposition 5.7 (iii), (36), and Corollary 5.3 we have for Γ = Γ+,z
dim(WΓ
∧k
i ) =
∑
λ∈Pk
dim(imΠ+λ )
φ =
∑
λ∈Pk
dimMor(1, φ(Π+λ ))
=
∑
λ∈Pk
dimMor(1, ψλ′ ⊗ ϕλ) =
∑
λ∈Pk
dimMor(ψcλ′ , ϕλ)
=
∑
λ∈Pk
dimMor(ϕccλ′ , ϕλ) =
∑
λ∈Pk
dimMor(ϕλ′ , ϕλ)
= Card{λ : λ ∈ Pk, ϕλ ∼= ϕλ′} = Card{λ : λ ∈ Pk, λ = λ′}.
The last two steps are by Schur’s Lemma and by Corollary 5.5. This is exactly the coefficient
ck of the polynomial s(t). The proof for the calculi Γ = Γ−,z is analogous; this finishes the
proof of Theorem3.2 (i).
Proofs of Theorem3.2 (ii)–(iv). We begin with a rather general relation between the
antipode of (Γ⊗)i and the action of the longest word σw◦ on bi-invariant elements. Then we
determine this action for Γ = Γτ,z. Let {θi} and {ηi} be bases of the linear spaces Γℓ and
Γr, respectively, which are related via θi =
∑
j ηjv
j
i and ηi =
∑
j θjS(v
j
i ), see [26, (2.38)]
Proposition 5.8. Let A be a Hopf algebra and let Γ be a bicovariant bimodule over A with
braiding σ. Let S be the antipode of the N0-graded super Hopf algebra Γ
⊗ and let ρ ∈ Γ⊗ki
be bi-invariant. Then
S(ρ) = (−1) 12k(k+1)σw◦(ρ). (45)
This equation is also valid for ρ ∈ WΓ∧ki .
Proof. Throughout the proof we sum over repeated indices. (a) Since S(θ) =
−∑(θ) S(θ(−1))θ(0)S(θ(1)) and ∆r(θi) = θj ⊗ vji , S(θi) = −ηi. Using (7) we get S(θ~ı) =
(−1) 12k(k+1)η←
ı
. Here
←
ı = (ik, . . . , i1) denotes the reversed index sequence of ~ı = (i1, . . . , ik),
θ~ı = θi1⊗A · · ·⊗Aθik , and η← = ηjk⊗A · · ·⊗Aηj1 .
(b) We use induction over k, k ≥ 2, to show
η←

v~~ı = σw◦(θ~ı). (46)
By ηjv
j
i = θi, θi ⊳ a = f
i
n(a)θn, and (6), we have ηj2⊗Aηj1vj1i1 vj2i2 = ηj2⊗Aθi1 vj2i2 =
ηj2v
j2
x f
i1
y (v
x
i2
)⊗Aθy = σxyi1i2θx⊗Aθy = σ(θi1⊗Aθi2); this proves (46) in case k = 2. Suppose now
(46) holds for k. We prove it for k+1. Let w′◦ be the longest word in Sk+1, w′◦ = s1s2 · · · skw◦.
Since ℓ(w′◦) = k+ℓ(w◦) we can lift this equation to braids; afterwards we can apply γ. Hence,
σw′◦ = σ1 · · ·σkσw◦ . Making repeatedly use of θivnj = σxyij vnxθy gives
θ~ v
j
i = (σ1 · · ·σk)n~n~ i vjnθ~n. (47)
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Using induction assumption, (47), and the above formula for σw′◦ , one has
ηj⊗Aη← v~~ı vji = ηj(σw◦)~~ı ⊗A θ~ vji = ηj(σw◦)~~ı(σ1 · · ·σk)n~n~ i vjn⊗A θ~n
= ηjv
j
n(σw′◦)
n~n
~ı i ⊗A θ~n=(σw′◦)n~n~ı i θn⊗Aθ~n = σw′◦(θ~ı⊗Aθi)
and the proof of (46) is complete.
(c) Let ρ = α~ı θ~ı ∈ Γ⊗ki , α~ı = (αi1 , . . . , αik) ∈ Ck. Since ρ⊗ 1 =
∑
ρ(0) ⊗ ρ(1) by (a) and (b)
we have
S(ρ) =
∑
S(ρ(0))ρ(1) = S(α~ı θ~) v
~
~ı = α~ı S(θ~)v
~
~ı
= (−1) 12k(k+1)α~ı η← v~~ı = (−1)
1
2
k(k+1)α~ı σw◦(θ~ı) = (−1)
1
2
k(k+1)σw◦(ρ).
(48)
(d) Since S(kerAk) ⊆ kerAk by [11, Prop. 13.10, p. 489] and σw◦(kerAk) ⊆ kerAk by (5),
the antipode S and σw◦ are well-defined on the quotient WΓ
∧k.
Lemma 5.9. Let λ ⊢ k, λ = λ′, be a symmetric partition of k and let π ∈ Hk(q) be a
subidempotent of πλ. Then
σw◦π = (−1)ℓ(w◦)π. (49)
Proof. (a) We use the Iwahori-Hecke algebra Hk over C(q). First we show that T
2
w◦
zλ = zλ,
λ ⊢ k, λ = λ′. By (5), T 2w◦ is central. Hence there exist coefficients αλ ∈ C(q) with T 2w◦ =∑
λ αλzλ. Since Tw◦ is invertible, T
−2
w◦
=
∑
λ α
−1
λ zλ. By Lemma4.1, and λ = λ
′ we obtain,
αλzλ = (αλzλ)
′ = (T 2w◦zλ)
′ = zλT
−2
w◦
= α−1λ zλ. Hence, α
2
λ = 1. Let αλ(q) = h(q)
−1g(q) with
polynomials g and h. Since αλ(q) takes only two values 1 and −1, at least one of them, say c,
appears infinitely often: αλ(qi) = c, i = 1, 2, . . . . Then the polynomial f(q) = g(q)− c ·h(q),
has infinitely many zeros. Hence f ≡ 0 and αλ(q) ≡ c is constant. Specialization at q = 1
yields T 2w◦|q=1 = 1. Hence, αλ = 1.
(b) By definition of πλ, (5), w◦ = w
−1
◦ , (30), and (a):
σw◦π = σw◦πλπ = t
−1
λ σw◦ak(1⊗ zλ)π= t−1λ ak((−1)ℓ(w◦)T ∗′w◦ ⊗ Tw◦)(1⊗ zλ)π
= t−1λ (−1)ℓ(w◦)ak(1⊗ T 2w◦zλ)π = t−1λ (−1)ℓ(w◦)ak(1⊗ zλ)π
= (−1)ℓ(w◦)πλπ = (−1)ℓ(w◦)π.
Corollary 5.10. For ρ ∈ WΓ∧ki ,
σw◦(ρ) = (−1)
1
2
k(k−1)ρ and S(ρ) = (−1)kρ. (50)
Proof. Since WΓ
∧k
i and
⊕
λ∈Pk
Mor(1, φ(Πτλ)) are isomorphic linear spaces (by the proof
of Theorem 3.2 (i)), bi-invariant k-forms ρ are in one-to-one correspondence with rank 1
subidempotents π of
∑
λ∈Pk
Πτλ . Since ℓ(w◦) =
1
2
k(k − 1) the first part follows from
Lemma5.9. Combining this with Proposition 5.8 gives S(ρ) = (−1)kρ.
Now we are ready to complete the proof of Theorem3.2 (ii), (iii), and (iv). Using (50) and
(7) we obtain for ρ1 ∈ WΓ∧ki and ρ2 ∈ WΓ∧ni
ρ1 ∧ ρ2 = (−1)k+nS(ρ1 ∧ ρ2) =(−1)k+n+knS(ρ2) ∧ S(ρ1)
= (−1)k+n+kn+k+nρ2 ∧ ρ1=(−1)knρ2 ∧ ρ1.
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Let ρ ∈ WΓ∧ki . Since the differential d commutes with the antipode, increases the degree of
a form by 1, and maps bi-invariant forms into bi-invariant forms, again by (50) we have
dρ = d
(
(−1)kS(ρ)) = (−1)kS(dρ) = (−1)k(−1)k+1dρ = −dρ.
Hence, dρ = 0. Since d is linear, each bi-invariant form is closed.
Suppose ρ1, ρ2 ∈ WΓ∧ki represent the same de Rham cohomology class. Then there exists
ρ ∈ WΓ∧k−1i with ρ1 − ρ2 = dρ. Since d intertwines the right coaction ∆r on k − 1 and k
forms, the pre-image W = d−1(dρ) is a ∆r invariant subspace of WΓ
∧k−1
ℓ . Since ∆r↾〈dρ〉
is the trivial comodule, by Schur’s Lemma, ∆r↾W is a multiple of the trivial comodule.
Consequently, W ⊆ WΓ∧k−1i and dρ = 0. Hence, ρ1 = ρ2. The proof of Theorem3.2 is
complete.
6. Proof of Theorem3.3
Recall that a quadratic algebra, see [16, Sect. 3], is anN0-graded algebra B =
⊕
i≥0Bi with
B0 = C, B1 generates B, and the ideal of relations among the elements of B1 is generated
by a subspace Rel(B) ⊆ B1 ⊗ B1. It is convenient to write B = {B1,Rel(B)}. The dual
quadratic algebra to B = {B1,Rel(B)} is B! = {B∗1 ,Rel(B)⊥}. Here B∗1 denotes the dual
vector space to B1 and Rel(B)
⊥ = {t ∈ B∗1 ⊗ B∗1 : t(r) = 0, r ∈ Rel(B)}.
Proposition 6.1. Let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)) and let
Γ = Γ−τ,z. Then sΓ
∧
ℓ is a quadratic algebra. It is dual to the algebra
B(Rτ ) := C〈Lij : i, j = 1, . . . , N〉/(L2RˆτL2Rˆτ − RˆτL2RˆτL2).
Remark 5. The Proposition is also valid for bicovariant FODC on quantum groups of types
B, C, and D, when the corresponding Rˆ-matrices are used. The algebra B(R) is called
reflection equation algebra or algebra of braided matrices.
Proof. We carry out the proof for Γ = Γ+,z. The proof for Γ−,z is analogous. Throughout the
proof we sum over repeated indices. By definition, sΓ
∧
ℓ = {Γℓ, ker(I − σ+)} is a quadratic
algebra. Using a simple argument from linear algebra, (sΓ
∧
ℓ )
! = {Γ ∗ℓ , im(I − σ+)t}. Let
{Yij : i, j = 1, . . . , N} be a basis of Γ ∗ℓ dual to the basis {θij : i, j = 1, . . . , N} of Γℓ. We
identify the tensor algebra over Γℓ and Γ
∗
ℓ with the free associative unital complex algebra
C〈θij〉 and C〈Yij〉, respectively. Now we compute the relation subspace im(I−σt+) of (sΓ∧ℓ )!.
By (14), (39) and Rˆabrs = Rˆ
rs
ab we obtain
Yijkl := (I − σt+)prceijkl YprYce
= YijYkl − R´jkxy(Rˇ−1)ixpvRˆylwe(R`−)vwrc YprYce
= YijYkl − Rˆxjyk(Rˆ−1)vpxi Rˆylwe(R`−)vwrc YprYce
= YijYkl − Rˆykxj (Rˆ−1)xivpYprYceRˆweyl q−2w+2r(Rˆ−1)vrwc.
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We choose new variables Lab = q
2bYab, multiply the above equation by q
2l+2k(Rˆ−1)ajbk, and
sum over k and j (no summation over a, b, i, l):
Yijklq
2l+2k(Rˆ−1)ajbk = q
−2j+2k(Rˆ−1)ajbkL
i
jL
k
l − q2lRˆykxj (Rˆ−1)ajbkq2k−2xq2x(Rˆ−1)xivp
× LpzLceq−2eRˆweyl q−2w+2r(Rˆ−1)vrwc.
Since δaxδby = Rˆ
yk
xj (Rˆ
−1)ajbkq
2k−2x (no summation over x) by (39) we obtain in matrix notation
L2 = I ⊗ L
Yijklq
2l+2k(Rˆ−1)ajbk = q
−2b+2aLij(Rˆ
−1)ajbkL
k
l − q2l+2a−2e−2w(Rˆ−1)aivpLprLceRˆwebl (Rˆ−1)vrwc
= q−2b+2a(L2Rˆ
−1L2)
ai
bl − q−2b+2a(Rˆ−1L2)aivr(Rˆ−1)vrwc(L2Rˆ)wcbl .
Multiplying the above equation by q−2a+2b(Rˆ−1)blmn and summing over b, l (no summation
over a, i,m, n) gives
Laimn := Yijklq
2l+2k+2b−2a(Rˆ−1)ajbk(Rˆ
−1)blmn = (L2Rˆ
−1L2Rˆ
−1 − Rˆ−1L2Rˆ−1L2)aimn.
Since Yijkl = Lxiyzq
−2l−2vRˆyzvl Rˆ
vk
xj (no summation over l), 〈Lijkl : i, j, k, l = 1, . . . , N〉 = 〈Yijkl :
i, j, k, l = 1, . . . , N〉; the proof is complete.
It was shown by Majid [14, Theorem7.4.1 and Theorem10.3.1] that the vector space A(R)
admits another product such that A(R) becomes isomorphic to the associative unital al-
gebra B(R+). Note that changing the role of Rˆ and Rˆ−1 does not effect the definition of
A(R). Hence A(R), B(R+), and B(R−) are isomorphic as graded linear spaces. It is well
known that A(R) obeys a linear basis {(u11)k11(u12)k12 · · · (uNN)kNN : k11, k12, . . . , kNN ∈ N0},
see [17, Theorem3.5.1]. Hence B(Rτ ) has a Poincare´-Birkhoff-Witt basis too. By [18, The-
orem5.3], B(Rτ ) is Koszul. By [16, Proposition 7, Sect. 9] and by Proposition 6.1 we have
P (sΓ
∧
ℓ , t)P (B(R
τ ),−t) = 1. Hence P (sΓ∧ℓ , t) = (1 + t)N
2
. Note that sJ ⊆ WJ by (4). Since
P (sΓ
∧
ℓ , t) = P (WΓ
∧
ℓ , t) by Theorem3.1, the ideals sJ and WJ coincide; the proof of Theo-
rem3.3 (i) is complete.
Now we want to compare the universal exterior algebra with the second antisymmetrizer
exterior algebra. It turns out that the bi-invariant 2-form θ2 is useful to decide whether
or not these two differential Hopf algebras coincide. We often need the following formula.
Applying µ(S ⊗ id)∆ℓ, µ denotes the multiplication, to equation (13) gives
θ ⊳ a = ε(a)θ + ω(a). (51)
The next lemma is also of interest for its own.
Lemma 6.2. Let Γ be an inner bicovariant FODC over A with da = θa − aθ, a ∈ A. Let
Γ∧ be an arbitrary bicovariant differential calculus over A that contains Γ as its first order
part.
(i) Then we have for a ∈ A
θ2 ⊳ a = ε(a)θ2 + θω(a) + ω(a)θ − dω(a), (52)
(dθ) ⊳ a = ε(a)dθ + θω(a) + ω(a)θ − dω(a). (53)
(ii) If dθ = 2θ2 or if θ2 = 0, then Γ∧ is inner with dρ = θρ − (−1)nρθ, ρ ∈ Γ n. In this
situation θ2 is central in Γ∧.
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Proof. By (51) and (8) we have θ2 ⊳ a = θ ⊳ a(1)(θ ⊳ a(2)) = (ε(a(1))θ + ω(a(1)))(ε(a(2))θ +
ω(a(2))) = ε(a)θ
2+ θω(a) +ω(a)θ− dω(a). Using dθ b = d(θb) + θdb, θb = bθ+db, (51), and
(8) we obtain
dθ ⊳ a =
∑
Sa(1)dθa(2) =
∑
Sa(1)(d(θa(2)) + θda(2))
=
∑
Sa(1)d(a(2)θ + da(2)) +
∑
Sa(1)θa(2)Sa(3)da(4)
=
∑
Sa(1)(da(2)θ + a(2)dθ) +
∑
(ε(a(1))θ + ω(a(1)))ω(a(2))
= ω(a)θ + ε(a)dθ + θω(a)− dω(a).
(ii) Suppose first dθ = 2θ2. Taking the difference 2 × (52) − (53), we have 0 = θω(a) +
ω(a)θ − dω(a). Since each ρ ∈ Γ 1 can be written in the form ρ = ∑i biω(ai), ai, bi ∈ A,
dρ =
∑
i((θbi − biθ)ω(ai) + bi(θω(ai) + ω(ai)θ) = θρ+ ρθ. The proof for ρ ∈ Γ k, k ≥ 2, goes
by induction on k. We show θ2 is central. Inserting dω(a) = θω(a) + ω(a)θ into (52) gives
θ2 ⊳ a = ε(a)θ2. Equivalently, θ2a = aθ2. Since Γ is inner, θ2ρ = ρθ2, ρ ∈ Γ k, follows by
induction on k. Suppose now θ2 = 0. Let ρ =
∑
i aidbi be a 1-form. Then dρ =
∑
i daidbi =∑
i(θai−aiθ)dbi = θρ−
∑
i aiθ(θbi−biθ) = θρ+
∑
i ai(θbi−biθ)θ+
∑
i ai(−θ2bi+biθ2) = θρ+ρθ.
The proof for ρ ∈ Γ k, k ≥ 2, goes by induction on k.
Throughout the remainder let η = S (U) =
∑
i,j q
−2iωij⊗ωji. Note that (Γ⊗2)i = 〈ϑ⊗ ϑ, η〉
since dimMor(1, uc⊗u⊗uc⊗u) = 2. Using (16) and (51), similarly to the calculations in the
preceding lemma one gets
ϑ ⊳ a = nτ,zω(a) + ε(a)ϑ, (54)
(ϑ⊗ ϑ) ⊳ b = n2τ,zS (b) + nτ,z
(
ω(b)⊗ ϑ+ ϑ⊗ ω(b))+ ε(b)ϑ⊗ ϑ. (55)
By the definition of S , ω(a˜b) = ω(a) ⊳ b, (54), ω(U) = ϑ, and ε(U) = s one easily checks
S (ab) = S (a) ⊳ b+ (ω(a) ⊳ b(1))⊗ ω(b(2)) + ω(b(1))⊗ (ω(a) ⊳ b(2)) + ε(a)S (b), (56)
S (Ub) = η ⊳ b+ (2nτ,z + s)S (b) + ϑ⊗ ω(b) + ω(b)⊗ ϑ. (57)
Proposition 6.3. Let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)), Γ = Γτ,z,
and q be transcendental. Then uΓ
∧ ∼= sΓ∧ as differential Hopf algebras if and only if θ2 = 0
in uΓ
∧.
Proof. → Since θ is bi-invariant, (I − σ)(θ⊗Aθ) = 0. Hence θ2 = 0 in sΓ∧.
← Suppose θ2 = 0 in uΓ∧. By universality of uΓ∧, sΓ∧ is a quotient of uΓ∧. To the converse
relation. In [12, Sect. 5.3] it was shown that the quadratic algebra sΓ
∧
ℓ has defining relations
RˆτΘ2Rˆ
τΘ2Rˆ
τ +Θ2Rˆ
τΘ2 = 0. (58)
We have to prove that Θ = (θij), θ
i
j ∈ uΓ∧, satisfies (58). Then uΓ∧ would be a quotient of
sΓ
∧, and both differential Hopf algebras coincide.
Inserting a = uij into (52) and using −dω(uij) =
∑
x ωixωxj (by (8)), we have θωij + ωijθ +∑
x ωixωxj = 0, i, j = 1, . . . , N . In matrix notation Ω = (ωij), θΩ +Ωθ +ΩΩ = 0. By (16),
θ2 = 0, and z2rτ 6= 0 we obtain
rτΘΘ + θΘ +Θθ = 0. (59)
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We complete the proof for the sample Γ = Γ+,z. The proof for Γ = Γ−,z is analogous and
uses Rˆ−2 = −qˆRˆ−1 + I instead of Rˆ2 = qˆRˆ + I. Applying ⊳ u to (59), using Rˆ2 = qˆRˆ + I,
and again (59) (to the underlined terms) we have
0 =(r+Θ1Θ1 + θΘ1 +Θ1θ) ⊳ u2 = (r+Θ1 + θI1) ⊳ u2(Θ1 ⊳ u2) + (Θ1 ⊳ u2)(θI1 ⊳ u2)
=(r+zRˆΘ2Rˆ + r+zΘ2 + zθ)zRˆΘ2Rˆ + r+z
2RˆΘ2RˆΘ2 + z
2RˆΘ2θRˆ
=r+z
2RˆΘ2(qˆRˆ + I)Θ2Rˆ + r+z
2Θ2RˆΘ2Rˆ + z
2Rˆ(θΘ2 +Θ2θ)Rˆ + r+z
2RˆΘ2RˆΘ2
=r+z
2(qˆRˆΘ2RˆΘ2Rˆ +Θ2RˆΘ2Rˆ + RˆΘ2RˆΘ2) = r+z
2Rˆ(RˆΘ2RˆΘ2Rˆ +Θ2RˆΘ2).
Since r+z
2Rˆ is invertible, Θ satisfies (58); this completes the proof.
Before proving θ2 = 0 for all cases except for N = 2, τ = +, and z2 = q−2, we need
a rather technical lemma that describes the right ideal Rτ,z, nτ,z 6= 0. First recall the
defining parameters (for nτ,z, rτ and r± see before (15); for s± see before (38)). We use the
same notations as in [22, 23]. For ǫ ∈ {+,−} define (vǫ)ij :=
∑
k,n,m q
−2k(Pǫ)
ki
nmu
n
ku
m
j , and
Vǫ :=
∑
i q
−2i(vǫ)
i
i. Set ντ,z = n
−1
τ,z(q
−2τz−N − 1) and
s
+
τ = s + q
τrτ qˇ, s
−
τ = s + q
−τrτ qˇ,
t+ = s + 1, t− = s − q−2N ,
αǫ = qˇ
2
s
−1
ǫ , γǫ = qqˇs
−1
t
−1
ǫ ,
λ+τ,z = qˇ
−1qτzs+, λ
−
τ,z = qˇ
−1q−τzs−,
µ+τ,z = t+(z
2
s
+
τ − s)(qqˇnτ,z)−1, µ−τ,z = t−(z2s−τ − s)(qqˇnτ,z)−1.
The following identities are easily checked
q2τs+ + q
−2τ
s− = s
+
τ + s
−
τ = 2s + rτ qˇ
2, (60)
qτs+ + q
−τ
s− = qˇ(s + rτ ). (61)
By (61), λτ,z := λ
+
τ,z + λ
−
τ,z = zrτ . Define the N
2×N2-matrices Pι = (Pι)abrs, ι = 0, 1, by
(P0)
ab
rs =
1
s
q−2aδabδrs, P1 = I − P0. Obviously, P0 and P1 are projection operators and span
Mor(uc⊗u). For (ǫ, ι) ∈ {+,−} × {0, 1} define the map Qǫ,ι ∈ End(V ⊗2, V ⊗4) by
(Qǫ,ι)
abmn
rs =
∑
x,y,z
(Pǫ)
ab
xy(Pι)
mn
yz (Pǫ)
xz
rs .
Since Pǫ ∈ Mor(u⊗u) and Pι ∈ Mor(uc⊗u), Q ∈ Mor(u⊗u, u⊗u⊗uc⊗u) is easily checked.
Lemma 6.4. Let Γ = Γτ,z. (i)
uaru
b
s − δarδbs ≡
∑
ǫ,ι,m,n
cǫ,ι(Qǫ,ι)
abmn
rs u˜
m
n mod Rτ,z, (62)
where cǫ,1 = αǫλ
ǫ
τ,z and cǫ,0 = sγǫµ
ǫ
τ,z.
(ii)
S (uaru
b
s) =
∑
ǫ,ι,ι′
cǫ,ιcǫ,ι′(Qǫ,ι)
abmn
xy (Qǫ,ι′)
xyvw
rs ωmn ⊗ ωvw,
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(summation over m,n, x, y, v, and w).
(iii) S (Wǫ) = A
ǫ
τ,zη +B
ǫ
τ,zϑ⊗ ϑ, where Wǫ = Vǫ − µǫτ,zU and
Aǫτ,z = αǫ(λ
ǫ
τ,z)
2 − µǫτ,z, Bǫτ,z = γǫ(µǫτ,z)2 − s−1αǫ(λǫτ,z)2. (63)
Proof. (i) Throughout the proof we sum over repeated indices. Recall [23, formula (2), (3),
p. 318]: (v±)
i
j − 1sδijV± ≡ λ±τ,z(uij − 1sδijU) mod Rτ,z and
W˜ǫ = V˜ǫ − µǫτ,zU˜ ≡ 0 mod Rτ,z. (64)
Inserting this into the main formula of the proof of [22, Lemma4.4]
uaru
b
s − δarδbs ≡ s−1+ qˇ2(P+)abxyv˜+yz(P+)xzrs + s−1− qˇ2(P−)abxyv˜−yz(P−)xzrs
− qqˇs−1+ t−1+ (P+)abrsV˜+ − qqˇs−1− t−1− (P−)abrsV˜−,
and using sǫ = q
−1qˇ tǫ − s, a number of long computations gives (62).
(ii) By the definition of S , (62), and ω(a) = ω(b) for a ≡ b mod Rτ,z,
S (uaru
b
s) = ω(u
a
xu
b
y)⊗ ω(uxruys) =
∑
ǫ,ǫ′ι,ι′
cǫ,ιcǫ′,ι′(Qǫ,ι)
abmn
xy (Qǫ′,ι′)
xyvw
rs ωmn ⊗ ωvw.
Since PǫPǫ′ = δǫ,ǫ′Pǫ, (ii) follows as claimed.
(iii) By definition of Vǫ, PǫPǫ′ = δǫ,ǫ′Pǫ, and q
−2x−2y(Pǫ)
ij
xy = q
−2i−2j(Pǫ)
ij
xy (no summation),
S (Vǫ) = q
−2i−2j(Pǫ)
ij
xy
∑
ǫ′,ι,ι′
cǫ′ιcǫ′ι′(Pǫ′)
xy
ab (Pι)
mn
bc (Pǫ′)
ac
ed(Pι′)
vw
df (Pǫ′)
ef
ij ωmn ⊗ ωvw
= q−2x−2y
∑
ι,ι′
cǫιcǫι′(Pǫ)
xy
ab (Pι)
mn
bc (Pǫ)
ac
xd(Pι′)
vw
dy ωmn ⊗ ωvw.
Note that Tǫ = (T
bcdy
ǫ ), T
bcdy
ǫ = q
−2x−2y(Pǫ)
xy
ab (Pǫ)
ac
xd (no summation over y), belongs to
Mor(1, uc⊗u⊗uc⊗u). Since there exists a linear isomorphism of the latter space onto
Mor(uc⊗u), it is two-dimensional. The two morphisms Q0 and Q1, Qbcdyι := q−2y(Pι)bcyd,
ι = 0, 1 (no summation over y), form a basis of Mor(1, uc⊗u⊗uc⊗u). By (39), Tǫ =
α−1ǫ Q1 + s
−1γ−1ǫ Q0. Moreover, (Pι ⊗ Pι′)Qι′′ = δι,ι′δι,ι′′Qι, Qmnvw0 ωmn ⊗ ωvw = 1sϑ ⊗ ϑ,
and Qmnvw1 ωmn ⊗ ωvw = η − 1sϑ⊗ ϑ. Hence,
S (Vǫ) = (α
−1
ǫ c
2
ǫ,1Q
mnvw
1 + s
−1γ−1ǫ c
2
ǫ,0Q
mnvw
0 )ωmn ⊗ ωvw
= αǫ(λ
ǫ
τ,z)
2η +
(
γǫ(µ
ǫ
τ,z)
2 − s−1αǫ(λǫτ,z)2
)
ϑ⊗ ϑ. (65)
Since S (1) = 0 and S (U) = η, the proof of (iii) is complete.
Lemma 6.5. Let A be one of the Hopf algebras O(GLq(N)) or O(SLq(N)). Let Γ = Γτ,z,
R = Rτ,z, and suppose nτ,z 6= 0. Then for N ≥ 3, τ ∈ {+,−}, and for N = 2, τ = +, and
z2 6= q−2 we have ϑ2 = 0 in uΓ∧.
Proof. The proof divides into two parts. The easy part is z2N 6= q−4τ . Treating the critical
values zN = q−2τ and zN = −q−2τ is more difficult. Note that the condition zN = q−2τ is
necessary (!) for A = O(SLq(N)), see before (10). To make notations simpler, throughout
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the proof we skip the index τ, z in Aǫτ,z, B
ǫ
τ,z, nτ,z, ντ,z, λ
ǫ
τ,z, µ
ǫ
τ,z, and λτ,z.
Case 1. q4τz2N 6= 1. By [23, formula (3) p. 318], and by [23, Theorem2.1 (iii)]
T˜ ≡ νU˜ mod R and D˜ ≡ −zN q2τνU˜ mod R.
Since D and T are group-like, by S (U˜) = η, and by ω(U˜) = ϑ,
S (T˜ − νU˜) = ν2ϑ⊗ ϑ− νη,
S (D˜ + zNq2τνU˜) = z2Nq4τν2ϑ⊗ ϑ+ zNq2τνη.
(66)
Since q2τzN 6= 1, ν 6= 0; hence η = νϑ2 = −zNq2τνϑ2 in uΓ∧. Thus ϑ2 = 0 since q2τzN 6= −1.
Case 2. (zNq2τ − 1)(zNq2τ + 1) = 0.
We set x := U˜U − λU˜ . Note that x = W˜+ + W˜−. By (64) and by µ+ + µ− = λ + s, x ≡ 0
mod R. By Lemma6.4 (iii), S (x) = Aη +Bϑ⊗ ϑ where A = A+ + A− and B = B+ +B−.
Inserting b = U into (55) and b = U˜ into (57) the preceding gives
(ϑ⊗ ϑ) ⊳U = n2η + (2n + s)ϑ⊗ ϑ, η ⊳U = (A− n + s)η + (B − 2)ϑ⊗ ϑ. (67)
By (56), S (rb) = S (r) ⊳ b, r ∈ R, b ∈ A. In particular, for r = x and b = U it follows from
(67) that
S (xU) = Aη ⊳U +B(ϑ⊗ ϑ) ⊳ U
= (A(A− n + s) +Bn2)η + (A(B − 2) +B(2n + s))ϑ⊗ ϑ (68)
=: A′η +B′ϑ⊗ ϑ.
Suppose the matrix
(
A B
A′ B′
)
is regular. Then ϑ⊗ϑ is a linear combination of S (x)
and S (xU). Hence ϑ ⊗ ϑ ∈ S (R) as desired. Otherwise the matrix is singu-
lar, equivalently (A − nB)(2A − nB) = 0. Repeating the above argumentations with
{S (x),S (W˜+U)}, {S (x),S (W˜−U)}, {S (W˜+),S (W˜+U)}, and {S (W˜−),S (W˜−U)} in-
stead of {S (x),S (xU)}, we end up with ϑ⊗ϑ ∈ S (R) or two possibilities: 2A+ =
nB+, 2A− = nB− or A+ = nB+, A− = nB−.
Case 2.1. 2Aǫ = nBǫ, ǫ ∈ {+,−}. Suppose first N ≥ 3. Since q is transcendental λǫ is
nonzero. Inserting the values (63) for Aǫ and Bǫ, using γǫµ
ǫ = s−1n−1(z2sǫτ−s) and λ = s+n
we have
2αǫ(λ
ǫ)2 − 2µǫ = nz
2
s
ǫ
τ − s
sn
µǫ − λ− s
s
αǫ(λ
ǫ)2,
(λ+ s)αǫ(λ
ǫ)2 = (z2sǫτ + s)µ
ǫ. (69)
Suppose µǫ = 0 for some ǫ ∈ {+,−}. By (69), λ+ s = zrτ + s = 0, because αǫ(λǫ)2 6= 0. By
the definition of µǫ, z2sǫτ − s = 0. Thus z = −q−ǫτ and q is a root of unity. This contradicts
our assumption. Hence µ+µ− 6= 0. Inserting λ+ s = µ+ + µ− into (69) yields
µ+(α+(λ
+)2 − z2s+τ − s) = −α+(λ+)2µ−,
µ−(α−(λ
−)2 − z2s−τ − s) = −α−(λ−)2µ+.
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We take the product of both equations, divide by µ+µ− and afterwards insert αǫ(λ
ǫ)2 =
q2ǫτz2sǫ. This gives
α+(λ
+)2(z2s−τ + s) + α−(λ
−)2(z2s+τ + s) = (z
2
s
−
τ + s)(z
2
s
−
τ + s),
z2
(
q2τs+(z
2
s
−
τ + s) + q
−2τ
s−(z
2
s
+
τ + s)
)
= z4s+τ s
−
τ − z2s(s+τ + s−τ ) + s2.
By (60) the coefficient of z2 vanishes. Inserting sǫτ = s + q
τǫrτ qˇ yields
0 = z4(q2τs+(s + q
−τrτ qˇ) + q
−2τ
s−(s + q
τrτ qˇ)− (s + q−τrτ qˇ)(s + qτrτ qˇ))− s2,
0 = z4((q2τs+ + q
−2τ
s−)s + (q
τ
s+ + q
−τ
s−)qˇrτ − s2 − srτ qˇ2 − r2τ qˇ2).
Using (60), (61), and s 6= 0 we have z4(s + qˇ2rτ ) − s = 0. Since z2N = q−4τ , this gives for
τ = +
(q2N+2 + q2N + q2N−6 + q2N−8 + · · ·+ 1)N − q8(q2N−2 + q2N−4 + · · ·+ 1)N = 0,
and for τ = −
(q2N+2 + q2N + · · ·+ q8 + q2 + 1)N − q4N−8(q2N−2 + q2N−4 + · · ·+ 1)N = 0.
This contradicts our assumption that q is transcendental. Hence 2Aǫ = nBǫ is impossible for
N ≥ 3. Now let N = 2, Γ = Γ+,z, z2 = −q−2. Corresponding to z = ±iq−1 (i =
√−1), the
defining parameter are λ = λ+ = ±i(q−1 + q−5), α+λ = ±i(q + q−1), µ+ = −n−1(1 + q−2 +
q−4)(q−2+q−6), n = ±iq−1−q−2−q−4±iq−5, γ+(µ+)2 = n−2(q4+q2+1)(q−2+q−6)2. Inserting
these values into (63), elementary transformations of equation 2A+ − nB+ = 0 lead in both
cases to (q2 + 1)2(q4 + 1) = 0. This contradicts our assumption that q is transcendental.
Case 2.2. Aǫ = nBǫ, ǫ ∈ {+,−}. Similarly to the derivation of (69) we obtain λαǫ(λǫ)2 =
z2µǫsǫτ . Inserting αǫ(λ
ǫ)2 = q2ǫτz2sǫ and dividing by z
2 we get q2ǫτλsǫ = µ
ǫ
s
ǫ
τ . Using
q2τǫsǫ = τǫqˆ
−1qˇrτ + s
ǫ
τ , subtracting λs
ǫ
τ , and multiplying by s
−ǫ
τ gives
λτqˆ−1qˇrτs
−
τ = s
+
τ s
−
τ (µ
+ − λ),
−λτqˆ−1qˇrτs+τ = s+τ s−τ (µ− − λ).
Taking the sum of both equations, using µ++µ− = λ+ s, and s−τ − s+τ = −pτ qˆqˇrτ we obtain
−λqˇ2r2τ = (s − λ)s+τ s−τ . Hence λ =
ss
+
τ s
−
τ
(s+τ s
−
τ − qˇ2r2τ )
. Using s+τ s
−
τ − qˇ2r2τ = s(s + rτ qˇ2) gives
λ =
s
+
τ s
−
τ
s + rτ qˇ2
. Inserting λ = z(s + rτ ) we finally have
z(s + rτ )(s + rτ qˇ
2) = (s + qτ qˇrτ )(s + q
−τ qˇrτ ).
Since z2N = q−4τ , we conclude that q is algebraic. This contradicts our assumption; the case
Aǫ = nBǫ is impossible. Summarising the results of Case 2.1 and Case 2.2, ϑ2 = 0 in uΓ
∧,
and the proof is complete.
Combining the preceding with Proposition 6.3 and using θ2 = n−2ϑ2 proves Theorem3.3 (ii).
To prove Theorem3.3 (iii) we will show that (kerA2)ℓ = S (R) ⊕ 〈ϑ ⊗ ϑ〉. Since (Γ⊗)ℓ is a
free associative algebra, this proves ϑ⊗ ϑ 6∈ uJ . In Step 1 we will demonstrate ϑ⊗ϑ6∈S (R).
In Step 2 we will show that dimS (R) ≥ 9. Since dim(kerA2)ℓ = 10, by Theorem3.1, and
since S (R) ⊆ (kerA2)ℓ this proves the assertion. The remainder of this section is exclu-
sively concerned with the calculus Γ+,z, z
2 = q−2, on O(GLq(2)) or O(SLq(2)), so we skip
the index +, z.
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Step 1. We fix A = O(GLq(2)) and discuss the the necessary modifications for A =
O(SLq(2)) parallel. Roughly speaking, all conclusions remain valid if we formally set
D = T = 1. Let us collect the defining parameters. Since ν = 0, T˜ and D˜ belong to
R, and furthermore, by (66), S (T ) = S (D) = 0. We have λ− = µ− = 0. Corresponding
to z = ±q−1 we find n = ±q−1 − q−2 − q−4 ± q−5 and
λ+ = ±(q−1 + q−5), c+,1 = ±qˇ,
µ+ = ±q−5(q ± 1)2(q2 ∓ q + 1), c+,0 = ±qˇ(q ± 1)2(q2 ± q + 1)−1,
A = q−6(q ∓ 1)(q5 ∓ 1), B = ±2q−1(q5 ∓ 1)(q3 ∓ 1)−1.
Our aim is to show that ξ = S (x), x = U˜U − λU˜ , is the only bi-invariant element of
S (R). Since A is cosemisimple and since S : R → Γℓ ⊗ Γℓ intertwines Adr and ∆r,
ker(S ↾R) has an Adr-invariant complement R1 in R where S acts injectively. Thus
if S (r), r ∈ R, is bi-invariant, r1 = (S ↾R1)−1(S (r)) satisfies S (r1) = S (r) and
Adr(r1) = r1 ⊗ 1. Consequently, the subspace of bi-invariant elements of S (R) equals
S (Rinv), where Rinv = R ∩Ainv and Ainv = {a ∈ A : Adr a = a⊗ 1}.
We are going to describe Ainv. Let v = (vij) be an irreducible corepresentation of A. Since
Adr v
i
j =
∑
vxy ⊗ (vc⊗v)xyij , by Schur’s Lemma there is a unique up to scalars Adr-invariant
element ζ(v), ζ(v) ∈ 〈vij〉. On the other hand since A is cosemisimple, Ainv =
⊕
v〈ζ(v)〉,
where we sum over all irreducible corepresentations v of A. The set of irreducible corepre-
sentations of O(GLq(2)) and O(SLq(2)) has been described in [11, Sects. 11.5 and 4.2]. Each
corepresentation of A can be obtained from 1, u, D, and T (resp. 1 and u for O(SLq(2))) by
taking tensor products, direct sums, and formal differences. Using suitable normalisation,
ζ(v ⊗ w) = ζ(v)ζ(w) and ζ(v ⊕ w) = ζ(v) + ζ(w) for irreducible corepresentations v and
w. Consequently, Ainv = C[U,D, T ] (resp. Ainv = C[U ] for O(SLq(2))). Next we will show
that R′ := {x, D˜, T˜ }Ainv (resp. R′ := xAinv for O(SLq(2))) coincides with Rinv. For we will
prove that
Ainv = R′ + 〈U〉+C. (70)
Since Da = D˜a+ a ∈ R′ + a and T a = T˜ a + a ∈ R′ + a, a ∈ Ainv, it suffices to prove that
Uk ∈ R′+ 〈U〉+C, k ∈ N0. For k = 0, 1 this is trivial. For k ≥ 2 use U2 = x+(λ+s)U−λs
and induction on k. Moreover (15) implies Ainv = Rinv ⊕ 〈U〉 ⊕ C. Hence by the above
equation, codimAinv R′ ≤ 2 = codimAinv Rinv. Since R′ ⊆ Rinv, R′ = Rinv.
By (55) and (57), η ⊳D±1 = η and (ϑ⊗ϑ) ⊳D±1 = ϑ⊗ϑ. Hence ξ ⊳D±1 = ξ. By the
preceding and since S (ra) = S (r) ⊳ a, r ∈ R, a ∈ A, we have S (Rinv) = S (R′) =
S (x) ⊳Ainv = ξ ⊳Ainv. Consequently, S (Rinv) = ξ ⊳C[U ] because D and T act trivial on
ξ. Thus S (Rinv) = 〈ξ〉 since ξ ⊳U = (A+ λ)ξ by (68). This completes the proof of Step 1.
Step 2. All arguments go through for both A = O(GLq(2)) and A = O(SLq(2)). We will
show that S acts injectively on each of the subspaces spanned by the following five resp.
three elements of R:
(u11)
2 + q2(u22)
2 − (1 + q2)(u11u22 + q−1u12u21), (u12)2, (u21)2, u12(u11 − u22), u21(u11 − u22),
(U − zr+)u12, (U − zr+)u21, (U − zr+)(u11 − u22),
cf. [26, (1.24) and (1.25)]. Since both subspaces are minimal with respect to Adr and since S
intertwines Adr and ∆r, it suffices to prove that S is non-zero on each of these subspaces. By
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Lemma6.4 (ii) and since (P−)
11
xy = 0, (P+)
11
xy = δx1δy1, (P+)
ce
22 = δc2δe2, and (P+)
1z
2d = qˇ
−1δz2δd1
we obtain
S (u12u
1
2) =
∑
ǫ,ι,ι′
cǫ,ιcǫ,ι′(Pǫ)
11
xy(Pι)
mn
yz (Pǫ)
xz
cd (Pι′)
vw
dl (Pǫ)
ce
22ωmn ⊗ ωvw,
=
∑
ι,ι′
c+,ιc+,ι′(Pι)
mn
1z (P+)
1z
2d(Pι′)
vw
d2 ωmn ⊗ ωvw,
=
∑
ι,ι′
qˇ−1c+,ιc+,ι′(Pι)
mn
12 (Pι′)
vw
12 ωmn ⊗ ωvw = qˇ−1c2+,1ω12 ⊗ ω12 = qˇω12 ⊗ ω12.
Since q2 + 1 6= 0, S is injective on the 5-dimensional subspace.
In a similar way we will compute some part of S
(
(U−λ)u12
)
= q−2S (u11u
1
2)+q
−4S (u22u
1
2)−
λ(ω11 ⊗ ω12 + ω12 ⊗ ω22). With the abbreviation (ωι)ij =
∑
mn(Pι)
mn
ij ωmn one gets
S (u11u
1
2) =
∑
ι,ι′
qˇ−2c+,ιc+,ι′
(
(ωι)12 ⊗ (ωι′)11 + q2(ωι)12 ⊗ (ωι′)22 + qqˇ(ωι)11 ⊗ (ωι′)12
)
,
S (u22u
1
2) =
∑
ι,ι′
qˇ−2c+,ιc+,ι′
(
(ωι)22 ⊗ (ωι′)12 + q−2(ωι)11 ⊗ (ωι′)12 + q−1qˇ(ωι)12 ⊗ (ωι′)22
)
.
For the coefficient of ω12 ⊗ ϑ in S
(
(U − λ)u12
)
with respect to the basis {ω12, ω21, ω11 −
s
−1ϑ, ϑ} we get
q2qˇ−1(q2 ± q + 1)−1(q−1 + q−5)(q4 ± q3 + q2 ± q + 1).
Since q is not a root of unity, S
(
(U − λ)u12
)
is nonzero. Hence S is injective on the 3-
dimensional subspace. The proof of (kerA2)ℓ = S (R) ⊕ 〈ϑ ⊗ ϑ〉 is complete. To the last
assertion. Obviously 2A− nB = 0. Since ξ = Aη + Bϑ ⊗ ϑ, η = −2n−1ϑ2 in uΓ∧. By (16)
and by η = −dϑ, dθ = 2θ2. Thus by Lemma6.2 (ii), θ2 is central and uΓ∧ is inner; this
completes the proof.
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