[1] Because of uncertainty and variability in input parameter values, watershed-scale water quality modeling can result in significant output uncertainty. Quantifying this uncertainty is very important for policy makers and stakeholders who rely on the output of these models for watershed management. Given the large number of parameters in these complex models, a preliminary sensitivity analysis is needed before the uncertainty analysis. A few sensitivity studies have been conducted for watershed models, but efficiently selecting critical parameters for the uncertainty analysis remains an issue. This study aimed to (1) develop a framework for systematically conducting a preliminary sensitivity analysis for complex watershed models using generalized sensitivity analysis (GSA) as a global technique and (2) evaluate the relevance of incorporating management concerns in the preliminary sensitivity analysis and its impact on parameter selection. Although the proposed approach is valid for any complex watershed model, for this study the Watershed Analysis Risk Management Framework (WARMF) model was implemented using data from the Santa Clara River in southern California. To simulate hydrology, sediment, and pesticide transport, 121 parameters are needed for a single catchment/reach combination; an efficient selection method is paramount for an uncertainty analysis. The results show that GSA can be implemented efficiently, yielding insights into model and parameter behavior. The sensitivity analysis must consider management concerns early on in the process to identify parameters and parameter values that can influence management decisions. The number of parameters that must be considered in a subsequent uncertainty analysis was significantly reduced. This study also provides guidance for future research on parameter sensitivity and uncertainty in complex watershed models.
Introduction
[2] In recent years, watershed-scale water quality models, such as HSPF [e.g., Bicknell et al., 2001] , SWAT [e.g., Neitsch et al., 2001] and WARMF [Chen et al., 1996 [Chen et al., , 1999 [Chen et al., , 2004 Systech Engineering, 2001 , Keller et al., 2004 , have gained increased use for watershed-scale water quality analysis. Although these physically based models have considerable spatial and temporal complexity, preparing any one of these models for simulation involves significant parameter uncertainty resulting from natural variability and/or imperfect knowledge Zheng, 2006a, 2006b] . A systematical approach for conducting an uncertainty analysis would be very useful for modelers implementing these models, as well as for policy makers and other stakeholders that depend on the output of these models to make decisions. For example, while these models have been applied in total maximum daily load (TMDL) calculations to support decision-making, the unaddressed estimation of uncertainty often leads to indefensible decisions with regards to the margin of safety for the TMDL. However, a complete uncertainty analysis for any of these models is practically infeasible due to the large number of model parameters. A preliminary sensitivity analysis (SA) which can efficiently reduce the number of parameters for further uncertainty analysis is therefore critical. There are many general techniques available for conducting SA, including nominal range sensitivity methods (i.e., local sensitivity analysis), differential analyses, Monte Carlo analyses, response surface methods (RSM), Fourier amplitude sensitivity test (FAST) and others [e.g., Helton, 1993; Hamby, 1994; Frey and Patil, 2002] . However, performing a SA for complex watershed models remains a challenge.
[3] A few studies on SA have been conducted for watershed-scale modeling, although most address only hydrology and/or sediment transport. Nominal range sensitivity methods are the most common choice [Fontaine and Jacomino, 1997; Spruill et al., 2000; Lenhart et al., 2002] , which vary only one input parameter at a time across its entire range, holding all other parameters at their nominal or base case values. Muleta and Nicklow [2005] applied Monte Carlo simulation coupled with stepwise regression analysis to evaluate the SWAT model. Francos et al. [2003] developed a two-step procedure (Morris screening plus FAST) to study the parameter sensitivity of SWAT in a quantitative manner. These studies enhance the understanding of parameter uncertainty in watershed modeling, but the methods have limited capability in terms of dealing with many parameters. Nominal range sensitivity methods do not consider parameter interactions and nonlinearity, which are two prominent characteristics of complex watershed models that need to be considered. Monte Carlo simulation with stepwise regression analysis is a global technique, but a specific form of regression model needs to be arbitrarily assumed, which may be quite problematic when the number of parameter is large and the interactions among parameters are complex. Morris screening [Morris, 1991] is an innovative approach, although it is still a local technique and requires multiple experiments to obtain stability. Francos et al. [2003] considered only first-order effects. For complex models, it may be more correct to examine crossed or higher-order interactions, with more complex Morris designs. Whether and how efficiently such designs can be carried out for watershed models remains unanswered. All of the above mentioned studies only analyzed a limited number (15 -44) of parameters, using arbitrary preselection. In addition, these studies used either mean values of outputs [Fontaine and Jacomino, 1997; Lenhart et al., 2002; Francos et al., 2003] or goodness of fit indices [Spruill et al., 2000; Muleta and Nicklow, 2005] as the indicators of sensitivity, neglecting the importance of temporal variation and extreme events.
[4] In this study, we selected generalized sensitivity analysis (GSA, also called regionalized sensitivity analysis, RSA) as an alternative for conducting a preliminary SA. A description of GSA is provided in section 2. This Monte Carlo based technique, was first applied to the problem of eutrophication Spear, 1980, 1981; Spear and Hornberger, 1980] . It has been used for many different problems, including water quality [Lence and Takyi, 1992; Spear et al., 1994; Smith and Wheater, 2004] , population dynamics [Auslander, 1982] , toxicology [Spear et al., 1991] and nuclear safety [Cook and Gimblett, 1991] . Recent studies concentrated on integrating GSA into the calibration procedure for hydrologic and soil-vegetation-atmosphere transfer (SVAT) models [Yapo et al., 1998; Bastidas et al., 1999; Demarty et al., 2004 Demarty et al., , 2005 . However, these applications were only for models up to a medium level of complexity. To our knowledge, no studies have explored the applicability of GSA to these complex watershed models. One major obstacle, as Lenhart et al. [2002] pointed out, may be the computational effort involved. Nevertheless, we selected GSA because of its conceptual simplicity, theoretical soundness, global analysis nature and direct link with management concerns. Several strategies are developed in this study to address computational effort.
[5] Watershed Analysis Risk Management Framework (WARMF) was used as an example of a complex watershed model. Streamflow (Q), suspended sediment (SS) concentration and diazinon concentration (C) were the output variables investigated. Up to 121 catchment, river reach or general parameters were taken into account and assigned a range of values. A series of computational experiments were carried out on a single catchment.
[6] The objective of this study was to (1) develop a framework for systematically conducting a preliminary sensitivity analysis for complex watershed models using generalized sensitivity analysis as a global technique; and (2) evaluate the relevance of incorporating management concerns in the preliminary sensitivity analysis and their impact on parameter selection. Overall, the study provides guidance for future research on parameter sensitivity and uncertainty in complex watershed models. This study is an initial and critical step for developing a systematic approach to quantifying uncertainty in watershed-scale water quality modeling and management. The framework for sensitivity analysis presented here can be applied to any watershedscale water quality model.
Brief Description of GSA
[7] The basic idea underlying GSA concerns the degree to which a priori distributions of parameter values can be separated under a behavioral classification of the model simulations resulting from applying these distributions . A behavior is any system response of interest (e.g., a concentration threshold is exceeded, or a critical low-flow condition occurs). By sampling the a priori parameter value distributions, one can construct q, a vector that contains the parameter values for a given realization. Furthermore, a matrix X can be constructed which includes all the parameter values to be used in all the realizations that will be used in the Monte Carlo simulation, using the q vectors. An arbitrary element of q is referred as q k . Multiple model responses can then be obtained using X. If a simulation results in the behavior (e.g., the concentration threshold IS exceeded at a given frequency, duration and/or level), the simulation is allocated to the behavioral set B, otherwise, it goes to the nonbehavioral set B. If f(q k ) is the a priori distribution of q k , then one can ask, from a univariate perspective, whether the following equation holds,
that is, if the conditional distributions of q k show any difference under the behavioral classification. A Kolmogorov-Smirnov two-sample test (K-S test) is used to prove or disprove equation (1) at a specific significance level a. This nonparametric hypothesis testing method utilizes the statistic
In equation (2), x refers to q k ; S n (x) and S m (x) are two experimental cumulative distribution functions (cdf) associated with B and B, respectively; n and m are the number of realizations belonging to B and B, respectively. The null hypothesis H 0 is f(q k jB) = f(q k j B). A p value is calculated together with the test statistic d n,m . The smaller the p value (i.e., the larger the d n,m ), the stronger the evidence against the null hypothesis. GSA uses d n,m or p value as a ranking index for parameter sensitivity.
[8] However, equation (1) is necessary but not sufficient for testing sensitivity. It is possible that the distribution of a parameter may result in no significant separation under the behavioral classification, and yet the induced covariance between this parameter and other parameters could be crucial to the occurrence of behavior. A principal compo-nents analysis (PCA) of the covariance matrix for the specific behavior has been proposed to deal with this multidimensional problem [Hornberger and Spear, 1981] . If a principal component exhibits significant separation under the behavioral classification, in terms of d n,m , the weights of the individual parameters in that component indicate the importance of each parameter in explaining the separation.
[9] Despite its theoretical soundness, some practical issues need to be addressed when GSA is applied to complex watershed models. First, the significance level a in the hypothesis testing procedure is a ''statistical significance'', not a ''practical significance''. At least within a certain range, as a increases more parameters may be identified as sensitive ones. However, it is also possible that a parameter exhibits significant separation of behaviors with a very protective value of a (e.g., a = 0.01), yet the actual magnitude of its effect on the output is small. Protective in this case means one is more confident about the composition of the list of sensitive parameters. Any parameter can be sensitive in some region of its domain. If we sample more and more of the parameter space, the sensitive region for a specific parameter may have increasing chances of being sampled, and the null hypothesis may eventually be denied by the K-S test at a given level of a. Second, the K-S test examines a single maximum difference d n,m between two distributions. This nonparametric test has low efficiency. The results of the statistical test are sensitive to many factors, including differences in mean, variance, presence of outliers, type of skewness and kurtosis, number of modes, and so on. Wang [1993] provided an example of how the K-S test may result in misleading outcomes. To address these practical issues, in this study judgment on the sensitivity of a parameter is based on the extent to which a management concern is affected by excluding one parameter, or a set of parameters, rather than solely on the p value or d n,m .
Methods

Watershed Model
[10] WARMF simulates a variety of watershed processes, including catchment and stream hydrology, temperature fluctuations, sediment movement, plant growth, nutrient cycles, pesticide decay, oxygen demand, etc. The model tracks the flow paths of precipitation to the canopy, snowpack, and surface layer, and then through soil layers and streams to downstream water bodies, including lakes if applicable. Along each flow path, the chemistry module performs calculations for mass balance, chemical reactions, metabolism and adsorption. The typical timescale of simulation is a daily time step, although recently the model was implemented at an hourly time step. The submodels embedded are adapted from many well established algorithms. The computing engine of WARMF is taken from ILWAS [Gherini et al., 1985] . Algorithms for sediment erosion and pollutant transport from farm lands and other land uses were adapted from ANSWERS [Beasley et al., 1980] and USLE [Meyer and Wischmeier, 1969] . The pollutant accumulation and wash-off from urban areas was adapted from SWMM [Rossman, 2005] . Significant modifications were also made on sediment dynamics, point source simulation, lake simulation, incorporation of additional conventional and nonconventional contaminants, among other changes [Systech Engineering, 2001] . WARMF has been integrated into the U.S. Environmental Protection Agency's (USEPA) BASINS framework as an additional tool for watershed analysis, prompting a need to quantify the sensitivity of the parameter values. A detailed description of the equations considered in WARMF's is included in the technical guide (http://www. epa.gov/athens/wwqtsc/html/warmf.html).
[11] The catchment delineation can be carried out using any delineation algorithm (e.g., within BASINS or ArcHydro) and is imported as a shape file into WARMF. The watershed is divided into multiple catchments, each of which contains a river or stream segment, or a lake. Up to five soil layers can be specified for each catchment, with different thicknesses and hydrogeochemical properties. A catchment can contain several land uses, specified as a percent contribution, with the resulting loading values averaged based on their land use weights. Parameters for surface processes are land-use-dependent, accounting for in-catchment heterogeneity, but soil parameters are uniform in each catchment. Catchment size is a function of the delineation, which can be refined down to a fine grid if the analysis and data warrant it. Other model parameters include watershed-wide coefficients and river parameters. Like most watershed models, WARMF has a hierarchical structure of simulation. Figure 1 shows an example with regard to pesticide simulation. Parameters at lower hierarchical levels have a direct and/or indirect effect on output variables at higher hierarchy levels, but not vice versa. This implies that higher-hierarchy parameters (e.g., sediment and pesticide parameters) can be excluded from SA when output variables (e.g., flow) at lower hierarchy levels are the only concern.
Single-Catchment Approach
[12] Model evaluation is the most time consuming part of a Monte Carlo -based SA for watershed models. A watershed is usually divided into multiple catchments to account for spatial heterogeneity, which significantly increases the computational requirements of the sensitivity analysis. Since the objective of a preliminary sensitivity analysis is to identify the most influential parameters, rather than to quantify the sensitivity, a single-catchment approach is proposed here. The first step is to identify a ''representative'' catchment. It could be a catchment representing the conditions of a critical region (e.g., an area with significant pollutant loading; an impaired river segment; or a reach with frequent low-flow conditions) in the watershed, or a synthetic catchment simulating the average condition of the entire watershed. Once identified, the appropriate forcing functions (i.e., time-dependent inputs) and boundary conditions (e.g., upstream inflow and pollutant concentration) should be considered, derived from either observations or modeling results. The sensitivity analysis can then be carried out for the single catchment using a priori knowledge of parameter value distributions.
[13] The single-catchment approach can significantly reduce computing time and enable researchers to test different scenarios (e.g., different weather conditions, different loading scenarios and so on) efficiently [e.g., Lenhart et al., 2002] .
[14] For this study, a single-catchment was constructed using data from the Santa Clara River watershed, a semiarid region typical of coastal southern California, described in more detail by Keller et al. [2004] . The catchment has an area of 138 km 2 , with an average slope of 0.019. The mean elevation is 116 m above sea level. The weather input is from the National Climate Data Center station Piru 2 ESE (34°24 0 N, 118°45 0 W), located in the watershed. The longterm annual precipitation is about 500 mm. The river segment has a length of 14.4 km and a drop of 22 m from its origin to the outlet. Six major land uses were considered in the catchment (see Table S1 in the auxiliary material).
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To represent the conditions at the midstream of the Santa Clara River, a flow file accounting for upstream inflow was added, as well as the point source discharge from the Valencia Wastewater Reclaim Plant (Los Angeles County, CA). Even though the model is capable of modeling lakes and snowfall, no lake processes or snow hydrology were considered, since they are not typical of the area. The analysis focused on the flow and water quality parameters at the outlet of the catchment.
[15] For simplicity, we considered suspended sediments and a pesticide, diazinon, as our target water quality parameters, since they are both relevant in the watershed. Diazinon is an organophosphate pesticide which has the potential for wide impact on human and ecological receptors. Its water solubility is significant (C w sat = 40-60 mg/L at 20°C), several orders of magnitude above the levels associated with toxicity (Critical Chronic Concentration = 50 ng/L), leading to significant mobility in runoff from irrigation or rainfall. It also has very low volatility (P sat = 9.7 Â 10 À3 Pa at 20°C) and medium partitioning coefficient (log Kow = 3.3), and thus adsorbs significantly to colloids, sediment and soil organic matter [USEPA, 2005] . Diazinon was once widely used in southern California, but is now being partially phased out by USEPA. The application rates of diazinon used in the model, ranging from 0.8 g/ha month to 2.7 g/ha month (Table S2 in the auxiliary material), were estimated from data for the Newport Bay area (Orange County, CA) [California Department of Pesticide Regulation, 1998 ].
[16] All the parameters used in the mathematical algorithms of the WARMF model were included in the analysis, without preselection. The number of parameters involved in modeling flow (Q), sediment (S), temperature (T) and pesticide (P) processes are n Q = 59, n S = 38, n T = 5 and n P = 19, respectively. Consequently, for flow, sediment and diazinon simulation, the total number of parameters involved are N Q = 59, N S = 97 and N P = 121. Tables S3-S6 in the auxiliary material provide the details of all these parameters, including the range of parameter values considered in the SA. A uniform distribution was assumed for all parameters except dependent parameters. Although not fully realistic, this assumption is reasonable in cases when very limited a priori information is available about the actual distribution.
[17] The simulated time period was two years, using weather data from 1 October 1996 to 30 September 1998. The first year was not considered in the GSA analysis, to reduce the influence of initial conditions. The second year was the planning period on which the GSA focused. Eight behaviors (Table 1) were examined in this study, representing a variety of management concerns regarding flow, sediment and pesticide. BQ-1 and BQ-2 are low-flow and high-flow situations, both critical in water quality management. BQ-3 addresses mean flow which has been a common indicator in previous sensitivity studies. The return intervals were estimated from the flow records at the midstream of the Santa Clara River. BS-1 and BS-2 are derived from Utah's state standards for total suspended solids [USEPA, 2003] : 35 mg/L for cold water game fish and other cold water aquatic life, and 90 mg/L for warm water game and nongame fish. BS-3 addresses total sediment export. BP-1 and BP-2 are two hypothetical behaviors that reflect management strategies to improve water quality. Monitoring data from the Newport Bay watershed were considered to define the management concerns for diazinon [Santa Ana Regional Water Quality Control Board, 2003; Splenda et al., 2005] . The median and maximum diazinon concentrations in the drainage channels were reported to be 220 ng/L and 10,000 ng/L, respectively. All the criterion functions in Table 1 result in comparable numbers of behavioral and nonbehavioral simulations.
Description of the Numerical Experiments
[18] To further reduce the computational cost, Latin hypercube sampling (LHS) [Iman and Helton, 1985] was used to obtain the parameter value matrix X for each sensitivity analysis. LHS has a number of desirable properties for use in Monte Carlo studies [Helton, 1993] , such as full stratification across the range of each variable and relatively small sample size. GSA experiments were con-ducted with five different numbers of runs (2000, 4000, 6000, 8000 and 10,000), using different random seeds. On a high-performance personal computer, it took about 20 hours to run 10,000 times the single catchment model. Two significance levels for the K-S test, a = 0.01 and 0.05, were considered. The total number of sensitive parameters determined by a given GSA experiment was denoted as M R (a), where R refers to the number of runs.
[19] The GSA was performed after the WARMF model runs were conducted for a given GSA experiment, storing the minimum output data for all runs in the experiment. For a given R, a, and behavior (i.e., criterion function), a univariate analysis was first conducted for each parameter individually. We then searched for parameter interactions that may be crucial to separating the simulations into behavioral or nonbehavioral, but that may be masked by the univariate analysis. However, given the large number of parameters, characterizing the parameter interactions was not straightforward. The following procedure was applied.
[20] 1. Determine the initial correlation between parameters based on a priori constraints (see the column ''Range and Constraints'' in Tables S3 and S4 in the auxiliary material). For example, the sum of clay, silt and sand in sediment must be 100%.
[21] 2. Calculate the postseparation correlation for each pair of parameters based on set B, and identify all induced correlations due to the behavioral classification. If an induced correlation involved one or two parameters that are not sensitive in the univariate analysis, the parameter(s) is (are) selected for further examination.
[22] 3. Standardize the matrix X such that each parameter has a mean of 0 and a variance of 1, and conduct a PCA for the part associated with the behavioral set B. The univariate analysis is repeated to find the principal components which show significant separation. If a pair of correlated parameters identified by stage 2 dominates any of these principal components, they are included as additional sensitive parameters.
[23] For convenience, in stage 2 we used 0.1 as a uniform threshold for the correlation coefficient, rather than perform case-specific hypothesis testing. Our preliminary analysis showed that the use of this uniform value had minimal effect on the stability of the GSA outcome. Nevertheless, the value may need adjustment if the R value is significantly different. In stage 3, if the weight of a given parameter on a principal component is among the top 10% of all the parameters, that parameter is treated as a dominant element. Again, using the ''top 10%'' as the threshold is subjective, and other researchers may choose different criteria for their analyses.
[24] Determining the appropriate values of a and R is important. In previous studies [Bastidas et al., 1999; Demarty et al., 2005] , a sensitivity associated with a = 0.01 was deemed a ''high sensitivity'', while a = 0.05 was associated with ''medium and above sensitivity''. While these definitions may be convenient and reasonable, they are not intuitive enough for an uncertainty-oriented SA. In this study, we employed a post-GSA procedure to help determine the values of a and R, described as follows.
[25] 1. For a given behavior and R value, sort all involved parameters by ascending p value (i.e., descending d n,m ) based on the K-S test. The original parameter matrix is denoted as X 1 .
[26] 2. Do an R-run simulation, with the top M R (0.05) of the sorted parameters having the same realizations as in X 1 , and all other parameters being fixed at their mean values (for certain parameters, the values were modified to meet the constraints described in Tables S3 and S4 ). The new parameter matrix is denoted as X 2 . Another R-run simulation can be done in the same manner for the top M R (0.01) parameters to generate another matrix X 3 .
[27] 3. Distributions of the behavioral variable in the three scenarios (i.e., simulation with X 1 , X 2 and X 3 ) are compared to evaluate the effect of excluding unimportant parameters (i.e., fixing these parameters at their means). Occurrences of behavior (OB) are also calculated for the three scenarios. OB is defined as,
where R b refers to number of behavioral simulations. [28] The scripts for all numerical experiments were written using Matlab R12. The analyses after the Monte Carlo simulation require only a few minutes on a high-performance PC. Thus a large number of behaviors can be examined efficiently.
Results and Discussion
Simulation Results
[29] Figure 2 displays the median profiles of the three output variables, as well as the medians of all behavioral variables (see Table 1 ), except total sediment yield (TSY). The Y axes in Figures 2a and 2c are in logarithmic scale. Since these profiles are fairly stable at different R values, only the profiles with R = 8000 are presented as examples. For this catchment, Q 25 and Q 95 capture base flow and highflow peaks accordingly, while Q m matches small peaks and the rising or receding limbs of high peaks. As for sediment, SS 95 is above all small peaks but misses several extreme events. Diazinon concentration exhibits the most dramatic oscillation. C 50 only represents the base flow concentration, and does not capture any storm events. Extreme concentrations are well represented by C 95 .
Number of Sensitive Parameters by Univariate Analysis
[30] The number of sensitive parameters, M R (a), is behavior-dependent (see Figure 3) , even for behaviors sharing the same behavioral variable (e.g., BS-1 and BS-2). Also indicated in the right axis of Figure 3 is the ratio of sensitive parameters for a specific behavior to all the parameters associated with this behavior. Generally, M R (a) increases with R, and becomes stable after a certain point varying from R = 4000 to R = 8000. More parameters were included with a = 0.05 than with a = 0.01, but the difference is relatively small. The trends of M R (a) are also similar for different a values.
[31] One would expect that a parameter sensitive at a lower-hierarchy simulation would also be sensitive at a higher hierarchy. However, this is not always the case. The M R (a) values for flow behaviors (Figure 3a ) and sediment behaviors (Figure 3b ) are comparable, but they are much smaller for the diazinon behaviors (Figure 3c ). That is, the most complex simulation actually has less sensitive parameters. This pattern was also observed for the ratio of sensitive parameters to all related parameters. For instance, M R (0.05) is around or above (1/3)N Q for flow, or (1/3)N S for sediment, but no more than (1/6)N P for diazinon. Upon further examination, this is not as surprising, since a lower-hierarchy simulation may only influence one process in the hierarchy above it. The effect of lowerhierarchy parameters on higher-hierarchy parameters may be reduced in the presence of other competing processes. If the higher-hierarchy simulation is dominated by competing higher-hierarchy processes rather than by lower-hierarchy processes, the reduction in the number of sensitive parameters may be significant. For example, behavior BP-1 involves base flow diazinon concentration which is only slightly influenced by flow fluctuations and sediment transport spikes at high flows, but is very sensitive to adsorption and bed diffusion, which depend only to a small extent on flow or sediment transport. This explains why M R (a) for BP-1 is smaller than M R (a) for other behaviors.
Figure 2. Profiles of median outputs (solid lines) and medians of behavioral variables (dashed lines) (R = 8000).
[32] The above finding indicates that if a particular water quality problem is dominated by a limited number of processes, the complexity of the parameter uncertainty analysis may be significantly reduced by a behavior-specific sensitivity analysis such as GSA.
Stability of Sensitivity Results
[33] Although M R (a) became generally stable before R reached 10,000, it was not clear whether 10,000 runs had been enough to determine a constant set of sensitive parameters. To evaluate this, an index for the number of parameters constantly appearing at the top of the ranking, denoted as m R , was defined in this way: with parameters sorted by descending d n,m , the top m R parameters for an R-run experiment should also be among the top m R in all the experiments with R 0 > R runs, regardless of the order. Figure 4 illustrates how m R was determined, using BP-2 as an example. Only parameters with p 0.05 are shown. Abbreviated parameters (refer to Tables S3-S6 in the auxiliary material) with p 0.01 are in bold. M 10k (0.05) is used as an upper limit for comparison.
[34] As R increased, m R became larger. Unfortunately, a truly stable set of sensitive parameters was not observed at R = 10,000. The same pattern was also observed for other behaviors. In all eight behaviors, the ratio of m 8k to M 10k (0.05) ranged from 0.29 (BS-1) to 0.48 (BP-2). One would expect that even as R increases, m R would eventually be constant and match M R (a). Because of the computational expense, we did not try to find the minimum R needed to reach an asymptotic value for m R for the preliminary SA. Instead, the post-GSA procedure described in section 3.3 was used. To illustrate, only BQ-3, BS-2 and BP-1 were analyzed, and the 10,000-run experiments were not included. Figure 5 presents a matrix of box-whisker plots for the three behavioral variables. In Figure 5 , ''All'', ''p < = 0.05'' and ''p < = 0.01'' refer to simulations using the original parameter matrix X 1 , modified parameter matrix X 2 and X 3 , respectively. The Y axes are in logarithmic scale. All three behavioral variables exhibited strong positive skewness, especially SS 95 . The medians of the output variables were nearly constant regardless of the parameter matrix employed, while the variability of the output variables was generally reduced by excluding some parameters.
[35] Occurrence of behavior (OB) was examined as well ( Figure 6 ). In Figure 6 the numbers above the bars are the percentage change in OB with respect to the initial scenario (i.e., the left bar in each group of bars). In most cases, using a = 0.05 as the selection threshold was quite protective (in this case, ''protective'' means no significant difference in OB is observed), while using a = 0.01 resulted in significant differences in OB. With a = 0.05, increasing R tended to reduce the differences in OB, especially for BQ-3 and BS-2. Such tendency was not evident for a = 0.01, although R = 2000 was clearly insufficient. Among the three behaviors, OB of BP-1 was the most stable, and even in the least protective case (a = 0.01 and R = 2000), the error introduced by reducing the number of uncertain parameter was below 5%. This is consistent with our previous findings: pesticide behaviors are actually sensitive to less parameters than flow or sediment behaviors.
[36] Since OB directly reflects management concerns, R = 6000 may be an appropriate and efficient number for a preliminary SA, according to Figure 6 . As for the value of a, 0.05 is necessary for BQ-3 and BS-2, while 0.01 is protective enough for BP-1. Using the R and a values determined via the three-step procedure, we would expect that the additional error introduced by reducing the number of uncertain parameter would be about À3% for BQ-3, 1.5% for BS-2 and 0.7% for BP-1.
[37] However, this procedure can only guarantee that the most important parameters are included. Some parameters of less relevance may be included as well due to the inefficiency of the hypothesis-testing approach. This also explained the instability observed before (Figure 4 ): although more and more influential parameters stabilized at the top of the list, the bottom part of the list was still uncertain and unstable. The problem of instability and protective level may actually result from using the K-S test to prove or disprove f(q k jB) = f(q k j B). We also tried two alternative schemes of hypothesis testing: first, using the parametric chi-square test; second, testing the equation
. With the first alternative, almost all parameters were identified as sensitive ones given a = 0.05, as the chi-square test has much higher power than the K-S test. However, it becomes impractical to include almost all parameters in the subsequent uncertainty analysis. The second alternative identified a smaller number of sensitive parameters compared to the K-S approach. Thus, in practice the K-S test appears to be better than other approaches for screening parameter sensitivity in these complex watershed models.
Sensitivity Results by Univariate Analysis
[38] With the values of a and R determined in section 4.3, we collected the results of the univariate analysis for all eight behaviors (Tables 2 -4). In Tables 2 -4, letters A-E reflect the importance of a sensitive parameter. E means a parameter is among the top 20% of all sensitive parameters, while A means it is in the bottom 20% of all sensitive parameters.
[39] As Table 2 shows, the three flow behaviors are most sensitive to parameters associated with precipitation and groundwater flow, particularly from the bottom soil layers (layer 5 and layer 4). This reflects the semiarid condition of this catchment, which includes a few high storm-related flow spikes convoluted with the base flow. Parameter sensitivity exhibits notable behavior dependency. The parameters associated with groundwater flow and evapotranspiration have more substantial influence on BQ-1 (low flow) than on BQ-3 (high flow), while surface runoff and canopy parameters act inversely. River hydrology only affects BQ-2 (average or total flow). Overall, the performance of BQ-3 is similar to BQ-2. All these observations are consistent with the underlying algorithms of WARMF.
[40] Hydrology significantly affects the three sediment behaviors (Table 3) , while surface soil erosion is the most Figure 6 . Occurrences of three behaviors with different R values.
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ZHENG AND KELLER: SENSITIVITY OF WATERSHED WQ MODEL important sediment-specific process. Soil hydrologic parameters in the upper layers (layer 1, 2 and 3) gain increasing importance when considering sediment behaviors, while they were less sensitive in the flow behaviors. BS-1 (SS 95 < 90 mg/L) is almost exclusively determined by hydrology and soil erosion. BS-2 (SS 95 < 35 mg/L), on the contrary, is highly influenced by the parameters associated with sediment bed and bank erosion as well as sediment deposition. Such discrepancy implies that the in-stream sediment processes are more influential on low SS concentration than on high SS concentration. As for BS-3 (total sediment export), all processes are critical except bed and bank erosion.
[41] The behavior dependency is even more prominent for diazinon (Table 4 ). The most critical parameters for BP-1 (C 50 < 154 ng/L) are the ones related to sediment-water interactions (i.e., sediment bed diffusion and adsorption). This makes sense as C 50 represents the base concentration (Figure 2c ), basically the signal of the background contamination. For BP-2 (C 95 > 7000 ng/L), however, the parameters related to source control practices and hydrology are the most important ones. The rationale is that C 95 characterizes the peak concentration, which is determined mostly by the magnitude of the pollutant sources and runoff events. In addition, the sensitivity of BP-2 to temperature lapse and diazinon decay rate within the catchment indicates the effect of temperature-dependent diazinon decay on this behavior.
[42] An interesting finding is the sensitivity of BP-1 to the initial water depth of the stream (IDR) which has no effect on any other behaviors. The explanation is that when the initial water depth of the stream is high, the initial mass of diazinon available for equilibrium sorption to the sediment bed is higher than when the initial water depth is low. This loads the sediment bed for the entire simulation period, resulting in a significant influence on this behavior, even though an initial period of 1 year was simulated before the behavior was evaluated.
Induced Correlation
[43] We also searched for any important parameters not identified by the univariate analysis, using the procedure described in section 3.3. The procedure was applied to the 6000-run experiments. For the flow and sediment behaviors a = 0.05, while for the diazinon behaviors a = 0.01. All the induced correlations are presented in Table 5 . The letters in Table 5 are the sensitivity scores as defined before.
[44] Interestingly, all induced correlations involve parameters of high sensitivity; most of them have a designation of E. Covariance with higher order is also observed: more than two parameters interact with each other. We may conclude, at least for WARMF, that parameter interaction is most likely to occur among influential parameters which contribute to the behavioral classification, by both univariate and synergistic effects.
Extending the Analysis to Real Applications
[45] As Spear et al. [1994] pointed out, one major difficulty with GSA in real applications is to achieve Primary process(es) for the parameter: 1, meteorological input; 2, shallow groundwater flow; 3, surface runoff; 4, canopy storage; 5, evapotranspiration; 6, river hydrology. sufficient passing simulations given realistic criterion functions. Fortunately, within the watershed management context, achieving sufficient number of behavioral simulations (or ''passes'') may not be a problem, as discussed below. For TMDL calculations the watershed model is used to evaluate different loading scenarios to determine the one that meets the criterion. Thus, if the GSA results in very few passes for a loading scenario, this scenario should be excluded from further analysis. Only scenarios leading to adequate number of passes are of value for management. For instance, diazinon's freshwater criterion maximum concentration (CMC) is 80 ng/L per the California Department of Fish and Game [Siepmann and Findlayson, 2000] . If we had used C 50 < CMC as the criterion function in this study, very few behavioral simulations would have been obtained. Rather than consider this a failure of the application of GSA, it indicates that the loading rates of diazinon must be substantially reduced to achieve compliance with the criterion with adequate confidence, or that other management actions need to be taken to reduce the load reaching the river.
[46] Since data requirements for these complex watershed-scale models are seldom fulfilled, particularly with respect to observed water quality, model output is often questioned with regards to prediction accuracy. However, these models are valuable for several reasons: (1) the temporal pattern of water quality parameters, such as long-term trends and critical timing of concentration spikes, can be adequately simulated and can lead to better management practices; (2) the spatial distribution of critical areas can be discerned to develop better monitoring programs and target management actions; and (3) comparison between different scenarios can generate valuable information for management, even though there is uncertainty about specific scenario values. This highlights the importance of using management criteria instead of parameter magnitudes as the indicators of sensitivity.
[47] To apply the analysis presented here in an application where some observations are available to constrain the model, the following steps are proposed: (1) conduct a preliminary sensitivity analysis as presented here; (2) modify the ranges of critical model parameters, using as an 
Conclusions
[48] Water quality modeling adds an entire new hierarchical level to consider, with regard to conventional hydrology and sediment simulation. Although output of complex watershed-scale water quality models is often questioned with regards to prediction accuracy, it is valuable for several reasons: (1) the temporal pattern of water quality parameters, such as long-term trends and critical timing of concentration spikes, can be adequately simulated and can lead to better management decisions and practices; (2) the Primary process(es) for the parameter: 1, hydrology; 2, sediment processes; 3, temperature input; 4, sediment-water interaction; 5, soil-water interaction; 6, pesticide decay; 7, source control practices. spatial distribution of critical areas can be discerned to develop better monitoring programs and target management actions; and (3) comparison between different scenarios can generate valuable information for management, even though there is uncertainty about specific scenario values. These complex models are increasingly being applied for TMDL decision support, without a robust uncertainty analysis. Good science and good management require an uncertainty analysis, to understand the value of model output in its decision support role. A preliminary sensitivity analysis is a necessary first step in analyzing uncertainty. GSA is a potential alternative which is global, conceptually simple, theoretically sound and directly linked with management concerns. To our knowledge, this level of sensitivity analysis has not been applied to the complex watershed-scale, water quality models. In this study, we developed a framework within which GSA can be efficiently applied to this type of models. We have shown that GSA generates reasonable results for WARMF at an affordable computational cost.
[49] The in-depth analysis of a single-catchment confirms the importance of incorporating management interests in the sensitivity studies. The mean of an output variable, as used by most previous sensitivity analyses, may not be the right indicator of sensitivity. It could lead to substantially biased results when extreme situations are of particular interest. We conclude that management concerns should be considered very early in the preliminary sensitivity analysis.
[50] The study shows that, while the number of sensitive parameters identified tended to be stable after 10,000 runs, a constant list of sensitive parameters was not achieved. Nevertheless, for our specific case, a 6000-run Monte Carlo simulation was already able to correctly identify the most important parameters. The additional error introduced by excluding the less sensitive parameters in uncertainty analysis should be fairly small. Although 6000 runs is a casespecific estimate, it may work as a reference value for future studies in which comparable number of parameters are considered in GSA.
[51] The significance level a for the K-S test should be set with caution, balancing efficiency and protectiveness. We found that if a behavior is dominated by a very limited number of processes, a small a value (e.g., 0.01) may be applicable. Otherwise, 0.05 may be a more protective choice.
[52] We also demonstrated that output variables at higher hierarchy level may be sensitive to less parameters. In the case of the background concentration of diazinon, the fraction of parameters critical for the uncertainty analysis is less than 10%. The reduced number of influential processes at higher hierarchy level explains this diminishing tendency. This is against the general expectation, and confirms the value of conducting a management-oriented preliminary sensitivity analysis.
[53] Although this study was not exhaustive, it provides some important guidance for future work in this field. The single-catchment approach proposed in this study is an efficient way of applying GSA and possibly other global techniques to watershed problems. We also recommend the post-GSA procedure (with a preselected value of R), because it not only helps to determine the appropriate level of protection, but also provides a quantitative measure of the error introduced by excluding parameters. The added computational cost should still be affordable.
[54] Further study may consider different weather conditions and contaminants, even different watershed models. In addition, since the potential calibration and/or uncertainty analysis for watershed models could involve Monte Carlo simulation as well, streamlining the entire procedure in a real watershed application is of great interest.
Appendix A
[55] Tables S1 to S6 (as online auxiliary material) provide land use and pollutant loading information used for model setup as well as detailed description of all the parameters included in our sensitivity analysis. To be general, the ranges of parameters values considered were fairly broad. For many of the parameters, WARMF's default values were used as the mean value, and a percentage deviation was assigned to each of these parameters, usually larger than ±30%. Other resources [Beasley and Huggins, 1981; Rose et al., 1991; Noordwijk et al., 2004] were also consulted to set the ranges. The physicochemical properties of diazinon were obtained from the U.S. Department of Agriculture's Agricultural Research Service (http://www.ars.usda.gov) database.
