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Two-Error Correcting Bose-Chaudhuri Codes 
are Quasi-Perfect 
DANIEL  GORENSTEIN,*  W.  WESLEY  PETERSON,*  AND NEAL ZIERLER 
Lincoln Laboratory,t Massachusetts In titute of Technology 
It is shown that all two-error correcting Bose-Chaudhuri codes 
are close-packed and therefore optimum. A method is also given for 
finding cosets of large weight in t > 2-error correcting Bose-Chaud- 
hurl codes, which suggests that no other nontrivial codes are close- 
packed. 
INTRODUCTION 
Bose and Chaudhuri (1960) have introduced a class of binary error- 
correcting codes of block length 2 ~ - 1, m = 2,3,- • • which we refer to 
here as B-C codes. An efficient decoding scheme has been devised for 
them by Peterson (1960), and generalized to the natural extension of 
the B-C Codes to codes in pm symbols by D. Gorenstein and N. Zierler 
(1960). Two further properties of B-C codes are established in this note. 
Let us recall that a quasi-perfect t-error correcting binary code of block 
length n has as coset leaders all binary n-tuples of norm ( = number of 
ones) t or less, while no n-tuple of norm more than t + i is a coset leader. 
Theorem 1 asserts that every 2-error correcting B-C code (binary, of 
block length 2 ~ - 1) is quasi-perfect and therefore optimum. Define the 
weight of a coset to be the norm of its leaders. Theorem 2 states as a 
consequence that every B-C 3-error correcting code has a coset of weight 
at least 5, and suggests that no other nontrivial B-C codes are quasi- 
perfect. Others are sometimes optimum, however, as is, for example, the 
3-error correcting code of block length 15 (see Peterson, 1960). 
II. TWO-ERROR CORRECTING CODES 
T~EORE~ 1. Every coset of a 2-error correcting B-C code has a weight 
of 3 at most. 
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PROOF. Let C be a 2-error correcting B-C code. Then C is the null 
space of a matrix. 
H= t 
. . .  
where a is a primitive element of K = GF(2m), that  is, a vector v = 
(a0, a l ,  • • • , a~_2), a = 0 or 1, is in C if and only if vH' = 0, where H '  
denotes the transpose of H. Evidently,  two vectors vj and v2 are in the 
same eoset if and only if vlH' = v2H'. Therefore, in order to prove the 
theorem, it is sufficient o show that  given a pair (s l ,  s3) of elements of 
K, there exists at least one vector v of norm 3 or less such that  vH' = 
(s~, s3). Now, if it is possible to find three elements x l ,  x2, and x8 of K 
such that  
xl  +x2- l -x3  = s~ 
(1 )  
3 
xl ~ "-~ x2 "4- X3 ~ =- 83, 
i then the vectorv  = (v0, . . . ,v2m-2) withv~ = 0, unless a = x~., for 
some j = 1,2,3 will have norm 3 or less and satisfy vH'  = (s~, s3). Thus, 
the theorem is proved if the existence of a solution of (1) can be estab- 
lished. 
Lett ing yl = x~ + s~, x~, x2, and x3 exist satisfying (1) if and only 
if y l ,  y2, and y3 exist satisfying 
yl ~- y2 -t- y3 = 0, 
(2) 
3 3 3 
y~ -t- y~ -4- Y3 = s 
where s = s~ 3 A- s3. Thus, it is sufficient o show that  for every s in K,  
(2) has a solution. The substitution y3 = y~ A- y2 in the second equation 
of (2) replaces (2) by the single equation in the two variables y~ and y~ : 
y~y2(y~ "4- y~) = s (3) 
and since we may assume y~ ~ 0, the substitution y = yx/y2 replaces 
(2) by an equation in the two variables y and y2 : 
y s /y~.  (4) 
We distinguish two cases according as 2 '~ - 1 is or is not divisible by 
3, i.e., according as m is even or odd. 
Case t 
2 ~ - 1 not divisible by 3. Since a is a primitive element of K, so is 
TWO-ERROR CORRECTING BOSE-CHAUDHLIRI CODES 293 
a 3, for 3 is prime to 2 m -- 1, and therefore very element of K is a cube. 
Hence, if s ~ 0, (4) can be solved for Y2 for every value of y except 0 and 
1. On the other hand, if s = 0, y2 = y = 1 is a solution. 
Case 2 
We shall say that d is of class i, i = 0,1,2, i f j  -- i mod 3. Note that 
if s is of class i, then for all choices of y2 ~ 0 the right side of (4) is of 
class i, and each element of class i occurs for some choice of y2 • Thus it is 
only necessary to show that the equation 
y2 + Y = a (5) 
has a solution for at least one value of a in each of the three classes and 
also for a = 0. For a = 1, which is of class 0, (5) becomes 
y2+y+l=O 
which is satisfied by a (2~-1)/3, a primitive cube root of unity. 
Now let L be the set of all elements a for which (5) has a solution• 
Since, for fixed a, the quadratic (5) has at most 2 solutions, at least half 
the elements of K are of the form y~ + y, that is, they belong to L. 
Since only one-third of the nonzero elements of K are of class 0, L con- 
tains an element a0 of class 1 or 2. I f  a0 = y02 ~- y0, then a02 = (y02) 2
2 y0. Thus, a02 is also in L, and is clearly of class 2 or 1 according as a0 
is of class 1 or 2. Finally, since (5) has the solution y = 1 for a = 0, the 
proof of theorem 1 is complete. 
I I I .  CODES CORRECTING MORE THAN 2 ERRORS 
Let us assume that a code C1 is generated by the polynomial g(x) which 
has  OL, OL 2 3 oL2ti oL2ti+i , ~ ,  . . .  , but not among its roots. Now consider the 
code C2 generated by g(x)m(x)  where re(x) is the minimum polynomial 
• OL2 t2 of a 2t1+1, and suppose g(x)m(x)  has a, a 2, a 3, .. , among its roots 
but not a 2t~+1. Then it is a t2-error correcting code, and by construction 
t~. > t l .  
THEOREM 2. The code C~ has a coset of weight at least 2t~ + 1. 
PROO~ . C2 is the null space of a matrix 
i 2 2m~2 1 OL ~ " ' "  O~ 2 . . .  ( OL2)2m--2 
H = ~ (~)2 
By construction, the row of powers of a 2t~ + 1 is linearly independent 
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of all preceding rows (Peterson, 1960), and therefore there exists a vec- 
tor v for which 
vH'  = (s l  , s2 , sa , " " ,  s2t2)  
with sl = s2 = sa = s~tl = 0 but s2tl+l ~ 0. But then every element of 
the C~ coset containing v belongs to the tl-error correcting code C1 and 
is not 0, and therefore has weight at least 2t~ + 1. 
This theorem extends immediately to the generalized codes (Goren- 
stein and Zierler, 1960). 
Since it may readily be shown that if m >= 3 and t~ = 2, then t2 = 3, 
we have the following 
COROLLARY. If  m => 3, a B-C 3-error correcting code has a coset of 
weight at least 5. 
I t  usually happens that t2 = ti + 1, but even when this does not occur, 
Fig. 1 of Peterson (1960) suggests that for t2 > 3 the least upper bound 
of the ratio t2/t l  is approximately 4/~. Then, according to theorem 2, 
there is a coset modulo--the t2-error correcting code--of weight at least 
3t2/2  ~- 1, which suggests that no nontrivial B-C t -> 3-error correcting 
code is quasi-perfect. 
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