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Resumo
Dentre as principais dificuldades encontradas para a construc¸a˜o de sis-
temas multiagentes em que existe a disponibilidade de um sistema de visa˜o global, como e´
o caso de algumas categorias de futebol de roboˆs, pode-se destacar: a necessidade de res-
posta em tempo real para identificac¸a˜o dos objetos em cena, conhecimento do ambiente,
distribuic¸a˜o das competeˆncias de controle entre os comportamentos reativos a cargo de
cada agente e os comportamentos deliberativo e estrate´gico, a cargo da entidade central.
Este trabalho descreve a implementac¸a˜o de uma arquitetura hı´brida reativa x delibera-
tiva e distribuı´da para controle de sistemas multiagentes equipados com sistema de visa˜o
global e dotados de sensores e visa˜o local, e sua aplicac¸a˜o em ambientes de futebol de
roboˆs. A arquitetura hı´brida proposta e´ composta pela integrac¸a˜o de modelos de arquite-
tura deliberativa e reativa. Esta arquitetura e´ distribuı´da em duas partes. A primeira parte
e´ implementada em uma entidade central e possui os nı´veis: estrate´gico e de ac¸a˜o. Por
outro lado, a segunda parte da arquitetura e´ implementada diretamente nos roboˆs EyeBot
(embarcada), e possui os nı´veis: de comportamento e de execuc¸a˜o. Assim, este novo mo-
delo de arquitetura proposta distribui as competeˆncias de forma que tarefas relacionadas
aos nı´veis estrate´gicos e de ac¸a˜o, tais como reconhecimento do ambiente, dos agentes
que fazem parte da equipe, da equipe adversa´ria e bola foi realizado por um sistema de
processamento de imagens em uma entidade central. Por outro lado, informac¸o˜es de na-
tureza reativa, tais como controlar a bola, vagar pelo ambiente, desviar de obsta´culos sa˜o
realizados por um sistema de processamento embarcado.
Abstract
Many difficulties must be faced during the development of multi-agent
systems equipped with global vision, as is the case of some robotic soccer leagues. We
can emphasize the real time constraints for scene objects recognition, the environment
knowledge acquisition, and the distribution and allocation of control competencies be-
tween the agents’ reactive behavior repertoire and the strategic and deliberative behavior
of the central control entity. This work describes the implementation of a distributed and
reactive x deliberative hybrid architecture to control multi-agents system with on-board
sensors and cameras where a global vision device is present. We also describe its appli-
cation in the robot soccer environment. The proposed hybrid architecture is compounded
by the integration of the reactive and deliberative models and distributed in two parts. The
fist one is implemented in a central control entity and possesses the strategic and action
level. The second part is implemented in the physical mobile agents, the EyeBots, and
possesses the behavior and execution level. Thus, the new architecture model proposed
here distributes competencies in such way that strategic and action related tasks, as scene,
team players and adversary players recognition and ball location is supplied by the cen-
tral control entity with the global vision system. On the other hand, reactive actions as





O desenvolvimento da robo´tica mo´vel se ocupa do estudo e da constru-
c¸a˜o de roboˆs mo´veis inteligentes que possam perceber o ambiente, contendo uma alta
quantidade de ruı´dos e, ao mesmo tempo, possam atuar neste ambiente desconhecido de
maneira eficiente. Para que sejam atendidos estes e outros quesitos, tais como, tempo de
reac¸a˜o adequado e seguranc¸a, em robo´tica mo´vel, a multidisciplinaridade se fez necessa´ria.
A aplicac¸a˜o de recursos mecaˆnicos, ele´trico-eletroˆnicos e de computac¸a˜o e´ necessa´ria para
que possam contribuir no desenvolvimento e melhorias desta a´rea [61].
A inteligeˆncia artificial aplicada em sistemas autoˆnomos e´ uma a´rea
que se desenvolveu nos u´ltimos anos [10], [11] e [14]. Tornar roboˆs mo´veis inteligentes e
que se assemelham aos humanos e´ um sonho de muitos pesquisadores e esta´ se tornando
cada vez mais uma realidade. Gerac¸o˜es futuras de roboˆs mo´veis inteligentes esta˜o sendo
aguardadas, com melhores sistemas de mobilidade para atuarem em ambientes dinaˆmicos
e com flexibilidade na tomada de deciso˜es. Sendo estes roboˆs aplicados no processo de
reconhecimento e realizac¸a˜o de tarefas, para detectar e avaliar objetos que esta˜o inseridos
no ambiente e, ate´ mesmo, na reac¸a˜o diante de situac¸o˜es na˜o previstas ou pouco prova´veis
de acontecer [58] e [68].
Novas tecnologias de hardware surgiram e contribuı´ram para o con-
2sidera´vel progresso dos roboˆs mo´veis inteligentes. Dentre estas tecnologias pode-se desta-
car: desempenho computacional, capacidade de sensores, aplicac¸a˜o de caˆmeras, sonar,
laser, infravermelhos. A autonomia que e´ oferecida aos roboˆs mo´veis inteligentes, no
processo de locomoc¸a˜o assim como o aprendizado de novas tarefas, e´ atribuı´da ao soft-
ware [58]. Construir sistemas que sejam eficientes, tem se tornado um grande desafio [2]
e [78].
Durante a de´cada de 90, surgiram duas organizac¸o˜es cientı´ficas, a Robo-
Cup (Robot Soccer World Cup) www.robocup.org [64] e a FIRA (Federation of Inter-
national Robosoccer Association) www.fira.net [27], cujo objetivo e´ promover e desen-
volver internacionalmente pesquisas na a´rea de Inteligeˆncia Artificial aplicada a` robo´tica
mo´vel inteligente. Para atingir seus objetivos, tanto a RoboCup quanto a FIRA, esco-
lheram o jogo de futebol como a aplicac¸a˜o prima´ria. Estas entidades passaram a orga-
nizar campeonatos mundiais de futebol de roboˆs uma vez que, para formar uma equipe
de roboˆs mo´veis inteligentes, e´ necessa´rio o desenvolvimento de diversas tecnologias,
tais como: projeto de roboˆs mo´veis inteligentes, controle inteligente, processamento de
imagens, colaborac¸a˜o multiagentes, raciocı´nio e mobilidade em tempo real, aquisic¸a˜o e
realizac¸a˜o de estrate´gias de jogo [13], [30] e [71].
Muitas dessas tecnologias teˆm sido desenvolvidas de maneira forte-
mente acoplada com o aparato senso´rio [61]. No caso de haver um dispositivo de visa˜o
global, tal como uma caˆmera, posicionada sobre o campo de jogo, as estrate´gias de
implementac¸a˜o utilizadas remetem ao desenvolvimento de roboˆs mo´veis inteligentes com
baixo grau de autonomia e que teˆm no “te´cnico”, um sistema de controle centralizado
e de cara´ter deliberativo, localizado junto ao dispositivo de visa˜o global, a sua principal
fonte de estrate´gia e controle. Este te´cnico gera comandos que dirigem os roboˆs mo´veis
inteligentes em suas tarefas. Em configurac¸o˜es que na˜o contam com o sistema de visa˜o
global, todo o aparato senso´rio e “deciso´rio”, esta´ nos pro´prios roboˆs mo´veis inteligentes,
que contam enta˜o com caˆmeras de visa˜o local, sensores de proximidade e sensores de
toque [16] e [17]. Neste caso, as equipes normalmente na˜o teˆm um “te´cnico”, os roboˆs
tendem a ser totalmente autoˆnomos. Os comportamentos e estrate´gias normalmente teˆm
cara´ter fortemente reativo e sa˜o implementados diretamente nos roboˆs mo´veis inteligentes
3e, a cada momento, um comportamento pode emergir sem que haja interfereˆncia externa
[6], [7], [15] e [75].
Obviamente, quando consideradas de maneira isolada, cada uma dessas
estrate´gias apresenta vantagens e desvantagens no atendimento das restric¸o˜es de tempo de
resposta, capacidade de processamento dos sinais senso´reos e de gerac¸a˜o de estrate´gias
[73].
Em um modelo tradicional de arquitetura de controle centralizada para
futebol de roboˆs, todo o processamento das informac¸o˜es e´ realizado em uma entidade cen-
tral [62]. Neste modelo, os roboˆs mo´veis inteligentes atuam no ambiente de acordo com
informac¸o˜es enviadas por este sistema. Esta arquitetura tem como vantagem a facilidade
para reconhecimento do ambiente e definic¸a˜o de estrate´gias, pore´m, em certos casos, na˜o
oferece um poder reativo em tempo real [71].
Ja´ em um modelo de arquitetura local ou embarcada, todo o controle,
comportamento e ac¸o˜es do agente encontram-se no sistema, que esta´ concentrado no
pro´prio roboˆ e, portanto, ele e´ bastante eficiente para desvio de obsta´culos e conduc¸a˜o da
bola, pore´m, sofre com as restric¸o˜es de capacidade de memo´ria, processamento e visa˜o
incompleta do ambiente. Neste caso, a u´nica forma de obter informac¸o˜es globais do am-
biente e´ atrave´s da cooperac¸a˜o entre roboˆs [73].
Uma tendeˆncia tem sido aproveitar o que as estrate´gias apresentam de
melhor, levando ao desenvolvimento de arquiteturas hı´bridas (reativa x deliberativa) e dis-
tribuı´das nas quais as tarefas de controle de cara´ter mais deliberativo, tais como a gerac¸a˜o
de estrate´gias, criac¸a˜o e manipulac¸a˜o do modelo do ambiente e controle de navegac¸a˜o
global dos roboˆs sejam feitas por uma entidade de controle central, enquanto que tarefas
de cara´ter mais reativo e que envolvem a necessidade de um tempo de resposta restrito,
tais como o desvio de obsta´culos, a conduc¸a˜o da bola e a decisa˜o do momento de chute
sejam feitas localmente e de maneira autoˆnoma para cada roboˆ da equipe [22] e [53].
Uma grande dificuldade no desenvolvimento deste tipo de arquitetura e´
a definic¸a˜o precisa de que competeˆncias colocar no controle central e de que competeˆncias
colocar nos roboˆs mo´veis inteligentes locais de forma a minimizar o tamanho e a quanti-
dade de mensagens de comunicac¸a˜o trocadas entre a entidade central e os roboˆs mo´veis
4inteligentes; permitir que os roboˆs mo´veis inteligentes ainda possam operar no ambiente
de maneira satisfato´ria, mesmo no caso da entidade central na˜o estar disponı´vel; e poder
atender a`s restric¸o˜es presentes em aplicac¸o˜es robo´ticas reais, tais como a necessidade das
informac¸o˜es serem tratadas em tempo real, sempre considerando a influeˆncia de ruı´do que
esta´ presente em cada informac¸a˜o, bem como informac¸o˜es incompletas, pouco precisas,
extraı´das do ambiente dinaˆmico e com iluminac¸a˜o na˜o uniforme [58] e [59].
1.2 Objetivos
1.2.1 Objetivo geral
Propor um modelo de arquitetura hı´brida e distribuı´da que seja consi-
derado eficaz para sistemas multiagentes aplicado ao futebol de roboˆs.
1.2.2 Objetivos especı´ficos
Para se chegar ao objetivo geral deste trabalho, e´ necessa´ria a realizac¸a˜o
dos seguintes objetivos especı´ficos:
• Identificar quais sa˜o os pontos fortes e fracos encontrados nos modelos de arquite-
turas vistos no levantamento bibliogra´fico;
• Propor um modelo de arquitetura hı´brida e distribuı´da para sistemas multiagentes e
sua aplicac¸a˜o no futebol de roboˆs;
• Implementar o modelo da arquitetura hı´brida e distribuı´da para sistemas multia-
gentes e aplicar no domı´nio do futebol de roboˆs na categoria Small Size Robot
League (F-180) da RoboCup;
• Avaliar o modelo da arquitetura hı´brida distribuı´da proposta.
51.3 Domı´nio da aplicac¸a˜o
Atualmente pesquisas relacionadas ao jogo de futebol de roboˆs esta˜o
sendo realizadas em diversas instituic¸o˜es tanto nacionais quanto internacionais, apresen-
tando resultados significativos tanto no processo de compreensa˜o dos sistemas robo´ticos
quanto em sistemas de cooperac¸a˜o multiagentes.
1.3.1 Caracterı´sticas do Cena´rio
O cena´rio utilizado para testes, na liga Small-Size (F-180) da RoboCup,
e´ composto de um campo plano, de cor verde com dimenso˜es de 4,9m de comprimento
x 3,4m de largura [64]. Para capturar as imagens do ambiente, e´ utilizado um sistema de
visa˜o global e tambe´m uma caˆmera digital colorida acoplada a cada roboˆ EyeBot. A bola
utilizada e´ de golfe, de cor laranja.
1.3.2 Caracterı´sticas do EyeBot
O modelo de roboˆ SoccerBot Plus (EyeBot), conforme pode ser obser-
vado na Figura 1.1, apresenta as seguintes caracterı´sticas: microcontrolador MC68332
Motorola de 32 bits com 25 MHz, 1 MB de memo´ria RAM, 512 Kb de memo´ria Flash-
ROM, display de LCD com resoluc¸a˜o de 128x64 pixels para apresentac¸a˜o de gra´ficos com
baixa resoluc¸a˜o, portas paralelas e seriais, entradas e saı´das digitais e analo´gicas.
Figura 1.1: Roboˆ EyeBot.
6Este modelo de roboˆs apresenta tambe´m dois motores de passo, dois
servo motores, dois encoders acoplados a cada uma das rodas, treˆs sensores de aproxima-
c¸a˜o infravermelho, bateria recarrega´vel com indicador de nı´vel, caˆmera digital colorida de
24 bits com resoluc¸a˜o de 80x60 pixels, comunicac¸a˜o via ra´dio com velocidade 9.600 bps,
atuando em um frequ¨eˆncia de 433 MHz, protocolo de toleraˆncia a` falha e configurac¸a˜o
automa´tica de rede, mecanismo de chute posicionado na parte da frente [26].
1.4 Estrutura deste trabalho
A estrutura deste trabalho esta´ dividida em capı´tulos, sendo que os
conteu´dos va˜o sendo abordados na tentativa de conduzir de forma clara e concisa para
o entendimento dos assuntos necessa´rios para que se possa transmitir ao leitor a pro-
posta desta dissertac¸a˜o. A seguir, descreve-se de forma sucinta cada capı´tulo bem como
o conteu´do abordado em cada um deles.
O segundo capı´tulo, Fundamentac¸a˜o Teo´rica, fornece os pre´-requisitos
necessa´rios para o desenvolvimento deste trabalho, incluindo os modelos com as carac-
terı´sticas das arquiteturas existentes propostas por diversos autores, aplicados ao futebol
de roboˆs e as principais ide´ias que abordam este assunto.
O terceiro capı´tulo, Modelo de Arquitetura Proposta, expo˜e as prin-
cipais caracterı´sticas que compo˜em o modelo de arquitetura hı´brida para sistemas mul-
tiagentes e sua aplicac¸a˜o no futebol de roboˆs proposto por este trabalho. Este capı´tulo
descreve o funcionamento do modelo de arquitetura proposta, bem como justificativas e
deciso˜es tomadas no processo que envolve o modelo de arquitetura adotada.
O quarto capı´tulo, Implementac¸a˜o da Arquitetura, apresenta de forma
generalizada, os principais recursos e te´cnicas utilizados no processo de desenvolvimento
desta aplicac¸a˜o, bem como os passos seguidos para a obtenc¸a˜o dos resultados.
O quinto capı´tulo, Resultados, apresenta os resultados obtidos ao final
desta aplicac¸a˜o.
Finalmente, o u´ltimo capı´tulo, Conclusa˜o, apresenta as concluso˜es pes-




Um agente pode ser definido como sendo qualquer entidade que percebe
o ambiente atrave´s de sensores e atua neste ambiente atrave´s de atuadores [65]. Neste
trabalho, quando nos referimos a um agente, estamos nos referindo especificamente ao
roboˆ.
Franklin [28] define agentes sobre dois aspectos: primeiro em relac¸a˜o
a` autonomia, que diz respeito a`s caracterı´sticas que devem existir no agente para poder
agir no ambiente por si so´, tendo como objetivo alcanc¸ar as metas pre´-definidas de acordo
com os estados internos, e segundo, em relac¸a˜o a` habilidade, que torna o agente capaz de
exercer um controle sobre suas pro´prias ac¸o˜es sem a interfereˆncia de um supervisor.
Segundo Arleo [5], um modelo ideal de agente autoˆnomo deve possuir
um sistema autoˆnomo de navegac¸a˜o para adaptar-se ao ambiente em que esta´ inserido,
para que possa modificar suas ac¸o˜es diante de situac¸o˜es imprevistas. O me´todo cla´ssico
e pre´-definido e´ aquele modelo em que o agente interage com o ambiente externo. O
problema surge a partir do momento em que se percebe que o mundo externo e´ muito
complexo [35]. Desta forma, a partir de um sistema desenvolvido e pre´-definido, o agente
autoˆnomo so´ sera´ capaz de atuar em um ambiente altamente controlado [56].
Ha´ muitas maneiras de enderec¸ar o problema relacionado a` localizac¸a˜o.
8Uma das formas de aproximac¸a˜o muito comum e´ a de ignorar erros relacionados a sua
posic¸a˜o [53]. Este me´todo tem a vantagem de ser simples, pore´m uma desvantagem con-
siderada importante e´ que este me´todo na˜o pode ser considerado um me´todo global de
planejamento. Para superar este problema, pode-se inserir um processo de correc¸a˜o de
posic¸a˜o aplicando te´cnicas que utilizam reconhecimento do ambiente, como sensores a
laser e mapas que indicam a posic¸a˜o correta [38]. Normalmente os sensores que sa˜o
utilizados para indicar a posic¸a˜o do agente sa˜o sensores de distaˆncia, tais como laser, in-
fravermelho e sonar [52]. O problema e´ que os dados fornecidos ao agente autoˆnomo,
geralmente sofrem a influeˆncia de ruı´dos; mesmo assim podem ser utilizados em am-
bientes altamente restritos [32]. Este problema pode ser superado com a utilizac¸a˜o de
pequenos mapas que indicam a posic¸a˜o exata em que o agente se encontra no ambiente
[33]. No entanto, o processo de construc¸a˜o do conjunto de mapas geralmente exige um
alto poder de precisa˜o [53].
Entre os desafios a serem abordados e os problemas a serem estudados,
Shen [72] afirma que agentes autoˆnomos devem ser capazes de reconhecer o ambiente
em que esta˜o inseridos em tempo real, navegar em um ambiente dinaˆmico, ser capazes de
reconhecer ou rastrear um objeto que esta´ em movimento e cooperar com outros agentes
que esta˜o inseridos no mesmo ambiente. Para que todos estes objetivos sejam atingidos,
e´ necessa´rio que os roboˆs sejam eficientes, autoˆnomos, cooperativos, com capacidade de
aprendizado, raciocı´nio e planejamento, sendo que tudo isso deve ser realizado em tempo
real [29], [68] e [81].
O objetivo de jogar futebol com agentes autoˆnomos inteligentes foi pro-
posto por diversos pesquisadores [40], [42], [43] e [69], tendo como princı´pio criar um
novo desafio em longo prazo para a Inteligeˆncia Artificial. De acordo com [8], [9] e
[68], o futebol de roboˆs foi escolhido por apresentar um excelente campo de teste para a
evoluc¸a˜o de va´rias teorias, algoritmos e arquiteturas de agentes autoˆnomos. Na perspec-
tiva de Sahota [66], um dos objetivos da Inteligeˆncia Artificial e´ o processo de construc¸a˜o
de roboˆs totalmente autoˆnomos. Tais agentes devem perceber, interagir e atuar em am-
bientes dinaˆmicos e incertos [35]. Assim e´ preciso desenvolver teorias e ferramentas
que possam auxiliar nesta meta [36] e [37]. A formac¸a˜o de uma equipe de jogadores de
9futebol de roboˆs envolve algo mais do que apenas recursos e te´cnicas de Inteligeˆncia Arti-
ficial. Conforme [44], podem ser citados os seguintes recursos utilizados para a formac¸a˜o
de um time de futebol de roboˆs: dispositivos de hardware especializados no controle
de sensores e atuadores, dispositivos mecatroˆnicos, ale´m de recursos de software tais
como, sistemas que auxiliam no controle do agente, na interpretac¸a˜o do ambiente, sis-
temas de fusa˜o sensorial (combinac¸a˜o de va´rios sensores), visa˜o computacional, redes
neurais, computac¸a˜o evolutiva e multiagentes [21], [54] e [79]. A Figura 2.1 mostra a
equipe de agentes autoˆnomos, CMUnited97, que competiu na RoboCup97 [82].
Figura 2.1: CMUnited97 que competiu na RoboCup97. Extraı´do de [82].
A organizac¸a˜o dos campeonatos mundiais de futebol de roboˆs e´ de res-
ponsabilidade das organizac¸o˜es cientı´ficas, a RoboCup e a FIRA. Estas organizac¸o˜es co-
ordenam as entidades que promovem os eventos. Atualmente existem diversas modali-
dades de jogos para futebol de roboˆs, que envolvem variac¸o˜es no nu´mero de competidores,
tamanho e, ate´ mesmo, a capacidade computacional de cada jogador. Dentre as moda-
lidades existentes da FIRA, podem-se citar: HuroCup, KheperaSot, MiroSot, NaroSot,
RoboSot, SimuroSot.
HuroCup - Humanoid Robot World Cup Soccer Tournament: Esta ca-
tegoria e´ composta por um u´nico roboˆ bı´pede. O tamanho ma´ximo permitido para o roboˆ
e´ de 150cm, com peso ma´ximo de 30kg. As dimenso˜es do campo sa˜o varia´veis entre 340
˜430cm x 250˜350cm. O roboˆ pode ser totalmente autoˆnomo ou controlado atrave´s de
um controle remoto. A Figura 2.2 apresenta o modelo do roboˆ para a categoria HuroCup
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[27].
Figura 2.2: Modelo de roboˆ categoria HuroCup. Extraı´do de [27].
KheperaSot - Khepera Robot Soccer Tournament: Para esta categoria,
uma partida de futebol de roboˆs e´ jogada por duas equipes, sendo que cada equipe e´
composta por um u´nico roboˆ. Os roboˆs sa˜o autoˆnomos e possuem seu pro´prio sistema de
visa˜o. As dimenso˜es do campo sa˜o de 130cm de comprimento x 90cm de largura. A bola
usada e´ uma bola de teˆnis de cor amarela. A Figura 2.3 apresenta o modelo do roboˆ para
a categoria KheperaSot [27].
Figura 2.3: Modelo de roboˆ categoria KheperaSot. Extraı´do de [27].
MiroSot - Micro Robot World Cup Soccer Tournament: esta modali-
dade e´ considerada a de mais fa´cil implementac¸a˜o, uma partida e´ jogada por duas equipes
composta de treˆs roboˆs, sendo que um roboˆ de cada equipe deve ser o goleiro. Esta
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modalidade e´ organizada com roboˆs menores e de mais baixo custo. Fisicamente a estru-
tura desta modalidade e´ composta de um campo plano para realizac¸a˜o do jogo, com di-
menso˜es de 150cm de comprimento x 130cm de largura, sendo que cada time possui uma
caˆmera de CCD (Charge-Coupled Device), para captura das imagens, um computador
para processamento das imagens e transmissa˜o dos dados. O tamanho de cada roboˆ esta´
limitado em 7,5cm de comprimento x 7,5cm de largura x 7,5cm de altura e sa˜o compostos
por dois motores controlados por um microprocessador, com bateria pro´pria e sistema de
comunicac¸a˜o sem fio. A bola usada e´ uma bola de golfe de cor laranja. A Figura 2.4
mostra o modelo de roboˆ categoria MiroSot [27].
Figura 2.4: Modelo de roboˆ categoria MiroSot. Extraı´do de [27].
NaroSot - Nano Robot World Cup Soccer Tournament: para esta modali-
dade de competic¸a˜o, as equipes sa˜o formadas por cinco competidores, sendo que um roboˆ
de cada equipe deve ser obrigatoriamente o goleiro. As dimenso˜es dos roboˆs esta˜o limi-
tadas a 4cm de comprimento x 4cm de largura x 5,5cm de altura. A altura da antena na˜o
esta´ sendo considerada. As dimenso˜es do campo sa˜o de 130cm de comprimento x 90cm
de largura. A bola usada, e´ uma bola laranjada de pingue-pongue. A Figura 2.5 mostra o
modelo de roboˆ categoria NaroSot [27].
RoboSot - Autonomous Robot-soccer Tournament: nesta categoria, as
equipes podem ser formadas por um ou ate´ treˆs roboˆs. As dimenso˜es de cada roboˆ sa˜o
20cm de comprimento x 20cm de largura, sem limite de altura, e as dimenso˜es do campo
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Figura 2.5: Modelo de roboˆ categoria NaroSot. Extraı´do de [27].
sa˜o de 260cm de comprimento x 220cm de largura. A bola utilizada e´ uma bola de teˆnis
amarela com verde claro. A Figura 2.6 mostra o modelo de roboˆ categoria RoboSot [27].
Figura 2.6: Modelo de roboˆ categoria RoboSot. Extraı´do de [27].
SimuroSot - Simulated Robot Soccer Tournament: esta categoria e´ si-
mulada atrave´s de uma entidade central que possui o ambiente de jogo, sendo apresentado
atrave´s de uma tela gra´fica 3D. Ao mesmo tempo, a entidade central roda os programas
clientes, responsa´veis pelas estrate´gias do jogo. Cada equipe possui sua pro´pria estrate´gia
de jogo. Uma partida pode ser jogada com um nu´mero mı´nimo de cinco ou ma´ximo de
onze jogadores. A Figura 2.7 mostra a tela gra´fica da categoria SimuroSot [27].
Ja´ na modalidade da RoboCup, podem-se citar: Four Legged League,
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Figura 2.7: Tela gra´fica da categoria SimuroSot. Extraı´do de [27].
Humanoid League, Middle Size League, Simulation League, Small Size Robot League
(F-180).
Four Legged League: para esta categoria, as equipes sa˜o compostas de
ate´ quatro roboˆs, sendo que um roboˆ deve ser obrigatoriamente o goleiro. As equipes
devem utilizar roboˆs Sony AIBO. Os roboˆs sa˜o totalmente autoˆnomos. As dimenso˜es do
campo sa˜o de 6m x 4m. A Figura 2.8 mostra o modelo de roboˆ categoria Four Legged
League [64].
Figura 2.8: Modelo de roboˆ categoria Four Legged League. Extraı´do de [77].
Humanoid League: para a categoria de roboˆs humanoid da RoboCup,
os roboˆs sa˜o divididos em duas categorias: KidSize com altura entre 30cm e 60cm e Teen-
14
Size com altura entre 80cm e 130cm. Cada equipe e´ formada por um u´nico roboˆ. Ale´m
de jogar futebol, existem outras competic¸o˜es para esta modalidade, tais como: cobranc¸a
de peˆnalti e corrida dinaˆmica [64].
Middle Size League: para esta modalidade, as equipes sa˜o compostas
por roboˆs totalmente autoˆnomos. Na˜o e´ permitida a intervenc¸a˜o humana, exceto na
inserc¸a˜o e na retirada dos roboˆs do campo. Os roboˆs possuem sensores on-board para
detectar obsta´culos e sistema de visa˜o para reconhecimento de cores [64].
Simulation League: a categoria de simulac¸a˜o tem por objetivo oferecer
aos pesquisadores o desenvolvimento de algoritmos com estrate´gicas de jogo diferencia-
das. Cada equipe e´ composta por onze jogadores robo´ticos para jogar futebol, sendo que
o sistema de simulac¸a˜o apresenta os agentes em um ambiente 3D [64].
Small Size Robot League (F-180): nesta categoria, as equipes podem
ser formadas por um ou ate´ cinco roboˆs, sendo que um roboˆ deve ser obrigatoriamente o
goleiro. As dimenso˜es do campo sa˜o de 4,9m de comprimento x 3,4m de largura, de cor
verde, podendo ser de feltro ou carpete. A bola utilizada e´ uma bola padra˜o de golfe, de
cor laranja, aproximadamente 46g de massa com aproximadamente 43mm de diaˆmetro.
A Figura 2.9 mostra um modelo de roboˆ categoria F-180 [64].
Figura 2.9: Modelo de roboˆ categoria F-180.
O desenvolvimento de um projeto, com o intuito de jogar futebol en-
volvendo uma equipe de robo´tica mo´vel, e´ considerado uma aplicac¸a˜o pra´tica do uso
de agentes autoˆnomos cooperando entre si, com recursos de Inteligeˆncia Artificial e visa˜o
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computacional para a realizac¸a˜o de uma tarefa computacional considerada complexa [67].
O grau de cooperac¸a˜o que deve existir entre estes agentes, no meio em que esta˜o in-
seridos com o objetivo de realizar determinada tarefa, esta´ relacionado a` quantidade de
informac¸o˜es que esta˜o sendo percebidas por um determinado agente durante a realizac¸a˜o
e execuc¸a˜o de uma partida de futebol. Portanto, deve-se desenvolver sistemas que sejam
capazes de obter estas informac¸o˜es de modo que elas possam ser tratadas e fornecidas para
cada agente de maneira eficiente e precisa, no contexto em que esta˜o sendo consideradas.
Tendo em mente que o domı´nio em que os agentes autoˆnomos esta˜o inseridos, estas ca-
racterı´sticas sa˜o consideradas complexas, pois envolvem a necessidade de serem tratadas
em tempo real, sempre considerando o grau de incerteza presente em cada informac¸a˜o,
bem como a existeˆncia de ruı´dos e de informac¸o˜es incompletas extraı´das de um ambiente
dinaˆmico [58] e [59].
Roboˆs mo´veis inteligentes utilizam os treˆs principais paradigmas para a
navegac¸a˜o mo´vel. Controlar de forma eficiente o problema dos roboˆs mo´veis inteligentes
sempre foi um desafio para os pesquisadores. Historicamente pode-se definir as es-
trate´gias em treˆs fases distintas, representadas por treˆs paradigmas de controle: o hiera´rqui-
co ou deliberativo, o reativo e hı´brido deliberativo/reativo. Estes paradigmas podem ser
descritos atrave´s de treˆs princı´pios robo´ticos: Perceber, Planejar e Atuar [53]. Perce-
ber corresponde a informac¸o˜es aceitas pelos sensores do roboˆ e a` transformac¸a˜o dessas
informac¸o˜es em saı´das u´teis para outras func¸o˜es. Planejar corresponde a` func¸a˜o que uti-
liza a saı´da do princı´pio Perceber ou o conhecimento adquirido para criar comportamentos
ou tarefas para serem executadas pelo princı´pio Atuar. Atuar corresponde a`s mensagens
de comando que os atuadores do roboˆ executam [49].
2.2 Paradigma hiera´rquico ou deliberativo
O paradigma hiera´rquico ou deliberativo e´ considerado como sendo o
paradigma mais antigo, 1967 - 1990 [53]. Antes do surgimento deste paradigma, os
roboˆs atuavam no ambiente de maneira top-down com relac¸a˜o ao planejamento. Neste
paradigma, os roboˆs utilizam os treˆs princı´pios robo´ticos: Perceber, Planejar e Atuar para
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navegac¸a˜o. Portanto o roboˆ sente o mundo, planeja a pro´xima ac¸a˜o e executa a ac¸a˜o
planejada. Para cada execuc¸a˜o, e´ necessa´rio que o roboˆ planeje o pro´ximo movimento.
Uma outra caracterı´stica do paradigma hiera´rquico ou deliberativo e´ que todos os sen-
tidos que correspondem a`s informac¸o˜es tendem a ser reunidas em um u´nico modelo do
mundo global. Isto significa dizer, que uma u´nica representac¸a˜o e´ utilizada pelo princı´pio
planejar e corresponde a todas as ac¸o˜es que sera˜o executadas na navegac¸a˜o. O processo
de construc¸a˜o de um u´nico modelo gene´rico para representar o mundo global pode ser
considerado como sendo uma representac¸a˜o na˜o adequada desse mundo ou pouco precisa
com relac¸a˜o ao problema que se esta´ pretendendo modelar [51]. A Figura 2.10 representa
o paradigma hiera´rquico ou deliberativo.
Figura 2.10: Paradigma hı´brido hiera´rquico ou deliberativo. Adaptado de [53].
Dessa forma, o paradigma hiera´rquico ou deliberativo pode ser imagi-
nado como sendo uma passagem de fluxo de eventos, ignorando evideˆncias biolo´gicas de
perceber informac¸o˜es que podem ser inseridas diretamente em uma nova ac¸a˜o, isto e´, as
entradas que correspondem a`s informac¸o˜es, perdem o sentido [53].
2.3 Paradigma reativo
O paradigma reativo e´ uma evoluc¸a˜o do paradigma hiera´rquico ou de-
liberativo e tornou-se um dos responsa´veis pelo desenvolvimento da robo´tica mo´vel. Este
paradigma foi utilizado em grande escala nas de´cadas de 80 e 90 [53]. Ele ainda per-
manece em uso, so´ que em menor escala. A partir de 1992, a tendeˆncia do paradigma
reativo foi migrar em direc¸a˜o a` construc¸a˜o de arquiteturas hı´bridas [50].
Com a utilizac¸a˜o do paradigma reativo, tornou-se possı´vel o processo de
construc¸a˜o de roboˆs mo´veis inteligentes diante de duas tendeˆncias: A primeira constitui-
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se em um movimento popular formado por pesquisadores de Inteligeˆncia Artificial, tendo
como objetivo direcionar suas pesquisas para as a´reas de biologia e psicologia com o obje-
tivo de investigar e ao mesmo tempo explorar exemplos de inteligeˆncia. A outra tendeˆncia
constitui-se diante da diminuic¸a˜o de forma acelerada dos custos envolvendo hardwares de
computadores e, ao mesmo tempo, maior poder de capacidade de armazenamento. Como
resultado considerado expressivo para a e´poca, pode ser citado o processo de construc¸a˜o
de roboˆs que procuravam simular comportamentos de insetos [45].
O paradigma reativo foi responsa´vel por lanc¸ar o princı´pio primitivo
Planejar junto com a saı´da. Ele constitui-se no mecanismo de Perceber-Atuar em forma
de uma organizac¸a˜o. Enquanto que o paradigma hiera´rquico assume que o resultado que
corresponde a` saı´da para uma ac¸a˜o sempre deriva do resultado produzido por um plano,
o paradigma reativo assume que o resultado que corresponde a` saı´da de uma ac¸a˜o sempre
sera´ a saı´da do pro´prio sensor [70] e [53]. A Figura 2.11 representa o paradigma reativo.
Figura 2.11: Paradigma reativo. Adaptado de [53].
Para o caso onde o processo Perceber-Atuar esta´ conectado diretamente
com a saı´da da ac¸a˜o a ser executada, pode-se dizer que o paradigma reativo esta´ em pleno
funcionamento. Para os roboˆs mo´veis inteligentes, sa˜o apresentados inu´meros exemplos
condicionados ao comportamento Perceber-Atuar [52]. Estes pares de comportamentos
sa˜o processos considerados concorrentes, responsa´veis pela coleta de informac¸o˜es, que
esta˜o presentes no ambiente e, ao mesmo tempo, escolhem a melhor ac¸a˜o para que seja
aceita, independente de outros processos que estejam em execuc¸a˜o [50]. Um compor-
tamento em particular pode significar a direc¸a˜o que o agente deve seguir. Por exemplo:
mova-se para frente 2 metros (Atuar corresponde a` direc¸a˜o dos motores), para que possa
ser atingida uma meta (Perceber a meta), enquanto um outro comportamento informa que
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os motores devem girar 900 no sentido hora´rio para que possa evitar uma colisa˜o com
um outro agente que se encontra parado em frente (Perceber obsta´culos). O roboˆ tem a
capacidade de combinar comportamentos, mesmo que em um determinado instante ele
esteja temporariamente fora de seu curso. Este recurso e´ necessa´rio para que haja a possi-
bilidade de ser bem sucedido na tarefa que a ele foi designada. No caso do comportamento
acima citado, o roboˆ deve girar 450 para evitar uma colisa˜o. Percebe-se que em nenhum
momento este roboˆ recebeu um comando direto no sentido de que deveria girar 45o. O
mecanismo que envolve o processo de atuac¸a˜o dos roboˆs mo´veis inteligentes emerge da
combinac¸a˜o de dois comportamentos [51].
Dessa forma, o paradigma reativo e´ responsa´vel por produzir resultados
e demonstrac¸o˜es atrave´s de modelos de roboˆs que procuram simular insetos. Atrave´s do
processo de demonstrac¸a˜o e´ possı´vel perceber a na˜o necessidade do princı´pio Planejar
com a construc¸a˜o de roboˆs mo´veis inteligentes. O processo que envolve o estı´mulo-
resposta como forma de treinamento explica como acontece o processo de aprendizado,
conforme modelo de Pavlov [84]. O paradigma reativo apresenta muitas propriedades
que sa˜o consideradas deseja´veis. Dentre as que se pode destacar esta´ a capacidade de
execuc¸a˜o de forma ra´pida e sem a necessidade de planejamento [53].
2.4 Paradigma hı´brido deliberativo/reativo
O paradigma hı´brido deliberativo/reativo permanece como sendo uma
das a´reas que ainda esta´ em fase de pesquisas [53]. Nesse paradigma, o agente primeira-
mente realiza planos (deliberados) que consistem em melhor decompor uma tarefa em
subtarefas que, ao mesmo tempo, pode-se chamar de “missa˜o planejar”, que sa˜o os com-
ponentes considerados essenciais e adequados para a realizac¸a˜o de cada subtarefa [3].
Deste modo, cada comportamento inicia seu processo de execuc¸a˜o como sendo um para-
digma reativo. Esta forma de organizac¸a˜o e´ chamada de Planejar, Perceber-Atuar. Isto
significa dizer que o processo Planejar esta´ pronto em um u´nico passo; ja´ os processos
Perceber-Atuar ficam prontos ao mesmo tempo. O mecanismo que consiste em perceber
a organizac¸a˜o no paradigma hı´brido deliberativo/reativo e´ tambe´m ao mesmo tempo uma
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mistura dos paradigmas reativo e hiera´rquico [70]. A Figura 2.12 representa o paradigma
hı´brido deliberativo/reativo.
Figura 2.12: Paradigma hı´brido deliberativo/reativo. Adaptado de [53].
Os sensores sa˜o responsa´veis pelo processo de captura de informac¸o˜es
para um comportamento trac¸ar rota e necessitam do processo que envolve perceber o
que esta´ acontecendo no ambiente. Ao mesmo tempo, precisam disponibilizar estas
informac¸o˜es para o processo Planejar, que e´ responsa´vel pela construc¸a˜o de uma determi-
nada tarefa orientada a partir de um modelo do mundo global [3].
O processo Planejar pode estar monitorando a entrada de informac¸o˜es
mesmo que ele esteja oculto, isto e´, esta´ sempre pronto para uma possı´vel necessidade
de um novo comportamento. Um exemplo desse comportamento seria identificar um
obsta´culo que foi inserido por uma pessoa no ambiente em que se encontra o roboˆ mo´vel
inteligente. Dessa forma, o processo Planejar faz atualizac¸a˜o computacional sempre que
necessa´rio, isto e´, o planejamento deliberativo pode atualizar-se a qualquer momento.
Diferentemente, os comportamentos reativos frequ¨entemente executam o processo de
atualizac¸a˜o em intervalos de tempo pre´-estabelecidos e constantes. [53].
2.5 Descric¸a˜o de algumas arquiteturas relevantes
Nesta sec¸a˜o, apresenta-se diversos exemplos de implementac¸o˜es de ar-
quiteturas que seguem o paradigma reativo e hı´brido. A justificativa pela escolha em
descrever em detalhes apenas quatro modelos de arquitetura (a subsumption, a SOTY II, a
LOGUE e a fuzzy), e´ porque eles apresentam aspectos considerados relevantes que influ-
enciaram no modelo de arquitetura que se esta´ propondo. A partir da descric¸a˜o destes qua-
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tro modelos, pretende-se buscar ide´ias e aspectos inspiradores no processo de construc¸a˜o
da arquitetura a ser proposta neste trabalho. Assim, monstram-se as principais caracte-
rı´sticas das arquiteturas escolhidas, analisando suas vantagens e desvantagens.
A primeira arquitetura a ser exposta e´ o modelo proposto por Rodney
Brooks [18], sendo chamado de arquitetura de subsumption. O segundo modelo foi su-
gerido por Hyun-Sik Shim [73], denominado de arquitetura de controle hı´brida do SOTY
II. O terceiro e´ o chamado LOGUE: uma arquitetura para transmissa˜o de ac¸a˜o de com-
portamento e tarefa entre mu´ltiplos roboˆs autoˆnomos, criado por Wang [83]. O quarto,
desenvolvido por Vadakkepat [80], foi o modelo de evoluc¸a˜o de comportamentos fuzzy
para sistema multi-robo´tico.
2.5.1 Arquitetura de Subsumption
2.5.1.1 Introduc¸a˜o
Na de´cada de oitenta, surgiu um grupo de pesquisadores, cujo pesquisa-
dor de maior destaque foi Rodney Brooks [18]. Parte de sua influeˆncia esta´ relacionada
ao grande nu´mero de publicac¸o˜es, envolvendo a arquitetura de Subsumption como uma
implementac¸a˜o do paradigma reativo [53]. Rodney Brooks e´ pesquisador do Artificial
Intelligence Laboratory of Massachussets Institute of Technology (MIT). Esse grupo de
pesquisadores acreditava que o nı´vel de inteligeˆncia dos seres humanos apresentava-se
em um nı´vel de complexidade muito elevado e ao mesmo tempo pouco se sabia de que
forma decompor esta inteligeˆncia para que pudesse ser compreendida corretamente [18].
De acordo com Maes [46], o grupo de pesquisadores do MIT propoˆs
uma arquitetura totalmente diferente da arquitetura tradicional, voltada para agentes autoˆ-
nomos inteligentes, permitindo solucionar o problema de planejamento de uma outra
forma, envolvendo a modelagem do sistema de controle dos agentes autoˆnomos mo´veis
[4], [18] e [48] A Figura 2.15 mostra esta arquitetura.
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2.5.1.2 Percepc¸a˜o - Ac¸a˜o
O ciclo de percepc¸a˜o-ac¸a˜o e´ fundamental para a navegac¸a˜o de agentes
autoˆnomos inteligentes [18]. Uma interpretac¸a˜o simples do ambiente pode provocar uma
ac¸a˜o a ser executada pelo agente neste ambiente. Portanto, a percepc¸a˜o do agente com
relac¸a˜o ao mundo e´ modificada e a nova percepc¸a˜o enta˜o e´ utilizada na pro´xima ac¸a˜o a
ser executada [53].
O princı´pio da percepc¸a˜o-ac¸a˜o implementado na Arquitetura de Sub-
sumption, descarta a representac¸a˜o do conhecimento como sendo uma base fundamen-
tal dos sistemas artificiais inteligentes. Este princı´pio e´ baseado na iniciativa de que
a inteligeˆncia e´ abordada de forma incremental. O modelo e´ construı´do com camadas
superpostas, isto e´, uma camada qualquer produz suas pro´prias atividades, ou comporta-
mentos, de forma completa e especı´fica e enta˜o a representac¸a˜o que e´ dada ao conheci-
mento desaparece. Em outras palavras, pode-se dizer que o sistema desenvolvido percebe
modificac¸o˜es que sa˜o inseridas no ambiente e reage de forma adequada e imediata a esta
percepc¸a˜o [20] e [49].
2.5.1.3 Unidades funcionais
O sistema de controle para roboˆs autoˆnomos mo´veis deve ser completo
ao ponto de ser capaz de realizar tarefas consideradas complexas do mundo real [18]. Uma
forma de desenvolver este sistema de controle para roboˆs autoˆnomos mo´veis e´ decompor
o sistema em uma se´rie de unidades funcionais. A Figura 2.13 apresenta o modelo da
decomposic¸a˜o tradicional de um sistema de controle em unidades funcionais.
Neste modelo, cada unidade funcional esta´ estritamente ligado a` unidade
anterior e ao nı´vel da unidade posterior, de modo que este sistema tem que ser projetado
de maneira completa e precisa, haja vista que um nı´vel na˜o possui a caracterı´stica de
ser completo e ao mesmo tempo ser capaz de realizar atividades de forma independente.
Havendo a necessidade de incrementar uma nova unidade funcional, e´ necessa´rio que todo
o projeto seja alterado [19].
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Figura 2.13: Modelo da decomposic¸a˜o tradicional de um sistema de controle em unidades fun-
cionais. Adaptado de [19].
2.5.1.4 Nı´veis de atividades
A forma como a arquitetura de subsumption e´ representada difere no-
tavelmente do modelo de unidade funcional, que consiste em dividir o controle do sistema
em nı´veis funcionais: percepc¸a˜o, modelagem, planejamento, execuc¸a˜o da tarefa e controle
dos motores. Ao inve´s disso, a arquitetura de subsumption consiste em organizar o sis-
tema de controle para os roboˆs autoˆnomos mo´veis em forma de camadas, sendo que cada
camada representa uma tarefa qualquer ou um comportamento completo. A Figura 2.14
apresenta a decomposic¸a˜o de um sistema de controle baseado em camadas de atividades.
Neste novo formato de divisa˜o, a utilizac¸a˜o de camadas de atividades
permite acrescentar um novo comportamento no exato momento em que ele se faz necessa´-
rio para a aplicac¸a˜o, ou seja, o processo de inserc¸a˜o de uma nova camada consiste apenas
em interfacear esta camada com o sistema. O princı´pio deste modelo de arquitetura con-
siste em construir um sistema autoˆnomo mesmo que seja simples, mas que seja ao mesmo
tempo completo e, apo´s a construc¸a˜o, testa´-lo no ambiente real [19]. A Figura 2.15 repre-
senta o modelo da arquitetura de subsumption.
A arquitetura de subsumption caracteriza-se pelo fato de que a saı´da
da camada que se encontra em mais alto nı´vel sobrescreve a saı´da da camada que se
encontra no nı´vel inferior. Este fato e´ representado na Figura 2.15 pelo “S” no cı´rculo.
Assim, em um determinado momento considerado adequado, os sensores responsa´veis
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Figura 2.14: Divisa˜o do sistema de controle baseado em camadas de atividades. Adaptado de
[19].
pela camada indicam uma situac¸a˜o que e´ considerada propı´cia para sua atuac¸a˜o. Diante
desta caracterı´stica, a camada que se encontra acima, suprime o fluxo de ac¸o˜es da camada
imediatamente inferior. O sistema desenvolvido deve apresentar como caracterı´stica o
fato de ser completo e ao mesmo tempo independente de cada nı´vel e, mesmo assim,
as camadas inferiores continuara˜o formando um sistema que simultaneamente deve ser
funcional e completo [63].
Na metodologia de decompor o sistema a ser desenvolvido em camadas
de comportamentos, pode-se inferir os seguintes argumentos [18]:
1- Todas as atividades que sa˜o consideradas simples e que se encontram
nos nı´veis inferiores da arquitetura podem apresentar caracterı´sticas de reac¸o˜es ra´pidas.
Isto ocorre em virtude de que estas camadas procuram representar o mundo atrave´s da
simplicidade. Este sistema utiliza o princı´pio de percepc¸a˜o-ac¸a˜o. Isto significa dizer que
o monitoramento do ambiente e´ realizado atrave´s de sensores de forma frequ¨ente e a partir
deste monitoramento, o sistema aplica uma atualizac¸a˜o de maneira constante;
2 - Com a aplicac¸a˜o de mu´ltiplas atividades e sendo que estas atividades
se encontram em paralelo, ha´ uma menor possibilidade de ocorrer um colapso provocado
por uma mudanc¸a qualquer no sistema. O que pode ocorrer em um determinado instante
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Figura 2.15: Arquitetura de subsumption. Adaptado de [19].
e´ a incapacidade de execuc¸a˜o de algumas camadas do sistema;
3 - Cada camada de atividade de comportamentos pode ser imaginada
como sendo uma camada que apresenta seu pro´prio mundo ou um modelo deste mundo. A
principal atividade desta camada e´ a utilizac¸a˜o do mundo como sendo seu pro´prio modelo,
e de forma contı´nua, adaptar cada objetivo a`s condic¸o˜es do ambiente atual;
4 - A func¸a˜o do agente autoˆnomo inteligente esta´ implı´cita em suas
camadas.
2.5.2 Arquitetura de controle hı´brida do SOTY II
A arquitetura proposta por Shim [73] tem por objetivo auxiliar na cons-
truc¸a˜o de uma arquitetura de controle hı´brida para um roboˆ jogador de futebol [41] e [74].
Esta arquitetura apresenta nı´veis estrate´gicos e de execuc¸a˜o. Estes nı´veis sa˜o: atribuic¸a˜o,
ac¸a˜o, comportamento e execuc¸a˜o. A Figura 2.16 representa a arquitetura de controle
hı´brida do SOTY II.
A arquitetura proposta e´ uma combinac¸a˜o dos nı´veis hiera´rquicos e de
comportamentos. Esta combinac¸a˜o satisfaz comportamentos e ac¸o˜es, especı´ficas para um
sistema de futebol de roboˆs. O nı´vel de execuc¸a˜o e´ responsa´vel pelo processo que co-
manda os atuadores, isto e´, este nı´vel e´ quem indica para o roboˆ como ele deve atuar no
ambiente. O nı´vel hiera´rquico foi desenvolvido com base nos nı´veis de comportamentos,
tais como: comportamento de movimentos que podem ser encontrados em um ambi-
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Figura 2.16: Arquitetura de Controle Hı´brida do SOTY II. Adaptado de [73].
ente dinaˆmico. Por exemplo: desviar de obsta´culos. Ja´ o nı´vel de ac¸a˜o foi desenvolvido
com o objetivo de jogar futebol. Uma partida de futebol pode ser jogada sem o nı´vel de
atribuic¸a˜o (o nı´vel de atribuic¸a˜o consiste no papel que sera´ designado ao jogador), mas e´
necessa´rio que sejam implementadas no nı´vel de ac¸a˜o todas as estrate´gias que sera˜o uti-
lizadas durante a realizac¸a˜o do jogo. Como exemplo pode-se citar a definic¸a˜o da posic¸a˜o
em que o agente deve atuar, defesa ou ataque. Vale lembrar que devido a problemas que
possam surgir no transcorrer da partida associados com a zona de defesa (indefinic¸a˜o da
zona de defesa), geralmente associados ao mau funcionamento dos roboˆs (defeitos do
pro´prio sistema), ou ate´ mesmo em situac¸o˜es onde roboˆs ficam bloqueados por um roboˆ
da equipe oposta, justifica o processo de implementac¸a˜o do nı´vel de atribuic¸a˜o. O nı´vel
de atribuic¸a˜o e´ responsa´vel pelo processo de distribuic¸a˜o dos pape´is dos agentes, sendo
esta definic¸a˜o tomada de acordo com a situac¸a˜o em que o agente se encontra no campo.
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O desenvolvimento do sistema de futebol de roboˆs do SOTY II e´ baseado
no modelo de implementac¸a˜o do controle centralizado. Assim, apenas o nı´vel de execuc¸a˜o
foi implementado nos roboˆs. Os demais nı´veis da arquitetura foram implementados
em uma entidade central. A entidade central e´ a responsa´vel pelo processamento das
informac¸o˜es que sa˜o capturadas com o auxı´lio de um sistema de visa˜o global e ao mesmo
tempo executa as atribuic¸o˜es. Estas atribuic¸o˜es sa˜o realizadas pelos algoritmos que per-
tencem aos nı´veis de ac¸a˜o e de comportamento. Todos os comandos responsa´veis pelo
deslocamento e velocidade do roboˆ sa˜o enviados aos roboˆs atrave´s de um mo´dulo de
comunicac¸a˜o via ra´dio.
Embora os nı´veis de atribuic¸a˜o, ac¸a˜o e comportamento sejam imple-
mentados na entidade central, estes nı´veis sa˜o ao mesmo tempo distribuı´dos ao longo do
algoritmo desenvolvido. Isto equivale a dizer que cada roboˆ apresenta sua pro´pria func¸a˜o,
ou seja, nı´veis de ac¸a˜o e comportamento foram implementados em algoritmos diferentes,
utilizando varia´veis de controle de forma diferenciada, para que cada algoritmo pudesse
satisfazer o papel exercido a cada agente. Como exemplo, a diferenciac¸a˜o dos movimen-
tos exercidos atrave´s de ac¸o˜es por um roboˆ goleiro e um roboˆ artilheiro. As varia´veis
responsa´veis pelo controle sa˜o postas de forma diferenciada de acordo com os pape´is que
foram designados para cada roboˆ.
Mesmo que a estrate´gia de jogo seja excelente, se os movimentos exe-
cutados pelo roboˆ sa˜o lentos, o sistema pode se tornar inu´til. As ac¸o˜es do roboˆ, tais como
movimentos e comportamentos responsa´veis pelo desvio dos obsta´culos que possam sur-
gir sa˜o fatores que devem ser considerados importantes na construc¸a˜o de um sistema
voltado para jogar futebol de roboˆs [35].
O nı´vel mais baixo da arquitetura de controle, o nı´vel de execuc¸a˜o de
controle da velocidade dos roboˆs, deve apresentar um tempo menor para que possa apre-
sentar uma reac¸a˜o imediata. Por outro lado, para nı´veis mais elevados, este tempo de
reac¸a˜o pode se tornar mais longo. O tempo de reac¸a˜o responsa´vel pelo nı´vel de ac¸a˜o e´
determinado pelas informac¸o˜es que sa˜o atualizadas como o auxı´lio do sistema de visa˜o
[73].
Este modelo de arquitetura, apesar de oferecer diversos benefı´cios, tais
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como, explorac¸a˜o completa do ambiente e decisa˜o estrate´gica em nı´vel global, deixa a
desejar diante de um poder de reac¸a˜o imediato, pois, apenas o nı´vel de execuc¸a˜o foi
implementado nos roboˆs. Desta forma apresenta um alto grau de incerteza de acordo com
a dinaˆmica do jogo, visto que todas as ac¸o˜es de execuc¸a˜o sa˜o planejadas e enviadas pela
entidade central para que sejam executadas nos roboˆs. Assim, este modelo de arquitetura
pode falhar no processo de identificac¸a˜o da posic¸a˜o exata em que o roboˆ se encontra no
ambiente. Uma melhor distribuic¸a˜o dos nı´veis entre a entidade central e os roboˆs pode
melhorar este modelo de arquitetura.
2.5.3 LOGUE: uma arquitetura para transmissa˜o de ac¸a˜o de com-
portamento e tarefa entre mu´ltiplos roboˆs autoˆnomos
A arquitetura, proposta por Wang [83], tem por objetivo auxiliar na
comunicac¸a˜o da arquitetura de controle para melhorar a capacidade e a flexibilidade de
mu´ltiplos sistemas de roboˆs autoˆnomos na execuc¸a˜o de tarefas complexas e lidar com
situac¸o˜es imprevisı´veis. Para executar tarefas utilizando mu´ltiplos sistemas de roboˆs
autoˆnomos, e´ preciso que cada roboˆ possua informac¸o˜es precisas a respeito da tarefa a
ser realizada. Ale´m do mais, e´ deseja´vel que o sistema de roboˆs autoˆnomos apresente ca-
racterı´sticas de flexibilidade diante da realizac¸a˜o de tarefas, que combinem a organizac¸a˜o
de ac¸o˜es de acordo com informac¸o˜es a respeito do processo de realizac¸a˜o da tarefa [60].
Uma soluc¸a˜o para este caso, e´ construir e incorporar todas as informa-
c¸o˜es necessa´rias para a realizac¸a˜o de tarefas e possı´veis deciso˜es que possam ser tomadas
diante de diferentes situac¸o˜es pelo agente. Por outro lado, tambe´m e´ possı´vel desenvolver
um sistema de captura de informac¸o˜es para os roboˆs a respeito da tarefa e a ser executada
em tempo-real. Estas informac¸o˜es podem ser adquiridas de outros agentes que ja´ estejam
engajados na realizac¸a˜o desta tarefa, ou ate´ mesmo da entidade central, atrave´s de uma
rede que contenha uma base de dados das diferentes ac¸o˜es e comportamentos a serem
relacionados para a tarefa a ser executada. Este sistema apresenta uma enorme vantagem
em relac¸a˜o aos demais, pois permite ao agente autoˆnomo realizar novas tarefas e ate´
mesmo enfrentar novos desafios que possam surgir no ambiente. Este sistema de controle
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permite o processo de construc¸a˜o a partir de um estilo incremental. Assim, o sistema de
controle de um agente autoˆnomo pode ser pequeno, necessitando apenas de informac¸o˜es
com caracterı´sticas e func¸o˜es de controle ba´sicas. Um sistema de controle considerado
pequeno e´ realmente u´til para agentes autoˆnomos inteligentes, especialmente a partir do
momento em que o nu´mero de agentes aumenta.
A arquitetura proposta permite a troca de tarefas e comportamentos en-
volvendo informac¸o˜es que possam auxiliar o agente autoˆnomo a ser bem sucedido na
realizac¸a˜o da tarefa para a qual ele foi designado. Ale´m disso, este modelo mante´m um
pequeno sistema de controle a bordo do roboˆ que pode receber a tarefa e informac¸o˜es
de comportamentos de outros agentes ou da entidade central. A Figura 2.17 apresenta a
arquitetura do sistema LOGUE.
Figura 2.17: Arquitetura extraı´da do sistema LOGUE. Adaptado de [83].
O sistema LOGUE pode rodar tanto em roboˆs autoˆnomos quanto em
sistemas que gerenciam comportamentos. Para este sistema, treˆs componentes sa˜o in-
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cluı´dos: o mo´dulo de comunicac¸a˜o, mo´dulo de gereˆncia de ac¸a˜o e mo´dulo de dispositivo.
O mo´dulo de comunicac¸a˜o e´ responsa´vel pelo envio dos pacotes de mensagens aos roboˆs.
O mo´dulo de gereˆncia de ac¸a˜o inclui a gereˆncia de comportamentos e a gereˆncia de tare-
fas. Este mo´dulo constro´i ac¸o˜es que sa˜o transferidas pela rede, verifica sua capacidade,
armazena e roda a ac¸a˜o da tarefa, como sendo componentes chaves do sistema. O mo´dulo
de dispositivo foi projetado com o objetivo de fornecer uma interface comum a todos os
dispositivos nativos do roboˆ, tais como sensores e atuadores. A Figura 2.18 apresenta
uma visa˜o interna do sistema LOGUE.
Figura 2.18: Visa˜o interna parcial do sistema LOGUE. Adaptado de [83].
O mo´dulo de comunicac¸a˜o e´ responsa´vel pelo processo de transmissa˜o
e recepc¸a˜o de ac¸o˜es entre roboˆs e a entidade central. Este sistema roda em uma ma´quina
virtual Java com ac¸a˜o e interface remotas, enviando argumentos da ma´quina virtual local
para os roboˆs. Os resultados obtidos sa˜o organizados na ma´quina remota e sa˜o envia-
dos a` ma´quina virtual local. Ao mesmo tempo, ac¸o˜es que incluem alguns argumentos
ou resultados na˜o sa˜o invocadas remotamente e sim copiadas para a ma´quina virtual re-
mota. Isto ocorre em func¸a˜o de que a invocac¸a˜o deve ser realizada na mesma ma´quina
virtual. Assim, garante-se a consisteˆncia de controle da base de comportamento e ac¸a˜o
de comportamento ou ac¸a˜o de tarefa, que deve ser transferida a` ma´quina virtual do roboˆ
30
atual.
No mo´dulo de gereˆncia de ac¸a˜o, todos os objetos de elementos de com-
portamento sa˜o administrados por um gerente de comportamento. Do mesmo modo, todas
as ac¸o˜es de tarefas sa˜o administradas por um gerente de tarefas. O gerente de comporta-
mento armazena em uma lista todos os objetos de elementos de comportamento. Neste
objeto, um me´todo chamado requer um comportamento enviando uma mensagem de pe-
dido a outros roboˆs ou para a entidade central atrave´s do mo´dulo de comunicac¸a˜o. Enta˜o,
o gerente de comportamento informa ao remetente que o objeto do elemento de compor-
tamento esta´ disponı´vel para o roboˆ que solicitou. Mas se o gerente de comportamento
verificar que o objeto do elemento de comportamento na˜o existe, enta˜o e´ enviado uma
mensagem ao solicitante, informando que este comportamento na˜o esta´ disponı´vel.
O mo´dulo de dispositivos foi projetado com dois propo´sitos. O primeiro
e´ fornecer interface, mesmo que de forma abstrata, entre sensores e atuadores; o segundo
mantem informac¸o˜es do estado interior do roboˆ, tais como: posic¸a˜o, orientac¸a˜o e direc¸a˜o
da caˆmera.
Este modelo de arquitetura apresenta a vantagem da cooperac¸a˜o mul-
tiagente atrave´s da troca de informac¸o˜es para a realizac¸a˜o de novas tarefas. Por outro
lado, esta arquitetura apresenta como uma das principais desvantagens a complexidade
do sistema na definic¸a˜o e controle de seu conjunto de ac¸o˜es, visto que com o aumento
do nu´mero de roboˆs atuando no mesmo ambiente, maior sera´ o grau de complexidade do
sistema, e sendo que o jogo de futebol de roboˆs e´ composto por diversos roboˆs, atuando
ao mesmo tempo, o processo de definic¸a˜o e deliberac¸a˜o das ac¸o˜es exige um alto poder
computacional.
2.5.4 Evoluc¸a˜o de comportamentos fuzzy para sistema multi-robo´tico
A arquitetura, proposta por Vadakkpat [80], apresenta uma estrutura
hiera´rquica de pape´is e comportamentos. A base de comportamento deste modelo e´ com-
posta de regras consideradas complexas e que ao mesmo tempo devera˜o ser decompostas
em novas regras para os roboˆs atrave´s do mo´dulo de comportamento e dos diferentes
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nı´veis de complexidade. As ac¸o˜es consideradas primitivas sa˜o armazenadas primeiro,
tendo como base a complexidade dos comportamentos. Pape´is e comportamentos de
maior complexidade sa˜o colocados nos nı´veis mais alto da hierarquia. Os comportamen-
tos considerados de mais alto nı´vel sa˜o decompostos em comportamentos simples, modu-
lares e acessı´veis. A Figura 2.19 apresenta o layout da arquitetura de comportamento do
sistema multi-robo´tico.
Figura 2.19: Layout da arquitetura de comportamentos do sistema multi-robo´tico. Adaptado de
[80].
Na arquitetura, o comportamento de grupo, que esta´ no topo da hierar-
quia, representa a estrate´gia que sera´ adotada pela equipe. O comportamento de grupo
e´ incorporado atrave´s dos efeitos coletivos que representam as atividades individuais de
cada agente. Cada agente pode exibir diversos modos de comportamento, dependendo
do papel que a ele foi designado pelo segundo nı´vel. Em intervalos de tempo, o con-
trole lo´gico fuzzy que se encontra no nı´vel superior, designa pape´is especı´ficos para cada
agente. Para que o agente possa cumprir o papel que a ele foi designado, e´ necessa´rio
executar comportamentos, ou seja, tarefas especı´ficas que sera˜o definidas pelo terceiro
nı´vel. Alguns comportamentos sa˜o reativos e podem ser observados na natureza atrave´s
de estı´mulos provocados pelo ambiente. No entanto, outros comportamentos sa˜o guiados
por objetivos e estrate´gias. Comportamentos considerados individuais sa˜o decompostos
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futuramente em ac¸o˜es primitivas e encontram-se no nı´vel inferior da hierarquia. Mesmo
que apresentem caracterı´sticas consideradas fa´ceis de serem realizadas ou ac¸o˜es primiti-
vas, representam componentes que derivam de outros, que eram considerados complexos.
A lo´gica fuzzy foi aplicada neste sistema para realizar va´rios compor-
tamentos em diferentes nı´veis da hierarquia. Ha´ requisitos diferentes que ao mesmo
tempo esta˜o associados com o controle lo´gico fuzzy em diferentes nı´veis. Os controles
responsa´veis pelas ac¸o˜es primitivas devem apresentar movimentos considerados exatos
para o agente. Ja´ sensores fuzzy, que esta˜o posicionados em nı´veis mais altos da hierar-
quia, sa˜o necessa´rios para indicar o processo de construc¸a˜o de decisa˜o e coordenac¸a˜o de
comportamento.
O sistema desenvolvido de coordenac¸a˜o de comportamento utiliza dois
mecanismos fuzzy na arquitetura. O primeiro mecanismo consiste da coordenac¸a˜o fuzzy,
baseada nas regras de Connel [25]. Ja´ o segundo mecanismo de atividade e contribuic¸a˜o
de ac¸a˜o e´ conforme Abreu [1].
O processo de coordenac¸a˜o utiliza uma base de regras fuzzy que con-
siste em um processo de avaliac¸a˜o das condic¸o˜es do ambiente e, a partir deste conjunto
de regras, escolhe o comportamento que e´ considerado conveniente para servir ao ob-
jetivo. A base de regras e´ o que determina a decisa˜o que devera´ ser tomada para que
seja possı´vel alcanc¸ar a coordenac¸a˜o do comportamento. Este me´todo adota uma decisa˜o
de aproximac¸a˜o de cima para baixo e frequ¨entemente e´ usado na designac¸a˜o de pape´is,
coordenac¸a˜o de comportamento para pape´is e coordenac¸a˜o de ac¸a˜o para comportamen-
tos deliberativos. No entanto, a atividade e o me´todo de contribuic¸a˜o de ac¸a˜o utilizam
um mecanismo de aproximac¸a˜o de baixo para cima em seu processo de construc¸a˜o de
comportamento.
O motor de infereˆncia do sistema fuzzy, composto por sub-comporta-
mentos, e´ o que fornece um par de atividades do tipo valor-ac¸a˜o. O valor-ac¸a˜o cor-
responde a` ac¸a˜o sugerida, e o valor de cada atividade significa o grau de contribuic¸a˜o
do sub-comportamento para cada comportamento do plano superior. Um algoritmo em
forma de a´rbitro, localizado no plano superior, e´ responsa´vel por revisar os valores que
foram propostos pelos nı´veis inferiores e, ao mesmo tempo, calcular a saı´da de cada com-
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portamento, semelhante ao me´todo que calcula o centro da me´dia. Na maioria dos casos,
a atividade e o me´todo de contribuic¸a˜o de ac¸a˜o sa˜o usados no processo que envolve a
fusa˜o de ac¸a˜o e selec¸a˜o dentro de cada comportamento reativo.
Na arquitetura de comportamento proposta, a lo´gica fuzzy e´ aplicada na
realizac¸a˜o de ac¸o˜es primitivas, coordenac¸a˜o de comportamento, construc¸a˜o de regras e
designac¸a˜o de pape´is. Este projeto de controle lo´gico fuzzy contou com trabalhos rela-
cionados e experimentos, embora diversos ensaios tenham sido realizados. Mudanc¸as,
tais como configurac¸a˜o do sistema, variac¸o˜es de caracterı´sticas provocadas pelo ambiente
ou caracterı´sticas do cena´rio podem ser previstas pelo sistema de controle lo´gico fuzzy.
Modificac¸o˜es das informac¸o˜es do conjunto de sensores fuzzy e inserc¸a˜o de me´todos evo-
lutivos e´ o que se pretende obter atrave´s do processo de evoluc¸a˜o deste sistema. O meca-
nismo evolutivo melhora o desempenho do sistema e reduz a carga de trabalho humana.
Com a utilizac¸a˜o de algoritmos gene´ticos em sistemas de roboˆs mo´veis
inteligentes, tem sido possı´vel apresentar um melhor desempenho no comportamento e na
aquisic¸a˜o de novos conhecimentos [31] e [34]. Por outro lado, o processo de evoluc¸a˜o do
conjunto composto pelas regras fuzzy e´ considerado essencial diante de duas aproximac¸o˜es:
melhora no conjunto da base de regras e atrave´s das func¸o˜es de aproximac¸a˜o [12], [39],
[55] e [76].
A formac¸a˜o de uma func¸a˜o de pertineˆncia e´ normalmente caracterizada
atrave´s de um conjunto de paraˆmetros. Por exemplo, sa˜o necessa´rios treˆs paraˆmetros para
uma func¸a˜o de pertineˆncia triangular. O ponto de pico decide qual deve ser a posic¸a˜o
da func¸a˜o de pertineˆncia no universo de discurso, enquanto que a` esquerda e a` direita,
bases de regras definem seu alcance. A Figura 2.20 apresenta as func¸o˜es de pertineˆncia
da evoluc¸a˜o da arquitetura fuzzy de comportamento.
A utilizac¸a˜o de algoritmos gene´ticos aperfeic¸oa a func¸a˜o de pertineˆncia
atrave´s do desenvolvimento do conjunto associativo de paraˆmetros. O conjunto de regras
que compo˜e a base fuzzy para ac¸o˜es primitivas e´ em sua maioria composto por regras
simples e claras. Ao mesmo tempo, uma melhoria neste conjunto de regras e´ limitada.
A evoluc¸a˜o de func¸o˜es pertineˆncias concentra-se em sua maioria nos nı´veis inferiores da
arquitetura. A base de regras e´ o nu´cleo do sistema fuzzy. Uma regra fuzzy e´ composta
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Figura 2.20: Evoluc¸a˜o da arquitetura fuzzy de comportamento. Adaptado de [80].
de antecedentes, consequ¨entes e relac¸o˜es fuzzy. Esta composic¸a˜o de partes de uma regra
fuzzy e´ ao mesmo tempo conveniente para a evoluc¸a˜o, sendo a escolha feita a partir dos
requisitos e caracterı´sticas do problema que esta´ em questa˜o. De acordo com a arquitetura
fuzzy de comportamento, a otimizac¸a˜o da base de regras e´ aplicada diante dos compor-
tamentos que se encontram em mais alto nı´vel, tais como, designac¸a˜o do papel que sera´
exercido pelo agente.
Visto que a lo´gica fuzzy e´ aplicada atrave´s da estrutura de comporta-
mento, e considerando uma evoluc¸a˜o dos sensores fuzzy, o sistema de um modo geral
tambe´m evolui. Assim, o princı´pio da evoluc¸a˜o esta´ focalizado nesses comportamentos
fuzzy, que passam a ser considerados como recursos fundamentais no desempenho do
sistema. E´ especificamente neste ponto onde existe um grande leque de opc¸o˜es para me-
lhoria do sistema. Este sistema foi desenvolvido atrave´s de um simulador de futebol de
roboˆs. A Figura 2.21 apresenta a arquitetura de comportamento do sistema de futebol de
roboˆs.
A importaˆncia do ambiente de simulac¸a˜o e´ fundamental para validar e
verificar o processo de execuc¸a˜o dos algoritmos gene´ticos do sistema. No entanto, esta
aplicac¸a˜o em um ambiente do mundo real torna-se complexa mesmo contendo um nu´mero
pequeno de agentes, o processo de evoluc¸a˜o e´ considerado demorado, sem mencionar o
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Figura 2.21: Arquitetura de comportamento do sistema de futebol de roboˆs. Adaptado de [80].
esforc¸o computacional e limitac¸o˜es relacionadas a` capacidade da bateria de cada roboˆ.
O simulador desenvolvido pela equipe utilizou a ferramenta de desen-
volvimento C++, usando uma biblioteca de visualizac¸a˜o OpenGL. O ambiente de si-
mulac¸a˜o permitiu modelar diversas condic¸o˜es do mundo real, tais como, cooperac¸a˜o entre
agentes, interac¸a˜o com a bola e os limites do campo [80].
Este modelo de arquitetura, apesar de ser um modelo para a categoria
de futebol de roboˆs simulado, e sendo que na˜o e´ o caso do modelo de arquitetura que se
vai propor, mesmo assim permite observar e implantar a forma de definic¸a˜o do conjunto
de pape´is que sera˜o distribuı´dos entre os roboˆs. Esta arquitetura proposta apresenta, como
principal vantagem, a definic¸a˜o das atribuic¸o˜es de cada roboˆ no ambiente.
O modelo de arquitetura usado por [80] foi implementado em um simu-
lador 3D e aqui a arquitetura proposta sera´ implementada em hardware. Extraiu-se deste
trabalho a forma de divisa˜o dos pape´is que sa˜o atribuı´dos aos agentes: goleiro, defensor e
atacante.
Capı´tulo 3
Modelo da Arquitetura Proposta
3.1 Introduc¸a˜o
Neste capı´tulo sa˜o apresentadas as principais caracterı´sticas que fazem
parte do modelo da arquitetura hı´brida para sistemas multiagentes, com aplicac¸a˜o ao fute-
bol de roboˆs, proposta nesta dissertac¸a˜o. Ale´m de descrever o modelo da arquitetura
(ver Figura 3.1), tambe´m aborda-se cada etapa do processo de construc¸a˜o da arquitetura
proposta separadamente.
3.2 Justificativas para uma arquitetura hı´brida e distri-
buı´da
A vantagem em construir uma arquitetura hı´brida e distribuı´da consiste
no melhor aproveitamento dos recursos de hardware e software disponı´veis, pois oferece
maior poder de precisa˜o com relac¸a˜o ao controle dos roboˆs durante a dinaˆmica do jogo.
Com relac¸a˜o aos recursos de hardware, pode-se destacar: a) utilizac¸a˜o
do conjunto de sensores que informa o posicionamento preciso do roboˆ; b) oferta de um
poder reativo imediato no instante em que e´ necessa´rio desviar de obsta´culos de forma
precisa; c) precisa˜o com relac¸a˜o ao controle dos atuadores. O controle, sendo realizado
no pro´prio roboˆ atrave´s do sistema embarcado de controle, faz com que a atualizac¸a˜o do
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vetor de velocidade, que corresponde a` velocidade angular e linear, seja preciso no deslo-
camento do roboˆ; precisa˜o com relac¸a˜o ao reconhecimento e posicionamento da bola,
utilizando a caˆmera embarcada. Com a utilizac¸a˜o deste recurso, evitam-se problemas
relacionados ao perı´odo de atraso decorrente do processamento da imagem capturada
pelo sistema global e a transmissa˜o da mensagem de comando ao roboˆ indicando o in-
stante futuro do ponto alvo, conforme [23]. A utilizac¸a˜o da caˆmera embarcada indica a
posic¸a˜o precisa em que a bola se encontra, mesmo estando em movimento. No instante
em que o roboˆ esta´ pro´ximo da bola, e sendo que cabe ao roboˆ conduzi-la ate´ a` meta
da equipe adversa´ria, e´ necessa´rio um controle preciso do roboˆ e imediato com relac¸a˜o
ao ponto onde a bola se encontra. Dessa forma, a utilizac¸a˜o da caˆmera embarcada evita
problemas desta natureza.
Por outro lado, dentre os recursos de software que se pode destacar
esta˜o: distribuic¸a˜o dos comportamentos atrave´s de camadas adicionais. Comportamentos
de natureza reativa, tais como desviar de obsta´culos, precisa˜o no direcionamento do roboˆ
em relac¸a˜o a` posic¸a˜o da bola, momento de chegada do roboˆ na bola, controle da bola
e acionamento do mecanismo de chute sa˜o implementados diretamente no roboˆ. Dessa
forma, evita-se a necessidade de processamento destas informac¸o˜es pela entidade cen-
tral que, simultaneamente, apresenta uma margem de erro durante a dinaˆmica do jogo
com relac¸a˜o ao posicionamento preciso dos roboˆs na ordem de 12%, conforme [15]. No
entanto, deciso˜es de ordem estrate´gica, que consistem no posicionamento dos roboˆs no
ambiente, sa˜o realizadas pela entidade central, pois esta apresenta um sistema de captura
global que oferece uma visa˜o completa do ambiente. Dessa forma, e´ possı´vel planejar
jogadas futuras para os roboˆs, que se encontram no meio de campo ou no ataque, e evi-
tar a realizac¸a˜o de jogadas futuras pela equipe adversa´ria, atrave´s do posicionamento em
pontos estrate´gicos pelos roboˆs que fazem parte da defesa e pelo goleiro [24].
Para que sejam atendidas as especificac¸o˜es do sistema a ser desen-
volvido, a arquitetura hı´brida responsa´vel pelo controle dos roboˆs e´ projetada com base na
arquitetura cla´ssica de Brooks, baseada em camadas hiera´rquicas [18], e pela arquitetura
comportamental proposta por [73].
A principal raza˜o pela qual este modelo de arquitetura pode ser apli-
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cado ao futebol de roboˆs esta´ na maneira com que combinam-se recursos de baixo de-
sempenho computacional, sendo que e´ preciso obter o melhor desempenho possı´vel para
os roboˆs, no menor tempo possı´vel em func¸a˜o da dinaˆmica de jogo. Dentre os recur-
sos de hardware disponı´veis, podem-se destacar: a caˆmera CCD com placa de aquisic¸a˜o
de imagens com uma taxa de 29.97 fps; caˆmera embarcada com processamento local e
um conjunto de sensores com necessidade de processamento imediato, sendo estes recur-
sos responsa´veis pelo processo de captura das informac¸o˜es do ambiente. Dessa forma, a
integrac¸a˜o destes recursos para capturar informac¸o˜es do ambiente e o imediato processa-
mento destas informac¸o˜es em pontos distribuı´dos torna o sistema mais ra´pido, visto que
na˜o teˆm a necessidade de transmissa˜o destas informac¸o˜es para uma entidade externa de
processamento. Assim, evita-se a necessidade de utilizar o sistema de comunicac¸a˜o para
enviar as informac¸o˜es para serem processadas e obter como resposta as mensagens de
comandos para os atuadores dos roboˆs, tornando o sistema com um menor desempenho
computacional e poder de precisa˜o. Isto justifica a necessidade e a aplicac¸a˜o desta ar-
quitetura. Portanto, uma arquitetura hı´brida distribuı´da pode ser aplicada ao futebol de
roboˆs para que seja possı´vel obter um melhor desempenho, por parte dos roboˆs que esta˜o
atuando em um ambiente dinaˆmico.
3.3 Modelo da arquitetura hı´brida e distribuı´da para sis-
temas multiagentes
Em um modelo de arquitetura de controle centralizado para futebol de
roboˆs, todo o processamento das informac¸o˜es e´ realizado em uma entidade central que
possui um sistema de visa˜o global, responsa´vel pela captura das imagens, pre´-processa-
mento destas informac¸o˜es e envio de comandos atrave´s do controle de velocidade para
cada roboˆ. Neste modelo o ce´rebro do sistema esta´ concentrado no sistema de visa˜o. Os
roboˆs atuam no ambiente de acordo com as informac¸o˜es enviadas por este sistema.
Ja´ em um modelo de arquitetura embarcada, cada roboˆ e´ suficiente-
mente autoˆnomo ao ponto de poder tomar suas pro´prias deciso˜es diante de informac¸o˜es
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que foram coletadas pelos seus pro´prios sensores. Neste modelo de arquitetura, todo o
controle, comportamento e ac¸o˜es do agente encontram-se no pro´prio roboˆ. A u´nica forma
de obter informac¸o˜es de um meio colaborativo e´ atrave´s da cooperac¸a˜o entre agentes.
Com base nos modelos de arquiteturas que foram propostos e apresen-
tados no capı´tulo anterior pelos diversos pesquisadores [73], [80] e [83], propo˜e-se um
modelo que integre tanto o modelo de arquitetura remota sem informac¸a˜o quanto o mo-
delo de arquitetura embarcada.
Neste novo modelo, pretende-se integrar o que cada modelo de arquite-
tura apresenta de melhor. Isto significa dizer que se propo˜e um sistema distribuı´do onde
parte das informac¸o˜es, tais como, reconhecimento do ambiente, dos agentes que fazem
parte da equipe, da equipe adversa´ria e bola e´ realizado por um sistema de processamento
de imagens em uma entidade central. Por outro lado, informac¸o˜es de natureza reativa, tais
como, controlar a bola, vagar pelo ambiente, desviar de obsta´culos e decisa˜o de chute sa˜o
realizados por um sistema de processamento embarcado.
O sistema embarcado recebe informac¸o˜es atrave´s do conjunto de sen-
sores e da caˆmera, processa as informac¸o˜es capturadas no pro´prio sistema embarcado do
roboˆ e imediatamente envia comandos para seus atuadores. A vantagem em construir um
modelo de arquitetura distribuı´da consiste no fato de que os recursos disponı´veis sa˜o mais
bem aproveitados. Pois o uso de forma independente, tanto da arquitetura embarcada
quanto da arquitetura centralizada, na˜o oferece a melhor soluc¸a˜o para o problema. Dessa
forma, e´ necessa´rio que haja cooperac¸a˜o e negociac¸a˜o entre os sistemas, deliberativos e
reativos. Assim, agentes individuais podem ignorar comandos vindos do sistema delibera-
tivo quando o sistema reativo oferece uma melhor soluc¸a˜o para o problema, por exemplo,
quando o sistema de visa˜o local indicar a posic¸a˜o em que a bola se encontra. Por outro
lado, os agentes tambe´m podem ignorar comandos do sistema reativo quando o sistema
de visa˜o local na˜o indicar a presenc¸a da bola e o sistema deliberativo indicar que o sentido
de deslocamento do agente deve ser um sentido oposto ao deslocamento atual do roboˆ.
Diante de tudo isso, o novo modelo procura atender as reais necessidades dos objetivos,
que e´ construir um modelo de arquitetura hı´brida para sistemas multiagentes que possa
ser aplicado ao futebol de roboˆs. A Figura 3.1 apresenta o modelo da arquitetura hı´brida
40
e distribuı´da para sistemas multiagentes.
Como se pode observar, a arquitetura apresentada esta´ dividida em duas
partes (na divisa˜o na˜o e´ considerado o mo´dulo de comunicac¸a˜o). A primeira parte da ar-
quitetura e´ composta por um mo´dulo, que e´ implementado em uma entidade central. Este
mo´dulo possui os nı´veis: estrate´gico e de ac¸a˜o. Por outro lado, a segunda parte da ar-
quitetura e´ composta pelo mo´dulo do agente que e´ implementado nos roboˆs (embarcado).
Este mo´dulo conte´m os nı´veis de comportamento e de execuc¸a˜o. Ale´m disso, tem-se um
mo´dulo de comunicac¸a˜o, que e´ responsa´vel por ligar as duas partes da arquitetura.
3.4 Mo´dulo da entidade central
O mo´dulo da entidade central e´ composto por uma caˆmera e os nı´veis
estrate´gico e de ac¸a˜o. O nı´vel estrate´gico e´ composto por quatro mo´dulos: sistema de
explorac¸a˜o do ambiente, sistema de definic¸a˜o de estrate´gia, sistema de definic¸a˜o de tra-
jeto´ria e sistema de controle de navegac¸a˜o. Ja´ o nı´vel de ac¸a˜o corresponde a` ac¸a˜o, que
e´ atribuı´da aos roboˆs de forma independente. No mo´dulo da entidade, e´ considerada a
importaˆncia hiera´rquica da mesma forma como esta´ sendo aplicado no mo´dulo do agente.
No entanto, e´ necessa´rio que haja informac¸o˜es suficientes nos sistemas de explorac¸a˜o do
ambiente, estrate´gico, de trajeto´ria e de navegac¸a˜o para que possa ser definida qual deve
ser a ac¸a˜o que e´ executada pelo agente.
3.4.1 Sistema de visa˜o
O sistema de visa˜o e´ composto por uma caˆmera que esta´ conectada
a` entidade central. As imagens capturadas correspondem a` u´nica fonte de entrada de
informac¸o˜es que sa˜o enviadas para o sistema de visa˜o, alocado nesta entidade. A caˆmera
e´ responsa´vel pelo processo de captura de quadros que representam as imagens do ambi-
ente onde esta˜o inseridos os roboˆs que fazem parte da equipe, os roboˆs que fazem parte
da equipe adversa´ria e a bola. Estas imagens em forma de quadros sa˜o capturadas e pro-
cessadas de maneira sequ¨encial, permitindo identificar cada objeto que esta´ inserido no
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Figura 3.1: Arquitetura hı´brida e distribuı´da para sistemas multiagentes.
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ambiente, bem como a posic¸a˜o em que se encontra o objeto e a direc¸a˜o de cada roboˆ que
faz parte da pro´pria equipe e da equipe adversa´ria.
A entidade central e´ responsa´vel pelo processamento das imagens que
sa˜o capturadas com o auxı´lio da caˆmera e extrai de cada quadro todas as informac¸o˜es
necessa´rias para o bom desempenho da equipe. E´ atrave´s das informac¸o˜es que esta˜o pre-
sentes em cada imagem capturada que o sistema toma deciso˜es. Estas deciso˜es teˆm como
objetivo auxiliar o sistema de navegac¸a˜o de cada agente na estrate´gia que sera´ adotada
pela equipe.
3.4.2 Sistema de explorac¸a˜o do ambiente
O sistema de explorac¸a˜o do ambiente e´ responsa´vel pelo processo de
identificac¸a˜o dos objetos, isto e´, bola e jogadores, que esta˜o inseridos no ambiente. Este
sistema deve indicar qual e´ a posic¸a˜o exata de cada objeto no ambiente e tambe´m reco-
nhecer todos os objetos que esta˜o neste ambiente.
A posic¸a˜o em que se encontra um objeto e´ informada atrave´s da coor-
denada (x,y). E´ a partir da coordenada (x,y), que corresponde a` posic¸a˜o da bola, que o
sistema de explorac¸a˜o do ambiente define qual deve ser a trajeto´ria que o roboˆ deve exe-
cutar. O sistema de explorac¸a˜o do ambiente, ale´m de informar a posic¸a˜o dos objetos, deve
tambe´m informar qual e´ o melhor caminho que o roboˆ deve seguir.
E´ o sistema de explorac¸a˜o do ambiente que define qual sera´ o roboˆ que
recebera´ a mensagem de comando de que deve direcionar-se em direc¸a˜o a` bola, ou de
que deve ocupar uma posic¸a˜o estrate´gica. Cabe ao sistema de explorac¸a˜o decidir qual
deve ser o roboˆ que recebera´ este comando. E´ tambe´m de responsabilidade do sistema
de explorac¸a˜o perceber qual e´ o roboˆ que esta´ mais bem posicionado em campo, ou ate´
mesmo direcionar um roboˆ para que ele possa, em condic¸o˜es futuras, tornar-se um agente
u´til.
Desta forma, o sistema consiste em explorar todo o ambiente, infor-
mando a posic¸a˜o exata de cada objeto, bem como quais sa˜o os espac¸os que se encontram
livres, para permitir um melhor desempenho por parte dos roboˆs e da dinaˆmica do jogo.
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3.4.3 Sistema de definic¸a˜o de estrate´gia
O sistema de definic¸a˜o de estrate´gia para os roboˆs e´ considerado como
sendo uma das etapas de grande importaˆncia dentro de uma aplicac¸a˜o voltada para o
futebol de roboˆs. A definic¸a˜o da estrate´gia no controle dos roboˆs tanto pode ser empregada
em roboˆs reativos quanto em roboˆs cooperativos. Nesta etapa do desenvolvimento, e´
necessa´rio utilizar conhecimentos multidisciplinares, envolvendo as a´reas de Inteligeˆncia
Artificial e cooperac¸a˜o multiagentes.
Para modelar a estrate´gia a ser adotada neste trabalho, e´ utilizada uma
ma´quina de estados finitos, que se refere aos agentes: roboˆs da pro´pria equipe e roboˆs da
equipe adversa´ria.
Em uma partida de futebol de roboˆs, a bola pode estar em diversos es-
tados, sendo que em um u´nico instante, pode estar em apenas um estado. Pode-se citar
como estados possı´veis para a bola: livre, disputa, de posse de um roboˆ da equipe, de
posse de um roboˆ da equipe adversa´ria, gol. Estes estados citados dependem da posic¸a˜o
dos roboˆs e tambe´m da posic¸a˜o em que a bola se encontra no ambiente.
A bola se encontra no estado livre quando em um raio pre´-definido na˜o
se encontra nenhum roboˆ, ou seja, nenhum roboˆ esta´ pro´ximo o suficiente para que se
possa definir que uma determinada equipe esteja de posse da bola.
A bola se encontra no estado de disputa quando se tem em um raio pre´-
definido ao menos um roboˆ de cada equipe. A bola se encontra de posse de um roboˆ da
equipe quando em um raio pre´-definido se tem apenas um u´nico roboˆ da equipe pro´ximo
da bola, ou roboˆs pertencentes a` mesma equipe. A bola se encontra de posse de um roboˆ
da equipe adversa´ria quando em um raio pre´-definido se tem apenas um u´nico roboˆ da
equipe adversa´ria pro´ximo da bola, ou roboˆs pertencentes a` mesma equipe adversa´ria. A
bola se encontra no estado gol quando ela ultrapassar a linha da meta que corresponde a`
marcac¸a˜o do campo independente da equipe.
Tanto a bola como o(s) roboˆ(s), independente da equipe a que pertenc¸am,
devem apresentar dois estados que possam identificar sua localizac¸a˜o dentro do campo
durante uma partida de futebol. Um dos estados e´ o eixo x, tendo como base as metas.
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Pode-se definir treˆs a´reas: a´rea de defesa, meio e ataque. O outro estado e´ o eixo y, tendo
como base as laterais do campo. Pode-se tambe´m definir treˆs a´reas: lateral esquerda,
meio e lateral direita. E´ necessa´rio conhecer estes estados para cada objeto, pois e´ a partir
destes estados que e´ definida a estrate´gia que cada roboˆ deve realizar.
A partir do momento em que se conhece o estado de cada agente, e´
possı´vel definir estrate´gias que identificam em que nı´vel ou estado uma partida de futebol
de roboˆs se encontra, com o auxı´lio de ma´quinas de estados finitos [57]. A transic¸a˜o de um
estado em um instante t, para um estado em um instante t + 1, e´ realizada tendo como base
o estado em que se encontra a bola e os roboˆs. Dentre as ac¸o˜es de transic¸a˜o de um estado
para outro, podem-se citar: captura da bola, quando esta se encontra de posse da equipe
adversa´ria, ou mesmo em uma a´rea considerada livre e e´ capturada pelo roboˆ que passa
a ter o controle ou a posse absoluta da bola; domı´nio de bola, que e´ o ato de deslocar-se
de um lado a outro do campo guiando a bola; deslocamento, que consiste no movimento
que o roboˆ realiza durante uma partida de futebol para ocupar uma determinada posic¸a˜o
estrate´gica no campo sem o domı´nio da bola; chute, movimento realizado pelo roboˆ com o
intuito de lanc¸ar a bola em direc¸a˜o ao gol da equipe adversa´ria; seguir adversa´rio, em que
o deslocamento de um roboˆ tem como princı´pio acompanhar os movimentos realizados
por um outro roboˆ da equipe adversa´ria. Estas mudanc¸as de estrate´gias de ac¸a˜o utilizam
como base o goleiro, a defesa e o ataque.
A estrate´gia do goleiro consiste em intervir no movimento e desloca-
mento da bola quando ela se aproxima de sua meta. O movimento que impede que a bola
ultrapasse a meta (a linha que separa o campo) e´ feito de forma coordenada, utilizando a
velocidade com que a bola esta´ se deslocando em sua direc¸a˜o e o aˆngulo de direc¸a˜o de
projec¸a˜o formado pela bola em um instante t e um instante t + 1. A estrate´gia do goleiro
deve ser precisa o suficiente para saber se o aˆngulo de projec¸a˜o que a bola esta´ tomando
oferece um perigo de gol, ou na˜o. O goleiro deve levar em considerac¸a˜o o instante t, o
instante t + 1, e a meta, trac¸ar uma reta e ver se estes treˆs pontos formam um aˆngulo cor-
respondente a 1800. Caso este aˆngulo obtido seja igual a 1800 ou pro´ximo deste valor, este
oferece perigo de gol. Sendo assim, o goleiro deve se deslocar em direc¸a˜o a este aˆngulo,
procurando estar na mesma linha que divide os instantes de deslocamento de projec¸a˜o da
45
bola e a meta, e impedir que a bola continue a deslocar-se nesta direc¸a˜o. A Figura 3.2
apresenta a estrate´gia do goleiro.
Figura 3.2: Estrate´gia do goleiro.
A estrate´gia da defesa utiliza como informac¸a˜o o estado em que se en-
contra a bola. Ela procura identificar em que posic¸a˜o ou regia˜o do campo a bola esta´
posicionada. A a´rea do campo e´ dividida em treˆs segmentos conforme se pode observar
na Figura 3.3.
Figura 3.3: A´reas que dividem o campo.
A a´rea de defesa que correspondente ao espac¸o do campo vai da a´rea da
meta da equipe ate´ a linha que divide o campo em treˆs partes; a a´rea meio e´ representada
pela regia˜o central do campo, e a a´rea de ataque corresponde a` parte do campo que esta´
mais pro´xima da meta da equipe adversa´ria. A estrate´gia da defesa consiste em saber
de qual a´rea para qual a´rea a bola esta´ se deslocando, ou seja, partindo do princı´pio de
que a bola se encontra na a´rea de ataque e de posse do time adversa´rio em um instante
t e em um instante t + 1, ela se encontra na a´rea meio. Sendo assim, e´ trac¸ada uma reta
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que intercepta os dois pontos e estima um terceiro ponto na mesma sequ¨eˆncia em que a
bola esta´ se deslocando, passando pela mesma reta. A partir da informac¸a˜o deste terceiro
ponto, e´ possı´vel prever qual sera´ a trajeto´ria da bola. De posse desta informac¸a˜o, o roboˆ
que atua na defesa, deve se deslocar na direc¸a˜o deste ponto com o objetivo de recuperar a
bola.
A estrate´gia do ataque pode se encontrar em dois estados distintos: o
primeiro estado da estrate´gia do ataque esta´ relacionado com a posic¸a˜o em que se encontra
o alvo. Neste caso, a meta da equipe adversa´ria, considerando que o roboˆ se encontra atra´s
da bola, e estando de posse da mesma, isto significa dizer que, o roboˆ esta´ em uma posic¸a˜o
em que ele pode conduzir a bola em direc¸a˜o a` meta da equipe adversa´ria. Sua func¸a˜o
consiste em procurar atingir seu objetivo, que e´ fazer o gol. No entanto, se a bola esta´ de
posse da equipe adversa´ria, o roboˆ que tem como func¸a˜o atacar, acaba fazendo o papel
de defensor, bloqueando ou impedindo a passagem do roboˆ da equipe adversa´ria. Desta
forma, este posicionamento serve para fortalecer a defesa. O segundo estado da estrate´gia
do ataque consiste no modo de conduc¸a˜o: envolve o processo de rotac¸a˜o e deslocamento
do roboˆ em relac¸a˜o a` posic¸a˜o em que ele ocupa em determinado instante no ambiente,
isto e´, dado que o roboˆ se encontra na posic¸a˜o intermedia´ria, bola, roboˆ, meta da equipe
adversa´ria, ou qualquer posic¸a˜o que na˜o forme um aˆngulo de 1800, utilizando como base
as posic¸o˜es: do roboˆ, da bola e da meta da equipe adversa´ria, e´ preciso corrigir sua posic¸a˜o
para que ele possa conduzir a bola na direc¸a˜o da meta da equipe adversa´ria. A Figura 3.4
apresenta os estados da estrate´gia de ataque.
Figura 3.4: Estados da estrate´gia de ataque.
No entanto, cada estrate´gia (goleiro, defesa e ataque) deve levar em
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considerac¸a˜o a posic¸a˜o em que o roboˆ se encontra e qual deve ser a nova posic¸a˜o ou a
posic¸a˜o para a qual ele deve se mover. Considerando o estado atual da bola, um vetor
correspondente a` velocidade da bola e´ obtido especificamente para esta posic¸a˜o ou para
uma posic¸a˜o em que foi fornecida pelo me´todo de decomposic¸a˜o de ce´lulas aproximadas
[57]. Partindo do princı´pio de que a bola na˜o esta´ de posse de um jogador da equipe,
estando a bola em uma a´rea livre ou de posse de um jogador da equipe adversa´ria, enta˜o,
pode-se aplicar este me´todo. Este me´todo tem como principal func¸a˜o construir uma tra-
jeto´ria para o roboˆ, levando em considerac¸a˜o a possibilidade de encontrar outros objetos
inseridos neste campo e tendo como princı´pio procurar na˜o colidir com estes objetos, no
caso, os roboˆs. A colisa˜o de um roboˆ da equipe com outro roboˆ da equipe adversa´ria pelas
regras oficiais da Robocup e´ considerada como sendo falta [64].
3.4.4 Sistema de definic¸a˜o de trajeto´ria
A definic¸a˜o de qual deve ser a trajeto´ria que o roboˆ deve executar e´
dada a partir do momento em que o sistema de explorac¸a˜o do ambiente, juntamente com
o sistema de visa˜o, indicar a posic¸a˜o exata em que a bola e os roboˆs se encontram. E´ a
partir da informac¸a˜o que corresponde a` coordenada da bola, que o sistema de definic¸a˜o
de estrate´gia escolhe qual e´ o roboˆ que recebera´ a mensagem de comando, indicando o
caminho a ser seguido em direc¸a˜o a` bola, ou ate´ mesmo, qual deve ser a posic¸a˜o que o
roboˆ deve ocupar em situac¸o˜es onde o roboˆ faz parte da defesa.
A partir da coordenada da bola, o sistema de definic¸a˜o de trajeto´ria
define a velocidade que o roboˆ recebera´ para deslocar-se ate´ a posic¸a˜o desejada. A ve-
locidade definida pertence a um intervalo [0.0 a 0.7] em que o valor 0.0 corresponde a`
velocidade nula, e o valor 0.7 corresponde a` maior velocidade que o roboˆ recebera´. Jun-
tamente com a definic¸a˜o de velocidade, e´ necessa´rio definir o deslocamento angular que
o roboˆ recebera´. O deslocamento angular pertence a um intervalo de [-0.7 a 0.7]. O valor
pertencente ao intervalo [-0.7 a -0.1] corresponde ao movimento girar a` direita, e o valor
pertencente ao intervalo [0.1 a 0.7], ao movimento girar a` esquerda. Dessa forma, toda
mensagem de comando enviada, e´ composta de dois valores (Velocidade linear, Veloci-
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dade angular).
Apo´s a definic¸a˜o do vetor de valores que corresponde a` velocidade li-
near e angular, o sistema envia para o roboˆ em forma de comando esta mensagem. Esta
informac¸a˜o de comando e´ executada pelos atuadores do roboˆ. Apo´s o envio da primeira
mensagem de comando e a execuc¸a˜o deste comando pelos atuadores, e´ necessa´rio que o
sistema refac¸a novamente seu ciclo para uma possı´vel correc¸a˜o de trajeto´ria se necessa´rio.
3.4.5 Sistema de navegac¸a˜o
O sistema de navegac¸a˜o e´ responsa´vel pelo controle das mensagens de
comando que correspondem ao vetor de velocidade, que e´ enviado para os atuadores do
roboˆ. Este sistema e´ composto pelo processo de inicializac¸a˜o e finalizac¸a˜o do comando
de execuc¸a˜o dos atuadores. O sistema de navegac¸a˜o recebe o vetor de velocidade que re-
presenta a velocidade linear e angular do sistema de definic¸a˜o de trajeto´ria, processa estas
informac¸o˜es e envia as mensagens de comando, utilizando o sistema de comunicac¸a˜o para
que sejam executadas pelos atuadores do roboˆ. A estrate´gia do sistema de navegac¸a˜o e´
responsa´vel pelos passos de atuac¸a˜o e controle de todas as mensagens de comando que sa˜o
enviadas para serem executadas no roboˆ. Os passos que correspondem a` atuac¸a˜o do roboˆ
no ambiente convertem o valor do vetor de velocidade que corresponde a` velocidade linear
e angular que foi enviado pelo sistema de comunicac¸a˜o em uma forc¸a, que e´ atribuı´da a
cada roda do roboˆ. Este processo de conversa˜o do valor que corresponde a` velocidade
linear e angular e´ implementado no sistema de controle do pro´prio roboˆ. Dessa forma,
cada mensagem de comando que representa a velocidade de rotac¸a˜o deve ser convertida
pelo mo´dulo PWM (Pulse Width Modulation) do pro´prio microcontrolador de cada motor.
De maneira semelhante ao sistema de navegac¸a˜o, o servo motor uti-
lizado para controlar o mecanismo de chute, deve ser acionado. Para este motor, e´
necessa´rio apenas enviar as mensagens no instante em que o mecanismo de chute deve ser
acionado. O motor que controla o mecanismo de chute recebe apenas duas mensagens de
comando. Uma corresponde ao momento de chute e a outra, de passe.
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3.5 Mo´dulo de comunicac¸a˜o
Para que haja troca de informac¸o˜es entre a entidade central e os roboˆs,
faz-se necessa´rio um mo´dulo de comunicac¸a˜o. O conjunto de roboˆs possui uma unidade
de comunicac¸a˜o sem fio para realizar a troca de mensagens. Desta forma, permite esta-
belecer a comunicac¸a˜o em uma determinada frequ¨eˆncia estabelecida, tanto para a recepc¸a˜o
das mensagens de comandos por parte dos roboˆs quanto para transmissa˜o de informac¸o˜es
entre entidade central e roboˆs.
O pro´prio sistema operacional do roboˆ e´ quem gerencia este meio de
comunicac¸a˜o atrave´s de uma rede virtual do tipo token ring. Este sistema de comunicac¸a˜o
transmite a uma taxa de 9.600 bps; tambe´m apresenta a caracterı´stica de toleraˆncia a fa-
lhas. Esta rede virtual, denominada de EyeNet, permite conectar diversos roboˆs com a
mesma estac¸a˜o de comunicac¸a˜o. A comunicac¸a˜o e´ realizada atrave´s do envio de pacotes
em forma de comandos da entidade central para os roboˆs. Estes pacotes de 8 bits possuem
um check-sum para verificac¸a˜o de possı´veis erros de transmissa˜o. No entanto, este meio de
comunicac¸a˜o na˜o pode ser considerado como sendo um meio de comunicac¸a˜o confia´vel,
pois ele na˜o possui um protocolo de comunicac¸a˜o que permita a retransmissa˜o de pacotes
perdidos. Desta forma, a certeza de que um pacote foi enviado corretamente deve ser
gerenciada atrave´s de uma camada que se encontra um nı´vel acima [26].
As mensagens que correspondem aos comandos do vetor de velocidade
(linear, angular), que sa˜o enviados da entidade central para os roboˆs por pacotes de 8
bits, sa˜o divididas em dois sub-pacotes de 4 bits. O primeiro sub-pacote de 4 bits e´
responsa´vel pelo controle do motor esquerdo, que corresponde a` velocidade linear, e o
outro sub-pacote de 4 bits e´ responsa´vel pelo controle do motor direito, que corresponde
a` velocidade angular.
O sistema operacional do roboˆ disponibiliza as func¸o˜es RadioInit() e
RadioTerm() que correspondem aos processos de iniciar e finalizar a comunicac¸a˜o via
ra´dio. Ao mesmo tempo tambe´m oferece as func¸o˜es de RadioSend(), RadioCheck() e
RadioRecv(), responsa´veis pelo envio e recebimento dos pacotes.
50
3.6 Mo´dulo do agente
Ao definir a arquitetura para os agentes locais, optou-se pela imple-
mentac¸a˜o de uma arquitetura puramente reativa, baseada na Arquitetura de Subsumption,
proposta por Brooks na de´cada de 80 [18]. Este modelo reativo apresenta muitas pro-
priedades que sa˜o consideradas adequadas. Dentre as que se pode citar esta´ a capacidade
de execuc¸a˜o de forma ra´pida e eliminar a necessidade de planejamento.
Os comportamentos foram montados conforme a` Arquitetura de Sub-
sumption, sendo que sua posic¸a˜o esta´ de acordo com a importaˆncia na arquitetura e com
a necessidade de fornecer informac¸o˜es para as camadas superiores. A arquitetura pro-
posta conte´m cinco camadas que sa˜o: vagar sem informac¸a˜o, avanc¸ar com informac¸a˜o,
aproximar-se da bola, conduzir bola e chutar, conforme se pode observar na Figura 3.1.
As camadas que compo˜em a arquitetura do roboˆ representam uma estrutura hiera´rquica,
sendo que a camada que se encontra em mais alto nı´vel assume a atividade que foi desig-
nada a` camada inferior, quando uma determinada configurac¸a˜o dos sensores indicar uma
situac¸a˜o que seja considerada propı´cia para sua atuac¸a˜o. Desse modo, as camadas de mais
alto nı´vel suprimem as saı´das das camadas dos nı´veis inferiores.
Para definir os autoˆmatos das camadas adotou-se uma ma´quina de esta-
dos finitos, a ma´quina de Moore [47], pois este modelo gera uma palavra que corresponde
a` saı´da, para cada estado do autoˆmato definido. A ma´quina de Moore e´ um autoˆmato
finito determinı´stico, onde as saı´das esta˜o associadas aos estados.
3.6.1 Sistema de visa˜o
O sistema de visa˜o do roboˆ e´ composto por uma caˆmera embarcada,
cuja func¸a˜o principal e´ detectar a bola e as metas. O algoritmo a ser desenvolvido deve
apresentar a caracterı´stica de diferenciac¸a˜o das cores. Portando, e´ preciso identificar a
bola, que possui a cor laranja, a meta da equipe adversa´ria, que possui a cor amarela e
a meta da pro´pria equipe, que possui a cor azul. E´ necessa´rio tambe´m que o algoritmo
apresente a caracterı´stica de alternaˆncia de cores no processo de identificac¸a˜o das metas,
para uma possı´vel troca de campo.
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As imagens capturadas pela caˆmera encontram-se no formato RGB.
Portanto, o algoritmo a ser desenvolvido para o sistema de visa˜o deve apresentar a ca-
racterı´stica de diferenciac¸a˜o de cores para que se possa realmente capturar somente as
cores que interessam. O display de LCD do roboˆ apresenta as imagens capturadas pela
caˆmera em tons de cinza. Sendo assim, e´ possı´vel desenvolver um algoritmo que mostre
em forma de histograma as imagens capturadas no display do roboˆ. Outra caracterı´stica
que o sistema de visa˜o deve apresentar e´ informar qual e´ a posic¸a˜o em que a bola se
encontra no ambiente. Esta posic¸a˜o e´ calculada em func¸a˜o das coordenadas (x,y), que
correspondem a` distaˆncia que o roboˆ se encontra da bola.
3.6.2 Sistema de sensores
O sistema de sensores utilizado pelo roboˆ e´ composto por treˆs sensores
de distaˆncia, ficando um sensor na parte da frente, um sensor a` direita e o outro sensor
a` esquerda do roboˆ. A utilizac¸a˜o deste conjunto de sensores se faz necessa´ria para um
maior poder de controle reativo do agente na navegac¸a˜o. Estes sensores sa˜o responsa´veis
por detectar obsta´culos que possam surgir na dinaˆmica do jogo.
A informac¸a˜o que permite a identificac¸a˜o dos obsta´culos sa˜o disponi-
bilizadas pelos sensores que indicam onde um obsta´culo pode estar a certa distaˆncia a`
frente, a` esquerda ou a` direita do roboˆ. Assim, faz-se necessa´rio classificar a informac¸a˜o
da existeˆncia de um obsta´culo em faixas u´teis, sendo estas pertencentes a treˆs valores
aceita´veis, que podem ser definidos atrave´s da indicac¸a˜o de que um obsta´culo pode estar:
perto, me´dio, longe.
3.6.3 Sistema dos atuadores
O sistema de atuadores dos roboˆs e´ composto por dois motores de passo,
que sa˜o controlados pelo mo´dulo de PWM do pro´prio microcontrolador do roboˆ. Cada
motor esta´ conectado a um encoder, que e´ responsa´vel pela realimentac¸a˜o de velocidade,
juntamente com um controlador PI do sistema operacional. Sendo assim, e´ possı´vel re-
alizar o controle de velocidade, que e´ exercido sobre cada roda. No entanto, os roboˆs
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possuem duas rodas com caracterı´sticas diferentes, sendo que, uma e´ responsa´vel pelo
controle angular e a outra pelo controle linear. Desta forma, na˜o e´ possı´vel ter um grau de
certeza com relac¸a˜o ao controle de posic¸a˜o dos roboˆs, confiando unicamente nos dados
coletados pelos sensores.
O sistema composto pelos atuadores e´ responsa´vel pelo controle dos
motores de passo para navegac¸a˜o no ambiente. O roboˆ tambe´m possui dois servos mo-
tores, um para controle da caˆmera e outro para controlar o mecanismo de chute.
Para que ocorra o deslocamento dos roboˆs no ambiente, e´ necessa´rio o
envio de mensagens em forma de comando de maneira independente para cada motor de
passo. Estes comandos servem para indicar ao roboˆ qual deve ser sua trajeto´ria, isto e´,
se ele deve seguir em frente, retornar, girar a` direita, ou girar a` esquerda. Desta forma,
todo o controle do roboˆ esta´ concentrado nestes comandos. Ao mesmo tempo, e´ possı´vel
definir estes comandos atrave´s de um controle de velocidade, quer dizer, este controle
pode ser definido como sendo uma velocidade lenta, normal ou ra´pida. Simultaneamente,
pode-se definir um comando de parada. Sendo assim, fica definido o seguinte conjunto
de comandos va´lidos para os motores de passo: frente, retornar, girar a` direita, girar a`
esquerda, parar e mover-se com velocidade lenta, normal e ra´pida.
O servo motor utilizado para controlar a caˆmera apresenta duas posic¸o˜es:
normal e baixo. Sendo assim, tem-se somente dois valores que sa˜o responsa´veis por este
controle: o primeiro leva em considerac¸a˜o se a caˆmera esta´ na posic¸a˜o horizontal, consi-
derado como sendo um posicionamento normal, permitindo que o roboˆ possa visualizar a
bola e o gol de forma ampla. Por outro lado, o posicionamento baixo e´ utilizado para que
o roboˆ possa visualizar a bola quando ela esta´ pro´xima ou de posse do roboˆ. Portanto, o
conjunto de comandos que e´ utilizado para controlar o servo motor da caˆmera pode ser
definido como sendo alto, baixo.
O servo motor utilizado para controlar o mecanismo de chute apresenta
treˆs posic¸o˜es: chutar, abaixar e passar. Dessa forma, este servo motor possui treˆs va-
lores que sa˜o responsa´veis por este controle. O primeiro comportamento e´ utilizado para
levantar o mecanismo de chute e serve para chutar a bola. O segundo comportamento
e´ utilizado para abaixar o mecanismo de chute. Este comportamento se faz necessa´rio
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em func¸a˜o da possibilidade do mecanismo de chute, por algum motivo, por exemplo, um
choque entre roboˆs, permanecer fora de sua posic¸a˜o que e´ estar abaixado. E o terceiro e
u´ltimo comportamento e´ utilizado em momentos onde o roboˆ pretende passar a bola para
um roboˆ da mesma equipe. Neste terceiro comportamento, o servo motor atua com uma
forc¸a intermedia´ria. Sendo assim, o conjunto de comandos que e´ utilizado para controlar
o servo motor de chute fica definido da seguinte forma: chutar, abaixar, passar.
3.6.4 Camada vagar sem informac¸a˜o
A camada vagar sem informac¸a˜o representa o comportamento de mais
baixo nı´vel do roboˆ na arquitetura proposta. Este comportamento corresponde a vagar
pelo ambiente desviando dos obsta´culos que possam surgir, sendo obsta´culos as laterais
do campo e os roboˆs. A Tabela 3.1 apresenta os estados, condic¸o˜es e ac¸o˜es para a camada
vagar sem informac¸a˜o.
O comportamento vagar sem informac¸a˜o emerge quando o roboˆ na˜o
esta´ de posse da informac¸a˜o que corresponde a` posic¸a˜o em que a bola se encontra. Este
comportamento e´ iniciado no “Estado Inicial”, que corresponde ao E1. A troca de estados
ocorre atrave´s das ac¸o˜es executadas pelo roboˆ. A Figura 3.5 apresenta o autoˆmato da
camada vagar sem informac¸a˜o.
A partir do E1, o roboˆ tem duas ac¸o˜es va´lidas, “Vagar” ou “Desviar”. A
ac¸a˜o “Vagar” e´ executada pelo roboˆ quando ele na˜o tem obsta´culos na sua frente e, deste
modo, ele passa para um “Estado Vagando”, que corresponde ao E2. Ja´ a ac¸a˜o “Desviar”
e´ executada quando o roboˆ tem obsta´culo a sua frente e, deste modo, ele passa para um
“Estado Desviar”, que corresponde ao estado E3. O roboˆ permanece no E2, atrave´s da
ac¸a˜o “Vagar”, ate´ que ele encontra um obsta´culo. A partir do instante em que o roboˆ
detecta um obsta´culo, executa a ac¸a˜o “Desviar” e passa para o estado E3. A partir do E3,
o roboˆ pode retornar para o E2 atrave´s da ac¸a˜o “Vagar”, ou ir para o “Estado a` Esquerda”,
que corresponde ao E4, por meio da ac¸a˜o “Girar a` esquerda”, ou ir para o “Estado Re´”,
que corresponde ao E5, por interme´dio da ac¸a˜o “Re´”, ou ir para o “Estado a` Direita”, que
corresponde ao E6, por interme´dio da ac¸a˜o “Girar a` direita”. A ac¸a˜o ”Re´” e´ executada
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Tabela 3.1: Estados, condic¸o˜es e ac¸o˜es da camada vagar sem informac¸a˜o
Estado Condic¸a˜o Ac¸a˜o
E1 - Estado inicial Na˜o tem obsta´culo Vagar
E1 - Estado inicial Tem obsta´culo Desviar
E2 - Estado vagando Na˜o tem obsta´culo Vagar
E2 - Estado vagando Tem obsta´culo Desviar
E3 - Estado desviar Na˜o tem obsta´culo Vagar
E3 - Estado desviar Tem obsta´culo a` esquerda Girar a` direita
E3 - Estado desviar Tem obsta´culo a` direita Girar a` esquerda
E3 - Estado desviar Tem obsta´culo a` dir./esq./frente Re´
E4 - Estado a` esquerda Na˜o tem obsta´culo Vagar
E4 - Estado a` esquerda Tem obsta´culo a` direita Cont. girando a` esquerda
E4 - Estado a` esquerda Tem obsta´culo a` esquerda Girar a` direita
E4 - Estado re´ Tem obsta´culo a` esquerda Girar a` direita
E5 - Estado re´ Tem obsta´culo a` dir./esq./frente Continuar re´
E5 - Estado re´ Na˜o tem obsta´culo a` direita Girar a` direita
E5 - Estado re´ Na˜o tem obsta´culo a` a` esquerda Girar a` esquerda
E6 - Estado a` direita Na˜o tem obsta´culo Vagar
E6 - Estado a` direita Tem obsta´culo a` direita Cont. girando a` esquerda
E6 - Estado a` direita Tem obsta´culo a` esquerda Girar a` direita
E6 - Estado re´ Tem obsta´culo a` direita Girar a` esquerda
no instante em que os treˆs sensores indicarem a presenc¸a de obsta´culos. Desta forma,
e´ necessa´rio que o roboˆ retorne. A partir do estado E4, o roboˆ pode ir para o E2 pela
ac¸a˜o “Vagar”, ou ir para o “Estado Re´”, que corresponde ao E5, atrave´s da ac¸a˜o “Girar a`
direita”, ou ir para o “Estado a` Direita”, que corresponde ao E6, atrave´s da ac¸a˜o “Girar
a` direita”, ou permanece no E4 atrave´s da ac¸a˜o “Continuar girando a` esquerda”. A partir
do estado E5, o roboˆ pode permanecer no mesmo estado com a execuc¸a˜o da ac¸a˜o “Re´”,
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Figura 3.5: Autoˆmato da camada vagar sem informac¸a˜o.
ou ir para o “Estado a` Esquerda”, por interme´dio da ac¸a˜o “Girar a` esquerda”, ou ir para o
“Estado a` direita”, pela ac¸a˜o “Girar a` direita. A partir do estado E6, o roboˆ pode ir para
o E2 atrave´s da ac¸a˜o “Vagar”, ou ir para o “Estado Re´”, por interme´dio da ac¸a˜o “Girar a`
esquerda”, ou ir para o “Estado a` Esquerda”, por interme´dio da ac¸a˜o “Girar a` esquerda”,
ou permanece no E6 atrave´s da ac¸a˜o “Continuar girando a` direita”. No instante em que
o sistema de visa˜o indicar a posic¸a˜o em que bola se encontra, a camada avanc¸ar com
informac¸a˜o e´ ativada e sobrescreve a camada vagar sem informac¸a˜o.
3.6.5 Camada avanc¸ar com informac¸a˜o
A camada avanc¸ar com informac¸a˜o inicia sua atuac¸a˜o a partir do mo-
mento em que o sistema do roboˆ esta´ de posse da informac¸a˜o da posic¸a˜o em que a bola se
encontra, ou seja, esta camada parte do princı´pio de que o roboˆ esta´ vendo a bola ou esta´
sendo informado pelo sistema que esta´ alocado na entidade central da posic¸a˜o em que a
bola se encontra. A Tabela 3.2 apresenta os estados, condic¸o˜es e ac¸o˜es para a camada
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avanc¸ar com informac¸a˜o e, a Figura 3.6 apresenta o autoˆmato da camada avanc¸ar com
informac¸a˜o.
Tabela 3.2: Estados, condic¸o˜es e ac¸o˜es da camada avanc¸ar com informac¸a˜o
Estado Condic¸a˜o Ac¸a˜o
E7 - Com objetivo Ter objetivo Avanc¸ar
E7 - Com objetivo Ter objetivo Calcular Trajeto´ria
E8 - Estado em Direc¸a˜o a` bola Ter objetivo Ajustar Trajeto´ria
E8 - Estado em Direc¸a˜o a` bola Bola na esquerda Girar a` esquerda
E8 - Estado em Direc¸a˜o a` bola Bola na direita Girar a` direita
E9 - Estado a` esquerda Bola na esquerda Permanece Girando Esquerda
E9 - Estado a` esquerda Bola na direita Girar a` direita
E9 - Estado a` esquerda Bola no centro Avanc¸ar
E10 - Estado a` direita Bola na direita Permanece Girando Direita
E10 - Estado a` direita Bola na esquerda Girar a` esquerda
E10 - Estado a` direita Bola no centro Avanc¸ar
A partir da informac¸a˜o da posic¸a˜o da bola, o comportamento e´ iniciado
no “Estado com Objetivo”, que corresponde ao E7. O estado E7 tem duas ac¸o˜es va´lidas,
“Avanc¸ar” e “Calcular Trajeto´ria”. A ac¸a˜o “Avanc¸ar” e´ executada no momento em que
o roboˆ na˜o esta´ de posse da informac¸a˜o da posic¸a˜o da bola, ou no momento em que ele
perde a informac¸a˜o que corresponde a` posic¸a˜o em que a bola se encontra. A perda da
informac¸a˜o que corresponde a` posic¸a˜o da bola pode ser causada por diversos motivos.
Dentre estes motivos, pode-se destacar: a bola se movimenta saindo da frente do sistema
de visa˜o local e o sistema de visa˜o global na˜o esta´ informando a posic¸a˜o em que a bola
se encontra, ou um roboˆ da equipe adversa´ria passou em frente ao sistema de visa˜o lo-
cal. Ja´ a ac¸a˜o “Calcular Trajeto´ria”, e´ executada quando o roboˆ vai ao encontro da bola.
Com a aplicac¸a˜o desta ac¸a˜o, e´ possı´vel mudar para o “Estado em Direc¸a˜o a` bola”, que
corresponde ao E8.
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Figura 3.6: Autoˆmato da camada avanc¸ar com informac¸a˜o.
A partir do estado E8, e´ possı´vel se deslocar para treˆs novos estados, o
“Estado a` Direita”, que corresponde ao E10, com a execuc¸a˜o da ac¸a˜o “Girar a` direita”, o
“Estado a` Esquerda”, que corresponde ao E9, executando a ac¸a˜o “Girar a` esquerda”, ou
retornar para o E7 atrave´s da ac¸a˜o “Avanc¸ar”, ou permanecer no E8, pela ac¸a˜o “Ajustar
trajeto´ria”. A partir do estado E9, o roboˆ pode permanecer no mesmo estado por meio da
ac¸a˜o “Permanecer girando a` esquerda”, que corresponde a continuar girando a` esquerda,
ou ir para o estado E10, atrave´s da ac¸a˜o “Girar a` direita”, ou retornar para o estado E8,
por interme´dio da ac¸a˜o “Avanc¸ar”. A partir do estado E10, o roboˆ pode permanecer no
mesmo estado atrave´s da ac¸a˜o “Permanecer girando a` direita”, que corresponde a conti-
nuar girando a` direita, ou ir para o estado E9, pela ac¸a˜o “Girar a` esquerda”, ou retornar
para o estado E8, atrave´s da ac¸a˜o “Avanc¸ar”. A camada avanc¸ar com informac¸a˜o e´ exe-
cutada ate´ o momento em que o roboˆ possui uma trajeto´ria linear com velocidade angular
zero, que o conduz em direc¸a˜o a bola e, desta forma, e´ ativada a camada aproximar-se da
bola.
3.6.6 Camada aproximar-se da bola
A camada aproximar-se da bola e´ executada a partir do momento em
que o roboˆ esta´ se aproximando da bola. E´ esta camada a responsa´vel pelo momento
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de aproximac¸a˜o do roboˆ com relac¸a˜o a` posic¸a˜o em que a bola se encontra. A camada
aproximar-se da bola se faz necessa´ria em func¸a˜o da importaˆncia que envolve o instante
de transic¸a˜o do estado em que o roboˆ na˜o esta´ de posse da bola e o instante em que o roboˆ
esta´ de posse da bola. Esta transic¸a˜o de estado deve ser o mais suave possı´vel, visto que,
a chegada do roboˆ na bola em uma velocidade constante pode resultar em um toque na
bola de forma que a mesma seja conduzida para uma posic¸a˜o distante do roboˆ.
O processo de reduc¸a˜o de velocidade somente e´ aplicado para o roboˆ
que apresenta o comportamento de atacante. Sendo assim, este comportamento e´ acionado
somente a partir do instante em que a entidade central informa ao roboˆ, que ele esta´ ocu-
pando uma posic¸a˜o no ambiente a partir da linha que divide o campo. Por isso, o roboˆ
passa a exercer o comportamento de atacante e se faz necessa´rio aplicar o comportamento
de reduc¸a˜o de velocidade para que o roboˆ possa permanecer com a posse da bola. Por
outro lado, o comportamento de reduc¸a˜o de velocidade na˜o e´ aplicado em caso do roboˆ
encontrar-se em uma posic¸a˜o no ambiente antes da linha que divide o campo, pois esta
posic¸a˜o no ambiente e´ considerada como sendo uma a´rea de defesa e, desta forma, e´
necessa´rio que o roboˆ apenas retire a bola desta a´rea. A Tabela 3.3 apresenta os estados,
condic¸o˜es e ac¸o˜es para a camada aproximar-se da bola.
Tabela 3.3: Estados, condic¸o˜es e ac¸o˜es da camada aproximar-se da bola
Estado Condic¸a˜o Ac¸a˜o
E11 - Estado Longe da Bola Roboˆ recebe a posic¸a˜o da bola Avanc¸ar
E11 - Estado Longe da Bola Roboˆ na˜o esta´ de posse da bola Avanc¸ar Lento
E11 - Estado Longe da Bola Roboˆ esta´ de posse da bola Avanc¸ar Ra´pido
E12 - Estado Intermedia´rio a` Bola Roboˆ recebe a posic¸a˜o da bola Avanc¸ar
E12 - Estado Intermedia´rio a` Bola Roboˆ na˜o esta´ de posse da bola Avanc¸ar Lento
E12 - Estado Intermedia´rio a` Bola Roboˆ esta´ de posse da bola Avanc¸ar Ra´pido
E13 - Estado Pro´ximo da Bola Roboˆ recebe a posic¸a˜o da bola Avanc¸ar
E13 - Estado Pro´ximo da Bola Roboˆ na˜o esta´ de posse da bola Avanc¸ar Lento
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O autoˆmato da camada aproximar-se da bola possui treˆs estados, que
sa˜o: “Estado Longe da Bola”, “Estado Intermedia´rio a` Bola” e “Estado Pro´ximo da Bola”,
conforme pode ser observado na Figura 3.7, que apresenta o autoˆmato da camada aproxi-
mar-se da bola.
Figura 3.7: Autoˆmato da camada aproximar-se da bola.
O “Estado Longe da Bola”, que corresponde ao E11, consiste na execu-
c¸a˜o da ac¸a˜o “Avanc¸ar” ate´ o momento em que o roboˆ e´ informado pelo sistema da entidade
central de sua posic¸a˜o no ambiente. A partir da informac¸a˜o que corresponde ao compor-
tamento (ataque, defesa) a ser executado pelo roboˆ, o estado E11 apresenta duas ac¸o˜es
va´lidas: “Avanc¸ar com velocidade lenta” ou “Avanc¸ar com velocidade ra´pida”. A ac¸a˜o
“Avanc¸ar com velocidade lenta” e´ executada a partir do instante em que o roboˆ assume
o comportamento de atacante e o sistema de visa˜o local indica uma posic¸a˜o considerada
como sendo pro´xima da bola. Desta forma, e´ preciso aplicar o comportamento de reduc¸a˜o
de velocidade linear para que o roboˆ possa se aproximar da bola de forma suave. Esta ac¸a˜o
e´ executada ate´ o momento em que o sistema de visa˜o local indicar novamente uma nova
posic¸a˜o para o roboˆ como sendo bem pro´ximo da bola. Por outro lado, a ac¸a˜o “Avanc¸ar
com velocidade ra´pida” e´ executada no instante em que o roboˆ assume o comportamento
de defensor. Ja´ o “Estado Intermedia´rio a` Bola”, que corresponde ao E12, consiste em
permanecer vagando com velocidade linear lenta, ou retornar a` velocidade linear cons-
tante, atrave´s da ac¸a˜o “Avanc¸ar”. O “Estado Pro´ximo da Bola”, que corresponde ao E13,
consiste em permanecer, avanc¸ando com velocidade linear constante, ou retornar a` ve-
locidade linear lenta, atrave´s da ac¸a˜o “Avanc¸ar com velocidade lenta”.
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3.6.7 Camada conduzir bola
A camada conduzir bola somente e´ executada a partir do momento em
que o roboˆ esta´ de posse da bola. No entanto, esta camada e´ responsa´vel pelo controle
da bola, ou seja, estando o roboˆ de posse da bola e necessitando conduzi-la, esta camada
e´ acionada. E´ esta camada a responsa´vel pelo controle mais fino do roboˆ. Isto significa
dizer que e´ a camada conduzir bola que informa quando a bola esta´ em uma posic¸a˜o mais
a` direita ou mais a` esquerda do mecanismo de chute do roboˆ. A Tabela 3.4 apresenta os
estados, condic¸o˜es e ac¸o˜es para a camada conduzir bola.
Tabela 3.4: Estados, condic¸o˜es e ac¸o˜es da camada conduzir bola
Estado Condic¸a˜o Ac¸a˜o
E14 - Estado seguir em frente bola no centro avanc¸ar
E14 - Estado seguir em frente bola a` direita girar a` direita
E14 - Estado seguir em frente bola a` esquerda girar a` esquerda
E15 - Estado seguir a` esquerda bola no centro avanc¸ar
E15 - Estado seguir a` esquerda bola a` direita girar a` direita
E15 - Estado seguir a` esquerda bola a` esquerda girar a` esquerda
E16 - Estado seguir a` direita bola no centro avanc¸ar
E16 - Estado seguir a` direita bola a` direita girar a` direita
E16 - Estado seguir a` direita bola a` esquerda girar a` esquerda
O autoˆmato da camada conduzir bola possui treˆs estados que sa˜o: “Es-
tado Seguir em Frente”, “Estado Seguir a` Esquerda” e “Estado Seguir a` Direita”, con-
forme pode ser observado na Figura 3.8, que apresenta o autoˆmato da camada conduzir
bola.
O “Estado Seguir em Frente”, que corresponde ao E14, consiste de treˆs
ac¸o˜es va´lidas: “Avanc¸ar”, “Girar a` direita” e “Girar a` esquerda”. A ac¸a˜o “Avanc¸ar” e´ exe-
cutada toda vez que a bola se encontra em uma posic¸a˜o considerada central ao mecanismo
de chute do roboˆ. Por outro lado, a ac¸a˜o “Girar a` direita” e´ executada toda vez que a bola
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Figura 3.8: Autoˆmato da camada conduzir bola.
se encontra em uma posic¸a˜o considerada a` direita do mecanismo de chute. Atrave´s desta
ac¸a˜o, o roboˆ e´ atualizado para o “Estado Seguir a` Direita”. Da mesma forma, a ac¸a˜o “Gi-
rar a` esquerda” e´ executada toda vez que a bola se encontra em uma posic¸a˜o considerada a`
esquerda do mecanismo de chute. Atrave´s desta ac¸a˜o, o roboˆ e´ atualizado para o “Estado
Seguir a` Esquerda”.
A partir do “Estado Seguir a` Esquerda”, que corresponde ao E15, tam-
be´m teˆm-se treˆs ac¸o˜es va´lidas: “Avanc¸ar”, “Girar a` direita” e “Girar a` esquerda”. A ac¸a˜o
“Avanc¸ar” e´ executada toda vez que a bola retorna a uma posic¸a˜o considerada central ao
mecanismo de chute do roboˆ e, desta forma, o roboˆ e´ atualizado para o “Estado Seguir
em Frente”. Por outro lado, a ac¸a˜o “Girar a` direita” e´ executada toda vez que a bola se
encontra em uma posic¸a˜o considerada a` direita do mecanismo de chute. Atrave´s desta
ac¸a˜o, o roboˆ e´ atualizado para o “Estado Seguir a` Direita”. Ja´ a ac¸a˜o “Girar a` esquerda”,
e´ executada toda vez que e´ necessa´rio permanecer girando a` esquerda, sendo que o roboˆ
fica no mesmo estado.
A partir do “Estado Seguir a` Direita”, que corresponde ao E16, tambe´m
teˆm-se treˆs ac¸o˜es va´lidas: “Avanc¸ar”, “Girar a` direita” e “Girar a` esquerda”. A ac¸a˜o
“Avanc¸ar” e´ executada toda vez que a bola retorna a uma posic¸a˜o considerada central ao
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mecanismo de chute do roboˆ e, desta forma, o roboˆ e´ atualizado para o “Estado Seguir
em Frente”. Por outro lado, a ac¸a˜o “Girar a` esquerda” e´ executada toda vez que a bola se
encontra em uma posic¸a˜o considerada a` esquerda do mecanismo de chute. Atrave´s desta
ac¸a˜o, o roboˆ e´ atualizado para o “Estado Seguir a` Esquerda”. Ja´ a ac¸a˜o “Girar a` direita”,
e´ executada toda vez que e´ necessa´rio permanecer girando a` direita, sendo que o roboˆ
permanece no mesmo estado.
3.6.8 Camada chutar
A camada chutar somente e´ executada a partir do momento em que o
roboˆ esta´ de posse da bola. No entanto, esta camada e´ responsa´vel pelo controle do meca-
nismo de chute, quer dizer, que estando o roboˆ de posse da bola e em condic¸o˜es de chutar,
esta camada e´ acionada. A Tabela 3.5 apresenta os estados, condic¸o˜es e ac¸o˜es para a
camada chutar bola.
Tabela 3.5: Estados, condic¸o˜es e ac¸o˜es da camada chutar
Estado Condic¸a˜o Ac¸a˜o
E17 - Estado abaixado Permanecer abaixado Abaixar
E17 - Estado abaixado Chute Chutar bola
E17 - Estado abaixado Passe Passar bola
E18 - Estado passe Aguarda um instante Voltar
E19 - Estado levantado Aguarda um instante Voltar
O autoˆmato da camada chutar possui treˆs estados: “Estado Abaixado”,
“Estado Passe” e “Estado Levantado”, conforme pode ser observado na Figura 3.9, que
apresenta o autoˆmato da camada chutar.
O primeiro estado “Abaixado”, que corresponde ao E17, apresenta treˆs
ac¸o˜es va´lidas: “Abaixar”, “Passar bola” e “Chutar bola”. A ac¸a˜o “Abaixar” consiste em
permanecer com o mecanismo de chute em uma posic¸a˜o abaixada. Esta ac¸a˜o e´ executada
para verificar se o mecanismo de chute encontra-se nesta posic¸a˜o. Caso o mecanismo de
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Figura 3.9: Autoˆmato da camada chutar.
chute na˜o esteja na posic¸a˜o estabelecida, esta ac¸a˜o e´ executada para que o mecanismo
fique posicionado. Este estado do mecanismo de chute permanece nesta posic¸a˜o quando:
a) o roboˆ na˜o esta´ de posse da bola; b) quando na˜o se encontra em condic¸o˜es de passar a
bola para o seu companheiro de equipe; c) quando na˜o se encontra em condic¸o˜es de chutar
a bola na meta da equipe adversa´ria. Por outro lado, a ac¸a˜o “Chutar bola” e´ executada
somente quando o roboˆ se encontra em condic¸o˜es de chutar a bola na meta da equipe
adversa´ria. Este comportamento somente e´ acionado quando: o sistema de visa˜o local
indicar uma posic¸a˜o pro´xima e alinhada a` meta da equipe adversa´ria e, assim, desta forma
o comportamento chutar e´ executado, ou quando o sistema de visa˜o global, indicar que
este comportamento deve ser acionado. A ac¸a˜o “Chutar bola” leva o mecanismo de chute
para o “Estado Levantado”, que corresponde ao E18. Este estado aguarda um instante e
executa a ac¸a˜o “voltar”, que retorna o controle do mecanismo de chute para o “Estado
Abaixado”. Da mesma forma, a ac¸a˜o “Passar bola” leva o mecanismo de chute para o
“Estado Passe”, que corresponde ao E19. Este estado aguarda um instante e executa a




A estrate´gia utilizada para a realizac¸a˜o deste trabalho teve como uma
primeira etapa a divisa˜o dos recursos que compo˜e este sistema. Dentre os recursos uti-
lizados para a implementac¸a˜o desta arquitetura, tem-se: um microcomputador com sis-
tema operacional Windows XP, onde foi implantado o mo´dulo da entidade central que e´
responsa´vel pelo controle do sistema de visa˜o, pelo nı´vel estrate´gico, nı´vel de ac¸a˜o e pelo
sistema de comunicac¸a˜o; o sistema de visa˜o composto por uma caˆmera de vı´deo colorida
JVC com saı´da S-VHS. As imagens capturadas sa˜o digitalizadas atrave´s de uma placa de
captura PCI da PixelView PV-TV304P. A imagem digitalizada apresenta uma resoluc¸a˜o de
640 x 480 pixels em formato RGB (Red, Green, Blue), com taxa de captura de 29.97fps.
Treˆs roboˆs SoccerBot (EyeBot) contendo sistema de visa˜o local, sensores e atuadores. A
seguir, sa˜o apresentadas as estrate´gias utilizadas bem como os resultados que foram obti-
dos no desenvolvimento desta aplicac¸a˜o, utilizando as ferramentas de desenvolvimento
Dev-C++ e a biblioteca de visualizac¸a˜o OpenCV.
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4.2 Implementac¸a˜o da entidade central
O sistema que corresponde ao mo´dulo da entidade central e´ responsa´vel
pelo controle do sistema de visa˜o e dos nı´veis estrate´gico e de ac¸a˜o. Cabe ao sistema
alocado na entidade central explorar, planejar, definir e deliberar a estrate´gia que sera´
executada pelos roboˆs. A definic¸a˜o de qual deve ser a estrate´gia que o roboˆ deve executar
e´ dada a partir do momento em que o sistema de explorac¸a˜o do ambiente, juntamente com
o sistema de visa˜o global, indicar a posic¸a˜o em que a bola e os roboˆs se encontram no
ambiente. E´ a partir da informac¸a˜o que corresponde a` coordenada da posic¸a˜o da bola, que
o sistema de definic¸a˜o de estrate´gia, define uma trajeto´ria que sera´ executada pelo roboˆ.
Apo´s a definic¸a˜o da estrate´gia, o roboˆ recebera´ a mensagem de comando que indica a
trajeto´ria a ser seguida em direc¸a˜o a` bola, ou ate´ mesmo, qual deve ser a posic¸a˜o em que
o agente deve ocupar em situac¸o˜es onde ele faz parte da equipe de defesa. No mo´dulo da
entidade central tambe´m esta˜o comandos que correspondem ao inı´cio (iniciar e reiniciar a
partida), comandos de parada (gol, faltas, cobranc¸a de faltas, peˆnaltis e finalizar a partida).
4.2.1 Sistema de visa˜o
O sistema de visa˜o utilizado neste mo´dulo e´ um sistema de captura
global, que recebe um conjunto de pixels que representam uma imagem capturada do
campo, com os roboˆs e a bola, que esta˜o em movimento em um dado instante. Este pro-
cesso de captura e´ realizado por uma caˆmera que esta´ posicionada a uma distaˆncia de 4m
acima do campo, tendo este sistema de visa˜o a func¸a˜o de capturar a posic¸a˜o dos roboˆs e da
bola [64]. Os roboˆs e a bola esta˜o sendo representados na Figura 4.1 que mostra o quadro
do ambiente capturado pelo sistema de visa˜o global para o processamento e tratamento
das imagens.
Neste quadro, pode-se observar o campo, a bola e quatro objetos que
representam os roboˆs. Cada objeto que representa um roboˆ e´ identificado atrave´s de duas
tarjas coloridas, uma para representar a cor da equipe e outra para representar a cor que
identifica cada jogador individualmente. Pode-se tambe´m observar que o nı´vel de lumi-
nosidade que incide sobre o campo e´ diferenciado, isto e´, o centro do campo recebe maior
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Figura 4.1: Representac¸a˜o do ambiente.
ı´ndice de luminosidade. No entanto, pro´ximo a`s margens do campo, este nı´vel de lumi-
nosidade vai diminuindo. Isto ocorre em func¸a˜o da fonte luminosa estar localizada em
apenas um ponto. Dessa forma, e´ preciso utilizar um sistema de iluminac¸a˜o de forma
uniformemente distribuı´da para que seja possı´vel minimizar este tipo de problema.
4.2.2 Implementac¸a˜o do sistema de explorac¸a˜o do ambiente
O processo de explorac¸a˜o do ambiente consiste em localizar cada ob-
jeto que esta´ inserido no ambiente. Para localizar cada objeto o sistema desenvolvido
recebe um quadro em formato RGB, converte esta imagem para o formato HLS, sep-
ara esta imagem em treˆs canais, CanalH, CanalL, CanalS, onde o CanalH representa o
tom da imagem. O CanalL representa o nı´vel de luminosidade e o CanalS representa
o nı´vel de saturac¸a˜o. Apo´s a divisa˜o da imagem em treˆs canais, e´ possı´vel aplicar um
limiar de corte, que e´ responsa´vel pelo intervalo aceito no processo de classificac¸a˜o de
um determinado objeto. Dependendo da posic¸a˜o em que o objeto se encontra, o nı´vel de
luminosidade que incide sobre este objeto e´ varia´vel. Sendo assim, o sistema aceita como
limiar de corte uma faixa de valores que corresponde ao intervalo aceito no processo de
classificac¸a˜o do objeto. Este processo de escolha do limiar de corte e´ realizado no pro-
cesso de configurac¸a˜o do sistema atrave´s de um clique de mouse sobre a cor do objeto
67
que se pretende classificar e sendo feito para todos os objetos. Apo´s ter sido selecionada,
a cor que corresponde a um objeto determinado, o algoritmo realiza o processo de erosa˜o
e dilatac¸a˜o dos objetos. O processo de erosa˜o ao redor dos objetos e´ necessa´rio para que
seja possı´vel remover pontos isolados que representam falsos objetos, ja´ a dilatac¸a˜o serve
para uma melhor visualizac¸a˜o do objeto na imagem.
Depois do processo de calibrac¸a˜o da caˆmera, responsa´vel pela definic¸a˜o
dos limiares, o algoritmo inicia o processo de reconhecimento dos objetos. Este reco-
nhecimento e´ realizado em tempo real, utilizando os limiares definidos no processo de
calibrac¸a˜o. O processo que envolve o reconhecimento e a posic¸a˜o do objeto bola e´ apre-
sentado na Figura 4.2, que mostra o quadro original capturado a` esquerda e o objeto que
corresponde a` bola encontrada no quadro do lado direito.
Figura 4.2: Captura da bola.
Pode-se observar que o sistema desenvolvido detectou o objeto dese-
jado, bem como sua posic¸a˜o. Para este caso, em especı´fico a bola, percebe-se tambe´m
que o formato do objeto encontrado e´ maior do que o objeto original. Isto na˜o e´ pro-
blema, visto que o sistema so´ precisa saber a posic¸a˜o em que o objeto se encontra no
ambiente. E´ a posic¸a˜o do objeto que corresponde a` coordenada (x,y), que sera´ repassada
atrave´s de uma mensagem de comando para os roboˆs e na˜o o tamanho do objeto.
O processo de localizac¸a˜o dos roboˆs que correspondem aos jogadores
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da equipe de cor azul e´ semelhante ao processo de reconhecimento da bola. Este processo
envolve o reconhecimento dos jogadores que fazem parte desta equipe, sendo realizado
atrave´s da aplicac¸a˜o de dois sub-processos de calibrac¸a˜o da caˆmera, que correspondem
a` definic¸a˜o do limiar de corte, aceito para o reconhecimento dos roboˆs na imagem. A
definic¸a˜o desses limiares de corte e´ semelhante ao processo descrito para localizac¸a˜o da
bola. No entanto, o reconhecimento de cada jogador da equipe azul e´ realizado em duas
etapas.
A primeira etapa consiste na verificac¸a˜o de toda a imagem para saber
quantos objetos fazem parte desta equipe, ou seja, todos os objetos que possuem a cor
azul. O sistema foi desenvolvido assumindo que uma partida de futebol de roboˆs pode
ser jogada independente do nu´mero de jogadores, ou seja, pode-se jogar uma partida com
apenas um roboˆ de cada equipe, ou mais jogadores. Desta forma, na˜o se tem a necessidade
de ajustar o sistema desenvolvido de acordo com a quantidade de jogadores. Neste caso,
sa˜o encontrados dois objetos. A Figura 4.3 mostra o resultado do primeiro processo na
identificac¸a˜o dos objetos que correspondem a` equipe de cor azul.
Figura 4.3: Jogadores da equipe de cor azul.
A partir do momento em que foram localizados, na imagem original,
todos os possı´veis valores que correspondem a um objeto de cor azul, o algoritmo desen-
volvido seleciona uma mini-regia˜o ao redor de cada objeto de cor azul e passa a realizar o
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processamento apenas nestas mini-regio˜es. O processamento acontece apenas nas mini-
regio˜es em func¸a˜o da necessidade de melhorar o desempenho do sistema.
A segunda etapa consiste em verificar a cor de cada jogador da equipe.
Este mecanismo e´ realizado apenas nas mini-regio˜es. Com isso, ganha-se tempo de pro-
cessamento, pois a cor que identifica cada jogador, que faz parte de uma determinada
equipe, esta´ pro´xima da cor que define a equipe. Por isso, processar apenas uma pe-
quena parte da imagem e´ o suficiente. O tamanho da mini-regia˜o e´ definido com base
no tamanho dos objetos. Neste caso, tem-se um jogador que possui a identificac¸a˜o azul-
vermelho, e outro roboˆ com a identificac¸a˜o azul-cinza. A Figura 4.4 mostra o resultado da
aplicac¸a˜o da segunda etapa de processamento na identificac¸a˜o individual de cada jogador,
que compo˜e uma determinada equipe.
Figura 4.4: Identificac¸a˜o do jogador.
Observa-se que a regia˜o marcada ao redor de cada jogador da equipe
azul e´ o suficiente para identificar o jogador. Assim o resultado do segundo processo, que
e´ apresentado na figura a` direita, e´ o processamento da mini-regia˜o da imagem marcada
a` esquerda. Verifica-se tambe´m que a imagem a` direita representa apenas a cor vermelha
do jogador azul-vermelho. Este mesmo processo e´ aplicado para identificar o jogador
azul-cinza.
Apo´s terem sido identificados, todos os jogadores de cada equipe com
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a aplicac¸a˜o da primeira regra de processamento, aplica-se a segunda regra de processa-
mento, que identifica individualmente cada jogador que compo˜e a equipe. Na sequ¨eˆncia,
e´ necessa´rio unir estas informac¸o˜es para que se possa identificar o lado que corresponde
a` parte da frente do roboˆ. Neste caso, e´ preciso identificar a direc¸a˜o apenas dos roboˆs da
pro´pria equipe, ja´ que o objeto bola e´ identificado atrave´s de seu deslocamento no ambi-
ente. Quanto aos objetos que correspondem aos roboˆs da equipe adversa´ria, identifica-se
apenas sua posic¸a˜o para evitar possı´veis coliso˜es.
O processo que reconhece a parte da frente do roboˆ e´ composto pela
unia˜o das duas partes que identificam cada agente, ou seja, a cor da equipe e a cor indivi-
dual. De posse da informac¸a˜o da cor da equipe e da cor individual, o sistema desenvolvido
trac¸a uma linha que indica a direc¸a˜o do roboˆ, conforme apresentado pela Figura 4.5, que
mostra a linha que identifica a parte da frente do jogador.
Figura 4.5: Linha que identifica a parte da frente do jogador.
O sistema desenvolvido utiliza o centro da imagem que representa a cor
da equipe como sendo o ponto base. A partir deste ponto, trac¸a uma linha em direc¸a˜o a
um segundo ponto que identifica a cor individual.
De posse da informac¸a˜o de direc¸a˜o, o sistema transmite ao roboˆ in-
formac¸o˜es necessa´rias para o processo de correc¸a˜o de sua posic¸a˜o, isto e´, o roboˆ e´ in-
formado da posic¸a˜o em que se encontra a bola no campo bem como qual deve ser sua
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postura (defensor ou atacante) em relac¸a˜o ao decorrer da partida. Neste caso, como com-
portamento teˆm-se duas situac¸o˜es: defender ou atacar, sendo que cada situac¸a˜o e´ parte da
estrate´gia da equipe.
4.2.3 Implementac¸a˜o do sistema de definic¸a˜o de estrate´gia
A implementac¸a˜o do mo´dulo de estrate´gia consiste na definic¸a˜o de qual
deve ser o comportamento que e´ executado pelo roboˆ. Para a aplicac¸a˜o em questa˜o, e
considerando que a equipe possui treˆs roboˆs EyeBot, adotaram-se dois comportamentos:
um para o goleiro e outro para os jogadores de linha. Para os jogadores de linha, tanto
eles podem assumir o comportamento de defesa quanto de ataque.
A definic¸a˜o da estrate´gia a ser adotada utiliza como base as informac¸o˜es
fornecidas pelo sistema de visa˜o global, que apresenta o ambiente (campo), e pelo sistema
de explorac¸a˜o do ambiente, que apresenta o estado de cada agente (roboˆs e bola) no
ambiente. Nessa implementac¸a˜o, foi utilizada uma ma´quina de estados, sendo que os no´s
representam os estados em que cada agente pode se encontrar no ambiente, e a transic¸a˜o
entre os estados ocorre atrave´s das ac¸o˜es executadas na dinaˆmica do jogo.
A identificac¸a˜o dos objetos: para definir uma estrate´gia e´ necessa´rio
identificar todos os objetos inseridos no ambiente, e transformar a informac¸a˜o que cor-
responde a` posic¸a˜o do objeto em uma nova informac¸a˜o que corresponde ao vetor de
distaˆncia que esta´ associado ao estado de cada agente. Dessa forma, um conjunto de
estados e transic¸o˜es (ac¸o˜es) e´ definido. A Tabela 4.1 apresenta os estados em que a bola
pode se encontrar no ambiente, bem como, a descric¸a˜o e as ac¸o˜es que sa˜o executadas
pelos roboˆs com relac¸a˜o a` bola.
A atribuic¸a˜o do comportamento: a partir do instante em que o sistema
de definic¸a˜o de estrate´gia possui os valores das coordenadas (x,y) que correspondem a`
posic¸a˜o da bola e dos roboˆs da equipe e´ definido, pelo processo de planejamento, o com-
portamento que corresponde a um conjunto de ac¸o˜es que podem ser executadas para cada
agente da equipe. Dentre os comportamentos teˆm-se: o do goleiro, que e´ fixo para um
roboˆ da equipe, o de defesa e de ataque, que podem ser alternados entre os roboˆs que
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Tabela 4.1: Estados em que a bola pode se encontrar no ambiente.
Estado da bola Descric¸a˜o dos roboˆs Ac¸o˜es dos roboˆs
Livre Nenhum roboˆ esta´ pro´ximo da bola Em direc¸a˜o a` bola
Disputa Um ou mais roboˆ(s) de cada equipe Capturar bola
De posse da equipe Um u´nico roboˆ da equipe Conduzir bola
De posse do adversa´rio Um u´nico roboˆ da equipe adversa´ria Bloquear bola
Meta O roboˆ esta´ pro´ximo da meta adversa´ria Chutar
atuam na linha. Cada roboˆ possui sua pro´pria ma´quina de estados e, ao mesmo tempo,
um conjunto de ac¸o˜es va´lidas para execuc¸a˜o.
O comportamento do goleiro consiste em ficar posicionado em um ponto
estrate´gico. Este ponto e´ o centro da meta da equipe que ele esta´ defendendo. A Figura
4.6 apresenta a estrate´gia do goleiro.
Figura 4.6: Estrate´gia do goleiro.
O algoritmo implementado para o comportamento do goleiro consiste
em verificar a distaˆncia em que a bola se encontra da meta. Quando a bola esta´ se distan-
ciando da meta (Figura 4.6a), a estrate´gia do goleiro e´ retornar ou permanecer no centro
da meta. Por outro lado, quando a bola esta´ se aproximando da meta (Figura 4.6b), a
estrate´gia do goleiro e´ se posicionar no ponto (x,y) que corresponde a` intersecc¸a˜o da tra-
jeto´ria da bola com a linha do gol, para impedir a passagem da bola.
Os comportamentos dos roboˆs que atuam na linha dependem da in-
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formac¸a˜o que corresponde a` posic¸a˜o em que o roboˆ se encontra no ambiente. A Figura
4.7 apresenta a estrate´gia da defesa e de ataque.
Figura 4.7: Estrate´gia da defesa e de ataque.
O algoritmo implementado para o comportamento de defesa (Figura
4.7a) consiste basicamente em impedir que o roboˆ da equipe adversa´ria possa conduzir a
bola em direc¸a˜o a` meta da pro´pria equipe. A estrate´gia de defesa independe do local em
que o roboˆ se encontra, isto e´, mesmo estando no meio de campo, o roboˆ pode assumir
o comportamento de defesa. Esta definic¸a˜o de comportamento leva em considerac¸a˜o o
sentido de deslocamento da bola.
Ja´ o comportamento de atacante (Figura 4.7b) e´ composto de duas ac¸o˜es:
atacar ou posicionar-se. A ac¸a˜o atacar e´ aplicada quando o roboˆ se encontra atra´s da bola.
Dessa forma, e´ necessa´rio apenas que o roboˆ ajuste sua trajeto´ria para conduzir a bola,
ate´ um ponto considerado pro´ximo a` meta da equipe adversa´ria, e acionar o mecanismo
de chute (chutar). Por outro lado, a ac¸a˜o posicionar-se e´ aplicada toda vez que o roboˆ
na˜o se encontra atra´s da bola. Dessa forma, e´ necessa´rio primeiramente posicionar o roboˆ
atra´s da bola, e a partir dessa posic¸a˜o, aplicar a ac¸a˜o atacar. A definic¸a˜o de qual ac¸a˜o o
roboˆ deve executar depende da posic¸a˜o em que a bola e a meta da equipe adversa´ria se
encontram.
4.2.4 Implementac¸a˜o do sistema de definic¸a˜o de trajeto´ria
A implementac¸a˜o do mo´dulo de definic¸a˜o de trajeto´ria depende do com-
portamento que e´ assumido pelo roboˆ. Assim, definiu-se treˆs comportamentos, do goleiro,
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de defesa e de ataque. E´ necessa´rio conhecer o conjunto de ac¸o˜es va´lidas para o compor-
tamento. Dessa forma, e´ preciso saber a posic¸a˜o alvo que corresponde ao ponto para onde
o roboˆ deve se deslocar e o ponto onde o roboˆ se encontra.
Para este algoritmo, e sendo que as informac¸o˜es necessa´rias para o
deslocamento do roboˆ sa˜o coletadas pelo conjunto de sensores e processadas pela camada
vagar sem informac¸a˜o no pro´prio EyeBot, utilizou-se enta˜o um me´todo que corresponde
apenas a` definic¸a˜o das ac¸o˜es va´lidas, isto e´, qual deve ser a ac¸a˜o necessa´ria para que seja
possı´vel o roboˆ atingir o ponto alvo. Foi implementado, dessa forma, dada a` caracterı´stica
da arquitetura que consiste em deixar os nı´veis estrate´gico e de atribuic¸a˜o de comporta-
mento (ac¸a˜o), na entidade central, e comportamentos reativos no pro´prio roboˆ.
Assim, para o comportamento do goleiro, o conjunto de ac¸o˜es va´lidas
e´: permanecer parado, deslocar-se para um ponto a` direita, deslocar-se para um ponto a`
esquerda. Dessa forma, quando pretende-se que o roboˆ ocupe um ponto alvo, e´ necessa´rio
apenas enviar uma mensagem de comando, informando a ac¸a˜o necessa´ria para ocupar este
ponto. Por outro lado, o comportamento dos jogadores de linha apresentam as seguintes
ac¸o˜es: “Parar”, “Seguir em frente”, “Girar a` direita” e ”Girar a` esquerda”.
Este me´todo foi escolhido por ser simples, uniforme e conveniente para
o processo de construc¸a˜o de uma possı´vel trajeto´ria com precisa˜o. A forma utilizada na
definic¸a˜o da estrate´gia consiste em definir a ac¸a˜o, enviar para o sistema de navegac¸a˜o,
que e´ responsa´vel pelo processo de conversa˜o dessa ac¸a˜o em um vetor de velocidade que
e´ enviado para ser executado pelos atuadores do roboˆ.
4.2.5 Implementac¸a˜o do sistema de navegac¸a˜o
A implementac¸a˜o do sistema de navegac¸a˜o e´ responsa´vel pelo controle
das mensagens de comando que correspondem ao vetor de velocidade que e´ enviado
para os atuadores do EyeBot. Este sistema recebe o vetor de velocidade que repre-
senta a` velocidade linear e angular do sistema de definic¸a˜o de trajeto´ria, processa estas
informac¸o˜es, e verifica se realmente e´ necessa´rio enviar esta mensagem para o roboˆ. O
processo de verificac¸a˜o consiste em saber se realmente a informac¸a˜o coletada pelo sis-
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tema visa˜o global e processada pela entidade central e´ importante para o deslocamento
do roboˆ. O grau de importaˆncia e´ atribuı´do apo´s verificar o sentido de deslocamento do
roboˆ. Pois, em situac¸o˜es onde o vetor de velocidade definido apresenta valores que cor-
respondem a uma mensagem seguir em frente e sendo que o roboˆ ja´ esta´ se deslocando
neste mesmo sentido, esta mensagem na˜o tem necessidade de ser enviada. Dessa forma,
as mensagens que sa˜o enviadas pelo sistema de comunicac¸a˜o primeiramente sa˜o verifi-
cadas. Apo´s esta ana´lise, apenas as mensagens consideradas relevantes sa˜o enviadas pelo
sistema de comunicac¸a˜o para que sejam executadas pelos atuadores do EyeBot. A es-
trate´gia do sistema de navegac¸a˜o conta com a informac¸a˜o fornecida pelo sistema de visa˜o
global, para ajustar a trajeto´ria de navegac¸a˜o do roboˆ nos instantes em que a bola, dada a`
dinaˆmica do jogo, na˜o se encontra mais no ponto identificado pelo sistema de visa˜o local,
isto e´, a trajeto´ria fornecida pelo sistema de navegac¸a˜o global e´ responsa´vel pelo dire-
cionamento do roboˆ no ambiente. Todas as mensagens transmitidas da entidade central
para o roboˆ sa˜o enviadas diretamente para a camada avanc¸ar com informac¸a˜o. Estas men-
sagens possuem ordem de prioridade maior e sendo assim sempre sa˜o executadas pela
camada avanc¸ar com informac¸a˜o. Esta prioridade e´ atribuı´da em func¸a˜o de que o sistema
de visa˜o global possui a caracterı´stica de poder visualizar todo o ambiente do jogo; ja´ a
camada avanc¸ar com informac¸a˜o e´ responsa´vel pela precisa˜o no controle da navegac¸a˜o do
roboˆ.
4.3 Implementac¸a˜o do mo´dulo de comunicac¸a˜o
A implementac¸a˜o do mo´dulo de comunicac¸a˜o e´ responsa´vel pela troca
de mensagens entre a entidade central e os roboˆs. A forma utilizada na implementac¸a˜o
consiste em definir um tamanho fixo para as mensagens de comunicac¸a˜o. Apo´s esta
definic¸a˜o, verifica-se se a porta serial da entidade central “COM 1 ou COM 2” esta´ fun-
cionando. Da mesma forma, e´ preciso verificar se o ra´dio do roboˆ EyeBot esta´ recebendo
e transmitindo informac¸o˜es. Esta checagem acontece antes de iniciar o envio de men-
sagens que correspondem aos comandos. A partir do instante em que tanto o sistema de
comunicac¸a˜o da entidade central quanto dos roboˆs esta˜o em pleno funcionamento, inicia-
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se a troca de mensagens entre a entidade central e os roboˆs.
A troca de mensagens acontece da seguinte forma: o ra´dio do EyeBot
verifica se existe mensagem disponı´vel e identifica se esta mensagem pertence ao roboˆ.
Quando existem mais do que uma mensagem disponı´vel para o mesmo roboˆ, somente a
u´ltima mensagem enviada e´ executada; o restante e´ descartado. Para o caso em que na˜o
existem mensagens disponı´veis, o sistema de comunicac¸a˜o do roboˆ fica aguardando uma
nova mensagem.
Uma mensagem de comando qualquer e´ composta de quatro argumen-
tos: (msg, param, from e type). O argumento msg representa um comando que corres-
ponde a` informac¸a˜o da mensagem. Esta mensagem de comando pode ser: parar, seguir
em frente, girar a` direita, girar a` esquerda e retornar. O argumento param corresponde ao
comando que verifica na condic¸a˜o do sistema de controle do EyeBot se este comando e´
va´lido e qual deve ser a func¸a˜o a ser executada. O argumento from conte´m a informac¸a˜o
que corresponde a` identidade de origem da informac¸a˜o, e o argumento type representa
o tipo desta informac¸a˜o, ou seja, se o comando que esta´ sendo enviado e´ um comando
de controle remoto ou de jogo. Para o argumento type, esta˜o disponı´veis dois tipos de
informac¸o˜es. Um tipo serve para posicionar o roboˆ em campo quando o jogo esta´ parado,
e o outro, quando o jogo esta´ em andamento.
Apo´s o recebimento de uma mensagem de comando, o sistema de comu-
nicac¸a˜o do roboˆ envia para a entidade central a confirmac¸a˜o do recebimento dessa men-
sagem. Este sistema de comunicac¸a˜o permanece em funcionamento ate´ receber a men-
sagem de comando “RADIOTerm();” que corresponde a` finalizac¸a˜o do processo de trans-
missa˜o.
4.4 Implementac¸a˜o do mo´dulo do EyeBot
O mo´dulo do EyeBot e´ composto por uma caˆmera CCD, treˆs sensores
e cinco comportamentos separados em forma de camadas, ale´m dos atuadores. A imple-
mentac¸a˜o do mo´dulo de inicializac¸a˜o do EyeBot consiste no processo de checagem dos
componentes de hardware do roboˆ e da integrac¸a˜o de todas as camadas que fazem parte do
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software embarcado. A checagem dos componentes de hardware do roboˆ e´ responsa´vel
por indicar se existe algum problema com relac¸a˜o ao ra´dio, a` caˆmera, aos motores e ao
mecanismo de chute. E´ este mo´dulo que informa caso um desses componentes na˜o esteja
conectado ou na˜o funcionando. Ja´ o processo de integrac¸a˜o das camadas, une todas as ca-
madas que fazem parte do sistema embarcado, bem como da liberac¸a˜o de memo´ria apo´s
a execuc¸a˜o de cada camada.
4.4.1 Implementac¸a˜o do sistema de visa˜o
A implementac¸a˜o do sistema de visa˜o para o roboˆ SoccerBot (EyeBot)
foi desenvolvida com o objetivo de que o roboˆ reconhec¸a apenas treˆs cores: laranja, azul
e amarelo. A cor laranja corresponde a` cor da bola, e as cores azul e amarelo representam
as cores das metas. A forma utilizada na implementac¸a˜o consiste em procurar pelo tom
da cor correspondente e armazenar este valor em uma varia´vel. Apo´s a ana´lise de todo
o quadro da imagem, o algoritmo trac¸a um histograma para o eixo horizontal e outro,
para o eixo vertical e combina os histogramas. Dessa forma, e´ possı´vel obter um valor
aproximado do centro da imagem que corresponde a` posic¸a˜o aproximada do objetivo.
Para que seja possı´vel construir um histograma do eixo horizontal e
outro histograma do eixo vertical da imagem que esta´ sendo analisada, e´ necessa´rio ar-
mazenar a informac¸a˜o que diz respeito a` coordenada inicial em que o tom da cor corres-
pondente foi encontrado, bem como o ponto que marca a coordenada final. A partir do
instante em que se conhece este intervalo, que correlaciona a` coordenada em seu ponto
inicial e final, e dividindo este intervalo ao meio, e´ possı´vel obter o ponto da coordenada
que corresponde ao centro da imagem da bola no eixo em que esta´ sendo analisado.
O valor obtido da varia´vel que armazena o ponto da coordenada corres-
pondente ao centro da imagem, adequa-se ao valor da distaˆncia em que a bola se encontra
do roboˆ, tanto para o eixo horizontal quanto para o eixo vertical.
A informac¸a˜o que se refere ao valor da distaˆncia em que a bola se en-
contra do roboˆ e´ obtida e atualizada toda vez que um quadro e´ capturado e analisado.
Ao mesmo tempo, essa informac¸a˜o e´ disponibilizada para as camadas: avanc¸ar com
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informac¸a˜o, aproximar-se da bola, conduzir bola e chutar.
4.4.2 Implementac¸a˜o do sistema de sensores
O modelo de roboˆ SoccerBot Plus (EyeBot) possui treˆs sensores PSD
(Position Sensitive Detection), que sa˜o responsa´veis por indicar a distaˆncia em que um
obsta´culo se encontra do roboˆ. A forma utilizada na implementac¸a˜o consiste primeira-
mente em definir um valor de distaˆncia em que seja aceita´vel para detectar todos os
obsta´culos. Este valor de distaˆncia depende da posic¸a˜o em que o sensor esta´ posicionado
no EyeBot. Por exemplo: para o sensor que esta´ posicionado na parte da frente, e´
necessa´rio que o sensor indique a presenc¸a de um obsta´culo com um valor de distaˆncia
maior. Dessa forma, e´ possı´vel evitar a colisa˜o. Ja´ para os sensores posicionados a` direita
e a` esquerda, este valor de distaˆncia deve ser menor, visto que estes sensores auxiliam
apenas em desviar de obsta´culos nos movimentos rotacionais do roboˆ.
O processo que envolve a identificac¸a˜o dos obsta´culos consiste na pre´-
definic¸a˜o dos valores que indicam a presenc¸a ou a auseˆncia de um obsta´culo. Portanto,
um obsta´culo pode estar a uma distaˆncia considerada: perto, me´dia ou longe. Assim,
definem-se dois valores para cada sensor: um valor menor indicando a presenc¸a de obsta´-
culo e outro valor maior, indicando a auseˆncia de obsta´culo.
A partir da definic¸a˜o dos dois valores pre´-definidos para cada sensor, o
algoritmo desenvolvido verifica a leitura do sensor e compara o valor obtido com os va-
lores pre´-definidos. Caso o valor lido esteja abaixo do menor valor pre´-estabelecido para
o sensor, o algoritmo desenvolvido indica a presenc¸a de um obsta´culo. Por outro lado,
se o valor lido estiver acima do maior valor pre´-estabelecido para o sensor, o algoritmo
desenvolvido indica a auseˆncia de obsta´culo. Ja´ o valor que corresponde ao intervalo que
vai do menor valor pre´-estabelecido ate´ o maior valor pre´-estabelecido para cada sensor,
faz-se necessa´rio para que a ma´quina de estados possa ser atualizada.
A informac¸a˜o que corresponde ao valor da distaˆncia em que um obsta´cu-
lo se encontra do roboˆ e´ atualizada em tempo-real. E ao mesmo tempo, esta informac¸a˜o e´
disponibilizada para o sistema de atuadores.
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4.4.3 Implementac¸a˜o do sistema dos atuadores
O sistema implementado para os atuadores e´ responsa´vel pelo controle
dos roboˆs no ambiente. Este sistema controla os dois motores DC: um e´ responsa´vel
pelo controle da velocidade linear e o outro, pelo controle da velocidade angular. Dessa
forma, quando se deseja que o roboˆ se desloque pelo ambiente, e´ preciso passar em forma
de comando um vetor de velocidade que e´ composto pela velocidade linear e velocidade
angular.
A forma utilizada na implementac¸a˜o consiste primeiramente em definir
os valores, tanto para a velocidade linear quanto para a velocidade angular. A escolha
destes valores depende do movimento desejado. Por exemplo, para o movimento seguir
em frente, a velocidade linear 0.4 e a velocidade angular 0.0; para o movimento girar
a` direita, a velocidade linear 0.0 e a velocidade angular -0.4; para o movimento girar a`
esquerda, a velocidade linear 0.0 e a velocidade angular 0.4. No entanto, esses valores
em situac¸o˜es em que o roboˆ necessita calcular o aˆngulo em direc¸a˜o a` bola, ou desviar
de obsta´culos sa˜o varia´veis. O ca´lculo destes valores varia´veis e´ realizado com base em
func¸o˜es de espac¸o geome´trico (ver sec¸a˜o 4.4.5).
O algoritmo desenvolvido define a velocidade linear e a velocidade an-
gular para um estado desejado. A partir dessa definic¸a˜o, os atuadores executam este
comando ate´ que um novo comando seja atribuı´do.
4.4.4 Implementac¸a˜o da camada vagar sem informac¸a˜o
O sistema implementado para a camada vagar sem informac¸a˜o foi de-
senvolvido com o objetivo de que o roboˆ possa vagar pelo ambiente a partir das informa-
c¸o˜es adquiridas do seu conjunto de sensores. Esta camada e´ a de mais baixo nı´vel na
arquitetura embarcada proposta. Sua aplicac¸a˜o se faz necessa´ria para que o roboˆ possa
vagar pelo ambiente independente de possuir a informac¸a˜o da posic¸a˜o em que a bola se
encontra e ao mesmo tempo de forma reativa.
O funcionamento da camada vagar sem informac¸a˜o verifica a distaˆncia
em que um obsta´culo se encontra do roboˆ. Cada roboˆ e´ equipado com um conjunto de treˆs
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sensores, e a distaˆncia entre o roboˆ e os obsta´culos e´ fornecida atrave´s da leitura destes
sensores. O sistema desenvolvido verifica se os sensores: frontal, a` direita e a` esquerda
possuem a informac¸a˜o de presenc¸a ou auseˆncia de obsta´culo. Ao informar a presenc¸a ou
auseˆncia de obsta´culos, que o algoritmo define qual e´ o estado em que o roboˆ se encontra.
Com a informac¸a˜o coletada pelo sensor frontal, a ma´quina de estados
define qual ac¸a˜o deve ser executada. No caso da informac¸a˜o do sensor frontal indicar que
um obsta´culo encontra-se longe do roboˆ, isto e´, o valor fornecido e´ superior 150mm, a
ac¸a˜o a ser executada e´ vagar pelo ambiente a` procura da bola. Dessa forma, e´ possı´vel que
o roboˆ inicie sua navegac¸a˜o pelo ambiente. Ja´ para o caso onde o sensor frontal indicar a
presenc¸a de um obsta´culo, a ac¸a˜o a ser executada e´ desviar deste obsta´culo. Para que seja
possı´vel desviar do obsta´culo frontal, e´ necessa´rio verificar as informac¸o˜es dos sensores
a` direita e a` esquerda. Para este caso, o algoritmo decide de forma randoˆmica se verifica
primeiro o sensor a` direita ou a` esquerda. Em caso dos treˆs sensores indicarem a presenc¸a
de obsta´culos, a ac¸a˜o a ser executada e´ retornar.
O algoritmo implementado consiste dos estados possı´veis em que o roboˆ
pode se encontrar durante uma partida de futebol, e quais sa˜o as ac¸o˜es que devem ser
executadas para cada estado possı´vel. Estes estados e suas ac¸o˜es sa˜o executados ate´ o
momento em que o sistema de visa˜o detectar a presenc¸a da bola. A partir da informac¸a˜o
da posic¸a˜o da bola, o roboˆ passa a ter um objetivo e, desta forma, e´ ativada a camada
avanc¸ar com informac¸a˜o.
4.4.5 Implementac¸a˜o da camada avanc¸ar com informac¸a˜o
O sistema implementado para a camada avanc¸ar com informac¸a˜o foi de-
senvolvido com o objetivo de que esta camada somente seja acionada a partir do momento
em que o roboˆ possui a informac¸a˜o da posic¸a˜o em que a bola se encontra. A informac¸a˜o
da posic¸a˜o em que a bola se encontra e´ fornecida atrave´s do sistema de visa˜o embarcado.
E´ necessa´rio informar tambe´m que, para o caso onde o sistema de visa˜o global indicar a
presenc¸a da bola, a mensagem que corresponde ao vetor de velocidade linear e angular
definida pela entidade central e´ enviada em forma de mensagem de comando diretamente
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para esta camada. Assim, a camada avanc¸ar com informac¸a˜o passa a ter um objetivo.
O funcionamento da camada avanc¸ar com informac¸a˜o e´ iniciado no ins-
tante em que o sistema de visa˜o embarcado indicar a posic¸a˜o da bola. Dessa forma, o
algoritmo desenvolvido executa uma ac¸a˜o, que e´ responsa´vel por calcular a trajeto´ria de
direc¸a˜o para o roboˆ. O ca´lculo da trajeto´ria de direc¸a˜o toma como refereˆncia o centro
da posic¸a˜o da bola. A partir deste ponto de refereˆncia, o algoritmo desenvolvido verifica
esta posic¸a˜o para saber se este ponto se encontra: no centro da imagem; ou a` esquerda;
ou a` direita. Caso o ponto de refereˆncia pertenc¸a ao intervalo considerado como sendo o
centro da imagem, a mensagem de comando enviada aos atuadores consiste simplesmente
em avanc¸ar. Ja´ para o caso onde a posic¸a˜o do ponto de refereˆncia na˜o pertence ao intervalo
considerado como sendo o centro da imagem, independente deste ponto estar a` esquerda
ou a` direita, e´ necessa´rio calcular a nova trajeto´ria de direc¸a˜o para o roboˆ. Se a posic¸a˜o
em que a bola se encontra e´ a` direita, a func¸a˜o que calcula esta trajeto´ria corresponde a
equac¸a˜o 4.1. Por outro lado, se a posic¸a˜o em que a bola se encontra e´ a` esquerda, a func¸a˜o
que calcula esta trajeto´ria corresponde a equac¸a˜o 4.2. A varia´vel x e´ a abscissa do ponto
onde se encontra a bola e y e´ sua coordenada. Os aˆngulos sa˜o medidos em radianos.
angulo = atan(sen(y)/cos(x))
tanangulo = (angulo− (pi/2))/2 (4.1)
angulo = atan(sen(y)/cos(x))
tanb = pi − angulo
anguloa = pi − tanb
angulos = (tanb− anguloa)/2
(4.2)
Observa-se que o ca´lculo da nova trajeto´ria de direc¸a˜o, somente e´ rea-
lizado no caso da bola se encontrar em uma posic¸a˜o considerada ou a` direita ou a` esquerda
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do roboˆ. Por outro lado, a partir do momento em que o sistema de visa˜o na˜o indicar
mais a presenc¸a da posic¸a˜o em que a bola se encontra, o sistema desenvolvido retorna
sua atividade de processamento para a camada vagar sem informac¸a˜o, que passa a ter o
controle de planejamento da trajeto´ria para o roboˆ.
4.4.6 Implementac¸a˜o da camada aproximar-se da bola
O sistema implementado para a camada aproximar-se da bola foi proje-
tado com o objetivo de atender a` deficieˆncia que o roboˆ tem no momento em que passa
do estado em que na˜o esta´ de posse da bola para o estado em que esta´ de posse da bola. A
abordagem do roboˆ em relac¸a˜o a` bola deve ser o mais suave possı´vel, pois uma abordagem
em alta velocidade pode resultar em uma colisa˜o entre o roboˆ e a bola, fazendo com que
a bola seja lanc¸ada para uma posic¸a˜o mais distante do roboˆ. Portanto, o algoritmo de-
senvolvido para a camada aproximar-se da bola, possui como sua principal func¸a˜o prever
este momento de chegada do roboˆ na bola, procurando reduzir o impacto gerado.
O algoritmo da camada aproximar-se da bola, inicia sua execuc¸a˜o a
partir do momento em que o sistema de visa˜o indicar a posic¸a˜o da bola. No entanto, seu
comportamento somente e´ acionado a partir do momento em que o roboˆ esta´ se deslo-
cando em direc¸a˜o a` bola. Este comportamento consiste em verificar a distaˆncia em que
a bola se encontra do roboˆ, e a partir do instante em que o roboˆ vai se aproximando da
bola, e encontra-se em uma distaˆncia considerada como sendo um intervalo aceito para
aplicar o comportamento de reduc¸a˜o de velocidade. Um intervalo aceito para aplicar o
processo de reduc¸a˜o consiste em um valor entre 65mm a` 50mm. Dentro deste intervalo
definido, e´ possı´vel aplicar o processo de reduc¸a˜o de velocidade que consiste na mudanc¸a
do valor linear de 0.4 para 0.2. Abaixo do valor de 50mm, uma posic¸a˜o considerada pelo
roboˆ pro´xima da bola ocorre a` troca do valor linear de 0.2 para 0.4. Assim, sempre que o
roboˆ estiver se aproximando da bola, este comportamento e´ acionado. Portanto, o com-
portamento do algoritmo consiste em tornar o movimento do roboˆ um pouco mais lento
ate´ o momento que a abordagem acontece. A partir do momento em que a abordagem
aconteceu, a velocidade do roboˆ retorna a`s condic¸o˜es normais de navegac¸a˜o.
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O comportamento que envolve a reduc¸a˜o de velocidade somente e´ apli-
cado no momento em que o roboˆ pretende ficar de posse da bola e a reduc¸a˜o de sua
velocidade acontece uma u´nica vez e, ao mesmo tempo, em uma situac¸a˜o bem especı´fica,
quer dizer, apenas no instante em que o roboˆ vai tocar na bola. Para o caso onde o roboˆ
faz parte da defesa, e sendo que e´ necessa´rio retirar a bola dessa regia˜o, o comportamento
de reduc¸a˜o de velocidade na˜o e´ acionado. Quando o roboˆ esta´ de posse da bola, esta
informac¸a˜o e´ enviada para a camada conduzir bola que passa a ter o controle do roboˆ.
4.4.7 Implementac¸a˜o da camada conduzir bola
O sistema implementado para a camada conduzir bola e´ responsa´vel
pelo controle que o roboˆ exerce na conduc¸a˜o da bola. Esta camada controla o roboˆ nos
momentos em que a bola esta´ sob o seu domı´nio. O controle exercido por este algoritmo
e´ aplicado no instante em que a bola esta´ escapando do domı´nio do roboˆ. Isto significa
dizer que, quando a bola esta´ em uma das extremidades do mecanismo de chute que e´
externo ao roboˆ. Por isso, e´ preciso controlar a bola em direc¸a˜o ao seu objetivo, que e´ a
meta da equipe adversa´ria.
O algoritmo da camada conduzir bola inicia sua execuc¸a˜o a partir do
momento em que o roboˆ possui o domı´nio da bola e o sistema de visa˜o indica que a
bola esta´ pro´xima do mecanismo de chute. No entanto, o comportamento implementado
pelo algoritmo conduzir bola, e´ responsa´vel por verificar se a bola esta´ em uma regia˜o
considerada como sendo o centro do mecanismo de chute. Caso a bola na˜o esteja no
centro do mecanismo de chute, e´ necessa´rio ajustar o movimento do roboˆ para que a bola
retorne para o centro. Sendo assim, o algoritmo verifica em qual das extremidades do
mecanismo de chute a bola se encontra e ajusta a nova trajeto´ria do roboˆ, para que a bola
possa ficar no centro do mecanismo de chute. Este ajuste utiliza as mesmas fo´rmulas que
sa˜o utilizadas na camada avanc¸ar com objetivo. A u´nica diferenc¸a e´ que os valores para
o ajuste da camada conduzir bola sa˜o menores em func¸a˜o da proximidade do roboˆ com a
bola. Assim, e´ possı´vel que o roboˆ possa conduzir a bola ate´ o seu objetivo, que e´ a meta
da equipe adversa´ria.
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4.4.8 Implementac¸a˜o da camada chutar
O sistema implementado para a camada chutar e´ responsa´vel pelo movi-
mento do mecanismo de chute. Este sistema controla o movimento que e´ executado
pelo servo motor de chute. Dentre os movimentos executados pelo sistema que con-
trola o movimento do mecanismo de chute esta´: levantar o mecanismo de chute, abaixar
o mecanismo de chute e levantar de forma moderada o mecanismo de chute.
O algoritmo da camada chutar inicia sua execuc¸a˜o com o mecanismo
de chute abaixado, mesmo que o mecanismo de chute esteja fora da posic¸a˜o considerada
abaixada. O primeiro passo do algoritmo e´ verificar a posic¸a˜o do mecanismo de chute e
deixar o mecanismo de chute na posic¸a˜o abaixada. O estado abaixado do mecanismo de
chute permanece a maior parte do tempo em que o roboˆ esta´ em movimento no ambiente.
No entanto, o mecanismo de chute somente e´ acionado em duas condic¸o˜es, quando o
roboˆ esta´ em condic¸o˜es de chutar a bola na meta da equipe adversa´ria ou quando pretende
passar a bola para um roboˆ da mesma equipe. Para o caso onde o roboˆ chuta a bola em
direc¸a˜o a` meta da equipe adversa´ria, o roboˆ deve estar em condic¸o˜es de chute. Estas
condic¸o˜es sa˜o: visa˜o da meta da equipe adversa´ria e posic¸a˜o do roboˆ considerada como
sendo pro´xima da meta da equipe adversa´ria. Ja´ para o caso onde o roboˆ passa a bola para
um outro roboˆ da mesma equipe, esta condic¸a˜o depende apenas da dinaˆmica do jogo.
A decisa˜o que envolve o acionamento do mecanismo de chute e´ atribuı´da
tanto ao roboˆ quanto a` entidade central. Para o caso onde a decisa˜o parte da entidade
central, e´ necessa´rio enviar uma mensagem atrave´s do sistema de comunicac¸a˜o, que cor-
responde ao comando responsa´vel pelo acionamento do mecanismo de chute. Este co-
mando e´ interpretado pela camada chutar e executado pelo agente, que e´ responsa´vel pelo
controle do mecanismo de chute.
Capı´tulo 5
Resultados
Neste capı´tulo sa˜o descritos os resultados e a forma utilizada para a
validac¸a˜o desses resultados. Todos os resultados descritos nesta sec¸a˜o foram obtidos
atrave´s da observac¸a˜o feita no display de LCD dos roboˆs EyeBots. Para se chegar a
cada resultado apresentado, foi necessa´rio configurar, no sistema desenvolvido dos roboˆs,
comandos de impressa˜o das mensagens de execuc¸a˜o. Assim, foi possı´vel observar o de-
sempenho dos roboˆs no ambiente e realizar estes ensaios.
Os resultados obtidos com o desenvolvimento dessa aplicac¸a˜o demons-
traram um desempenho satisfato´rio, pois o sistema desenvolvido que esta´ hospedado na
entidade central e´ consistente em relac¸a˜o a` localizac¸a˜o da bola e dos roboˆs. Este sistema
processa as imagens em tempo real e na˜o apresenta um melhor desempenho em func¸a˜o
do sistema de captura utilizado, que opera a uma taxa de 29.97 fps.
Em relac¸a˜o a` definic¸a˜o de deslocamento envolvendo os nı´veis, estrate´gi-
co e de comportamento, percebeu-se que em func¸a˜o da dinaˆmica de jogo, o resultado
obtido para o deslocamento do roboˆ em relac¸a˜o a sua direc¸a˜o, em geral, converge para
o mesmo ponto. Dessa forma, a mensagem de comando enviada pelo nı´vel estrate´gico
e´ simplesmente descartada pelo roboˆ. Por outro lado, quando os nı´veis estrate´gicos e de
comportamento na˜o convergem para um ponto em comum, e sendo que o roboˆ na˜o possui
a informac¸a˜o que correspondem a` posic¸a˜o da bola, ele descarta as mensagens enviadas
pelo nı´vel de comportamento do sistema embarcado e executa as mensagens enviadas
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pelo nı´vel estrate´gico que correspondem a` informac¸a˜o enviada pela entidade central. As-
sim, este modelo de arquitetura atende aos objetivos que consistem na construc¸a˜o de um
modelo de arquitetura hı´brida e distribuı´da, atuando em tempo real.
Com relac¸a˜o aos resultados obtidos com o desenvolvimento do sistema
embarcado, constatou-se que realmente os roboˆs atuam no ambiente conforme foi pro-
posto. A implementac¸a˜o das camadas com seus estados e ac¸o˜es sa˜o considerados sufi-
cientes para que o roboˆ vague pelo ambiente sem colidir com obsta´culos e, simultanea-
mente, ao encontro da bola, tendo como objetivo capturar e conduzir a bola ate´ a` meta da
equipe adversa´ria.
Com relac¸a˜o aos resultados obtidos com o desenvolvimento do sistema
de visa˜o do EyeBot, observou-se que este sistema e´ consistente em relac¸a˜o a` localizac¸a˜o
da bola e das metas. No entanto, o tempo necessa´rio para processamento de um quadro
capturado pela caˆmera do EyeBot e a identificac¸a˜o da cor desejada pertence ao intervalo
[0.22s, 0.25s]. Este tempo e´ atribuı´do aos recursos de hardware oferecidos pela caˆmera
do EyeBot. Pois, somente o processo que envolve a captura do quadro pela caˆmera do
EyeBot, necessita de um tempo aproximado de 0.2s, ou seja, a caˆmera utilizada, dado
sua caracterı´stica, captura ate´ 5 fps [26]. Dessa forma, torna-se difı´cil melhorar o sis-
tema de visa˜o desenvolvido, visto que a margem de melhoria possı´vel e´ de ate´ 0.03s. A
Figura 5.1 apresenta no display de LCD do EyeBot a imagem da bola capturada apo´s o
processamento.
Figura 5.1: Imagem da bola no display.
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O sistema desenvolvido para os sensores dada sua simplicidade, que
consiste apenas em indicar a presenc¸a ou a auseˆncia de um obsta´culo e sua distaˆncia,
comportou-se de forma eficiente. No entanto, dada a` caracterı´stica do conjunto dos sen-
sores EyeBot que se esta´ utilizando, percebe-se que em situac¸o˜es onde o roboˆ choca-se
contra a parede, e sendo este choque fruto de uma colisa˜o imprevista causada por outro
roboˆ ou qualquer outro problema que possa surgir, o sensor do EyeBot na˜o consegue in-
dicar que o roboˆ esta´ em colisa˜o, quer dizer, para uma distaˆncia menor de 5cm, o sensor
do EyeBot indica auseˆncia de obsta´culo.
O resultado obtido com o desenvolvimento do sistema dos atuadores
verificou que, para uma velocidade linear maior do que 0.7, os roboˆs EyeBot na˜o se com-
portam de forma adequada. Pois, valores superiores 0.7 simplesmente sa˜o mal interpre-
tados pelos atuadores do roboˆ, ocasionando em diversos momentos desequilı´brio com
relac¸a˜o a sua trajeto´ria. Tambe´m constatou-se que uma velocidade linear que pertence ao
intervalo [0.1, -0.1] para movimentos angulares, em que o roboˆ necessita girar a` direita
ou girar a` esquerda, nem sempre e´ adequada. Em situac¸o˜es onde o roboˆ esta´ parado, a
velocidade linear que pertence ao intervalo [0.1, -0.1], nem sempre consegue superar o
atrito exercido sobre o ponto de apoio que o roboˆ possui. A Tabela 5.1 apresenta o me-
lhor conjunto de valores para solucionar o problema de velocidade linear e angular para o
EyeBot.
Tabela 5.1: Melhor conjunto de valores encontrado para a velocidade linear e angular do EyeBot.
Ac¸a˜o Velocidade linear Velocidade angular
Navegac¸a˜o para frente 0.4 0.0
Navegac¸a˜o para frente ra´pido 0.6 0.0
Navegac¸a˜o para frente lento 0.2 0.0
Navegac¸a˜o de re´ -0.4 0.0
Girar a` direita varia´vel -0.4
Girar a` esquerda varia´vel 0.4
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Os resultados obtidos com relac¸a˜o a` camada vagar sem informac¸a˜o,
mostraram que realmente o roboˆ vaga pelo ambiente conforme foi proposto. Os testes,
realizados com a execuc¸a˜o desta camada demonstraram que, conforme os sensores in-
dicam posic¸o˜es diferentes para os obsta´culos, o roboˆ reage atrave´s da execuc¸a˜o de uma
nova ac¸a˜o. Por exemplo, quando o sensor frontal indicar a presenc¸a de um obsta´culo,
e os sensores a` direita e a` esquerda na˜o indicarem a presenc¸a de obsta´culos, imediata-
mente, o sistema executa uma das ac¸o˜es va´lidas, que consiste em girar a` direita ou a`
esquerda. Com a implementac¸a˜o dos estados projetados, constatou-se de que os estados e
suas ac¸o˜es sa˜o considerados suficientes para que o roboˆ vague pelo ambiente sem colidir
com os obsta´culos, referiu-se como sendo obsta´culos os roboˆs e as paredes. Averiguou-
se tambe´m que, em situac¸o˜es em que o valor pre´-definido no algoritmo do sistema de
sensores e´ um valor muito alto, superior a 190mm, o roboˆ na˜o chega a aproximar-se das
laterais, ou este valor sendo um valor muito baixo, inferior a 70mm, o roboˆ na˜o consegue
detectar o obsta´culo a tempo de evitar uma possı´vel colisa˜o. Dessa forma, foi necessa´rio
um ajuste destes valores para se obter o melhor desempenho por parte do roboˆ. A Tabela
5.2 apresenta os melhores valores para solucionar o problema de leitura dos sensores para
se obter o melhor desempenho com a camada vagar sem informac¸a˜o.
Tabela 5.2: O melhor conjunto de valores encontrado para os sensores do EyeBot.




Dentre outros possı´veis resultados obtidos para esta camada vagar sem
informac¸a˜o, e´ necessa´rio informar que a ma´quina de estados do EyeBot executa suas
ac¸o˜es por um determinado tempo, dada a caracterı´stica do pro´prio hardware do EyeBot
[26]. Dessa forma, o nu´mero de camadas que esta´ sendo executado em um determinado
tempo, influencia no desempenho do roboˆ.
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Os resultados obtidos com relac¸a˜o a` camada avanc¸ar com informac¸a˜o,
apresentaram que o algoritmo proposto para calcular a nova trajeto´ria, que e´ em direc¸a˜o
a` posic¸a˜o da bola, realmente vai ao encontro do que havia sido proposto, ou seja, ao
encontro da bola. No entanto, constatou-se que nem sempre o roboˆ atinge este alvo.
Esta deficieˆncia e´ atribuı´da a` ma´quina de estados do EyeBot, pois ela executa uma ac¸a˜o
por um tempo aproximado de 1s. Este tempo e´ atribuı´do em func¸a˜o de que cada servo
motor e´ atualizado periodicamente a cada 20ms [26], e sendo que o EyeBot utiliza: dois
motores (motor A, motor B), um servo motor para a caˆmera e um servo motor para o
mecanismo de chute e, tambe´m, necessita atualizar a ma´quina de estados. Enta˜o cada
ac¸a˜o sera´ executada por aproximadamente 1s. Neste tempo de execuc¸a˜o da ma´quina de
estados, ficou comprovado que, dependendo do movimento exercido pela bola, ou seja,
seu deslocamento no ambiente, o resultado obtido do deslocamento do roboˆ em direc¸a˜o a
uma posic¸a˜o em que a bola na˜o esteja mais, pode ocorrer. Para este tipo de problema na˜o
se encontrou uma soluc¸a˜o, visto que, para resolveˆ-lo, e´ necessa´rio desenvolver um novo
sistema operacional para o conjunto de roboˆs EyeBot, com caracterı´sticas diferenciadas
para o sistema de deslocamento do roboˆ. Uma alternativa para tentar solucionar este tipo
de problema vem do sistema de navegac¸a˜o da entidade central, que ao perceber que o roboˆ
esta´ se distanciando do alvo que e´ o seu objetivo, a bola, envia uma nova mensagem de
comando informando que o roboˆ deve seguir uma nova trajeto´ria. A Tabela 5.3 apresenta
os resultados que foram obtidos atrave´s de um conjunto de ensaios realizados com relac¸a˜o
a` camada avanc¸ar com informac¸a˜o.
Esta camada apresenta um conjunto de 13 ensaios. Para cada ensaio
foram coletadas as coordenadas (x,y) em que a bola se encontra e ale´m disso o tamanho
da imagem gerada pela integrac¸a˜o dos histogramas nos eixos horizontal e vertical. A par-
tir da posic¸a˜o em que a bola se encontra nas coordenadas (x,y), o sistema desenvolvido
para a camada avanc¸ar com informac¸a˜o define um vetor de velocidade que corresponde
a` velocidade linear e a` velocidade angular, que sera´ executada pelos atuadores. Estes re-
sultados representam as possı´veis posic¸o˜es em que a bola pode se encontrar no ambiente.
Estes dados foram extraı´dos do display do EyeBot apo´s o processamento desta camada.
Com relac¸a˜o aos resultados obtidos com o desenvolvimento da camada
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Tabela 5.3: Resultados obtidos da camada avanc¸ar com informac¸a˜o.
Ensaios Coordenada X Coordenada Y Tam. Bola Vel. Linear Vel. Angular
1 9 37 7 0.2 0.23
2 11 56 4 0.2 0.19
3 15 47 8 0.2 0.31
4 44 49 17 0.2 0.73
5 67 56 7 0.2 0.85
6 24 46 10 0.2 0.46
7 21 32 10 0.4 0
8 20 26 8 0.4 0
9 3 1 2 0.2 -0.39
10 11 3 5 0.2 -0.65
11 30 9 15 0.2 -0.68
12 55 8 12 0.2 -0.75
13 31 16 15 0.2 -0.54
aproximar-se da bola, percebeu-se que a quantidade de varia´veis possı´veis que podem
influenciar o momento da chegada do roboˆ na bola e´ muito grande. Observou-se que
o roboˆ encontra dificuldade com relac¸a˜o a` forma como esta abordagem acontece. Em
situac¸o˜es em que a bola se encontra parada, ou segue a mesma trajeto´ria de direc¸a˜o do
roboˆ, a abordagem acontece de forma perfeita. No entanto, em situac¸o˜es em que a bola
se encontra em movimento e na direc¸a˜o contra´ria a` trajeto´ria de deslocamento do roboˆ e
ao mesmo tempo, dependendo da velocidade da bola, o momento da abordagem do roboˆ
em relac¸a˜o a` bola nem sempre acontece de forma suave. Esta deficieˆncia acontece em
func¸a˜o de que a ma´quina de estados esta´ executando uma determinada ac¸a˜o, e o tempo
envolvendo a colisa˜o e´ muito pequeno. Dessa forma, a ma´quina de estados ainda na˜o
foi atualizada para o novo estado e, sendo assim, pode ocorrer uma colisa˜o envolvendo
o momento em que o roboˆ chega a` bola. No entanto, mesmo que ocorra uma colisa˜o,
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dependendo da forma como ela acontece, o roboˆ permanece com a posse da bola. A
Tabela 5.4 apresenta os resultados obtidos da camada aproximar-se da bola.
Tabela 5.4: Resultados obtidos da camada aproximar-se da bola.
Ensaios Coordenada X Coordenada Y Tam. Bola Vel. Linear Vel. Angular
14 66 26 22 0.4 0
15 65 41 21 0.1 0
16 64 29 18 0.1 0
17 49 32 15 0.1 0
18 40 32 12 0.1 0
19 39 32 11 0.4 0
Esta camada apresenta um conjunto de 6 ensaios. Para cada ensaio,
foram coletados as coordenadas (x,y) em que a bola se encontra e o tamanho da imagem
gerada pela integrac¸a˜o dos histogramas nos eixos horizontal e vertical. Nesta camada,
o sistema utiliza apenas a coordenada (x) para ativar o comportamento de reduc¸a˜o de
velocidade. Dessa forma, o sistema desenvolvido verifica a coordenada (x) e a partir de
um valor inferior a 66, que corresponde a` distaˆncia em que a bola se encontra do roboˆ,
aplica o comportamento de reduc¸a˜o de velocidade, e a partir do instante em que o valor
da distaˆncia e´ inferior 40, retorna a` velocidade normal de navegac¸a˜o. Estes resultados
representam as possı´veis posic¸o˜es em que a bola pode se encontrar no ambiente. Estes
dados tambe´m foram extraı´dos do display do EyeBot apo´s o processamento da camada
aproximar-se da bola.
Com relac¸a˜o aos resultados obtidos com o desenvolvimento da camada
conduzir bola, constatou-se que o algoritmo proposto para ajustar a nova trajeto´ria do
roboˆ, que e´ responsa´vel pela conduc¸a˜o da bola, realmente vai ao encontro do que havia
sido proposto, ou seja, a camada conduzir bola realiza o processo de correc¸a˜o da trajeto´ria
do roboˆ nos momentos em que a bola esta´ saindo do controle do mecanismo de chute do
pro´prio roboˆ. Tambe´m verificou-se que o comportamento desta camada e´ semelhante ao
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comportamento da camada avanc¸ar com informac¸a˜o. No entanto, a diferenc¸a que existe e´
que a bola esta´ pro´xima do roboˆ e vale lembrar tambe´m o motivo pelo qual esta camada
foi projetada, que e´ ajustar a curva do roboˆ no momento em que o roboˆ esta´ de posse da
bola, mas, no entanto, a bola esta´ deslizando por uma das laterais do mecanismo de chute.
Dessa forma, faz-se necessa´rio redirecionar o roboˆ para que ele possa permanecer com a
posse da bola. A Tabela 5.5 apresenta os resultados obtidos da camada conduzir bola.
Tabela 5.5: Resultados obtidos da camada conduzir bola.
Ensaios Coordenada X Coordenada Y Tam. Bola Vel. Linear Vel. Angular
20 72 53 11 0.2 0.94
21 73 48 7 0.2 0.90
22 71 20 19 0.4 0.0
23 72 16 12 0.4 0.0
24 71 6 13 0.2 -0.74
25 70 3 11 0.2 -0.76
Esta camada apresenta um conjunto de 6 ensaios. Para cada ensaio,
foram coletados as coordenadas (x,y) em que a bola se encontra e o tamanho da imagem
gerada pela integrac¸a˜o dos histogramas nos eixos horizontal e vertical. Nesta camada,
o sistema utiliza apenas a coordenada (y) para ativar o comportamento responsa´vel por
planejar a nova trajeto´ria do roboˆ. Dessa forma, o sistema desenvolvido verifica a coor-
denada (y) e ao perceber que a bola na˜o se encontra em um intervalo aceito como sendo o
centro do mecanismo de chute, calcula uma nova trajeto´ria, que e´ responsa´vel por redire-
cionar o roboˆ, para que a bola possa retornar ao centro do mecanismo de chute. A partir
de um valor inferior a 15, que corresponde a um ponto a` direita do mecanismo de chute,
o algoritmo calcula a nova trajeto´ria para o roboˆ. A nova trajeto´ria deve direcionar o roboˆ
a` direita, dessa forma, a velocidade angular sera´ negativa. Por outro lado, a partir de um
valor superior a 45, que corresponde a um ponto a` esquerda do mecanismo de chute, o
algoritmo calcula a nova trajeto´ria para o roboˆ. A nova trajeto´ria deve direcionar a roboˆ
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a` esquerda, desta forma, a velocidade angular sera´ positiva. Estes resultados representam
as possı´veis posic¸o˜es em que a bola pode se encontrar no ambiente. Estes dados tambe´m
foram extraı´dos do display do EyeBot apo´s o processamento da camada conduzir bola.
Finalmente, a partit dos resultados obtidos com o desenvolvimento da
camada chutar bola, percebeu-se que o algoritmo desenvolvido para controlar o meca-
nismo de chute, que e´ responsa´vel pelo toque na bola em direc¸a˜o a` meta da equipe ad-
versa´ria, ou mesmo para passar a bola para um roboˆ da mesma equipe, apresenta uma
caracterı´stica de movimento lento. Ou seja, apesar do servo motor que controla o meca-
nismo de chute estar em condic¸o˜es de movimentar-se com total velocidade e, sendo
que, em nenhum momento o algoritmo desenvolvido apresenta controle de velocidade
de movimento, apenas as condic¸o˜es de abaixar, passar e levantar o mecanismo de chute,
percebe-se que a bola na˜o e´ lanc¸ada com muita forc¸a. Dessa forma, faz-se necessa´rio
aproximar o roboˆ o ma´ximo possı´vel da meta da equipe adversa´ria para que possa ser
ativado o comportamento chutar em gol.
Tambe´m constatou-se que apesar do algoritmo desenvolvido apresentar
a condic¸a˜o de passar a bola para o jogador da mesma equipe, este comportamento nem
sempre acontece, ou acontece em momentos considerados inadequados. Para poder ex-
plorar melhor este comportamento, faz-se necessa´rio implementar condic¸o˜es relacionadas
a` cooperac¸a˜o multiagentes. Cooperac¸a˜o esta, que indique quais sa˜o os momentos em que
o roboˆ da mesma equipe se encontra em uma melhor condic¸a˜o para receber a bola e con-




Neste trabalho, descreveu-se e analisou-se o desenvolvimento de uma
arquitetura hı´brida para sistemas multiagentes e sua aplicac¸a˜o no futebol de roboˆs. Esta
arquitetura e´ adaptada com um sistema de visa˜o global e dotada de sensores e visa˜o local
para captura das informac¸o˜es. O processamento das imagens e´ realizado tanto nos roboˆs
quanto na entidade central.
A arquitetura hı´brida distribuı´da para processamento das informac¸o˜es
permitiu tratar as informac¸o˜es em locais estrate´gicos e possibilitou um ganho com relac¸a˜o
ao desempenho do sistema. Assim, tanto o sistema de visa˜o global quanto o sistema
de visa˜o local foram beneficiados, pois esta arquitetura permitiu os nı´veis estrate´gicos e
de ac¸a˜o serem precisos e, ao mesmo tempo, os nı´veis de comportamento e execuc¸a˜o se
beneficiarem com relac¸a˜o ao domı´nio do ambiente.
Esta arquitetura foi testada na V Competic¸a˜o Brasileira de Robo´tica
(CBR2007). Apesar dos resultados obtidos com relac¸a˜o a` classificac¸a˜o na competic¸a˜o na˜o
terem sido dos melhores, a participac¸a˜o serviu de experieˆncia para testar a implementac¸a˜o
da arquitetura proposta em um ambiente oficial da RoboCup. As falhas ocorridas durante
a competic¸a˜o sa˜o atribuı´das ao baixo desempenho oferecido pelo roboˆ EyeBot, principal-
mente, com relac¸a˜o ao desgaste das baterias e a` arquitetura oferecida pelo hardware, pois
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a arquitetura do hardware na˜o permite retirar o atrito produzido pelo ponto de apoio do
roboˆ. Assim, este modelo de roboˆ apresenta um desempenho considerado fraco para uma
competic¸a˜o oficial da RoboCup. Por outro lado, o software desenvolvido passou por uma
se´rie de melhorias, tendo como objetivo ajustar pontos considerados relevantes. O con-
tato com os demais competidores do evento serviu para consolidar ide´ias e trouxe novas
inspirac¸o˜es para o desenvolvimento e aplicac¸a˜o de novas ferramentas.
A arquitetura proposta neste trabalho e´ uma soluc¸a˜o adequada para con-
trole hı´brido e distribuı´do de sistemas que operam em tempo real e sistemas mutiagentes
capazes de jogar futebol.
6.2 Trabalhos futuros
Tanto no modelo da arquitetura hı´brida e distribuı´da proposta quanto na
implementac¸a˜o do sistema, poderiam ser realizadas diversas modificac¸o˜es, tendo como
objetivo aperfeic¸oar este trabalho e torna´-lo mais eficiente. Dessa forma, apresentam-se
algumas propostas para trabalhos futuros:
• Implementac¸a˜o de um novo sistema de definic¸a˜o de estrate´gia, procurando oferecer
um maior poder na tomada de deciso˜es;
• Implementac¸a˜o de um novo sistema de comunicac¸a˜o que permita operar em outras
frequ¨eˆncias;
• Desenvolver um novo proto´tipo de hardware que permita oferecer maior domı´nio
sobre a arquitetura do roboˆ, autonomia no controle dos motores, utilizando novos
tipos de sensores: infravermelho, toque, caˆmera digital;
• Testar esta arquitetura em um novo proto´tipo de hardware.
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