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I. INTRODUCTION
The changes in the supervisory framework, as put forward in the Basel II capital accord, which try to bridge the gap between regulatory capital and economic capital, are requiring regulators and supervisors to communicate with market participants using new language and new tools. In fact, the development of the internal rating system (IRB), as envisaged in the new regulations, and the more systematic collection of detailed data on exposures and recovery rates are expected to allow more and more financial institutions to evaluate their risk profile and to manage it based on these concepts.
Over the last ten years, we have witnessed major advances in the field of modeling credit risk. There are now three main approaches to quantitative credit risk modeling: the "Mertonstyle" approach, the purely empirical econometric approach, and the actuarial approach. 1 Each of these approaches has, in turn, produced several models that are widely used by financial institutions around the world.
All these models share a common purpose: determining the probability distribution of the losses on a portfolio of loans and other debt instruments. Being able to compute the loss distribution of a portfolio is critical, because it allows the determination of the credit Value at Risk (VaR) and, therefore, the economic capital required by credit operations.
In this paper we present the theoretical background that underpins one of the most frequently used models for loss distribution determination: Credit Risk+. This model, originally developed by Credit Suisse Financial Products (CSFP), is based on the actuarial approach, and has quickly become one of the financial industry's benchmarks in the field of credit risk modeling. Its popularity spilled over into the regulatory and supervisory community, prompting some supervisory authorities to start using it in their monitoring activities.
2 There are several reasons why this model has become so popular:
• It requires a limited amount of input data and assumptions;
• It uses as basic input the same data as required by the Basel II IRB approach;
• It provides an analytical solution for determining the loss distribution; and
• It brings out one the most important credit risk drivers: concentration.
We illustrate our implementation of the model and suggest that it could be used as a toolbox in the different monitoring activities of the IMF. We also analyze the problems that may arise by directly applying Credit Risk+, in its original formulation, to certain portfolio compositions. Consequently, we propose some solutions.
The paper is organized as follows: initially, we present the setting and basic definitions common to all the model specifications used in this paper. Then, we gradually proceed from the simplest model based on Bernoulli-distributed default events and default probabilities known with certainty to the fully-fledged version of Credit Risk+. The latter is based on the Poisson approximation and uncertain default probabilities determined by mutually independent risk factors. We then go beyond Credit Risk+ by presenting a specification that allows for correlation among risk factors as in Giese (2003) . We also apply the implemented models to a specific portfolio of exposures to illustrate their characteristics and discuss in detail the results. Finally, we present some conclusions.
II. THE BASIC MODEL SETTING
In this section, we present the setting and basic definitions common to all the model specifications used in the paper. We consider a portfolio of N obligors indexed by 1, , n N = K . Obligor n constitutes an exposure n E . The probability of default of obligor n over the period considered is n p .
A. Default Events
The default of obligor n can be represented by a Bernoulli random variable n D such that the probability of default over a given period of time is ( ) 
B. Losses
The loss on obligor n can be represented by the random variable n n n
The total loss on the portfolio is represented by the random variable L :
The objective is to determine the probability distribution of L under various sets of assumptions. Knowing the probability distribution of L will allow us to compute the VaR and other risk measures for the portfolio.
C. Normalized Exposures
When implementing the model it has become common practice to normalize and round the individual exposures and then group them in exposure bands. The process of normalization and rounding limits the number of possible values for L , and hence reduces the time required to compute the probability distribution of L . When the normalization factor is small relative to the total portfolio exposure, the rounding error is negligible. Let F be the normalization factor. 4 The rounded normalized exposure of obligor n is denoted n ν and is defined by ( )
D. Normalized Losses
The normalized loss on obligor n is denoted by n λ and is defined by
where n D is the default and n ν is the normalized exposure for obligor n. Hence, n λ is a random variable that takes value n ν with probability n p , and value 0 with probability 1 n p − .
The total normalized loss on the portfolio is represented by the random variable λ :
Finding the probability distribution of λ is equivalent to finding the probability distribution of L .
E. Exposure Bands
The use of exposure bands has become a common technique used in the literature to simplify the computational process. Once the individual exposures have been normalized and rounded, as shown in equation (1), common exposure bands can be defined in the following manner: the total number of exposure bands, J , is given by the highest value of the normalized individual exposures,
. Let j represent the index for the exposure bands. Then, the common exposure in band j is j j ν = . The distribution of obligors among exposure bands is done such that each obligor n is assigned to band j if Consequently, the total expected number of defaults in the portfolio, µ , is given by
III. MODEL 1: A SIMPLE MODEL WITH NON-RANDOM DEFAULT PROBABILITIES
In this section we present a simple model with Bernoulli-distributed default events and nonrandom default probabilities. The advantage of this model is that it relies on the smallest set of assumptions. As a result, the loss distribution in this model can be efficiently computed as a simple convolution, without making any approximation for the distribution of default events. This approach is particularly appropriate when default probabilities are high, and when there is little uncertainty concerning the values of these probabilities.
The key assumptions of the model are that individual default probabilities over the period considered are known with certainty, and that default events are independent among obligors.
The objective is to determine the probability distribution of the total normalized loss, λ or, equivalently, the PGF of λ . Given the assumption of independence among obligors, the PGF of the total normalized loss, λ , can easily be computed from the PGF of the individual normalized loss, n λ . Since n λ can only take the values 0 and n ν , the PGF of n λ is given by
Taking into account that λ is the sum of n λ over n and since default events are independent among obligors, the PGF of λ is simply given by
This product of the individual loss PGF is a simple convolution that can be computed using the Fast Fourier Transform (FFT), from the Convolution Theorem:
where IFFT is the Inverse Fast Fourier Transform. This algorithm can be efficiently implemented as long as the portfolio does not contain more than a few thousand obligors. 5 This is about as far as the model can be analytically developed under the assumption that the probability distributions of default events are Bernoulli distributions. In order to find a closed-form solution for the PGF of λ , when default events are represented by Bernoulli random variables, it is also necessary to assume that default events are independent among obligors, and that default probabilities are known with certainty (non-random). If, instead, probability of default is assumed to be random, computing the loss distribution requires the use of Monte Carlo simulation.
Finding an analytical solution when probabilities are random and default events are no longer independent implies using an approximation for the distribution of the default events. This is precisely the path taken by the Credit Risk+ model when deriving closed-form expressions for the PGF of λ .
IV. INTRODUCING THE POISSON APPROXIMATION
In this section we describe in detail one of the essential assumptions of the Credit Risk+ model: the individual probabilities of default are assumed to be sufficiently small for the compound Bernoulli distribution of the default events to be approximated by a Poisson distribution. This assumption makes it possible to obtain an analytical solution even when the default probabilities are not known with certainty.
Under the assumption that default events follow Bernoulli distribution, the PGF of obligor's n default is
exp ln exp ln 1 1
If we assume that n p is very small, then ( ) Neglecting the terms of order two and above and going back to the original notation yields
The assumption that justifies neglecting the terms of order two and above is that n p is "small": the smaller n p , the smaller the (absolute) difference between ( ) (2) and using the approximation from equation (3), we have:
Performing again a Taylor expansion of ( )
The last member of equation (4) is the PGF of a Poisson distribution with intensity n p . Therefore, for small values of n p , the Bernoulli distribution of n D can be approximated by a Poisson distribution with intensity n p .
Using the Poisson approximation, the probability distribution of n D is then given by
A new expression for the PGF of the individual normalized loss n λ can also be derived using the Poisson approximation (4) . The PGF of n λ is defined by
where E is the expectation operator. Since n ν is not random, equation (5) can be written as:
Since n D takes only two values (0 and 1), we can express the PGF of n λ as:
The second term of the right side in equation (7) is the first order Taylor expansion of ( )
Therefore, for small values of probabilities n p , the PGF of the individual normalized loss, n λ , can be approximated by:
V. MODEL 2: THE MODEL WITH KNOWN PROBABILITIES REVISITED
In this section, we apply the Poisson approximation to the basic model with known default probabilities, as presented in Section III. Hence, we derive a new expression for the PGF of the total normalized loss on the portfolio,
Individual default probabilities are still assumed to be known with certainty (non-random), and default events are still assumed to be independent among obligors.
Since individual losses are mutually independent, ( ) G z λ is simply the product of the individual loss PGF, as in Section III:
Replacing ( ) (9) with the expression from equation (8), we have:
Using the definition of the exposure bands, as presented in Section II, subsection E, ( ) G z λ can be written as follows:
This expression can be finally simplified using the definitions of the expected number of defaults in band j , j µ , and the expected total number of defaults in the portfolio, µ :
Equation (10) defines the probability distribution of the total loss on the portfolio when default events are mutually independent, default probabilities are known with certainty, and Poisson distributions are used to approximate the distributions of individual default events.
VI. MODEL 3: THE MODEL WITH RANDOM DEFAULT PROBABILITIES
In this section we present the full-fledged version of Credit Risk+. We do so by removing the assumptions used so far, that is, that the default probabilities are known with certainty, and that default events are unconditionally mutually independent.
Instead, we assume that individual default probabilities are random, and are influenced by a common set of Gamma-distributed systematic risk factors. Consequently, the default events are assumed to be mutually independent only conditional on the realizations of the risk factors. Under these assumptions, the use of the Poisson approximation still allows us to obtain an analytical solution for the loss distribution.
The alternative, using the Bernoulli defaults, would be to compute the loss distribution by Monte Carlo simulation. We provide an example of this procedure in Section XI, and report the results in Figure 4 .
Let us assume that there are K risk factors indexed by k . Each factor k is associated with a "sector" (an industry or a geographic zone, for example) and is represented by a random variable k γ . The probability distribution of k γ is assumed to be a Gamma distribution with shape parameter 
The moment generating function (MGF) of k γ is the function defined by:
The random variables k γ are assumed to be mutually independent. In addition, the default probability of obligor n is assumed to be given by the following model:
where n p is the average default probability of obligor n , and , k n ω is the share of obligor n 's exposure in sector k (or the share of obligor n 's debt that is exposed to factor k ) . According to this model, the default probability of obligor n is a random variable with mean n p .
It is important to note that exposure to common risk factors introduces unconditional correlation between individual default events. Consequently, default events are no longer unconditionally mutually independent. 7 However, individual default events-and therefore individual losses-are assumed to be mutually independent conditional on the set of factors
As in Sections IV and V, n D is assumed to follow a Poisson distribution with intensity n p , and the PGF of the individual normalized loss n λ is assumed to be
Using the multi-factor model for n p defined in equation (11) 
Let E γ denote the expectation operator under the probability distribution ofγ , and let
,k E γ denote the expectation operator under the probability distribution of k γ . The unconditional PGF of the total normalized loss, denoted by
. Using the definition of the joint MGF of γ ,
It is important to note that this equation does not rely on the fact that the k γ s are mutually independent.
Let us consider now a vector
The joint MGF of the vector γ is given by:
Recall that the MGF of k γ is defined by:
Since variables k γ are mutually independent, ( ) M γ ζ can be rewritten as follows:
Equation (15) can be further transformed as follows:
Hence, we obtained the PGF of the total normalized loss on the portfolio for the Credit Risk+ model,
. It is worth noting that
was obtained under the following assumptions: default probabilities are random; the factors that determine default probabilities are Gamma-distributed and mutually independent; and default events are mutually independent conditional on these factors.
VII. THE LATENT FACTORS ASSUMPTION
In Credit Risk+ the factors k γ are treated as latent variables. That is to say that the factors that influence the default probabilities are assumed to be unobservable. It is further assumed that the means and standard deviations of the default probabilities, as well as their sensitivities to the latent factors, are known or can be estimated without using observations of the factors k γ .
The latent factors approach is required by the linear multi-factor model for the default probabilities (equation (11)). This model has the advantage of enabling the derivation of an analytical solution for the loss distribution. However, unlike a probit or logit model, this model has little empirical relevance, because it allows default probabilities to exceed 1 (albeit with very low probability). If equation (11) were to be estimated using empirical observations of the factors k γ , it is likely that the default probabilities implied by the econometric model would often fall outside the interval [ ] 0,1 . To avoid having to deal with unreasonable values for the default probabilities, instead of estimating equation (11) using observations of the factors k γ , these factors are treated as unobserved latent variables.
In Credit Risk+, the means of the latent factors can be normalized to one without loss of generality. As a result, the latent factors only play a role via their standard deviations after normalization ( , 1, , Let us assume that some of the obligors in the portfolio are exposed to a single factor. For example, consider an obligor n who is only exposed to factor κ :
The default probability of this obligor is given by 
This expression is actually not consistent with the linear multi-factor model for individual default probabilities used in Credit Risk+, and it results in an underestimation of k σ .
However, in practice, it gives reasonably accurate results, as it will be shown in Section XI.
An alternative is to use least squares to estimate k σ from n σ . According to the multi-factor model for the default probabilities, 2 k σ s are solutions of the following linear system:
If N K ≥ , then a solution to this system can be found using constrained least squares.
However, there is no way to guarantee that 2 k σ , 1 k K = K will all be strictly positive. The least squares method and the weighted average method are compared in Section XI.
VIII. MODEL 4: EXTENSION OF CREDIT RISK+ WITH CORRELATED FACTORS
One of the limitations of Credit Risk+ is the assumption that the factors determining the default probabilities are mutually independent. In this section, following the approavh developed by Giese (2003) , we allow for some form of correlation among factors.
In Credit Risk+, the k -th factor k γ follows a Gamma distribution with non-random shape and scale parameters ( k α and k β , respectively). In other words, Credit Risk+ assumes that the means and variances of the k γ s are non-random. Giese (2003) introduces an additional factor, which will be denoted by Γ , that affects the distributions of all the k γ s, thereby introducing some correlation between the factors. Γ is assumed to follow a Gamma distribution with shape parameter The expectation of k γ conditional on Γ is given by:
The unconditional expectation of k γ is given by:
Since k α and k β are not random, ( ) k E γ can be rewritten as follows:
The unconditional expectation of k γ is assumed, without loss of generality, to be equal to 1,
The unconditional variance of k γ is given by ( )
The unconditional covariance between any two factors k γ and l γ is given by
Since k γ and l γ are independent conditional on Γ , this expression becomes: Consider a vector ( )
Using the properties of conditional expectations,
can be rewritten as follows:
where E γ is the expectation under γ 's joint distribution.
Since the k γ s are mutually independent conditional on Γ ,
can be further rewritten as follows:
( )
M Z
Γ can now be rewritten as follows:
Define a new auxiliary variable t :
Replacing t with its expression gives us the final expression for
Recall equation (13) established in SectionVI:
This equation is still valid in the context of this section and, when M γ is replaced with its new expression, it gives us the PGF of the total normalized loss in the model with correlated sectors
IX. MODEL SUMMARY
In this section we provide a summary presentation for the loss distributions of the various models described so far. The following equations show the four expressions for the PGF of the normalized loss on the portfolio. Each expression corresponds to the PGF of a particular model.
Model 1:
( ) ( ) { } , , 1 N B n n G z IFFT FFT G z λ λ = ⎛ ⎞ ⎡ ⎤ = ⎜ ⎟ ⎣ ⎦ ⎝ ⎠ ∏ . Model 2: , 1 ( ) exp 1 j J j FIXED j G z z ν λ µ µ µ = ⎡ ⎤ ⎛ ⎞ = − ⎢ ⎥ ⎜ ⎟ ⎢ ⎥ ⎝ ⎠ ⎣ ⎦ ∑ .
Model 3:
Model 4:
( ) ( )
X. NUMERICAL IMPLEMENTATION
In this section we discuss numerical issues that arise in the implementation of the models described above, and then we present two algorithms that address these problems.
As explained in Section III, the PGF of the portfolio loss in the basic model with Bernoulli default events and fixed probabilities is a simple convolution of the individual loss PGFs. The models based on the Poisson approximation (including Credit Risk+) are implemented using more sophisticated algorithms.
The original algorithm proposed by CSFP (1997) to implement the Credit Risk+ model is based on a recursive formula known as the Panjer recursion. 8 In the context of credit risk models, the usefulness of the Panjer recursion is limited by two numerical issues. Both issues arise from the fact that a computer does not have infinite precision.
First, the Panjer recursion cannot deal with arbitrarily large numbers of obligors: as the expected number of defaults in the portfolio increases, the computation of the first term of the recursion becomes increasingly imprecise; and above a certain value for the expected number of defaults in the portfolio, the value found for the first term of the recursion becomes meaningless. Second, the Panjer recursion is numerically unstable in the sense that numerical errors accumulate as more terms in the recursion are computed. This can result in significant errors in the upper-tail of the loss distribution, and hence, in the computation of the portfolio's VaR.
This section briefly presents two alternative algorithms that can be used to implement Credit Risk+ and the other models based on the Poisson approximation.
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The first algorithm is an alternative recursive scheme introduced by Giese (2003) . Haaf, Reis and Schoenmakers (2003) have shown that this algorithm is numerically stable, in the sense that precision errors are not propagated and amplified by the recursive formulas. This algorithm can provide a unified implementation of all versions of the model. However, like the Panjer recursion, this algorithm can fail for very large numbers of obligors.
The second algorithm is due to Melchiori (2004) . It is based on the Fast Fourier Transform (FFT), and it can deal with very large numbers of obligors. It can easily be applied to the model with non-random default probabilities, and to the model with random probabilities and uncorrelated factors.
A. Alternative Recursive Scheme
Recall the definition of the PGF of the total normalized loss on the portfolio:
is a polynomial function of the auxiliary variable z . The coefficients of this polynomial are the probabilities associated to all the possible values for λ .
One way to implement a particular version of the model is to derive a polynomial representation for the corresponding version of ( ) Exponential and logarithmic transformations of polynomials can be computed using recursive formulas derived from the power series representations of the exponential and logarithm functions.
Consider two polynomials of degree max 
instance). When the average exposure and the average default probability are the only data available in each class, then the program assumes that all obligors in a given class have the same exposure and the same default probability. Computation time for the model with Bernoulli default events and fixed probabilities is determined by three variables: the number of obligors, the total normalized exposure, and the granularity of the exposure bands. The last two factors can be adjusted to reduce computation time, at the expense of accuracy. Generally speaking, the convolution can be efficiently computed in MATLAB as long as the number of obligors does not exceed a few thousands. This model has the advantage of being the most accurate when the default probabilities can be treated as non-random. As it will be shown later on in this section, this is an important consideration when the default probabilities are relatively high. The model of Section V with fixed probabilities and Poisson default events has been implemented using both algorithms presented in Section X.
When running the Credit Risk+ model as described in Sections VI and VII, one needs to have available the mean individual default probabilities, the standard deviations of the individual default probabilities, and the matrix of weights, representing the exposure of each obligor n to each factor k . As mentioned above, if individual data are not available, the programs can use aggregate data for different classes of obligors by making additional assumptions. Credit Risk+ has also been implemented using both algorithms presented in Section X.
When running the Credit Risk+ model with its extension as described in SectionVIII, in addition to the data required to implement Credit Risk+, this model requires a value for the inter-sector covariance. Thus, one needs to have available the mean individual default probabilities, the standard deviations of the individual default probabilities, the matrix of weights, and a value for the inter-sector covariance. As mentioned above, if individual data are not available, the programs can use aggregate data for different classes of obligors by making additional assumptions. The model with correlated factors of Section VIII has been implemented using the numerically stable recursive algorithm. Consequently, it presents a limitation on the total number of obligors it can handle. 14 14 See Section X, subsection A for more details. The exposures in Table 1 correspond to the n E s in this paper; the mean default rates correspond to n p in the case with non-random default probabilities, and to n p in the case with random default probabilities; the standard deviations correspond to the values of n σ in the models with random probabilities. The standard deviations and the sector weights are only required to implement the models with random default probabilities; the models with non-random default probabilities only use the exposures and the mean default probabilities. Also, in general, individual exposures and default probabilities are not required to run the model; aggregate data per class of obligor can be used instead by making additional assumptions.
The loss distribution for the CSFP sample portfolio has been computed using four models. The assumptions underlying these models are summarized in Table 2 . Model 3 is CSFP's Credit Risk+. By default, the CSFP implementation treats sector 1 as a special sector representing diversifiable idiosyncratic risk. This cannot be done in the model with correlated factors. Therefore, all the models discussed in this section treat sector 1 as a regular sector (which is also an option in CSFP's Credit Risk+).
The portfolio loss distribution was also computed by Monte Carlo simulation under the following assumptions: Bernoulli default events, random default probabilities, and independent Gamma-distributed factors, with 2 k σ s estimated by least squares.
This loss distribution computed by Monte Carlo simulation constitutes a benchmark. It can be used to assess the impact of the Poisson approximation and of the 2 k σ estimation method on the models' accuracy.
A. Effects of Poisson Approximation: Non-Random Default Probabilities
To assess the impact of the Poisson approximation, we first compare models 1 and 2. The only difference between these two models is the distribution of default events: Bernoulli for model 1, Poisson for model 2. Figure 1 and Figure 2 present the portfolio's loss distributions for these two models, and the VaR at the 99 percent level for each model.
The VaR is 8.67 percent larger in the model with Poisson defaults than in the model with Bernoulli defaults. This is the error introduced by the Poisson approximation for this particular portfolio with 25 obligors and with default probabilities ranging from 3 percent to 30 percent.
The Poisson approximation generally results in an overestimation of the VaR. This result has been observed for portfolios with very different structures. VaR VaR decreases steadily from 1 to 0.86 as the common default probability increases from 1 to 30 percent. In other words, as could be expected from the derivation of the Poisson approximation, the error due to this approximation increases with the magnitude of the default probability. The Monte Carlo simulation was used to estimate the loss distribution of a model with random default probabilities driven by Gamma-distributed factors, but with Bernoulli default-events. The Monte Carlo simulation was required because there is no analytical solution for the loss distribution when Bernoulli defaults are combined with random default probabilities.
To perform the Monte Carlo simulation, the k σ s were estimated from the n σ s using least squares. 5000 random draws of the k γ s were then performed to determine the n p s. For each set of k γ s, 5000 random draws of the n D s (the Bernoulli random variables representing default events) were then generated. Therefore, overall, 25 million random combinations were used for the Monte Carlo simulation. The loss distribution computed by Monte Carlo simulation is presented in Figure 4 . The loss distributions for models 3a and 3b are presented in Figures 5 and 6 , respectively. Note that the VaR is higher in all the models with random default probabilities than in the models with non-random probabilities. This reflects the additional risk resulting from the uncertainty concerning the default probabilities.
C. Random Default Probabilities, Correlated Factors
In this section we present the portfolio loss distribution computed using model 4, that is, using the model with random default probabilities and correlated factors described in Section VIII.
The only difference between model 4 and model 3a is the presence of the common factor Γ . This common factor affects the distributions of the k γ s. In particular, it introduces some correlation between these factors.
The portfolio loss distribution was computed for two different values of the variance of Γ (which is also the covariance between any two factors): 0.1 and 0.2. The results of these numerical experiments are presented in Figure 7 and Figure 8 .
Not surprisingly, the VaR is higher in model 4 than in model 3a, and it increases with the variance of Γ . This reflects the additional risk of incurring a large loss resulting from the positive inter-sector correlation, as well as the increased uncertainty concerning the default probabilities. 
XII. CONCLUSION
Each of the models presented here has specific features that make it useful in a particular situation. The basic model with known probabilities and Bernoulli-distributed default events is useful when there is little uncertainty concerning default probabilities, when default probabilities are relatively high, and when the portfolio does not contain more than a few thousand obligors.
At the cost of some approximations, Credit Risk+ and its extensions provide quasiinstantaneous solutions-even for very large portfolios-when default probabilities are influenced by a number of random latent factors. The alternative to using these models is to perform time-consuming Monte Carlo simulations. For our sample portfolio, the results of Credit Risk+ are very close to those of Monte Carlo simulations, even though this portfolio only contains 25 obligors with default probabilities as high as 30 percent.
Therefore, this paper provides a toolbox that can be used in the Financial Sector Assesment Program to determine several credit risk measures, including expected losses and credit VaR. The latter is the fundamental risk measure used to determine the economic capital required by a certain portfolio. This measure will play an increasingly important role in the Basel II framework to be used in the IMF's surveillance activities. In fact, in the future, the IMF will increasingly face the need to understand how the gap between regulatory and economic capital could be bridged. The instruments presented in this paper add a rigorous quantitative dimension to this process.
