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It is currently fashionable to construct linear binary codes by specifying a 
set of generating vectors of the code in partitioned form (E, A). 
In the case of particular interest E, A are both n x n matrices over the 
field F = GF(p), p prime. E = diagonal [l, l,..., l] and 
a0 , al ,..., a,-l 
A= a,-, , a0 ,..., a,-2 . . . . . . 
al , a0 ,..., a0 
is a circulant matrix which is also orthogonal, that is, AAr = E. 
The interest in these codes arises, in part, from the fact that several of the 
known “best” codes (for example n = 4, n = 12 for p = 2) can be put into 
this form, so that it seems possible that there are good codes for larger values 
of n. To look for these codes one obviously needs to be able to tind orthogonal 
circulant matrices for a class of larger values of n. This is fairly straightforward 
if n is prime top, more difficult if n is divisible by p, and most difficult of all for 
the important case p = 2. 
The real purpose of this paper is to provide methods (suitable for the computer) 
by which to construct orthogonal circulant matrices of any size. This purpose 
is somewhat unclear in Sections 1 and 2, where we seem to be interested chiefly 
in counting these and other classes of matrices, by laborious (but constructive) 
methods. However, the construction is illustrated by an example in Appendix B. 
Let G,, S,, 0, denote, respectively, the groups of invertible circulant, 
invertible and symmetric circulant, and orthogonal circulant matrices of size 
n x n over the fieId F = GFQ). In Section 1 of this paper we find the orders 
of these groups for n prime to p, and in Section 2 show how to construct 
G se) S, , O,, from G, , S, , 0,. The order of G,, is already known, since it is 
an instance the last lemma of [l], and it is very likely that the order of S,, is also 
known, However, the same methods apply to ail three cases, and it seems a 
kindness to the reader to lead up gently to the most complicated one. 
1 
@ 1971 by Academic Press, Inc. 
2 F. J. MACWILLIAMS 
INTRODUCTION 
Let F = GF(p), where p is a prime. 
a, , a, ,..*, an-1 
A= . . . . . . . . . 
is an 12 x n circulant matrix over F. Circulation is to the right, as shown, 
so that E = diagonal [I, I,..., l] is a circulant matrix. 
R, = F[x]/(x” - 1) is the algebra of polynomials mod(x” - 1) over F. 
The mapping 
n-1 
A f+ a(x) = C aixi 
i=O 
is trivially an isomorphism between R, and the algebra of all circulant 
n x n matrices over F. In this isomorphism, the polynomial corresponding 
to AT (the transpose of A) is 
*--l 
i=O 
This polynomial will be denoted by a(~)~, or in case of need, by a(~)~(~). 
Clearly a(~)~ = a(~“-~) mod xn - 1. 
The matrix equations A = AT and AAT = E imply and are implied 
by the corresponding polynomial equations a(x) = a(x)r and a(x) a(~)~ = 
1 mod X” - 1. We adopt the matrix terminology, and say that a poly- 
nomial is symmetric if it satisfies the first equation, and orthogonal if it 
satisfies the second. An orthogonal polynomial is necessarily invertible 
in R,, that is, regarded as a polynomial of F[x] it is prime to xn - 1. 
Let G,, , S,, , 0, denote respectively the groups of invertible, invertible 
and symmetric, and orthogonal polynomials in R, . 
1. n PRIME TO p 
Since p = 2 is somewhat simpler we do this case first, but keep the 
notation as general as possible. Let 
x” - 1 = (x - 1) fir;:(x) 
i=l 
be the decomposition of xn - 1 into distinct irreducible factors over F. 
We note that P - 1 has no multiple zeros since n is prime top. 
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ki-1 
then 
ki-1 
is also an irreducible factor of xn - 1. It may happen that&(x) = h*(x); 
the degree offi is then necessarily even, say ki = 2q , and a-l = aP’“. 
We arrange the j&c) so that fi ,...,ft have this property (fO = x - 1 is 
a special case, since f. = fO* but the degree of SO is odd), and arrange the 
otherfi(x) in pairs, 
Then 
&W = fAx>..&*w, g&) of degree 2d, . 
where u = (r + t)/2, We can now state the theorems which are proved 
in this section. 
THEOREM 1.1. For p z= 2, 
t 21 
/ G, [ = (p - 1) n (p”“’ - 1) fl (pd’ - 1)’ 
i=l j=t+1 
= jj (P”” - 1). 
THEOREM 1.2. For p = 2, 
I s, I = (P - 1) fi (P t - 1) s (pd’ - 1). 
i=el h=t+1 
T~OREM 1.3. Forp = 2, 
/ 0, j = fi (p”” + 1) fi (p&f - 1). 
i=l j=t+1 
THEOREM 1.4. lf p = 2, G, is the direct product of the ~u~grou~~ S, , 
0 11’ 
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Let GYi be the minimal ideal generated by (x” - l)lfi(x), and @,, the 
minimal ideal generated by (x” - 1)/(x - 1). R, is a semisimple algebra, 
so that 
direct sum, and every ideal in R, is the direct sum of a subset of the 0& . 
The methods of this section depend crucially on this fact, so of course 
cannot be used when n is divisible by p. 
Let E&x) be the idempotent (multiplicative unit) of & [2]: 
and 1 = i E,(x). 
#=O 
Proof of 1.1. g(x) E G, e g(x), xn - 1 relatively prime * g(x) is 
not contained in any proper ideal of R, . Thus 
g(x) = i g(x) E,(x) = E ~i(4 
i=O i=O 
where a,(x) is a non-zero element of GYi .
The number of choices for a,(x) is (p”i - 1) where ki is the degree of 
h(x), and 
I G, I = fi (P” - 11, 
i=O 
which is equivalent to the statement of 1.1. 
For 1.2 and 1.3 we need some extra information. The mapping 
a(x) ---f a(x)“>T sends the set of primitive idempotents onto itself; thus 
Ei(X)T = E?(X). 
Let 01 be a zero of the irreducible factorf;(x). 
The map x -+ 01 of R, onto F[Lx] = GF(p”i) induces an isomorphism of 
& onto F[cx] and maps G& + *+* + .c&-~ + f&+r + ... + G& onto 0 [3]. 
We note that a(x)r goes into a(~‘). 
LEMMA 1.6. If J;(x) #,fi*(x), C& contains no non-zero symmetric poly- 
nomials. If fi(x) = f$*(x), so that ki = 2ci , O&* contains pc* symmetric 
polynomials, one of which is E,(x). 
Proof. Let u(x) E C& . u(x) = u(x)’ implies u(a) = a(&). If (Y-I is 
not a zero of f<(x) then a(&-‘) = 0 and u(a) # 0 so that u(x) cannot be 
symmetric. 
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If cy-l is a zero of fi(x), then 01-l = #, and a(&) = u(a)pci. Thus 
U(X) = U(X)’ whenever a(a) E GF(@l). There are pi* such elements, 
including E,(x), since &(a:) = 1. 
LEMMA 1.7. If fi(x) f fi*(x), C& contains no polynomials such that 
u(x) u(x)T = E,(x). 
Iffi(x) = fi*(x), 6& contains pci + 1 such polynomials. 
Proof. In the first case, a(~-‘) = 0, so we cannot have a a(a) a(&) = 
Ei e 
In the second case, a(x) u(x)’ = Ei(x) if and only if U(U) Us” = 1, 
or u(cx)~‘*+~ = 1. There arepQ + 1 such elements in GF(p2”i). 
We suppose the E, to be numbered so that El .*a E, have the property 
Ei = EiT (E, has this property) and arrange the others in pairs, Ei + EjT, 
j= t + l,..., U. We have 
1 = i Ei + i (Ej + Ej=). 
iSO j=t+1 
Proof of 1.2. Let g(x) E S,; then 
g(x)’ = g(x) = i g(x) 4 + i dX)(Ej + EjT) 
i=O Ti=t+1 
where 
U,(X) = ai(X ui(x> f Of w4 f 0. 
There are (p - 1) choices for a, , pc” - 1 choices for ui , i > 1 (1.6) and 
p@ - 1 choices for the pair b,(x), b,(x)‘. Hence 
/ s, / = (p - 1) fi (p”” - 1) fi (pdj - 1). 
i=l j-t+1 
Proof of 1.3. Suppose g(x) g(x)’ = 1. As before set 
g(x) = i g(x) -5 + i &Wj + 4’) 
GO j=t+l 
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= 1 = i Ei + t (Ef + ET?). 
i=O j=t+1 
Thus 
u,(x) ai( = E,(x), t&(x) t&(x)= = Ej . 
The number of choices for aa is 1 (namely, E,(x)) and for ai( i > 1 
is pc* + 1 (1.7). &,(x)= is the unique inverse of C&(X) in &; thus there are 
(pdj - 1) choices for the pair C&(X), C&(X). We have then 
I 0, 1 = fI (p”” + 1) fi (pdj - 1). 
i=l j=t+1 
COROLLARY 1.8. Forp = 2, 
o,ns,= 1. 
Proof. Let g(x) E 0, n S, , and decompose g(x) as usual as 
g(x) = i G4 + i Mx) + 42(x)). 
i=O j=t+1 
We have then: 
(i) aa = E,(x), since g(x) E 0, . 
(ii) Q(X) = ai(x so Q(X)” = E,(x). 
(iii) &(x)~ = &(x), so djl(x)” = E$(x). 
Since cZ~ is the field GF(2”i), the only solution of these last two equations 
is ai = Ei , C&(X) = Ej . Thus 
g(x) = i Ei + i (Ej + Ei=) = 1. 
i=O j=t+1 
Since 1 0, 1 1 S, j = / G, 1, this proves 1.5. 
Suppose p > 2; now - 1 and + 1 are different, and x* - 1 may have 
several linear factors. Neither statement affects the proof of 1.1 so we have 
THEOREM 1.1’. Forp > 2 
1 G, 1 = fi (pkd - 1). 
i=fl 
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If (x - a), a E GF(p), is a factor of x7$ - 1, so is (x - a-“). a = a-l 
if and only if Q = 51. (x + I) is a factor of x” - 1 if and only if IZ is even. 
The parity of 12 makes a difference in j S, 1 and 1 0, j. 
For n odd, set 
xn - 1 = (x - 1) h&(x) ti g$(x). 
64 j=til 
The linear factors other than x - 1, if any, are combined in pairs as a g$(x), 
and do not alter the proofs of 1.2 and 1.3. The minimal ideal corresponding 
to (x - 1) contains (p - 1) symmetric polynomials, and 2 polynomiahs 
( kF$: ;;teih;Ltz(x) a(x)’ is the unit of the ideal. 
3 
The minimal ideals corresponding to (x - 1) and (x + 1) each contain 
(p - 1) symmetric polynomials, and two polynomials such that a(x) a(x)” 
is the unit of the ideal. 
Thus we have 
THEOREM 1.2’. Ifp > 2, 
for n odd, 
I s, I = (P - 1) fi (PC” 
i=l 
for ~a even, 
I s, I = (P - cl2 n (PC” 
i-1 
THEOREM 1.3’. Ifp > 2, 
for n odd, n 
I 0, I = 2 fi (p”” + 1) n (p”” - 1). 
$4 j=t+l 
1) ii (Ifi j=t+i 
1) ir (I+ j=t+l 
- 
- 
1). 
1). 
for n even, 
1 0, j = 22 fi (p”” + 1) 1”1 (pd’ - 1). 
i=l j==t+1 
The above methods are probably unnecessarily refined if all that is 
required is the order of G, , S, , 0,. There is however some justification 
for them. It is clearly possible to count the polynomials of various kinds 
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which he in an ideal cpd of R, but in no proper subideal of ot; and thus, for 
example, enumerate circulant matrices of various kinds by rank. Moreover, 
we have essentially described a method for constructing all invertible, 
symmetric invertible, orthogonal matrices of given size. 
2. n = sp 
Let I, be the ideal R+,(x* - 1). 1, is completely characterized by any of 
the following statements, each of which will be useful: 
9-l 
(1) a(x) = “cl ffiXi E 1, 0 & a,+ts = 0, i = 0, l,..., s - 1. 
i-1 
(2) I, = {w E R, : wP = 0). 
(3) I,” = 0. 
Let R, be the polynomial ring P[y]/ya - 1. 
The mapping 
?a-1 S-l 
;Fa 4 -+ z. %Yi 
where 
is triviaby a ring homomorphism on R, onto R, with kernel I, . 
THEOREM 2.1. I G,, I = $-l)p I G, I. 
Proof. u(y) is invertible in R, if and only if the corresponding coset 
{a(x) + I,> is invertible in R,Jf, . This means that every member of the 
coset is invertible in R, . 
Since 1 I, [ = p(@)p, the proof is complete. 
We are now compelled to use the notation u(x)~~~~ for the polynomial 
CTZt a,& and u(y) T(s) for the polynomial CJIt as-iyi. 
LEMMA 2.1. If a(x) maps onto u(y), then a(~)~(~) maps onto u( Y)~(~). 
Proof. Let the image of a(x)T(nf be CiZi vi yi. Then 
P-l n-1 
vi = C asD-itts = 
t-0 
tc, as--d+ts = h-i . 
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The equation u(y) = u( y)*(“’ or u(y) u( y)rts) = 1 in R, implies the 
corresponding coset equation 
@4x) + L> = {4X>* + 4zl or {a(x) + G+(x)* + &J = 11 + 4J. 
It is not, however, obvious (or necessarily true) that the coset (a(x) + &] 
contains a symmetric or orthogonal polynomial of R,, . 
At this point the parity of p makes a great deal of difference. The case 
p f 2 is easier, so we do that first. 
For p + 2 define the following subsets of 1, . 
LEMMA 2.2. 1 C, j = 1 D, j = pb where b = s(p - 1112. 
Proof. We give the proof for C,; that for D, is paralIe1 with obvious 
modifications. 
The number of a(x) E R, such that a(x) = a(~)~ is pa, where 
i 1 + @P - 1X-4 SP odd, 
a = i2 + (sp - 2)/2, sp even. 
We note that the parity of sp depends only on the parity of s. 
We impose on the polynomial a(x) = a(x)= the conditions to make it 
belong to 1, , namely, 
b-l 
z. mitts = 0, i = 0, I ,..., s - 1. 
Since u,(,-,)+~ = a,,-i these conditions become 
0 = a, + 2 C a,, . 
t=1 
S-312 
0=2 c asfz+ts i- ad2 , ifs is even. 
t=o 
0 = ai + C (atg+i + h.iL 
t=1 
i # 0, 42. 
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The equations for i and s - i are identical for i f 0, s/2. (Set j = s - i 
and rearrange the summation.) Thus the number of distinct linear condi- 
tions we impose on the coefficients of a(x) is 
S-l 
1 + 2, s odd 
s-2 
2 + 2, s even 
Subtracting these from the appropriate value of a we obtain the result. 
LEMMA 2.3. I En 1 = 1 F, / = pb, b = s(p - 1)/2. 
Proof. H’ - u’= = 0 t> w E C, . Thus 
I En I = IIn l/l G 1, 
IV + w= = 0 o w E D, . 
Thus 
I Fn I = I 4 l/l & I. 
LEMMA 2.4. En = D, and F, = C,, . 
Proof. Clearly En C D, and F, C C, , and we have shown that 
I& = ID,/, IFnl = I Gal. 
THEOREM 2.5. 1 S, / = p(v-1)s/2 1 S, I. 
Proof. Let u(y) = u( y)T(S) E S,; let 
Mx) + AZ) = MX)T(nJ + 4J 
be the corresponding coset of R, . 
if and only if 
u(x) + w = a(x)’ + co= 
a(x) - a(x)’ E E,, . 
Since a(x) - a(x)’ E D, = En , this is always the case. Now a(x) - a(x)= = 
uT - w = (W + r)T - (w + r) for any r in C, . Thus the number of 
symmetric polynomials in the coset is I C, /, which gives the required result. 
THEOREM 2.6. 1 0, 1 = ~(p--l)~l2 1 0, 1, 
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Proof. Assume that {a(x) + I&z(x)r + IJ = (I + 1%). We need to 
find an w E I, such that 
(u(x) - w)(a(x)’ - WT) = 1. 
Now 
so we have 
a(x) a(~)~ - 1 E C, = F, , 
uuT- I = r+rT rf&. 
Let w be the unique solution of 
r=u$-$. 
(See Appendix A for the method of obtaining 0.) Then u(x) - w is 
orthogonal in R, . Since we may replace r by r + s where s E L& , there 
are j & / choices for r, hence for w. This proves the theorem. 
We now consider the case p = 2, noticing that y1 = sp = 2s is now 
always even, and that we no longer need (or use) minus signs. 
Define the following subsets of In: 
c, = (w(x) E I,; w(x) = w(x)‘>. 
D, = {w(x) E C, , w0 = wnjz r= 01. 
42 = h(x) + 4x)T, w(x) E In>. 
Clearly E, C D, . 
LEMMA 2.7. 1 C,, ) = 2b, where 
s odd, 
s even. 
Proof. The number of symmetric a(x) is pa, where 
The additional conditions necessary to make a(x) E I, are, for s odd, 
a, + Q, = 0, 
Qi + a,+i = 0, i f 0. 
This is a total of 1 + (s - 1)/Z equations~ so that 
I G I = Zb, b = (s + 1) - (s - 1)/2 - 1 = (s + 1)‘/2. 
12 F. .I. MACWILLIAMS 
Ifs is even, the additional conditions are 
a, + as = 0, 
ai + a,+i = 0, 
asi2 + as+d2 = 0. 
s # 0, 42 
The last equation is automatically satisfied, since s + s/2 = 2s - s/2. 
Thus the number of additional conditions is 1 + (s - 2)/2, and 
I G I = Zb, b=s+l-1-(s-2)/2=s/2+1. 
LEMMA 2.8. 1 D, 1 = pa, where 
a = 
‘0 - l)/& 
1 
s odd, 
s/2, s even. 
Proof. j D, ( = 1 C, l/2 since for C, we have a, + a, = 0 and for 
D, , a, = a, = 0. 
LEMMA 2.9. E, = 1 I,, [/I C, 1 = pa, where 
a = s - (s + 1)/2 = (s - 1)/2, s odd, 
=s-s/2- 1 =s/2- 1, seven. 
LEMMA 2.10. E, = D, for s odd. 
LEMMA 2.11. Ifs is even, E,, consists of the polynomials a(x) of D, for 
which aSI = aSS12 = 0. 
Suppose now that u(y) is an invertible symmetric polynomial of R, . 
If s is odd we know at once that the corresponding coset {a(x) + 1,) 
contains 1 C, 1 symmetric polynomials of & . 
Suppose s even, let 
S-l 
U(Y) = c UiYi, 
i=O 
and take a(x) to be CfLi uixf. Then 
28-l S-l 8-l 
a(x) + U(X)' = C bixi = C &Xi + X8 C UiXie 
i=O $4 i-1 
Clearly b, = b, = 0. bslz = u,/~ , and by 2.11 a(x) + a(x)r E E, if and 
only if u,,~ = 0. 
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Since u(y) is invertible in R, the number of non-zero U, is odd. Thus 
exactly one of u, , u,/~ is zero, and one case is converted into the other by 
multiplication by ysi2. For exactly half the choices of u(y) E S, the corre- 
sponding coset(a(.x) + 1) contains a symmetric polyno~al of R, . We 
finally have 
THEOREM 2.12. Ifs is odd, 
j s,, 1 = i c,, 1 1 s, 1 = 2(-)~2 j s, 1. 
Ifs is even, 
Suppose now that u(y) or = 1. The corresponding coset (a(x) + I%] 
contains an orthogonal polynomial of R, if and onIy if a(x) a(~)~ + 1 E E,,; 
in this case it contains 1 C, 1 such polynomials. 
Let 
S-1 
U(Y) = c %YP, 
60 
S-l 
a(x) = c u&, 
i=O 
s-1 
a(x)' = uo + xs c urr.&xf, 
i=l 
and if b(x) = a(x) a(x)r we have 
S-l 
6, = c 246 = 1, b, = 0, 
b-0 
and for even s 
S/Z-l 
Thus b(x) + I E E, if .s is odd, and ifs is even b(x) + 1 E E, if and only if 
s/Z-l 
z. wkw2 = 0. 
LEMMA 2.13. If s/2 is odd, 
s/2-1 
go %%+*I2 = 0. 
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Proof. We write the sum as 
(subscripts mod s). Since 
S/Z-l 
z. ~2iUzi+s/2 
S-l L+1)/2 (s-1)/2 
z. % = l, C F2i + C Uzi+d2, 
i=o i=O 
and we may suppose one of them, say the second, to be zero. Set 
s/2-1 
U2i+sl2 - - j~j,ou2j+812 = 1 (U2i-t + uzi+t) 
where the summation is over t = 1, 3,..., s/2 - 2. Then 
912-2 s-1 
bs, = C C UiUi+t - 
t=1 i=o 
Each term is separately zero, since it is a coefficient of u(y) u(yq. 
LEMMA 2.14. Ifs = O(4), then 
912-l 
z. ui"i+s12 
is zero for exactly half the choices of u(y). 
Proof. The polynomial 1 + ysj4 + y3s14 is orthogonal. Set 
u(y) = U(Y)(l + Ys’4 + Y”“‘“). 
Then 
and 
Vi = ui i k-s14 + ui+s14 3 
912-l s/2-1 S-l 
z. Vivi+s/2 = lEo uk+-s12 -I- z. ui ' 
Thus exactly one of u( y), v(y) has the desired property. 
THEOREM 2.15. rf s is odd, I O,, I = I C,, I I 0, I = 2(S+1)/2 I 0, I. Ifs 
is even but s/2 is odd, / O,, 1 = 1 C,, 1 1 0, 1 = 2S/S+1 I 0, I. Ifs = O(4), 
I 02, I = 4 I c2s I I 0, I = 2”‘2 I 0s I. 
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APPENDIX A 
We show how to find the w of Theorem 2.6. The equation for w is 
T 
r=oaT-y& r, w f 4 , 
a* invertible. 
Set e 
and iterate, i.e., 
1 
( 
0.m.1~ rT 
@=$+-z;;T-$+ F&T )( 
6.d 
a+r’ 1 
Since I,” = 0, discard products ofp or more elements of I,; 
15 
after a finite 
number of iterations, w is expressed as a power series in r, rT. We illustrate 
forp = 3: 
APPENDIX B 
As an example, we construct a sufficient number of elements of O,, 
(mod 2). 
OX, has order 12.16. a(x) E 0, implies $a{x) E 0, , so it is sufTicient to 
find 16 polynomials ai(x) of O,, such that a&) f xsaj(x) mod(x”2 + 1). 
0, has order 12, and consists of the polynomials yi, yi(y + y2 + y3 + 
y*+y5)mody6+ 1. 
Since 1 is always an orthogonal polynomial, the orthogonal polynomials 
in (1 + I,,) are just the set (1 + C,,>. 
c(x) = x + x2 + x3 -i- x4 + x5 is not orthogonal in RI,; but 
By 2.6 the polynomial b(x) = C(X) + r/c(x)j”is orthogonal. c(x)-’ = c(x)~= 
X2+~*+.x?+~Q+$,andb(x)= I +x~+x~+x~+x~+x~+-x~~. 
We now need to find the set of w E I,, such that 
b(x) COT = b(x)Tw, 
582a/Io,h-z 
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TABLE I 
0 1 2 3 4 5 6 7 8 9 10 11 
0 0 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 10 0 0 0 0 
0 0 0 10 0 0 0 0 10 0 
10 0 10 0 10 0 10 0 
0 10 0 0 10 10 0 0 1 
0 0 10 10 0 0 10 10 
110 0 0 1110 0 0 1 
10 10 10 10 10 10 
0 10 10 10 10 10 1 
0 0 1110 0 0 1110 
11 0 10 1110 10 1 
10 1110 10 1110 
0 110 110 110 11 
1110 111110 11 
0 111110 11111 
111111111111 
TABLE II 
1 + Cl, 
0 1 2 3 4 5 6 7 8 9 10 11 
1 0 0 0 0 0 0 0 0 0 0 0 a, 
0 0 0 0 0 0 1 0 0 0 0 0 a, 
1 0 0 1 0 0 0 0 0 1 0 0 aa 
0 0 0 1 0 0 1 0 0 1 0 0 a2 
1 1 0 0 0 1 0 1 0 0 0 1 a, 
1 0 1 0 1 0 0 0 1 0 1 0 a4 
0 1 0 0 0 1 1 1 0 0 0 1 a3 
0 0 1 0 1 0 1 0 1 0 1 0 a4 
1 1 0 1 0 1 0 1 0 1 0 1 a6 
1 0 1 1 1 0 0 0 1 1 1 0 a, 
0 1 0 1 0 1 1 1 0 1 0 1 us 
0 0 1 1 1 0 1 0 1 1 1 0 a, 
1 1 1 0 1 1 0 1 1 0 1 1 a, 
0 1 1 0 1 1 1 1 1 0 1 1 (1.1 
1 1 1 1 1 1 0 1 1 1 1 1 a, 
0 1 1 1 1 1 1 1 1 1 1 1 a, 
Rows with the same subscript on a are cyclic permutations one of the other. 
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since, for these w, b(x) + w is orthogonal. Since (1 + x6)w = 0 for 
OJ EL?, this condition is the same as 
(x + x2 + x3 + x4 + x”)(o + COT) = 0, 
which is satisfied by w E C,, . Thus the polynomials {b(x) + C,,} are 
orthogonal in R,, . 
The sets C,, , (1 + Clz}, {b(x) + C,,} are shown in Tables I, II, III. 
(1 + C,,> and {b(x) + C,,} are found to contain enough polynomials to 
define O,, . 
TABLE III 
(1 + x4 + x6 + x’ + x* + XQ + x11) + c,, 
0 1 2 3 4 5 6 1 8 9 10 11 
1 
0 
1 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
0 
1 
0 
0 0 
0 0 
0 0 
0 0 
1 0 
0 1 
1 0 
0 1 
1 0 
0 1 
1 0 
0 1 
1 1 
1 1 
1 1 
1 1 
0 
0 
1 
1 
0 
0 
0 
0 
1 
1 
1 
1 
0 
0 
1 
1 
1 0 
1 0 
1 0 
1 0 
1 1 
0 0 
1 1 
0 0 
1 1 
0 0 
1 1 
0 0 
0 1 
0 1 
0 1 
0 1 
1 
0 
1 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
0 
1 
0 
1 1 
1 1 
1 1 
1 1 
0 1 
1 0 
0 1 
1 0 
0 1 
1 0 
0 1 
1 0 
0 0 
0 0 
0 0 
0 0 
1 
1 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 
1 
1 
0 
0 
0 1 b, 
0 1 b, 
0 1 b, 
0 1 6, 
0 0 6, 
1 1 be 
0 0 b, 
1 1 h 
0 0 be 
1 1 b, 
0 0 bs 
1 1 b, 
1 0 b, 
1 0 h 
1 0 b, 
1 0 ba 
Rows with the same subscript on b are cyclic permutations one of the other. 
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