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What is the value of ‘old’ data when much more sophisticated data are being acquired today in huge
quantities with modern equipment and served up in ready-to-use form? Why the hype over delving into
the past, when the observers were undoubtedly less well informed than they are today? What can such
old records possibly teach us that we don’t already know better from modern electronic data and today’s
sophisticated experiments? As this paper demonstrates, the answers to those questions lie in the critical
scientiﬁc advantages of the long-term date-stamps which only historical data carry.
 2015 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
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Legacy data . . .heritage data . . . the terms conjure up visions of
hygienic archives of scrupulously prepared and meticulously
maintained ﬁles of observations and measurements, the planned
gifts of true quality from generations of scientists to their
R. Elizabeth Grifﬁn /GeoResJ 6 (2015) 92–97 93successors, the products of seamless tradition. But reality is hardly
that glamorous. Records (whether on paper, photographic plates,
in books, or on magnetic tapes with neither format information
nor metadata) that were made during what we now lump together
as ‘historical decades’ were usually kept because someone or some
project needed them for ongoing research, or because it was
accepted good practice to keep records of one’s work, or because
they were made with an institution’s equipment and were there-
fore not one’s own to destroy. ‘Heritage data’ have thus come down
to modern scientists more by circumstance than by design, and
reﬂect a woeful lack of any planning for use by future generations
for whatever purpose(s) they might eventually serve. The same
lacklustre attitudes have infected the opinions of management,
whose low levels of maintenance (if any) for ‘old data’ reﬂect an
indifference towards standards of preservation, documentation
and basic information that conveys a disinterestedness in the true
worth of their contents. This is the reality that faces researchers
who need to access heritage data because certain critical informa-
tion can only be found there.
The dilemma has serious consequences. If what is badly needed
is also ‘old’, it takes more than a mere data-rescue effort to trans-
late the records or images into the electronic formats that modern
research demands; it also means that certain priorities need to be
re-ordered, new skills acquired and taught, resources redirected,
and new networks constructed. The way to recruit that extra
energy is to educate about what is at stake and the value of what
can (with a relatively small amount of organization and resources)
be salvaged for new scientiﬁc applications. If what is ‘old’ is aban-
doned because it may have lower intrinsic quality than observa-
tions made with more modern equipment, or even just because
it is too much trouble to recover and translate analogue or unread-
able digital data, what does superior modern science stand to lose?
Why the fuss?
2. Introducing new science
The answers to those questions are not hard to ﬁnd. Those old
records contain critical information about the way entities or
systems have changed with time.
All natural systems undergo some degree of change, whether
through intrinsic evolution or under the inﬂuence of external stim-
uli. Models are derived by analyzing data, and must access actual
measurements for testing and validation. Changes in the natural
world are largely chaotic, and any trends that are derived are sta-
tistical. Even the stars behave in ways known best to themselves;
information from large samples yields statistical patterns that
many regard as a norm, but it is the outliers that most often pro-
vide the detailed insights that eventually reﬁne the science in
question. When certain properties of the outliers are only revealed
infrequently (on human time-scales), legacy data may be the best,
sometimes the only, sources of information about those critical
departures from the norm.
The relevance of legacy data to climate change is an obvious
example. ‘Long term’ variations in this context means many dec-
ades, perhaps one or more centuries, yet few archives of born-digi-
tal data commenced before the mid-1980s. From numerous
records, UN reports, novelists and writers (e.g., davidsuzuki.org/
blogs/science-matters), one can easily surmise that Planet Earth
today is a rather different habitat compared to what it was only
80–100 years ago. The impacts that human population and human
activity were then having on the atmospheric and terrestrial
environments were relatively low compared to today; even the
soot pollution from newly-minted industries or city chimneys,
though more toxic or acidic than may be permitted today, was
much less extensive in scale. Comparing measurements between
then and now, in order to identify and measure components ofnatural change, is therefore an essential step in assessing the true
impacts of anthropogenic interference, and it requires access to as
many heritage data as possible in all relevant ﬁelds. Shortcomings
in the past management of heritage data then begin to be felt;
without much guidance as to what has been kept and where, the
steps required to access the necessary old records become tortu-
ous, the outcomes serendipitous and patchy. It is that frustration
which is fuelling a determination to recover and re-use heritage
data productively, and it is the successes of pilot projects that
convince skeptics of the value of heritage resources. This paper
reinforces that point by recalling some of those success stories.
The industry of rescuing data from the past is not, as is sometimes
described, an action of turning the clock back; rather, by
incorporating those older data as part of modern research, it offers
new routes to forward progression and new scientiﬁc information
which can only be realized in that way.3. Heritage data ‘at risk’
We use the phrase ‘data at risk’ as a blanket descriptor of the
non-electronic (mostly pre-electronic) data which, as such, are
subject to a multitude of hazards of various types and origins.
Since those data tend to be the sort that cannot be reproduced
completely or at all reliably, their uniqueness raises deep concerns
about the future of the information which they contain. Both the
information and the media are ‘at risk’ in some way. The catalogue
of physical hazards has been listed succinctly by Levitus [13]:
(a) Media degradation such as fading ink or magnetic ﬁelds,
(b) Obsolescence of devices to read such data from old media
[and many early magnetic tapes lack metadata or format
information],
(c) Environmental catastrophes such as ﬁres and ﬂoods,
(d) The retirement of individuals who know how to access these
data or know the metadata associated with these data that
make the data useable to other scientists,
(e) Simple neglect.
To these we must add another very important consideration:
(f) Both analogue and early digital records that are rarely
accessed tend to be dubbed ‘unwanted’, and risk getting
thrown away.
Rescuing data usually expands the temporal and/or spatial cov-
erage of a data-base’s holdings which can be accessed for study.
The examples summarized below support the premise that histori-
cal data of almost every kind, age and provenance need to be
accorded more respect. Other data-rescue projects have been car-
ried out successfully, but many more need to be undertaken before
the practice becomes generally accepted as an essential compo-
nent of research in the Earth sciences. The studies that tend to have
the most sensational outcomes are those that have been able to
recover information from analogue materials, largely because
those materials are mostly older than early digital ones like mag-
netic tapes, though the impact of the science involved can be
comparable regardless of the type of medium or its age. These
two types of ‘old data’ may also represent complementary situa-
tions: analogue records can date back a century or more, and
almost always perforce relate to ground-based measurements,
while unsecured data on early magnetic tapes are younger in age
but may refer (as do Sections 4.1.2 and 4.3.1) to a new realm of
scientiﬁc adventure – in this case, to space – whose history is also
much shorter. The recovery value is equally compelling in both
situations, and both can offer fascinating revelations for science.
The case studies singled out below offer a mix of analogue and
early-digital records.
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Case studies involving the recovery and re-use of historical
(both pre-digital and early digital) scientiﬁc or sociological data
and records embrace a great many applications of research, and
encompass most aspects of land, sea and air and the organisms
or systems that live and function within them. Those selected here
range from planned efforts shared by international groups to
investigations conducted by single investigators, and from local
efforts spurred by an incentive to solve a local problem to
serendipitous ﬁndings of forgotten data. In some cases the effort
could be anticipated because the data were to hand and all that
was lacking were the resources to carry out the tasks. In other
cases the searches were less well deﬁned, and the outcomes less
certain. Some – and it is important not to pass these by – ended
on a negative note because the necessary data could not be traced,
had not been stored in a retrievable state, or had been accidentally
or deliberately ‘cleared out’. Several also offer a valuable lesson in
the management of associated equipment for retrieving historical
data. Modern digital data may risk becoming outdated whenever
a computing platform is upgraded, but can be copied and migrated
as needed, whereas information on magnetic tapes – if not cor-
rupted by oxidizing – needs tape-readers that are now mostly a
thing of the past.
It should also be pointed out that, whereas some data losses in
the past were at least partly attributable to a lack of sufﬁciently
sophisticated hardware and software (and partly also to a lack of
foresight), the major challenge then was the prohibitively high cost
of data storage, which has fallen by a factor of 107 since 1980 and
is still going down.2 codata.org/task-groups/data-at-risk.4.1. Land
4.1.1. Biodiversity
Many biodiversity data are generated by individual researchers
who are not part of an institutional data curation strategy. As a
consequence, highly valuable measurements documenting the
occurrence of organisms on earth, in both space and time, get
stashed away in rapidly-aging computers and software environ-
ments with a high risk of never being recovered for re-use. The
reBiND project (rebind.bgbm.org; ‘Biodiversity Needs Data’) devel-
ops cost-effective workﬂows for transforming threatened biodiver-
sity data-sets into a well-curated, sustainable archiving system
which automatically feeds data into appropriate [international]
information infrastructures such as GBIF (http://gbif.org) and
BioCASE (http://biocase.org). As described by Güentsch et al. [9],
and references therein, a wide range of isolated biodiversity data
has already been rescued using reBiND workﬂows and converted
into new science; the topics are as varied as data-sets documenting
historical herbarium sheets from Hamburg Herbarium (Germany)
collected during expeditions more than 100 years ago, to collec-
tions of data about the vegetation on Swiss peaks in 1906 and then
contrasted with a similar set obtained nearly 100 years later
[20,21], or speciﬁcs about the occurrences and extinction risks of
Grand Beatles and Grass Snakes.
Biodiversity studies extend to the sea and the air as well as the
land. Rescued records and observations detailed by Güentsch et al.
include morphological data on shearwater birds on Robinson
Crusoe Island, Argentina [10] that were hidden in unpublished
reports; others show how changes in the vegetation on sand dunes
on a North German Island has depended on grazing by wild
ungulates [18]. The patterns of change discerned in bio-systems
are perfect exercises for deduction: the plants and animals sense
what is becoming less (or more) favourable and migrate accord-
ingly, and it is up to the researcher to discern the cause(s).4.1.2. Landsat
The Landsat space mission has been acquiring images from
around the world since 1972, and supporting research into projects
like the impacts of agricultural or forestry policies, and many
others. In the past four decades, data have been downlinked to
satellite ground stations across the globe. According to the U.S.
Geological Survey [19], over 5 million images are estimated to be
dispersed in archives worldwide, and a major effort is now under-
way to bring all those data back into the USGS. Over 500,000 digital
images have been received in the last 2 years from the USGS’s
international partners, but in all types of formats and on all types
of media, so the USGS Data Rescue Program was set up to fund
software development and archive storage. In addition, some data
stored at the USGS Earth Resources Observation and Science
(EROS) Center had been received from an outside source many
years ago but could not be read or processed into a useful data pro-
duct. The USGS now has 145,000 of some of the oldest scenes in the
archive (some which have almost certainly never before been
examined) available for viewing and analysis. The main challenges
have been unknown data formats, and the difﬁculties of ﬁnding
(and restoring) suitable tape readers. Where those challenges
could be overcome, the newly-viewed images provide evidence
of changes in land and land use that are essential for climate mod-
elling and understanding how climates get modiﬁed.
4.1.3. Stream ﬂows
A small team of hydrologists working with stream-ﬂow data for
the mountain rivers that feed Cape Town’s reservoirs elected to
digitize hand-written records from the past 74 years, so that all
had a common electronic format [6,1]. What came to light was
the unexpected proof that stream ﬂow rates had altered signiﬁ-
cantly because a major reafforestation of the area had selected
non-native trees. The impact of the greater water intake by the for-
eign species had had direct repercussions on Cape Town, whose
reservoir levels had mysteriously fallen. The value of the new
research lay in explaining the conundrum, thereby assisting
materially the water planners for both the nearby city and the local
farming community.
4.2. Sea
4.2.1. GODAR
Sea level data are particularly important for understanding
decadal variations and climate change, yet must be available from
numerous worldwide locations and in long series in order to
support sound statistics. GODAR (the international Global
Oceanographic Data Archeology and Rescue project) was initiated
in 1993 with the prime objective of supporting research into the
Earth’s climate system. The campaign focused on locating histori-
cal oceanic measurements in any storage medium, whether paper
manuals, microﬁche, early electronic media of non-contemporary
readability, or computer-ready ﬁles. The data were transferred into
science-ready electronic ﬁles through various steps of digitization
and quality control. The project was able to triple the number of
ocean proﬁle data-types recorded in pre-1992 years [13]. A critical
component of GODAR’s data is sea-level measurements, which aid
the understanding of long-term sea-level variability associated
with climate change, and support localized historical case studies
of extreme events. In the 1990s to early 2000s a large addition of
science-ready, hourly electronic data were also rescued [2], and
that progress is still continuing. Through support of the CODATA
Task Group ‘Data At Risk’ (DAR-TG)2 and the Global Sea Level
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hydrographic agencies and ocean data centres led to an inventory
depicting over 2000 years of additional data in need of rescue from
locations around the globe [3]. The achievements of the new science
then stimulated new investment into the project, such that more
data could be ingested, more data made available for oceanographic
and climate research, and other associated projects undertaken.
4.2.2. Ships’ logs
The Old Weather project (oldweather.org), a diverse interna-
tional partnership, uses volunteer online assistance (‘citizen
science’) to digitize analogue measurements of air pressure, wind
speed, temperature and other atmospheric information as
recorded manually in the logs of US Navy and Coastguard ships
during voyages in the distant past. Volunteers access on-line
images of the log pages, and transcribe the handwritten records
into a speciﬁed format. Modelling the climate depends critically
on how well past weather patterns can be understood, so the
electronic versions of the historical data will eventually constitute
an enormous new resource for modelling and understanding both
historical and future weather patterns worldwide.
4.3. Air
4.3.1. Space exploration: Lunar Orbiter and Nimbus
The ﬁrst high-resolution photographs of Earth from behind the
lunar horizon dated from 1966–7, but although the images were
beamed to earth they could not be fully processed by the technol-
ogy of the time, and were abandoned (but fortunately not
discarded). The data – on magnetic tapes – were placed in a large
unused storage space that was once a MacDonald’s restaurant in
NASA’s Silicon Valley Research Center. The Lunar Orbiter Image
Recovery Project (http://www.moonviews.com) was started within
the last 10 years by a group of volunteer ‘hackers’, who have now
successfully de-coded 1500 of those tapes and recovered some
2000 pictures, including among them the ﬁrst photo of an ‘earth-
rise’; a ﬁrst-hand account is given in Sangstar Videos [15]. By
resurrecting and repairing the crucial vintage tape-readers and
other hardware essentials, and creating suitable software, the team
could extract data of much higher resolution than the original pho-
tos appeared to show. Those images are now providing a unique
complement to more modern lunar ones. The same team has tack-
led the infrared and visible images of the Earth that were recorded
in the same decade by the Nimbus satellites but again left in a state
of only partial reduction at the time, and abandoned (see cires.col-
orado.edu/news/press/2014/nimbus.html for the full story).
Treating those images with modern data-processing methods has
yielded mankind’s earliest satellite maps of Arctic and Antarctic
sea ice, supporting new detailed studies of how those ice volumes
have changed with time. As with other rescued historical data, the
potential of the recovered information for quantifying and under-
standing climate change will continue to increase with time. The
spectacular success of these efforts is spurring other satellite data
recovery projects, e.g. at ESA/ESRIN [12].
4.3.2. Climate data
NOAA in the USA has achieved major successes, both singly and
with partners, in digitizing important sets of historical data from a
wide selection of routine or more unexpected sources that range
from ships’ logs and army forts to regional climate centres and
national weather bureau holdings, giving priority to samples whose
media are deteriorating. The data types extend from daily weather
maps, ionospheric and balloon measurements and marine logs to3 oco.noaa.gov/tideGauges.html [an entity within UNESCO].
Known by the initials of its manufacturer (Photometric Data Systems) but now no
longer made, a PDS is capable of high-precision photographic photometry, an
essential task that cannot be performed at all reliably by a commercial desk-top
scanner.the more conventional but still analogue-only weather recordings
[4]. Many date backwell over a century, andmuch earlier ones have
been extracted from diaries of the Founding Fathers and
contemporary colonists [14]. Researchers have also specialized in
extracting variability information from proxies like ice cores, tree
rings and lake sediments. The new access to such data enables
researchers from a broad cross-section of disciplines to gain better
understanding of the Earth’s physical processes, since forecasts of
the future state of the climate hinge upon the ability to reconstruct
past climates. The successes of those data-rescue efforts are of
course especially signiﬁcant if the media involved are badly
deteriorating. Sharing such data with the public through ‘crowd-
sourcing’ also inspires a whole portfolio of powerful new ideas
and new concepts.
4.3.3. Measuring concentrations of stratospheric ozone
All observations of the sky made from the ground unavoidably
include signatures from the Earth’s atmosphere. While that prop-
erty has driven astronomers to launch expensive telescopes into
space just in order to get above the atmosphere, it has also been
put to good advantage in the case of ozone (O3). The bulk of O3
exists in the stratosphere, where it protects all terrestrial bio-sys-
tems from the Sun’s harmful UV radiation, so any thinning of that
layer gives great cause for concern. O3 was not studied systemati-
cally until 1926, when one station (in Switzerland) commenced –
and still continues – measuring O3 concentrations [16]. O3 is now
monitored extensively both from space and from the ground,
absorbing considerable effort and resources [22]. But while we
can identify some human activities which are inimical to O3, we
must also ascertain whether the concentration of ozone exhibits
natural long-term changes; quantifying the different contributions
is key to managing environmental policies today and in the future.
However, O3 is sensitive to local meteorological conditions, so
observations at a variety of sites, and using different technologies,
can provide invaluable backups. Observations of the near-UV spec-
tra of hot stars offer an excellent yet completely untapped source
for investigating the Huggins ozone bands from different observa-
tory sites; some observations date back to the 1930s and earlier.
Those spectroscopic records are on photographic plates, so it
requires a specialist in astronomical spectra and photographic
spectroscopy, and an appropriate digital microdensitometer like
the PDS scanner,4 to transform the photographic records into elec-
tronic ones. Such a study, carried out in Canada between 2003–5
[7,8], demonstrated the validity of the techniques developed, but
discovered that it needed data in much greater numbers, where they
exist (or can be found), in order to yield reliable statistical deviations
from, or extensions to, the single set dating back to 1926.
4.4. Feedback and hindsight
The yields from these data-rescue projects are sometimes spec-
tacular, often unexpected, and always indispensable to research.
They need to be published both in domain-speciﬁc journals and
in media for the wider community, in order to encourage and
inspire other data-rescue endeavours. Sharing stories can capture
the imaginations of eager volunteers (as in Section 4.2.2), while
sharing experiences can lead to sharing information methodologies
and perhaps hardware or software, and thence to greater efﬁciency
for smaller cost. The snowball effect is powerful, too – nothing suc-
ceeds like success (Sections 4.2.1 and 4.3.2).
It is also important that the need and capacity for improve-
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that accounts be realistic especially in terms of feasibility, difﬁ-
culty, effort and cost. The message is clear: (a) the community
needs to be alerted to the special scientiﬁc value of retrieving
and digitizing unpublished but unique measurements
(Section 4.1.1), (b) it should be made possible to locate obsoles-
cent hardware such as tape readers (Sections 4.1.2 and 4.3.1),
and (c) potentially interesting ideas must be pursued energeti-
cally and not discouraged by skeptics (as was true of
Section 4.2.1). Insufﬁcient data may not have been found to
achieve results with the necessary statistical signiﬁcance because
catalogues of relevant archives had never been created
(Section 4.3.3); for analogue-only data the creation of an on-line
inventory of contents is an essential prerequisite for the efﬁciency
and completeness of a search. Every mission’s data archive should
aim to include adequate provision of both structure and budget to
assimilate all of its data, both new and old, to the same degree of
completion (Sections 4.1.3 and 4.2.1). These lessons seemobvious
with hindsight, however unlikely theymay appear at the time to the
data-gatherer, measurer or researcher (Section 4.1.1). Sharing,
advertising and educating stand out as key factors.
5. Deﬁning relationships between science and its data
Data are central to empirical science, a category that embraces
just about all of the natural sciences. Theories depend on how well
the behaviour of some property can be predicted, an exploration
that depends upon both analysis and deduction from astute obser-
vation. In a science like astronomy it is not possible to conduct
experiments with samples, so progress in that science is totally
proscribed by what can be observed and when. Observed data
are objective; they present a condition or property of an object at
a particular time, though they inevitably bear signatures of the
instrument concerned, such as resolution, wavelength region, data
type or cadence, according to the purpose(s) of the project scientist
or initiator of the observations. Any properties of the observed
object that are deduced through analysis (one could name size,
density, mass, temperature, salinity, chemical composition,
motion, age, etc.), also often referred to, rather unhelpfully, as
‘data’, are subjective; they depend upon interpretation through
some theoretical argument, and are liable to modiﬁcation if the
theory is updated. Accumulations of deduced quantities furnish
the bases of knowledge, which is thus even further removed from
the original objective measurements. The path can be represented
as a ‘data pipeline’, a progression in both time and sophistication
from raw data to reﬁned theories and eventually to the more eso-
teric wisdom that drives or pulls every previous stage. This ‘data
chain’ will include side tributaries such as archive management,
database sharing and best practice, and almost certainly some
iterative feedback loops along the way.
The development of good data and data-base management to
date has been patchy, as some needs have overtaken or superseded
others according to the requirements and available expertise in dif-
ferent ﬁelds. Because it has been instigated by those demands it
has been a bottom-up progression, harbouring pockets of excel-
lence within many domains but guilty of a general lack of commu-
nication between them. The data-management organizations that
now bring together archivists and IT experts are trying the top-
down approach, and it is not always obvious where the researcher
ﬁts into such schemes. Something of a gap can be discerned
between the attitudes of those who produce and those who man-
age, and even if a ‘bridge’ is a workable solution it is far from clear
what form that bridge can take, or who should be responsible for
its design. It is also a little unfortunate that providing open access
to observations enables some scientists to carry through researchprojects without needing to drum up the resources it takes to insti-
gate, train and perform the actual observations, and it is not difﬁ-
cult to sympathize if some observers appear a little unwilling to
publish their own hard-won data with the true altruism that
research requires. Heritage data, on the other hand, tend not to ‘be-
long’ to a researcher in quite the same way and are truly ‘open’ and
freely available to anyone with bright ideas for a novel project.6. Developing a new ethic for heritage data
The ability to disseminate and share data that are in electronic
formats is one of the huge advantages of the digital age. Whereas
at one time an observation was recorded (on whatever medium or
method) by an individual, and kept (scarcely ‘archived’ by any
stretch of the term) in a laboratory or ofﬁce and probably only rarely
referred to again once the original objective of the observation had
been exhausted, nowadays the ability to share the information in
that observation with any number of differently-thinking brains
engaged in a broad range of both similar and also quite different pro-
jects expands the potential of that modest observation to partic-
ipation in a host of scientiﬁc research programmes that can make
use of it. As with the discovery of ‘lost’ cholesterol measurements
[11], that potential will almost certainly increase with time; as with
the ozone investigations, historical data will be available for trans-
disciplinary applications. The future for electronically-transformed
heritage data is certainly rosy; the programmes mentioned above
provide only some tasty snippets of possible new results; we do
not know how science itself will evolve.
Be that as it may, we must emphasize that the changeover dates
from analogue to electronic recording and archiving have no scien-
tiﬁc relevance whatsoever. The dates are purely an artefact, a man-
made convention of data management, and bear no relation to any
changes that were concurrently going on in any scientiﬁc domain.
One of the downsides of the ‘electronic era’ is the fallacy that stud-
ies of change can be carried out adequately within the compass of
electronic archives. Those pilot studies on rescued heritage data
demonstrate over and over again that science which centres on
changes across many decades must have access to data that span
comparable lengths of time.
But there is a fundamental reason why access to heritage data
will probably not get sorted out very soon, however desirable that
may be, unless a major collaborative effort is made. The treatment
of even electronic data for scientiﬁc research still has a long way to
go before the most necessary management and good-practice cri-
teria are met and the major hurdles negotiated. The management
of scientiﬁc data has two parallel strands: the creation and inter-
pretation of actual empirical data (measurements, images or some
other forms of record), and the archiving and management of data
banks. The scientiﬁc world is waking up to a need to put its elec-
tronic house in order, and organizations framed to speak to those
needs (such as the global Research Data Alliance, the US National
Digital Stewardship Alliance, the World Data System, and Working
Groups of International scientiﬁc Unions and of CODATA itself),
are presently burgeoning as they debate how best to organize
and coerce researchers into conforming to deﬁnitions of ‘best prac-
tice’. At the same time, many researchers are designing their own
styles of data sharing among like institutions but not necessarily
conforming to, maybe not even listening to, what the theorists pro-
pose. Until the mayhem is better controlled, the hope that the spe-
cial case of heritage data is going to ﬁnd new resources to
commandmay seem rather fragile. But ‘‘there is a tide in the affairs
of men’’, and there is no doubt that this particular tide is currently
rising. The fortunes which the ﬂood will herald will arrive when we
recognize a global need and can activate a global purpose.
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Endeavours and successes in data recovery do not rest with
Earth Sciences. Whatever histories are being told – whether they
concern unique historical information in medicine such as the
cholesterol project recounted by Krotz [11], a brave attempt to cap-
ture health records on the citizens of India electronically as
described by [17], or the revelation of priceless biodiversity infor-
mation in centuries-old censuses records [5] – they all share the
excitement of discovery and the recognition of priceless treasure.
No scientiﬁc discipline stands strictly alone. Data collected for
one type of investigation can – and do – furnish information for
quite a different one (a good example being the investigation of
terrestrial ozone from archived observations of the spectra of hot
stars, Section 4.3.3). Often it is the technical problems of such
repurposing that pose the greatest challenges, but the positive
experiences summarized above help by establishing precedents
and by leading the way in the face of skepticism.
Data-rescue projects differ in a fundamental way from most
research projects, where prestige and success are strong drivers.
By contrast, data rescue is a domain for collaboration, not com-
petition, and in the broadest of senses. Even though there is now
no doubt that the recovery and re-use of heritage data merits much
more concerted attention and resources than has customarily been
devoted to it, securing the necessary commitment remains a tough
challenge; the research environment is highly competitive, and
directing funds into salvaging heritage data means less funding
for projects that are nominally more modernistic. Advertisement
is needed, and as widely as can be managed. Although it may not
be difﬁcult to recruit sympathy for the need to access heritage
scientiﬁc data for research into the changes which our weather,
our climate and our environment appear to be undergoing, it is
quite another matter to amass simultaneously the necessary army
of information, experts, assistance, expertise and funding to carry
through a major data-rescue programme. For the most part the
data-rescue itself is not complex, and the individual facets of a res-
cue project are mostly quite unsophisticated (except when using
specialist equipment to digitize photographs or decode unformat-
ted tapes); it is tapping coævally all the diverse expertise or assis-
tance which can present the greater – but by no means insuperable
– challenge, as Old Weather (Section 4.2.2) demonstrates.
It could be argued that the re-organization of heritage data
needs to wait until electronic data have been better organized,
but it cannot wait for long. Quite apart from the physical dangers
such as fading, medium deterioration or specimen ageing that
threaten the longevity of so many caches of analogue data, the loss
of active knowledge about handling those analogue data together
with the compelling consideration that unused or inaccessible data
tend to be regarded as unwanted and thence destroyed, pose even
greater threats. The best solution, therefore, must be to include
now the capacity and resources to involve heritage data in all
data-related designs and discussions, thus keeping open the option
to extend the time-base of a study by including historical data in
the future. Advertisement and discussion are needed now, and as
widely as can be managed.
The international organization CODATA (codata.org) is support-
ing all strands of these activities. Its Task Groups are extending thescope of concern to disadvantaged communities as well as to
disadvantaged (‘at risk’) data. The evident need for concerted
action, particularly in the matter of rescuing heritage data,
suggests that the most effective measures will have a combined
international foundation rather than fragmented local ones. Local
data-rescue efforts signal the way and the need, but lack the visi-
bility or critical mass required to attract enough notice, and must
also compete against one another for available funds. When paro-
chial efforts are con-joined into a global action, science will be
encouraged to tackle other outstanding data-rescue missions, and
scientists of all disciplines will come to recognize ‘data’ from what-
ever provenance, type and age as a uniﬁed resource for new
science. There is no distinction in principle between ‘old’ data
and ‘new’ data, and it is up to our community to remove now the
artiﬁcial barriers that presently prevent the access that research
requires simultaneously to all of its data.
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