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Abstract
We give new algorithms based on the sum-of-squares method for tensor decomposition.
Our results improve the best known running times from quasi-polynomial to polynomial
for several problems, including decomposing random overcomplete 3-tensors and learning
overcomplete dictionaries with constant relative sparsity. We also give the first robust analysis
for decomposing overcomplete 4-tensors in the smoothed analysis model.
A key ingredient of our analysis is to establish small spectral gaps in moment matrices
derived from solutions to sum-of-squares relaxations. To enable this analysis we augment
sum-of-squares relaxations with spectral analogs of maximum entropy constraints.
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1 Introduction
Tensors are arrays of (real) numbers with multiple indices—generalizing matrices (two indices)
and vectors (one index) in a natural way. They arise in many different contexts, e.g., moments
of multivariate distributions, higher-order derivatives of multivariable functions, and coefficients
of multivariate polynomials. An important ongoing research effort aims to extend algorithmic
techniques for vectors andmatrices tomore general tensors. A key challenge is thatmany tractable
matrix computations (like rank and spectral norm) become NP-hard in the tensor setting (even
for just three indices) [Hås90, HL13]. However, recent work gives evidence that it is possible to
avoid this computational intractability and develop provably efficient algorithms, especially for
low-rank tensor decompositions, bymaking suitable assumptions about the input and allowing for
approximations [AGJ15, AGJ14, GM15, HSS15, HSSS16]. These algorithms lead to the best known
provable guarantees for a wide range of unsupervised learning problems [AGH+14, BCMV14,
GVX14, AGHK14], including learning mixtures of Gaussians [GHK15], Latent Dirichlet topic
modeling [AFH+15], and dictionary learning [BKS15]. Low-rank tensor decompositions are useful
for these learning problems because they are often unique up to permuting the factors—in contrast,
low-rank matrix factorizations are unique only up to unitary transformation. In fact, as far as we
are aware, in all natural situations where finding low-rank tensor decompositions is tractable, the
decompositions are also unique.
We consider the following (symmetric) version of the tensor decomposition problem: Let
a1, . . . , an ∈ Rd be d-dimensional unit vectors. We are given (approximate) access to the first k
momentsM1, . . . ,Mk of the uniform distribution over a1, . . . , an, that is,
Mt = 1n
n∑
i=1
a⊗ti for t ∈ {1, . . . , k} . (1.1)
The goal is to approximately recover the vectors a1, . . . , an. What conditions on the vectors a1, . . . , an
and the number of moments k allow us to efficiently and robustly solve this problem?
A classical algorithm based on (simultaneous) matrix diagonalization [Har70, LRA93, at-
tributed to Jennrich] shows that whenever the vectors a1, . . . , an are linearly independent, k = 3
moments suffice to recover the vectors in polynomial time. (This algorithm is also robust against
polynomially small errors in the input moment tensors [AGH+15, GVX14, BCMV14].) Therefore
an important remaining algorithmic challenge for tensor decomposition is the overcomplete case,
when the number of vectors (significantly) exceeds their dimension. Several recent works studied
this case with different assumptions on the vectors and the number of moments. In this work, we
give a unified algorithmic framework for overcomplete tensor decomposition that achieves—and
in many cases surpasses—the previous best guarantees for polynomial-time algorithms.
In particular, some decompositions that previously required quasi-polynomial time to find are
reduced to polynomial time in our framework, including the case of general tensors with order
logarithmically large in its overcompleteness n/d [BKS15] and random order-3 tensors with rank
n 6 d3/2/ logO(1)(d) [GM15]. Iterative methods may also achieve fast local convergence guarantees
for incoherent order-3 tensors with rank o(d3/2), which become global convergence guarantees
under no more than constant overcompleteness [AGH+14]. In the smoothed analysis model,
where each vector of the desired decomposition is assumed to have been randomly perturbed by
an inverse polynomial amount, polynomial-time decomposition was achieved for order-5 tensors
of rank up to d2/2 [BCMV14]. Our framework extends this result to order-4 tensors, for which the
corresponding analysis was previously unknown for any superconstant overcompleteness.
The starting point of our work is a new analysis of the aforementioned matrix diagonalization
algorithm that works for the case when a1, . . . , an are linearly independent. A key ingredient of
our analysis is a powerful and by now standard concentration bound for Gaussian matrix series
[Oli10, Tro12]. An important feature of our analysis is that it is captured by the sum-of-squares
(SoS) proof system in a robust way. This fact allows us to use Jennrich’s algorithm as a rounding
procedure for sum-of-squares relaxations of tensor decomposition, which is the key idea behind
improving previous quasi-polynomial time algorithms based on these relaxations [BKS15, GM15].
The main advantage that sum-of-squares relaxations afford for tensor decomposition is that
they allow us to efficiently hallucinate faithful higher-degree moments for a distribution given only its
lower-degreemoments. We can now run classical tensor decomposition algorithms like Jennrich’s
on these hallucinated higher-degree moments (akin to rounding). The goal is to show that those
algorithms work as well as they would on the true higher moments. What is challenging about
it is that the analysis of Jennrich’s algorithm relies on small spectral gaps that are difficult to
reason about in the sum-of-squares setting. (Previous sum-of-squares based methods for tensor
decomposition also followed this outline but used simpler, more robust rounding algorithms
which required quasi-polynomial time.)
To this end, we view solutions to sum-of-squares relaxations as pseudo-distributions, which
generalize classical probability distributions in a way that takes computational efficiency into
account.1 More concretely, pseudo-distributions are indistinguishable from actual distributions
with respect to tests captured by a restricted system of proofs, called sum-of-squares proofs.
An interesting feature of how we use pseudo-distributions is that our relaxations search for
pseudo-distributions of large entropy (via an appropriate surrogate). This objective is surprising,
because when we consider convex relaxations of NP-hard search problems, the intended solutions
typically correspond to atomic distributions which have entropy 0. Here, high entropy in the
pseudo-distribution allows us to ensure that rounding results in a useful solution. This appears
to be related to the way in which many randomized rounding procedures use maximum-entropy
distributions [Gha14], but differs in that the aforementioned rounding procedures focus on the
entropy of the rounding process rather than the entropy (surrogate) of the solution to the convex
relaxation. A measure of “entropy” has also been directly ascribed to pseudo-distributions previ-
ously [LRS15], and the principle of maximum entropy has been applied to pseudo-distributions
as well [BHK+16], but these have previously occurred separately, and our application is the first
to encode a surrogate notion of entropy directly into the sum-of-squares proof system.
Our work also takes inspiration from a recent work that uses sum-of-squares techniques to
design fast spectral algorithms for a range of problems including tensor decomposition [HSSS16].
Their algorithm also proceeds by constructing surrogates for higher moments and applying a
1In particular, the set of constant-degree moments of n-variate pseudo-distributions admits an nO(1)-time separation
oracle based on computing eigenvectors.
classical tensor decomposition algorithm on these surrogates. The difference is that the surrogates
in [HSSS16] are explicitly constructed as low-degree polynomial of the input tensor, whereas our
surrogates are computed by sum-of-squares relaxations. The explicit surrogates of [HSSS16] allow
for a direct (but involved) analysis through concentration bounds for matrix polynomials. In
our case, a direct analysis is not possible because we have very little control over the surrogates
computed by sum-of-squares relaxations. Therefore, the challenge for us is to understand to what
extent classical tensor decomposition algorithms are compatible with the sum-of-squares proof
system. Our analysis ends up being less technically involved compared to [HSSS16] (using the
language of pseudo-distributions and sum-of-squares proofs).
1.1 Results for tensor decomposition
Let {a1, . . . , an} ⊆ Rd be a set of unit vectors. We study the task of approximately recovering this
set of vectors given (noisy) access to its first k moments (1.1). We organize this overview of our
results based on different kinds of assumptions imposed on the set {a1, . . . , an} and the order of
tensor/moments that we have access to. All of our algorithms are randomized and may fail with
some small probability over their internal randomness, say probability at most 0.01. (Standard
arguments allow us to amplify this probability at the cost of a small increase in running time.)
Orthogonal vectors. This scenario often captures the case of general linearly independent vectors
because knowledge of the second moments of a1, . . . , an allows us to orthonormalize the vectors
(this process is sometimes called “whitening”). Many efficient algorithms are known in this case.
Our contribution here is in improving the error tolerance. For a symmetric 3-tensor E ∈ (Rd)⊗3,
we use ‖E‖{1},{2,3} to denote the spectral norm of E as a d-by-d2 matrix (using the first mode of E
to index rows and the last two modes of E to index the columns). This norm is at most
√
d times
the injective norm ‖E‖{1},{2},{3} (the maximum of 〈E, x ⊗ y ⊗ z〉 over all unit vectors x, y, z ∈ Rd). The
previous best error tolerance for this problem required the error tensor E = T −∑ni=1 a⊗3i to have
injective norm ‖E‖{1},{2},{3} ≪ 1/d. Our algorithm requires only ‖E‖{1},{2,3} ≪ 1, which is satisfied in
particular when ‖E‖{1},{2},{3} ≪ 1/
√
d.
Theorem 1.1. There exists a polynomial-time algorithm that given a symmetric 3-tensor T ∈ (Rd)⊗3
outputs a set of vectors {a′
1
, . . . , a′n′} ⊆ Rd such that for every orthonormal set {a1, . . . , an} ⊆ Rd, the
Hausdorff distance2 between the two sets is at most
distH
(
{a1, . . . , an} ,
{
a′1, . . . , a
′
n′
})2
6 O(1) ·
∥∥∥∥T −∑n
i=1
a⊗3
i
∥∥∥∥{1},{2,3} . (1.2)
Under the additional assumption ‖T −∑ni=1 a⊗3i ‖{1},{2,3} 6 1/ log d, the running time of the algo-
rithm can be improved to O(d1+ω) 6 d3.33 using fast matrix multiplication, where ω is the number
such that two n × nmatrices can be multiplied together in time nω (See Theorem 10.2).
It is also possible to replace the spectral norm ‖·‖{1},{2,3} in the above theorem statement by
constant-degree sum-of-squares relaxations of the injective norm of 3-tensors. (See Remark 5.3 for
2The Hausdorff distance distH(X,Y) between two finite sets X and Ymeasures the length of the largest gap between
the two sets. Formally, distH(X,Y) is the maximum of maxx∈X miny∈Y‖x − y‖ and maxy∈Y minx∈X‖x − y‖.
details. ) If the errorE has Gaussian distributionN (0, σ2 ·Id⊗3d ), then this norm isw.h.p. bounded by
σ·d3/4(log d)O(1) [HSS15], whereas the norm ‖·‖{1},{2,3} hasmagnitudeΩ(σ·d). We prove Theorem 1.1
in Section 5.2.
Random vectors. We consider the case that a1, . . . , an are chosen independently at random from
the unit sphere of Rd. For n 6 d, this case is roughly equivalent to the case of orthonormal
vectors. Thus, we are interested in the “overcomplete” case n ≫ d, when the rank is larger than
the dimension. Previous work found the decomposition in quasi-polynomial time when n 6
d3/2/ logO(1) d [GM15], or in time subquadratic in the input size when n 6 d4/3/ logO(1) d [HSSS16].
Our polynomial-time algorithm therefore is an improvement when n is between d4/3 and d3/2 (up
to logarithmic factors).
Theorem 1.2. There exists a polynomial-time algorithm A such that with probability 1 − d−ω(1) over the
choice of random unit vectors a1, . . . , an ∈ Rd, every symmetric 3-tensor T ∈ (Rd)⊗3 satisfies
distH
(
A(T), {a1, . . . , an}
)2
6 O
((
n
d1.5
)Ω(1)
+
∥∥∥∥T −∑n
i=1
a⊗3i
∥∥∥∥{1},{2,3}
)
. (1.3)
Again it is possible to replace the spectral norm ‖·‖{1},{2,3} in the above theorem statement by
constant-degree sum-of-squares relaxations of the injective norm of 3-tensors, which as mentioned
before give better bounds for Gaussian error tensors. We prove Theorem 1.2 in Section 7.
Smoothed vectors. Next, we consider a more general setup where the vectors a1, . . . , an ∈ Rd
are smoothed, i.e., randomly perturbed. This scenario is significantly more general than random
vectors. Again we are interested in the overcomplete case n ≫ d. The previous best work
[BCMV14] showed that the fifth moment of smoothed vectors a1, . . . , an with n 6 d
2/2 is enough
to approximately recover the vectors even in the presence of a polynomial amount of error. For
fourth moments of smoothed vectors, no such result was known even for lower overcompleteness,
say n = d1.01.
We give an interpretation of the 4-tensor decomposition algorithmFOOBI3 [LCC07] as a special
case of a sum-of-squares based decomposition algorithm. We show that the sum-of-squares
based algorithm works in the smoothed setting even in the presence of a polynomial amount
of error. We define a condition number κ(·) for sets of vectors a1, . . . , an ∈ Rd (a polynomial in
the condition number of two matrices, one with columns {a⊗2
i
| i ∈ [n]} and one with columns
{ai ⊗ (ai ⊗ a j − a j ⊗ ai) ⊗ a j | i , j ∈ [n]}). First, we show that the algorithm can tolerate error
≪ 1/κ which could be independent of the dimension. Concretely, our algorithm will output a
set of vectors aˆ1, . . . , aˆn which will be close to {a1, . . . , an} up to permutations and sign flip with
a relative error that scales linearly in the relative error of the input and the condition number κ.
Second, we show that for smoothed vectors this condition number is at least inverse polynomial
with probability exponentially close to 1.
3The FOOBI algorithm is known to work for overcomplete 4-tensors when there is no error in the input. Researchers
[BCMV14] asked if this algorithm tolerates a polynomial amount of error. Our work answers this question affirmatively
for a variant of FOOBI (based on sum-of-squares).
Theorem 1.3. There exists a polynomial-time algorithm such that for every symmetric 4-tensor T ∈ (Rd)⊗4
and every set {a1 , . . . , an} ⊆ Rd of vectors not necessarily unit length, there exists a permutationπ : [n]→ [n]
so that the output {a′
1
, . . . , a′n} of the algorithm on input T satisfies
max
i∈[n]
∥∥∥∥ai − a′π(i)∥∥∥∥
‖ai‖ 6 O(1) ·
∥∥∥T −∑ni=1 a⊗4i ∥∥∥{1,2},{3,4}
σn
(∑n
i=1(a
⊗2
i
)(a⊗2
i
)
T
) · κ(a1, . . . , an) , (1.4)
where σn(A) refers to the nth singular value of the matrix A, here the smallest non-zero singular value.
We say that a distribution over vectors a1, . . . , an ∈ Rd is γ-smoothed if ai = a0i + γ · 1i, where
a0
1
, . . . , a0n are fixed vectors and 11, . . . , 1n are independent Gaussian vectors fromN (0, 1d Idd).
Theorem 1.4. Let ε > 0 and n, d ∈N with n 6 d2/10. Then, for any γ-smoothed distribution over vectors
a1, . . . , an in R
d,
P
{
κ(a1, . . . , an) 6 poly(d, γ)
}
> 1 − exp(−dΩ(1)) .
The above theorems together imply a polynomial-time algorithm for approximately decom-
posing overcomplete smoothed 4-tensors even if the input error is polynomially large. The error
probability of the algorithm is exponentially small over the choice of the smoothing. It is an in-
teresting open problem to extend this result to overcomplete smoothed 3-tensors, even for lower
overcompleteness n = d1.01. Theorem 1.3 and Theorem 1.4 are proved in Section 8.
Separated unit vectors. In the scenario, when inner products among the vectors a1, . . . , an ∈ Rd
are bounded by ρ < 1 in absolute value, the previous best decomposition algorithm shows that
moments of order (log n)/ logρ suffice [SW15]. Our algorithm requires moments of higher order
(by a factor logarithmic in the desired accuracy) but in return tolerates up to constant spectral error.
This increased error tolerance also allows us to apply this result for dictionary learning with up to
constant sparsity (see Section 1.2).
Theorem 1.5. There exists an algorithm A with polynomial running time (in the size of its input) such
that for all η, ρ ∈ (0, 1) and σ > 1, for every set of unit vectors {a1, . . . , an} ⊆ Rd with ‖
∑n
i=1 aiai
T‖ 6 σ and
maxi, j |〈ai, a j〉| 6 ρ, when the algorithm is given a symmetric k-tensor T ∈ (Rd)⊗k with k > O
(
1+log σ
logρ
)
·
log(1/η), then its output A(T) is a set of vectors {a′
1
, . . . , a′n′} ⊆ Rd such that
distH
(
{a′⊗21 , . . . , a′⊗2n }, {a⊗21 , . . . , a⊗2n }
)2
6 O
(
η +
∥∥∥∥T −∑n
i=1
a⊗ki
∥∥∥∥{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k}
)
. (1.5)
We also show that a simple spectral algorithmwith running time close to dk (the size of the input)
achieves similar guarantees (see Remark 10.3). However, the error tolerance of this algorithm is
in terms of an unbalanced spectral norm: ‖T − ∑ni=1 a⊗ki ‖{1,...,k/3},{k/3+1,...,k} (the spectral norm of the
tensor viewed as a dk/3-by-d2k/3 matrix). This norm is always larger than the balanced spectral
norm in the theorem statement. In particular, for dictionary learning applications, this norm is
larger than 1, which renders the guarantee of the simpler spectral algorithm vacuous in this case.
We prove Theorem 1.5 in Section 5.3.
General unit vectors. In this scenario, the number of moments that our algorithm requires is
constant as long as
∑
i aiai
T has constant spectral norm and the desired accuracy is constant.
Theorem1.6. There exists an algorithm A (see Algorithm 4) with polynomial running time (in the size of its
input) such that for all ε ∈ (0, 1), σ > 1, for every set of unit vectors {a1, . . . , an} ⊆ Rd with ‖
∑n
i=1 aiai
T‖ 6 σ
and every symmetric 2k-tensor T ∈ (Rd)⊗2k with k > (1/ε)O(1) · log(σ) and
∥∥∥T −∑i a⊗2ki ∥∥∥{1,...,k},{k+1,...,2k} 6
1/3, we have
distH
(
A(T), {a⊗21 , . . . , a⊗2n }
)2
6 O (ε) .
The previous best algorithm for this problem required tensors of order (log σ)/ε and had
running time dO((log σ)/ε
O(1)+log n) [BKS15, Theorem 4.3]. We require the same order of the tensor and
the runtime is improved to be polynomial in the size of the inputs (that is, dpoly((log σ)/ε)).
We also remark that a bit surprisingly we can handle 1/3 error in spectral norm, and this is
possible partly due to the choice of working with high order tensors. As a sanity check, we note
that information-theoretically the components are identifiable: under the assumptions, the only
vectors u that satisfy 〈T, u⊗2k〉 > 1/3 are those vectors close to one of the ai’s. We also note that the
rounding algorithm of the sum-of-squares relaxation of this simple inefficient test requires a bit
new idea beyond what we used previously. Here the difficulty is to make the runtime dpoly((log σ)/ε)
instead of dpoly(σ/ε). See Section 9 for details.
Spectral algorithms without sum-of-squares. Finally, using a similar rounding technique di-
rectly on a orthogonal tensor (without using sum-of-squares and the pseudo-moment), we also
obtain a fast and robust algorithm for orthogonal tensor decomposition. See Section 10 for details.
1.2 Applications of tensor decomposition
Tensor decomposition has a wide range of applications. We focus here on learning sparse dictio-
naries, which is an example of the more general phenomenon of using tensor decomposition to
learn latent variable models. Here, we obtain the first polynomial-time algorithms that work in
the overcomplete regime up to constant sparsity.
Dictionary learning is an important problem in multiple areas, ranging from computational
neuroscience [OF97, OF96a, OF96b], machine learning [EP07, MRBL07], to computer vision and
image processing [EA06, MLB+08, YWHM08]. The general goal is to find a good basis for given
data. More formally, in the dictionary learning problem, also known as sparse coding, we are
given samples of a random vector y ∈ Rn, of the form y = Axwhere A is some unknownmatrix in
R
n×m, called dictionary, and x is sampled from an unknown distribution over sparse vectors. The
goal is to approximately recover the dictionary A.
We consider the same class of distributions over sparse vectors {x} as [BKS15], which as dis-
cussed in [BKS15] admits a wide-range of non-product distributions over sparse vectors. (The case
of product distributions reduces to the significantly easier problem of independent component
analysis.) We say that {x} is (k, τ)-nice if E xk
i
= 1 for every i ∈ [m], E xk/2
i
xk/2
j
6 τ for all i , j ∈ [m],
and E xα = 0 for every non-square degree-k monomial xα. Here, τ is a measure of the relative
sparsity of the vectors {x}.
We give an algorithm that for nice distributions solves the dictionary learning problem in
polynomial time when the desired accuracy is constant, the overcompleteness of the dictionary is
constant (measured by the spectral norm ‖A‖), and the sparsity parameter τ is a sufficiently small
constant (depending only on the desired accuracy and ‖A‖). The previous best algorithm [BKS15]
requires quasi-polynomial time in this setup (butworks in polynomial-time for polynomial sparsity
τ 6 n−Ω(1)).
Theorem 1.7. There exists an algorithm R parameterized by σ > 1, η ∈ (0, 1), such that for every dictionary
A ∈ Rn×m with ‖A‖ 6 σ and every (k, τ)-nice distribution {x} over Rm with k > k(η, σ) = O((log σ)/η) and
τ 6 τ(k) = k−O(k), the algorithm given nO(k) samples from {y = Ax} outputs in time nO(k) vectors a′
1
, . . . , a′m
that are O(η)1/2-close to the columns of A.
Since previous work [BKS15] provides a black box reduction from dictionary learning to tensor
decomposition, the theorem above follows from Theorem 1.6. Our Theorem 1.5 implies a dictio-
nary learning algorithm with better parameters for the case that the columns of A are separated.
1.3 Polynomial optimization with few global optima
Underlyingour algorithms for the tensordecomposition is an algorithmfor solvinggeneral systems
of polynomial constraints with the property that the total number of different solutions is small
and that there exists a short certificate for that fact in form of a sum-of-squares proof.
LetA be a system of polynomial constraints over real variables x = (x1, . . . , xd) and let P : Rd →
R
dℓ be a polynomial map of degree at most ℓ—for example, P(x) = x⊗ℓ. We say that solutions
a1, . . . , an ∈ Rd to A are unique under the map P if the vectors P(a1), . . . ,P(an) are orthonormal up
to error 0.01 (in spectral norm) and every solution a to A satisfies P(a) ≈ P(ai) for some i ∈ [n].
We encode this property algebraically by requiring that the constraints in A imply the constraint∑n
i=1〈P(ai),P(x)〉4 > 0.99 · ‖P(x)‖4. We say that the solutions a1, . . . , an are ℓ-certifiably unique if in
addition this implication has a degree-ℓ sum-of-squares proof.
The following theorem shows that if polynomial constraints have certifiably unique solutions
(under a given map P), then we can find them efficiently (under the map P).
Theorem 1.8 (Informal statement of Theorem 5.2). Given a system of polynomial constraintsA and a
polynomial map P such that there exists ℓ-certifiably unique solutions a1, . . . , an forA, we can find in time
dO(ℓ) vectors 0.1-close to P(a1), . . . ,P(an) in Hausdorff distance.
2 Techniques
Here is the basic idea behind using sum-of-squares for tensor decomposition: Let a1, . . . , an ∈ Rd
be unit vectors and suppose we have access to their first three moments M1,M2,M3 as in (1.1).
Since the task of recovering a1, . . . , an is easier the more moments we know, we would make a
lot of progress if we could compute higher moments of a1, . . . , an, say the fourth momentM4. A
natural approach toward that goal is to compute a probability distribution D over the sphere of
R
d such that Dmatches the moments of a1, . . . , ak that we know, i.e., ED(u) u =M1, ED(u) u⊗2 =M2,
ED(u) u
⊗3 =M3, and then use the fourth moment ED u⊗4 as an estimate forM4.
There are two issues with this approach: (1) computing such a distributionD is intractable and
(2) even if we could compute such a distribution it is not clear if its fourth moment will be close to
the fourth momentsM4 we are interested in.
We address issue (1) by relaxing D to be a pseudo-distribution (solution to sum-of-squares
relaxations). Then, we can match the given moments efficiently.
Issue (2) is related to the uniqueness of the tensor decomposition, which relies on properties
of the vectors a1, . . . , an. Here, the general strategy is to first prove that this uniqueness holds for
actual distributions and then transfer the uniqueness proof to the sum-of-squares proof system,
which would imply that uniqueness also holds for pseudo-distributions.
In subsection 2.1 below, we demonstrate our key rounding idea on the (nearly) orthogonal
tensor decomposition problem. Then in subsection 2.2 we discuss the high level insight for the
robust 4th-order tensor decomposition algorithm and in subsection 2.3 the techniques for random
3rd-order tensor decomposition.
2.1 Rounding pseudo-distributions by matrix diagonalization
Our main departure from previous tensor decomposition algorithms based on sum-of-squares
[BKS15, GM15] lies in rounding: the procedure to extract an actual solution from a pseudo-
distribution over solutions. The previous algorithms rounded a pseudo-distributionD by directly
using the first moments (or the mean) ED(u) u, which requires D to concentrate strongly around
the desired solution. Our approach here instead uses Jennrich’s (simultaneous) matrix diagonal-
ization [Har70, LRA93], to extract the desired solution as a singular vector of a matrix of the form
ED(u)〈1, u〉uuT, for a random vector 1.4 This permits us to impose much weaker conditions on D.
For the rest of this subsection,we assume thatwehave an actual distributionD that is supported
onvectors close to some orthonormal basis a1, . . . , ad ofR
d, andwewill design a rounding algorithm
that extracts the vectors ai from the low-degree moments of D. This is a much simpler task than
rounding from a pseudo-distribution, though it captures most of the essential difficulties. Since
pseudo-distributions behave similarly to actual distributions on the low-degree moments, the
techniques involved in rounding from actual distributions will turn out to be easily generalizable
to the case of pseudo-distributions.
LetD be a distribution over the unit sphere inRd. Suppose that this distribution is supportedon
vectors close to some orthonormal basis a1, . . . , ad of R
d, in the sense that the distribution satisfies
the constraint 
d∑
i=1
〈ai, u〉3 > 1 − ε

D(u)
. (2.1)
4 In previous treatments of simultaneous diagonalization, multiple matrices would be used for noise tolerance—
increasing the confidence in the solution when more than one matrix agrees on a particular singular vector. This is
unnecessary in our setting, since as we’ll see, the SoS framework itself suffices to certify the correctness of a solution.
(This constraint implies {maxi∈[d]〈ai, u〉 > 1−ε}D(u) because
∑d
i=1〈ai, u〉3 6 maxi∈[d]〈ai, u〉 by orthonor-
mality.) The analysis of [BKS15] shows that reweighing the distribution D by a function of the
form u 7→ 〈1, u〉2k for 1 ∼ N (0, Idd) and some k 6 O(log d) creates, with significant probability, a
distribution D′ such that for one of the basis vectors ai, almost all of the probability mass of D′ is
on vectors close to ai, in the sense that
max
i∈[d]
E
D′(u)
〈ai, u〉 > 1 −O(ε) ,where D′(u) ∝ 〈1, u〉2kD(u) .
In this case, we can extract a vector close to one of the vectors ai by computing the mean ED′(u) u
of the reweighted distribution. This rounding procedure takes quasi-polynomial time because it
requires access to logarithmic-degree moments of the original pseudo-distributionD.
To avoid this quasi-polynomial running time, our strategy is to instead modify the original
distributionD in order to create a small bias in one of the directions ai such that amodifiedmoment
matrix of D has a one-dimensional eigenspace close to ai. (This kind of modification is much less
drastic than the kind of modification in previous works. Indeed, reweighing a distribution such
that it concentrates around a particular vector seems to require logarithmic degree.)
Concretely, we will study the spectrum of matrices of the following form, for 1 ∼ N (0, Idd):
M1 = E
D(u)
〈1, u〉 · uuT.
Our goal is to show that with good probability,M1 has a one-dimensional eigenspace close to one
of the vectors ai.
However, this is not actually true for a naïve distribution: although we have encoded the basis
vectors ai into the distribution D by means of constraint (2.1), we cannot yet conclude that the
eigenspaces of M1 have anything to do with them. We can understand this as the error allowed
in (2.1) being highly under-constrained. For example, the distribution could be a uniformmixture
of vectors of the form ai + εw for some fixed vector w, which causes w to become by far the most
significant contribution to the spectrum ofM1. More generally, an arbitrary spectrally small error
could still completely displace all of the eigenspaces ofM1.
An interpretation of this situation is that we have permitted D itself to contain a large amount
of information that we do not actually possess. Constraint (2.1) is consistent with a wide range
of possible solutions, yet in the pathological example above, the distribution does not at all reflect
this uncertainty, instead settling arbitrarily on some particular biased solution: it is this bias that
disrupts the usefulness of the rounding procedure.
A similar situation has previously arisen in strategies for rounding convex relaxations—
specifically, when the variables of the relaxations were interpreted as the marginals of some
probability distribution over solutions, then actual solutions were constructed by sampling from
that distribution. In that context, a workaroundwas to sample those solutions from themaximum-
entropy distributions consistent with those marginals [Gha14], to ensure that the distribution
faithfully reflected the ignorance inherent in the relaxation solution rather than incorporating ar-
bitrary information. Our situation differs in that it is the solution to the convex relaxation itself
which is misbehaving, rather than some aspect of the rounding process, but the same approach
Therefore, suppose that D satisfies the maximum-entropy constraint ‖ED(u) uuT‖ 6 1/n. This
essentially enforces D to be a uniform distribution over vectors close to a1, . . . , an. For the sake of
demonstration, we assume that D is a uniform distribution over a1, . . . , an. Moreover, since our
algorithm is invariant under linear transformations, wemay assume that the components a1, . . . , an
are the standard basis vectors e1, . . . , en ∈ Rd. We first decomposeM1 along the coordinate 11,
M1 = 11 ·Me1 +M1′ , where 1′ = 1 − 11 · e1 .
Note that under our simplified assumption for D, by simple algebraic manipulation we have
Me1 = ED(u) u1uu
T = e1e1
T. Moreover, by definition, 11 and 1
′ are independent. It turns out that
the entropy constraint implies E1′‖M1′‖ .
√
log d · 1/n (using concentration bounds for Gaussian
matrix series [Oli10]). Therefore, if we condition on the event 11 > η
−1√log d, we have that
M1 = 11e1e1
T +M1′ consists of two parts: a rank-1 single part 11e1e1
T with with eigenvalue larger
than η−1
√
log d, and a noise part which has spectral norm at most .
√
log d. Hence, by the
eigenvector perturbation theoremwe have that the top eigenvector isO(η1/2)-close to e1 as desired.
Taking η = 0.1, we see with 1/poly(d) probability the event 11 > η
−1 √log d will happen, and
therefore by repeating this procedure poly(d) times, we obtain a vector that is O(η1/2)-close to e1.
We can find other vectors similarly by repeating the process (in a slightly more delicate way), and
the accuracy can also be boosted (see Sections 4 and 5 for details).
2.2 Overcomplete fourth-order tensor
In this section, we give a high-level description of a robust sum-of-squares version of the tensor
decomposition algorithm FOOBI [LCC07]. For simplicity of the demonstration, we first workwith
the noiseless case where we are given a tensor T ∈ (Rd)⊗4 of the form
T =
n∑
i=1
a⊗4i . (2.2)
We will first review the key step of FOOBI algorithm and then show how to convert it into a
sum-of-squares algorithm that will naturally be robust to noise.
To begin with, we observe that by viewing T as a d2 × d2 matrix of rank n, we can easily
find the span of the a⊗2
i
’s by low-rank matrix factorization. However, since the low rank matrix
factorization is only unique up to unitary transformation, we are not able to recover the a⊗2
i
’s
from the subspace that they live in. The key observation of [LCC07] is that the a⊗2
i
’s are actually
the only “rank-1” vectors in the span, under a mild algebraic independence condition. Here, a
d2-dimensional vector is called “rank-1” if it is a tensor product of two vectors of dimension d.
Lemma 2.1 ([LCC07]). Suppose the following set of vectors is linearly independent,{
a⊗2i ⊗ a⊗2j − (ai ⊗ a j)⊗2
∣∣∣∣ i , j} . (2.3)
Then every vector x⊗2 in the linear span of a⊗2
1
, . . . , a⊗2n is a multiple of one of the vectors a⊗2i .
This observation leads to the algorithm FOOBI,which essentially looks for rank-1 vectors in the
span of a⊗2
i
’s. The main drawback is that it uses simultaneous diagonalization as a sub-procedure,
which is unlikely to tolerate noise better than inverse polynomial in d, and in fact no noise tolerance
guarantee has been explicitly shown for it before.
Our approach starts with rephrasing the original proof of Lemma 2.1 into the following SoS
proof (which only uses polynomial inequalities that can be proved by SoS).
Proof of Lemma 2.1. Letα1, . . . , αn bemultipliers such that x
⊗2 =
∑n
i=1 αi·a⊗2i .5 Then, thesemultipliers
satisfy the following quadratic equations:
x⊗4 =
∑
i, j
αiα j · a⊗2i ⊗ a⊗2j ,
x⊗4 =
∑
i, j
αiα j · (ai ⊗ a j)⊗2 .
Together, the two equations imply that
0 =
∑
i, j
αiα j ·
(
a⊗2
i
⊗ a⊗2
j
− (ai ⊗ a j)⊗2
)
.
By assumption, the vectors a⊗2
i
⊗ a⊗2
j
− (ai ⊗ a j)⊗2 are linearly independent for i , j. Therefore, from
the equation above, we conclude
∑
i, j α
2
i
α2
j
= 0, meaning that at most one of αi can be non-zero.
Furthermore this argument is a SoS proof, since for anymatrixA ∈ RD×D with linearly independent
columns and any vector polynomial v ∈ R[x]D, the inequality ‖v‖2 6 1
σmin(A)2
‖Av‖2 can be proved
by SoS (here σmin(A) denotes the least singular value of matrix A). So choosing A to be the matrix
with columns a⊗2
i
⊗ a⊗2
j
− (ai ⊗ a j)⊗2 for i , j and v to be the vector with entries αiα j, we find by SoS
proof that ‖α‖4
4
− ‖α‖4
2
= 0. 
When there is noise present, we cannot find the true subspace of the a⊗2
i
’s and instead we
only have an approximation, denoted by V, of that subspace. We will modify the proof above by
starting with a polynomial inequality
‖ IdV x⊗2‖2 > (1 − δ)‖x⊗2‖2 , (2.4)
which constrains x⊗2 to be close to the estimated subspace V (where δ is a small number that
depends on error and condition number). Then an extension of the proof of Lemma 2.1 will show
that equation (2.4) implies (via a SoS proof) that for some small enough δ,∑
i, j
α2i α
2
j 6 o(1) . (2.5)
Note that α = Kx⊗2 is a linear transformation of x⊗2, and furthermore K is the pseudo-inverse
of the matrix with columns a⊗2
i
. Moreover, if we assume for a moment that α has 2-norm 1 (which
is not true in general), then the equation above further implies that
n∑
i=1
〈Ki, x⊗2〉4 = ‖α‖44 > 1 − o(1) , (2.6)
5technically, α1, . . . , αn are polynomials in x so that x
⊗2 =
∑n
i=1 αi · a⊗2i holds
whereKi ∈ Rd2 is the i-th row ofK. This effectively gives us access to the 4-tensor
∑
i K
⊗4
i
(which has
ambient dimension d2 when flattened into a matrix), since equation (2.6) is anyway the constraint
that would have been used by the SoS algorithm if given the tensor
∑
i K
⊗4
i
as input. Note that
because the Ki are not necessarily (close to) orthogonal, we cannot apply the SoS orthogonal tensor
decomposition algorithm directly. However, since we are working with a 4-tensor whose matrix
flattening has higher dimension d2, we can whiten Ki effectively in the SoS framework and then
use the orthogonal SoS tensor decomposition algorithm to find the Ki’s, which will in turn yield
the ai’s.
Many details were omitted in the heuristic argument above (for example, we assumed α to
have norm 1). The full argument follows in Section 8.
2.3 Random overcomplete third-order tensor
In the random overcomplete setting, the input tensor is of the form
T =
n∑
i=1
a⊗3
i
+ E ,
where each ai is drawn uniformly at random from the Euclidean unit sphere, we have d < n 6
d1.5/(log d)O(1), and E is some noise tensor such that ‖E‖{1},{2,3} < ε or alternatively such that a
constant-degree sum-of-squares relaxation of the injective norm of E is at most ε.
Our original rounding approach depends on the target vectors ai being orthonormal or nearly
so. But when n≫ d in this overcomplete setting, orthonormality fails badly: the vectors ai are not
even linearly independent.
We circumvent this problemby embedding the vectors ai in a larger ambient space—specifically
by taking the tensor powers a′
1
= a⊗2
1
, . . . , a′n = a⊗2n . Now the vectors a′1, . . . , a
′
n are linearly inde-
pendent (with probability 1) and actually close to orthonormal with high probability. Therefore, if
we had access to the order-6 tensor
∑
(a′
i
)⊗3 =
∑
a⊗6
i
, then we could (almost) apply our rounding
method to recover the vectors a′
i
.
The key here will be to use the sum-of-squares method to generate a pseudo-distribution
over the unit sphere having T as its third-order moments tensor, and then to extract from it the
set of order-6 pseudo-moments estimating the moment tensor
∑
i a
⊗6
i
. This pseudo-distribution
would obey the constraint {(u ⊗ u ⊗ u)TT > 1 − ε}, which implies the constraint {∑i〈ai, u〉3 > 1 − ε},
saying, informally, that our pseudo-distribution is close to the actual uniform distribution over {ai}.
Substituting v = u⊗2, we obtain an implied pseudo-distribution in v which therefore ought to be
close to the uniform distribution over {a′
i
}, and we should therefore be able to round the order-3
pseudo-moments of v to recover {a′
i
}.
Only twopreconditions need to be checked: first that
∑
i(a
′
i
)(a′
i
)T is not too large in spectral norm,
and second that our pseudo-distribution in v satisfies the constraint {∑i〈a′i , v〉3 > 1−O(ε)}. The first
precondition is true (except for a spurious eigenspacewhich can harmlessly be projected away) and
is essentially equivalent to a line of matrix concentration arguments previously made in [HSSS16].
The second precondition follows from a line of constant-degree sum-of-squares proofs, notably
extending arguments made in [GM15] stating that the constraints {∑i〈ai, u〉3 > 1 − ε, ‖u‖2 = 1}
imply with constant-degree sum-of-squares proofs that {∑i〈ai, u〉k > 1−O(ε)− O˜(n/d3/2)} for some
higher powers k. The rigorous verification of these conditions is detailed in Section 7.
3 Preliminaries
Unless explicitly stated otherwise, O(·)-notation hides absolute multiplicative constants. Con-
cretely, every occurrence ofO(x) is a placeholder for some function f (x) that satisfies∀x ∈ R. | f (x)| 6
C|x| for some absolute constant C > 0. Similarly, Ω(x) is a placeholder for a function 1(x) that satis-
fies ∀x ∈ R. |1(x)| > |x|/C for some absolute constant C > 0.
For a matrix A, let A+ denote the Moore-Penrose pseudo-inverse of A. For a symmetric
positive semidefinite matrix B, let B1/2 denote the square root of B, i.e. the unique symmetric
positive-semidefinite matrix L such that L2 = B.
The Kronecker product of two matrices A and B is denoted by A ⊗ B. A useful identity is that
(A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD) whenever the matrix multiplications are defined. The norm ‖ · ‖
denotes the Euclidean norm for vectors and the spectral norm for matrices.
Let T ∈ (Rd)⊗k be a k-tensor overRd such that T = ∑i1 ,...,ik Ti1···ikei1 ⊗ · · · ⊗ eik , where e1, . . . , ed is the
standard basis of Rd. We say T is symmetric if the entries (Ti1 ,...,ik) are invariant under permuting
the indices. The k index positions of T are called modes. The injective norm ‖T‖inj is the maximum
value of 〈T, x1 ⊗ · · · ⊗ xk〉 over all vectors x1, . . . , xk ∈ Rd with ‖x1‖ = · · · = ‖xk‖ = 1. A useful class of
multilinear operations on tensors has the form T 7→ (A1 ⊗ · · · ⊗Ak)T, where A1, . . . ,Ak are matrices
with d columns. (This notation is the same as the Kronecker product notation for matrices, that is,
(A1 ⊗ · · · ⊗Ak)T =
∑
i1 ,...,ik
Ti1···ik(A1ei1 )⊗ · · · ⊗ (Akeik ).) If some of the matrices Ai are row vectors, and
the others are the identity matrix, then the corresponding operation is called tensor contraction.
For example, for a third-order tensor T ∈ (Rd)⊗3 and a vector 1 ∈ Rd, we call (Id⊗ Id⊗1T)T the
contraction of the third mode of Twith 1. (Some authors use the notation T(Id, Id, 1) to denote this
operation.)
For a bipartition A,B of the index set [k] of T, we let ‖T‖A,B denote the spectral norm of the
matrix unfolding TA,B of T with rows indexed by the indices in A and columns indexed by indices
in B. Concretely,
‖T‖A,B = max
x∈(Rd)⊗|A|, y∈(Rd)⊗|B|
‖x‖61, ‖y‖61
∑
i1,...,ik
Ti1···ik · xiA yiB ,
Here, iA = ia1 · · · ia|A| and iB = ib1 · · · ib|B| are multi-indices, whereA = {a1, . . . , a|A|} and B = {b1, . . . , b|B|}.
For k = 2, ‖T‖{1},{2} is the spectral norm of T viewed as a d-by-d matrix. For k = 3, ‖T‖{1,2},{3} is the
spectral norm of T viewed as a d2-by-dmatrix with rows indexed by the first two modes of T and
columns indexed by the last index of T. For symmetric 3-tensors, all norms ‖T‖{1,2},{3}, ‖T‖{1,3},{2},
and ‖T‖{2,3},{1} are the same.
3.1 Pseudo-distributions
Pseudo-distributions generalize probability distributions in a way that allows us to optimize
efficiently over moments of pseudo-distributions. We represent a discrete probability distribution
D over Rn by its probability mass function D : Rn → R such that D(x) is the probability of x
under the distribution for every x ∈ Rn. This function is nonnegative point-wise and satisfies∑
x∈supp(D)D(x) = 1. For pseudo-distributions we relax the nonnegative requirement and only
require that the function passes a set of simple nonnegativity tests.
A degree-d pseudo-distribution over Rn is a finitely6 supported function D : Rn → R such that∑
x∈supp(D)D(x) = 1 and
∑
x∈supp(D)D(x) f (x)2 > 0 for every function f : Rn → R of degree at most
d/2. We define the pseudo-expectation of a (possibly vector-valued or matrix-valued) function f
with respect to D as
E˜D f
def
=
∑
x∈supp(D)
D(x) f (x) .
In order to emphasize which variable is bound by the pseudo-expectation, we write E˜D(x) f (x).
(This notation is useful if f (x) is a more complicated expression involving several variables.)
Note that a degree-∞ pseudo-distribution D satisfies D(x) > 0 for all x ∈ Rn. Therefore, D is
an actual probability distribution (with finite support). The pseudo-expectation E˜D f = ED f of a
function f is its expected value under the distribution D.
Our algorithms will not work with pseudo-distributions (as finitely-supported functions on
R
n) directly. Instead the algorithmswill workwithmoment tensors E˜D(x)(1, x1, . . . , xn)
⊗d of pseudo-
distributions and the associated linear functional p 7→ E˜D(x) p(x) on polynomials p of degree atmost
d.
Unlike actual probability distribution, pseudo-distributions admit general, efficient optimiza-
tion algorithms. In particular, the set of low-degree moments of pseudo-distributions has an
efficient separation oracle.
Theorem3.1 ([Sho87, Par00, Las01]). For n, d ∈N, the following set admits an nO(d)-timeweak separation
oracle (in the sense of [GLS81]),{
E˜
D(x)
(1, x1, . . . , xn)
⊗d
∣∣∣∣∣ degree-d pseudo-distribution D over Rn
}
.
This theorem, together with the equivalence of separation and optimization [GLS81] allows us
to solve awide range of optimization and feasibility problems over pseudo-distributions efficiently.
The following definition captures what kind of linear constraints are induced on a pseudo-
distribution over Rn by a system of polynomial constraints over Rn.
Definition 3.2. Let D be a degree-d pseudo-distribution over Rn. For a system of polynomial
constraintsA = { f1 > 0, . . . , fm > 0}with deg( fi) 6 ℓ for every i, we say thatD satisfies the polynomial
constraints A at degree ℓ, denoted D |=ℓ A, if E˜D (∏i∈S fi) h > 0 for every S ⊆ [m] and every
sum-of-squares polynomial h on Rn with |S|ℓ + deg h 6 d.
6We restrict these functions to be finitely supported in order to avoid integrals and measurability issues. It turns out
to be without loss of generality in our context.
This is a relaxation (to pseudo-distributions) of the statement that the probability mass of a
true distribution contains only solutions toA. Indeed, if an actual distribution D is supported on
the solutions toA, then D satisfies D |=ℓ A regardless of the value of ℓ.
We say that D satisfies A (without further specifying the degree) if D |=ℓ A for ℓ =
max{ f>0}⊆A deg f . We say that a system A of polynomial constraints in variables x is explicitly
bounded if it contains a constraint of the form {‖x‖2 6 M}. The following theorem follows from
Theorem 3.1 and [GLS81]. We give a proof in Appendix B for completeness.
Theorem 3.3. There exists a (n+ |A|)O(d)-time algorithm that, given any explicitly bounded and satisfiable
system A of polynomial constraints in n variables, outputs (up to arbitrary accuracy) a degree-d pseudo-
distribution that satisfiesA.
3.2 Sum of squares proofs
Let x = (x1, . . . , xn) be a tuple of indeterminates. Let R[x] be the set of polynomials in these
indeterminates with real coefficients. A polynomial p is a sum-of-squares if there are polynomials
q1, . . . , qr such that p = q
2
1
+ · · · + q2r . Let f1, . . . , fr and 1 be multivariate polynomials in R[x]. A
sum-of-squares proof that the constraints { f1 > 0, . . . , fr > 0} imply the constraint {1 > 0} consists of
sum-of-squares polynomials (pS)S⊆[n] in R[x] such that
1 =
∑
S⊆[n]
pS ·
∏
i∈S
fi .
We say that this proof has degree ℓ if every set S ⊆ [n] satisfies deg(pS ·
∏
i∈S fi) 6 ℓ (in particular,
this would imply pS = 0 for every set S such that deg
∏
i∈S fi > ℓ). If there exists a degree-ℓ
sum-of-squares proof that { f1 > 0, . . . , fr > 0} implies {1 > 0}, we write
{ f1 > 0, . . . , fr > 0} ⊢ℓ {1 > 0} .
In order to emphasize the indeterminates for the proofs, we sometimes write { f1(x) > 0, . . . , fr(x) >
0} ⊢x,ℓ {1(x) > 0} .
Sum-of-squares proofs obey the following inference rules, for all polynomials f, 1 : Rn → R
and F : Rn → Rm,G : Rn → Rk,H : Rp → Rn,
A ⊢ℓ { f > 0, 1 > 0}
A ⊢ℓ { f + 1 > 0} ,
A ⊢ℓ { f > 0}, A ⊢ℓ′ {1 > 0}
A ⊢ℓ+ℓ′ { f · 1 > 0} , (addition and multiplication)
A ⊢ℓ B, B ⊢ℓ′ C
A ⊢ℓ·ℓ′ C , (transitivity)
{F > 0} ⊢ℓ {G > 0}
{F(H)) > 0} ⊢ℓ·deg(H) {G(H) > 0} . (substitution)
Sum-of-squares proofs are sound and complete for polynomial constraints over pseudo-
distributions, in the sense that sum-of-squares proofs allow us to reason about what kind of
polynomial constraints are satisfied by a pseudo-distribution. We defer the proofs of the following
lemmas to Appendix B.
Lemma 3.4 (Soundness). If D |=ℓ A for a pseudo-distribution D and there exists a sum-of-squares proof
A ⊢ℓ′ B, then D |=ℓ·ℓ′ B.
Lemma 3.5 (Completeness). Suppose d > ℓ′ > ℓ, and A is a collection of polynomial constraints with
degree at most ℓ, andA ⊢ {x2
1
+ · · ·+ x2n 6 B} for some finite B. Let {1 > 0} be a polynomial constraint with
degree ℓ′. If every degree-d pseudo-distribution D that satisfies D |=ℓ A also satisfies D |=ℓ′ {1 > 0}, then
for every ε > 0, there is a sum-of-squares proofA ⊢d {1 > −ε}. 7
3.3 Matrix constraints and sum-of-squares proofs
In sections 4 and 9, we still state positive-semidefiniteness constraints on matrices, which will
be implied by sum-of-squares proofs. We define notation to express what it means for a matrix
constraint to be implied by sum-of-squares. While the duality between proof systems and convex
relaxations also holds in thematrix case [Cim12], and it is possible to give a full treatment of matrix
constraints in sum-of-squares, here we give an abridged and simplified treatment sufficient for
our purposes.
Definition 3.6. LetA be a set of polynomial constraints in indeterminant x, andM is a symmetric
p × pmatrix with entries in R[x]. Then we writeA ⊢ℓ {M  0} if there exists a set of polynomials
q1(x), . . . qm(x) and a set of vectors v1(x), . . . , vm(x) of p-dimension with entries in R[x] such that
A ⊢ℓi {qi > 0} where ℓi + 2deg(vi) 6 ℓ for every i, and
M =
m∑
i=1
qi(x)vi(x)vi(x)
T . (3.1)
The proof that sum-of-squares is sound for these matrix constraints is very similar to the
analogous proof of Lemma 3.4 (see Appendix B).
Lemma 3.7. Let D be a pseudo-distribution of degree d and d > ℓℓ′. Suppose D |=ℓ A, andA ⊢ℓ′ M  0.
Then E˜ [M]  0.
We now give some basic properties of these matrix sum-of-squares proofs.
Lemma 3.8. Suppose A,B′ are symmetric matrix polynomials such that ⊢ {A  0, B  0}. Then
⊢ {A ⊗ B  0}.
Proof. Express A =
∑n
i=1 qi(x)ui(x)ui(x)
T and B =
∑m
i=1 ri(x)vi(x)vi(x)
T. Then
A ⊗ B =
n∑
i=1
m∑
j=1
qi(x)r j(x)
[
ui(x) ⊗ v j(x)
][
ui(x) ⊗ v j(x)
]T
. 
Lemma 3.9. Suppose A,B,A′,B′ are symmetric matrix polynomials such that ⊢ {A  0, B′  0, A  A′,
B  B′}. Then ⊢ {A ⊗ B  A′ ⊗ B′, B ⊗ A  B′ ⊗ A′}.
7The completeness claim stated here does not match the strength of the corresponding soundness claim. This
reflects an impreciseness in how we count the degrees of intermediate sum-of-squares proofs (in particular our degree
accounting is not tight under proof composition), and does not reflect than the power of the proofs themselves.
Proof. By Lemma 3.8, we have ⊢ A⊗ (B−B′)  0 and ⊢ (A−A′)⊗B′  0. Adding the two equations
we complete the proof. We may also take the tensor powers in the other order. 
Lemma 3.10. Let u = [u1, . . . , ud] be an indeterminate. Then ⊢ {uuT  ‖u‖2 · Idd}.
Proof. The conclusion follows from the following explicit decomposition
⊢ ‖u‖2 Id−uuT =
∑
16i< j6d
(uie j − u jei)(uie j − u jei)T  0 
4 Rounding pseudo-distributions
4.1 Rounding by matrix diagonalization
The following theorem analyzes a form of Jennrich’s algorithm for tensor decomposition through
matrix diagonalization, when applied to the moments of a pseudo-distribution. We show that if
the pseudo-distribution D(u) has good correlation with some vector a⊗k, then with good chance
a simple random contraction of the (k + 2)-th moments of the pseudo-distribution will return a
matrix with top eigenvector close to a.
Theorem 4.1 below is the key ingredient toward a polynomial-time algorithm. It states that in
order for Jennrich’s approach to successfully extract a solution in polynomial time, the correlation
of the desired solutionwith the (k+2)-th moments of the pseudo-distributiononly needs to be large
compared to the spectral normof the covariancematrix of the pseudo-distribution. This covariance
matrix can be made as small as O(1/n) in spectral norm in many situations, including—as a toy
example—when D is a uniform distribution over n orthogonal unit vectors. Therefore in this
sense the condition (4.1) below is a fairly weak requirement, which is key to the polynomial-time
algorithm in Section 5.1.
Theorem 4.1. Let k ∈ N be even and ε ∈ (0, 1). Let D be a degree-O(k) pseudo-distribution over Rd that
satisfies {‖u‖2 6 1}D(u), let a ∈ Rd be a unit vector. Suppose that
E˜
D(u)
〈a, u〉k+2 > Ω
(
1
ε
√
k
)
·
∥∥∥E˜D(u)uuT∥∥∥ . (4.1)
Then, with probability at least 1/dO(k) over the choice of 1 ∼ N (0, Id⊗kd ), the top eigenvector u⋆ of the
following matrix M1 satisfies 〈a, u⋆〉2 > 1 −O(ε),
M1 := E˜
D(u)
〈1, u⊗k〉 · uuT . (4.2)
As before, we decomposeM1 into two parts, withMa⊗k andM1′ defined in analogy withM1.
M1 = 〈1, a⊗k〉 ·Ma⊗k +M1′ where 1′ = 1 − 〈1, a⊗k〉 · a⊗k . (4.3)
Our proof of Theorem 4.1 consists of two propositions: one about the good partMa⊗k and one
about the noise part M1′ . The first proposition shows that Ma⊗k is close to a multiple of aa
T in
spectral norm (which means that the top eigenvector ofMa⊗k is close to a).
Proposition 4.2. In the setting of Theorem 4.1, for t = E˜D(u)〈a, u〉k+2,∥∥∥Ma⊗k − t · aaT∥∥∥ 6 O (ε) · t . (4.4)
The second proposition shows thatM1′ has small spectral norm in expectation.
Proposition 4.3. In the setting of Theorem 4.1, let 1′ = 1 − 〈1, a⊗k〉 · a⊗k. Then, for t = E˜D(u)〈a, u〉k+2,
E
1′
∥∥∥M1′∥∥∥ 6 O(ε2k log d)1/2 · t .
Before proving the above propositions, we demonstrate how they allow us to prove
Theorem 4.1.
Proof of Theorem 4.1. We are to show that with probability 1/dO(k) over the choice of the Gaussian
vector 1, there exists s ∈ R such that
∥∥∥s ·M1 − aaT∥∥∥ 6 O(ε). By Davis-Kahan Theorem (see The-
orem A.4), this implies the conclusion of Theorem 4.1. Let t = E˜D(u)〈a, u〉k+2. For a parameter
τ = Ω(k log d)1/2, we bound the spectral norm conditioned on the event 〈1, a⊗k〉 > τ,
E
1
[ ∥∥∥∥ 1〈1,a⊗k〉·tM1 − aaT∥∥∥∥ ∣∣∣∣ 〈1, a⊗k〉 > τ
]
6
∥∥∥ 1
tMa⊗k − aaT
∥∥∥ + E
1
[
1
〈1,a⊗k〉·t
∥∥∥M1′∥∥∥ ∣∣∣∣ 〈1, a⊗k〉 > τ ] (by (4.3))
6
∥∥∥ 1
tMa⊗k − aaT
∥∥∥ + 1τ·t · E
1′
∥∥∥M1′∥∥∥ (by independence of 〈1, a⊗k〉 and 1′)
6 O(ε) + 1τ ·O(ε2k log d)1/2 (by Proposition 4.2 and 4.3)
6 O(ε) . (4.5)
By Markov’s inequality, it follows that conditioned on 〈1, a⊗k〉 > τ, the event
∥∥∥∥ 1〈1,a⊗k〉·tM1 − aaT∥∥∥∥ 6
O(ε) has probability at leastΩ(1). The theorem follows because the event 〈1, a⊗k〉 > τhas probability
at least d−O(k). 
Proof of Proposition 4.2. We are to bound the spectral norm ofMa⊗k − t · aaT for t = E˜D(u)〈a, u〉k+2. Let
α = ‖E˜D(u) uuT‖. Let Id1 = aaT be the projector onto the subspace spannedby a and let Id−1 = Id− Id1
be the projector on the orthogonal complement. By our choice of t, we have Id1Ma⊗k Id1 = t · aaT.
Since Id−1 Id1 = 0, we can upper bound the spectral norm ofMa⊗k − t · a⊗ka⊗kT,∥∥∥Ma⊗k − t · Id1∥∥∥ 6 ∥∥∥Id1(Ma⊗k − t · Id1) Id1∥∥∥ + ∥∥∥Id−1Ma⊗k Id−1∥∥∥ + 2 ∥∥∥Id1Ma⊗k Id−1∥∥∥
6
∥∥∥Id−1Ma⊗k Id−1∥∥∥ + 2 ∥∥∥Id1Ma⊗k Id−1∥∥∥ (because Id1Ma⊗k Id1 = t · Id1)
6
∥∥∥Id−1Ma⊗k Id−1∥∥∥ + 2 ∥∥∥Id1Ma⊗k Id1∥∥∥1/2 · ∥∥∥Id−1Ma⊗k Id−1∥∥∥1/2 (becauseMa⊗k  0)
6
∥∥∥Id−1Ma⊗k Id−1∥∥∥ + 2√α · ∥∥∥Id−1Ma⊗k Id−1∥∥∥1/2 . (4.6)
It remains to bound the spectral norm of Id−1Ma⊗k Id−1,∥∥∥Id−1Ma⊗k Id−1∥∥∥ =
∥∥∥∥∥ E˜D(u)〈a, u〉k · Id−1 uuT Id−1
∥∥∥∥∥
6 E˜
D(u)
〈a, u〉k · (1 − 〈a, u〉2) (because ⊢ Id−1 uuT Id−1  (‖u‖2 − 〈a1, u〉2) Id)
6
2
k−2 E˜D(u)
〈a, u〉2 (using ⊢k+2 xk−2 · (1 − x2) 6 2k−2 ; see below)
6
2
k − 2 · α (4.7)
Basic calculus shows that the inequality xk−2 · (1 − x2) 6 2k−2 holds for all x ∈ R. Since it is a true
univariate polynomial inequality in x, it has a sum-of-squares proof with degree no larger than the
degree of the involved polynomials, which is k + 2 in our case.
Combining (4.6) and (4.7), yields as desired that∥∥∥Ma⊗k − t · aaT∥∥∥ 6 O ( 1√k
)
· α 6 O (ε) · t ,
where the second step uses the condition of Theorem 4.1 on t = E˜D(u)〈a, u〉 and α = ‖E˜D(u) uuT‖. 
Proof of Proposition 4.3. The matrixM1′ = E˜D(u)〈1′, u⊗k〉 ·uuT, whose spectral normwe are to bound,
is a random contraction of the third-order tensor T = E˜D(u) u ⊗ u ⊗ (u⊗k). Corollary 6.6 gives the
following bound on the expected norm of a random contraction in terms of spectral norms of two
matrix unfoldings of T—which turn out to be the same in our case due to the symmetry of T.
E
1′
‖M1′‖ 6 O(log d)1/2 ·max{‖T‖{1},{23}, ‖T‖{2},{13}} = O(log d)1/2 ·
∥∥∥∥∥ E˜D(u)u⊗kuT
∥∥∥∥∥ . (4.8)
Theorem 6.1 shows that for any pseudo-distributionD that satisfies {‖u‖2 6 1},∥∥∥∥∥ E˜D(u)u⊗kuT
∥∥∥∥∥ 6
∥∥∥∥∥ E˜D(u)uuT
∥∥∥∥∥ . (4.9)
The statement of the lemma follows by combining the previous bounds (4.8) and (4.9),
E
1′
‖M1′‖ 6 O(log d)1/2 ·
∥∥∥∥∥ E˜D(u)u⊗kuT
∥∥∥∥∥ 6 O(log d)1/2 ·
∥∥∥∥∥ E˜D(u)uuT
∥∥∥∥∥ 6 O(ε2k log d)1/2 · t ,
using condition (4.1) of Theorem 4.1 which yields t = E˜D(u)〈a, u〉k+2 > Ω
(
(ε
√
k)−1
)
‖E˜D uuT‖. 
4.2 Improving accuracy of a found solution
We need one more technical ingredient before analyzing our main algorithm. Previously, the
run-time of the sum-of-squares algorithm in [BKS15] (on which our algorithm is based) depended
exponentially on the accuracy parameter 1/ε, and we give here a simple boosting technique that
allows us to remove this dependency and achieve polynomially small error.
Here we have a set of nearly isotropic vectors a1, . . . , an. We give a sum-of-squares proof that
if
∑n
i=1〈ai, u〉4 is only ε off from its maximum possible value, and if u has constant correlation with
some ai, then umust in fact be (1−O(ε))-correlated with ai. Intuitively, the former constraint forces
D to roughly be a mixture distribution over vectors that are close to a1, . . . , an, and the latter one
forces it to actually only be close to ai. We then briefly show how this proof implies an algorithm
to boost the accuracy when we already know a vector b that is 0.01-close to a solution, by solving
for a pseudo-distribution with the added constraint {〈b, u〉2 > 0.9}.
Theorem 4.4. Let ε > 0 be smaller than some constant. Let a1, . . . , an ∈ Rd be unit vectors such that
‖∑ni=1 aiaiT‖ 6 1 + ε. Define the following systems of constraints, for each j ∈ [n] or unit vector b ∈ Rd:
A j :=
{
‖u‖2 6 1,
∑n
i=1
〈ai, u〉4 > 1 − ε, 〈a j, u〉2 > 12
}
D(u)
Bb :=
{
‖u‖2 6 1,
∑n
i=1
〈ai, u〉4 > 1 − ε, 〈b, u〉2 > 0.9
}
D(u)
.
ThenA j ⊢4 {〈a j, u〉2 > 1 − 10ε} for all j ∈ [n], and also Bb ⊢ A j and 〈ai, b〉2 > 0.8 for some j ∈ [n].
Proof. We have the following sum-of-squares proof:
A ⊢u,4 1 − ε 6
∑n
i=1
〈ai, u〉4
6 〈a j, u〉4 +
(∑
i, j
〈ai, u〉2
)2
(by adding only square terms)
6 〈a j, u〉4 +
(
1 + ε − 〈a j, u〉2
)2
(using ⊢u
∑n
i=1〈ai, u〉2 6 (1 + ε)‖u‖2)
6 〈a j, u〉2 +
(
1
2 + ε
) (
1 + ε − 〈a j, u〉2
)
(since ⊢ 1/2 6 〈a j, u〉2 6 1)
6
(
1
2 − ε
)
〈a j, u〉2 + 12 + 2ε , (4.10)
which means thatA ⊢u,4 〈a j, u〉2 > 1 − 10ε for ε > 0 small enough.
To show that Bb ⊢ Ai for some i, it is enough to show that if Bb is consistent (i.e. there exists
a pseudo-distribution satisfying Bb), then there exists i ∈ [n] such that 〈ai, b〉2 > 0.8, because it
implies {〈ai, u〉2 > 1/2} by triangle inequality.
For the sake of contradiction, assume that 〈ai, b〉2 < 0.8 for all i ∈ [n]. Then, by triangle inequality
(see Lemma A.2), Bb ⊢ {∀i ∈ [n]. 〈ai, u〉2 6 0.99} which when combined with
∥∥∥aiaiT∥∥∥2 6 1 + ε using
substitution, contradicts the assumption thatBb ⊢ {
∑n
i=1〈ai, u〉4 > 1− ε} for small enough ε > 0. 
Corollary 4.5. Let D be a degree-ℓ pseudo-distribution over Rd such that D |=ℓ/4 Bb, withBb as defined in
Theorem 4.4. Then, there exists i ∈ [n] such that
∥∥∥E˜D(u) u⊗2 − a⊗2i ∥∥∥2 6 O(ε) and 〈ai, b〉2 > 0.8.
Proof. By Theorem 4.4, Bb ⊢4 {〈ai, u〉2 > 1 − 10ε} for some i. It follows by Lemma 3.4 that∥∥∥∥∥ E˜D(u)u⊗2 − a⊗2i
∥∥∥∥∥2 6 2 − 2
〈
E˜
D(u)
u⊗2, a⊗2
i
〉
= 2 − 2 E˜
D(u)
〈ai, u〉2 6 20ε . 
5 Decomposition with sum-of-squares
In this section, we give a generic sum-of-squares algorithm (Algorithm 1 and Theorem 5.2) that
will be used for various different settings in the following subsections (Section 5.2 for orthogonal
tensors, Section 5.3 for tensors with separated components), and in the section 7 for random
3-tensor and Section 8 for robust FOOBI.
5.1 General algorithm for tensor decomposition
In this section, we provide a general sum-of-squares tensor decomposition that serve as the main
building block for sections later. We will need the following lemma, which appears in [BKS15,
Proof of Lemma 6.1].
Lemma 5.1. Let ε ∈ (0, 1) and {a1, . . . , an} be a set of unit vectors in Rd with ‖
∑n
i=1 aiai
T‖ 6 1 + ε. Then,
for all even integers k ∈N, there exists a sum-of-squares proof that‖u‖2 6 1,
n∑
i=1
〈ai, u〉4 > 1 − ε
 ⊢u, k+2

n∑
i=1
〈ai, u〉k+2 > 1 −O(kε)
 . (5.1)
Our main algorithm below finds the solutions to a system of polynomial constraintsA, when
given a “hint” in the form of a polynomial transformation of formal variables P(·). Roughly P
should be an “orthogonalizing” map so that if a1, . . . , an are the desired solutions to the constraints
A, then P(a1), . . . ,P(an) are nearly an orthonormal basis, or more precisely ‖
∑n
i=0 P(ai)P(ai)
T‖ 6 1+ε
while ‖P(ai)‖2 > 1−ε for all i. We then only require that a sum-of-squares proof exists certifying that
the solutions toA after being mapped by P are actually close to P(a1), . . .P(an); more precisely, that
A ⊢ℓ {
∑n
i=1〈P(ai),P(u)〉4 > 1 − ε}u for some ℓ. The existence of this sum-of-squares certificate then
allows us to recover the solutions P(ai) up to O(ε) accuracy by solving for pseudo-distributions
and then rounding them.
We later show how Algorithm 1 can be applied to a variety of tensor rank decomposition
problems by the design of an appropriate orthogonalizing transform P. For example, in Section 7
P(·) orthogonalizes an overcomplete tensor by lifting the variables to a higher-dimensional space,
and P(·) serves as a whitening transformation on a far-from-orthogonal tensor in Section 8.
The main technical difficulty in this analysis was in making the run-time polynomial (as
opposed to quasi-polynomial in [BKS15]) for the nearly-orthogonal case where P is the identity
transform.
Theorem 5.2. For every ℓ ∈ N, there exists an nO(ℓ)-time algorithm (see Algorithm 1) with the following
property: Let ε > 0 be smaller than some constant. Let d, d′ ∈ N be numbers. Let P : Rd → Rd′ be a
polynomial with degP 6 ℓ. Let {a1, . . . , an} ⊆ Rd be a set of vectors such that b1 = P(a1), . . . , bn = P(an) ∈
R
d′ all have norm at least 1 − ε and ‖∑ni=1 bibiT‖ 6 1 + ε. LetA be a system of polynomial inequalities in
variables u = (u1, . . . , ud) such that the vectors a1, . . . , an satisfyA and
A ⊢u,ℓ

n∑
i=1
〈bi,P(u)〉4 > (1 − ε) ‖P(u)‖4
 . (5.2)
Then, the algorithm on inputA and P outputs a set of unit vectors {b′
1
, . . . , b′n} ⊆ Rd′ such that
distH
( {
b⊗21 , . . . , b
⊗2
n
}
,
{
(b′1)
⊗2, . . . , (b′n)
⊗2})
6 O(ε)1/2 .
Algorithm 1 General tensor decomposition algorithm
Parameters: numbers ε > 0, n, ℓ ∈N.
Given: systemA of polynomial inequalities over Rd and polynomial P : Rd → Rd′ .
Find: vectors b′
1
, . . . , b′n ∈ Rd
′
.
Algorithm:
• For i from 1 to n, do the following:
1. Compute a degree-(k+2)ℓ pseudo-distributionD(u) overRd, with k = O(1), that satisfies
the constraints
A∪ {1 + ε > ‖P(u)‖2 > 1 − ε}∥∥∥E˜D(u) P(u)P(u)T∥∥∥ 6 1 + ε
n − i + 1 . (5.3)
2. Choose standardGaussian vectors 1(1), . . . , 1(T) ∼ N (0, Id(d′)k) and T = dO(1) and compute
the top eigenvectors of the following matrices for all t ∈ [T]:
E˜
D(u)
〈1(t),P(u)⊗k〉 · P(u)P(u)T ∈ Rd′×d′ . (5.4)
3. Check if for one of the normalized top eigenvectors b⋆ computed in the previous step,
there exists a degree-4ℓ pseudo-distributionD′(u) that satisfies the constraints
A∪
{
1 + ε > ‖P(u)‖2 > 1 − ε, 〈b⋆,P(u)〉2 > 0.99
}
. (5.5)
4. Set b′
i
to be the top eigenvector of thematrix E˜D′(u) P(u)P(u)
T and add toA the constraint
{〈P(u), b′
i
〉2 6 0.01}.
Proof of Theorem 5.2. WeanalyzeAlgorithm 1. ByCorollary 4.5, if there exists apseudo-distribution
D′(u) that satisfies constraints (5.5), then the top eigenvector of E˜D′(u) P(u)P(u)T is O(ε)1/2-close to
one of the vectors b1, . . . , bn. The fact that we add in step 4, the constraint {〈P(u), b′i〉 6 0.1} also
implies by Corollary 4.5 that in some iteration i, we can never find a vector b′
i
that is close to one
vector b′
j
from a previous iteration j < i. Therefore, it remains to show that in each of the n iterations
with high probability we can find a pseudo-distributionD′(u) that satisfies (5.5).
Consider a particular iteration i0 ∈ [n] of Algorithm 1. We may assume that the vectors
b′
1
, . . . , b′
i0−1 are close to b1, . . . , bi0−1. First we claim that there exists a pseudo-distribution satisfying
conditions (5.3) in step 1, including the additional constraints added to A in previous iterations.
Indeed, the uniform distribution over vectors ai, . . . , an satisfies all of those conditions. By assump-
tion, we have a sum-of-squares proof A ⊢u,ℓ {
∑n
i=1〈bi,P(u)〉4 > 1 − ε}. Lemma 5.1 then implies
A ⊢u,(k+2)ℓ {
∑n
i=1〈bi,P(u)〉k > 1 − O(kε)} for an absolute constant parameter k to be determined
later. Since A includes the added constraints {〈b1,P(u)〉2 6 0.1, . . . , 〈bi0−1,P(u)〉2 6 0.1}, it follows
by
∥∥∥∑ni=1 bibiT∥∥∥ 2 6 1 + O(ε) and substitution that A ⊢ {∑i0−1i=1 〈bi,P(u)〉k 6 (0.1)k−2 · (1 +O(ε))}, here
choosing k so that (0.1)k−2 · (1 + O(ε)) 6 0.001. Therefore, A ⊢(k+2)ℓ {
∑n
i=i0
〈bi,P(u)〉k > 0.99} and so
E˜D(u)
∑n
i=i0
〈bi,P(u)〉k > 0.99 for any degree-(k + 2)ℓ pseudo-distribution D that satisfies constraints
(5.3). In particular, by averaging, there exists an index i⋆ ∈ {i0, . . . , n} such that
E˜
D(u)
〈bi⋆ ,P(u)〉k > 0.99
n − i0 + 1 > 0.9 ·
∥∥∥∥∥ E˜D(u)P(u)P(u)T
∥∥∥∥∥ .
By Theorem 4.1, for each of the matrices (5.4) in step 2, its top eigenvector is 0.001-close to bi⋆
with probability at least d−O(1). Therefore, we find at least one of those vectors with probability no
smaller than 1 − dΩ(1). In this case, a pseudo-distribution D′(u) as required in step 3 exists, as an
atomic distribution supported only on bi⋆ is an example that satisfies the conditions. 
5.2 Tensors with orthogonal components
We apply Theorem 5.2 to orthogonal tensors with noise.
Theorem (Restatement ofTheorem 1.1). There exists a polynomial-time algorithm that given a symmetric
3-tensor T ∈ (Rd)⊗3 outputs a set of vectors {a′
1
, . . . , a′n′} ⊆ Rd such that for every orthonormal set
{a1, . . . , an} ⊆ Rd, the Hausdorff distance between the two sets is at most
distH
(
{a1, . . . , an} ,
{
a′1, . . . , a
′
n′
})2
6 O(1) ·
∥∥∥∥T −∑n
i=1
a⊗3
i
∥∥∥∥{1},{2,3} . (5.6)
Proof. We feedAlgorithm 1with the inputs P(u) = u andA =
{
〈T, u⊗3〉 > 1 − ε
}
where ε = ‖E‖{1},{2,3}
and E = T −∑i a⊗3i . We have
A ⊢4
n∑
i=1
〈ai, u〉3 = 〈T, u⊗3〉 − 〈E, u⊗3〉
= 〈T, u⊗3〉 − ε
> 1 − 2ε .
Here at the second line we used that
⊢ 〈E, u⊗3〉 6 ‖E‖{1},{2,3} 6 ε . (5.7)
We verify thatA satisfies the requirement (5.2),
A ⊢
n∑
i=1
〈ai, u〉4 >

n∑
i=1
〈ai, u〉4


n∑
i=1
〈ai, u〉2
 (using orthonormality)
>

n∑
i=1
〈ai, u〉3

2
(Cauchy-Schwarz: Lemma A.1)
> 1 − 4ε .
Therefore calling Algorithm 1, we can recover aˆi which is, up to sign flip, close to ai with error
O(ε1/2). We determine the sign by finding the τ ∈ {−1,+1} such that 〈T, τaˆ⊗3
i
〉 > 1 − ε and set the
output a′
i
to τaˆi. 
Remark 5.3. Note that in the proof of Theorem 1.1, the conclusion of equation (5.7) is the only thing
we used about the error term E. Therefore, define the following SoS relaxation of the injective
norm:
‖E‖SoS = inf
c∈R
[ {
‖u‖2 6 1
}
⊢
{
〈E, u⊗3〉 6 c
}]
.
Then we can replace the right hand side of equation (5.6) by O(1) ·
∥∥∥T −∑ni=1 a⊗3i ∥∥∥SoS.
5.3 Tensors with separated components
The following lemma shows that for separated vectors the sum of higher-order outer products has
spectral norm that decrease exponentially with the tensor order.
Lemma 5.4. Let a1, . . . , an be unit vectors in R
d. Then, for every k ∈N,∥∥∥∥∥∥∥
n∑
i=1
(
aiai
T
)⊗(k+1)∥∥∥∥∥∥∥ 6 1 +
(
max
i, j
|〈ai, a j〉|
)k
·
∥∥∥∥∥∥∥
n∑
i=1
aiai
T
∥∥∥∥∥∥∥ .
Proof. Let A =
∑
i
(
aiai
T
)⊗k+1
. For a unit vector x ∈ (Rd)⊗k+1 we’ll bound the quadratic form xTAx.
First, without loss of generality we can assume that x is in the subspace V spanned by {a⊗k+1
i
}i.
This is because if x had a component y orthogonal toV, then yTa⊗k+1
i
= 0 for all i ∈ [n] by definition,
so that Ay = 0 and y can make no nonzero contribution to the quadratic form above.
Also letW = (A1/2)+ so thatW is a whitening transform andWAW is a projector onto V. Then
suppose x =
∑
i ciWa
⊗k+1
i
, so that
∑
i c
2
i
= ‖x‖2 = 1. Then
xTAx =
∑
i j
cic j(a
⊗k+1
i
)
T
WAWa⊗k+1
j
=
∑
i
c2i +
∑
i, j
cic j〈ai, a j〉k+1
6
∑
i
c2i +
(
max
i, j
|〈ai, a j〉|
)k∑
i, j
cic j〈ai, a j〉
6 1 +
(
max
i, j
|〈ai, a j〉|
)k ∥∥∥∥∥∥∥
n∑
i=1
aiai
T
∥∥∥∥∥∥∥ ,
where in the last stepwe letA′ =
∑
i aiai
T andW′ = (A′1/2)+, and apply the inequality
∑
i, j cic j〈ai, a j〉 =∑
i j cic jai
TW′A′W′a j = x′TA′x′ 6 ‖A′‖, where x′ =
∑
i ciW
′ai is a unit vector. 
Lemma 5.5. Let a ∈ Rd and b ∈ (Rd)⊗k be unit vectors such that 〈a⊗k, b〉2 > 1−ε. Let B be the reshaping of
the vector b into a d-by-dk−1 matrix. Then the top left singular vector a′ ∈ Rd of B satisfies 〈a′, a〉2 > 1−O(ε).
Proof. Let c be the top right singular vector of B. Then, 〈a′ ⊗ c, b〉 > 〈a⊗k, b〉 > 1 − ε. Therefore,
‖a′ ⊗ c − b‖ 6 O(ε)1/2. By triangle inequality, ‖a′ ⊗ c − a ⊗ a⊗k−1‖ 6 O(ε)1/2, which means that as
desired |〈a, a′〉| > 〈a′ ⊗ c, a ⊗ a⊗(k−1)〉 > 1 −O(ε). 
Theorem (Restatement of Theorem 1.5). There exists an algorithm A with polynomial running time (in
the size of its input) such that for all η, ρ ∈ (0, 1) and σ > 1, for every set of unit vectors {a1, . . . , an} ⊆ Rd
with ‖∑ni=1 aiaiT‖ 6 σ andmaxi, j |〈ai, a j〉| 6 ρ, when the algorithm is given a symmetric k-tensor T ∈ (Rd)⊗k
with k > O
(
1+log σ
logρ
)
· log(1/η), then its output A(T) is a set of vectors {a′
1
, . . . , a′n′} ⊆ Rd such that
distH
(
{a′⊗21 , . . . , a′⊗2n }, {a⊗21 , . . . , a⊗2n }
)2
6 O
(
η +
∥∥∥∥T −∑n
i=1
a⊗k
i
∥∥∥∥{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k}
)
. (5.8)
Proof. We use Algorithm 1 from Theorem 5.2. Let E = T − ∑i a⊗ki . We may assume that
‖E‖{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k} 6 η, since otherwise the theorem follows from the case when η =
‖E‖{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k}. Let P be the polynomial map P(x) = x⊗⌈k/4⌉ and let A be the system
of polynomial inequalities
A = {〈T, u⊗k〉 > 1 − η, ‖u‖2 = 1} . (5.9)
in variables u = (u1, . . . , ud). Since ‖E‖{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k} 6 η, all of the vectors a1, . . . , an satisfy A.
Let b1, . . . , bn be the unit vectors bi = P(ai). By Lemma 5.4 and the condition on k, these vectors
satisfy ‖∑i bibiT‖ 6 1 + ρ⌈k/4⌉σ 6 1 + η. Then, we have the following sum-of-squares proof
A ⊢u,k
n∑
i=1
〈bi,P(u)〉4 =
n∑
i=1
〈ai, u〉4⌈k/4⌉ >
n∑
i=1
〈ai, u〉k = 〈T, u⊗k〉 − 〈E, u⊗k〉 (5.10)
> 1 − η − ‖T‖{1,...,⌊k/2⌋},{⌊k/2⌋+1,...,k} > 1 − 2η . (5.11)
It follows thatA and P satisfy the conditions of Theorem 5.2. Thus, Algorithm 1 on inputA and
P recovers vectors b′
1
, . . . , b′n with Hausdorff distance at mostO(
√
η) from b1, . . . , bn. By Lemma 5.5,
the top left singular vectors of the d-by-d⌈k/4⌉−1 matrix reshapenings of b′
1
, . . . , b′n areO(
√
η)-close to
the vectors a1, . . . , an up to sign. (If k is odd, then we may determine the signs of the ai by checking
if 〈T, a′
i
⊗k〉 > 1 −O(η) or 〈T, a′
i
⊗k〉 6 −1 +O(η) for each output vector a′
i
.) 
6 Spectral norms and tensor operations
In this section, we provide several bounds regarding the spectral norms of moments of the lifted
vectors, and the spectral norm of random contraction of a tensor, which are crucial in our analysis
in previous sections. We suggest readers who are more interested in applications of the algorithms
jump to Section 7 and 8.
6.1 Spectral norms and pseudo-distributions
Theorem 6.1. Let D be a degree-4(p + q) pseudo-distribution over Rd that satisfies {‖u‖2 6 1}D(u). Then,
for all p, q ∈N, ∥∥∥∥∥ E˜D(u)u⊗p
(
u⊗q
)T∥∥∥∥∥ 6
∥∥∥∥∥ E˜D(u)uuT
∥∥∥∥∥ . (6.1)
The theorem follows by combining Lemma 6.2 and Lemma 6.4 proved below. Lemma 6.2
reduces Theorem 6.1 to the case when p = q.
Lemma 6.2. Let D be a degree-4(p + q) pseudo-distribution over Rd that satisfies {‖u‖2 6 1}D(u). Then, for
all p, q ∈N, ∥∥∥∥∥ E˜D(u)u⊗p
(
u⊗q
)T∥∥∥∥∥2 6
∥∥∥∥∥ E˜D(u)
(
u⊗p
) (
u⊗p
)T∥∥∥∥∥ ·
∥∥∥∥∥ E˜D(u)
(
u⊗q
) (
u⊗q
)T∥∥∥∥∥ . (6.2)
Proof. For all unit vectors x ∈ (Rd)⊗p and y ∈ (Rd)⊗q
〈x,
(
E˜
D(u)
u⊗p
(
u⊗q
)T)
y〉 = E˜
D(u)
〈x, u⊗p〉〈u⊗q, y〉
6
(
E˜
D(u)
〈x, u⊗p〉2
)1/2
·
(
E˜
D(u)
〈u⊗q, y〉2
)1/2
(Cauchy–Schwarz for pseudo-expectations)
6
∥∥∥∥∥ E˜D(u)
(
u⊗p
) (
u⊗p
)T∥∥∥∥∥1/2 ·
∥∥∥∥∥ E˜D(u)
(
u⊗q
) (
u⊗q
)T∥∥∥∥∥1/2 . (6.3)
The lemma follows from this bound by choosing x and y as the top left and right singular vectors
of the matrix E˜D(u) u
⊗p(u⊗q)T. 
Towards proving Theorem 6.1 for the case of p = q, we first establish the following lemma
which says that tensoring with vector with norm less 1 won’t increase the spectral norm.
Lemma 6.3. Let 1(u, v) be a polynomial in indeterminates u, v. Let D be a degree-4 pseudo-distribution
over Rd that satisfies {‖u‖2 6 1, 1(u, v) > 0}D(u,v). Then, for all p ∈N,∥∥∥∥∥ E˜D(u,v) 1(u, v) (u ⊗ v) (u ⊗ v)T
∥∥∥∥∥ 6
∥∥∥∥∥ E˜D(v) 1(u, v)vvT
∥∥∥∥∥ . (6.4)
Proof. We have the sum-of-squares proof that
⊢ 1(u, v)
(
Id⊗vv⊤ − (u ⊗ v) (u ⊗ v)T
)
= 1(u, v)
(
Id−uu⊤
)
⊗ vvT
= 1(u, v)
(
1 − ‖u‖2
)
Id⊗vv⊤ + 1(u, v)(‖u‖2 Id−uu⊤) ⊗ vv⊤
 0 (by 1 − ‖u‖2 > 0 and ⊢ ‖u‖2 Id−uu⊤  0 (Lemma 3.10))
Therefore, we obtain that
E˜
D(u,v)
[1(u, v) Id⊗vv⊤] − E˜
D(u,v)
[
1(u, v) (u ⊗ v) (u ⊗ v)T
]
 0
The desired inequality follows,∥∥∥∥∥ E˜D(u,v) 1(u, v) (u ⊗ v) (u ⊗ v)T
∥∥∥∥∥ 6
∥∥∥∥∥ E˜D(u,v) Id⊗1(u, v)vv⊤
∥∥∥∥∥ =
∥∥∥∥∥ E˜D(v) 1(u, v)vvT
∥∥∥∥∥

The following statement follows straightforward from the Lemma 6.3 by induction on p.
Lemma 6.4. Let D be a degree-4p pseudo-distribution over Rd that satisfies {‖u‖2 6 1}D(u). Then, for all
p ∈N, ∥∥∥∥∥ E˜D(u)
(
uuT
)⊗p∥∥∥∥∥ 6
∥∥∥∥∥ E˜D(u)uuT
∥∥∥∥∥ . (6.5)
6.2 Spectral norm of random contraction
The following theorem shows that a random contraction of a 3-tensor has spectral norm at most
O(
√
log d) factor larger than the spectral norm of its matrix unfoldings.
Theorem 6.5. Let T ∈ Rp ⊗Rq ⊗Rr be an order-3 tensor. Let 1 ∈ N (0, Idr). Then for any t > 0,
P
1
{∥∥∥∥ (Id⊗ Id⊗1T)T∥∥∥∥{1},{2} > t ·max
{
‖T‖{1},{2,3}, ‖T‖{2},{1,3}
}}
6 2(p + q) · e−t2/2 , (6.6)
and consequently,8
E
1
[∥∥∥∥ (Id⊗ Id⊗1T)T∥∥∥∥{1},{2}
]
6 O(log(p + q))1/2 ·max
{
‖T‖{1},{2,3}, ‖T‖{2},{1,3}
}
. (6.7)
Proof. Let Ti denote the ith third-mode slice of T so that Ti =
(
Id⊗ Id⊗eiT
)
T reshaped as a p-by-q
matrix. Note that when regarded as a p-by-q matrix, the contraction
(
Id⊗ Id⊗1T
)
T is a Gaussian
matrix series with coefficients T1, . . . ,Tr, so that∥∥∥∥ (Id⊗ Id⊗1T)T∥∥∥∥{1},{2} =
∥∥∥∥∑r
i=1
1iTi
∥∥∥∥ ,
8For large enough p and q, the constant hidden in the big-Oh notation below is at most 2
where 11, . . . , 1r are independent standard Gaussians with 1i = 〈1, ei〉. Therefore, by concentration
of Gaussian matrix series [Oli10, Theorem 1] (also see [Tro12, Corollary 4.2]), we have
P
{
‖
(
Id⊗ Id⊗1T
)
T‖ > tσ
}
6 2(p + q)e−t
2/2 ,
where σ = max
{∥∥∥∑i TiTiT∥∥∥ , ∥∥∥∑i TiTTi∥∥∥}1/2.
For U and V sets of indices, let TU,V denote the matrix unfolding of T with rows indexed by U
and columns indexed by V, so that ‖T‖U,V = ‖TU,V‖. We claim that
∑
i TiTi
T = (T{1},{2,3})T(T{1},{2,3})
and
∑
i Ti
TTi = (T{2},{1,3})T(T{2},{1,3}), which completes the proof. These identities are forced by the
observations that both of these objects are matrix quantities that are quadratic in T, with the first
object being a sum over the 2nd and 3rd indices of the two copies of T, and the second object being
a sum over the 1st and 3rd indices. 
The following corollary of Theorem 6.5 handles a larger class of random contractions.
Corollary 6.6. Let T ∈ Rp ⊗ Rq ⊗ Rr be an order-3 tensor. Let 1 ∼ N (0,Σ) with covariance matrix Σ
satisfying 0  Σ  Idr. Then for any t > 0,
P
1
{∥∥∥∥ (Id⊗ Id⊗1T)T∥∥∥∥{1},{2} > t ·max
{
‖T‖{1},{2,3}, ‖T‖{2},{1,3}
}}
6 4(p + q) · e−t2/2 . (6.8)
Proof. We reduce to the case Σ = Idp and apply Theorem 6.5. Concretely, let 1
′ = 1 + h and
1′′ = 1− hwhere h is a random variable with distributionN (0, Idp −Σ) that is independent of 1. By
this construction, 1′ and 1′′ both havemarginal distributionN (0, Idp), and 1 = 12 (1′+1′′). Therefore
we can invoke Theorem 6.5 for random variables 1′ and 1′′. Letting σ = max{‖T‖{1},{2,3}, ‖T‖{2},{1,3}},
using the union bound and the triangle inequality, we have that
P
1
{ ∥∥∥∥(Id⊗ Id⊗1T)T∥∥∥∥{1},{2} > tσ
}
= P
1,h
{ ∥∥∥∥(Id⊗ Id⊗(1′ + 1′′)T)T∥∥∥∥{1},{2} > 2tσ
}
6 P
1,h
{ ∥∥∥∥(Id⊗ Id⊗(1′)T)T∥∥∥∥{1},{2} +
∥∥∥∥(Id⊗ Id⊗(1′′)T)T∥∥∥∥{1},{2} > 2tσ
}
6 P
1,h
{ ∥∥∥∥(Id⊗ Id⊗(1′)T)T∥∥∥∥{1},{2} > tσ
}
+ P
1,h
{ ∥∥∥∥(Id⊗ Id⊗(1′′)T)T∥∥∥∥{1},{2} > tσ
}
6 4(p + q) · e−t2/2 ,
where the second line uses the triangle inequality, the third line uses the union bound, and the
fourth line uses Theorem 6.5 applied to 1′ and 1′′. 
Corollary 6.6 and Theorem 6.1 together imply the following theorem..
Theorem6.7. Let k ∈N andDbe a degree-(4k+10) pseudo-distribution overRd that satisfies {‖u‖2 6 1}D(u).
Let 1 ∼ N (0,Σ) be a Gaussian vector with covariance Σ  Id⊗k
d
. Then,
E
1∼N(0,Idd)
∥∥∥∥∥ E˜D(u)〈1, u⊗k〉 · uuT
∥∥∥∥∥ - √k log d
∥∥∥∥∥ E˜D(u)uuT
∥∥∥∥∥ . (6.9)
We can apply Corollary 6.6 repeatedly to obtain a bound for random contraction over a larger
number of modes.
Theorem 6.8. Let T ∈ Rp×q×r1×···×rs be an order-(s + 2) tensor, and 11 ∼ N (0,Σ1), . . . , 1s ∼ N (0,Σs) be
independent Gaussian random variables with covariance Σi  Idri for each i ∈ [r]. Let r¯ = maxi∈[s]{ri + 2}.
Then for any t > 0,
P
1
{∥∥∥∥ (Id⊗ Id⊗11T ⊗ . . . ⊗ 1sT)T∥∥∥∥{1},{2} > ts · maxS⊂[s]:1∈S,2<S
{
‖T‖S,Sc
}}
6 4(p + q) r¯s−1 e−t
2/2 . (6.10)
Proof. We prove by induction on s. The base case is exactly Corollary 6.6. For s > 2, suppose we
have proved the (s − 1)-case.
Let T′ =
(
Id⊗ Id⊗ Id⊗12T · · · ⊗ 1sT
)
T be an order-3 tensor. Then we have that(
Id⊗ Id⊗11T ⊗ . . . ⊗ 1sT
)
T =
(
Id⊗ Id⊗11T
)
T′ .
Then using Corollary 6.6 on T′ and 11, and then taking the expectation over 12, . . . , 1s, we have
P
11,...,1s
{∥∥∥∥ (Id⊗ Id⊗11T ⊗ . . . ⊗ 1sT)T∥∥∥∥{1},{2} > t ·max
{
‖T′‖{1},{2,3}, ‖T′‖{2},{1,3}
}}
6 4(p + q) e−t
2/2 . (6.11)
We view T′ as an order-(s + 1) tensor by merging the 2nd and 3rd modes, that is,(
Id⊗(Id⊗ Id) ⊗ 12T · · · ⊗ 1sT
)
T, and then apply the inductive hypothesis. We obtain
P
12,...,1s
{ ∥∥T′∥∥{1},{2,3} > ts−1 · max
S⊂[s]:1∈S,{2,3}∩S=∅
{
‖T‖S,Sc
}}
6 4(p + qr1) r¯
s−2 · e−t2/2 . (6.12)
Similarly, we have that
P
12,...,1s
{ ∥∥T′∥∥{1,3},{2} > ts−1 · max
S⊂[s]:{1,3}∈S,2<S=∅
{
‖T‖S,Sc
}}
6 4(pr1 + q) r¯
s−2 · e−t2/2 . (6.13)
Using equations (6.11), (6.12), (6.13), and applying union bound we obtain
P
1
{∥∥∥∥ (Id⊗ Id⊗11T ⊗ · · · ⊗ 1sT)T∥∥∥∥{1},{2} > ts · maxS⊂[s]:1∈S,2<S
{
‖T‖S,Sc
}}
6 4(p + q) r¯s−1 e−t
2/2 ,
and complete the inductive proof.

7 Decomposition of random overcomplete 3-tensors
In this section, we assume that we are given a random 3rd order overcomplete symmetric tensor
T of the following form
T =
∑n
i=1
a⊗3
i
+ E , (7.1)
where n 6 d1.5/(log d)O(1), the vectors ai are drawn independently at random from the Euclidean
unit sphere, and the error tensor E satisfies ‖E‖{1},{2,3} 6 ε.
Let Idsym be the projection to the symmetric subspace of (R
d)⊗2 (the span of all x⊗2 for x ∈ Rd),
and let Φ = 1√
d
∑d
i=1 e
⊗2
i
∈ (Rd)⊗2. Let Idsym′ be the projection to the subspace orthogonal to Φ:
Idsym′ = Idsym −ΦΦT . (7.2)
Algorithm 2 Polynomial-time algorithm for random overcomplete 3-tensor decomposition
Input: Number ε > 0 and n ∈N and symmetric tensor T ∈ (Rd)⊗3 of the form (7.1).
Find: aˆ1, . . . , aˆn ∈ Rd.
Algorithm:
1. Call Algorithm 1 with
A =
{
〈T, u⊗3〉 > 1 − ε, ‖u‖2 = 1
}
, (7.3)
P(u) = Idsym′ u
⊗2 , (7.4)
where Idsym′ is defined in (7.2). Suppose the outputs of Algorithm 1 are bˆ1, . . . , bˆn.
2. Let aˆi be τi the top eigenvector of the matrix reshaping of bˆi, where τi ∈ {1,−1} is chosen so
that Taˆ1 > 0.
Theorem (Restatement of Theorem 1.2). With probability 1 − d−ω(1) over the choice of random unit
vectors a1, . . . , an ∈ Rd, when given a symmetric 3-tensor T ∈ (Rd)⊗3 as input, the output aˆ1, . . . , aˆn ∈ Rd
of Algorithm 2 satisfies
distH
(
{aˆ1, . . . , aˆn} , {a1, . . . , an}
)2
6 O
((
n
d1.5
)Ω(1)
+
∥∥∥∥T −∑n
i=1
a⊗3
i
∥∥∥∥{1},{2,3}
)
. (7.5)
Theorem 1.2 follows immediately from Theorem 5.2 and the following proposition:
Proposition 7.1. With probability 1−d−ω(1) over the choice of randomunit vectors a1 , . . . , an, the parameters
P(·) and A defined in Algorithm 2 satisfy the requirements of Theorem 5.2. In particular, let ci = P(ai) =
Idsym′ a
⊗2
i
. Then ∥∥∥∥∥∥∥
n∑
i=1
cici
T
∥∥∥∥∥∥∥ 6 1 + δ , (7.6)
where δ = O˜(
√
n/d + n/d1.5), and
A ⊢
n∑
i=1
〈ci,P(u)〉4 >
(
1 −O(ε + 1/d)
)
‖P(u)‖4 . (7.7)
We first show that by a simple extension of [GM15, Theorem 4.2 and Lemma 8],A implies that
the sum of the terms 〈ai, u〉8 is large. Note that ci ≈ a⊗2i and P(u) ≈ u⊗2, and therefore this is already
fairly close to our target inequality (7.7).
Lemma 7.2 (Simple extension of [GM15, Theorem 4.2 and Lemma 8]). With probability 1 − d−ω(1)
over the choice of random unit vectors ai,
A ⊢

n∑
i=1
〈ai, u〉3 > 1 − ε, ‖u‖2 = 1
 ⊢

n∑
i=1
〈ai, u〉8 > 1 −O(ε) − δ
 . (7.8)
where δ = O˜(n/d3/2).
Proof. Using the proof of [GM15, Theorem 4.2] (specifically Lemma 3 and Claim 1), and the proof
of Lemma 5 (specifically equation (11) and equation (15)) we have9
A ⊢

n∑
i=1
〈u, ai〉4 > 1 −O(ε) − δ, and
n∑
i=1
〈u, ai〉6 > 1 −O(ε) − δ
 . (7.9)
where δ = O(n logO(1) d/d3/2). Then we extend the proof using the same idea to higher powers:
⊢

n∑
i=1
〈u, ai〉6

2
=
〈
n∑
i=1
〈u, ai〉5ai
 , u
〉2
6
∥∥∥∥∥∥∥
n∑
i=1
〈u, ai〉5ai
∥∥∥∥∥∥∥
2
=
n∑
i=1
〈u, ai〉10 +
∑
i, j
〈u, ai〉5〈u, a j〉5〈ai, a j〉
6
n∑
i=1
〈u, ai〉10 +

n∑
i=1
〈u, ai〉4


n∑
i=1
〈u, ai〉4
maxi, j |〈ai, a j〉| , (7.10)
where the first line uses the Cauchy-Schwarz inequality (Lemma A.1) and the last line uses the fact
that D(u) satisfies the constraint −1 6 〈u, ai〉 6 1. By [GM15, Lemma 2], we have that
A ⊢
n∑
i=1
〈u, ai〉4 6 1 + δ . (7.11)
Combining the equation above, equation (7.10), equation (7.9), and the fact that with high proba-
bility 〈ai, a j〉 6 O˜(1/
√
d), we obtain
A ⊢
n∑
i=1
〈u, ai〉10 > 1 −O(ε) − δ . (7.12)
Therefore, using the fact that 〈u, ai〉2 6 1, we complete the proof. 
Lemma 7.3 (Rephrasing of [HSSS16, Lemma 5.9]). Let a1, . . . , an ∈ Rd be independent random vectors
drawn uniformly from the Euclidean unit sphere with 1 6 n 6 d1.5/ logO(1) d, and let C be the matrix with
columns ci = Idsym′ a
⊗2
i
. Then
‖CTC − Idn ‖ 6 δ , (7.13)
where δ = O˜(
√
n/d + n/d1.5).
9Technically [GM15] only proved the case when the vectors ai are uniform over {±1/
√
d}d, though the proofs work
for the uniform distribution over the unit sphere as well.
Though [HSSS16, Lemma 5.9] assumes n > d, its proof can also handle n 6 d if the error bound
is relaxed to O˜(
√
n/d). See specifically the end of the first paragraph of its proof. Also while
[HSSS16, Lemma 5.9] assumes Gaussian random vectors, its proof reduces to the case on the unit
sphere. Therefore we omit the proof of Lemma 7.3.
Finally we prove Proposition 7.1.
Proof of Proposition 7.1. Equation (7.6) follows from Lemma 7.3. To prove equation (7.3), we essen-
tially just replace a⊗2
i
in equation (7.8) by ci and bound the approximation error. We have
A ⊢
n∑
i=1
〈Idsym′ u⊗2, ci〉4 =
n∑
i=1
〈u⊗2, Idsym′ a⊗2i 〉4 =
n∑
i=1
(
〈u⊗2, a⊗2
i
〉 − 〈Φ, a⊗2
i
〉
)4
=
n∑
i=1
(
〈u⊗2, a⊗2
i
〉 − 1/d
)4
> (1 − 1/d)
n∑
i=1
〈u, ai〉8 −O(1/d)
> 1 −O(ε) −O(1/d) − O˜(n/d3/2) . (7.14)
where the second last step uses⊢ (x− y2)4 > (1− y2)x4 −O(y2), and the last step uses equation (7.8).

8 Robust decomposition of overcomplete 4-tensors
In this section we provide a sum-of-squares version of the FOOBI algorithm [LCC07]. FOOBI
yields the rank decomposition of a 4th order tensor T =
∑n
i=1 a
⊗4
i
under the mild condition that the
set {a⊗2
i
⊗ a⊗2
j
− (ai ⊗ a j)⊗2}i, j is linearly independent. FOOBI has not been formally shown to be
robust to noise, though it’s believed to tolerate spectral noise with magnitude up to some inverse
polynomial of dimension. In contrast, the noise tolerance of our sum-of-squares version depends
only on the condition number of certain matrices, and not directly on the dimension.
In Section 8.3 we additionally show, under a smoothed analysis model where each component
ai of the input tensor is randomly perturbed, that the relevant condition numbers are never
smaller than some inverse polynomial of the dimension, with high probability over the random
perturbations.
Throughout this section we will work with an input tensor T of the form
T =
n∑
i=1
a⊗4
i
+ E
where n 6 d2 and E is a symmetric noise tensor with bounded spectral norm ‖E‖{1,2},{3,4}.
For a matrix M, we use σmax(M), σmin(M) to denote its largest and smallest singular values
respectively, and σk(M) to denote its kth largest singular value.
Let A ∈ Rd2×n be the matrix with columns a⊗2
i
for i = 1, . . . , n. The guarantees of our algorithm
will depend on the following 4th order condition number of A:
Definition 8.1. For a full rank matrix A ∈ Rd2×n with columns a⊗2
i
for i = 1, . . . , n, let κ(A) defined
as
κ(A) = σ1.5max(Q)/σ
1.5
n (Q) + σ
2.5
max(Q)/(σ
2
min(B)σ
0.5
n (Q)) . (8.1)
where Q = AAT and B ∈ Rd4×n(n−1) is the matrix with columns bi, j = a⊗2i ⊗ a⊗2j − (ai ⊗ a j)⊗2 for every
i , j.
Theorem 8.2 (Restatement of Theorem 1.3). Let δ > 0. Let T ∈ (Rd)⊗4 be a symmetric 4-tensor and
{a1, . . . , an} ⊆ Rd be a set of vectors. Define E = T −
∑n
i=1 a
⊗4
i
and define A as the matrix with columns a⊗2
i
.
If ‖E‖{1,2},{3,4} 6 δ σn(AAT) and Algorithm 3 outputs {aˆ1, . . . , aˆn} on input T, then there exists a permutation
π : [n]→ [n] so that for every i ∈ [n], ∥∥∥ai − aˆπ(i)∥∥∥ 6 O(δ κ(A)) ‖ai‖ . (8.2)
Algorithm 3 Sum-of-Squares FOOBI for robust overcomplete 4-tensor decomposition
Input: Number δ > 0 and symmetric tensor T ∈ (Rd)⊗4.
Find: aˆ1, . . . , aˆn ∈ Rd.
Algorithm:
1. Compute the best rank-n approximation10 Q˜ of the d2 × d2 matrix reshaping of T. Let S˜ be
the column span of Q˜.
2. Run Algorithm 1 with inputs P(·) andA set to
P(x) = (Q˜+)1/2x⊗2 , (8.3)
A =
{
‖ IdS˜ x⊗2‖2 > (1 − 3δ) ‖x‖4
}
x
. (8.4)
Suppose the algorithm outputs cˆ1, . . . , cˆn.
3. Output aˆ1, . . . , aˆn such that for each i ∈ [n], the matrix aˆiaˆiT is the best rank-1 approximation
of the matrix reshaping of Q˜1/2cˆi.
Let Q˜ be the best rank-n approximation of the d2 × d2 matrix reshaping of T, and let S˜ be the
column space of Q˜. These two objects serve as our initial best-guess approximations of Q = AAT
and the subspace S spanned by {a⊗2
1
, . . . , a⊗2n } (also the column space of Q), which we do not have
access to. We define B ∈ Rd4×n(n−1) as the matrix with columns bi, j = a⊗2i ⊗ a⊗2j − (ai ⊗ a j)⊗2 for i , j.
One of the core techniques in the analysis will be to use (the following rephrased version of)
Davis and Kahan’s “sinθ” Theorem, which bounds the principle angle between the column spaces
of two matrices that are spectrally close to each other.
Theorem 8.3 (Direct consequence of Davis-Kahan Theorem [DK70]). Suppose symmetric PSDmatri-
ces Q ∈ RD×D and Q˜ ∈ RD×D of rank n 6 D satisfy ‖Q − Q˜‖ 6 δ σn(Q). Let S and S˜ be the column spaces
of Q and Q˜ respectively, and assume δ 6 12 . Then we have
sin(S, S˜)
def
= ‖ IdS − IdS˜ IdS ‖ = ‖ IdS˜ − IdS IdS˜ ‖ 6 δ/(1 − δ) . (8.5)
Consequently,
‖ IdS − IdS˜ ‖ 6 O(δ) . (8.6)
Theorem 8.2 follows from the analysis ofAlgorithm 1 as given in Theorem 5.2, as long aswe can
verify its two conditions, whichwe restate in the following twopropositions. While Proposition 8.4
follows quickly from Theorem 8.3, we prove Proposition 8.5 over the next three subsections.
Proposition 8.4. Let P(x) andA be as defined in Algorithm 3. Then each vector a1, . . . , an satisfiesA.
Proof. By Theorem 8.3, ‖ IdS˜ a⊗2i ‖ > ‖ IdS a⊗2i ‖ − ‖(IdS − IdS˜) a⊗2i ‖ > (1 − 2δ) ‖ai‖4. 
Proposition 8.5. Let P(x) andA be as defined in Algorithm 3. Then
A ⊢8
n∑
i=1
〈P(ai),P(x)〉4 > (1 − τ) ‖P(x)‖4 ,
where τ 6 O(δ σ2max(Q)/σ
2
min
(B)) +O(δ σmax(Q)/σn(Q)).
Proof of Theorem 8.2. By Theorem 5.2 along with Proposition 8.4 and Proposition 8.5, step 2 in
Algorithm 3 must yield vectors cˆ1, . . . , cˆn that are respectively O(τ)-close to P(a1), . . . ,P(an), where
τ 6 O(δ σ2max(Q)/σ
2
min
(B)) +O(δ σmax(Q)/σn(Q)). Then
‖a⊗2i − Q˜1/2cˆi‖ 6 ‖a⊗2i − Q˜1/2P(ai)‖ + ‖Q˜1/2(P(ai) − cˆi)‖
6 ‖a⊗2
i
− IdS˜ a⊗2i ‖ + σ1/2max(Q) ·O(τ)
6 ‖(IdS − IdS˜)a⊗2i ‖ + σ1/2max(Q) ·O(τ)
6 O(δ σ1/2max(Q)) + σ
1/2
max(Q) ·O(τ)
6 σ1/2max(Q) ·O(τ)
6 σ1/2max(Q)/σ
1/2
n (Q) ·O(τ) · ‖a⊗2i ‖
= O(δ κ(A)) ‖a⊗2
i
‖ .
Therefore taking the best rank-1 approximation of thematrix reshaping of Q˜1/2cˆi gives anO(δ κ(A))-
approximation of ai. 
8.1 Noiseless case
We first prove Proposition 8.5 in the noiseless case, when T =
∑
a⊗4
i
and Q˜ = Q and S˜ = S. In this
scenario, we find that the left-hand side of the conclusion of Proposition 8.5 becomes
n∑
i=1
〈P(ai),P(x)〉4 =
n∑
i=1
〈
(Q+)1/2a⊗2
i
, (Q+)1/2x⊗2
〉4
=
n∑
i=1
[
(a⊗2
i
)
T
Q+x⊗2
]4
=
∥∥∥ATQ+x⊗2∥∥∥4
4
.
The term ‖P(x)‖4
2
on the right becomes ‖(Q+)1/2x⊗2‖4
2
. Thus Proposition 8.5 becomes
Proposition 8.6 (Noiseless Proposition 8.5). Let
A′ =
{
‖ IdS x⊗2‖22 > (1 − c δ) ‖x‖42
}
x
, (8.7)
for some constant c > 0. Then
A′ ⊢8
∥∥∥ATQ+x⊗2∥∥∥4
4
> (1 − τ)
∥∥∥(Q+)1/2x⊗2∥∥∥4
2
,
where τ 6 O(δ σ2max(Q)/σ
2
min
(B)), where c is treated as a constant in the big-O notation.
Proof. We write x⊗2 as a linear combination of the vectors a⊗2
i
plus some term orthogonal to S.
⊢ x⊗2 = IdS x⊗2 + IdS⊥ x⊗2
=

n∑
i=1
αi a
⊗2
i
 + IdS⊥ x⊗2 ,
where α = A+x⊗2 is a n-dimensional vector with polynomial entries. SinceQ = AAT, it follows that
ATQ+x⊗2 = α and ‖(Q+)1/2x⊗2‖4
2
= ‖α‖4
2
, so that it will suffice to show ‖α‖4
4
> (1 − τ) ‖α‖4
2
.
We consider x⊗4:
⊢ x⊗4 = x⊗2 ⊗ x⊗2 =

n∑
i=1
αi a
⊗2
i
 ⊗

n∑
i=1
αi a
⊗2
i
 + ζ
=

∑
i, j∈[n]
αiα j a
⊗2
i ⊗ a⊗2j
 + ζ , (8.8)
with the error term ζ = (IdS x
⊗2 + IdS⊥ x⊗2)⊗2 − (IdS x⊗2)⊗2, so that A′ ⊢ ‖ζ‖22 6 O(δ) ‖x‖82, since
A′ ⊢ ‖ IdS⊥ x⊗2‖22 6 O(δ) ‖x‖42 from the definition ofA′.
Since x⊗4 is invariant with respect to permutation of its tensor modes, we can also write it as
⊢ x⊗4 =

n∑
i=1
αiα j (ai ⊗ a j)⊗2
 + ζ′ , (8.9)
where similarlyA′ ⊢ ‖ζ′‖2
2
6 O(δ) ‖x‖8
2
.
Therefore, taking the difference of constraints (8.8) and (8.9) and recalling the definition of B
being the matrix with columns bi, j = a
⊗2
i
⊗ a⊗2
j
− (ai ⊗ a j)⊗2, we obtain
A′ ⊢
∥∥∥∥∥∥∥∥
∑
i, j
αiα j bi, j
∥∥∥∥∥∥∥∥
2
2
= ‖ζ′ − ζ‖22 6 O(δ) ‖x‖82 ,
so that therefore since ‖Bv‖2
2
> σ2
min
(B) ‖v‖2
2
for all vectors v,
A′ ⊢
∑
i, j
α2i α
2
j · σ2min(B) 6
∥∥∥∥∥∥∥∥
∑
i, j
αiα j bi j
∥∥∥∥∥∥∥∥
2
2
6 O(δ) ‖x‖82
6 O(δ)
[
σmax(Q) x
⊗2Q+x⊗2
]2
6 O(δ)σ2max(Q) ‖α‖42 .
Hence, substituting in the above inequality,
A′ ⊢ ‖α‖44 = ‖α‖42 −
∑
i, j
α2i α
2
j > (1 −O(δ σ2max(Q)/σ2min(B))) ‖α‖42 . 
8.2 Noisy case
At this pointwe’ve proved a version of Proposition 8.5 in the special casewhere there is no noise. In
order to handle noisewe need to show two things: first that the noisy set of polynomial constraints
A used in Algorithm 3 implies the noiseless versionA′ from Proposition 8.6, and second that the
desired conclusion ofA in Proposition 8.5 follows from its noiseless counterpart in Proposition 8.6.
The first step follows immediately from Theorem 8.3:
Lemma 8.7. LetA be defined as in Algorithm 3 andA′ be defined as in Proposition 8.6. ThenA ⊢ A′.
Proof. By Theorem 8.3, ‖ IdS x⊗2‖22 = ‖ IdS˜ x⊗2‖22 − (x⊗2)T(IdS˜ − IdS) x⊗2 > (1 −O(δ)) ‖x‖42. 
For the second step, we have by Proposition 8.6 and Lemma 8.7 a statement of the form
A ⊢8
∥∥∥ATQ+x⊗2∥∥∥4
4
> (1 − τ′)
∥∥∥(Q+)1/2x⊗2∥∥∥4
2
,
but to prove Proposition 8.5 we need a statement of the form (after expanding out the function P)
A ⊢ℓ
∥∥∥ATQ˜+x⊗2∥∥∥4
4
> (1 − τ)
∥∥∥(Q˜+)1/2x⊗2∥∥∥4
2
.
Thus what remains is to show that not too much is lost when we approximate Q+ with Q˜+.
Lemma 8.8. Suppose symmetric PSD matrices Q ∈ RD×D and Q˜ ∈ RD×D both of rank n 6 D satisfy
‖Q − Q˜‖ 6 δ σn(Q). Then ‖Q(Q+ − Q˜+)‖ 6 O(δ) and similarly
∥∥∥Q1/2((Q+)1/2 − (Q˜+)1/2)∥∥∥ 6 O(δ).
Proof. By Theorem 8.3, ‖QQ+ − Q˜Q˜+‖ 6 ‖ IdS − IdS˜ ‖ 6 O(δ), where S and S˜ are the column spaces
of Q and Q˜ respectively. Then by adding and subtracting a term of QQ˜+,∥∥∥Q(Q+ − Q˜+) + (Q − Q˜) Q˜+∥∥∥ 6 O(δ) .
By triangle inequality,∥∥∥Q(Q+ − Q˜+)∥∥∥ 6 O(δ) + ∥∥∥(Q − Q˜) Q˜+∥∥∥ 6 O(δ) + ‖Q − Q˜‖ · ‖Q˜+‖ 6 O(δ) .
The analogous result for
∥∥∥Q1/2((Q+)1/2 − (Q˜+)1/2)∥∥∥ is obtained by substituting (Q+)1/2 for Q+ and
(Q˜+)1/2 for Q˜+ in the above argument. 
We also show that not too much is lost when approximating a vector with high ℓ4/ℓ2 ratio.
Lemma 8.9. For γ, β, τ 6 1/2, let B be the set of polynomial inequalities
B =
{
−β‖v‖22 6 ‖u‖22 − ‖v‖22 6 β‖v‖22, ‖u − v‖22 6 γ‖v‖22
}
∪
{
‖v‖44 > (1 − τ)‖v‖42
}
.
Then we have
B ⊢4
{
‖u‖44 > (1 − τ −O(
√
γ + β)) ‖u‖42
}
.
Proof of Lemma 8.9. Wehave that
{
‖u − v‖2
2
6 γ‖v‖2
2
}
⊢ (ui−vi)2 6 γ‖v‖2. Moreover, sinceB ⊢ ‖u‖22 6
(1 + γ)‖v‖2
2
we have that B ⊢ (ui + vi)2 6 ‖u + v‖22 6 O(‖v‖22). Therefore it follows that
B ⊢ v2i − u2i = (vi − ui)(ui + vi) 6
√
γ/2 · (ui + vi)2 + 1/√γ · (ui − vi)2
6 O(
√
γ ‖v‖22) ,
where we used the AM-GM inequality. It follows that for every i,
B ⊢
∑
j,i
u2j − v2j 6 ‖u‖2 − ‖v‖2 + v2i − u2i 6 O((
√
γ + β) ‖v‖22) .
Therefore by two rounds of adding-and-subtracting,
B ⊢
∑
i, j
u2i u
2
j =
∑
i
u2i

∑
j,i
u2j −
∑
j,i
v2j
 +
∑
i
v2i

∑
j,i
u2j −
∑
j,i
v2j
 +
∑
i, j
v2i v
2
j
6
∑
i
u2i ·O((
√
γ + β) ‖v‖22) +
∑
i
v2i ·O((
√
γ + β) ‖v‖22) +
∑
i, j
v2i v
2
j
= O(
√
γ + β) (‖u‖22‖v‖22 + ‖v‖42) + ‖v‖44 − ‖v‖42
6 (τ +O(
√
γ + β)) ‖v‖42
6 (τ +O(
√
γ + β)) ‖u‖42 .
Here in the second line we used the axiom that ‖u‖2
2
− ‖v‖2
2
6 β‖v‖2
2
, the second-to-last line uses the
axiom ‖v‖4
4
> (1 − τ)‖v‖4
2
, and the last one uses ‖u‖2
2
− ‖v‖2
2
> −β‖v‖2
2
so that ‖v‖2
2
6 (1 − β)−1‖u‖2
2
.
Rearranging the final inequality above we obtain the desired result. 
Proof of Proposition 8.5. We know by Proposition 8.6 and Lemma 8.7
A ⊢8
∥∥∥ATQ+x⊗2∥∥∥4
4
> (1 − τ′)
∥∥∥(Q+)1/2x⊗2∥∥∥4
2
, (8.10)
where τ′ 6 O(δ σ2max(Q)/σ2min(B)).
By Lemma 8.8,
⊢
∥∥∥ATQ+x⊗2 − ATQ˜+x⊗2∥∥∥2
2
=
∥∥∥AT(Q+ − Q˜+) x⊗2∥∥∥2
2
=
∥∥∥A+Q(Q+ − Q˜+) x⊗2∥∥∥2
2
6 ‖A+‖22 ·O(δ2) · ‖x‖42
6 O(δ2)σ−1n (Q) ‖x‖42 .
Also, using Lemma 8.8 after adding and subtracting a term of Q+QQ˜+,
⊢
∥∥∥ATQ+x⊗2‖22 − ‖ATQ˜+x⊗2∥∥∥22 = (x⊗2)TQ+AATQ+x⊗2 − (x⊗2)TQ˜+AATQ˜+x⊗2
= (x⊗2)T[Q+QQ+ − Q˜+QQ˜+] x⊗2
= (x⊗2)T[Q+Q(Q+ − Q˜+) + (Q+ − Q˜+)QQ˜+] x⊗2
6 (x⊗2)T[O(δ)Q+ +O(δ) Q˜+] x⊗2
6 O(δ)σ−1n (Q) ‖x‖42 ,
and similarly in the other direction. Furthermore,
⊢
∥∥∥ATQ+x⊗2∥∥∥2
2
=
∥∥∥A+x⊗2∥∥∥2
2
> σ−1max(Q) ‖x‖42 .
Combining the above three inequalities with Lemma 8.9 and (8.10),
A ⊢8
∥∥∥ATQ˜+x⊗2∥∥∥4
4
> (1 − τ)
∥∥∥ATQ˜+x⊗2∥∥∥4
2
,
where τ 6 O
(
δ σ2max(Q)/σ
2
min
(B) + δ σmax(Q)/σn(Q)
)
.
Finally, using the fact that A+Q1/2 is a whitened matrix and therefore has orthonormal rows
and then using triangle inequality with Lemma 8.8,
⊢
∥∥∥ATQ˜+x⊗2∥∥∥2
2
=
∥∥∥A+Q1/2 ·Q1/2(Q˜+)1/2 · (Q˜+)1/2x⊗2∥∥∥2
2
=
∥∥∥Q1/2(Q˜+)1/2 · (Q˜+)1/2x⊗2∥∥∥2
2
>
∥∥∥Q1/2(Q+)1/2 · (Q˜+)1/2x⊗2∥∥∥2
2
−
∥∥∥Q1/2[(Q+)1/2 − (Q˜+)1/2] · (Q˜+)1/2x⊗2∥∥∥2
2
>
∥∥∥IdS · (Q˜+)1/2x⊗2∥∥∥22 −O(δ) · ∥∥∥(Q˜+)1/2x⊗2∥∥∥22
> (1 −O(δ))
∥∥∥(Q˜+)1/2x⊗2∥∥∥2
2
.
Combining the above two inequalities we obtain the theorem. 
8.3 Condition number under smooth analysis
In this section we prove that the condition number κ(A) is at least inverse polynomial under the
smooth analysis framework [ST04]. We work with the same ρ-perturbation model as introduced
by [BCMV14]: Each a˜i is generated by adding a Gaussian random variable with covariance matrix
ρ
d Idd to ai. We are given a symmetric 4th order tensor
∑n
i=1 a˜
⊗4
i
(with noise). Let A˜ be the corre-
sponding matrix with columns a˜⊗2
i
. We will give an upper bound on κ(A˜). Suppose the vectors
ai have bounded norm; then σmax(Q) is bounded, and therefore an upper bound on κ(A˜) follows
from establishing lower bounds on σmin(B˜) and σmin(A˜A˜
T
). The lower bound on the latter follows
from [BCMV14] and therefore we focus on the former.
Theorem 8.10. Let n 6 d
2
10 and a˜1, . . . , a˜n be independent ρ-perturbations of a1, . . . , an. Let B˜ ∈ Rd
4×n(n−1)
be the matrix with columns b˜i j = a˜
⊗2
i
⊗ a˜⊗2
j
− (a˜i ⊗ a˜ j)⊗2 for i , j. Then with probability 1 − exp(−dΩ(1)),
we have σmin(B˜) > poly(1/d, ρ).
Wewill bound the smallest singular value using the leave-one-out distance defined by [RV09].
Lemma 8.11. [RV09] For matrix A ∈ Rd×n with columns Ai, i ∈ [n], let S−i be the span of the columns
without Ai, and d(A) = mini∈[n] ‖(Id− IdS−i )Ai‖. Then σmin(A) > 1√nd(A).
To bound d(B˜) from below, we use [BCMV14, Theorem 3.9] as our main tool.
Theorem 8.12. [BCMV14, Theorem 3.9] Let δ ∈ (0, 1) be a constant and W be an operator from Rnℓ to
R
m such that σδnℓ (W) > η. Then for any a1, . . . , aℓ ∈ Rd and their ρ-perturbations a˜1, . . . , a˜ℓ,
P
[∥∥∥W(a˜1 ⊗ · · · ⊗ a˜ℓ)∥∥∥ > ηρℓd−O(3ℓ)] 6 1 − exp(−δd1/3ℓ ) (8.11)
Towards bounding the least singular value of B˜ using Theorem 8.12, we need to address two
issues that don’t exist in [BCMV14]. The first one is that Theorem 8.12 requires a˜1, . . . , a˜ℓ to be
independent perturbations of a1, . . . , aℓ. However, we need to deal with a˜i ⊗ a˜i ⊗ a˜ j ⊗ a˜ j which is
a correlated perturbation of ai ⊗ ai ⊗ a j ⊗ a j. We will use (a simpler version of) the decoupling
technique of [dlPG99] and focus on a sub-matrix of B˜ where the noise is un-correlated.
The second difficulty is that the columns of B˜ are also correlated since each a˜i is used in n
columns. Therefore when the leave-one-out distance of B˜ is under consideration, the column B˜i j
and the subspace of the rest of the columns have correlated randomness, which prevents us from
using Theorem 8.12 directly. We will address this issue by projecting B˜i j into a smaller subspace
which is un-correlated with B˜i j and then apply Theorem 8.12.
Proof of Theorem 8.10. Wepartition [d] into 4 disjoint subsetsL1, L2, L3, L4 of size d/4. Let B˜
′ be the set
of rowsof B˜ indexedbyL1×L2×L3×L4. That is, the columnsof B˜′ are a˜i,L1⊗(a˜i,L2⊗a˜ j,L3−a˜ j,L2⊗a˜i,L3 )⊗a˜ j,L4 ,
for i , j, where a˜i,L denotes the restriction of vector ai to the subset L.
We fix a column B˜′
i j
with i , j. Let V = span{B˜′
kℓ
: (k, ℓ) , (i, j)}. Clearly V is correlated with B˜′
i j
.
We define the following subspace that contains V,
Vˆ = span
{
a˜ j,L1 ⊗ x ⊗ y ⊗ a˜i,L4 ,
a˜k,L1 ⊗ a˜k,L2 ⊗ x ⊗ y ,
a˜k,L1 ⊗ x ⊗ a˜k,L3 ⊗ y ,
x ⊗ y ⊗ a˜k,L3 ⊗ a˜k,L4 ,
x ⊗ a˜k,L2 ⊗ y ⊗ a˜k,L4
∣∣∣∣∣ x, y ⊗Rd/4, k < {i, j}}
(8.12)
Therefore by definition Vˆ ⊃ V, and thus Vˆ⊥ ⊂ V⊥ where V⊥ denotes the subspace orthogonal to
V. Observe that by the definition of Vˆ, we have a˜i,L1 ⊗ a˜i,L2 ⊗ a˜ j,L3 ⊗ a˜ j,L4 is independent from Vˆ.
Moreover, Vˆ has dimension at most d2 + d2 + 4nd2 < d4/2. Then by Theorem 8.12 we obtain that
with probability at least 1 − exp(−dΩ(1)),∥∥∥IdVˆ⊥ a˜i,L1 ⊗ a˜i,L2 ⊗ a˜ j,L3 ⊗ a˜ j,L4∥∥∥ > poly(1/d, ρ) .
Consequently,∥∥∥∥IdV⊥ B˜′i j∥∥∥∥ > ∥∥∥∥IdVˆ⊥ B˜′i j∥∥∥∥ = ∥∥∥IdVˆ⊥ a˜i,L1 ⊗ a˜i,L2 ⊗ a˜ j,L3 ⊗ a˜ j,L4∥∥∥ > poly(1/d, ρ) ,
where the first inequality follows from V ⊂ Vˆ and second one follows from the fact that a˜i,L1 ⊗
a˜ j,L2 ⊗ a˜i,L3 ⊗ a˜ j,L4 is orthogonal to the subspace Vˆ⊥.
Then taking union bound over all i , j, we obtain that d(B˜′) > poly(1/d, ρ) occurs with
probability 1 − exp(−dΩ(1)). Therefore σmin(B˜′) > poly(1/d, ρ) which in turn implies that σmin(B˜) >
σmin(B˜
′) > poly(1/d, ρ).

9 Tensor decomposition with general components
In this section we prove Theorem 1.6 (tensor decomposition with general components). The key
ingredient is a scheme for rounding pseudo-distributions (see Theorem 9.1 below) that improves
over our previous scheme (Theorem 4.1): The improved rounding scheme only requires moments
of degree logarithmic in the overcompleteness parameter σ.
9.1 Improved rounding of pseudo-distributions
Theorem 9.1. Let s, σ > 1 and ε ∈ (0, 1). Let D be a degree-s pseudo-distribution over Rd that satisfies the
constraint {‖u‖2 6 1}, and let a be a unit vector in Rd. Suppose that s > O(1/ε) · log(σ/ε) and,
E˜
D(u)
〈a, u〉2s+2 > Ω(1/σ) ·
∥∥∥∥E˜ [uuT]∥∥∥∥ > d−O(1) . (9.1)
Then, with probability at least 1/dO(s
3) over the choice of independent random variables 11, . . . , 1s ∼
N (0, Idd2), the top eigenvector u⋆ of the following matrix satisfies that 〈a, u⋆〉2 > 1 −O(ε),
M1 = E˜
D(u)
〈11, u⊗2〉 · · · 〈1s, u⊗2〉 · uuT (9.2)
We start by defining some notations for convenience. Let
p1(u) = 〈11, u⊗2〉 · · · 〈1s, u⊗2〉 .
Moreover, Let
α j = 〈1 j, a⊗2〉, 1′j = 1 j − α ja⊗2, and β j = 〈1′j, u〉 .
Therefore we have that 〈1 j, u⊗2〉 = 〈α ja⊗2, u⊗2〉 + 〈1′j, u⊗2〉 = α j〈a, u〉2 + β j, and it follows that
p1(u) =
∏
16 j6s(α j〈a, u〉2 + β j).
Theorem 9.1 follows from the following proposition and a variant of Wedin’s Theorem (see
Lemma A.5).
Proposition 9.2. In the setting of Theorem 9.1, let Id−1 = Id−aaT. Then, with at least (Ω(1/n)−1/dO(1)) ·
1/dO(s
3) probability over randomness of 1, we have
max
{∥∥∥∥E˜ [p1(u) Id−1 uuT Id−1]∥∥∥∥ , ∥∥∥∥E˜ [p1(u) Id−1 uuT Id1]∥∥∥∥} 6 ε E˜ [p1(u)〈u, a〉2] . (9.3)
Proposition above follows from the following two propositions, one of which lowerbounds the
RHS of (9.3) and the other upperbounds the LHS of (9.3).
Proposition 9.3. In the setting of Theorem 9.1, let τ = s
√
s log d. Conditioned on the event that
α1, . . . , αs > τ, we have with at least Ω(1/n) probability over the choice of 1
′
E˜
[
p1(u)〈u, a〉2
]
> 0.9α1 . . . αs E˜[〈a, u〉2s+2]
Proposition 9.4. In the setting of Theorem 9.1, let τ = s
√
s log d and Id−1 = Id−aaT. Conditioned on the
event that α1, . . . , αs > τ, we have with at least 1 − d−Ω(1) probability over the choice of 1′,
max
{∥∥∥∥E˜ [p1(u) Id−1 uuT Id−1]∥∥∥∥ , ∥∥∥∥E˜ [p1(u) Id−1 uuT Id1]∥∥∥∥} 6 O(εα1 . . . αs) · E˜ [〈a, u〉2s+2] . (9.4)
We first prove Proposition 9.3. We need the following three lemmas.
Lemma 9.5. Let ε ∈ (0, 1/3) and 0 6 δ 6 ε. Suppose 0 6 κ 6 δα j for every j ∈ [s], then there exists a SoS
proof
⊢x x
2
∏
j∈[s]
(α jx
2 + κ) 6 α1 . . . αs
(
(1 − ε)sx2 + (1 +O(δ))sx2s+2
)
Proof. Since this is a univariate polynomial inequality, it suffice to show that it’s true for every x,
which will imply that there is also a SoS proof. For x ∈ R such that x2 6 1 − 2ε, we have that
x2
∏
j∈[s]
(α jx
2 + κ) 6 x2
∏
j∈[s]
(1 − ε)α j (by ε > δ and δα j > κ)
6 (1 − ε)sα1 . . . αsx2
For x ∈ R such that x2 > 1 − 2ε > 1/3, we have that
x2
∏
j∈[s]
(α jx
2 + κ) 6 x2
∏
j∈[s]
α j(1 +O(δ))x
2 (by x2 > 1/3 and δα j > κ)
6 α1 . . . αs(1 +O(δ))
sx2s+2
Hence we obtain a proof for the nonnegativity of the target polynomial. It is known that every
nonnegative univariate polynomial admits a sum-of-squares proof. Therefore the inequality above
has a sum-of-squares proof. 
Lemma 9.6. In the setting of Theorem 9.1, let τ = s
√
s log d, κ = O(
√
s log d). Conditioned on the event
that α1, . . . , α j > τ, we have
E˜
〈a, u〉2
∏
j∈[s]
(α j〈a, u〉2 + κ)
 6 α1 . . . αs ·O(E˜ [〈a, u〉2s+2]) .
Proof. By Lemma 9.5, we have,
E˜
〈a, u〉2
∏
j∈[s]
(α j〈a, u〉2 + κ)
 6 α1 . . . αs ((1 − ε)s E˜[〈a, u〉2] + (1 +O(1/s))s E˜ [〈a, u〉2s+2])
6 α1 . . . αs ·O(E˜
[
〈a, u〉2s+2
]
)
(by (1 − ε)s 6 ε/σ and E˜
[
〈u, a〉2s+2
]
>
1
σ
∥∥∥E˜[uuT∥∥∥)

Proof of Proposition 9.3. We have
E
1′
[
E˜
[
p1(u)〈u, a〉2
]
| α1, . . . , αs
]
= E
1′
E˜

∏
16 j6s
(α j〈a, u〉2 + β j)〈u, a〉2
 | α1, . . . , αs

= E˜

∏
j∈[s]
(α j〈a, u〉2 + E[β j]) · 〈u, a〉2

(by linearity of pseudo-expectation and independence of 1′
1
, . . . , 1′s)
= α1 . . . αs E˜[〈a, u〉2s+2] (9.5)
Moreover, we bound the variance,
E
1′
[(
E˜
[
p1(u)〈u, a〉2
])2 | α1, . . . , αs] 6 E
1′
[
E˜
[
p1(u)
2〈u, a〉4
]
| α1, . . . , αs
]
= E˜

∏
j∈[s]
E
1 j
[
α j〈a, u〉2 + β j
]2 · 〈u, a〉4

= E˜

∏
j∈[s]
(α2j 〈a, u〉4 + 1) · 〈u, a〉4

6 E˜

∏
j∈[s]
(α2j 〈a, u〉2 + 1) · 〈u, a〉2
 (by 〈u, a〉2 6 1)
= α1 . . . αs E˜[〈a, u〉2s+2] (By Lemma 9.6)
Therefore, by Paley-Zygmund inequality, we have that with probability
P
1′
[
E˜
[
p1(u)〈u, a〉2
]
> 0.9α1 . . . αs E˜[〈a, u〉2s+2] | α1, . . . , αs
]
>
1
100
α1 . . . αs E˜[〈a, u〉2s+2] > Ω(1/n) ,
which completes the proof. 
Towards proving Proposition 9.4, we start with the following Lemma.
Lemma 9.7. Let ε > 0, k ∈ N, a ∈ Rd with ‖a‖ = 1 and A = {‖u‖2 6 1}. Then, there exists a matrix
sum-of-squares proof,
A ⊢u,1/ε
(
〈a, u〉2k − (1 − ε)k
)
· (Id−1 u)(Id−1 u)T  O(ε) · 〈a, u〉2k+2 · Id .
Proof. Let r = 1/ε. We may assume r is an integer and that ε > 0 is small enough such that
(1 − ε)r > 1/3. Then, the univariate polynomial inequality x2k − (1 − ε)k 6 3x2k · x2r holds for all
x ∈ R. (For x2 < 1 − ε, the left-hand side is negative. For x2 > 1 − ε, the right-hand side is at least
x2k because 3x2r > x2r/(1 − ε)r > 1.) It follows that there exists a sum-of-squares proof
⊢x x
2k − (1 − ε)k 6 3x2k · x2r. (9.6)
Similarly, there exists a sum-of-squares proof (see the texts below equation (4.7) as well)
⊢x x
2r(1 − x2) 6 O(1/r) · x2 = O(ε) · x2. (9.7)
Therefore,
A ⊢u,1/ε
(
〈a, u〉2k − (1 − ε)k
)
· (Id−1 u)(Id−1 u)T
 3〈a, u〉2k+2r · (Id−1 u)(Id−1 u)T (by (9.6))
 3〈a, u〉2k+2r · (1 − 〈a, u〉2) Id (because ⊢ vvT  ‖v‖2 Id by Lemma 3.10)
 O(ε) · 〈a, u〉2k+2 · Id . (by (9.7))

Proof of Proposition 9.4. We only bound
∥∥∥∥E˜ [p1(u) Id−1 uuT Id−1]∥∥∥∥. The other term can be controlled
similarly and the detailed proof are left to the readers. Let αS =
∏
j∈S α j and βS =
∏
j∈S β j. By the
fact that 〈1 j, u⊗2〉 = α j〈a, u〉2 + β j, we have,
p1(u) Id−1 uuT Id−1 =
∑
S⊂[s],L=Sc
αSβL〈a, u〉2|S| Id−1 uuT Id−1︸                           ︷︷                           ︸
WS(u)
, (9.8)
where each summand is denoted byWS(u). Observe thatWS can be written as
WS(u) =
Id⊗ Id⊗ 1
′T
j1
⊗ · · · ⊗ 1′Tjr︸          ︷︷          ︸
{ j1,..., jr}=T
 ·
(
〈a, u〉2|S|(Id−1 u) ⊗ (Id−1 u) ⊗ u⊗|L|
)
Then by Theorem 6.8, with probability at least 1 − 2−sd−Ω(1) over the choice of 1′
1
, . . . , 1′s we have ,∥∥∥E˜ [WS]∥∥∥ 6 αSO(s log d)|L|/2 · max
J∈[|L|+2]:1∈J,2<J
∥∥∥∥E˜ [〈a, u〉2|S|(Id−1 u) ⊗ (Id−1 u) ⊗ u⊗|L|]∥∥∥∥
J,Jc
6 αSO(s log d)
|L|/2 ·
∥∥∥∥E˜ [〈a, u〉2|S|(Id−1 u) ⊗ (Id−1 u)]∥∥∥∥ (Lemma 6.3 and ‖u‖2 6 1.)
By Lemma 9.7 we have that
{‖u‖2 6 1} ⊢u,1/ε
(
〈a, u〉2|S| − (1 − ε)|S|
)
· (Id−1 u)(Id−1 u)T  O(ε) · 〈a, u〉2|S|+2 · Id .
Therefore taking pseudo-expectation, we obtain that
E˜
[
〈a, u〉2|S|(Id−1 u) ⊗ (Id−1 u)
]
 E˜
[
(1 − ε)|S|(Id−1 u) ⊗ (Id−1 u)
]
+O(ε) E˜
[
〈a, u〉2|S|+2 Id
]
(9.9)
Then using the fact that∥∥∥∥E˜ [(1 − ε)|S|(Id−1 u) ⊗ (Id−1 u)]∥∥∥∥ = ∥∥∥∥Id−1 E˜ [(1 − ε)|S|uuT] Id−1∥∥∥∥ 6 (1 − ε)|S| ∥∥∥∥E˜ [uuT]∥∥∥∥ ,
and equation (9.9), we have∥∥∥E˜ [WS]∥∥∥ 6 αSO(s log d)|L|/2 · ((1 − ε)|S| ∥∥∥∥E˜ [uuT]∥∥∥∥ +O(ε) E˜ [〈a, u〉2|S|+2 Id]) (9.10)
Taking union boundover all subsetS, with probability at least 1−d−Ω(1), we have equation (9.10)
holds for every S ⊂ [s]. Taking the sum of equation (9.10) over S, we conclude that∥∥∥∥E˜ [p1(u) Id−1 uuT Id−1]∥∥∥∥ 6∑
S
∥∥∥E˜ [WS]∥∥∥ (by equation (9.8))
6
∥∥∥∥E˜ [uuT]∥∥∥∥ ·∏
j∈[s]
((1 − ε)α j +O(
√
s log d)) +O(ε) E˜
〈a, u〉2
∏
j∈[s]
(α j〈a, u〉2 +O(
√
s log d))
 (9.11)
When α j > τ, where τ = s
√
s log d and s = cε log(σ/ε) where c is a sufficiently large absolute
constant, using the fact that
∥∥∥∥E˜ [uuT]∥∥∥∥ 6 σ/n, we have∥∥∥∥E˜ [uuT]∥∥∥∥∏
j∈[s]
((1 − ε)α j +O(
√
s log d)) 6 (1 − ε/2)sα1 . . . αs 6 ε
n
α1 . . . αs .
Regarding the second term on the RHS of (9.11), by Lemma 9.6, we have that when α j > τ,
E˜
〈a, u〉2
∏
j∈[s]
(α j〈a, u〉2 +O(
√
s log d))
 6 α1 . . . αs ·O(E˜ [〈a, u〉2s+2])
Therefore, plugging in the two bounds above into equation (9.11), we obtain that∥∥∥∥E˜ [p1(u) Id−1 uuT Id−1]∥∥∥∥ 6 O(εα1 . . . αs) · E˜ [〈a, u〉2s+2] .

9.2 Finding all components
In this section we prove Theorem 1.6 (restated below) using iteratively the rounding scheme that
is developed in the subsection before.
Theorem (Restatement of Theorem 1.6). There exists an algorithm A (see Algorithm 4) with polynomial
running time (in the size of its input) such that for all ε ∈ (0, 1), σ > 1, for every set of unit vectors
{a1, . . . , an} ⊆ Rd with ‖
∑n
i=1 aiai
T‖ 6 σ and every symmetric 2k-tensor T ∈ (Rd)⊗2k with k > (1/ε)O(1) ·
log(σ) and
∥∥∥T −∑i a⊗2ki ∥∥∥{1,...,k},{k+1,...,2k} 6 1/3, we have
distH
(
A(T), {a⊗2
1
, . . . , a⊗2n }
)2
6 O (ε) .
Algorithm 4 Tensor decomposition with general components
Parameters: numbers ε > 0, n ∈N.
Given: 2k-th order tensor T
Find: Set of vectors S = {aˆ1, . . . , aˆn′} ⊂ Rd with n′ 6 n.
• Let s = k − 1, ℓ = O(s), and η = O(ε)1/2.
A =
{
‖u‖2 = 1
}
∪
{
〈T, u2s+2〉 > 2/3
}
. (9.12)
• For i from 1 to n, do the following:
1. Compute a ℓ-degree pseudo-distributionD(u) over Rd that satisfies the constraints
A and
∥∥∥E˜D(u) uuT∥∥∥ 6 σ
n − i + 1 . (9.13)
2. Repeat T = dO(s
3) rounds of the following:
– Choose standard Gaussian vectors 11, . . . , 1s ∼ N (0, Idd2) and compute the top
eigenvectors a⋆ of the following matrix,
E˜
D(u)
〈1s, u⊗2〉 . . . 〈1s, u⊗2〉 · uuT ∈ Rd×d . (9.14)
– Check if a⋆ satisfiesA. If yes, let aˆi = aˆ⋆ and S ← S ∪ {aˆi}, add toA the constraint
{〈u, aˆi〉2 6 1 − 5η}, and break the (inner) loop.
3. If no new aˆi is found in the previous step, stop the algorithm.
Proof of Theorem 1.6. We analyze Algorithm 4. Let η = c0ε
1/2 where c0 is a large enough absolute
constant. LetA′ be the constraint that ∑i ai, u2s+2 > 1/3. Then we have A ⊢ A′. We first observe
that as long as a vector a satisfiesA, then a has to be O(ε1/2)-close to one of the ai’s up to sign flip.
This is because
1/3 6 〈T, u⊗2s+2〉 − 1/3 6 〈u, ai〉2s+2 6 max
i
〈ai, u〉2s
∑
i
〈ai, u〉2
 6 σmaxi 〈ai, u〉2s .
That is, we can always check whether a⋆ is what we wanted as in the second bullet of step 2.
Therefore, it remains to show that as long as there exists a j that is η
1/2-far away (up to sign flip) to
the set S, we will find a new vector after Step 2 in the next iteration.
We assume that after iteration i0, the set W = {a j : ∀i ∈ [i0], 〈a j, aˆi〉2 6 1 − η} is not empty. We
will show that after iteration i0 + 1, we will find a new vector in W up to O(ε)
1/2 error. We claim
first that in the i0 + 1 iteration there exists a pseudo-distributionD(u) that satisfies (9.13). Indeed,
this is because the actual uniform distribution over the finite setW satisfies constraint (9.13). Here
we used the fact that for every j ∈ [n] we have 〈T, a⊗2k
j
〉 > 〈∑i a⊗2ki , a⊗2kj 〉 − 1/3 > 〈a j, a j〉k − 1/3 = 2/3.
Since constraints (9.13) enforce that for every i 6 i0 pseudo-distribution D(u) satisfies that
〈u, aˆi〉2 6 1 − η, and moreover, we have ‖ai − τiaˆi‖2 6 O(ε) for some τi ∈ {−1,+1}, by Lemma A.2,
we conclude that D(u) also satisfies the constraint that 〈u, ai〉2 6 1 − η/2 (here we use the fact that
η = c0ε with large enough constant c0). These implies that D(u) satisfies that
∑i0
i=1
〈u, ai〉2s+2 6 (1 −
η)2s
∑i0
i=1
〈u, ai〉2. Therefore, we have E˜
[∑i0
i=1
〈u, ai〉2s+2
]
6 (1−η)2s E˜
[
〈u, ai〉2
]
6 σ−1 ·σ/(n−i0+1) 6 1/3.
Thus by constraint (9.13) we have E˜
[∑
i>i0〈u, ai〉2s+2
]
> 1/3. Therefore, there exists i⋆ > i0 such that
E˜
[
〈u, ai⋆〉2s+2
]
>
1
3(n−i0+1) . Then by Theorem 9.1 we obtain that with 1/d
O(s3) probability, in each
step of the inner loop we can find aˆi that isO(ε
1/2)-close to ai⋆ , and therefore at the end of the inner
loop with high probability we found a new vector aˆi0+1 which is close O(ε
1/2)-close to ai⋆ .

10 Fast orthogonal tensor decomposition without sum-of-squares
In this section, we give an algorithm (see Theorem 10.2) with quasi-linear running time (in the
size of the input) that finds a component of an orthogonal 3-tensor in the presence of spectral norm
error at most 1/ log d . The previous best known algorithm for orthogonal 3-tensor is by [AGH+14,
Theorem5.1] which takes similar runtime and tolerates 1/d error in injective norm. It is known that
for any symmetric tensorE the spectral norm can be bounded by injective normwithmultiplicative
factor
√
d, that is, ‖E‖{1}{2,3} 6
√
d · ‖E‖{1}{2}{3}. Therefore, our robustness guarantee is at least
√
d
factor better than tensor power method.
The key step of Algorithm is the following simple Theorem that finds a single component. It is
in fact an analog of Theorem 4.1 without sum-of-squares. Here we analyze the success probability
much more carefully for achieving quasi-linear time.
Theorem 10.1. Let a1, . . . , an ∈ Rd be orthonormal vectors. Let T ∈ (Rd)⊗3 be a symmetric 3-tensor such
that ‖T −∑i a⊗3i ‖{1},{2,3} 6 τ. Let 1 be a standard d-dimensional Gaussian vector. Let δ ∈ [0, 1]. Then, with
probability 1/(d1+δ(log d)O(1)) over the choice of 1, the top eigenvector of the following matrix is O(τ/δ)-close
to a1,
M1 := (Id⊗ Id⊗1T)T .
At the same time, the ratio between the top eigenvalue and the second largest eigenvalue in absolute value
is at least 1 + δ/3 −O(τ).
Proof. Let E = T −∑i a⊗3i . Then,
M1 = (Id⊗ Id⊗1T)E +
n∑
i=1
〈1, ai〉 · a⊗2i , (10.1)
Since E is symmetric and ‖E‖{1},{2,3} 6 τ, Theorem 6.5 implies that with probability at least 1 − 1/d2
over the choice of 1, ∥∥∥∥(Id⊗ Id⊗1T)E∥∥∥∥{1},{2} 6 2(log d)1/2τ . (10.2)
Let t =
√
2 log d. By the fact that 〈1, a1〉, . . . , 〈1, an〉 are independent standard Gaussian variables
and standard estimates on their cumulative density function, the following event happens with
probability at least 1
d(1+δ)·(log d)O(1)
〈1, a1〉 > (1 + δ/3) · t and max
i∈{2,...,n}
|〈1, ai〉| 6 t (10.3)
Conditioned on the events in (10.2) and (10.3), we have the following bound on the spectral norms
of M1 and M1 − δ/3 · t · a⊗21 , which implies that the top eigenvector of M1 is O(τ/δ)-close to a1
(by [HSSS16, Lemma A.1]),
∥∥∥M1∥∥∥{1},{2} −
∥∥∥∥∥M1 − 13δt · a⊗21
∥∥∥∥∥{1},{2} (10.4)
>
∥∥∥∥∑n
i=1
〈1, ai〉 · aiaiT
∥∥∥∥ − ∥∥∥∥∥(〈1, a1〉 − 13δt) · a1a1T +
∑n
i=2
〈1, ai〉 · aiaiT
∥∥∥∥∥ − 2(log n)1/2τ
(conditioned on event in (10.2))
>
1
3
δt − 2(log d)1/2τ (conditioned on event in (10.3))
> (1 −O(τ/δ)) · 1
3
δt . (10.5)
The probability that the events of (10.2) and (10.3) happen simultaneously is at least
1
d1+δ(log d)O(1)
− 1
d2
>
1
d1+δ(log d)O(1)
.
This bound implies the first part of the theorem. To see the eigengap bound, we first observe that
the largest eigenvalue ofM1 is at least 〈1, a1〉 −
∥∥∥(Id⊗ Id⊗1T)E∥∥∥{1},{2} > (1 + δ/3)t − 2(log d)1/2τ. On
the other hand, by eigenvalue interlacing, the second larges eigenvalue of M1 is bounded by the
top eigenvalue ofM1−〈1, a1〉a1aT1 = (Id⊗ Id⊗1T)E+
∑n
i=2〈1, ai〉 ·a⊗2i , which in turn is bounded above
by 2(log d)1/2τ + t. Therefore the eigenvalue gap statement follows by recalling t =
√
2 log d. 
Weremark thatwe can amplify the success probability of the algorithmby running it repeatedly
with independent randomness.
Theorem 10.2. There exists a randomized algorithm with running time d3 · (log d)O(1) that given a
symmetric 3-tensor T ∈ (Rd)⊗3 such that ‖T−∑ni=1 a⊗3i ‖{1},{2,3} 6 1/ log d for some set of orthonormal vector
{a1, . . . , an} ⊆ Rd outputs with probability Ω(1) a vector unit v such that
min
i∈[n]
‖v − ai‖2 6 1
2d
+
∥∥∥∥T −∑n
i=1
a⊗3
i
∥∥∥∥{1},{2},{3} .
Furthermore, there exists a randomized algorithm with running time d1+ω · (log d)O(1) 6 O(d3.33) that given
T as before, with probability at least Ω(1) outputs a set of vectors {a′
1
, . . . , a′n} with Hausdorff distance at
most 1
2d
+
∥∥∥T −∑ni=1 a⊗3i ∥∥∥{1},{2},{3} from {a1, . . . , an}. Here ω is the matrix multiplication exponent.
Proof. We may assume that d is larger than some constant. We run d1+ω · O(log d)O(1) iterations of
the following procedure which can be carried out in O˜(d3) time. We will discuss how to speed the
algorithm at the end.
1. Choose a standard Gaussian vector 1 and computeM1 = (Id⊗ Id⊗1T)T.
2. Run O(log d)2 iterations of the matrix power method onM1 viewed as a d-by-dmatrix (with
random initialization) and set u to be the top eigenvector calculated in this way.
3. Check that |〈u⊗3,T〉| > 0.9.
4. RunO(log log d) iterations of the tensor powermethod on T starting from u. Output the final
iterate v of the method.
The analysis of the tensor power method [AGH+14, Lemma 5.1] shows that whenever the check
in step 3 succeeds then the final output v satisfies the desired accuracy guarantee of the theorem.
It remains to show that the check in step 3 succeeds with probability at least 1/(log d)O(1) over
the randomness of the algorithm. (We obtain success probability Ω(1) by repeating the algorithm
(log d)O(1) times.) We apply Theorem 10.1 for δ = O(1/ log d) and τ = 1/ log d such that for every
i ∈ [n], the distance guarantee for the top eigenvector ofM1 is at most 0.001 and the ratio between
first and second eigenvalue is at least 1 + 1/ log d. By symmetry, for every index i ∈ [n], the
probability that the top eigenvector of M1 is 0.001-close to ai is at least 1/d(log d)
O(1). Since the
vectors a1, . . . , an are orthonormal these events are disjoint. Therefore, with probability at least
1/(log d)O(1) over the choice of 1, the top eigenvector of M1 is 0.001-close to one of the vectors
a1, . . . , an. Since the multiplicative gap between the top eigenvalue and the remaining eigenvalues
ofM1 is at least 1+1/ log d (by Theorem 10.1 for our choice of δ and τ), it follows that with constant
probability over the choice of the random initialization of the matrix power method, the second
step of the algorithm recovers a vector that is 0.001-close to the top eigenvector ofM1. In this case,
the resulting vector u satisfies the check |〈u⊗3,T〉| > 0.9.
In order to find all components in time d1+ω · O(log d)O(1) we run d · (log d)O(1) independent
evaluations of the above algorithm. Note that each run involves multiplication of a d2 × d matrix
with a ddimensional vector and therefore in total we are tomultiply a d2×dmatrix with d×dmatrix.
Therefore, using fast matrix multiplication, we can “parallelize” all of the required linear algebra
operations and speedup the running time from d4(log d)O(1) to the desiredO(d1+ω) · (log d)O(1). 
Remark 10.3 (Extension to other settings). The same rounding idea in Theorem 10.1 can be extended
to the settingwhen the components a1, . . . , an are close to isotropic in the sense that
∥∥∥∑i aiaiT − Idd∥∥∥ 6
σ. The success probability will decrease to roughly 1/d1+poly(σ), and therefore when σ is at most a
constant, the overall runtime will remain polynomial in d.
Suppose a1, . . . , an are separate vectors as in the setting of Theorem 1.5, we can apply the idea
in paragraph above to the 3-tensor
∑
i b
⊗3
i
where bi = a
⊗k/3
i
and k > O
(
1+log σ
log ρ
)
· log(1/η) is a multiple
of 3. By Lemma 5.4 and the condition on k, we have that bi are in nearly isotropic position with∥∥∥∑i bibiT∥∥∥ 6 1 + η. Hence, using idea above we have a spectral algorithm without sum-of-squares
for this setting. As noted before (below Theorem 1.5), the error tolerance of this algorithm is in
terms of an unbalanced spectral norm: ‖T−∑ni=1 a⊗2ki ‖{1,...,2k/3},{2k/3+1,...,2k}, which limits its application,
for example, to dictionary learning.
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A Toolbox
Lemma A.1 (sums-of-squares proof for Cauchy-Schwarz inequality). Let x1, . . . , xn and y1, . . . , yn
be polynomials in some indeterminates. Then
⊢


n∑
i=1
xiyi

2
6

n∑
i=1
x2i


n∑
i=1
y2i

 .
Proof. The difference between the RHS and the LHS is a sum of squares.
n∑
i=1
x2i


n∑
i=1
y2i
 −

n∑
i=1
xiyi

2
=
∑
i, j
(xiy j − x jyi)2 . 
Lemma A.2. Let u be indeterminate and a be a unit vector. LetA = {‖u‖2 = 1, 〈u, a〉2 6 τ}. Then for any
unit vector b such that ‖a − b‖ 6 2δ, we have that
A ⊢ {〈u, b〉2 6
(√
τ +
√
δ
)2} .
Proof. First of all, by Lemma A.3, A ⊢ 〈u, a〉 6 √τ and A ⊢ 〈u, a〉 > −√τ. To bound 〈u, b〉, we
decompose u and b into their components parallel to and perpendicular to a.
Let u′ = u − 〈u, a〉a, so that u′ is a vector polynomial in u that satisfies u = 〈u, a〉a + u′ and
〈u′, a〉 = 0. Then ‖u‖2 = ‖u′‖2 + 〈u, a〉2‖a‖2 and thereforeA ⊢ ‖u′‖2 6 1.
Similarly, let b′ = b − 〈b, a〉a, so that b = 〈b, a〉a + b′ and 〈b′, a〉 = 0. Since ‖b − a‖2 6 2δ, we have
〈b, a〉 > 1 − δ, meaning that ‖b′‖2 = ‖b‖2 − 〈b, a〉‖a‖2 6 1 − (1 − δ) = δ.
Then we are ready to bound 〈u, b〉:
〈u, b〉 =
〈
〈u, a〉a + u′, 〈b, a〉a + b′
〉
= 〈u, a〉〈b, a〉 + 〈u′, b′〉 .
Since A ⊢ 〈u, a〉〈b, a〉 6 √τ and also 〈u′, b〉2 6 ‖u′‖2‖b′‖2 6 δ‖u′‖2 which in turn implies (by
A ⊢ ‖u′‖2 6 1 and Lemma A.3) thatA ⊢ 〈u′, b′〉 6
√
δ, we conclude thatA ⊢ 〈u, b〉 6 √τ +
√
δ.
Similarly,A ⊢ 〈u, b〉 > −√τ −
√
δ. Hence
〈u, b〉2 −
(√
τ +
√
δ
)2
=
(
〈u, b〉 −
(√
τ +
√
δ
)) (
〈u, b〉 +
(√
τ +
√
δ
))
6 0 ,
as desired. 
Lemma A.3. For a positive real number a, and x be an indeterminate, then we have that{
x2 6 a2
}
⊢ {x 6 a, x > −a} (A.1)
Proof. The first statement simply follows from the following two polynomial identities,
a − x = 12a
(
a2 − x2 + (a − x)2
)
,
and similarly,
x + a = 12a
(
a2 − x2 + (a + x)2
)
.

Theorem A.4 (Consequence of Davis-Kahan Theorem [DK70]. c.f [YWS15]). Let Σ, Σˆ be symmetric
matrices inRd×d. Let v1, v˜1 be their top eigenvector respectively and let λ1 > λ2 . . . and λˆ1 > λˆ2 . . . be their
eigenvalues, respectively. Then,
‖v1 − vˆ1‖ 6
√
2‖Σ − Σˆ‖
|λ1 − λˆ2|
.
Lemma A.5 (Consequence of Theorem A.4). Let a be unit vector and Id1 = aa
⊤, Id−1 = Id−aa⊤.
Suppose symmetric matrix M satisfies that
max {‖Id−1M Id−1‖ , ‖Id1M Id−1‖} 6 εa⊤Ma
Then, a is 3
√
2ε-close to the top eigenvector of M in Euclidean distance.
Proof. Let t = a⊤Ma and M̂ = taa⊤ = Id1M Id1. Then we have thatM = (Id1 + Id−1)M(Id1 + Id−1) =
M̂ + Id1M Id−1 + Id−1M Id1 + Id−1M Id−1. Therefore by the assumption we have ‖M̂ −M‖ 6 3εt.
Therefore using Theorem A.4 with Σ = M and Σˆ = M̂ we obtain that the top eigenvector of M is
3
√
2ε-close toM in Euclidean distance. 
B Missing proofs in Section 3
Proof of Theorem 3.3. Suppose A = { f1 > 0, . . . , fm > 0} with f1, . . . , fm ∈ R[x] and deg( f ) 6 d. Let
m = |A| and let ℓ = maxi∈[m] deg( fi). We use an optimization algorithm to find such pseudo-
distribution D. Here the variables are all the moments E˜D(x)
[∏
i∈S xi
]
for all S with |S| 6 d. The
constraints are linear constraints over these variablesE˜D
∏
i∈S
fi
 h2 > 0
∣∣∣∣∣∣∣ S ⊆ [m], h ∈ R[x], |S|ℓ + deg
(
h2
)
6 d}
 .
We can separate over these constraints in time (n + m)O(d). Indeed, for every fixed choice of S,
the set of constraints of the form E˜D
(∏
i∈S fi
)
h2 > 0 may be written as a single matrix constraint
E˜D
(∏
i∈S fi
) [
(1, x)⊗d−|S|ℓ
] [
(1, x)⊗d−|S|ℓ
]T  0, with the equivalence established by mapping h to a vec-
tor of coefficients. Therefore, by Theorem 3.1 and the equivalence of optimization and separation
[GLS81], we can find moments E˜D(x)(1, x)
⊗d of a degree-d pseudo-distribution in time (n + m)O(d).
A standard multivariate polynomial interpolation argument allows us to recover the underlying
pseudo-distributionD [BPT13]. 
Proof of Lemma 3.4. Suppose D is a degree-d pseudo-distribution. LetA = { f1 > 0, . . . , fn > 0} and
let B = {11 > 0, . . . , 1m > 0}. Moreover,A ⊢ℓ′ Bmeans that for every constraint {1 j > 0} in B, there
are sums-of-squares polynomials p j,S for each S ⊆ [n] such that 1 j =
∑
S⊆[n] p j,S
∏
i∈S fi where each
summand p j,S
∏
i∈S fi has degree at most ℓ′.
Consider some set T ⊂ [m] and some sum-of-squares polynomial h′ such that |T|ℓℓ′+deg h′ 6 d.
We would like to show that
E˜
D

∏
j∈T
1 j
 h′ > 0 . (B.1)
A ⊢ℓ′ B means that for every constraint {1 j > 0} in B, there are sums-of-squares polynomials p j,S
for each S ⊆ [n] such that 1 j =
∑
S⊆[n] p j,S
∏
i∈S fi where each summand p j,S
∏
i∈S fi has degree at
most ℓ′. Substituting 1 j in equation (B.1), it suffices to show that
E˜
D

∏
j∈T

∑
S⊆[n]
p j,S
∏
i∈S
fi

 h′ > 0 . (B.2)
Weexpand the outer product overT and see that the polynomial inside the pseudo-expectation is in
fact a sumofmany polynomials of the form q1 . . . q|T|
(∏
i∈W fi
)
h′, where each of the qi is equal to p j,S
for some j ∈ T and some S ⊂ [n], andwhereW ⊂ S is amulti-set, with deg
(
q1 . . . q|T|
(∏
i∈W fi
))
6 |T|ℓ.
Moreover, we note that since each qi is a sum of squares, q1 . . . q|T|
(∏
i∈W fi
)
can be written as
q
∏
i∈W′ fi where q is a sum of squares and W′ is the set of elements that appear in W an odd
number of times. We calculate
deg(q) = deg(q1 . . . q|T|) + deg
( ∏
i∈W\W′
fi
)
6 (|T|ℓ − |W|) + (|W| − |W′|)ℓ′
6 |T|ℓℓ′ − |W′|ℓ′ ,
where we used deg
(
q1 . . . q|T|
(∏
i∈W fi
))
6 |T|ℓ in combination with deg (∏i∈W fi) > |W|, along with
the fact that therefore |W| 6 |T|ℓ. Therefore since qh′ is a sum of squares and |W′|ℓ′ + deg(qh′) 6 d,
by the definition of D |=ℓ A, we have E˜
[
q1 . . . q|T|
(∏
i∈W fi
)
h′
]
= E˜
[
qh′
(∏
i∈W′ fi
)]
> 0. Then by
linearity of pseudo-expectation we prove equation (B.2), which completes the proof. 
Proof of Lemma 3.5. We prove the contrapositive. Let A = { f1 > 0, . . . , fm > 0}. Assume that
A 6⊢d {1 > −ε} for some ε > 0.
A polynomial h satisfies A ⊢d {h > 0} precisely when h =
∑
S⊂[m] pS
∏
i∈S fi for some sum-
of-squares polynomials pS where the degree of each summand is at most d. We observe that
H = {h | A ⊢d {h > 0}} is a convex cone. Let H¯ be its closure. We argue that 1 < H¯ .
Indeed, if there exists a sequence of polynomial 1k that converges to 1 (in coefficients), then
there exists a sufficiently large K such that for k ∈ K, {‖x‖2 6 B} ⊢ 1k(x) − 1(x) 6 ε/2. Therefore
A ⊢ 1 + ε = 1k + (1 − 1k + ε) > 0. This contradicts our assumption.
Then by the hyperplane separation theorem, there exists a linear functional L over the space
of all degree-d polynomials such that L[1] < 0 and L [h] > 0 for all h ∈ H . Since 1 ∈ H , we have
L(1) > 0. We can scale L properly so that L(1) = 1 and therefore L defines a pseudo-distributionD.
In particular, D is a pseudo-distribution such that D |=ℓ A because (
∏
i∈S fi)h ∈ H holds whenever
|S|ℓ + deg(h) 6 d and thus E˜D [(∏i∈S fi)h] > 0. However, we also have D 6|=ℓ′ B since L(1) < 0. 
Proof of Lemma 3.7. Let A = { f1 > 0, . . . , fk > 0}. For any vector z ∈ Rp, we prove 〈z, E˜ [M] z〉 =
E˜
[
zTMz
]
> 0. Indeed, A ⊢ℓ M implies the existence of qi, vi’s that satisfy equation (3.1), where
qi can be written as qi =
∑
S pi,S
∏
j∈S f j. Therefore, E˜
[
zTMz
]
= E˜
[∑
i
∑
S〈z, vi(x)〉2pi,S
∏
j∈S f j
]
. For
fixed i, S, we have that deg(〈z, vi(x)〉2) = 2deg(vi), and |S| 6 ℓ′ − 2deg(vi). Therefore, we have
|S|ℓ + 2deg(vi) 6 ℓℓ′ 6 d, and by D |=ℓ A we obtain that E˜
[∑
i
∑
S〈z, vi(x)〉2pi,S
∏
j∈S f j
]
> 0, which
completes the proof. 
