A problem of predicting suspended particulate matter (SPM) concentration on the basis of wind and wave measurements and estimates of bed shear stress done by a numerical model is considered.
INTRODUCTION
Sediments are important in many aquatic systems. Their transportation and deposition has significant implications in morphology, navigability and water quality. Understanding the dynamics of sediment transportation in time and space is therefore important in drawing interventions and making management decisions. This research is related to the fine sediment dynamics in the Dutch coastal zone, which is subject to human interference through constructions, fishing, navigation, sand mining, etc. These activities do affect the natural flow of sediments and sometimes lead to environmental concerns or affect the siltation rates in harbours and fairways.
Numerical models are frequently employed in order to predict suspended particulate matter (SPM) concentration and siltation rates. A number of such models have been used for the Dutch coast (see, for example, van Kessel et al. ) . While these models, in general, serve the purpose of a broad-based study of the processes involved, their performance is often not optimal. A drawback of these process-based models is the long computing time which is usually required due to the long residence time of fine sediments in the Dutch coastal area and/or due to the requirement of a fine grid. A large domain size is often needed to account for the length scale related to the area where sediment dynamics is affected by the discharge of the River Rhine.
To account for the full natural variability of the system, simulation periods of a few years would be required, leading to even longer computation times. Therefore, the meteorological variability is often schematised within a much shorter period, which is assumed to be representative for the com-
DATA-DRIVEN MODELLING
Data-driven modelling (DDM) is based on the analysis of the data characterising the system under study. A model can then be defined on the basis of connections between the system state variables (input, internal and output variables) with only a limited number of assumptions about the 'physical' behaviour of the system (Solomatine & Ostfeld ) .
Examples of the most common methods used in DDM of water systems are: statistical methods, artificial neural networks (ANN), support vector machines and fuzzy rulebased systems. The main part of DDM is, in fact, learning; it incorporates determining the, so far unknown, mappings (or dependences) between a system's inputs and its outputs from the available data (Mitchell ) . As such a dependency (model) is discovered (induced), it can be used to predict (or deduce) the future system's outputs from the new input values.
By data we usually understand a set K of examples (or data points) represented by the duple 〈x k , y k 〉, where k ¼ 1,…, K, 
the learning problem solved in this case is numerical prediction (regression).
The choice of model variables is an important issue.
Apart from expert judgement and visual inspection, there are formal methods that help in justifying this choice, and the reader is directed to the papers by Bowden et al.
() and May et al. () for an overview and applications of these methods. Note that the input data may require preprocessing (e.g. normalisation, filtering to remove noise, etc.) and this may increase the total number of possible inputs (and their combinations) to consider. In the case of a high number of inputs, methods of dimensionality reduction, such as principal component analysis, may help.
It is worth mentioning that DDM is sometimes used to build models of models (replicating, for example, physically based models such as 1D hydrodynamic models) rather than models of natural systems. Such models are often referred to as surrogate, emulation or meta-models (see e.g. Chua &
Holz ).
ANN is the most widely used method in DDM. ANN is a broad term covering a large variety of network architectures, the most common of which is a multi-layer perceptron (MLP). Such a network is trained by the socalled error-backpropagation method, which is typically based on one of the gradient-based optimisation algorithms.
In ANN each target vector y is an unknown function f of the input vector x:
The task of the network is to learn the nonlinear regression function f. The network includes a set of parameters (weight vector), the values of which are varied to modify the generated function f 0 , which is computed by the network to be as close as possible to f. 
Choice of variables, data analysis and transformation
Based on the physics of the considered phenomena, we considered wave height, wind and the bed shear stress to be the most relevant variables for predicting SPM, so they were that building an accurate data-driven model to predict short-term changes in SPM is difficult. However, from the viewpoint of the management of coastal waters it is not so important to accurately predict hourly concentrations of SPM. What is important is to be able to predict the trend, total sediment during a storm, seasonal fluctuations and average values, particularly during storms.
Due to the mentioned problems with the initial models,
we tested several methods of data transformation that would allow the models to reveal the trend in the SPM data. The filtered SPM during the entire storm was 99.3% of the total SPM during the storm. Though the hourly variation between the filtered SPM and total SPM is significant, but over a storm period the former time series is equivalent to the latter one. Domain experts were of an opinion that prediction of the filtered SPM is adequate from the operational management point of view. Based on the above discussion the following input variables were chosen for the DDM:
• Filtered bed shear stress for three (hourly) time steps: τ tÀ10 , τ tÀ11 , τ tÀ12 where τ tÀ10 means the filtered bed shear stress at 10 h in the past from time t.
• Significant wave height averaged over the last 7 days (H sig, t ).
• South-westerly wind component (W SW, t ).
The output of the model was:
• Filtered SPM (SPM t ).
It may be noted that, on most occasions when a datadriven model is built, the output variable of the previous time step(s) is used as an input. Modelling experiments with using SPM tÀ1 as an input showed much better performance of the model. In similar cases the additional accuracy comes from the additional information from the extra input variable and the fact that output variables usually have a high autocorrelation. However, in our case one of the objectives was testing a possibility to use the trained model at different locations to predict SPM t and we may not have measured SPM values at those locations. Accordingly, the SPM of previous time steps was not used as an input.
All the input time series were converted to series with zero mean and unit variance. The output time series was not converted as we planned to use this model at other locations as well, and at those locations we may not have precise information about the mean and particularly the variance of SPM.
Experimental set-up and results
The data were split into training (6,000 data points), testing (3,800 data points) and cross-validation (1,200 data points).
In the data matrix with all the instances for all the variables an additional column with a random number was added and the data were sorted on the random number. The statistical properties of the different variables show a good match over the different datasets ( Table 2 ).
The software NeuroSolutions () was used for the ANN modelling. A multi-layered perceptron network trained by the back-propagation algorithm with the momentum rule (momentum ¼ 0.7), a hyperbolic tangent function in the hidden layer nodes and a linear transfer function at the output layer nodes were used. A learning rate of 0.1 was used.
The number of nodes in the hidden layer was found by exhaustive search by minimising the error on a crossvalidation set; it was found to be eight. Training was performed until the moment when the network error on the cross-validation set started to increase (a standard practice The error on the test data with stormy periods was considered to be quite high. In order to reduce the error it was decided to switch to modular modelling; for that, both the training and testing data were split into stormy and calm periods, and separate ANN models were built for both of them. The model with the data for stormy periods was trained with the training data (715 data points) using a similar topology mentioned above. The number of hidden nodes was again found to be eight. On the training and testing the RMSE was 2.81 and 2.08 mg/l (whereas the average SPM was 7.25 mg/l) and R 2 was 0.86 and 0.94. Figure 5(a) shows the prediction of the SPM concentrations vis-à-vis the measured concentrations during a stormy period over a week. It can be concluded that the pattern of SPM concentrations is predicted well by the ANN model.
Similarly, the ANN model for the calm period was trained with 5,285 data points and was tested with 3,528 data points.
The ANN had six hidden nodes. The RMSE in training and testing was 2.83 and 3.29 mg/l whereas the R 2 values were 0.77 and 0.73, respectively. The ANN model trained with the storm period data was also used in predicting SPM concentrations for the calm periods. The RMSE was observed to be 3.39 mg/l (R 2 was 0.66), which is slightly higher than the RMSE of the ANN model for the calm periods. As accuracy of model predictions during the calm periods is not as important as for the stormy periods so we decided to use the ANN model built with the data for the storm periods also for the calm periods. This has the benefit of having just a single model at the cost of a slight reduction in accuracy. Figure 5( b) shows the prediction of the SPM concentrations together with the measured concentrations during a calm period of about two weeks. Though errors in prediction, particularly for the peak, is discernible still given the uncertainties of prediction of SPM concentrations it can be concluded that the general pattern of the concentration is predicted well. 
PREDICTING SPM AT OTHER LOCATIONS
As has been mentioned in the introduction, a well-known limitation of data-driven models is in the loss of accuracy or even applicability at locations different from where the training data were collected. In the following section we present the results of testing the ANN model for Noordwijk-10 with data from other locations.
Predicting SPM at Noordwijk-2 CEFAS and RIKZ also collected SPM and wave data at The bed shear stress data were generated using the numerical model. The wave data were taken from the measurements at Noordwijk-2. In order to account for the differences in responses between Noordwijk-10 and Noordwijk-2 the ANN model was complemented by a simple error-correction module. The variability of responses originates mainly due to the differences in depth of water, which determines the mixing process of sediments in the vertical water column. Due to this variability, even if the pattern of SPM concentrations at Noordwijk-2 predicted by the ANN is accurate, the range of its variability could be different from that of Noordwijk-10 (for which the ANN model was built). This aspect was taken care of by adopting the following correction factor. The ratio of average SPM at Noordwijk-2 and Noordwijk-10 was calculated for each month (Table 3) at Schouwen-10 and Noordwijk-10 was computed for each month (Table 3) . This ratio was used as the correction factor. The correction factor applied corresponds to the ratio of the average SPM concentration at Schouwen and that of Noordwijk-10 as depicted in the Dutch Sediment
Similar to Noordwijk-2 the numerical model was used to generate bed shear stress data for every hour for the calendar year 1996 for Schouwen. Using this data the ANN model predicted the SPM for every hour and that was further corrected using the correction factor. Since the measured data (at Schouwen) are only available at about every two weeks, the model output can be compared to measurements only when these observations were available (after using the correction factor described above) -this is presented in Figure 7 . In general, the prediction seems to be reasonable (compared with the measured data). However, correcting the ANN model's prediction by a multiplication factor is not, obviously, the only way to do it and requires further investigation. The differences in pre- It may be noted that the numerical model's predictions have substantial differences with that of the ANN model.
CONCLUSIONS
The paper presents a novel approach to modelling suspended sediment concentrations with applications to the Dutch coast. The main conclusions are as follows.
• The ANN model built with a high frequency data collected at Noordwijk showed reasonably good accuracy in predicting SPM concentrations. The measured data and data generated by a numerical model were used to build the model. The ANN model's prediction can be particularly useful for operational management.
• Filtering of data was found to be very useful. The original time series of SPM showed significant variations and this had a negative effect on the initially trained ANNs. By the use of a low pass filter it was possible to filter out the short-term fluctuations that cannot be modelled and to help the ANN model to catch the main trend.
• ThreetestswereundertakentoapplytheANN modeltrained on the data at Noordwijk-10 (and complemented by a simple error-correcting method) to predict SPM at other locations.
The ANN model showed reasonable accuracy. 
