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We investigate a range of methods to perform tomography in a solid-state qubit device, for which
a` priori initialization and measurement of the qubit is restricted to a single basis of the Bloch
sphere. We explore and compare several methods to acquire precise descriptions of additional
states and measurements, quantifying both stochastic and systematic errors, ultimately leading to
a tomographically-complete set that can be subsequently used in process tomography. We focus in
detail on the example of a spin qubit formed by the singlet-triplet subspace of two electron spins in
a GaAs double quantum dot, although our approach is quite general.
I. INTRODUCTION
Quantum tomography is considered the gold standard
for fully characterising quantum systems, and in partic-
ular for characterising the quantum logic gates that form
the basic elements of a quantum computer.
In the standard formulation of process tomography [1],
a quantum process is characterised through the average
statistics of an experiment wherein the unknown process
is applied to a system prepared in one of a tomographi-
cally complete set of known input states, and the output
is subjected to one of a tomographically complete set of
known measurements. Generally, the input states and
measurements are assumed to be pure and rank-1, re-
spectively (an approximation that is quite reasonable in
a range of optical and atomic systems [2, 3]).
This situation in many solid state implementations of
qubits is complicated by two issues. First, one gener-
ally does not have access to either a tomographically-
complete set of state preparations or measurements in the
system; in fact typically, only preparations and measure-
ments in a single basis (say the energy eigenbasis) can be
performed directly. Tomographically complete sets can
be generated using transformations (gates) that change
these bases, but fully characterising these basis-changing
gates through some form of tomographic methods is a
bootstrapping problem. As an illustration of the prob-
lem, consider how one would operationally define a direc-
tion on the Bloch sphere of a qubit (say, the x-basis) in
a system where the only preparations and measurements
are diagonal in the z-basis and where the operations used
to rotate into and out of this axis are subjected to both
stochastic and systematic errors.
The second complication is that these state prepara-
tions and measurements are often poorly approximated
by pure states and projectors. In many solid state imple-
mentations of a qubit, state preparation and measure-
ment (SPAM) errors are significantly larger than gate
errors, and so one requires a full characterisation of the
SPAM errors prior to performing process tomography.
The effects of SPAM errors, and more broadly the explo-
ration of the effects of systematic and stochastic errors
on tomography as well as techniques to overcome these,
has been the topic of several recent studies [4–8].
In this paper, we investigate a number of methods to
perform quantum tomography on a system subject to
the constraints listed above. As a specific example we
will focus on the singlet-triplet qubit in a double quan-
tum dot [9–11], building on the result of Shulman et
al. [12] by proposing general procedures to perform both
state and measurement tomography to characterise these
elements for their use in process tomography. We ex-
pect our results to be applicable (possibly with appropri-
ate modifications) to a broader range of solid state sys-
tems including other realisations of qubits in semiconduc-
tors [13–17] and superconductors [18–20]. Specifically, we
introduce three distinct tomographic methods. The first,
Method A, makes additional assumptions about certain
state preparations and measurements in order to con-
strain the problem; these assumptions are unique to our
spin qubit, but similar assumptions may be natural in
other realisations. Our second, Method B, uses a phe-
nomenological model for qubit evolution (which incor-
porates relevant noise processes) to provide further con-
straints; again, this phenomenological model is specific
to spin qubits, but this method could be applied to other
qubit realisations for which the evolution is understood
phenomenologically. Finally, our third method, Method
C, uses additional state preparations and measurements
beyond the ‘standard’ tomographically complete one in
order to constrain the problem; we expect this method to
be broadly applicable to all qubit systems, and we show
that this method has other advantages as well. Our work
complements a number of recent investigations into the
tomographic characterisation of spin qubit quantum de-
vices [4, 12, 16, 21].
The outline for this paper is as follows. In Sec. II, we
describe the spin singlet-triplet qubit in a double quan-
tum dot that will serve as our model qubit system. We
turn to the construction of tomographically-complete sets
of states and measurements in Sec. III, where we also pro-
vide three distinct recipes for tomography, each with dif-
fering sets of assumptions, all of which fully characterise a
tomographically-complete set of state and measurement
operators. We compare the convergence of these three
recipes. In Sec. IV, we numerically study the perfor-
mance of process tomography using the tomographically-
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2complete sets of states and measurements used in each
of the three recipes. We show, perhaps not surprisingly,
that the highest fidelity tomographic reconstructions are
obtained using a model for state and measurement to-
mography with the fewest assumptions.
A. Mathematical elements of quantum tomography
We briefly review the standard formalism to describe
general (mixed) quantum states, generalized quantum
measurements, and quantum processes. See Ref. [22] for
details. For a quantum system with finite-dimensional
Hilbert space H, a quantum state is described by a den-
sity matrix ρ, which is a hermitian, positive semi-definite
matrix satisfying Tr(ρ) = 1. Measurements of a qubit
are often described as projections along some direction
on the Bloch sphere; a description of general noisy mea-
surements includes errors in this measurement direction
as well as stochastic errors where the wrong (opposite)
direction is identified. All such measurement errors can
be described within the framework of generalized mea-
surements, which can describe noisy measurements in the
same way that density matrices describe noisy states. A
generalized measurement is formally expressed as a posi-
tive operator valued measure (POVM), i.e., a set {E(µ)}
of hermitian, positive semi-definite matrices E(µ) satis-
fying
∑M
µ=1E
(µ) = I where µ labels the measurement
outcome µ = 1, . . . ,M and I is the identity matrix. Note
that, for two outcome measurements, a POVM consists of
only two elements, E(1) and E(2) = I−E(1); as such mea-
surements are completely defined by the operator E(1),
we can describe the measurement using only this oper-
ator, and drop the label µ. If the state ρ is subjected
to a process E and then measured with the POVM de-
scribed by E, the probability p of obtaining the measure-
ment outcome associated with E is given by the Born
rule p = Tr(E(ρ)E). Finally, any quantum process is
described by a completely positive (CP) map E , which
maps density operators to density operators, and which
should preserve the trace condition. A unitary evolution
U , acting on quantum states as ρ 7→ UρU−1, is a special
case of such a quantum process.
II. SPIN SINGLET-TRIPLET QUBITS
In this section, we briefly review the details of the
singlet-triplet spin qubit, following Ref. [11]. This par-
ticular realisation of a qubit consists of the spin states
of two electrons trapped in a double quantum dot. The
spin configurations of two electrons each in separate dots
spans a four-dimensional space, but a uniform in-plane
magnetic field B is applied along the z-axis to energet-
ically separate the states |T+〉 = |↑↑〉 and |T−〉 = |↓↓〉,
leaving a two-dimensional space of spin configurations
that will define the qubit. The system is controlled by
varying the detuning  ∝ VL − VR, where VL and VR are
the electrostatic potentials applied to each dot with L,R
respectively labelling the left and right dot. See Fig. 1.
A. Initialization and readout
With two electrons in the double dot, initialization of
the spin states can be performed using a large bias. Bi-
asing the potential difference so that  > 0 first confines
two electrons in one of the two dots with charge con-
figuration (0, 2), where the numbers in parentheses la-
bels the occupation number of electrons in the left and
right dot respectively. The Pauli-exclusion principle re-
quires that the ground-state wave-function is antisym-
metric and hence the spins must be in the singlet state
which we label as |S(0, 2)〉 = 1√
2
(|↑↓〉 − |↓↑〉). By adia-
batically mapping  from this initialisation point M to a
point  < 0 it is possible to have one electron tunnel to the
second dot such that the state |S(0, 2)〉 7→ |S(1, 1)〉 ≡ |S〉
without affecting the spin configuration.
Readout of the spin state can also be performed by
using a large bias together with charge sensing (e.g., via
a neighbouring quantum point contact (QPC)) [23]. By
slowly increasing the detuning to a large value M , the
state |S(1, 1)〉 is adiabatically mapped to |S(0, 2)〉, and an
electron charge moves from the left to the right dot. The
triplet states do not result in the motion of an electron
charge, due to Pauli exclusion. Thus, by distinguishing
these charge configurations with a nearby charge sensor,
this spin-dependent charge transfer results in a single-
shot measurement of the spin configuration.
B. The qubit Bloch sphere and Hamiltonian
The qubit is defined by the two-dimensional space
spanned by the |S〉 and the triplet state |T0〉 =
1√
2
(|↑↓〉+ |↓↑〉). We note, however, that the charge con-
figuration of these states depends explicitly on the value
of the detuning . As we change  we also change the
energetics of the system (i.e., we change the Hamilto-
nian). It is helpful, and conceptually clearest, to define
our qubit and hence our Bloch sphere for a fixed value
 = BS , where the preparation, evolution and subse-
quent measurement of our states are all defined relative
to this point. At this point BS , we will define the z-
axis of the Bloch sphere to be the energy eigenbasis of
the system’s Hamiltonian; specifically, |0〉 ' |S〉 to be
the ground state (with singlet character) and |1〉 ' |T0〉
the excited state (with triplet character). These energy
eigenstates are not precisely spin singlets/triplets, due
to an additional term in the Hamiltonian which we now
describe.
Along with the exchange interaction between electrons
in the two dots, controlled by the detuning , the qubit’s
energetics will be affected by any gradient ∆B in the
magnetic field. The presence of this gradient field is nec-
essary in order to be able to coherently manipulate the
3FIG. 1: The Bloch sphere is defined at the point labelled
BS , where we have plotted the energy levels as a function
of  the gate voltage. The z-basis corresponds to the energy
eigenstates of the Hamiltonian at the point BS .
qubit state around two linearly independent directions
on the Bloch sphere. As was demonstrated in Foletti
et al. [11], the presence of a fixed and constant magnetic
gradient field allows arbitrary qubit operations to be per-
formed by simply controlling the detuning parameter .
The Hamiltonian for this qubit can be expressed as
Hˆ() = J˜()σˆz + ω˜σˆx (1)
where σˆi are the Pauli matrices, J˜() ≈ J() + δJ and
ω˜ ≈ ω + δω for ω ≡ gµB∆B. The quantity δJ represent
the errors in the pulses controlling the gate voltages and
δω arises from random fluctuations in the magnetic field
gradient. For each value of  this Hamiltonian generates
rotations approximately around an -dependent axis at a
rate Ω ≈ √J2 + ω2. We therefore see that it is possible
to achieve arbitrary qubit rotations by simply controlling
the gate voltages.
We see, then, that if the z-axis of Bloch sphere is de-
fined by the energy eigenbasis at some value of detuning
BS , the precise spin nature of the energy eigenstates |0〉
and |1〉 will be determined by the ratio of J(BS) and
the gradient field ω. We choose a value of BS such that
J(BS)  ω, so that the ground state |0〉 ' |S〉 has sin-
glet character and |1〉 ' |T0〉 has triplet character. With
this choice, the above-described methods for state initial-
ization and readout can accurately prepare and measure
in this basis, as states can be quickly mapped to the large
value of detuning while still maintaining the adiabatic
condition. We also note that the gradient field implicitly
defines the x-axis of the Bloch sphere for our qubit; we
return to this precise definition later.
C. Types of noise
It is useful to classify errors associated with our state
preparations and measurements into two distinct types:
• Stochastic errors resulting from the system cou-
pling to an environment and decohering.
• Systematic errors associated with over- and under-
rotations of bases, leading to biases in the state or
measurement direction on the Bloch sphere. (Such
errors are sometimes referred to as unitary errors.)
For example, in attempting to prepare the x-state |+〉,
stochastic errors will result in a mixed state described
by a Bloch vector ~r with length |~r| < 1, and systematic
errors will result in the direction of this Bloch vector
being non-parallel to the x-axis.
The systematic errors will be modelled by fixed but
randomly determined energies J and ω in the system
Hamiltonian, while stochastic errors will be modelled by
white noise fluctuations δJ and δω in those same parame-
ters. Note that, more generally, we could consider a noise
spectrum that acts at a range of frequencies, describing
a non-Markovian interaction with an environment. Sys-
tematic errors as defined above are the zero-frequency
component, whereas Markovian stochastic errors corre-
spond to a white spectrum. Practically, this would mean
that some errors may appear stochastic when describing
long-time experiments, but systematic on very short time
scales. A fully general analysis of this situation is beyond
the scope of this work, and we restrict our attention to
the classification of noise described above.
The stochastic noise associated with δJ and δω in the
Hamiltonian (1) results in a decohering map which, due
to the white noise approximation, leads to exponential
decay in qubit coherence as described by a Bloch equa-
tion with a decoherence time T2 determined by the noise
power. The qubit evolution in this case can be repre-
sented by a Lindblad master equation which at BS takes
the form
ρ˙ = i
Ω
2
[σˆz, ρ] +
1
2T2
(σˆzρσˆz − ρ). (2)
The evolution has two parameters, the rotation rate Ω
(which depends on BS through the values of J and ∆B
at this point) and the T2 decoherence time.
III. TOMOGRAPHY FOR STATES AND
MEASUREMENTS
The standard methods of process tomography make
use of a tomographically complete set of states and mea-
surements. However, as we’ve described the singlet-
triplet qubit so far, we have only discussed how to initial-
ize the qubit in one particular state, and how to measure
in a single basis, and in addition both the initialization
and readout will be affected significantly by noise. In
this section, we describe how to build up a tomographi-
cally complete set of states and measurements using qubit
evolutions that introduce both systematic and stochas-
tic errors, and then present tomographic procedures to
quantify these errors in a self-consistent way.
4A. Tomographically complete sets of states and
measurements
For a single qubit, the standard tomographically-
complete set of states and measurements includes prepa-
rations of +x,+y,+z eigenstates as well as projective
measurements in the x, y, z bases. As we will make use
of noisy (full rank) state and measurement operators, we
require an additional state to fix the overall normaliza-
tion. We use the additional state −z for this purpose.
In this section, we first discuss noisy preparation and
measurement in the z-basis, and then further prepara-
tions and measurements in different bases to complete a
tomographically-complete set of 4 states and 3 measure-
ments. Using the techniques of Ref. [11], we describe first
how to prepare states and measurements that are diago-
nal in the z-basis, then states that are approximately +x
eigenstates, and finally describe the most general states
and measurements.
1. Initialization and measurement in the z-basis
The initialization process described in Sec. II provides
our starting point. As the energy eigenbasis defines
the Bloch sphere, there are no systematic errors in this
state preparation. However, we can allow the possibil-
ity of stochastic errors due to imprecise relaxation to the
ground state. That is, our initialization leads to a state
described as
ρ+z = (1− ε)|0〉〈0|+ ε|1〉〈1| (3)
where ε is a free, unknown parameter describing the noise
associated with this preparation. (Recall that |0〉 , |1〉 are
the energy eigenbasis of the qubit at BS .)
The readout performs a measurement that is also, by
definition, along the z-axis. However, it will not in gen-
eral be well described by a projective measurement, as
there will be stochastic errors. We describe this mea-
surement by the effect (POVM operator) E+z, diagonal
in the z-basis, as
E+z = (1− ε0)|0〉〈0|+ ε1|1〉〈1|
=
1
2
(1 + (ε1 − ε0))Iˆ + 1
2
(1 + (ε1 + ε0))σˆz . (4)
The operator E+z describes the measurement outcome
“0”, i.e., the singlet outcome. (The “1” measurement
outcome is associated with the operator I − E+z.) The
parameter ε0 describes the probability that the measure-
ment will signal the outcome “1” when the state was ac-
tually |0〉, and ε1 describes the independent probability
of signalling the outcome “0” when the state was actually
|1〉.
We therefore have 3 unknown noise parameters, one
for ρ+z and two for E+z. However, only two of these
are independently observable, even in principle, if ρ+z
and E+z are the only states and measurements that can
FIG. 2: Schematic illustration of the  pulse sequence for
the z preparation and measurement as a function of time t.
The pulse starts at the measurement point M and rapidly
but adiabatically ramps down to the qubit point BS . See
Ref. [11] for details.
be performed on the double quantum dot system. (All
other states and measurements correspond to a coher-
ent evolution together with these.) Using this fact and
that ρ+z and E+z are both diagonal in the same basis, it
is straightforward to show that under an arbitrary evolu-
tion of ρ+z it is impossible to distinguish all three param-
eters. We can therefore eliminate one of the three noise
parameters by redefining the remaining two without af-
fecting the measurement statistics. Therefore, without
loss of generality we will choose ρ+z to be a pure state
(that is, choose ε = 0),
ρ+z = |0〉〈0| = 1
2
Iˆ ± 1
2
σˆz . (5)
The corresponding measurement will therefore still be of
the form (4) but now with different values for ε0 and
ε1. We will illustrate the preparation and measurement
by the -pulse sequences illustrated in Fig. 2. Note that
these parameters will in general depend on the choice of
BS .
2. Initialization in the x-basis
The magnetic field gradient ∆B in the Hamiltonian of
Eq. (1) provides a different direction on the Bloch sphere
than z, and allows us to define the x-axis of the Bloch
sphere as follows. Performing an initialization where
the |S(0, 2)〉 singlet is brought adiabatically to the point
where J() = 0 can be used to prepare an eigenstate of
this Hamiltonian term, and rapidly switching the detun-
ing to BS completes the initialization; see Fig. 3(a). We
define this state ρ+x to be real, i.e., its Bloch vector lies
in the x−z plane; in general, systematic errors due to the
implementation of the control pulse will mean this state
is not precisely aligned with the x-axis. We can therefore
represent ρ+x by
ρ+x =
1
2
I +
1
2
(
r(2)x σx + r
(2)
z σz
)
. (6)
where r
(2)
x and r
(2)
z are the Bloch sphere components con-
strained such that (r
(2)
x )2 + (r
(2)
z )2 ≤ 1. (Here, the su-
perscript (2) denotes that this is our second independent
preparation.) We emphasise that the above equation is
a completely general expression for the form of the +x
5preparation, regardless of the specific method (pulse se-
quence) used to generate it.
3. The remaining states and measurements
For process tomography, we require at least four states
ρi, i = 1, 2, 3, 4 and three measurements Ej , j = 1, 2, 3.
With ρ1 = ρ+z, ρ2 = ρ+x and E1 = E+z as defined
above, we still require at least two or more additional
states ρi for i = 3, 4, . . ., and at least two additional
measurements Ej for j = 2, 3, . . .. In general, these states
will have both stochastic and systematic errors.
Additional states can be initialized by reducing J()
to zero, or any nonzero value, and allowing the qubit to
evolve prior to switching back to the point BS . Rather
than attempting to describe the effect of such pulse se-
quences, we leave the form of these initializations com-
pletely general, represented as an arbitrary qubit density
operator as
ρi =
1
2
I +
1
2
3∑
a=1
r(i)a σa (7)
where each state i has three unknown parameters r
(i)
a for
a = 1, 2, 3 corresponding to the x, y, and z components
of the Bloch vector. The value in parentheses labels the
different state preparations, i = 3, 4, . . ..
Similarly any additional measurements are also left
completely general and are explicitly represented as
Ej =
1
2
(1− (ε1 − ε0)) I+ 1
2
(1−(ε1+ε0))
3∑
a=1
R(j)a σa (8)
where the unknowns are the 2 noise parameters ε0,1, the
three measurement parameters R
(j)
a for a = 1, 2, 3, and
again where the value in parentheses labels the differ-
ent measurements j = 2, 3, . . .. Note that we retain
the z-axis measurement noise parameters ε0,1, because
any measurement on this system correspond to an evolu-
tion subsequently followed by the original E+z measure-
ment. However, additional stochastic noise is included
in this description as well, represented by the possibil-
ity that
∑
a=13 R
(j)
a can be less than unity. In order for
these to correspond to physical states and measurements
they must be constrained such that
∑3
a=1 r
(i)
a ≤ 1 and∑3
a=1R
(j)
a ≤ 1, where equality denotes pure states and
projective measurements. The pulse sequences for these
states and measurements are illustrated in Fig. 3.
B. Characterising the states and measurements
The task of characterising the states and measurements
is now reduced to simply determining the unknown pa-
rameters for an informationally complete set of states and
(a)
(b)
FIG. 3: Schematic illustration of the pulse sequence for the
(a) +x and (b) +y preparation and measurement.
measurements. In order to identify these unknowns, one
would collect statistics from preparing and then measur-
ing in all combinations of states and measurements, and
then fit the unknown parameters to the data for example
by using maximum likelihood estimation (MLE). Unfor-
tunately, to characterise a minimal set, i.e., only 4 states
and 3 measurements, we have 16 unknown parameters
to determine, and the statistics from measuring these 4
states with 3 measurements will only give 12 independent
pieces of data. We therefore will either require additional
assumptions to restrict the number of free parameters, or
additional states and measurements to provide more in-
dependent statistics.
We define and compare three different methods for
this, each based on a different approach.
1. Method A – additional assumptions
We reduce the number of unknown parameters by mak-
ing additional assumptions about the form of the states
and measurements. One natural assumption is that the
measurements E2,3 do not have any additional stochas-
tic errors apart from those due to the underlying E+z
measurement, described by ε0,1. (The measurements can
still possess arbitrary systematic errors.) This assump-
tion corresponds to enforcing the additional constraints∑3
a=1(R
(j)
a )2 = 1 for j = 2, 3 which eliminates 1 unknown
for each measurement, yielding a total of 13 unknown
parameters in the model. Another natural assumption is
that the measurement E2, which uses an inverted pulse
sequence to that used in the ρ+x initialization, is similarly
constrained to the x− z plane on the Bloch sphere, i.e.,
enforcing R
(2)
3 = 0. This additional assumption reduces
the total number of unknown parameters in the model
to 12, precisely equal to the number of independent data
we can obtain.
We note these assumptions are particular to our
singlet-triplet qubit system. To apply this method to
other qubit realisations, one would need to identify a
6similar number of ‘natural’ assumptions to constrain the
problem, and we note that this may not be possible in
all situations.
2. Method B – using free evolution
As an alternative method, we can avoid making ad-
ditional assumptions on the form of our states and mea-
surements, and follow the general approach of Shulman et
al., [12]. In this approach, we obtain additional data by
allowing the qubit to evolve freely for some time between
the state initialization and the measurement. By fitting
the evolution to a simple phenomenological model with
few free parameters, we can constrain the parameters
of all states and measurements in our tomographically-
complete set.
We consider allowing the qubit to evolve freely for var-
ious times between the preparations and measurements.
This will introduce additional unknown parameters asso-
ciated with the evolution. In order to reduce the number
of unknown parameters introduced, we will evolve the
states under the Hamiltonian defined at the qubit point,
i.e., at BS , and to a good approximation the evolution
corresponds to rotations around the z-axis with some de-
cay towards the z-axis. Specifically, we model evolution
of an arbitrary quantum state ρ by the Lindblad master
equation of Eq. (2). This model introduces two unknown
parameters: the rotation rate Ω and the T2 coherence
time. The solution is given by
ρ(t) = 12
(
1 + e−t/T2 cos Ωt
)
ρ(0)
+ 12
(
1− e−t/T2 cos Ωt
)
σzρ(0)σz
+ i2e
−t/T2 sin Ωt [σz, ρ(0)] . (9)
We will take the above form of ρ(t) as an ansatz for the
state obtained by initializing the qubit as ρ(0) and then
allowing it to evolve freely for time t. The conditional
probability pj|i = P(Ej |ρi(t)) for obtaining the measure-
ment outcome Ej given the initial state ρi and an evolu-
tion time t takes the form
pj|i(t) = ai,j + e−t/T2 (bi,j cos(Ωt)− ci,j sin(Ωt)) (10)
We note that this method can be modified, in particular
in the form of the decoherence, if the qubit evolution is
more accurately modelled by an alternative parametri-
sation. For example, in a non-Markovian noise envi-
ronment, other non-exponential decay envelopes may be
more appropriate. We emphasise that any such model
forms an assumption on which this method is based.
With this evolution, we can constrain all of the pa-
rameters in our tomographically-complete sets of states
and measurements, as well as the additional free param-
eters in the above evolution, by allowing the qubit to
evolve for a number of finite timesteps tk between the
various qubit initializations and the subsequent measure-
ments. We note, however, that this method is based on
the assumption of qubit evolution according to the above
ansatz. This Method B can be adapted to other qubit
systems using a phenomenological evolution appropriate
to that qubit and its noise environment.
3. Method C – more states and measurements
Finally, as a third method, we investigate how we can
add additional states ρi and measurements Ej beyond
the minimal tomographically complete set in order to
further constrain the parameters of our fit. The num-
ber of unknown parameters introduced by adding K ad-
ditional states and measurements grows linearly with K;
specifically, we introduce 6 new parameters for each state
and measurement pair using the completely general forms
of (7) and (8). Performing all possible combinations of
state initialization and measurement in an experiment,
the amount of independent data grows quadratically in
K. Therefore, provided we introduce a sufficient num-
bers of state and measurement pairs we can always col-
lect a sufficient set of independent data to determine all
unknown parameters without the need of evolving our
states or introducing any other assumptions. In our case,
it suffices to make use of a total of 5 state and measure-
ment pairs: that is, 4 states and 3 measurements from
our tomographically-complete sets, plus 1 more arbitrary
state and 2 more arbitrary measurements. Therefore, we
would have 25 unknown parameters and exactly 25 in-
dependent measurements with the probabilities given by
pj|i = P(Ej |ρi).
We emphasise that, unlike methods A and B above,
this method introduces no additional assumptions; be-
yond the z-basis state and measurement, all other states
and measurements are completely free and arbitrary. As
a result, Method C is broadly applicable to all qubit real-
isations that possess a common z-basis state preparation
and measurement.
C. Tomography and the state and measurement
reconstructions
We now describe how experimental data following the
above three methods can be used to reconstruct the pa-
rameters of the states and measurements, therefore pro-
viding an accurate estimate of these states and measure-
ments for future use in process tomography.
Let us first consider Method B, which requires qubit
evolution. We select M equally spaced intervals of time
tk, k = 1, . . . ,M . For each state i = 1, 2, 3, 4, measure-
ment j = 1, 2, 3, and time tk, k = 1, . . . ,M , we gener-
ate a set of data corresponding to the conditional prob-
abilities (10) which corresponds to preparing the state
ρi evolving for a fixed period of time tk and measuring
Ej . This is repeated N times with nj|i(tk) positive out-
7comes. The statistics are labelled by the measurement
i, the initial state j and the time t with a frequency
p˜j|i(tk) = nj|i(t)/N . The 12 data sets are then collected
and likelihood function L for the 12 conditional probabil-
ities (10) is maximized over the parameter space to de-
termine the best fit. Although p˜j|i(tk) will be distributed
binomially, for sufficiently large N we can approximate
this by a normal distribution. The log-likelihood becomes
− lnL =
∑
i,j
M∑
k=1
1
σijk
(
Tr(Ejρi(tk))− p˜j|i(tk)
)2
where σijk =
√
Np˜j|i(tk)(1− p˜j|i(tk)) are the errors as-
sociated with the measurements. Minimizing − lnL we
obtain the best fit values of the 16 unknown parame-
ters characterising the states and measurements and the
two evolution parameters Ω and T2. Note that if the
reconstructed states or measurements were found to be
unphysical then they should be corrected for in the stan-
dard manner [2].
For methods A and C the situation is considerably sim-
pler. For both methods, as the measurement frequencies
p˜j|i = nj|i/N completely constrain the unknown param-
eters, we similarly construct − lnL and minimize over all
parameters to determine the states.
We emphasize that the fit in all cases is of the con-
ditional probabilities pj|i = Tr(Ejρi), which are non-
linear functions of the unknown parameters. Therefore,
to achieve a good fit, in practice we require a reasonable
initial estimate.
D. Simulations of state and measurement
tomography
We now will explore how the above methods behave
using simulated data, and compare the relative accuracy
and convergence of the three methods.
The assumptions used in these methods provide a fun-
damental problem in doing simulations. Both Methods
A and B make explicit use of assumptions: Method A
makes assumptions about some of the state initializations
and measurements, and Method B makes assumptions
about the free evolution of the qubit. In our simulations
(as with actual experiments) the performance of these
methods will obviously depend on the accuracy of these
assumptions. In the following, we describe simulations
for which the assumptions of Method A are explicitly vi-
olated, but the assumptions of Method B are obeyed,
and we compare these methods in light of this.
In our simulations, the values of the unknown param-
eters in the states and measurements were selected with
systematic errors described by inaccuracies in the mea-
surement directions on the Bloch sphere of ∼ 10◦ and
stochastic errors ∼ 0.05, which roughly corresponds to
those found in Ref. [11]. Note the results presented here
in do not depend significantly on the particular choice
of parameters. In particular all the measurements have
additional noise, and the x-measurement E2 is not con-
strained to lie in the x−z plane as assumed by Method
A. Also in our simulations, qubit evolution is modelled
by the Lindblad master equation of Eq. (2); therefore
this assumption in Method B is precisely obeyed in our
simulation. The minimization of the log likelihood is
performed using Minuit, a minimization routine in the
ROOT library developed by CERN.
If we compare how quickly the systematic errors for the
measurements converge to the true values, Fig. 4(a), we
find that at least for sufficiently small stochastic errors
in the true measurements (. 0.05) the systematic errors
converge to the true errors at exactly the same rates for
N . 106. However, for N larger we see that method
A obtains a lower limit on the accuracy of the system-
atic errors. We find through simulations that this lower
limit on the accuracy is primarily due to the inaccurate
assumption about the stochastic errors on measurement
j = 2, 3 and not the inaccurate assumption that the x-
measurement lies in the x−z plane.
In Fig. 4(b), we compare the convergence of the recon-
structed states to the true states, as quantified by the
fidelity F (ρesti , ρi). For both methods B and C we find
that the reconstructed state converges to the true state
at a rate ∝ N−1. For method A we find that for small
N . 100 the reconstructed state converges at approxi-
mately the same rate, however for N larger we find that
the fidelity reaches a lower bound of the order 10−3. This
lower limit is set by the stochastic errors associated with
the measurements which were assumed to be sufficiently
small that they can be ignored. We note that Method C
performs better on average than B by a constant factor
(about a factor of 5), although the spread in this perfor-
mance is significant. (Note that the data in Fig. 4(b) has
been averaged over 10 runs per point to highlight this
difference in average-case performance.)
As mentioned above, given that the conditional prob-
abilities pj|i = Tr(Ejρi) are non-linear functions of the
unknown parameters, to achieve a good fit we in practice
require a reasonable initial estimate. Here, we found that
method B was the most stable and in practice one could
be completely ignorant about all of the parameters and
still achieve a reasonable fit to the data. This is primarily
because the extra evolutionary degrees of freedom reduce
the parameter space compatible with the data. (This sta-
bility suggests that one may wish to increase the num-
ber of states and measurements in method C beyond the
minimum required, in order to obtain similar stability.)
For methods A and C this is not the case, and we re-
quire a reasonable approximation to the true states and
measurements, for example we found that it was neces-
sary to take ρ2 to be approximately |+〉〈+|, likewise for
any additional states in order to achieve a reasonable fit.
Finally method A was the most sensitive to the initial
conditions and for a fair comparison we have plotted the
data with initial parameters to be within 1%−2% of their
true value.
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FIG. 4: Comparison of state and measurement reconstruction
for method A (green), B (blue) and C (red). (a) The conver-
gence of a systematic error for the measurement Ex. Here,
α is the angular separation between the vector R2i and the
true measurement with respect to the total number of mea-
surements N . (b) The infidelity 1−F between the true state
ρ1 and reconstructed state ρ
est
1 . The data has been averaged
over 10 runs per point in order to highlight the difference in
average-case performance of Methods B and C.
IV. PROCESS TOMOGRAPHY
The methods described in the previous section pro-
vide estimates (reconstructions) of a tomographically-
complete set of states and measurements, which can sub-
sequently be used to perform process tomography. Here,
we investigate the performance of process tomography
based on these reconstructions.
As an example, we consider process tomography of
a noisy implementation of the Hadamard gate. The
Hadamard gate is unitary, but any experimental imple-
mentation will have both stochastic and systematic er-
rors. The resulting evolution is therefore a CP map
E , which we would like to estimate. We will use our
tomographically-complete sets of states {ρi} and mea-
surements {Ej}, reconstructed to some accuracy as pa-
rameterised by the number of measurements NSPAM.
Process tomography then follows the standard procedure
[22], however with the added complication that the states
and measurements are nonorthogonal and noisy.
For each state i and measurement j, we collect statis-
tics from N experiments where the input state ρi is
acted upon by the gate E and subsequently measured
with Ej . The relative frequencies, p˜j|i = nij/N , which
are estimates of the quantum mechanical probabilities
pj|i = p(Ej |E(ρi)). Given our estimates for ρi and Ej
obtained through state and measurement tomography,
we can reconstruct the process E .
For the numerical implementation of this reconstruc-
tion, it is useful to consider the Choi state ρErec associated
with this process. Recall that, for a qubit, the Choi state
for a process E is given by ρE = [I⊗E ](|Φ+〉〈Φ+|), where
|Φ+〉 = 1/√2(|00〉 + |11〉). In practice this simple inver-
sion using the Born rule will typically yield an unphysical
Choi state. A standard method to obtain only physical
Choi states is to perform MLE on the reconstructed state
ρErec constrained to the set of physical Choi states. There
are two conditions that a physical Choi state must satisfy
1. it must be an Hermitian, Tr ρE = 1, positive semi-
definite operator, i.e., 〈ψ| ρE |ψ〉 ≥ 0 for any |ψ〉.
2. The partial trace over subsystem B should yield
the maximally mixed state, i.e., TrB(ρE) = 12IA.
The first condition will be enforced by choosing a suit-
able parametrization for positive semi-definite states.
Namely, the Cholesky decomposition where ρE =
T †T/Tr(T †T ) where T is a lower triangular complex ma-
trix which has 16 degrees of freedom ti, i = 1, 2, . . . , 16
[2]. The second condition can now be expressed as a
set of 4 constraints on the parameters ti, Ci(ti) = 0, for
i = 1, . . . , 4.
In order to perform maximum likelihood estimation,
we construct the likelihood function L by considering an
operator basis of 16 elements formed by the tensor prod-
uct Mij = Mi⊗Mj where Mi are an operator basis for a
qubit (for example, the Pauli spin matrices). We define
pij and qij to be tho components of the reconstructed
operator ρErec and the physical Choi state ρEest . The re-
sulting log-likelihood function is
− lnL = N
∑
ij
(pij − qij)2
qij(1− qij)
where pij = Tr(MijρErec) and qij = Tr(MijρEest). As
is standard practice we have ignored the normalisation
constant which enters into the likelihood function [2].
We would now like to minimize − lnL over the parame-
ters ti whilst enforcing the constraints Ci = 0. In order
to enforce these constraints we will follow a procedure
similar to that of Ref. [24]. We can turn this into an
unconstrained problem by following what is called the
augmented Lagrangian method where we add a penalty
function to − lnL [25]
L(t1, t2, . . .) = − lnL+
4∑
i=1
(
λiCi +
µ
2
C2i
)
(11)
9where in optimization theory L is called the Lagrangian
function. The minimization of L follows an iterative pro-
cedure where λi and µ are appropriately chosen constants
which are updated after each minimization. The advan-
tage of this method is that the solutions do not depend
strongly on the initial guess and will converge to the
minimum in a finite number of iterations (here we found
that 5 iterations were sufficient). Minimizing L over the
set of parameters ti results in the closest physical Choi
state consistent with the data satisfying conditions 1 and
2 [26].
We performed simulations of process tomography for
the Hadamard gate, using the Choi matrix obtained by
integrating a variant of the master equation (2) using
a rotation axis corresponding to J/ω ≈ 1 for a period
of time t ≈ pi/Ω. In a well-designed process tomogra-
phy scheme, our estimate ρEest should converge to the
true state ρE as N → ∞. However, we can expect that
reconstruction errors in our estimates of the states and
measurements used in this process tomography will af-
fect this convergence to the true value. This is borne
out in our simulations; see Fig. 5(d). Comparing the fi-
delity of the estimated state to the true state F (ρEest , ρE)
we see that all methods lead to process tomography that
initially converges at a rate proportional to N−1. How-
ever, for large N the errors do not converge to zero, but
saturate at a nonzero lower bound determined by the ac-
curacy of the state and measurement tomography. For
example, using NSPAM = 10
6 to characterise the states
and measurements (a value of NSPAM for which the esti-
mates obtained in method A for state and measurement
begin to saturate, see Fig. 4), we find that our process
tomography stops improving after about N & 105. Note
that this effect of the state and measurement errors on
process tomography was also observed in Ref. [6]. If,
however, we perform state and measurement tomography
with NSPAM = 10
9 (a value for which the estimates using
method A have long since saturated, but methods B and
C are still improving), we see that the process tomogra-
phy fidelities for methods B and C improve, converging
as would be predicted, however method A remains sat-
urated at this limit. This example clearly demonstrates
the dependence of process tomography on state and mea-
surement tomography.
V. CONCLUSION
Quantum process tomography has become the gold
standard for benchmarking quantum gates, in part be-
cause it constitutes a general method for characteris-
ing arbitrary processes without making unnecessary as-
sumptions. However, as applied in the past, substan-
tial assumptions have been made about the form of
the tomographically-complete set of states and measure-
ments used for performing process tomography. These
assumptions, while possibly well-justified in optical and
atomic systems, are inappropriate for most solid-state
implementations.
We have presented and analysed numerically a range
of methods for process tomography where these assump-
tions are relaxed or avoided altogether. We showed that
out of these methods, the one without any assumptions
about the form of the tomographically-complete set of
states and measurements (Method C) leads to the most
efficient process tomography. We note that our technique
is related in spirit to the self-consistent tomography ap-
proach of Ref. [6]. The key distinction between the two is
that we first characterise our tomographically-complete
states and measurements prior to initiating standard pro-
cess tomography, with a relatively simple optimisation,
whereas their approach performs a unified estimation of
all gates, including those that could be used for state
preparation and measurement in different bases, all at
the same time. Our work is relevant not just for the
singlet-triplet qubit but for any system which has large
SPAM errors.
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