[1] Being one of the most outstanding hydrodynamic processes at ocean margins, upwelling is not only a key factor controlling bioproduction but also acts as a driving mechanism for sediment transport. In order to quantify its capability to erode and transport sedimentary particles without being masked by other oceanographic processes, we present a numerical model only forced by surface wind drag. Thereby, transport of particles is not only controlled by upwelling circulation, but also by their physical properties as well as time and location of release into the water column. The study combines a hydrodynamic finite difference model and Lagrangian particle tracing technique. Model geometry mimics a two-dimensional profile from the passive margin offshore Walvis Bay, Namibia. Model runs describe a 5-day wind-forcing event and a subsequent 20-day period of relaxation. As our work is also motivated by paleoceanographic questions, a lowered sea level geometry is used simulating Last Glacial Maximum (LGM) conditions. Results suggest the establishment of a long-lasting circulation comprising an offshore-directed surface layer and an onshore-directed bottom current. Shelf currents are vigorous but short-lasting, allowing transport of particles up to sand size. In contrast, transport at the upper slope is more persistent but restricted to smaller grain sizes. Sea level changes cause a shift of upwelling front in cross-shelf direction and of sedimentary deposition centers along the slope. Transport paths of surface source tracers show systematic variations, which can be evaluated in terms of grain-size fractionation as well as temporal and spatial clusters. 
Introduction
[2] Coastal upwelling is a result of Ekman pumping in response to alongshore winds acting at the sea surface [e.g., Luther and O'Brien, 1985; Hay and Brock, 1992; Thurman and Trujillo, 1999] . The divergence or offshore transport of surface water away from the coastal boundary takes place within the surface boundary layer (SBL). Its replacement by water from central levels is completed by onshore currents within the lower part of the water column, especially the bottom boundary layer (BBL) [e.g., Thurman and Trujillo, 1999] . Coastal upwelling occurs mainly along the west coasts of continents controlled by the coast-parallel Trade Winds and the position of the Intertropical Convergence Zone [e.g., Shannon and O'Toole, 1999] . For example, the Benguela system is one of the major upwelling systems along the coastline of South Africa, Namibia, and Angola [e.g., Nelson and Hutchings, 1983; Shannon, 1985; Chapman and Shannon, 1985; Shannon and Nelson, 1996] . Oceanography of this region is in many respects similar to the Humboldt Current off Peru and Chile, the California Current of the west coast of the US and the Canary Current off northwest Africa [Shannon and O'Toole, 1999] .
[3] Upwelling regions are not only of ecological and economic interest because of high bioproduction rates due to the enrichment of nutrient-rich water, but they also leave their imprints on the sedimentary record. This enables the reconstruction of environmental conditions as well as climate changes through time [e.g., Hay and Brock, 1992] . In addition, upwelling currents can also trigger sediment transport processes also documented in the sedimentary signal. Hence upwelling cells are displaced in a seaward direction in response to sea level low-stands the Last Glacial Maximum which coevally causes a drastically increase of total mass accumulation of organic material on continental slope areas, for example, at the continental slope offshore Namibia [e.g., Mollenhauer et al., 2002] . Ideally, transport of mobile particles in a stationary upwelling cell can describe a loop embracing offshore transport in the SBL, gravitational sinking through the water column and onshore transport in the BBL [e.g., Chamley, 1990] . The location of the sediment source and the release time are important key parameters for sediment transport pattern. However, different redistribution processes of foraminifera and alkenones due to their actual shape and size causes a large age offset observed in sediment cores from the upper continental slope off Namibia [Mollenhauer et al., 2003] . Besides, different sediment types show typical sink, deposition and erosion behavior depending on their physical properties, for example, grain size, shape, and density [e.g., Zanke, 1982; Allen, 1985] . Therewith, the actual shape and extent of sedimentary transport pathways are controlled by the hydrodynamic environment, for example, current conditions, the sediment types as well as the margin geometry and/or sea level setting.
[4] However, up to now less is known about the transport pathways and redistribution processes of different sediment types during a coastal upwelling event. Additionally, the displacement of sediment deposition centers due to sea level changes is not fully understood. For this reason, our studies are motivated by paleoceanographic questions regarding the effect of sea level change during the Last Glacial Maximum ($19,000À23,000 years before present) as a better understanding of the sediment transport mechanisms in these regions would enable a more precise interpretation of the sedimentary records.
[5] Our studies focus on the temporal and spatial distribution of sediment transport patterns during coastal upwelling as a function of grain size, source location, and sediment injection time, as well as margin geometry or respectively sea level conditions. We simulate an idealized single upwelling event to exclusively evaluate its capabilities to drive and control the sediment transport. Furthermore, we used a 2D vertical cross section of a continental margin only focusing on wind stress induced currents while all other alongslope driving mechanisms are factored out. All these simplifications enable parameter sensitivity studies to quantify influences of the above mentioned controlling factors for their potential of sediment transport of distinct particles within an upwelling cell. In that, we provide a first piece for the analysis of a complex puzzle of processes to gain a deeper insight into the sediment transport mechanisms in upwelling regions.
[6] Although the major aim of these studies is a parameter sensitivity analysis of sediment transport in upwelling regions in general, numerous information about margin geometry, wind-forcing, sediment budget, current velocities etc. are necessary to build a realistic model setup. Hence the models presented in this study have been inspired by the upwelling offshore Walvis Bay, Namibia, as part of the Benguela current system (Figure 1 ). Here the northward alongshore component of the southeast Trade Wind is the driving force for coastal upwelling processes (Figure 1 ) [e.g., Peterson and Stramma, 1991; Shannon and Nelson, 1996; Wedepohl et al., 2000; Christensen and Giraudeau, 2002] . The mean speed of the Benguela Current has been estimated by Shannon [1985] to be 17 cm s
À1
; Wedepohl et al. [2000] propose variations from <11 cm s À1 to a maximum of 23 cm s
. The wind field, topographic features and orientation of the coast results in the formation of a number of upwelling cells, the Lüderitz cell (27°), northern Namibian, central Namibian (Walvis Bay), Namaqua, and Cape Peninsula (Figure 1 ) [Shannon and O'Toole, 1999] . Usually the Benguela upwelling occurs Figure 1 . Sketch map of the passive margin offshore Namibia, showing the location of the M57/2 profile, large-scale bathymetry, the general pattern of surface currents (arrows: BCC, Benguela Costal Current; BOC, Benguela Oceanic Current; SAC, South Atlantic Current; AGC, Agulhas current; AC, Angola Current), and the upwelling regions. Modified after Wefer et al. [1996] , Lutjeharms and Stockton [1987] , and Shannon and Nelson [1996] .
during the whole year whereas the intensity shows annual and interannual changes according to the strength of the coast-parallel Trade Winds [Hagen et al., 2001] . Thus strong upwelling occurs throughout the year at the Lüderitz cell [Stander, 1964] whereas the secondary upwelling cells are more sensitive to interannual variations [Hagen et al., 2001] . In addition, hydrodynamic patterns are modified by the potential presence of a southward-directed undercurrent [Barange and Pillar, 1992; Giraudeau et al., 2000] , mesoscale eddies derived from the Agulhas current system [Garzoli et al., 1996] , as well as tidal forces, resulting in highly variable circulation patterns over time and space. Detailed description of the physical oceanography of the upwelling region off southwest Africa has been presented by Bang [1971] and more recently by Shannon and Nelson [1996] , Lass et al. [2000] , and Hagen et al. [2001] .
[7] As detailed hydrographic data, which are essential as input for our ocean circulation model, are available from the several Meteor cruises to Walvis Bay [e.g., Zabel et al., 2003] , we adopt the margin geometry of a E-Wtrending cross section along 23°S perpendicular to the slope. We simulate as single upwelling event caused by a wind stress anomaly typical for this region. However, as hydrodynamic conditions are very complex in this region as well as intensity and time of upwelling events changes significantly along the Namibian margin [Shannon and Nelson, 1996; Shannon and O'Toole, 1999; Hagen et al., 2001] , our simplified 2D model cannot serve as a true case study for the upwelling off Namibia. To enable this, at least an extension of our model into 3D would be essential.
[8] For these investigations, we combine for the first time a classical ocean circulation model ROMS (Regional Ocean Modelling System, Ocean Modeling Group at Rutgers University [e.g., Haidvogel et al., 2000] ) with a newly implemented particle tracing code in the commercial software FLAC (Fast Lagrangian Analysis of Continua; Itasca). The hydrodynamic ROMS model is used to calculate the water velocity field because on the basis of terrain-following coordinates it is capable to simulate circulation in a model domain spanning a large range of different water depths. Thus ROMS has been successfully applied to several oceanographic scenarios including wind-driven flow near submarine canyons [She and Klinck, 2000] and a large-scale model of the Benguela Current [Penven et al., 2001] .
[9] A mean to study the behavior of distinct particles is the application of modified Lagrangian tracers bearing the outlined physical properties [e.g., Haupt et al., 1994] . Using this ''offline'' approach, displacement paths or respectively transport patterns of a numerous of different individual grains can be traced with less calculation time.
Model Setup

Hydrodynamic ROMS Model
[10] The Regional Ocean Modeling System (ROMS) has been coded by the Ocean Modeling Group at Rutgers University and the UC Los Angeles [e.g., Haidvogel et al., 2000; Ezer et al., 2002; Shchepetkin and McWilliams, 2004] . ROMS is a free-surface, hydrostatic, primitive equation ocean model that uses stretched, terrain-following coordinates in the vertical and orthogonal curvilinear coordinates in the horizontal. It is derived from the earlier S-coordinate Rutgers University Model (SCRUM) described by Song and Haidvogel [1994] . Distinguishing between barotropic (fast) and baroclinic (slow) modes, a split-explicit time stepping scheme is used to solve the hydrostatic primitive equations for momentum. A finite number of barotropic time steps, within each baroclinic step, is carried out to evolve the free-surface and vertically integrated momentum equations. In the vertical, the primitive equations are discretized over variable topography using stretched terrain-following coordinates [Song and Haidvogel, 1994] . The stretched coordinates allow increased resolution in areas of interest, such as thermocline and BBL. Pressure gradient errors, arising owing to splitting of the pressure gradient term into an along-sigma component and a hydrostatic correction Haidvogel and Beckmann [1999] are reduced following Song and Wright [1998] and Shchepetkin and McWilliams [1998] .
[11] In this study, the hydrodynamic model is designed to mimic an E-W-trending, vertical bathymetric profile located at 23°S offshore Walvis Bay ranging from 10.5 to 14.5°E. Here the passive margin formed a 130 km wide shelf which is characteristically subdivided into an inner and an outer shelf flat separated by a relatively steep ramp which we refer to as ''inner shelf break'' (Figure 2a ). Corresponding bathymetric data taken from Smith and Sandwell [1997] indicate water depths around 150 m on the inner and up to 350 m on the outer shelf, respectively. The transition of the outer shelf to the continental slope which we term ''outer shelf break'' is characterized by a small bulge resulting in a synform shape of the outer shelf area. The character of surface sediments is highly variable both along the profile and perpendicular to it [Zabel et al., 2003; Pufahl et al., 1998 ]. However, a common and laterally consistent feature is the presence of a mud belt in the vicinity of the coast; additional depocenters have been found to occur at the uppermost slope and in the depression of the concave outer shelf [Bremner, 1983] .
[12] Hence our model mirrors the geometry of an idealized continental margin (Figure 2a ). Laterally the model grid extends over 408 km including the cold water belt of uplifted central water observed along the Walvis Bay upwelling cell [e.g., Hagen et al., 2001] . To avoid disturbances of circulation by a closed vertical wall at the sea side of the models, a fictive sinusoidal western ocean margin has been added (Figure 2a) . The model domain is periodic in the north-south direction to allow for coast-parallel transport of water masses; one grid cell is present in the out-of-plane direction, so that the model dimension is actually 2D. The model is discretized into 40 vertical levels with enhanced resolution of the SBL and BBL (see Figure 2a and Table 1 ). Grid spacing along the transect is 2 min, corresponding to a cell width of $3.4 km and a number of 260 grid cells.
[13] Upwelling circulation is forced by north-directed wind drag perpendicular to the model plane. The setup is based on the wind-driven upwelling test case by the Rutgers IMCS Ocean Modeling Group (H. G. Arango, Wind-driven upwelling/downwelling over a periodic channel, ROMS source code, 2002, available at http://marine.rutgers.edu).
[14] During the METEOR cruise 48-2 cruise at least two strong wind events were observed, one of $5, the other of $3 days duration similar to other measurements [Shannon and Nelson, 1996] ), W is the wind velocity adjusted to 10-m height and C D the variable drag coefficient. The drag coefficient for a neutral atmosphere above the sea surface was chosen according to Smith [1988] with C D = 1.5E-03. This supplies a mean wind stress of 0.47 N m À2 or 0.47 Pa.
[15] In accordance to that, out-of-plane north-directed wind stress up to $0.5 Pa or respectively 16 m s À1 is applied to the model surface for a time span of five days ( Figure 2c ). This wind-forcing comprises a two day phase of sinusoidal intensification and decrease, respectively. After its cessation, the model runs for further 20 days ( Figure 2c ). The temperature and salinity stratification is initialized from the deepest Meteor M57/2 station [Zabel et al., 2003] . During the whole model run, kinematic surface heat and freshwater fluxes are set to zero.
[16] Since the intention of the models is to isolate the effects of upwelling other oceanographic factors are not taken into account, for example, highly energetic waves and tides in shallow-water domains. However, although tides or waves induced by background wind conditions are capable to provide unidirectional transport mechanisms along the model traverse, their effects may be neglected on a large scale compared to that of upwelling circulation. Furthermore, the model does not take into account large-scale ocean currents. However, the effect of a coast-parallel surface current is limited, since its main velocity component is out of the model plane. In contrast, the presence of a poleward undercurrent could modify the model scenario in a more significant manner by providing a background velocity field differing from the static initial conditions assumed in the models. Consequent Ekman pumping would imply the presence of an offshore-directed background bottom current and the deeper parts of the water column might be permanently out of reach for wind-induced upwelling circulation.
[17] As we also want to investigate the sensitive of sediment transport pattern as a function of sea level conditions, a second model geometry with a seal level 130 m lower is settled up. Here parts of the inner shelf fell dry. Consequently, the present-day outer shelf acts as a narrow (<50 km) and relatively deep (200 m) shelf platform. Such a sea level stand reflects conditions which are postulated for the Last Glacial Maximum [e.g., Wefer et al., 1996] . However, an interpretation as an upwelling event during the LGM is impossible because of the simplification of wind-forcing as well as the 2D approach. As aim of these simulations is to study the role of sea level or changes in margin geometry all other model characteristics kept constant.
Particle-Tracing FLAC Model
[18] Besides calculating the velocity field within the Eulerian grid of a hydrodynamic model, a common technique to follow up the fluids motion is the use of Lagrangian tracers, virtual massless ''particles'' advected by the fluid [e.g., de Vries and Döös, 2001] . In this study, we present an expansion of this technique using tracers characterized by the physical properties of sedimentary particles, for example, grain size, shape, and density. These Lagrangian calculations are carried out on the basis of the ROMS velocity fields in an ''offline'' manner with the commercial code FLAC.
[19] Figure 2b illustrates the particle tracing domain, showing the model grid, its refinement toward the SBL and BBL and the distribution of sediment sources. In contrast to the hydrodynamic models only the eastern part of the model domain is taken into account. In addition, horizontal particle motion is calculated in the x axis or cross-shelf direction respectively whereas particle settling or resuspension behavior is separately accounted in the vertical z-direction. This is appropriate, since the calculation of critical deposition and resuspension velocities takes into account the 3D velocity field. Hence all transport paths presented in this study have to be interpreted as projections of the actual path onto the xz-model plane; similarly, the computed transport distances have to be understood as the component parallel to the model section.
[20] We adopt ROMS velocities in a time interval of 6 hours to calculate sediment dynamics with FLAC. Therefore cross-shelf and vertical velocities from ROMS are applied to the respective grid points of the FLAC model. As the FLAC software expects densely sampled velocity information to achieve continuous and stabile particle transport trough time, a linear interpolation of the ROMS velocities is performed. Hence within the FLAC simulations we used a time interval of 60 s. In the BBL cells, the particle transport is estimated by comparison of calculated horizontal and vertical bottom velocity values versus critical velocities defined by the physical properties of tracers and their interaction with the fluid. Therefore the explicit horizontal drag and settling terms are implemented within the velocity calculation. FLAC provides information if a tracer is deposited, transported or eroded at each time step along the seafloor. Similarly, sinking behavior is simulated also using horizontal and vertical velocities for the different tracer types. However, vertical ROMS velocities affected only smaller particles (see section 3.3) and they are negligibly small compared to sinking velocities for larger tracers (Figure 3 ). Particle interactions in the water column and in suspension in the BBL as well as particle flocculation are not taken into account because this would go beyond the scope of this parameter sensitivity study [e.g., Khalili et al., 2001; Goharzadeh et al., 2005] .
[21] The final output of FLAC comprises information about particle distribution in the BBL and the water column at each time step. On the basis of the history of tracer positions, particle pathways can be displayed as function of release time (e.g., before, during, or after the upwelling event), source position (e.g., at the sea level, at the seafloor), and particle shape (e.g., particle sizes).
[22] Gravitational settling through the water column is traditionally described by Stoke's law [e.g., Allen, 1985; Middleton and Southard, 1984] . A more elaborate formula by Zanke [1982] results in very similar sinking velocities to those predicted by Stoke. In contrast to numerous other mathematical approaches which were developed for specific environments and case studies [e.g., Gibbs, 1985; Hsü, 1989; McCave and Gross, 1991] , this equation enables the description of the settling behavior of a large grain spectra under different current conditions. Thus it describes the settling behavior similar to Stoke's for low Reynold's numbers whereas it is similar to the Newton approach for large Reynold's numbers. These are necessary requirements not covered by other approaches. A detailed discussion on different approaches to describe settling velocities is given by Haupt [1995] . Furthermore, sediment transport along the BBL and in suspension is implemented into this formula as well as it enables investigation of sediment type and grain shape respectively. Hence the relationship by Zanke [1982] ,
takes into account the particle diameter d, the kinematic viscosity of the fluid n, gravity g * , and the densities of the particle r s and the fluid r f , respectively. Additionally it comprises a shape factor FF
based on the largest, intermediate, and shortest grain diameters (d l , d i , and d s ) which amounts to 1 for spherical particles and to 0.7 for natural grains where d l * d i = 2 d s applies; a uniform value of 0.7 has been applied in this study which was successfully used to simulate the sediment transport pattern for example in the Northern Atlantic [Seidov and Haupt, 1995] . The resulting sinking velocity components are added to the horizontal and vertical velocity field determined by the ROMS calculations. [23] Transport of particles in the BBL is controlled by critical velocities describing the onset of transport (i.e., erosion of a previously deposited particle) and deposition. The actual transport velocity is computed on the basis of the bottom-parallel velocity and the sinking velocity of the individual particle. In detail, we have employed a critical (minimum) velocity describing the onset of bottom transport
a critical (minimum) velocity describing the onset of suspension transport v
* s , and a critical (maximum) velocity for particle deposition v Zanke, 1982] .
[24] In order to evaluate the transport capabilities for a large span of particle sizes potentially present in the ocean, monitored particle diameters range from 3 F (fine sand) to 8 F (silt/clay transition) according to the logarithmic WentworthUdden Scale [Wentworth, 1922] . Table 2 shows the actual diameters in the F (phi) notation and their metric equivalent. Particles in the model have a uniform density of 2650 kg m À3 , corresponding to that of siliciclastic components. According to the Zanke [1982] equations, nonspherical particles are characterized by lower sinking velocities and lower critical velocities for the onset of deposition, suspension and bottom transport. Thus they tend to be easier to be transported and more difficult to be deposited than spherical particles. For the sake of straightforwardness we have varied only particle sizes in this study and refer to the concept of equivalent (Stokes) diameters to take into account particles with differing density and/or shape.
[25] Particle sources in the model are idealized point sources which are located at the model surface and bottom (see Figure 2b ). Since the absolute sedimentary mass flux is not addressed by the model calculations, a uniform and wide spectrum of particle sizes (3 to 8 F) is released at each of these sources with the commence of and every 6 hours during the upwelling event resulting in 21 particle releases. Particle emission in the model sources does not a priori consider whether the availability of these size classes is likely or not. The actual likeliness of the modeled transport paths is subject of consideration in the discussion section. In addition, the model does not take into account particles located within the water column at the beginning of the experiment.
Discussion of Modeling Results
Hydrodynamic Circulation Patterns
[26] The horizontal velocity field derived from the hydrodynamic calculations is shown in Figure 3 , both for the present day (plots on the left) and with a lower sea level (plots on the right). Presentation in the sigma coordinate system allows for high resolution of the SBL and BBL which both are characterized by intense vertical velocity gradients. In order to simplify the interpretation of the plots grey-scale shading can be used to convert the sigma values into the actual water depth. The following observations primarily apply to the present-day setup, and differences at the lower sea level geometry will be discussed subsequently.
[27] In general, north-directed wind-forcing results in a typical upwelling circulation pattern characterized by an offshore surface current and an onshore bottom current. Figures 3b and 3c illustrate a temporal sequence of successive velocity fields during the early stages of the event, offshore surface velocities rapidly build up, whereas the bottom return flow is still slow and poorly localized. In the following, magnitudes of velocities further rise, especially in the realm of the BBL which, in addition, becomes more and more localized. Maximum velocities at the surface nearly coincide with the point in time when wind-forcing ends (Figure 3b ). Offshore velocities up to 0.65 m s À1 culminate within the outer shelf range, whereas bottom onshore currents are most vigorous above the upper shelf (up to 0.30 m s
À1
) and form an insulated second maximum above the outer shelf break. After cessation of wind drag, surface currents rapidly slow down, whereas the bottom current is more persistent and still present at the end of the model run. In detail, the domain of highest velocities is systematically displaced from the inner shelf to an outer shelf position (as documented in Figure 3c ). Summarizing, bottom currents are less closely coupled to the driving mechanism and behave more inertial, especially at the deeper parts of the model profile. Thus the onshore current in the BBL is most vigorous at the inner shelf and just after wind-forcing but more long-lasting at the outer shelf and uppermost slope.
[28] If identical boundary conditions are applied to the model with a lower sea level, the velocity patterns are significantly modified. Maximum offshore velocities now occur at the uppermost slope closely adjacent to the shelf break (i.e., position of the present-day outer shelf break) and their magnitude surpasses the present-day maximum (Figure 3b , 0.7 m s À1 ). In contrast, maximum bottom velocities are located at the outer shelf break and are somewhat lower (0.25 m s À1 ) than in the present-day model; a distinct second maximum is situated at the uppermost shelf adjacent to the shore. After the cessation of wind drag relatively large velocities remain observable within the shelf domain ( Figure 3c ); compared to the present-day pattern, significant bottom currents persist much more proximate to the shore.
[29] Vertical velocities are shown at the end of windforcing (after 10 days; Figure 3d ). In both cases, the presentday geometry as well as the low sea level setting, maximum velocity values are calculated along steep areas of the continental slope (Figure 3d) . Distribution of vertical velocities corresponds to known velocity fields. Unfortunately, neither vertical velocity measurements are available from the Walvis Bay nor data are available for such extreme wind-forcing events from other parts of the world. [30] Leading over to the particle tracing results, the transport characteristics are controlled by the physical properties of an individual particle (grain size, shape, and density), the location and time of its injection and the hydrodynamic velocity field. Results are time series for individual tracers, including their position and current state (sinking through the water column, deposited, transported within the BBL).
Particle Transport in the BBL
[31] The occurrence of particle transport within the BBL is illustrated in Figure 4 with respect to particle size, source location and injection time. Again, we first focus on the present-day model (Figure 4, left) . Before the onset of windforcing (time < 6 days), no bottom-parallel transport is present in the models. In contrast, during the wind-forcing event, onshore-directed bottom currents are capable to erode and transport all particle sizes over the whole model transect, except the fine sand fraction (3 F) which is only transported within the shelf domain. After the decay of wind-forcing, the current system incrementally slows down, but residual bottom-parallel velocities are still present at the end of the model run. On the upper slope, almost any particle size fraction, except fine sand and coarse silt particles (3 and 4 F) keeps in motion; on the shelf, however, velocities decrease more rapidly and particles are deposited all over the shelf (3 and 4 F), or at least at some parts of the inner shelf (5 and 6 F). The finest particle fraction (8 F) is not deposited at any point of the model transect. In the next section, we quote the observed results for individual grain sizes with respect to presence, duration and velocity of transport in the BBL.
[32] The 3 F particles are eroded on the entire shelf during the upwelling event, whereas particles on the slope are not affected by erosion. Transport on the shelf is relatively short-lived and decays within 5 (in the vicinity of the shore) to 20 days (at the outer shelf domain) after the cessation of wind-forcing. The duration of transport relates roughly to the local water depth; that is, the outer part of the shelf basin remains an area of transport for some days after its cessation on the inner shelf. The 4 F particles behave significantly different, since during the wind-forcing event they are subject of transport along almost the entire profile Figure 4 . Horizontal displacement of selected bottom-source particles over time; the slope of individual time-displacement paths relates to transport velocity: Gently inclined sections indicate rapid horizontal transport. Solid sections stand for onshore transport, and dashed sections stand for offshore transport; shaded areas mark the occurrence of erosion and transport at the bottom, respectively. The transport of coarse-grained particles is restricted to the shelf domain and to the early stages of the model run; in contrast, smaller particles are transported throughout the model run, especially at the slope. The transport direction of fine-grained particles can be inverted near the coast during early stages of the model run, when particles are lifted into the surface current by upwelling water masses.
(except for depths of more than about 1400 m). Transport duration surpasses that of sand particles and displacements sum up to larger amounts. An additional maximum in transport duration emerges at the slope and the outer shelf basin, where tracers keep in motion about 20 days.
[33] The mobility of silt-size particles further increases toward smaller grain sizes, allowing for transport at the upper slope and outer self during the whole model run. The 5 and 6 F particles are only deposited on the innermost shelf within distinct areas. The 8 F particles are in motion virtually anytime and at any position along the model profile. Some 8 F particles are lifted into the SBL where they are transported offshore (dashed lines). This effect is only observed at the coast during the wind-forcing event, so that only tracers from bottom sources in the vicinity of the shore are affected.
[34] The lower sea lever model with a narrow shelf region (Figure 4 , plots on the right) produces some significant differences. Owing to the smaller lateral extent of the shelf, transport of 3 F particles is limited to a small belt and does only less expand to the uppermost slope (though it is at the same water depth as the present-day outer shelf). This implies that the preservation potential of coarse sediments on the uppermost shelf is not reduced by a sea level drop. The patterns of 4 F and 5 F tracer transport resemble the present-day results in terms of maximum transport depth, but the transport duration on the shelf is significantly shorter. Furthermore, deposition areas for these grain sizes are much narrower than under present-day conditions and limited to the innermost part of the shelf. Since these domains are highly energetic owing to wave and tide effects, permanent deposition of particles ! 6 F is unlikely during low sea level stands; in contrast, under present-day conditions, a mud belt is predicted to occur around the inner shelf break.
[35] The accumulated transport distance of particles released at the beginning of the experiment at the seafloor is plotted against source locations in Figure 5 . In general, onshore transport in the BBL is limited by natural barriers (as the shore or steeply dipping sections) so that path lengths tend to decrease toward nearshore sources. This pattern is modified by spatial restrictions for the transport of coarse-grained particles and the occurrence of offshore transport of fine-grained particles. Therefore, dependent on grain size, two diametrically opposed patterns can be recognized. (1) For coarse-grained particles the largest offsets are monitored for source loci between the inner shelf break and the slope; the smaller the particle diameter is, the more distal the respective source loci are. For source loci more proximate to the shore transport distances monotonously decrease. (2) Fine-grained particles from far offshore slope sources achieve large transport distances. As for larger particles, transport widths incrementally decrease for source loci closer to the shore, but inversion of transport direction and subsequent offshore transport allows for large values next to the shore. In detail, there are significant secondorder variations along the profile due to local depth and inclination of the seafloor.
Transport of Particles From Surface Sources
[36] Tracing of surface-source particles provides transport paths which may consist of multiple sections related to sinking through the water column and transport within the SBL and along the BBL, respectively. In general, residual times of particles in the water column are strongly related to the physical particle properties; analytical sinking distances are listed in Table 2 . However, fine-grained material can be affected significantly by the vertical velocity component which may also allow for lifting particles toward higher water levels. Systematic evaluation of individual transport paths in terms of residual times, predominant transport processes, as well as net transport width and direction leads to general trends reported in the following sections.
Differentiation Due to Particle Sizes
[37] Grain-size fractionation is most striking for early injected tracers from surface sources in the shelf and upper slope areas (Figure 6a ). The 8 F tracers released at the beginning of the model run are transported more than 150 km offshore during the 5-day wind-forcing event. Since sinking is limited (see Table 2 ), the material remains in the SBL and can easily reach the open ocean. Deposition of clay and fine silt particles (8 and 7 F) is not observed at any locus during the time span covered by the model. Disturbance by repeated upwelling events may prevent deposition of claysize material permanently, claiming for pellet formation or flocculation processes to explain the presence of natural clay and fine silt deposits.
[38] The F = 6 particles travel through the water column within a couple of days to weeks. The respective transport paths obviously monitor variations in the horizontal velocity in different levels of the water column (see the following sections). In general, in the uppermost part, particles may be transported significantly offshore, while the most outstanding landward transport occurs in the lowermost part of the profile. In effect, net horizontal displacement may be directed toward the shore or away from it, depending on the efficiency of transport processes in the BBL. The behavior of F = 6 particles will be discussed in detail below.
[39] Summarizing, the net transport is directed offshore for small particle sizes and onshore for larger particles; with opposite direction, maximum transport distances are obtained by two distinct grain sizes, in particular 8 F and 5 F.
Variations Due to Injection Time
[40] Systematic variations of transport paths are also found to occur owing to the time of particle injection; in general, three different clusters are observed which can be related to pre-, syn-, and post-wind-forcing input of particles. These variations are most prominent at 6 F tracers from shelf sources (Figure 6b ). Tracers inserted before the onset of wind-forcing sink though the water column without significant lateral offset and are subsequently transported onshore by the evolving bottom current. Depending on the actual injection time and locus, many of these tracers can reach the vicinity of the shore. Maximum offshore transport by the surface current is obtained by tracers inserted during the wind-forcing event. After having passed the surface layer by slow gravitational sinking, horizontal velocities rapidly decrease until the bottom boundary layer of the upper slope domain is reached. There onshore-directed transport is capable to move particles up to the lower shelf, where they are deposited; incremental decrease of the transport velocity results from the general deceleration of upwelling circulation which is, in addition, more pronounced in the shelf domains. The succession of offshore surface transport, sinking and onshore bottom transport results in a net offshore-directed offset for a significant range of injection loci and times. Tracers inserted at later stages of the model run receive only small offshore transport, which occurs, in turn, distributed over an increasing depth range. Since bottom currents are still capable to result in significant transport distances, net transport direction turns again to onshore transport. However, none of the lately injected 6 F tracers is able to overcome the inner shelf break.
Variations Dependent on the Source Position
[41] The variability of transport paths due to different source locations is illustrated for F = 6 tracers inserted at the beginning of the model run in Figure 6c . Tracers injected at the surface above the slope undergo a long sinking phase and they are than transported by the onshore bottom current. Since lateral offset during sinking is limited, the net transport direction is onshore; for tracers from less distal sources, transport widths rapidly increase, because traveltimes through the water column decrease and bottom currents are more efficient (owing to the shallower water depths and earlier arrival at the bottom). Therefore surface tracers inserted at an upper slope position can easily reach the outer shelf basin. Though particles from outer shelf sources reach the bottom even earlier, time-displacement curves at Figure 6c indicate that bottom currents are less persistent in the shelf domain and onshore transport widths stagnate in this domain.
[42] In contrast, surface tracers inserted at sources between the inner shelf break and the shore rapidly reach the bottom layer where they are subject of efficient onshore transport. All of these tracers reach the shore, implying that maximum transport widths occur at particles inserted at the inner shelf break. Tracers from the innermost shelf are brought back into the surface layer by coastal upwelling and are transported offshore again, so that another cycle of sinking and bottom onshore transport begins. Net transport direction of these tracers may be onshore or offshore, dependent on the actual source position and injection time. Summarizing, two distinct maxima of net transport width are present for 6 F tracers, one caused by the longevity of bottom currents in the upper slope domain and one by their elevated velocities in the upper shelf domain.
Natural Modifications of Model-Predicted Results
[43] A summarizing overview of the particle tracing results with respect to particle grain size is given in Figure 7 . Since all grain sizes considered in the models are listed, the actual occurrence of the respective particles and particles paths in natural upwelling systems may be a matter of debate. However, on one hand, this is a general parameter sensitivity study which should include all sediment types. On the other hand, bearing in mind the in situ production of bioclasts, the concept of equivalent diameters and the large scale of the model, virtually any particle size might be available at any source locus, and the topic is more appropriately addressed in terms of relative abundance or likelihood of transport paths. In detail, the character of bottom sources may vary on small scales owing to the local lithofacies; in contrast, distal surface sources are generally short of coarse material, while particle sizes ! 5 F may be abundant owing to eolian input. The transport path variations presented in Figures 6b and 6c (6 F) clearly obeys this condition.
[44] The modeling results imply that a distinct short-lived wind-forcing event results in long-standing upwelling circulation, which remains capable to transport sedimentary particles at least 20 days after its cessation. However, natural wind-forcing conditions are far more complex, involving gradual variations in wind amplitudes and directions as well as recurrence of upwelling events within time intervals which are much smaller than the modeled time span [e.g., Hay and Brock, 1992; Shannon and Nelson, 1996; Hagen et al., 2001] . Thus particles in nature may be even more mobile than those in the model. This is especially true for the shallow water domains, where modeled bottom currents rapidly cease in the absence of wind-forcing. Tides and waves may modify the transport behavior in these regions. Hence, to investigate the sediment transport pattern along the Benguela upwelling systems, particularly the central Namibia upwelling cell off Walvis Bay, we have to simulate a sequence of wind events [e.g., Shannon and Nelson, 1996] . However, most effects and trends in sediment transport occur during the wind-forcing as well as the next 5 days straight afterward.
[45] In addition, while the presented 2D modeling results should be quite insensitive to the effect of the coast-parallel (i.e., out-of-plane) Benguela Current, an inversely directed undercurrent (as proposed by Barange and Pillar [1992] and Giraudeau et al. [2000] ) could result in an offshoredirected background bottom current, a scenario which can only be tested within a 3D model. Under those conditions, the deeper parts of the modeled section might be controlled rather by this undercurrent than by surface wind-forcing and the predicted onshore transport across the shelf break would be limited. The actual sphere of influence of the potent upwelling currents proposed by the models may be various over time and dependent on local oceanographic factors.
Hence superimposition of ocean currents and upwelling offers a broad field for further numerical investigations.
Conclusions
[46] The impact of an individual short-lived wind-driven upwelling event on transport of sedimentary particles has been modeled using a 2D finite difference circulation model and a Lagrangian particle tracing technique. In order to evaluate the effect of this particular process, the influence of ocean currents, tides and other processes has been factored out.
[47] Under these circumstances, sediment transport by upwelling circulation has been found to remain present even 20 days after the cessation of wind-forcing whereas most processes occur during the wind-forcing itself as well as immediately during the next 5 days afterward as also expected from nature. Thereby, onshore currents within the BBL persist significantly longer than offshore currents in the SBL. In detail, BBL currents are most vigorous during windforcing at the shelf but more long-lived at the upper slope.
[48] In terms of consequent particle transport, motion of coarse-grained particles is restricted to the shelf domain and to the early stages of the model run. In contrast, smaller particles are transported throughout the model run, especially at the slope. The transport direction of fine-grained particles released at the bottom can be inverted near the shore during early stages of the model run, when particles are lifted into the SBL by upwelling water masses. On the basis of these results a more precise interpretation of sediment core data with a large age offset caused by the Figure 7 . Comprehensive summary of the observed grain-size-dependent temporal and spatial transport limits, transport directions, and prevailing processes of bottom released tracers. different redistribution process of foraminifera and alkenones will be possible.
[49] The most complex variations of individual transport paths have been observed at tracers released from surface sources. Variations are most prominent for silt particles early released within the shelf domain, where the polarity of net transport may change owing to grain size, injection time, and source locus.
[50] A lowered sea level modifies the transport capabilities by means of the bathymetric offset and resulting changes in the circulation pattern. Coarse sediments are only transported within the narrowed shelf domain. Thus the preservation potential of upper slope deposits is not affected. In contrast, the presence of mud belts on the shelf, which is in good agreement with the present-day model results, is unlikely under low sea level conditions. This result correlates with field observations which presume a seaward migration of the sediment deposition center during the LGM along the continental coastline off Namibia [e.g., Mollenhauer et al., 2002] .
[51] The presented combination of Eulerian and Lagrangian modeling techniques has proved their capability to point out general patterns of marine particle transport. Future work is planned to cover enhancements in terms of a wider range of particle physics as well as more complex hydrodynamic settings using a 3D approach. On one hand, dissolution processes or aggregate formation/breakage could be handled by the model via temporally variable particle sizes and shapes. On other hand, superimposition of ocean currents and upwelling offers a broad field for further numerical investigations.
