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SPECTRAL SETS AND DISTINGUISHED VARIETIES IN THE
SYMMETRIZED BIDISC
SOURAV PAL AND ORR MOSHE SHALIT
Abstract. We show that for every pair of matrices (S, P ), having the closed symmetrized
bidisc Γ as a spectral set, there is a one dimensional complex algebraic variety Λ in Γ such
that for every matrix valued polynomial f(z1, z2),
‖f(S, P )‖ ≤ max
(z1,z2)∈Λ
‖f(z1, z2)‖.
The variety Λ is shown to have the determinantal representation
Λ = {(s, p) ∈ Γ : det(F + pF ∗ − sI) = 0},
where F is the unique matrix of numerical radius not greater than 1 that satisfies
S − S∗P = (I − P ∗P )
1
2F (I − P ∗P )
1
2 .
When (S, P ) is a strict Γ-contraction, then Λ is a distinguished variety in the symmetrized
bidisc, i.e. a one dimensional algebraic variety that exits the symmetrized bidisc through
its distinguished boundary. We characterize all distinguished varieties of the symmetrized
bidisc by a determinantal representation as above.
1. Introduction and notations
In this paper, we contribute to the understanding of the relationship between the complex
geometry of a domain or a variety in C2 and the properties of commuting operator pairs on
a Hilbert space having that domain or variety as a spectral set. Additionally, we add to the
accumulation of interesting phenomena related to model theory and dilation theory in finite
dimensions [5, 24, 25]. A principal source of inspiration for us is the following sharpening of
Ando’s inequality:
Theorem 1.1 (Agler and McCarthy, [5]). Let T1, T2 be two commuting contractive matrices,
neither of which has eigenvalue of unit modulus. Then there is a one dimensional variety
V ⊆ D2 (so called distinguished variety) such that for every polynomial p in two variables
‖p(T1, T2)‖ ≤ sup
(z1,z2)∈V
|p(z1, z2)|.
The main aim of this paper is to obtain an analogous result in the symmetrized bidisc set-
ting. En route we obtain a characterization of the distinguished varieties in the symmetrized
bidisc. Interestingly, a significant portion of the proofs and results are different from the
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bidisc case. To explain more precisely the background and main results, we begin by listing
a few notations that will be used in sequel.
• D, T : the open unit disk and the unit circle of the complex plane;
• ∂X will have two meanings:
(1) for a set X ⊆ Cd with non-empty interior, ∂X denotes the topological boundary
of X ;
(2) if X is a variety inside some specified domain U , then ∂X := ∂U ∩X ;
• bX : the Sˇilov boundary of X .
• L(H) : the algebra of bounded operators on a Hilbert space H;
• l2(E) : the Hilbert space of square summable sequences of vectors from the Hilbert
space E;
• H2(D) : the Hardy space of the disc consisting of holomorphic functions from D to
C with square summable coefficients;
• Mz : the Unilateral Shift operator on H2(D);
• H2(E) : the vectorial Hardy space consisting of holomorphic functions from D to the
Hilbert space E with square summable coefficients;
• Tϕ : Toeplitz operator with symbol ϕ;
• σ(T1, T2, · · · , Td) : the Taylor joint spectrum of a commuting d-tuple of operators
(T1, T2, · · · , Td);
• PH: orthogonal projection onto the space H;
• RanT, RanT : range and range closure of an operator T ;
• DP = (I − P ∗P )
1
2 : defect operator of a contraction P ;
• DP = Ran(I − P
∗P )
1
2 : defect space of a contraction P ;
• ω(T ) : the numerical radius of an operator T on a Hilbert space H which is defined
as ω(T ) = sup{|〈Tx, x〉| : ‖x‖H = 1}.
• pi : the symmetrization map defined as pi(z1, z2) = (z1 + z2, z1z2).
Following the notion introduced by von-Neumann, we say that a compact set K ⊆ Cd is
a spectral set for a d-tuple of commuting bounded operators T = (T1, T2, · · · , Td) defined on
a Hilbert space H if σ(T ) ⊆ K and the inequality
‖f(T )‖ ≤ sup
z∈K
|f(z)|, z = (z1, z2, · · · , zd)
holds for every rational function f in d-variables with poles off K. Furthermore, K is said to
be a complete spectral set for T if for every matrix valued rational function f in d-variables,
‖f(T )‖ ≤ sup
z∈K
‖f(z)‖.
Here f = [fij ]m×n, where each fij is a scalar valued rational function in d-variables with
poles off K and f(T ) denotes the operator from Hn to Hm with block matrix [fij(T )]m×n.
Subsets of Cd that are spectral sets or complete spectral sets for a d-tuple of commuting
operators, have been studied for decades and many remarkable results have been obtained,
[17, 26]. This paper concerns the closed symmetrized bidisc Γ ⊆ C2 and a class of one
dimensional algebraic varieties in Γ as spectral sets and complete spectral sets. The set Γ
2
and its interior, the symmetrized bidisc G, are defined in the following way:
Γ = {(z1 + z2, z1z2) : |z1| ≤ 1, |z2| ≤ 1} ⊆ C
2 and
G = {(z1 + z2, z1z2) : |z1| < 1, |z2| < 1}.
The distinguished boundary of the symmetrized bidisc is denoted by bΓ and is defined by
bΓ = {(z1 + z2, z1z2) : |z1| = 1, |z2| = 1} ⊆ Γ.
It is the Sˇilov boundary of A(Γ), the algebra of continuous complex-valued functions on Γ
which are analytic in the interiorG. Clearly, the points ofG, Γ and bΓ are the symmetrization
of the points of the bidisc D2, the closed bidisc D
2
and the torus T2, respectively, where the
symmetrization map is the following:
pi : C2 → C2, pi(z1, z2) = (z1 + z2, z1z2).
Function theory and operator theory related to the set Γ have been studied over past three
decades (e.g. [3, 7, 8, 10, 12, 13, 14, 18, 19, 27]).
Definition 1.2. A one dimensional algebraic variety set W ⊂ G is said to be a distinguished
variety in the symmetrized bidisc if ∂W :=W ∩ ∂G =W ∩ bΓ.
A distinguished variety of the symmetrized bidisc exits the symmetrized bidisc through
its distinguished boundary.
The notion of distinguished variety was introduced by Agler and McCarthy in the bidisc
setting in [5]. A distinguished variety in the bidisc D2 is an algebraic variety V ⊂ D2 such
that ∂V = V ∩ ∂(D2) = V ∩T2. Distinguished varieties in the bidisc have been investigated
further by several researchers (see, e.g., [6, 22, 23]).
In Lemma 3.1, we show that the points in a distinguished variety W in G are symmetriza-
tion of the points of a distinguished variety V in D2 and vice-versa.
In Theorem 1.12 of [5], Agler and McCarthy gave the following characterization of distin-
guished varieties in D2:
Theorem 1.3 (Agler-McCarthy, [5]). A set V ⊂ D2 is a distinguished variety in the bidisc
if and only if there is a rational matrix valued inner function ψ on D such that
V = {(z, w)
∣∣ det(ψ(z)− wI) = 0}.
In Theorem 3.5, our first main result of this paper, we establish the fact that a distinguished
variety W in G has the representation
(1.1) W = {(s, p) ∈ G : det(A + pA∗ − sI) = 0},
where A is some matrix with ω(A) ≤ 1. Moreover, every subset W of the above form is
a distinguished variety in G provided that ω(A) < 1. Examples show that a set W of the
form (1.1) with ω(A) = 1 may or may not be a distinguished variety in G. It is somewhat
surprising that this representation of a distinguished variety in G has simpler form than the
one in D2, described in Theorem 1.3.
Let T = (T1, T2, · · · , Td) be a commuting d-tuple of operators such that σ(T ) ⊆ X . A
normal bX-dilation of T is a commuting d-tuple N = (N1, · · · , Nd) of normal operators on a
larger Hilbert space K ⊇ H such that σ(N) ⊆ bX and q(T ) = PHq(N)|H, for any polynomial
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q in d-variables z1, . . . , zd. A celebrated theorem of Arveson states that T has a normal bX-
dilation if and only if X is a complete spectral set of T (Theorem 1.2.2 and its corollary,
[16]). In particular, a necessary condition for T to have a normal bX-dilation is that X be a
spectral set for T . A natural question is: when is this condition sufficient? In other words,
fixing X ⊂ Cd, one can ask when does the fact that X is spectral set for T implies that
T has a normal bX-dilation. This question was investigated in several contexts, and it has
been shown to have a positive answer when X = D [28], when X is an annulus [1], when
X = D2 [15] and when X = Γ [7, 19]. Also we have failure of rational dilation on a triply
connected domain in C [2, 21].
We now define the operator pairs of interest of this paper.
Definition 1.4. A Γ-contraction is pair of commuting operators (S, P ) defined on a Hilbert
space H for which Γ is a spectral set.
Agler and Young proved that a pair (S, P ) is a Γ-contraction if and only if
‖q(S, P )‖ ≤ sup
z∈Γ
|q(z)|.
for every polynomial q in 2 variables (see [8]); thus the definition can be simplified so that
it does not involve the joint spectrum σ(S, P ) nor rational functions.
It is clear from the definition that if (S, P ) is a Γ-contraction then so is (S∗, P ∗) and
‖S‖ ≤ 2, ‖P‖ ≤ 1. In [7], Agler and Young showed that if Γ is a spectral set for (S, P ),
then it is a complete spectral set for (S, P ), too. To do that, they introduced the following
operator pencil
ρ(S, P ) = 2(I − P ∗P )− (S − S∗P )− (S∗ − P ∗S),(1.2)
and proved that Γ is a spectral set or complete spectral set for (S, P ) if and only if ρ(αS, α2P ) ≥
0, for all α ∈ D (Theorem 1.2, [7]). It is instructive to compare the equivalence of conditions
(S, P ) is a Γ-contraction ⇐⇒ ρ(αS, α2P ) ≥ 0,
to the equivalence
T is a contraction ⇐⇒ I − TT ∗ ≥ 0.
Following the above analogy, we say that a pair of commuting contractions (S, P ) is a strict
Γ-contraction if there is a positive number c such that ρ(αS, α2P ) ≥ cI for all α ∈ D.
The same fact that Γ is a complete spectral set for a Γ-contraction (S, P ), has been
established by Bhattacharyya, Pal and Shyam Roy by constructing an explicit Γ-isometric
dilation of (S, P ) (Theorem 4.3 of [19]). To construct such a Γ-isometric dilation, they
introduced the notion of fundamental operator of a Γ-contraction. The fundamental operator
of a Γ-contraction (S, P ) is the unique solution of the operator equation
S − S∗P = DPXDP , X ∈ L(DP ),(1.3)
where DP = (I − P ∗P )1/2 is the defect operator of P and DP the closure of its range.
Our second main result, Theorem 4.5, is that if Σ = (S, P ) is a Γ-contraction with finite
defect index (i.e., dimDP < ∞), such that P ∗ is pure (i.e. P n → 0 strongly as n → ∞),
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then there is a one dimensional variety ΛΣ in G, depending on Σ, such that ΛΣ is a complete
spectral set for Σ. The variety ΛΣ is precisely given by
ΛΣ = {(s, p) ∈ Γ : det(F
∗ + Fp− sI) = 0},
where F is the fundamental operator of (S, P ). In particular, when ω(F ) < 1, we find that
(S, P ) satisfies a von Neumann type inequality on a distinguished variety.
A corollary of the above result (Corollary 4.6) is that if (S, P ) is a strict Γ-contraction
acting on a finite dimensional space, then there is a distinguished variety W ⊂ G such that
W is a complete spectral set for (S, P ). When (S, P ) is not a strict Γ-contraction this is
no longer true, however there is still a one-dimensional algebraic subvariety in Γ which is a
complete spectral set for (S, P ) (see Theorem 4.7).
In Section 2, we recall some preliminary results on Γ-contractions, along with a few new
related results, which will be used in subsequent sections.
2. Operator model in the symmetrized bidisc
Recall from the introduction that a Γ-contraction may be defined as follows.
Definition 2.1. A pair of commuting operators (S, P ) defined on a Hilbert space is a Γ-
contraction if for every polynomial q in two complex variables
‖q(S, P )‖ ≤ sup
(s,p)∈Γ
|q(s, p)|.
It is easy to write down examples of Γ-contractions. Indeed, if T1, T2 are commuting
contractions, then their symmetrization (T1 + T2, T1T2) is a Γ-contraction. It is important
to note, however, that not all Γ-contractions arise as symmetrizations of pairs of commuting
contractions. If this were so, there would not be much independent interest in studying
operator theory on Γ.
Lemma 2.2 ([12]). Let (S, P ) be a Γ-contraction. Then (S, P ) = (T1 + T2, T1T2) for a pair
of commuting operators T1, T2 if and only if S
2 − 4P has a square root that commutes with
both S and P .
There are special classes of Γ-contractions like Γ-unitaries, Γ-isometries, Γ-co-isometries,
etc., in the literature of Γ-contractions. They are analogous to unitaries, isometries, co-
isometries, etc., in the theory of single contractions.
Definition 2.3. A commuting pair (S, P ) is called a Γ-unitary if S and P are normal
operators and σ(S, P ) is contained in the distinguished boundary bΓ.
Definition 2.4. A commuting pair (S, P ) is called a Γ-isometry if it the restriction of Γ-
unitary to a joint invariant subspace of S and P .
Definition 2.5. A Γ-co-isometry is the adjoint of a Γ-isometry, i.e. (S, P ) is a Γ-co-isometry
if (S∗, P ∗) is a Γ-isometry.
Definition 2.6. A Γ-contraction (S, P ) acting on a Hilbert space H is said to be pure if P
is a pure contraction, i.e. P ∗n → 0 strongly as n → ∞. Similarly, a Γ-isometry (S, P ) is
pure if P is a pure isometry.
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Definition 2.7. Let (S, P ) be a Γ-contraction on a Hilbert space H. A commuting pair
(T, V ) defined on K is said to be a Γ-isometric (or Γ-unitary) extension if H ⊆ K, (T, V ) is
a Γ-isometry (or a Γ-unitary) and T |H = S, V |H = P .
We now present a structure theorem for the class of Γ-isometries and a few characteri-
zations along with it. For an elaborate proof of the following result, see Theorem 2.14 of
[19].
Theorem 2.8. Let S, P be commuting operators on a Hilbert space H. The following state-
ments are all equivalent:
(1) (S, P ) is a Γ-isometry;
(2) if P has Wold-decomposition with respect to the orthogonal decomposition H = H1⊕
H2 such that P |H1 is unitary and P |H2 is pure isometry then H1, H2 reduce S also
and (S|H1, P |H1) is a Γ-unitary and (S|H2 , P |H2) is a pure Γ-isometry;
(3) (S, P ) is a Γ-contraction and P is isometry;
(4) P is an isometry , S = S∗P and r(S) ≤ 2;
(5) r(S) ≤ 2 and ρ(βS, β2P ) = 0 for all β ∈ T;
Moreover if the spectral radius r(S) of S is less than 2 then (1),(2),(3) and (4) are
equivalent to:
(6) (2βP − S)(2− βS)−1 is an isometry, for all β ∈ T.
2.1. The fundamental operator of a Γ-contraction. In this subsection, we recall from
[19], the notion of the fundamental equation of a pair of commuting operators S, P with
‖P‖ ≤ 1, defined on a Hilbert space H. For such a commuting pair, the fundamental
equation is defined in the following way:
S − S∗P = DPXDP , X ∈ L(DP ).(2.1)
The following result shows that the fundamental equation (2.1) has a unique solution when
(S, P ) is a Γ-contraction. We call the unique solution the fundamental operator of the
Γ-contraction.
Theorem 2.9. Let (S, P ) be a Γ-contraction on a Hilbert spaceH. The fundamental equation
S − S∗P = DPXDP has a unique solution F in L(DP ) and ω(F ) ≤ 1.
For a proof to this see Theorem 4.2 of [19].
Remark 2.10. The fundamental operator of a Γ-isometry or a Γ-unitary (S, P ) is the zero
operator because S = S∗P in this case.
Proposition 2.11. Let (S, P ) and (S1, P1) be two Γ-contractions on a Hilbert space H and
let F and F1 be their fundamental operators respectively. If (S, P ) and (S1, P1) are unitarily
equivalent then so are F and F1.
See Proposition 4.2 of [18] for a proof.
The following result is a converse to Theorem 2.9.
Theorem 2.12. Let Fˆ be an operator defined on a Hilbert space E with ω(Fˆ ) ≤ 1. Then
there is a Γ-contraction for which Fˆ is the fundamental operator.
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Proof. Let us consider the Hilbert spaceH2(E) and the commuting operator pair (TFˆ ∗+Fˆ z, Tz)
acting on it. Clearly TFˆ ∗+Fˆ z = T
∗
Fˆ ∗+Fˆ z
Tz and Tz is an isometry. Now for z = e
2iθ ∈ T we
have
‖Fˆ ∗ + Fˆ e2iθ‖ = ‖e−iθFˆ ∗ + eiθFˆ‖
= ω(e−iθFˆ ∗ + eiθFˆ ), by self-adjointness
≤ 2, since ω(Fˆ ) ≤ 1.
Therefore by part-(4) of Theorem 2.8, (TFˆ ∗+Fˆ z, Tz) is a Γ-isometry. We now consider the
Γ-contraction (T ∗
Fˆ ∗+Fˆ z
, T ∗z ) which is in particular a Γ-co-isometry. We prove that Fˆ is the
fundamental operator of (T ∗
Fˆ ∗+Fˆ z
, T ∗z ). Clearly H
2(E) can be identified with the space l2(E)
and (T ∗
Fˆ ∗+Fˆ z
, T ∗z ) is unitarily equivalent to the multiplication operator pair (M
∗
Fˆ ∗+Fˆ z
,M∗z )
defined on l2(E) by
MFˆ ∗+Fˆ z =


Fˆ ∗ 0 0 · · ·
Fˆ Fˆ ∗ 0 · · ·
0 Fˆ Fˆ ∗ · · ·
...
...
...
. . .

 , Mz =


0 0 0 . . .
I 0 0 . . .
0 I 0 . . .
...
...
...
. . .

 on l2(E),
we have
M∗
Fˆ ∗+Fˆ z
−MFˆ ∗+Fˆ zM
∗
z
=


Fˆ Fˆ ∗ 0 · · ·
0 Fˆ Fˆ ∗ · · ·
0 0 Fˆ · · ·
...
...
...
. . .

−


Fˆ ∗ 0 0 . . .
Fˆ Fˆ ∗ 0 · · ·
0 Fˆ Fˆ ∗ · · ·
...
...
...
. . .




0 I 0 · · ·
0 0 I · · ·
0 0 0 · · ·
...
...
...
. . .


=


Fˆ Fˆ ∗ 0 · · ·
0 Fˆ Fˆ ∗ · · ·
0 0 Fˆ · · ·
...
...
...
. . .

−


0 Fˆ ∗ 0 · · ·
0 Fˆ Fˆ ∗ · · ·
0 0 Fˆ · · ·
...
...
...
. . .


=


Fˆ 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
Also
D2M∗z = I −MzM
∗
z
=


I 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
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It is clear that D2M∗z = DM∗z and therefore if F1 =


Fˆ 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 then F1 is defined on
DM∗z = E ⊕ {0} ⊕ {0} ⊕ · · · ≡ E and
M∗
Fˆ ∗+Fˆ z
−MFˆ ∗+Fˆ zM
∗
z = DM∗zF1DM∗z .
Therefore by the uniqueness of fundamental operator, F1 is the fundamental operator of
the Γ-contraction (M∗
Fˆ ∗+Fˆ z
,M∗z ). Clearly F1 is unitarily equivalent to Fˆ on E. Now since
(T ∗
Fˆ ∗+Fˆ z
, T ∗z ) on H
2(E) and (M∗
Fˆ ∗+Fˆ z
,M∗z ) on l
2(E) are unitarily equivalent, so are their
fundamental operators by Proposition 2.11. Therefore Fˆ is the fundamental operator of
(T ∗
Fˆ ∗+Fˆ z
, T ∗z ) on H
2(E).
2.2. Model theory for pure Γ-contractions.
Definition 2.13. Let (S, P ) be a Γ-contraction on a Hilbert space H. A pair of commuting
operators (T, V ) defined on a Hilbert space K ⊇ H is said to be a Γ-isometric dilation of
(S, P ) if (T, V ) is a Γ-isometry and
PH(T
mV n)|H = S
mP n, n = 0, 1, 2, . . . .
Moreover, the dilation will be called minimal if
K = span{TmV nh : h ∈ H, m, n = 0, 1, 2, · · · }.(2.2)
A Γ-unitary dilation of (S, P ) is defined in a similar way by replacing the term Γ-isometry
by Γ-unitary and minimality of such a Γ-unitary dilation is obtained by varying m,n in (2.2)
over all integers.
In the dilation theory of a single contraction [28], it is a notable fact that if V is the
minimal isometric dilation of a contraction T then V ∗ is a co-isometric extension of P . The
(partial) converse is obvious: if V is a co-isometric extension of T then V ∗ is an isometric
dilation of T ∗. Here we shall see that an analogue holds for Γ-contractions.
Proposition 2.14. Let (T, V ) on K ⊇ H be a Γ-isometric dilation of a Γ-contraction (S, P ).
If (T, V ) is minimal, then (T ∗, V ∗) is a Γ-co-isometric extension of (S∗, P ∗). Conversely,
if (T ∗, V ∗) is a Γ-co-isometric extension of (S∗, P ∗) then (T, V ) is a Γ-isometric dilation of
(S, P ).
Proof. We first prove that SPH = PHT and PPH = PHV , where PH : K → H is orthogonal
projection onto H. Clearly
K = span{TmV nh
∣∣ h ∈ H and m,n ∈ N ∪ {0}}.
Now for h ∈ H we have
SPH(T
mV nh) = S(SmP nh) = Sm+1P nh = PH(T
m+1V nh) = PHT (T
mV nh).
Thus we have SPH = PHT and similarly we can prove that PPH = PHV . Also for h ∈ H
and k ∈ K we have
〈S∗h, k〉 = 〈PHS
∗h, k〉 = 〈S∗h, PHk〉 = 〈h, SPHk〉 = 〈h, PHTk〉 = 〈T
∗h, k〉.
Hence S∗ = T ∗|H and similarly P ∗ = V ∗|H. The converse part is obvious.
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A functional model for pure Γ-contractions was described in [18] (Theorem 3.1). We state
this result here because we shall use this model to prove Theorem 4.5. We recall from [28]
the notion of characteristic function of a contraction. For a contraction T defined on a
Hilbert space H, let ΛT be the set of all complex numbers for which the operator I − zT ∗ is
invertible. For z ∈ ΛT , the characteristic function of T is defined as
ΘT (z) = [−T + zDT ∗(I − zT
∗)−1DT ]|DT .(2.3)
By virtue of the relation TDT = DT ∗T (section I.3 of [28]), ΘT (z) maps DT into DT ∗ for
every z in ΛT .
Theorem 2.15. Let (S, P ) be a pure Γ-contraction defined on a Hilbert space H. Then the
operator pair (I ⊗ F∗
∗ +Mz ⊗ F∗, Mz ⊗ I) defined on N = H2(D) ⊗ DP ∗ is the minimal
Γ-isometric dilation of (S, P ). Here F∗ is the fundamental operator of (S
∗, P ∗), Mz is the
multiplication operator on H2(D). Moreover, (S, P ) is unitarily equivalent to the pair (S1, P1)
on the Hilbert space HP = (H
2(D) ⊗ DP ∗) ⊖MΘP (H
2(D) ⊗ DP ) defined as S1 = PHP (I ⊗
F∗
∗+Mz ⊗F∗)|HP and P1 = PHP (Mz ⊗ I)|HP . Here MΘP is the multiplication operator from
H2(D)⊗DP to H
2(D)⊗DP ∗ corresponding to the multiplier ΘP , which is the characteristic
function of P .
It is interesting to note that the dilation space for the minimal Γ-isometric dilation of (S, P )
is no bigger than the dilation space of the minimal isometric dilation of the contraction P ,
which is surprising because we are concerned with a commuting multivariable dilation (this
does not hold in the case of two commuting contraction, see, e.g., [20, Example 7.12]).
In Theorem 2.8, we saw that a Γ-isometry can be decomposed into two parts of which
one is a Γ-unitary and the other is a pure Γ-isometry. Every Γ-unitary is a symmetrization
of two commuting unitaries (see Theorem 2.5 of [19]). Therefore, once we have a model for
pure Γ-isometries, we have a complete picture of Γ-isometries. The following theorem gives
a model for pure Γ-isometries.
Theorem 2.16. Let (S, P ) be a commuting pair of operators on a separable Hilbert space
H. If (S, P ) is a pure Γ-isometry then there is a unitary operator U : H → H2(DP ∗) such
that
S = U∗TϕU, and P = U
∗TzU, where ϕ(z) = F
∗
∗ + F∗z,
F∗ being the fundamental operator of (S
∗, P ∗). Conversely, every such pair (TA+A∗z, Tz) on
H2(E) for some Hilbert space E with ω(A) ≤ 1 is a pure Γ-isometry.
Proof. The fact that a pure Γ-isometry (S, P ) can be identified with the pair (TF ∗
∗
+F∗z,Tz) on
H2(DP ∗) follows from the model theorem for pure Γ-contractions, Theorem 2.15.
For the converse, recall that in the course of the proof of 2.12 we showed that if ω(A) ≤
1 then the pair of Toeplitz operators (TA+A∗z, Tz) on H
2(E) is a Γ-isometry. Moreover,
(TA+A∗z, Tz) is a pure Γ-isometry as Tz is pure isometry.
3. Representation of a distinguished variety in G
A distinguished variety V in D2 has the following determinantal representation
V = {(z, w) : det(Ψ(z)− wI) = 0},
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for some rational matrix valued inner function Ψ (Theorem 1.12 of [5]). The following propo-
sition shows that every distinguished variety W in G can be obtained from a distinguished
variety in D2.
Lemma 3.1. Let W ⊆ G. Then W is a distinguished variety in G if and only if there is a
distinguished variety V in D2 such that W = pi(V ).
Proof. Suppose that V = {(z, w) ∈ D2 : p(z, w) = 0} is a distinguished variety. Define
p˜(z, w) = p(z, w)p(w, z), and
V˜ = {(z, w) ∈ D2 : p˜(z, w) = 0}.
Then V˜ is also a distinguished variety and pi(V˜ ) = pi(V ). But since p˜ is a symmetric
polynomial, p˜(z, w) = q(z + w, zw) = q ◦ pi(z, w) for some polynomial q. Letting
W = {(s, p) ∈ G : q(s, p) = 0}
we have that W = pi(V˜ ), hence pi(V ) is a variety. As pi maps T2 (and nothing else) onto bΓ,
pi(V ) is distinguished.
Conversely, let W = {(s, p) ∈ G : q(s, p) = 0} be a distinguished variety in G. Then
V = {(z, w) ∈ D2 : q ◦ pi(z, w) = 0} is a variety which is mapped onto W , and it must be
distinguished.
So, a distinguished variety in G has the following representation:
W = {(z + w, zw) : det(Ψ(z)− wI) = 0}.
But this is not enough for proving the von-Neumann type inequality because not all Γ-
contractions (S, P ) arise as the symmetrization (T1 + T2, T1T2) of a pair of commuting con-
tractions T1, T2 (see Lemma 2.2). So, we take initiative to provide another representation of
a distinguished variety in G as a determinantal variety in terms of the natural coordinates
in G.
If µ is a positive measure on ∂W , we denote by H2(µ) the norm closure of polynomials in
L2(∂W, µ). At this point, our aim is to show that for every distinguished variety W in G,
there is a finite regular Borel measure µ on ∂W such that every point w ∈ W gives rise to a
bounded evaluation functional on H2(µ). It is convenient to denote
evw : f 7→ f(w) , f ∈ H
2(µ),
and to denote by kw the function in H
2(µ) such that 〈f, kw〉 = evw(f) = f(w) for all
f ∈ H2(µ). We will refer to both evw and kw as evaluation functionals.
Lemma 3.2. Let W be a distinguished variety in G. There exists a measure µ on ∂W such
that every point in W gives rise to a bounded point evaluation for H2(µ), and such that the
span of the bounded evaluation functionals is dense in H2(µ).
Proof. Agler and McCarthy proved the analogous result for distinguished varieties in the
bidisc (see [5, Lemma 1.2]); we just push forward their result to the symmetrized bidisc.
Let W be a distinguished variety in the symmetrized bidisc. Let V be a distinguished
variety in the bidisc given by Lemma 3.1, such that pi(V ) = W . By [5, Lemma 1.2] there
is a (finite regular Borel) measure ν on ∂V such that every point v ∈ V is a bounded point
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evaluation for H2(ν), and such that the span of these functionals is dense in H2(ν). Let µ
be the push forward µ = pi∗ν, defined by
µ(E) = ν(pi−1(E)) , E a Borel subset of ∂W.
Define U : H2(µ) → H2(ν) by first declaring Uf = f ◦ pi for every polynomial f . By
definition of µ = pi∗ν, U preserves the norm, hence extends to a an isometry on all of H
2(µ).
If w ∈ W and v ∈ V satisfy pi(v) = w, then for every polynomial f
f(w) = f(pi(v)) = Uf(v),
hence evw = evv ◦U . This shows that every w ∈ W gives rise to a bounded point evaluation
on H2(µ).
Next, we compute that for all v ∈ V and all f ∈ H2(µ)
〈U∗kv, f〉 = 〈kv, f ◦ pi〉 = f(pi(v)),
hence U∗kv = kpi(v). But U is an isometry, thus U
∗ is surjective. Since point evaluations are
dense in H2(ν), it follows that point evaluations are dense in H2(µ) too.
By the previous lemma, H2(µ) is a reproducing kernel Hilbert space on W . The following
lemma gives additional information.
Lemma 3.3. Let W be a distinguished variety in G, and let µ be the measure on ∂W given
as in Lemma 3.2. A point (s0, p0) ∈ G is in W if and only if (s¯0, p¯0) is a joint eigenvalue
for M∗s and M
∗
p .
Proof. It is a well known fact in the theory of reproducing kernel Hilbert spaces thatM∗f kx =
f(x)kx for every multiplier f and every kernel function kx; in particular every point (s0, p0) ∈
W is a joint eigenvalue for M∗s and M
∗
p .
Conversely, if (s¯0, p¯0) is a joint eigenvalue and v is a unit eigenvector, then f(s0, p0) =
〈v,M∗f v〉 for every polynomial f . Therefore |f(s0, p0)| ≤ ‖Mf‖ = sup(s,p)∈W |f(s, p)|. So
(s0, p0) is in the polynomial convex hull of W (relative to G), which is W .
Lemma 3.4. Let W be a distinguished variety in G, and let µ be the measure on ∂W given
as in Lemma 3.2. The pair (Ms,Mp) on H
2(µ), defined as multiplication by the co-ordinate
functions, is a pure Γ-isometry.
Proof. Let us consider the pair of operators (M˜s, M˜p), multiplication by co-ordinate func-
tions, on L2(∂W, µ). They are commuting normal operators and the joint spectrum σ(M˜s, M˜p)
is contained in ∂W ⊆ bΓ. Therefore, (M˜s, M˜p) is a Γ-unitary and (Ms,Mp), being the restric-
tion of (M˜s, M˜p) to the common invariant subspace H
2(µ), is a Γ-isometry. By a standard
computation, for every (s0, p0) ∈ W , the kernel function k(s0,p0) is an eigenfunction of M
∗
p
corresponding to the eigenvalue p0. Therefore,
(M∗p )
nk(s0,p0) = p0
nkλ → 0 as n→∞,
because |p0| < 1. Since the evaluation functionals kλ are dense in H2(µ), this shows that
Mp is pure. Hence Mp is a pure isometry and consequently (Ms,Mp) is a pure Γ-isometry
on H2(µ).
The following theorem gives a determinantal representation of distinguished varieties in
the symmetrized bidisc in terms of the natural coordinates in G.
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Theorem 3.5. Let A be a square matrix A with ω(A) < 1, and let W be the subset of G
defined by
W = {(s, p) ∈ G : det(A+ pA∗ − sI) = 0}.(3.1)
Then W is a distinguished variety. Conversely, every distinguished variety in G has the form
{(s, p) ∈ G : det(A+ pA∗ − sI) = 0}, for some matrix A with ω(A) ≤ 1.
Proof. Suppose that
W = {(s, p) ∈ G : det(A+ pA∗ − sI) = 0},(3.2)
where A is an n× n matrix with ω(A) < 1, and suppose that (s, p) ∈ W . In order to prove
that W is a distinguished variety, it suffices to show that it exits the symmetrized bidisc
through its distinguished boundary bΓ, i.e. if (s, p) ∈ W ∩ ∂G = ∂W then (s, p) ∈ W ∩ bΓ.
This is same as saying that if (s, p) = (z1+ z2, z1z2) ∈ W and |z1| < 1, then |z2| < 1 as well.
Assume, therefore, that |z1| < 1. Since (z1+ z2, z1z2) ∈ W , we have that det(A+A∗z1z2−
(z1 + z2)I) = 0. It follows that there exists a unit vector v ∈ Cn such that
Av + z1z2A
∗v − (z1 + z2)v = 0.
Taking the inner product of this equation with v, and putting α = 〈Av, v〉, we obtain
α + z1z2α¯− z1 − z2 = 0.(3.3)
Since ω(A) < 1 it follows that |α| < 1. Rearrange (3.3) as
z1 − α
1− α¯z1
= −z2.(3.4)
As |α| < 1, the left hand side is an automorphism of the disc. Therefore, if |z1| < 1, then
|z2| < 1. The proof of the first part of the theorem is complete.
Next we assume that W is a distinguished variety in G. Let (Ms,Mp) be the pair of
operators on H2(µ) given by multiplication by the co-ordinate functions, where µ is as in
Lemma 3.2. Then, by Lemma 3.4, (Ms,Mp) is a pure Γ-isometry on H
2(µ). Now MpM
∗
p is
projection onto RanMp, and clearly
RanMp ⊇ {pf(s, p) : f(s, p) is polynomial in s, p}.
Let W = {(s, p) ∈ G : Q(s, p) = 0}, where Q is an appropriate polynomial. Since W is
distinguished, Q is not divisible by p. Write
Q(s, p) = a0 + a1s+ · · ·+ aks
k + pR(s, p),
where ak 6= 0 and R is some polynomial. Then
sk ∈ RanMp + span{1, s, s
2, · · · , sk−1},
and by induction we have that
H2(µ) = RanMp + span{1, s, s
2, · · · , sk−1},
where if k = 0 then we interpret the second summand above as the zero subspace. Therefore,
Ran(I−MpM∗p ) has finite dimension, say n. So by Theorem 2.16, (Ms,Mp) can be identified
with the pair of Toeplitz operators (Tϕ, Tz) on the space H
2(DM∗p ), where DM∗p has dimension
n. Here ϕ(z) = B∗ + zB, where B is the fundamental operator of (M∗s ,M
∗
p ).
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By Lemma 3.3, a point (s0, p0) ∈ G is in W if and only if (s¯0, p¯0) is a joint eigenvalue
for M∗s and M
∗
p . In terms of the unitarily equivalent model for pure Γ-isometries (Theorem
2.16), this is equivalent to (s¯0, p¯0) being a joint eigenvalue of (T
∗
ϕ, T
∗
z ), which happens if and
only if s¯0 is and eigenvalue for ϕ(p0)
∗. This leads to
W = {(s, p) ∈ G : det(F ∗∗ + pF∗ − sI) = 0},
where F∗, being the fundamental operator of a Γ-contraction, has numerical radius not bigger
than 1. This gives (3.1) with A = F ∗∗ .
Theorem 3.5 leaves open the question whether every variety given by the determinantal
representation (3.1), where the matrix A satisfies ω(A) = 1, is a distinguished variety in
the symmetrized bidisc. The following examples show that the answer to this question is
sometimes yes and sometimes no.
Example 3.6. Let
A =


0 2 0
0 0 0
0 0 0

 .
Then ω(A) = 1. Define
W = {(s, p) ∈ G : det(A+ A∗p− sI) = 0}.
Computing the determinant, we find that
W = {(s, p) ∈ G : s(s2 − 4p) = 0}.
Evidently, this is a distinguished variety.
Example 3.7. Let
A =


0 2 0
0 0 0
0 0 1

 .
Then ω(A) = 1. Define
W = {(s, p) ∈ G : det(A+ A∗p− sI) = 0}.
Computing the determinant, we find that
W = {(s, p) ∈ G : (1 + p− s)(s2 − 4p) = 0}.
This is not a distinguished variety; for example W contains the point (1, 0) = pi(1, 0), which
lies on ∂G \ bΓ.
In fact, if A has an eigenvalue of modulus 1 thenW defined as in (3.1) is not distinguished.
Indeed, suppose that A has an eigenvalue α of unit modulus, and let v be a corresponding
eigenvector. Let W be as above. Then Av − αIv = 0, which means that (α, 0) = pi(α, 0) is
in ∂G ∩W \ bΓ. We do not know if for A satisfying ω(A) = 1, having an eigenvalue of unit
modulus is the only obstruction to being distinguished.
The varieties of the form (3.1) with ω(A) < 1 do have a complete characterization. Denote
bDΓ = {pi(z, z) = (2z, z
2) : z ∈ T}.
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Theorem 3.8. Let W be a variety in G. Then
W = {(s, p) ∈ G : det(A+ A∗p− sI) = 0}
for a matrix A with ω(A) < 1 if and only ifW is a distinguished variety such that ∂W∩bDΓ =
∅.
Proof. By Theorem 3.5, if W has such a determinantal representation then W is a distin-
guished variety. We need to show that ∂W ∩ bDΓ = ∅. For this, note that
bΓ = {(s, p) ∈ Γ : |p| = 1}.
and
bDΓ = {(s, p) ∈ Γ : |p| = 1, |s| = 2}.
If (s, eiθ) ∈ ∂W , then det(A+A∗eiθ−sI) = 0. In other words, e−iθ/2s is an eigenvalue of the
normal matrix N = e−iθ/2A+ eiθ/2A∗. But ‖N‖ = ω(N) < 2, thus |s| < 2, so (s, eiθ) /∈ bDΓ.
Conversely, suppose that W is a distinguished variety such that ∂W ∩ bDΓ = ∅. As in the
proof of Theorem 3.5, construct the measure µ on ∂W and the space H2(µ). Let (Ms,Mp) be
the multiplication operators on H2(µ). In the course of the proof of Theorem 3.5 we showed
that W is given by (3.1) with A the adjoint of the fundamental operator of (M∗s ,M
∗
p ). What
we need to show is that ω(A) < 1.
In the proof of Theorem 3.5 we also noted that M∗s is unitarily equivalent to T
∗
ϕ, where
ϕ(z) = A + A∗z. Now ‖M∗s ‖ = ‖Ms‖ = sup
(s,p)∈∂W
|s| < 2 by assumption. On the other hand,
‖M∗s ‖ = ‖Tϕ‖ = max
z∈T
‖ϕ(z)‖, thus
(3.5) 2 > ‖M∗s ‖ = max
θ∈R
‖eiθA + e−iθA∗‖ = ω(eiθA+ e−iθA∗).
This implies that ω(A) < 1. Indeed, if ω(A) = 1 then there is some θ ∈ R and a unit vector
u such that 〈Au, u〉 = e−iθ. But then
〈(eiθA+ e−iθA∗)u, u〉 = 2,
and this contradicts (3.5). Hence the proof is complete.
4. A von-Neumann type inequality for Γ-contractions
4.1. Strict Γ-contractions and their fundamental operators. Recall from the intro-
duction that we denote
ρ(S, P ) = 2(I − P ∗P )− (S − S∗P )− (S∗ − P ∗S).
Definition 4.1. A pair of commuting operators (S, P ) is said to be a strict Γ-contraction if
there is a constant c > 0 such that ρ(αS, α2P ) ≥ cI for all α ∈ D.
Lemma 4.2. If (S, P ) is a strict Γ-contraction then P is a strict contraction. In particular,
P and P ∗ are pure contractions.
Proof. Since ρ(αS, α2P ) ≥ cI for all α ∈ D, we have in particular
4D2P = ρ(−S, P ) + ρ(S, P ) ≥ 2cI,
thus D2P ≥ (c/2)I. This in turn implies P
∗P ≤ (1− c/2)I, so ‖P‖ < 1, as required.
14
It is easy to see that P is a strict contraction if and only if DP is invertible. Thus, a strict
Γ-contraction has finite defect index if and only if it acts on a finite dimensional space. Note
also that if DP is invertible, then the fundamental operator (recall equation (2.1)) of (S, P )
is given by
F = D−1P (S − S
∗P )D−1P .
Proposition 4.3. If F is the fundamental operator of a strict Γ-contraction, then ω(F ) < 1.
Proof. It is well known (see, e.g., [19, Lemma 2.9] for additional details) that for every
operator X ,
ω(X) ≤ 1⇐⇒ ∀α ∈ T , Re(αX) ≤ I.
It follows immediately that for every operator X and all c > 0,
(4.1) ω(X) ≤ c⇐⇒ ∀α ∈ T , Re(αX) ≤ cI.
Now assume that (S, P ) is a strict Γ-contraction, so
ρ(αS, α2P ) = 2D2P − 2Re(α(S − S
∗P )) ≥ cI
for all α ∈ T. Rearranging, we find that
Re(α(D−1P (S − S
∗P )D−1P ) ≤ I − c/2D
−2
P ≤ (1− c/2)I,
for all α ∈ T. But the fundamental operator for (S, P ) is F = D−1P (S−S
∗P )D−1P . It follows
from (4.1) that ω(F ) ≤ (1− c/2) < 1.
Remark 4.4. The class of strict Γ-contractions is analogous to the class of strict contrac-
tions in one variable operator theory. It is actually a subclass of the Γ-contractions having
fundamental operators of numerical radius less than 1 (obvious from the previous result).
Therefore, keeping in mind the importance of the class of strict Γ-contractions, we make the
statement of the Corollary 4.6 precise for strict Γ-contractions although it is valid for the
larger class of Γ-contractions that have fundamental operators of numerical radius less than
1.
4.2. A von-Neumann type inequality.
Theorem 4.5. Let Σ = (S, P ) be a Γ-contraction on a Hilbert space H such that (S∗, P ∗) is
pure, and suppose that dimDP < ∞. Denote by F the fundamental operator of (S, P ), and
let
ΛΣ = {(s, p) ∈ Γ : det(F
∗ + pF − sI) = 0}.
Then for every matrix valued polynomial f ,
‖f(S, P )‖ ≤ max
(s,p)∈ΛΣ∩bΓ
‖f(s, p)‖.
Moreover, when ω(F ) < 1, ΛΣ ∩G is a distinguished variety in G.
Proof. By applying the model theorem for pure Γ-contractions (Theorem 2.15) to (S∗, P ∗),
we have that H ⊆ H2(D)⊗DP , where DP is finite dimensional — say of dimension n— and
that
S = (I ⊗ F ∗ +Mz ⊗ F )
∗
∣∣
H
and P = (Mz ⊗ I)
∗
∣∣
H
,
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where F is the fundamental operator of (S, P ). Let ϕ denote the L(DP )-valued function
ϕ(z) = F ∗ + zF . Let f be a matrix valued polynomial and let f∪ be the polynomial
satisfying f∪(A,B) = f(A∗, B∗)∗ for all operators A and B. Then
‖f(S, P )‖ ≤ ‖f(M∗ϕ,M
∗
z )‖H2⊗DP
= ‖f∪(Mϕ,Mz)‖H2⊗DP ≤ ‖f
∪(Mϕ,Mz)‖L2⊗DP
= max
θ∈[0,2pi]
‖f∪(ϕ(eiθ), eiθ)‖.
Now for eiθ ∈ T, the matrix ϕ(eiθ) is normal, because ϕ(eiθ) = eiθ/2(e−iθ/2F ∗+ eiθ/2F ). Thus
‖f∪(ϕ(eiθ), eiθI)‖ = max{f∪(λ, eiθ) : λ ∈ σ(ϕ(eiθ))}
= max{f∪(λ, eiθ) : det(F + eiθF ∗ − λI) = 0}.
Define
ΛΣ = {(s, p) ∈ Γ : det(F
∗ + pF − sI) = 0}
and
Λ∗Σ = {(s, p) ∈ Γ : det(F + pF
∗ − sI) = 0}
= {(s, p) : (s, p) ∈ ΛΣ}.
We now want to show that if det(F+eiθF ∗−λI) = 0 then (λ, eiθ) ∈ Γ (and thus (λ, eiθ) ∈ Λ∗Σ).
Assume, equivalently, that det(e−iθ/2F + eiθ/2F ∗− e−iθ/2λI) = 0. Without loss of generality,
assume that the self adjoint matrix e−iθ/2F + eiθ/2F ∗ is diagonal. Then if f11, . . . , fnn denote
the diagonal elements of F , then for some i we must have
e−iθ/2fii + e
iθ/2fii = e
−iθ/2λ.
This gives
λeiθ = fii + e
iθfii = λ.
By (4) of Theorem 2.8 we find that (λ, eiθ) is a Γ-isometry, so it is in Γ.
Putting everything together we obtain
‖f(S, P )‖ ≤ max
(s,p)∈Λ∗
Σ
∩bΓ
‖f∪(s, p)‖ = max
(s,p)∈ΛΣ∩bΓ
‖f(s, p)‖.
Finally, when ω(F ) < 1, the set ΛΣ ∩G is a distinguished variety by Theorem 3.5.
Corollary 4.6. Let (S, P ) be a strict Γ-contraction on a finite dimensional Hilbert space H.
Then there is a distinguished variety W ⊂ G such that for every matrix valued polynomial
f ,
‖f(S, P )‖ ≤ max
(s,p)∈∂W
‖f(s, p)‖.
Proof. This follows from the theorem above combined with Lemma 4.2 and Proposition 4.3.
Theorem 4.7. Let Σ = (S, P ) be a Γ-contraction on a finite dimensional Hilbert space H
and let F be the fundamental operator of (S, P ). Then for every matrix valued polynomial
f ,
‖f(S, P )‖ ≤ max
(s,p)∈ΛΣ∩bΓ
‖f(s, p)‖,
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where ΛΣ is the following one dimensional variety:
(4.2) ΛΣ = {(s, p) ∈ Γ : det(F
∗ + pF − sI) = 0}.
Proof. Let {rn} be a sequence of positive numbers converging to 1 from below. Then Σn =
(Sn, Pn) := (rnS, r
2
nP ) is a sequence of Γ-contractions satisfying the conditions of Theorem
4.5. Let Fn denote the fundamental operator of Σn, and let
ΛΣn = {(s, p) ∈ Γ : det(F
∗
n + pFn − sI) = 0}.
We consider all Fn as operators on the finite dimensional space H, and by passing to a
subsequence, we may assume that the sequence Fn converges to some operator F . We
proceed to show that F is the fundamental operator of Σ.
Since Fn is the fundamental operator of Σn, we have
Sn − S
∗
nPn = (I − P
∗
nPn)
1
2Fn(I − P
∗
nPn)
1
2 .
Taking the limit as n→∞, we get
S − S∗P = DPFDP .
Thus, by the uniqueness of the fundamental operator, F is indeed the fundamental operator
of Σ.
For a matrix valued polynomial f , we have
‖f(S, P )‖ = lim
n
‖f(Sn, Pn)‖ ≤ lim sup
n
max
(s,p)∈ΛΣn∩bΓ
‖f(s, p)‖,
where the inequality follows by applying Theorem 4.5 to Σn. It is now easy to see that
‖f(S, P )‖ ≤ lim sup
n
max
(s,p)∈ΛΣn∩bΓ
‖f(s, p)‖ ≤ max
(s,p)∈ΛΣ∩bΓ
‖f(s, p)‖ = ‖f‖ΛΣ.
In Theorem 4.5, we have constructed a Γ-co-isometric extension to the Γ-contraction (S, P )
and the Γ-co-isometric extension is (Mϕ,Mz) defined on H
2(D)⊗DP , which lives on ΛΣ. By
Proposition 2.14, the adjoint of a Γ-co-isometric extension of (S, P ) is a Γ-isometric dilation
of (S∗, P ∗). So in particular when (S, P ) is a Γ-contraction on a finite dimensional Hilbert
space, it has a Γ-isometric dilation that lives on a one dimensional variety in Γ.
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