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Abstract
In this paper, we investigate the Cauchy problem of the nonhomogeneous in-
compressible non-resistive MHD on R2 with vacuum as far field density and prove
that the 2D Cauchy problem has a unique local strong solution provided that the
initial density and magnetic field decay not too slow at infinity. Furthermore, if
the initial data satisfy some additional regularity and compatibility conditions, the
strong solution becomes a classical one.
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1 Introduction
Nonhomogeneous incompressible non-resistive magnetohydrodynamics (MHD) equa-
tions in R2 express as follows:

̺t + (u · ∇)̺ = 0,
(̺u)t + div(̺u⊗ u) +∇π = µ△u+ (∇×H)×H,
Ht + u · ∇H = H · ∇u,
divu = 0, divH = 0,
(1.1)
with the initial triplet
(̺,u,H)(0,x) = (̺0,u0,H0)(x), x ∈ R2, (1.2)
and far field behaviors (in some weak sense)
u(t,x)→ 0, ̺(t,x)→ 0, H(t,x)→ 0 as |x| → ∞, for t ≥ 0. (1.3)
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Here ̺ = ̺(t,x), u = (u1,u2)(t,x), H = (H1,H2)(t,x) and π = π(t,x) represent
the unknown density, velocity, magnetic and pressure of the fluid, respectively. µ > 0
stands for the viscosity coefficient.
Magnetohydrodynamics equations describe the motion of conducting fluids in an
electromagnetic field, which has a very broad range of applications. Since the dynamic
motion of the fluid and the magnetic field interact deeply on each other, the hydrody-
namic and electrodynamic effects are strongly coupled, which were stated in [2,18] and
references therein.
Note that if H = 0, the MHD system (1.1) reduces to the well-known nonhomo-
geneous incompressible Navier-Stokes equations, which have been discussed in [1, 7–9,
14, 16, 17, 20, 22, 25, 29] and references therein, while nonhomogeneous incompressible
MHD equations have been studied and obtained a few results by many mathematicians
in [6, 23, 24, 28] and references therein. As far as the system (1.1) is concerned, it is
called the viscous and non-resistive incompressible MHD equations, which describe the
conducting fluids with a very high conductivity and the third equation of the system
(1.1) means that the magnetic field move along exactly with the fluid, rather that
simple diffusing out. The viscous and non-resistive incompressible MHD equations are
established on the physical background in [2, 3, 12,18] and references therein.
There are many results concerning with the multi-dimensional incompressible MHD.
For instance, as ̺ ≡ constant, i.e., (1.1) is called homogeneous incompressible non-
resistive MHD. Jiu and Niu [15] established the local existence of solutions in 2D as
the initial data in Hs for integer s ≥ 3. In the remarkable work [21], Lin et al.
proved the existence of global-in-time solutions for initial data sufficiently close to
certain equilibrium solutions in two dimensional Lagrangian coordinates by the modern
analysis techniques. Ren et al. [27] improved the results in [21] without imposing
some admissible conditions for initial data and confirmed that the energy of the MHD
equations is dissipated at a rate independent of the ohmic resistivity. In 3D periodic
domain, Pan et al. [26] established the the global existence of classical solutions to
incompressible viscous magneto-hydrodynamical system with zero magnetic diffusion
if the initial magnetic field is close to an equilibrium state and the initial data have
some symmetries. Fefferman et al. [10] improved that results of [15] to d-dimensional
space and then in [11] presented an inspiring local-in-time existence and uniqueness
solutions in nearly optimal Sobolev space in Rd (d = 2, 3) for H0 ∈ Hs(Rd) and
u0 ∈ Hs−1+ε(Rd) with s > d/2 and 0 < ε < 1. It is worth noting that Chemin et
al. [4] proved the local existence in Besov spaces with less regularity assumptions on u0
than that of H0 due to the existence of the diffusive term in the momentum equations,
precisely, u0 ∈ Bd/2−12,1 (Rd) and H0 ∈ Bd/22,1 (Rd).
It is also an important issue to study the fluid equations with vacuum as far field
density. Recently, Li et al. [19] proved the local existence of strong/classical solutions
to the 2-D Cauchy problem of the compressible Navier-Stokes equations on the whole
plane R2 with vacuum as far field density. With the aid of [19], Liang [20] and Lv et
al. [23–25] have obtained the well-posedness for the flows with vacuum as field density,
such as nonhomogeneous incompressible Navier-Stokes and the nonhomogeneous in-
compressible MHD equations with resistive term. However, there are few results about
the non-homogeneous incompressible MHD equations without resistive term, specially,
the initial density may have compact support. Therefore, we try to discuss on the
well-posedness of classic solutions to the system (1.1) and then obtain the following
existence theorems.
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Theorem 1.1 Let η0 be a positive constant and define
x¯ , (e+ |x|2)1/2 ln1+η0(e+ |x|2), (1.4)
denote
Lr = Lr(R2), W s,r =W s,r(R2), Hs =W s,2,
where 1 ≤ r ≤ ∞. For constants q > 2 and a > 1, assume that the initial triplet
(̺0,u0,H0) satisfy that{
̺0 ≥ 0, ̺0x¯a ∈ L1 ∩H1 ∩W 1,q, H0x¯a ∈ H1 ∩W 1,q,
∇u0 ∈ L2, √̺0u0 ∈ L2, divu0 = divH0 = 0. (1.5)
Then there exists a positive time T0 > 0 such that the problem (1.1)–(1.3) has a unique
strong solution quaternion (̺,u, π,H) on R2 × (0, T0] with divu = 0 and divH = 0,
satisfying that

̺ ∈ C([0, T0];L1 ∩H1 ∩W 1,q), ̺x¯a ∈ L∞(0, T0;L1 ∩H1 ∩W 1,q),
H ∈ C([0, T0];L2 ∩H1 ∩W 1,q), Hx¯a ∈ L∞(0, T0;H1 ∩W 1,q),√
̺u, ∇u, √t√̺ut,
√
t∇π, √t∇2u ∈ L∞(0, T0;L2),
∇u ∈ L2(0, T0;H1) ∩ L(q+1)/q(0, T0;W 1,q),
√
t∇u ∈ L2(0, T0;W 1,q),
∇π ∈ L2(0, T0;L2) ∩ L(q+1)/q(0, T0;Lq),√
̺ut,
√
t∇ut ∈ L2(R2 × (0, T0)),
(1.6)
and that
inf
0≤t≤T0
∫
BN
̺(t,x)dx ≥ 1
4
∫
R2
̺0(x)dx, (1.7)
for some constant N > 0 and BN , {x ∈ R2||x| < N}.
Moreover, if the initial data (̺0,u0,H0) satisfy some additional regularity and com-
patibility condition, the local strong solution (̺,u, π,H) obtained in Theorem 1.1 be-
comes a classical one, that is,
Theorem 1.2 In addition to (1.5), suppose that
∇2̺0, ∇2H0 ∈ L2 ∩ Lq, x¯δ0∇2̺0, x¯δ0∇2H0, ∇2u0 ∈ L2, (1.8)
for some constant δ0 ∈ (0, 1). Moreover, assume that the following compatibility condi-
tion holds for some g ∈ L2,
− µ△u0 +∇π0 − (∇×H0)×H0 = ̺1/20 g. (1.9)
Then, in addition to (1.6) and (1.7), the strong solution (̺,u, π,H) obtained in Theo-
rem 1.1 satisfies

∇2̺, ∇2H ∈ C([0, T0];L2 ∩ Lq), x¯δ0∇2̺, x¯δ0∇2H ∈ L∞(0, T0;L2),
∇2u, √̺ut,
√
t∇ut, t√̺utt, t∇2ut ∈ L∞(0, T0;L2),
∇π, √tπt, tπt ∈ L∞(0, T0;L2),
t∇3u, t∇2π ∈ L∞(0, T0;L2 ∩ Lq),
∇ut, t∇utt ∈ L2(0, T0;L2),
t∇2(̺u) ∈ L∞(0, T0;L(q+2)/2).
(1.10)
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As far as our existence results are concerned, it is easy to find that as H = 0,
Theorem 1.1 is similar to the existence ressult in [20]. While absenting the more
assumptions for initial data as in [21] or [27] and excluding the higher derives of H in
the model (1.1), it is possible not to expect to obtain the global-in-time solution which
is the same to the ones for nonhomogeneous Navier-Stokes equations [25], and resistive
MHD equations [23], but to establish a simple criterion depending only on H, with the
motivation of the ideas in [5], [25] and [30], precisely,
lim sup
T→T ∗
(‖H‖L∞(0,T ∗;L∞(R2)) + ‖∇H‖L1(0,T∗;Lr(R2)) =∞,
where r > 2 and T ∗ is the maximal time of existence local classical solutions. For above
claim, we just state it here without giving proof in detail.
In order to check the existence theorems, i.e. Theorem 1.1 and Theorem 1.2, we
manage to overcome the following difficulties. Firstly, in the plane, when the far fireld
density is vacuum, there is immediate difference between 2D case and 3D one, more
precisely, the Lp−norm of u could not be bounded directly by the L2−norms of √̺u
and ∇u. Therefore, it means that the methods successfully used in [6–8] can not be
simply applied to our model. Utilizing the remarkable techniques in [19,20,22,23], we
still treat the strong coupling term between the velocity vector field and the magnetic
field, such as the terms u · ∇H and (∇ × H) × H and so on. To end it, one will
borrow some ideas from [23], and establishes the spatial weighted estimates for the
magnetic fields and the density. Secondly, there is another difficulty caused by the lack
of resistive term in magnetic equation (1.1)3. It is impossible to infer the estimates for
higher order derivatives of magnetic fields “H” and “∇H”. However, due to divH = 0,
let H = (∂2φ,−∂1φ) for some potential φ. It is easy to see that the equation (1.1)3 can
be written as
φt + u · ∇φ = 0,
which shows that there is the same structure between the equation (1.1)1 and (1.1)3.
Whence the techniques to the estimates for the magnetic fields could be a homology
with the one for the density, and then one can succeed in obtaining the same regular
estimates for the magnetic fields and the density.
The rest of the paper is organized as follows: In Section 2, we collect some elementary
facts and inequalities which will be needed in later analysis. Sections 3 and 4 are devoted
to the a priori estimates which are needed to obtain the local existence and uniqueness
of strong/classical solutions. The main results: Theorem 1.1 and 1.2 are proved in
Section 5.
2 Preliminaries
First, the following local existence theory on bounded balls, where the initial density
is strictly away from vacuum, can be shown by similar arguments as in [6–8].
Lemma 2.1 For R > 0 and BR = {x ∈ R2||x| < R}, assume that the triplet
(̺0,u0,H0), satisfies
(̺0,u0,H0) ∈ H3(BR), divu0 = 0,divH0 = 0, inf
x∈BR
̺0(x) > 0. (2.1)
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Then there exist a small time TR > 0 and a unique classical solution (̺,u, π,H) to the
following initial-boundary-value problem

̺t + div(̺u) = 0,
̺ut + ̺(u · ∇)u+∇π = µ△u+ (∇×H)×H,
Ht + (u · ∇)H = (H · ∇)u,
divu = 0, divH = 0,
u = 0,x ∈ ∂BR, t > 0,
(̺,u,H)(0,x) = (̺0,u0,H0)(x), x ∈ BR,
(2.2)
on BR × [0, TR] such that{
̺,H ∈ C([0, TR];H3), u ∈ C([0, TR];H3) ∩ L2(0, TR;H4),
π ∈ C([0, TR];H2) ∩ L2(0, TR;H3), (2.3)
where we denote L2 = L2(BR) and H
k = Hk(BR) for some positive integer k.
Then, for either Ω = R2 or Ω = BR with R ≥ 1, the following weighted Lp-bounds
for elements of Hilbert space D˜1,2(Ω) , {v ∈ H1loc(Ω)|∇v ∈ L2(Ω)} will play a crucial
role in our analysis, which can be found in [20, Lemma 2.3].
Lemma 2.2 Let x¯ be as in (1.5) and Ω = R2 or Ω = BR with R ≥ 1. Suppose that
̺ ∈ L1(Ω) ∩ L∞(Ω) is a non-negative function such that
M1 ≤
∫
BN1
̺dx, ‖̺‖L1(Ω)∩L∞(Ω) ≤M2, (2.4)
for some positive constants M1, M2 and N1 ≥ 1 with BN1 ⊂ Ω. Then, for ε > 0 and
η > 0, there is a positive constant C depending solely on ε, η,M1,M2, N1 and η0 such
that any v ∈ D˜1,2(Ω) satisfies
‖vx¯−η‖L(2+ε)/η˜(Ω) ≤ C‖
√
̺v‖L2(Ω) + C‖∇v‖L2(Ω), (2.5)
with η˜ = min{1, η}.
Next, we consider the following Stokes system,

−△u+∇π = F, in BR,
∇ · u = 0, in BR
u = 0, on ∂BR.
(2.6)
The proof of the following Lp-bound can be found in [13, Theorem IV.6.1].
Lemma 2.3 Let u ∈ W 1,q0 (BR) be a weak solution of the system (2.6), where q > 1.
If F ∈W k,q(BR) for k ≥ 0, then u ∈W k+2,q(BR) and
‖∇k+2u‖Lq(BR) + ‖∇k+1π‖Lq ≤ C‖F‖W k,q(BR), (2.7)
where C independent of R.
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3 A priori estimates (I)
In this section and the next, for p ∈ [1,∞] and k ≥ 0, we denote∫
fdx =
∫
BR
fdx, Lp = Lp(BR), W
k,p =W k,p(BR), H
k =W k,2.
Moreover, for R > 4N0 ≥ 4, we assume that the smooth triplet (̺0,u0,H0) satisfies,
in addition to (2.1), that
1
2
≤
∫
BN0
̺0(x)dx ≤
∫
BR
̺0(x)dx ≤ 3
2
. (3.1)
It follows from Lemma 2.1 that there exists some TR > 0 such that the initial-boundary-
value problem (2.2) has a unique classical solution (̺,u, π,H) on BR× [0, TR] satisfying
(2.3). For x¯, η0, a and q as in Theorem 1.1, the main aim of this section is to derive the
following key a priori estimate on φ(t) defined by
φ(t) , 1 + ‖√̺u‖L2 + ‖∇u‖L2 + ‖H‖L2 + ‖Hx¯a‖H1∩W 1,q + ‖̺x¯a‖L1∩H1∩W 1,q . (3.2)
Proposition 3.1 Assume that (̺0,u0,H0) satisfies (2.1) and (3.1). Let (̺,u, π,H)
be the solution to the initial-boundary-value problem (2.2) on BR × (0, TR] obtained by
Lemma 2.1. Then there exist positive constants T0 and M both depending solely on
µ, q, a, η0, N0 and C0 such that
sup
0≤t≤T0
φ(t) +
∫ T0
0
(
‖∇2u‖(q+1)/qLq + t‖∇2u‖2Lq + ‖∇2u‖2L2
)
dt ≤M, (3.3)
where
C0 = ‖√̺0u0‖L2 + ‖∇u0‖L2 + ‖H0‖L2 + ‖H0x¯a‖H1∩W 1,q + ‖̺0x¯a‖L1∩H1∩W 1,q .
The proof of Proposition 3.1 will be postponed at the end of this section. First, we
start with the following energy estimate for (̺,u, π,H) and preliminary L2-bounds for
∇u.
Lemma 3.2 Let (̺,u, π,H) be a smooth solution to the initial-boundary-value problem
(2.2). Then there exist a positive constant α = α(q) > 1 and a T1 = T1(C0, N0) > 0
such that for all t ∈ (0, T1],
sup
0≤s≤t
(‖∇u‖2L2 + ‖H‖2L2 + ‖√̺u‖2L2) (3.4)
+
∫ t
0
(‖∇u‖2L2 + ‖√̺ut‖2L2) ds ≤ C +C
∫ t
0
φα(s)ds.
Proof. Firstly, by energy estimates we obtain
sup
0≤s≤t
(‖√̺u‖2L2 + ‖H‖2L2)+
∫ t
0
‖∇u‖2L2ds ≤ C, sup
0≤s≤t
‖̺‖L1∩L∞ ≤ C. (3.5)
Next, for N > 1 and ϕN ∈ C∞0 (BR) such that
0 ≤ ϕN ≤ 1, ϕN (x) = 1, if |x| ≤ N/2, |∇kϕN | ≤ CN−k(k = 1, 2), (3.6)
6
then it follows from (3.1) and (3.5) that
d
dt
∫
̺ϕ2N0dx =
∫
̺u · ∇ϕ2N0dx (3.7)
≥− CN−10
(∫
̺dx
)1/2 (∫
̺|u|2
)1/2
≥ −C˜(C0, N0),
where in the last inequality we have used∫
̺dx =
∫
̺0dx,
due to (2.2)1 and (2.2)4. Integrating (3.7) over (0, T1) shows
inf
0≤t≤T1
∫
B2N0
̺dx ≥ inf
0≤t≤T1
∫
̺ϕ2N0dx ≥
∫
̺0ϕ2N0dx− C˜T1 ≥ 1/4, (3.8)
where T1 , min{1, (4C˜)−1}. From now on, we will always suppose that t ≤ T1. The
combination of (2.5), (3.5) and (3.8) shows that for ε > 0 and η > 0, every v ∈ D˜1,2(BR)
satisfies
‖vx¯−η‖2
L(2+ε)/η˜
≤ C(ε, η)‖√̺v‖2L2 + C(ε, η)‖∇v‖2L2 , (3.9)
with η˜ = min{1, η}.
Multiplying (2.2)1 by x¯
a and integrate by parts, from (3.9) for u ∈ D˜1,2(BR), note
that
d
dt
∫
̺x¯adx ≤C
∫
̺|u|x¯a−1 ln1+η0(e+ |x|2)dx
≤C‖̺x¯a−1+8/(8+a)‖L(8+a)/(7+a)‖ux¯−4/(8+a)‖L8+a
≤Cφα(t),
which implies
sup
0≤s≤t
‖̺x¯a‖L1 ≤ C exp
(
C
∫ t
0
φα(s)ds
)
. (3.10)
By calculation from (3.10) and (3.9), we conclude that
‖̺ηu‖L(2+ε)/η˜ + ‖ux¯−η‖L(2+ε)/η˜ ≤ C(ε, η)φ1+η(t). (3.11)
Next, multiplying (2.2)2 by ut and integration by parts, one yields
d
dt
(
µ‖∇u‖2L2
)
+ ‖√̺ut‖2L2 ≤ C
∫
̺|u|2|∇u|2dx+ 2
∫
(H · ∇)H · utdx. (3.12)
Now we need to estimate each term on the right-hand side of (3.12). At first, the
Gagliardo-Nirenberg inequality implies that for all p ∈ (2,+∞),
‖∇u‖Lp ≤ C‖∇u‖2/pL2 ‖∇u‖
1−2/p
H1
≤ Cφ(t) + Cφ(t)‖∇2u‖1−2/p
L2
, (3.13)
which together with (3.11), it follows that for η > 0 and η˜ = min{1, η},
∫
̺η|u|2|∇u|2dx ≤C‖̺η/2u‖2
L8/η˜
‖∇u‖2
L8/(4−η˜)
(3.14)
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≤C(η)φ4+2η(t)
(
1 + ‖∇2u‖η˜/2
L2
)
≤Cφα(η)(t) + ε‖∇2u‖2L2 .
Then, integrating by parts with respect to the variable t and from (2.2)3, one obtains
2
∫
(H · ∇)H · utdx =− 2 d
dt
∫
(H · ∇)u ·Hdx+ 2
∫
(Ht · ∇)u ·Hdx (3.15)
+ 2
∫
(H · ∇)u ·Htdx
=− 2 d
dt
∫
(H · ∇)u ·Hdx+ 2
∫
((H · ∇)u · ∇)u ·Hdx
− 2
∫
((u · ∇)H · ∇)u ·Hdx
+ 2
∫
(H · ∇)u · (H · ∇)udx− 2
∫
(H · ∇)u · (u · ∇)Hdx.
First, it is easy to see that∣∣∣∣
∫
((H · ∇)u · ∇)u ·Hdx
∣∣∣∣+
∣∣∣∣
∫
(H · ∇)u · (H · ∇)udx
∣∣∣∣ ≤ C‖H‖2L∞‖∇u‖2L2 .
Next, by Ho¨lder inequality, Young inequality, and (3.13), one observes∣∣∣∣
∫
((u · ∇)H · ∇)u ·Hdx
∣∣∣∣+
∣∣∣∣
∫
(H · ∇)u · (u · ∇)Hdx
∣∣∣∣
≤C
∫
|H||∇u||u||∇H|dx
≤C‖H‖L∞‖ux¯−1‖L2a‖Hx¯a‖H1‖∇u‖L2a/(a−1)
≤Cφα(t) + εφ−1(t)‖∇2u‖2L2 .
Substituting the above two estimates into (3.15), we have given
2
∫
(H · ∇)H · utdx ≤ −2 d
dt
∫
(H · ∇)u ·Hdx+ Cφα(t) + εφ−1(t)‖∇2u‖2L2 . (3.16)
Inserting (3.14) and (3.16) into (3.12), one shows
d
dt
µ‖∇u‖2L2 + 2
d
dt
∫
((H · ∇)u ·H) dx+ ‖√̺ut‖2L2 (3.17)
≤Cφα(t) + 4εφ−1(t)‖∇2u‖2L2 .
To estimate the last term on the right-hand side of (3.17), it follows from (2.7) with
F = ̺ut + ̺u · ∇u+H · ∇H that for p ∈ [2, q],
‖∇2u‖Lp ≤C (‖̺ut‖Lp + ‖̺u · ∇u‖Lp + ‖|H||∇H|‖Lp) . (3.18)
Combining with (3.18), (3.13) and (3.14), we yield
‖∇2u‖L2 ≤Cφ1/2(t)‖
√
̺ut‖L2 + C‖̺u · ∇u‖L2 + Cφα(t) (3.19)
≤Cφ1/2(t)‖√̺ut‖L2 +
1
2
‖∇2u‖L2 + Cφα(t).
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Substituting (3.19) into (3.17), then integrating the resultant inequality over (0, t), and
choosing ε suitably small, let us lead to
µ
2
‖∇u‖2L2 +
∫ t
0
‖√̺ut‖2L2ds ≤ C + C‖H‖4L4 + C
∫ t
0
φα(s)ds, (3.20)
where in the last inequality we have used∫
((H · ∇)u ·H) dx ≥ −µ
2
‖∇u‖2L2 − C‖H‖4L4 .
To estimate the second term on the right-hand side of (3.20), multiplying (2.2)3 by
4|H|2H and integrating the resultant equality over BR, we have
d
dt
‖H‖4L4 ≤C
∫
|∇u||H|4dx
≤C‖∇u‖L2‖H‖L2‖H‖3L∞ .
Integrating the above inequality over (0, t), one infers
‖H‖4L4 ≤ C +
∫ t
0
φα(s)ds. (3.21)
Putting (3.21) into (3.20), together with (3.5), one leads to (3.4). Therefore, we com-
plete the proof of Lemma 3.2. ✷
Lemma 3.3 Let (̺,u, π,H) and T1 be as in Lemma 3.2. Then for all t ∈ (0, T1],
sup
0≤s≤t
s‖√̺ut‖2L2 +
∫ t
0
s‖∇ut‖2L2ds ≤ C exp
(
C
∫ t
0
φα(s)ds
)
. (3.22)
Proof. Differentiating (2.2)2 with respect to t yields
̺utt + ̺u · ∇ut − µ△ut (3.23)
=− ̺t(ut + u · ∇u)− ̺ut · ∇u−∇πt +Ht · ∇H+H · ∇Ht.
Multiplying (3.23) by ut and integrating the resultant equation over BR, we obtain
1
2
d
dt
∫
̺|ut|2dx+ µ
∫
|∇ut|2dx (3.24)
=− 2
∫
̺u · ∇ut · utdx−
∫
̺u · ∇(u · ∇u · ut)dx
−
∫
̺ut · ∇u · utdx−
∫
(H⊗H)t : ∇utdx
≤C
∫
̺|u||ut|
(|∇ut|+ |∇u|2 + |u||∇2u|) dx+ C
∫
̺|u|2|∇u||∇ut|dx
+ C
∫
̺|ut|2|∇u|dx+ C
∫
|H||Ht||∇ut|dx.
We now estimate each term on the right-hand side of (3.24) as follows:
First, it follows from (3.2), (3.5), (3.9), (3.11) and (3.13) that for ε ∈ (0, 1),∫
̺|u||ut|
(|∇ut|+ |∇u|2 + |u||∇2u|) dx (3.25)
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≤C‖√̺u‖L6‖
√
̺ut‖1/2L2 ‖
√
̺ut‖1/2L6
(‖∇ut‖L2 + ‖∇u‖2L4)
+ C‖̺1/4u‖2L12‖
√
̺ut‖1/2L2 ‖
√
̺ut‖1/2L6 ‖∇2u‖L2
≤Cφα(t)‖√̺ut‖1/2L2
(
‖√̺ut‖1/2L2 + ‖∇ut‖
1/2
L2
) (‖∇ut‖L2 + ‖∇2u‖L2 + φ(t))
≤ε‖∇ut‖2L2 + Cφα(t)
(‖∇2u‖2L2 + ‖√̺ut‖2L2 + 1) .
From Ho¨lder inequality, (3.11) and (3.13), it is easy to show that∫
̺|u|2|∇u||∇ut|dx ≤C‖√̺u‖2L8‖∇u‖L4‖∇ut‖L2 (3.26)
≤ε‖∇ut‖2L2 + C
(
φα(t) + ‖∇2u‖2L2
)
.
Then, by (3.9) and Ho¨lder inequality, we have the following estimate∫
̺|ut|2|∇u|dx ≤‖∇u‖L2‖
√
̺ut‖3/2L6 ‖
√
̺ut‖1/2L2 (3.27)
≤ε‖∇ut‖2L2 + Cφα(t)‖
√
̺ut‖2L2 .
Finally, due to (2.2)3 and (3.11), one obtains that∫
|H||Ht||∇ut|dx ≤C
∫
(|H||∇u|+ |∇H||u|) |∇ut|dx (3.28)
≤C (‖H‖L∞‖∇u‖L2 + ‖Hx¯a‖W 1,q‖ux¯−a‖L2q/(q−2)) ‖∇ut‖L2
≤ε‖∇ut‖2L2 + Cφα(t).
Inserting (3.25)–(3.28) into (3.24) and choosing ε suitably small, we observe that
d
dt
∫
̺|ut|2dx+ µ
∫
|∇ut|2dx (3.29)
≤Cφα(t) (1 + ‖√̺ut‖2L2 + ‖∇2u‖2L2)
≤Cφα(t)‖√̺ut‖2L2 + Cφα(t),
where in the last inequality we have used (3.19). Then, multiplying (3.29) by t, we
finally obtain (3.22) after using Gronwall inequality and (3.4). Therefore, we complete
the proof of Lemma 3.3. ✷
Lemma 3.4 Let (̺,u, π,H) and T1 be as in Lemma 3.2. Then for all t ∈ (0, T1],
sup
0≤s≤t
(‖̺x¯a‖L1∩H1∩W 1,q + ‖Hx¯a‖H1∩W 1,q) ≤ exp
(
C exp
(
C
∫ t
0
φα(s)ds
))
. (3.30)
Proof. As we known, the estimate for sup0≤s≤t ‖̺x¯a‖L1 was given by (3.10) and the
other estimates for ̺x¯a are similar to the one for Hx¯a.
Next, it follows from the Sobolev inequality and (3.11) that for 0 < δ < 1,
‖ux¯−δ‖L∞ ≤C
(
‖ux¯−δ‖L4/δ + ‖∇(ux¯−δ)‖L3
)
(3.31)
≤C
(
‖ux¯−δ‖L4/δ + ‖∇u‖L3 + ‖ux¯−δ‖L4/δ‖x¯−1∇x¯‖L12/(4−3δ)
)
≤C (φα(t) + ‖∇2u‖L2) .
10
Then, one derives from (2.2)3 that H˜ , Hx¯
a satisfies
H˜t + u · ∇H˜− au · ∇ ln x¯ · H˜ = H˜ · ∇u. (3.32)
Applying (3.31) and Gagliardo-Nirenberg inequality to the equation above, it is easy
to show that
d
dt
‖H˜‖L2 ≤C (‖∇u‖L∞ + ‖u · ∇ ln x¯‖L∞) ‖H˜‖L2 (3.33)
≤C (φα(t) + ‖∇2u‖L2∩W 1,q) ‖H˜‖L2 .
Moreover, we can infer that for p ∈ [2, q]
d
dt
‖∇H˜‖Lp (3.34)
≤C (1 + ‖∇u‖L∞ + ‖u · ∇ ln x¯‖L∞) ‖∇H˜‖Lp
+ C
(‖|∇u||∇ ln x¯|‖Lp + ‖|u||∇2 ln x¯|‖Lp + ‖∇2u‖Lp) ‖H˜‖L∞
≤C (φα(t) + ‖∇u‖L2∩W 1,q) ‖∇H˜‖Lp
+ C
(
‖∇u‖Lp + ‖ux¯−1/4‖L∞‖x¯−3/2‖Lp + ‖∇2u‖Lp
)
‖H˜‖L∞
≤C (φα(t) + ‖∇2u‖L2∩Lp) (1 + ‖∇H˜‖Lp + ‖∇H˜‖Lq) .
Combining (3.33) and (3.34) yields
d
dt
(
‖H˜‖L2 + ‖∇H˜‖Lp
)
(3.35)
≤C (φα(t) + ‖∇2u‖L2 + ‖∇2u‖Lp) (1 + ‖∇H˜‖Lp + ‖H˜‖L2 + ‖∇H˜‖Lq) .
As in formula (3.55) and (3.57) in [23], we claim that∫ t
0
(
‖∇2u‖(q+1)/qLq + ‖∇π‖(q+1)/qLq
)
ds ≤ C exp
(
C
∫ t
0
φα(s)ds
)
,∫ t
0
(
s‖∇2u‖2L2∩Lq + s‖∇π‖2L2∩Lq
)
ds ≤ C exp
(
C
∫ t
0
φα(s)ds
)
.
(3.36)
Substituting (3.36) into (3.35), and then Gronwall inequality implies (3.30). Therefore,
we complete the proof of Lemma 3.4. ✷
Now, we complete the proof of Proposition 3.1, which is a direct consequence of
Lemma 3.2, 3.3 and 3.4.
Proof of Proposition 3.1. It follows from (3.4) and (3.30) that
φ(t) ≤ exp
(
C exp
(
C
∫ t
0
φα(s)ds
))
.
Standard arguments thus show that for M˜ , eCe and T0 , min{T1, (CMα)−1},
sup
0≤t≤T0
φ(t) ≤ M˜,
which together with (3.4), (3.19) and (3.36) leads to (3.3). Then the proof of Proposition
3.1 is finished. ✷
11
4 A priori estimates (II)
In this section, in addition to µ, q, a, η0, N0 and C0, the generic positive constant C
may depend on δ0, ‖∇2u0‖L2 , ‖∇2̺0‖Lq , ‖∇2H0‖Lq , ‖x¯δ0∇2̺0‖L2 , ‖x¯δ0∇2H0‖L2 and
‖g‖L2 .
Lemma 4.1 It holds that
sup
0≤t≤T0
(
‖x¯δ0∇2̺‖L2 + ‖x¯δ0∇2H‖L2
)
≤ C. (4.1)
Proof. First, due to (1.9), (2.1) and (2.2)2, defining
√
̺ut(t = 0,x) , −g −√̺0u0 · ∇u0,
integrating (3.29) over (0, T0) and using (3.3) and (3.4), we have
sup
0≤t≤T0
‖√̺ut‖2L2 +
∫ T0
0
‖∇ut‖2L2dt ≤ C, (4.2)
which together with (3.3) and (3.19) leads to
sup
0≤t≤T0
‖∇u‖H1 ≤ C. (4.3)
Combined with (3.3), (3.31) and (4.3), it is sure to show that for δ ∈ (0, 1],
‖̺δu‖L∞ + ‖x¯−δu‖L∞ ≤ C(δ). (4.4)
Following the direct calculations, one yields that for 2 ≤ r ≤ q
‖̺t(x¯(1+a)/2 + |u|)‖Lr + ‖Ht(x¯(1+a)/2 + |u|)‖Lr ≤ C. (4.5)
Due to (2.2)1, (2.2)3, (3.3), (4.3) and (4.4), it follows from (3.9), (4.2), (4.3) and (4.4)
that for δ ∈ (0, 1] and s > 2/δ,
‖x¯−δut‖Ls + ‖x¯−δu · ∇u‖Ls ≤C‖x¯−δut‖Ls + C‖x¯−δu‖L∞‖∇u‖Ls (4.6)
≤C(δ, s) + C(δ, s)‖∇ut‖L2 .
Next, denoting H¯ , x¯δ0H and ¯̺, x¯δ0̺, we easily get from (3.3) that
‖ ¯̺‖L∞ + ‖∇ ¯̺‖L2∩Lq + ‖H¯‖L∞ + ‖∇H¯‖L2∩Lq ≤ C, (4.7)
where ¯̺ and H¯ satisfy,
¯̺t + u · ∇ ¯̺− δ0 ¯̺u · ∇ ln x¯ = 0, (4.8)
and
H¯t + u · ∇H¯− δ0u · ∇ ln x¯ · H¯ = H¯ · ∇u, respectively. (4.9)
Therefore, by energy method, we should give that
d
dt
‖∇2H¯‖L2 ≤C (1 + ‖∇u‖L∞ + ‖u · ∇ ln x¯‖L∞) ‖∇2H¯‖L2 +C‖|∇2u||∇H¯|‖L2 (4.10)
+ C‖|∇H¯||∇u||∇ ln x¯|‖L2 + C‖|∇H¯||u||∇2 ln x¯|‖L2
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+ C‖H¯‖L∞
(‖∇2 (u · ∇ ln x¯) ‖L2 + ‖∇3u‖L2)
≤C (1 + ‖∇u‖L∞) ‖∇2H¯‖L2 + C‖∇2u‖L2q/(q−2)‖∇H¯‖Lq
+ C‖∇H¯‖L2‖∇u‖L∞ + C‖∇H¯‖L2‖|u||∇2 ln x¯|‖L∞
+ C‖∇2u‖L2 +C‖∇u‖L2 +C‖|u||∇3 ln x¯|‖L2 + C‖∇3u‖L2
≤C (1 + ‖∇u‖L∞) ‖∇2H¯‖L2 + C + C‖∇3u‖L2 ,
here the formula (4.4) and (4.7) were used in the second and third inequalities. Simi-
larly, we can also obtain from (4.8)
d
dt
‖∇2 ¯̺‖L2 ≤ C (1 + ‖∇u‖L∞) ‖∇2 ¯̺‖L2 + C +C‖∇3u‖L2 . (4.11)
Combing (4.10) with (4.11), we get
d
dt
(‖∇2 ¯̺‖L2 + ‖∇2H¯‖L2) (4.12)
≤C (1 + ‖∇u‖L∞)
(‖∇2 ¯̺‖L2 + ‖∇2H¯‖L2)+ C + C‖∇3u‖L2 .
By (2.7) and (4.3), one shows that
‖∇3u‖L2 ≤C‖∇(̺ut)‖L2 + C‖∇(̺u · ∇u)‖L2 (4.13)
+C‖∇2|H|2‖L2 + C‖∇(H · ∇H)‖L2
≤C‖ ¯̺‖L∞‖∇ut‖L2 + C‖x¯a∇̺‖Lq‖x¯−aut‖L2q/(q−2)
+C‖x¯−δu‖L∞‖x¯δ∇̺‖Lq‖∇u‖L2q/(q−2) +C‖ ¯̺‖L∞‖∇u‖2L4
+C‖ ¯̺‖L∞‖x¯−δu‖L∞‖∇2u‖2L2
+C‖∇H¯‖2L4 + C‖H¯‖L∞‖∇2H‖L2
≤C‖∇ut‖L2 + C
(‖∇2 ¯̺‖L2 + ‖∇2H¯‖L2)+ C,
where in the last inequality we have used (3.3), (4.3), (4.4), (4.6) and the following fact:
‖x¯δ0∇2̺‖L2 + ‖x¯δ0∇2H‖L2 ≤ C‖∇2(x¯δ0̺)‖L2 + ‖∇2(x¯δ0H)‖L2 + C. (4.14)
Substituting (4.13) into (4.12) , one has
d
dt
(
‖∇2(x¯δ0̺)‖L2 + ‖∇2(x¯δ0H)‖L2
)
≤C(1 + ‖∇2u‖Lq )
(
‖∇2(x¯δ0̺)‖L2 + ‖∇2(x¯δ0H)‖L2
)
+ C‖∇ut‖L2 + C,
then by (3.3), (4.2), (4.14) and Gronwall inequality, we have got (4.1) and completes
the proof of Lemma 4.1. ✷
Lemma 4.2 It holds that
sup
0≤t≤T0
t‖∇ut‖2L2 +
∫ T0
0
t
(‖√̺utt‖2L2 + ‖∇2ut‖2L2) dt ≤ C. (4.15)
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Proof. Multiplying (3.23) by utt and integrating the resultant equality over BR, inte-
gration by parts then we lead to
1
2
d
dt
(
µ‖∇ut‖2L2
)
+ ‖√̺utt‖2L2 (4.16)
=−
∫
(2̺u · ∇ut · utt + ̺ut · ∇u · utt) dx−
∫
̺u · ∇(u · ∇u) · uttdx
−
∫
̺u · ∇utt · utdx−
∫
̺u · ∇utt · (u · ∇)udx
−
∫
Ht · ∇utt ·Hdx−
∫
H · ∇utt ·Htdx.
Now, we estimate these terms on the right-hand side of (4.16) one by one. First, it
follows from (3.3), (4.2), (4.3), (4.4) and (4.6) that∣∣∣∣
∫
(2̺u · ∇ut · utt + ̺ut · ∇u · utt) dx
∣∣∣∣+
∣∣∣∣
∫
̺u · ∇(u · ∇u) · uttdx
∣∣∣∣ (4.17)
≤ε‖√̺utt‖2L2 + C(ε)
(‖√̺u‖2L∞‖∇ut‖2L2 + ‖√̺ut‖2L4‖∇u‖2L4)
+ C(ε)
(
‖√̺u‖2L∞‖∇u‖2L4 + ‖̺1/4u‖4L∞‖∇2u‖2L2
)
≤ε‖√̺utt‖2L2 + C(ε)
(
1 + ‖∇ut‖2L2
)
.
Then one yields that
−
∫
̺u · ∇utt · utdx−
∫
̺u · ∇utt · (u · ∇)udx (4.18)
=− d
dt
∫
(̺u · ∇ut · ut + ̺u · ∇ut · (u · ∇)u) dx+
∫
(̺u)t · ∇ut · utdx
+
∫
(̺u)t · ∇ut · (u · ∇)udx+
∫
̺u · ∇ut · uttdx
+
∫
̺u · ∇ut · (ut · ∇)udx+
∫
̺u · ∇ut · (u · ∇)utdx.
Noting that those terms without time derivatives on the right hand side in (4.18),
Ho¨lder inequality together with (3.3) and (4.4)–(4.6) implies∫
(̺u)t · ∇ut · utdx ≤C‖̺x¯a‖L∞‖x¯−a/2ut‖2L4‖∇ut‖L2 (4.19)
+ C‖x¯(1+a)/2̺t‖L2‖x¯−1/2u‖L∞‖x¯−a/2ut‖L4‖∇ut‖L4
≤δ‖∇2ut‖2L2 +C(δ)‖∇ut‖4L2 + C(δ),
and ∫
(̺u)t · ∇ut · (u · ∇)udx (4.20)
≤C‖̺x¯a‖L∞‖x¯−a/2ut‖L4‖x¯−a/2u · ∇u‖L4‖∇ut‖L2
+ C‖x¯(1+a)/2̺t‖L2‖x¯−1/2u‖L∞‖x¯−a/2u‖L∞‖∇u‖L4‖∇ut‖L4
≤δ‖∇2ut‖2L2 + C(δ)‖∇ut‖4L2 + C(δ).
It is easy from(4.4) to lead to∫
̺u · ∇ut · uttdx ≤C‖√̺utt‖L2‖
√
̺u‖L∞‖∇ut‖L2 (4.21)
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≤ε‖√̺utt‖2L2 + C(ε)‖∇ut‖2L2 .
Next, it follows from (4.3), (4.4) and (4.6) that∫
̺u · ∇ut · (ut · ∇)udx ≤C‖̺x¯a‖L∞‖x¯−a/2u‖L∞‖x¯−a/2ut‖L4‖∇u‖L4‖∇ut‖L2
≤C + C(ε)‖∇ut‖2L2 , (4.22)
and similarly, ∫
̺u · ∇ut · (u · ∇)utdx ≤C‖̺x¯a‖L∞‖x¯−a/2u‖2L∞‖∇ut‖2L2 (4.23)
≤C‖∇ut‖2L2 .
Inserting (4.19)–(4.23) into (4.18), we conclude that
−
∫
̺u · ∇utt · utdx−
∫
̺u · ∇utt · (u · ∇)udx (4.24)
=− d
dt
∫
(̺u · ∇ut · ut + ̺u · ∇ut · (u · ∇)u) dx+ ε‖√̺utt‖2L2
+ C(ε, δ)‖∇ut‖4L2 + δ‖∇2ut‖2L2 + C(ε, δ).
On the other hand, from (2.2)3, (4.1), (4.3) and (4.5) , we obtain that
−
∫
Ht · ∇utt ·Hdx−
∫
H · ∇utt ·Htdx (4.25)
=− d
dt
∫
(Ht · ∇ut ·H+H · ∇ut ·Ht) dx
+
∫
Htt · ∇ut ·Hdx+ 2
∫
Ht · ∇ut ·Htdx+
∫
H · ∇ut ·Httdx
≤− d
dt
∫
(Ht · ∇ut ·H+H · ∇ut ·Ht) dx
+ C‖Htx¯(a+1)/2‖Lq‖∇ut‖L2
(
‖ux¯−1/2‖L∞‖∇H‖(q−2)/2q + ‖H‖L∞‖∇u‖(q−2)/2q
)
+ C‖x¯a/2H‖L∞‖x¯−a/2ut‖L4‖∇H‖L4‖∇ut‖L2 + C‖H‖2L∞‖∇ut‖2L2
+ C‖x¯a/2H‖L∞‖x¯−a/2u‖L∞‖∇Ht‖L2‖∇ut‖L2
+ C‖H‖L∞‖Htx¯a/2‖Lq‖∇ut‖L2‖∇u‖(q−2)/2q
≤− d
dt
∫
(Ht · ∇ut ·H+H · ∇ut ·Ht) dx+ C
(‖∇ut‖2L2 + 1) ,
where in the last inequality we have used (4.6) and the following simple fact,
‖∇Ht‖L2 ≤C‖|∇u||∇H|‖L2 + C‖|u||∇2H|‖L2 + C‖|H||∇2u|‖L2 (4.26)
≤C‖∇u‖L2q/(q−2)‖∇H‖Lq + C‖x¯−δ0u‖L∞‖x¯δ0∇2H‖L2 + C‖H‖L∞‖∇2u‖L2
≤C,
thanks to (4.1), (4.3), (4.4) and (4.7).
Substituting (4.17) and (4.24)–(4.25) into (4.16) and choosing ε suitably small, we
can yield that
Φ′(t) + ‖√̺utt‖2L2 ≤ Cδ‖∇2ut‖2L2 +C‖∇ut‖4L2 + C, (4.27)
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where
Φ(t) ,µ‖∇ut‖2L2 +
∫
(̺u · ∇ut · ut + ̺u · ∇ut · (u · ∇)u) dx
+
∫
(Ht · ∇ut ·H+H · ∇ut ·Ht) dx
satisfies
C(µ)‖∇ut‖2L2 − C ≤ Φ(t) ≤ C‖∇ut‖2L2 + C, (4.28)
from the following estimate which has been yielded from (4.2)–(4.5)∣∣∣∣
∫
(̺u · ∇ut · ut + ̺u · ∇ut · (u · ∇)u) dx
∣∣∣∣+
∣∣∣∣
∫
(Ht · ∇ut ·H+H · ∇ut ·Ht) dx
∣∣∣∣
≤C‖√̺u‖L∞‖∇ut‖L2‖
√
̺ut‖L2 + C‖
√
̺u‖2L∞‖∇ut‖L2‖∇u‖L2
+ C‖H‖L∞‖Ht‖L2‖∇ut‖L2 ≤ ε‖∇ut‖2L2 + C(ε).
To end this proof, it remains to estimate the first term on the right-hand side of
(4.27). In fact, rewrite the equation (3.23) as follows,
−µ△ut +∇πt = −̺utt − ̺u · ∇ut
− ̺t(ut + u · ∇u)− ̺ut · ∇u+Ht · ∇H+H · ∇Ht.
By Lemma 2.3 we obtain that
‖∇2ut‖2L2 (4.29)
≤C(‖ − ̺utt − ̺u · ∇ut − ̺t(ut + u · ∇u)− ̺ut · ∇u+Ht · ∇H+H · ∇Ht‖2L2)
≤C‖̺‖L∞‖√̺utt‖2L2 + C‖̺‖L∞‖
√
̺u‖2L∞‖∇ut‖2L2 + C‖x¯(a+1)/2̺t‖2Lq‖x¯−1ut‖2L2q/(q−2)
+ C‖x¯(a+1)/2̺t‖2Lq‖x¯−1u‖2L∞‖∇u‖2L2q/(q−2) + C‖x¯(a+1)/2̺‖2Lq‖x¯−1u‖2L∞‖∇u‖2L2q/(q−2)
+ C‖√̺‖L∞‖√̺ut‖2L2‖∇u‖2L2 + C‖x¯(a+1)/2Ht‖2Lq‖∇H‖2L2q/(q−2) +C‖H‖2L∞‖∇Ht‖2L2
≤C‖√̺utt‖2L2 + C‖∇ut‖4L2 +C,
where we have used Gagliardo-Nirenberg inequality, (4.1)– (4.7) and (4.26).
Inserting (4.29) into (4.27) and choosing δ suitably small lead to
Φ′(t) + ‖√̺utt‖2L2 ≤ C‖∇ut‖4L2 + C. (4.30)
Multiplying (4.30) by t and integrating the resultant inequality over (0, T0), we obtain
from Gronwall inequality, (4.2) and (4.28)
sup
0≤t≤T0
t‖∇ut‖2L2 +
∫ T0
0
t‖√̺utt‖2L2dt ≤ C.
Combining (4.29), we yield (4.15) and the complete the proof of Lemma 4.2. ✷
Lemma 4.3 It holds that
sup
0≤t≤T0
(‖∇2̺‖Lq + ‖∇2H‖Lq) ≤ C. (4.31)
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Proof. Applying the differential operator ∇2 to (4.8) and (4.9), respectively, and mul-
tiplying each equality by q|∇2 ¯̺|q−2∇2 ¯̺ and q|∇2H¯|q−2∇2H¯, and integrating the resul-
tant equalities over BR lead to
d
dt
(‖∇2H¯‖Lq + ‖∇2 ¯̺‖Lq) (4.32)
≤C‖∇u‖L∞
(‖∇2H¯‖Lq + ‖∇2 ¯̺‖Lq)+ (‖∇H¯‖L∞ + ‖∇ ¯̺‖L∞) ‖∇2u‖Lq
≤C (1 + ‖∇2u‖Lq) (1 + ‖∇2H¯‖Lq + ‖∇2 ¯̺‖Lq)+ C‖∇3u‖Lq .
Due to (2.7), the last term on the right-hand side of (4.32) can be estimated as follows:
‖∇3u‖Lq + ‖∇2π‖Lq ≤C‖∇(̺ut)‖Lq + C‖∇(̺u · ∇u)‖Lq + C‖∇(H · ∇H)‖Lq (4.33)
≤C‖x¯−aut‖L∞‖x¯a∇̺‖Lq + C‖x¯a̺‖L∞‖x¯−a∇ut‖Lq
+ C‖x¯a∇̺‖Lq‖x¯−au‖L∞‖∇u‖L∞ + C‖̺‖L∞‖∇u‖2L2q
+ C‖x¯a̺‖L∞‖x¯−au‖L∞‖∇2u‖Lq
+ C‖x¯aH‖L∞‖x¯−a∇2H‖Lq + C‖∇H‖2L2q
≤C‖∇ut‖Lq + C‖x¯−aut‖Lq + 1
2
‖∇3u‖Lq + C‖∇2H¯‖Lq + C
≤C‖∇ut‖2/qL2 ‖∇2ut‖
(q−2)/q
L2
+ C‖∇ut‖L2 +
1
2
‖∇3u‖Lq
+ C‖∇2H¯‖Lq + C,
where (3.3), (4.3), (4.4), (4.6) and (4.7) were used.
While, it follows from (4.15) that∫ T0
0
(
‖∇ut‖2/qL2 ‖∇2ut‖
(q−2)/q
L2
)(q+1)/q
dt (4.34)
≤C sup
0≤t≤T0
(
t‖∇ut‖2L2
)(q+1)/q2 ∫ T0
0
(
t‖∇2ut‖2L2 + t−(q
2+q)/(q2+q+2)
)
dt
≤C.
Putting (4.33) into (4.32), we get (4.31) from Gronwall inequality, (3.3), (4.2) and
(4.34). Therefore, the proof of Lemma 4.3 is finished. ✷
Lemma 4.4 It holds that
sup
0≤t≤T0
t
(‖∇3u‖L2∩Lq + ‖∇ut‖H1 + ‖∇2(̺u)‖L(q+2)/2) (4.35)
+
∫ T0
0
t2
(‖∇utt‖2L2 + ‖x¯−1utt‖2L2) dt ≤ C.
Proof. First, we claim that
sup
0≤t≤T0
t2‖√̺utt‖2L2 +
∫ T0
0
t2‖∇utt‖2L2dt ≤ C, (4.36)
which together with (2.5), (4.15) and (4.29) yields that
sup
0≤t≤T0
t‖∇ut‖H1 +
∫ T0
0
t2‖x¯−1utt‖2L2dt ≤ C. (4.37)
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This combined with (4.13), (4.31), (4.33) and (4.34) leads to
sup
0≤t≤T0
t‖∇3u‖L2∩Lq ≤ C, (4.38)
which together with (3.3), (4.1) and (4.31), shows
t‖∇2(̺u)‖L(q+2)/2 ≤Ct‖|∇2̺||u|‖L(q+2)/2 + Ct‖|∇̺||∇u|‖L(q+2)/2 + Ct‖̺|∇2u|‖L(q+2)/2
≤Ct‖x¯δ0∇2̺‖2/(q+2)
L2
‖∇2̺‖q/(q+2)Lq ‖x¯−2δ0/(q+2)u‖L∞ (4.39)
+ Ct‖∇̺‖Lq‖∇u‖Lq(q+2)/(q−2) + Ct‖∇2u‖L(q+2)/2
≤C.
Therefore, we complete the proof of (4.35) from (4.36)–(4.39).
Now, we focus on the estimates of (4.36). In fact, differentiating (3.23) with respect
to t yields that
̺uttt + ̺u · ∇utt − µ△utt +∇πtt
=2div(̺u)utt + div(̺u)tut − 2(̺u)t · ∇ut − ̺ttu · ∇u− 2̺tut · ∇u
− ̺utt · ∇u+Htt · ∇H+ 2Ht · ∇Ht +H · ∇Htt,
which multiplied by utt and integrated by parts over BR, shows that
1
2
d
dt
∫
̺|utt|2dx+
∫ (
µ|∇utt|2
)
dx (4.40)
=− 4
∫
̺u · ∇utt · uttdx−
∫
(̺u)t · (∇(ut · utt) + 2∇ut · utt)
−
∫
(̺u)t · ∇(u · ∇u · utt)dx− 2
∫
̺tut · ∇u · uttdx−
∫
̺utt · ∇u · uttdx
+
∫
Htt · ∇H · uttdx+ 2
∫
Ht · ∇Ht · uttdx+
∫
H · ∇Htt · uttdx
,
8∑
i=1
Ii.
Now, we estimate each term on the right-hand side of (4.40) as follows:
First, it follows from (4.4) that
|I1| ≤ C‖√̺u‖L∞‖√̺utt‖L2‖∇utt‖L2 ≤ ε‖∇utt‖2L2 + C(ε)‖
√
̺utt‖2L2 . (4.41)
It is easy to check that from (2.6), (3.9) and (4.5)
|I2| ≤C‖x¯(̺u)t‖Lq
(‖x¯−1utt‖2q/(q−2)‖∇ut‖L2 + ‖x¯−1ut‖2q/(q−2)‖∇utt‖L2) (4.42)
≤C (1 + ‖∇ut‖2L2) (‖√̺utt‖L2 + ‖∇utt‖L2)
≤ε (‖√̺utt‖2L2 + ‖∇utt‖2L2)+ C(ε) (1 + ‖∇ut‖4L2) ,
where we have also used the following facts:
‖x¯(̺u)t‖Lq ≤C‖x¯|̺t||u|‖Lq + C‖x¯̺|ut|‖Lq (4.43)
≤C‖̺tx¯(1+a)/2‖Lq‖x¯−(a−1)/2u‖L∞ + C‖̺x¯a‖L2q/(3−a˜)‖utx¯1−a‖L2q/(a˜−1)
≤C + C‖∇ut‖L2 .
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by (4.4)–(4.6), where a˜ = min{2, a}.
Then, it follows from (3.9), (4.3), (4.4) and (4.43) that
|I3| ≤C
∫
|(̺u)t|
(|u||∇2u||utt|+ |u||∇u||∇utt|+ |∇u|2|utt|) dx (4.44)
≤C‖x¯(̺u)t‖Lq‖x¯−1/qu‖L∞‖∇2u‖L2‖x¯−(q−1)/qutt‖L2q/(q−2)
+ C‖x¯(̺u)t‖Lq‖x¯−1u‖L∞‖∇u‖L2q/(q−2)‖∇utt‖L2
+ C‖x¯(̺u)t‖Lq‖∇u‖2L4‖x¯−1utt‖L2q/(q−2)
≤C(1 + ‖∇ut‖L2) (‖
√
̺utt‖L2 + ‖∇utt‖L2)
≤ε (‖√̺utt‖2L2 + ‖∇utt‖2L2)+ C(ε) (1 + ‖∇ut‖2L2) .
Clearly, it follows from Cauchy inequality, together with (3.9), (4.5) and (4.6) that
|I4| ≤C
∫
|̺t||ut||∇u||utt|dx (4.45)
≤C‖x¯̺t‖Lq‖x¯−1/2ut‖L4q/(q−2)‖∇u‖L2‖x¯−1/2utt‖L4q/(q−2)
≤C (1 + ‖∇ut‖L2) (‖
√
̺utt‖L2 + ‖∇utt‖L2)
≤ε (‖√̺utt‖2L2 + ‖∇utt‖2L2)+ C(ε) (1 + ‖∇ut‖2L2) .
Then, Gagliardo-Nirenberg inequality together with (4.3) gives
|I5| ≤ C‖∇u‖L∞‖√̺utt‖2L2 ≤ C
(
1 + ‖∇2u‖Lq
) ‖√̺utt‖2L2 . (4.46)
Finally, it follows from (2.2)3, (3.3) and (4.3)–(4.6) that
‖Htt‖L2 ≤C‖x¯−θ0ut‖2q/[(q−2)θ0]‖x¯θ0∇H‖L2q/[q−(q−2)θ0] + C‖∇ut‖L2 (4.47)
+ C‖x¯−δ0/2u‖L∞‖x¯δ0/2∇Ht‖L2 + C‖Ht‖Lq‖∇u‖L2q/(q−2)
≤C (1 + ‖∇ut‖L2) ,
where in the last inequality we have used the following fact:
‖x¯δ0/2∇Ht‖L2 ≤C‖x¯δ0/2|∇u||∇H|‖L2 +C‖x¯δ0/2|u||∇2H|‖L2 +C‖x¯δ0/2|H||∇2u|‖L2
≤C‖∇u‖L2q/(q−2)‖x¯a∇H‖Lq + C‖x¯−δ0/2u‖L∞‖x¯δ0∇2H‖L2
+ C‖x¯δ0/2H‖L∞‖∇2u‖L2
≤C,
due to (4.1), (4.3), (4.4) and (4.7). Then (4.47) and integration by parts lead to
|I6|+ |I7|+ |I8| ≤C‖Ht‖2L4‖∇utt‖L2 + C‖H‖L∞‖Htt‖L2‖∇utt‖L2 (4.48)
≤C (‖∇ut‖L2 + ‖Ht‖2L2 + ‖∇Ht‖2L2) ‖∇utt‖L2
≤ε‖∇utt‖2L2 + C(ε)
(
1 + ‖∇ut‖2L2
)
,
in terms of (4.5), (4.7), (4.26) and (4.47).
Substituting (4.41), (4.42), (4.44)–(4.46) and (4.48) into (4.40), choosing ε small
enough, and multiplying the resultant inequality by t2, we get (4.36) after using Gron-
wall inequality and (4.15). Therefore, the proof of Lemma 4.4 is completed. ✷
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5 Proofs of main theorems
With all the a priori estimates obtained in Section 3 and 4 at hand, now we are ready
to prove the main results of this paper in this section.
Proof of Theorem 1.1. Let (̺0,u0,H0) be as in Theorem 1.1. Without loss of
generality, we assume that the initial density ̺0 satisfies∫
R2
̺0dx = 1,
which means that there has a positive constant N0 such that∫
BN0
̺0dx ≥ 3
4
∫
R2
̺0dx =
3
4
. (5.1)
We construct that ̺R0 = ˆ̺
R
0 +R
−1e−|x|
2
where 0 ≤ ˆ̺R0 ∈ C∞0 (R2) satisfies{ ∫
BN0
ˆ̺R0 dx ≥ 1/2,
x¯a ˆ̺R0 → x¯a̺0 in L1(R2) ∩H1(R2) ∩W 1,q(R2),
as R→∞. (5.2)
Then, we choose HR0 ∈ {w ∈ C∞0 (BR)|divw = 0} satisfying
HR0 x¯
a → H0x¯a in H1(R2) ∩W 1,q(R2), as R→∞. (5.3)
Next, since ∇u0 ∈ L2(R2), choosing vRi ∈ C∞0 (BR) (i = 1, 2) such that
lim
R→∞
‖vRi − ∂iu0‖L2(R2) = 0, i = 1, 2, (5.4)
we consider the unique smooth solution uR0 of the following Stokes problem:

−△uR0 + ̺R0 uR0 +∇πR0 =
√
̺R0 h
R − ∂ivRi , in BR,
divu = 0, in BR,
uR0 = 0, on ∂BR,
(5.5)
where hR = (
√
̺0u0) ∗ j1/R with jδ being the standard mollifying kernel of width δ.
Extending uR0 to R
2 by defining 0 outside of BR and denoting it by u˜
R
0 , in the [23], we
have known that
lim
R→∞
(
‖∇(u˜R0 − u0)‖L2(R2) + ‖
√
̺R0 u˜
R
0 −
√
̺0u0‖L2(R2)
)
= 0. (5.6)
In the sequence, thanks to Lemma 2.1, the initial-boundary value problem (2.2)
with the initial data (̺R0 ,u
R
0 ,H
R
0 ) has a classical solution (̺
R,uR,HR) on BR× [0, TR].
Moreover, Proposition 3.1 gives that there has a T0 independent of R such that (3.3)
holds for (̺R,uR,HR). Extending (̺R,uR,HR) by zero on R2\BR and denoting it by
˜̺R , ϕR̺
R, u˜R, H˜R , ϕRH
R,
with ϕR as in (3.6), we first deduce from (3.3) that
sup
0≤t≤T0
(
‖
√
˜̺Ru˜R‖L2 + ‖∇u˜R‖L2
)
(5.7)
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≤C + C sup
0≤t≤T0
‖∇uR‖L2
≤C,
and
sup
0≤t≤T0
‖ ˜̺Rx¯a‖L1∩L∞ ≤ C. (5.8)
Next, for p ∈ [2, q], it follows from (3.3) and (3.30) that
sup
0≤t≤T0
(
‖∇(x¯a ˜̺R)‖Lp(R2) + ‖x¯a∇ ˜̺R‖Lp(R2) + ‖∇(x¯aH˜R)‖Lp(R2) + ‖x¯a∇H˜R‖Lp(R2)
)
≤C sup
0≤t≤T0
(‖x¯a∇̺R‖Lp(BR) + ‖x¯a̺R∇ϕR‖Lp(BR) + ‖̺R∇x¯a‖Lp(BR)) (5.9)
+ C sup
0≤t≤T0
(‖x¯a∇HR‖Lp(BR) + ‖x¯aHR∇ϕR‖Lp(BR) + ‖HR∇x¯a‖Lp(BR))
≤C + C‖x¯a̺R‖Lp(BR) +C‖x¯aHR‖Lp(BR)
≤C.
Then, it follows from (3.3) and (3.31) that∫ T0
0
(
‖∇2u˜R‖(q+1)/q
Lq(R2)
+ t‖∇2u˜R‖2Lq(R2) + ‖∇2u˜R‖2L2(R2)
)
dt ≤ C, (5.10)
and that for p ∈ [2, q],∫ T0
0
(
‖x¯ ˜̺Rt ‖2Lp(R2) + ‖x¯H˜Rt ‖2Lp(R2)
)
dt (5.11)
≤C
∫ T0
0
(
‖|x¯||uR||∇̺R|‖2Lp(BR) + ‖x¯̺RdivuR‖2Lp(BR)
)
dt
+C
∫ T0
0
(
‖|x¯||uR||∇HR|‖2Lp(BR) + ‖x¯|HR||∇uR|‖2Lp(BR)
)
dt
≤C
∫ T0
0
‖x¯1−auR‖2L∞
(
‖x¯a∇̺R‖2Lp(BR) + ‖x¯a∇HR‖2Lp(BR)
)
dt
≤C.
Next, one derives from (3.3) and (3.22) that
sup
0≤t≤T0
t‖
√
˜̺Ru˜Rt ‖2L2(R2) +
∫ T0
0
t‖∇u˜Rt ‖2L2(R2)dt (5.12)
≤C + C
∫ T0
0
t‖∇uRt ‖2L2(BR)dt
≤C.
With all these estimates (5.7)–(5.12) at hand, we find that the sequence (˜̺R,uR, H˜R)
converges, up to the extraction of subsequences, to some limit (̺,u,H) in the obvious
weak sense, that is, as R→∞, we have
x¯ ˜̺R → x¯̺, x¯H˜R → x¯H, in C(BN × [0, T0]), for any N > 0, (5.13)
x¯a ˜̺R ⇀ x¯a̺, x¯aH˜R ⇀ x¯aH, weakly ∗ in L∞(0, T0;H1(R2) ∩W 1,q(R2)), (5.14)
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√
˜̺Ru˜R ⇀
√
̺u, ∇u˜R ⇀ ∇u, weakly ∗ in L∞(0, T0;L2(R2)), (5.15)
∇2u˜R ⇀ ∇2u, weakly in L(q+1)/q(0, T0;Lq(R2)) ∩ L2((0, T0)×R2), (5.16)
t1/2∇2u˜R ⇀ t1/2∇2u, weakly in L2(0, T0;Lq(R2)), (5.17)
t1/2
√
˜̺Ru˜Rt ⇀ t
1/2√̺ut, ∇u˜R ⇀ ∇u, weakly ∗ in L∞(0, T0;L2(R2)), (5.18)
t1/2∇u˜Rt ⇀ t1/2∇ut, weakly in L∞((0, T0)× R2), (5.19)
and
x¯a̺ ∈ L∞(0, T0;L1(R2)), inf
0≤t≤T0
∫
B2N0
̺(t,x)dx ≥ 1
4
. (5.20)
Then, letting R→∞, it follows from (5.13)–(5.20) that (̺,u,H) is a strong solution
of (1.1)–(1.3) on (0, T0] × R2 satisfying (1.6) and (1.7). Therefore, we have got the
existence part of Theorem 1.1. However, we can mimic the argument for the uniqueness
of Theorem 1.1 in [23] to obtain the unique result and then we finish the proof of
Theorem 1.1. ✷
Proof of Theorem 1.2. Let (̺0,u0,H0) be as in Theorem 1.2. Without loss of
generality, assume that ∫
R2
̺0dx = 1,
which implies that there exists a positive constant N0 such that (5.1) holds. We con-
struct that ̺R0 = ˆ̺
R
0 +R
−1e−|x|
2
where 0 ≤ ˆ̺R0 ∈ C∞0 (R2) satisfies (5.2) and{ ∇2 ˆ̺R0 → ∇2̺0, in Lq(R2),
x¯δ0∇2 ˆ̺R0 → x¯δ0∇2̺0, in L2(R2),
(5.21)
as R→∞. Then, we also choose HR0 ∈ {w ∈ C∞0 (BR)|divw = 0} satisfying (5.3) and{ ∇2HR0 → ∇2H0, in Lq(R2),
x¯δ0∇2HR0 → x¯δ0∇2H0, in L2(R2),
as R→∞. (5.22)
Then, we consider the unique smooth solution uR0 of the following Stokes problem

−µ△uR0 +∇πR0 = (∇×HR0 )×HR0 − ̺R0 uR0 +
√
̺R0 h
R, in BR,
divu = 0, in BR,
uR0 = 0, on ∂BR,
(5.23)
where hR = (
√
̺0u0 + g) ∗ j1/R with jδ being the standard mollifying kernel of width
δ. Multiplying (5.23) by uR0 and integrating the resultant equation over BR show that
‖
√
̺R0 u
R
0 ‖2L2(BR) + µ‖∇uR0 ‖2L2(BR)
≤
∫
BR
|HR0 ||∇HR0 ||uR0 |dx+ ‖
√
̺R0 u
R
0 ‖L2(BR)‖hR‖L2(BR)
≤ε
(
‖
√
̺R0 u
R
0 ‖2L2(BR) + ‖∇uR0 ‖2L2(BR)
)
+ C(ε),
which implies that
‖
√
̺R0 u
R
0 ‖2L2(BR) + ‖∇uR0 ‖2L2(BR) ≤ C, (5.24)
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for some constant C independent of R. From (2.7), we have
‖∇2uR0 ‖L2(BR) + ‖∇πR0 ‖L2(BR) (5.25)
≤C‖|HR0 ||∇HR0 |‖L2(BR) + C‖̺R0 uR0 ‖L2(BR) + C‖
√
̺R0 h
R‖L2(BR)
≤C.
Next, extending uR0 to R
2 by defining 0 outside BR and denoting it by u˜
R
0 , we deduce
from (5.24) and (5.25) that
‖∇u˜R0 ‖H1(R2) ≤ C,
which with (5.21) and (5.24) shows that there exists a subsequence Rj → ∞ and a
function u˜0 ∈ {u˜0 ∈ H2loc(R2)|
√
̺0u˜0 ∈ L2(R2),∇u˜0 ∈ H1(R2)} and ∇π˜0 ∈ L2(R2)
such that 

√
̺
Rj
0 u˜
Rj
0 ⇀
√
̺0u˜0, weakly in L
2(R2),
∇u˜Rj0 ⇀ ∇u˜0, weakly in H1(R2),
∇πR0 ⇀ ∇π˜0, weakly in L2(R2).
(5.26)
It is easy to check that u˜R0 satisfies (5.23), then one can deduce from (5.21), (5.22),
(5.23) and (5.26) that the pair (u˜0, π˜0) satisfies
−µ△u˜0 +∇π˜0 + ̺0u˜0 = (∇×HR0 )×HR0 + ̺0u0 +
√
̺0g,
which combined with (1.9) yields that
u˜0 = u0. (5.27)
Next, we get from (5.23) that
lim sup
Rj→∞
∫
R2
(
|∇u˜Rj0 |2 + ̺Rj0 |u˜Rj0 |2
)
dx ≤
∫
R2
(|∇u0|2 + ̺0|u0|2) dx,
which combined with (5.26) shows
lim
Rj→∞
∫
R2
|∇u˜Rj0 |2dx =
∫
R2
|∇u0|2dx, lim
Rj→∞
∫
R2
̺
Rj
0 |u˜
Rj
0 |2dx =
∫
R2
̺0|u0|2dx.
This, along with (5.26) and (5.27), implies that
lim
R→∞
(
‖∇(u˜R0 − u0)‖L2(R2) + ‖
√
̺R0 u˜
R
0 −
√
̺0u0‖L2(R2)
)
= 0. (5.28)
Similar to (5.28), we can also obtain that
lim
R→∞
‖∇2(u˜R0 − u0)‖L2(R2) = 0.
Finally, in terms of Lemma 2.1, the initial-boundary value problem (2.2) with the
initial data (̺R0 ,u
R
0 ,H
R
0 ) has a classical solution (̺
R,uR,HR) on [0, TR]×BR. Hence,
there has a generic positive constant C independent of R such that all those esti-
mates stated in Proposition 3.1 and Lemma 4.1–4.4 hold for (̺R,uR,HR). Extending
(̺R,uR,HR) by zero on R2 \BR and denoting
˜̺R , ϕR̺
R, u˜R, H˜R , ϕRH
R,
with ϕR as in (3.6). We deduce from (3.3) and Lemma 4.1–4.4 that the sequence
(˜̺R, u˜R, H˜R) converges weakly, up to the extraction of subsequences, to some limit
(̺,u,H) satisfying (1.6), (1.7) and (1.10). Moreover, standard arguments shows that
(̺,u,H) is in fact a classical solution to the problem (1.1)–(1.3). The proof of Theorem
1.2 is finished. ✷
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