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Abstract
Understanding the critical behavior near quantum critical points for strongly cor-
related quantum many-body systems remains intractable for the vast majority of
scenarios. Challenges involve determining if a quantum phase transition is first- or
second-order, and finding the critical exponents for second-order phase transitions.
Learning about where second-order phase transitions occur and determining their
critical exponents is particularly interesting, because each new second-order phase
transition defines a new quantum field theory.
Quantum Monte Carlo (QMC) methods are one class of techniques that, when
applicable, offer reliable ways to extract the nonperturbative physics near strongly
coupled quantum critical points. However, there are two formidable bottlenecks to
the applicability of QMC: (1) the sign problem and (2) algorithmic update ineffi-
ciencies. In this thesis, I overcome both these difficulties for a class of problems by
extending the fermion bag approach recently developed by Shailesh Chandrasekha-
ran to the Hamiltonian formalism and by demonstrating progress using the example
of a specific quantum system known as the t-V model, which exhibits a transition
from a semimetal to an insulator phase for a single flavor of four-component Dirac
fermions.
I adapt the fermion bag approach, which was originally developed in the context
of Lagrangian lattice field theories, to be applicable within the Hamiltonian formal-
ism, and demonstrate its success in two ways: first, through solutions to new sign
iv
problems, and second, through the development of new efficient QMC algorithms. In
addressing the first point, I present a solution to the sign problem for the t-V model.
While the t-V model is the simplest Gross-Neveu model of the chiral Ising univer-
sality class, the specter of the sign problem previously prevented its simulation with
QMC for 30 years, and my solution initiated the first QMC studies for this model.
The solution is then extended to many other Hamiltonian models within a class that
involves fermions interacting with quantum spins. Some of these models contain an
interesting quantum phase transition between a massless/semimetal phase to a mas-
sive/insulator phase in the so called Gross-Neveu universality class. Thus, the new
solutions to the sign problem allow for the use of the QMC method to study these
universality classes.
The second point is addressed through the construction of a Hamiltonian fermion
bag algorithm. The algorithm is then used to compute the critical exponents for the
second-order phase transition in the t-V model. By pushing the calculations to sig-
nificantly larger lattice sizes than previous recent computations (642 sites versus 242
sites), I am able to compute the critical exponents more reliably here compared to
earlier work. I show that the inclusion of these larger lattices causes a significant
shift in the values of the critical exponents that was not evident for the smaller lat-
tices. This shift puts the critical exponent values in closer agreement with continuum
4 ´  expansion calculations. The largest lattice sizes of 642 at a comparably low
temperature are reachable due to efficiency gains from this Hamiltonian fermion bag
algorithm. The two independent critical exponents I find, which completely char-
acterize the phase transition, are η “ .51p3q and ν “ .89p1q, compared to previous
work that had lower values for these exponents. The finite size scaling fit is excellent
with a χ2{DOF “ .90, showing strong evidence for a second-order critical phase
transition, and hence a non-perturbative QFT can be defined at the critical point.
v
For Shirley Gray Guthmann and Emilie Cobb Huffman, my grandmothers,
and Edith Huffman Poston, my great aunt. They are all daring adventurers.
vi
Contents
Abstract iv
List of Tables ix
List of Figures x
List of Abbreviations and Symbols xi
Acknowledgements xii
1 Introduction 1
1.1 Strongly Correlated Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Quantum Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 The Sign Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 The Lagrangian and Hamiltonian Pictures . . . . . . . . . . . . . . . . . . . 8
1.5 Mapping a Hamiltonian into a Lagrangian . . . . . . . . . . . . . . . . . . . 12
1.6 Auxiliary Field Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.7 Recent Fermion Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 The Fermion Bag Idea 20
2.1 Lagrangian Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Hamiltonian Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Solutions to Sign Problems in the Hamiltonian Picture 28
3.1 The t-V Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 The Sign Problem in the t-V Model . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Solution to the Sign Problem in the t-V Model . . . . . . . . . . . . . . . . 31
vii
3.4 Alternative t-V Model Expansion Solution . . . . . . . . . . . . . . . . . . . 39
3.5 Straightforward Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Extensions Involving Fermions and Quantum Spins . . . . . . . . . . . . . . 43
4 The Majorana Approach 52
4.1 Majorana Solution for the t-V Model . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Alternative Expansion for t-V Model . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Computing the Fermionic Trace: The BSS Formula . . . . . . . . . . . . . . 55
4.4 Computing the Fermionic Trace: The Pfaffian Approach . . . . . . . . . . . 57
5 The Hamiltonian Fermion Bag Algorithm 61
5.1 Model Applicability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Fermion Bags in the Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Algorithm and Updates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Stabilization of Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6 Results for the t-V Model 73
6.1 Quantum Critical Behavior in the t-V Model . . . . . . . . . . . . . . . . . 73
6.2 Testing the Algorithm for the t-V Model . . . . . . . . . . . . . . . . . . . . 75
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7 Conclusions and Summary 86
A Grassmann Number Identities 89
B Writing a Trace as a Pfaffian 91
C Relation of Pfaffian to Determinant 94
D Comparison with Auxiliary Field Method 97
Bibliography 100
Biography 106
viii
List of Tables
6.1 Monte Carlo measurements (MC) and exact calculation values (Exact) on
small lattices for different parameter combinations. . . . . . . . . . . . . . . 76
6.2 Critical exponents according to various continuum and QMC methods. . . . 79
6.3 Our Monte Carlo results for the t-V model: small lattices. . . . . . . . . . . 80
6.4 Our Monte Carlo results for the t-V model: large lattices. . . . . . . . . . . 81
D.1 Timing comparison for the Hamiltonian fermion bag algorithm (Fermion
Bag), and the auxiliary field algorithm (ALF-AUX). . . . . . . . . . . . . . 98
ix
List of Figures
1.1 The RG flow for a two-dimensional Ising model. . . . . . . . . . . . . . . . . 10
1.2 Transition from massless to massive fermions with SUp2q symmetry breaking. 12
2.1 Fermion bags for strong and weak couplings. . . . . . . . . . . . . . . . . . 22
2.2 An illustration of fermion bags in the Hamiltonian approach. . . . . . . . . 26
3.1 One configuration in the CT -INT expansion of the t-V model. . . . . . . . 32
3.2 Positive and negative determinant histograms for t-V model. . . . . . . . . 36
3.3 An illustration of fermion bags for the CT -INT expansion of the t-V model. 37
3.4 Worldline diagram for the spin portion of a configuration for a model in-
volving fermions interacting with Ising spins. . . . . . . . . . . . . . . . . . 46
3.5 Worldline diagram for the spin portion of a configuration for a model in-
volving fermions interacting with Heisenberg spins. . . . . . . . . . . . . . . 47
5.1 An example configuration from the SSE expansion of the t-V model. . . . . 63
5.2 How time-slices define fermion bags in the SSE expansion of the t-V model. 64
5.3 An illustration of update regions for the Hamiltonian fermion bag algorithm. 68
6.1 Plot showing β “ L equilibration for the t-V model. . . . . . . . . . . . . . 77
6.2 Plot showing L7 scaling for algorithm updates. . . . . . . . . . . . . . . . . 78
6.3 Measurements of N taken from different threads starting from the same
equilibrated configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4 Exact data at zero coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.5 Exact data at large coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.6 Critical scaling plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.7 Plots of xCy as a function of L. . . . . . . . . . . . . . . . . . . . . . . . . . 84
x
List of Abbreviations and Symbols
Symbols
ψ¯x, ψx, ξ¯x, ξx Grassman variable scalars.
c:x, cx Fermion creation/annihilation operators.
γ¯x, γx Majorana fermion operators.
S1x, S
2
x, S
3
x, Sx` , Sx´ Quantum spin operators.
Abbreviations
BSS Blankenbecler Sugar Scalapino.
CDW Charge Density Wave.
CT-INT Continuous-time interaction expansion.
RG Renormalization group.
SSE Stochastic series expansion.
QCP Quantum critical point.
QMC Quantum Monte Carlo.
xi
Acknowledgements
I would first like to thank my advisor, Shailesh Chandrasekharan, for all his guidance and
support during my time at Duke. Not only could I feel confident to ask him any question
I had–no matter how basic–but he also constantly models the process of asking questions
himself, stepping back often to ask just what the research is teaching us. I also want to
thank Uwe-Jens Wiese for advising, mentoring, and supporting me during my time at the
University of Bern and far beyond, as well as Ari Mizel for advising me for a summer at
the Laboratory for Physical Sciences. My committee members Harold Baranger, Henry
Greenside, and Stephen Teitsworth offered me invaluable feedback for this dissertation,
and I am very grateful to them for that.
I would like to thank the other graduate students in my class, especially Lou Isabella,
Anne Draelos, and Gu Zhang, for their camaraderie, friendship, and help. I am also
thankful to Venkitesh Ayyar for these things, in addition to useful research discussions.
I would like to thank my friends at the University of Bern, especially Therkel Olesen,
Lewis Tunstall, and Debasish Banerjee–who is also a collaborator, for useful discussion and
most of all community.
I would like to thank my college friends, Caitlin Roach, Hannah Marsh, Savannah
Patterson, Rebecca Harris, Kimberly Lukens, and Megan Davis, for always being one Skype
call away, as well as Erica Isabella for making sure I got the most out of life in Durham. I
would also like to thank Isaac Evans for putting a bounty on my Stack Overflow question
and helping me skirt cruise ship wifi restrictions so I could run my jobs.
I would like to thank my grandfather, Ed Guthmann, for being invested in all of his
xii
grandchildren, and saying to me with what seemed like an annoying certainty, “I know
you’re gonna be a scientist one day.”
I am very thankful for my supportive parents, Brent and Kimberly. I have always
known that I have their love regardless of whether I succeed or fail. I am also thankful for
my two sisters Noelle and April. They think more reasonably than anyone else I know.
Finally, I am very thankful for my husband, Benjamin. Beyond all of the concrete ways
that he helps me every day, he has a way of saying “hang in there” that somehow strongly
insinuates both (1) that he knows you will and (2) that he is very sincerely praying that
you will. Both senses of the phrasing are vital.
I would like to acknowledge the support I have received from the NPSC throughout
most of my time at Duke, as well as the computing time awarded by XSEDE.
xiii
“In all seriousness, people think that it’s the ideas that are important. Well, everyone has
ideas, all the time. I tend to write mine down and remember them, but at some point you
have to apply the bum to the seat and knock out about sixty five thousand words - that’s
how long a novel is.”
–Terry Pratchett
xiv
1Introduction
“One cannot escape the feeling that these mathematical formulae have an independent ex-
istence and an intelligence of their own, that they are wiser than we are, wiser even than
their discoverers, that we get more out of them than we originally put in to them.”
–Heinrich Hertz
1.1 Strongly Correlated Systems
Strongly correlated many-body systems form an exciting area for study due in no small
part to their applicability to a wide variety of physical systems, spanning many subfields of
physics. Examples range from the structure of nuclear matter and the quark gluon plasma,
to strongly correlated materials such as graphene and frustrated magnets, to even specu-
lative physics beyond the standard model. Systems that arise in vastly different contexts
may have an underlying unity due to similar symmetries–their phase transitions if second-
order may have the same critical exponents, putting them within the same universality
class [30]. The understanding of these universality classes and the models which belong to
each remains an area with much need for exploration, with identifying and characterizing
second-order quantum phase transitions important both for the study of quantum mate-
rials as well as the definition of continuum quantum field theories. While perturbative
methods and symmetry arguments can be used to create conjectures about the behavior
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near quantum critical points of strongly correlated systems, a nonperturbative method is
necessary to reliably study such behavior.
Because the number of states in the Hilbert space grows exponentially with the number
of quantum degrees of freedom, computing the properties of these systems nonperturbatively–
especially close to a quantum phase transition–remains a formidable challenge. Techniques
such as exact diagonalization methods, Quantum Monte Carlo (QMC), Density Matrix
Renormalization Group (DMRG), and tensor networks have been developed to compute
quantities for lattice systems in manageable times, but each method has its own limitations.
Exact diagonalization is limited to small system sizes (on the order of 30 quantum spins
for example) due to a calculation time that scales exponentially with the system volume
[56], and these system sizes are typically too small to sufficiently understand the quantum
critical behavior. DMRG and tensor networks, on the other hand, do allow for polynomial
time calculations and can be used to perform calculations on systems that are orders of
magnitude larger than the largest systems accessible to exact diagonalization, but have
had their successes so far limited to systems with one spatial dimension [72, 73, 63]. In
contrast, QMC allows for polynomial time scaling even for higher dimensional systems, but
this scaling is often stymied–especially for systems involving fermions–by what is known
as the sign problem [76]. It also can remain a challenge to design efficient algorithms even
if the scaling is known to be polynomial in time: higher degree polynomials with larger
prefactors will be less efficient and will leave more system sizes out of reach compared to
lower degree polynomials with smaller prefactors, so part of the challenge of algorithmic
development is to improve the scaling even among polynomial-time algorithms.
The goal of this thesis is to develop a new approach for performing QMC calculations
and to subsequently uncover new critical properties of quantum systems in thermal equi-
librium. Within that effort there are two subgoals: the first is to identify new many-body
models that are free of sign problems, and the second is to develop polynomial time algo-
rithms that are more efficient than those currently available. In this thesis, we find that
both of these objectives can be achieved within a new class of Hamiltonian models involving
interacting fermions and quantum spins. In particular, we develop an algorithm that can be
used to compute the critical behavior in such systems, especially close to strongly interact-
ing critical points with gapless fermionic excitations. We demonstrate that at least for one
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particular model–the t-V model–this new approach is more efficient than the previous best
QMC algorithm, known as the auxiliary field method [40]. We show this by studying the
critical behavior near its quantum critical point, where it undergoes a semimetal-insulator
phase transition, and we compute the critical exponents at the transition more reliably than
previous results, due to the fact that we are able to include larger lattice sizes than those
included in previous calculations. The ideas used in achieving these objectives are based
on the fermion bag idea, which was originally developed in the context of the Lagrangian
formalism [19]. Here we extend this idea to the Hamiltonian formalism.
The thesis is organized as follows: in the remainder of this chapter we will explain the
basic ideas of the quantum Monte Carlo method, the sign problem, the Lagrangian and
Hamiltonian formalisms, and the auxiliary field method. This discussion will help us to
set the stage and introduce the ideas and notation we will be using throughout this work.
In Chapter 2 we will discuss the fermion bag idea in the original Lagrangian context and
introduce some ideas for how to extend it to the Hamiltonian picture. In Chapters 3 and
4, we will discuss new solutions to sign problems within a class of Hamiltonian models,
thus allowing them to be studied by QMC. In Chapter 5, we will discuss the fermion bag
algorithm suited for studying these new models, and in Chapter 6 we will discuss the
results of using this algorithm to study the t-V model. There we will present our analysis
and results for the extraction of the critical exponents for its quantum critical behavior.
Finally, Chapter 7 contains our conclusions and future outlook.
1.2 Quantum Monte Carlo
Quantum Monte Carlo is an excellent method for computing the equilibrium and ground
state properties of quantum many body systems. Because it forms the backbone of our
techniques to come, the following is a short summary of how it works. The information in
this section applies equally for Monte Carlo calculations of classical and quantum systems–
in fact the only characteristic that distinguishes a Quantum Monte Carlo is that the Monte
Carlo weights come from a quantum Hamiltonian or an associated Lagrangian action.
In most cases the quantity of interest, O, can be written as
xOy “ 1
Z
ÿ
C
O pCqΩ pCq , Z “
ÿ
C
Ω pCq , (1.1)
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where Z is the quantum partition function expanded as a sum over Boltzmann weights,
Ω pCq, of configurations, C. It is important to note that generally this expansion is not
unique, and thus the notions of configurations and their Boltzmann weights are not unique
either. Later we will discuss why some choices can be more preferable for the formulation of
a QMC algorithm than others. For a quantum mechanical problem, the weights Ω pCq can
be written as a product of matrix elements of operators that are not necessarily Hermitian,
and these products may be positive, negative, or even complex, though the full sum (the
partition function) is guaranteed to be positive. In Section 1.6, we will see some more
concrete examples that show how negative Ω pCq values can occur.
In the case that Ω pCq ě 0 and is computable in polynomial time, QMC can offer a
way to compute xOy to a specified precision that scales in polynomial time with the system
volume. The method works by allowing us to generate the configurations C according to
the probability distribution Ω pCq {Z, and this distribution is typically sharply spiked with
significant contributions coming from only an exponentially small fraction (9 e´fVol. where
Vol. is the volume of the system) of C configurations in the full configuration space, which
in the case of a quantum problem is typically exponentially large in the number of degrees
of freedom. These configurations C are generated by movement through the configuration
space:
C initial Ñ Cp1q Ñ Cp2q Ñ ...Ñ Cpkq Ñ ... . (1.2)
These moves are called updates, and (as we will explain later) so long as the updates satisfy
(1) detailed balance and (2) ergodicity, the set of configurations
 
Cpkq
(
as k Ñ 8 will be
distributed according to the probability Ω pCq {Z, regardless of C initial [32].
In practice, we do not have to wait for an infinite number of updates to occur to
produce properly distributed Cpkq configurations. The minimum number of updates, a,
which separate two configurations, Cpiq and Cpi`aq, such that making a measurement for
a particular observable at one configuration, OpCpiqq, yields a result that is completely
uncorrelated from another measurement of the same observable at the second configuration,
OpCpi`aqq, is known as the autocorrelation time, and the maximum autocorrelation time
for all observables of interest is known as the equilibration time [32]. We can assume that
once a sufficient number of updates to achieve equilibration have been performed, any
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new configurations obtained by further updates, tC˚u, are distributed according to the
probability P pCq “ Ω pCq {Z (as long as we continue to generate new configurations in
the chain without restarting). It is then possible to compute observables from M of these
equilibrated configurations using
xOy « 1
M
ÿ
C˚
O pC˚q . (1.3)
If statistically independent configurations can be obtained quickly enough during the up-
date process, xOy can be determined with the required precision by increasing M . If all the
M configurations in (1.3) can be assumed to be statistically independent, then the error
in the observable is given by
∆O “
d
xO2y ´ xOy2
M
. (1.4)
Again, the time to obtain two statistically independent configurations is called the autocor-
relation time, with efficient algorithms having small autocorrelation times. Autocorrelation
time in general also depends on the observable in question.
Why do detailed balance and ergodicity guarantee the correct distribution of Cpkq as
k Ñ 8? Detailed balance or local balance was formulated as a concept important to
equilibrium physics studies in the early twentieth century [28]. It is a key component in
Metropolis QMC algorithms [58] and is the statement that
Ω pC1qPC1ÑC2 “ Ω pC2qPC2ÑC1 , (1.5)
where PC1ÑC2 is the probability that when configuration C1 is updated, the new configura-
tion is a particular configuration C2, and ergodicity is the guarantee that any configuration
C2 can be reached from any other configuration C 1 through a finite series of updates.
If for simplicity we assume a finite number of configurations and define a vector ~Ω with
entries Ω1 “ Ω pC1q , ...,ΩNc “ Ω pCNcq, where Nc is the total number of configurations,
and a transition probability matrix P , where Pij “ PCiÑCj , then the detailed balance
condition (1.5) can be written as
ΩiPij “ ΩjPji, (1.6)
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where there is no implied summation over repeated indices. Summing over the index i in
particular yields ÿ
i
ΩiPij “
ÿ
i
ΩjPji “ Ωj , (1.7)
where the second equality comes from the fact that the sum of the probabilities for Ci
transitioning to any Cj must be unity. The relation (1.7) is called the balance or global
balance relation and implies that ~Ω is a left eigenvector ~Ωλ of the probability matrix P
with eigenvalue λ “ 1 (i.e. ~Ω “ ~Ωλ“1). In fact, balance alone combined with ergodicity is
sufficient to achieve the correct equilibration.
If the matrix P is ergodic, then it can be shown that all other eigenvalues of P have
a magnitude less than 1, i.e. |λ| ă 1 for all other eigenvalues λ [32]. Therefore if we start
with an initial set of configuration weights ~Ω0, which can be written as a linear combination
of eigenvectors ~Ωλ of the matrix P (so ~Ω0 “ řλ aλ~Ωλ), we see that upon applying P an
infinite number of times,
lim
kÑ8
ÿ
i
´
~Ω0
¯
i
´
P k
¯
ij
“ aλ“1
´
~Ω
¯
j
. (1.8)
Here ~Ω is the correctly distributed set of weights we wanted, and aλ“1 is a constant.
Because ~Ω was the only eigenvector with an eigenvalue of 1, it is the only contribution
that remains as k Ñ 8. The next largest eigenvalue then has the largest effect on how
quickly we can obtain an equilibrated configuration. The effect of equilibration is clear from
(1.8): no matter which sets of weights the starting configurations are originally distributed
according to in (~Ω0), after a sufficient number of transitions according to the probabilities
P , the configurations will eventually be distributed according to ~Ω, the desired weights.
Over time many efficient kinds of algorithms based on the above ideas have been de-
veloped for both quantum spin systems and fermionic systems such as worm algorithms
[65], loop cluster algorithms [75, 83], and hybrid Monte Carlo algorithms [27]. All methods
however have to reckon with the fact that in many cases Ω pCq is not guaranteed to be
positive, which leads to the sign problem. As we next explain, a naive way to deal with
this problem leads to exponential scaling of the time required to compute observables with
a given error.
6
1.3 The Sign Problem
When Ω pCq in (1.1) is not positive for all C, which is often the case in quantum mechanical
problems and especially those containing fermions, there is no natural probability distribu-
tion for constructing the QMC. As we explain below, a naive choice often leads to severe
cancellations and the number of QMC samples necessary to obtain a reliable answer scales
exponentially with the system size [76].
It is clear that if Ω pCq in (1.1) is both positive and negative, then Ω pCq {Z cannot be
a probability distribution. The naive way to remedy this problem consists of introducing
a new sign observable s pCq “ sgn pΩ pCqq and a new quantity Z 1, defined by
Z 1 “
ÿ
C
|Ω pCq| . (1.9)
This new quantity can be viewed as a partition function of some other (perhaps unphysical)
problem with positive Boltzmann weights. We can then re-express (1.1) in the following
way:
xOy “
ř
C O pCq s pCq |Ω pCq| {Z 1ř
C s pCq |Ω pCq| {Z 1
“ xOsy
1
xsy1 . (1.10)
Here x y1 denotes an average using the weights |Ω pCq|, which are guaranteed to be positive.
Thus we can imagine designing an algorithm that is based on |ΩpCq| {Z 1 as the probability
distribution. Using this algorithm xOy is then obtained as a ratio of the quantities xOsy1
and xsy1.
While this re-expression is a simple way to always allow for Monte Carlo calculations,
it leads to a method that requires computations that scale exponentially with the system
size. To see why, recall that a partition function, Z, is related to a system’s free energy
density, f , by
Z “ e´βNf , (1.11)
where N is the number of spatial sites in the system [67]. Thus we can also expect
Z 1 “ e´βNf 1 with f 1 ă f . This means xsy1 “ Z{Z 1 “ e´βN∆f , where ∆f “ f ´ f 1.
Therefore xOy is a ratio of two exponentially small quantities, and can be very noisy. For
7
example, the relative error in the calculation of xsy1 using M measurements, (referencing
the expression for the absolute error in (1.4)), is given by
∆s
xsy1 “
c´
xs2y1 ´ xsy12
¯
{M
xsy1 “
b
1´ xsy12?
M xsy1 „
eβN∆f?
M
. (1.12)
Because s measures the sign of each Ω pCq, it is clear that @s2D1 “ 1. Thus (1.12) shows us
that the number of measurements necessary for a desired error scales exponentially with
the system size. This is the origin of the sign problem.
This way of reweighting then is not the way to simulate a system that has a sign
problem. Instead it is necessary to find a way to re-express the original partition function
Z as a sum of positive terms only, either by finding a basis where all terms are positive, or
by doing some kind of analytic sum first and proving that the new terms are all positive.
If xOy can be computed to a given precision in polynomial time, then the sign problem is
defined to be solved.
1.4 The Lagrangian and Hamiltonian Pictures
Traditionally there are two major formalisms used for defining and exploring quantum
many-body systems: the Lagrangian picture and the Hamiltonian picture. In the following
discussion we explain these pictures briefly in order to bring out their main differences
and describe the typical computational techniques used within each formalism, focusing on
purely fermionic systems on a lattice since these are the systems we will primarily consider
in our work. The discussions in the next couple of sections will help us explain what we
mean by a “Hamiltonian lattice field theory,” as referenced in the title of this thesis.
In the Lagrangian picture, the partition function of a lattice theory is written in terms
of an action S
`
ψ¯, ψ
˘
, and a path integral over Grassmann fields ψ¯x, ψx, where x labels the
spacetime lattice sites. It is given by:
Z “
ż “
dψ¯dψ
‰
e´Spψ¯,ψq. (1.13)
Assuming spacetime is a finite lattice with V sites, the measure of integration is given by“
dψ¯dψ
‰ “ dψ¯x1dψx1 ...dψ¯xV dψxV . The action S is a function of the Grassmann fields and
8
since the time dimension is on equal footing with the space dimension (Euclidean time), the
formalism is well-suited for relativistic models in particle physics, although this approach
is equally applicable for non-relativistic models as well. More details on the properties of
Grassmann numbers and their integrals are given in Appendix A.
By contrast, in the Hamiltonian picture the partition function is written in terms of a
Hamiltonian operator H
`
c:, c
˘
, which is a function of fermionic creation and annihilation
operators c:i and ci, and a trace over all states |ny for some basis in the corresponding Fock
space of the system [61]:
Z “ Tr
´
e´βHpc:,cq
¯
“
ÿ
n
xn| e´βHpc:,cq |ny . (1.14)
The i subscripts on the creation and annihilation operators label spatial lattice sites only.
The constant β is the extent in imaginary time and is equal to inverse temperature. In
this formalism space is treated differently from time, and while there is a lattice in space,
time may be taken to be continuous. Thus the Hamiltonian formalism is often natural
for modeling nonrelativistic condensed matter materials that consist of strongly correlated
fermions, though it is important to note that even in nonrelativistic models, relativistic
physics can emerge at low energies near critical points.
While in principle we can map a problem from the Lagrangian picture into the Hamil-
tonian picture and vice versa, in practice and especially for theories involving relativistic
fermions, the mapping is not easy. Thus the physics community typically studies these
two pictures separately and uses what is known as universality to relate the two. Univer-
sality is a concept whose origin can be traced to the study of renormalization group (RG)
flow techniques (see Figure 1.1). Such techniques, which are based on an insight by L.P.
Kadanoff [49] that was subsequently developed rigorously by K.G. Wilson [84, 85], show
that when a correlation length diverges, especially close to second order critical points,
different microscopic theories behave identically at long distances [30]. Wilson developed a
quantitative understanding of this phenomenon through the notion of RG group flows. He
argued that under RG transformations many models will flow to the same fixed point. It is
common to refer to RG fixed points in terms of universality classes, which usually depend
on the dimension of spacetime, the symmetries, and the field content.
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K1 /T
K2 /T
critical
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high T
fixed point
Figure 1.1: The RG flow for a two-dimensional Ising model in the h “ 0 plane [30].
This is a simplified picture of the RG flow to illustrate how universality works.
A simplified picture of an RG flow is given in Figure 1.1. It is for a two-dimensional
Ising model with a nearest neighbor coupling K1 and next-to-nearest neighbor coupling
K2. It is placed in an external field h.
H “ K1
ÿ
xijy
SiSj `K2
ÿ
xxijyy
SiSj ` h
ÿ
i
Si. (1.15)
The notation xijy denotes sites i and j that are nearest neighbors, and xxijyy denotes next
to nearest neighbor sites. The flow diagram is in the h “ 0 plane, with all combinations of
K1 and K2 couplings. The arrows in the diagram are the flow and represent the results of
multiple RG transformations, where degrees of freedom are grouped into a smaller set of
degrees of freedom with each transformation. The flow toward the critical fixed point in the
center shows that a system described by a next-to-nearest neighbor Hamiltonian (K1 “ 0) is
in the same universality class as one described by a nearest neighbor Hamiltonian (K2 “ 0).
These will both undergo second-order finite-temperature phase transitions with the same
critical exponents, which correspond to the critical fixed point. There are a couple of
unstable directions: one to a high temperature fixed point and the other out of the h “ 0
plane.
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Based on the concept of universality, both the Lagrangian and Hamiltonian formalisms
offer complementary ways to explore second order quantum critical behavior. Quantum
critical points belonging to models in different formalisms will end up in the same uni-
versality class because of the RG flow, despite appearing superficially very different [35].
However, when the microscopic symmetries are different the reverse is also true: sometimes
similar-looking models will end up in different universality classes. This is an important
area of research that is not completely well understood, as we will explain below.
For example, consider the well-known Hubbard model on a honeycomb lattice, whose
Hamiltonian is given by
H “ ´t
ÿ
xijy,σ
´
c:i,σcj,σ ` c:j,σci,σ
¯
` U
ÿ
i
ˆ
ni,Ò ´ 1
2
˙ˆ
ni,Ó ´ 1
2
˙
, (1.16)
where xijy represents neighboring site pairs as in (1.15), but on the two-dimensional hon-
eycomb spatial lattice, and σ “Ò, Ó represents a spin degree of freedom for the fermions.
Among other symmetries, the model has an SUp2q spin symmetry that is spontaneously
broken for couplings larger than a critical coupling (U ą Uc). The free part of the Hamil-
tonian, which is the first term, causes the theory to have two flavors of four-component
massless Dirac fermions at small couplings. This can be seen in the low energy limit, where
there are two Dirac cones for each spin value with each cone consisting of two zero modes,
giving a total of eight zero modes in the Brillouin zone. Thus the model describes an
interesting quantum phase transition between a semi-metal with massless fermions and an
anti-ferromagnet with massive fermions but massless Goldstone bosons. Close to the crit-
ical coupling we expect interesting universal physics that belongs to what is known as the
Gross-Neveu chiral Heisenberg universality class (see Figure 1.2). The critical exponents
for this transition have been calculated recently to be ν “ 1.02p1q and η “ 0.49p2q using
studies on large lattices [64].
Interestingly, it is not easy to study the universal critical properties of the Gross-Neveu
chiral Heisenberg universality class in the Lagrangian formulation. Attempts to study it
using what is referred to as the staggered fermion approach have appeared in the literature
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free
fermions
Figure 1.2: Transition from massless to massive fermions accompanied by an SUp2q
symmetry breaking. The RG flow arrows are given as well.
[26, 2]. For example, one can begin with the following action,
S “
ÿ
xy
ψ¯xMxyψy ´ U
ÿ
xxyy
ψ¯xψxψ¯yψy, (1.17)
on a cubic lattice. The Mxy matrix is the well-known staggered fermion matrix [60] that
connects nearest neighbors and ensures the free part of this action produces two flavors
of four-component massless Dirac fermions, just as in the Hamiltonian model. The four-
fermion coupling is chosen such that when it is larger than Uc, again there is a phase
transition to a spontaneously broken phase with massive fermions. However, unlike the
Hamiltonian model, the Lagrangian model only breaks a U p1q symmetry rather than an
SUp2q symmetry. Thus, the transition most likely belongs to the Gross-Neveu chiral XY
universality class. Initial studies had ignored this difference [26, 2]. Recently the critical
exponents at the transition were found to be ν “ .85p1q, η “ .65p1q [21], significantly
different from those for the Hamiltonian model. As far as we know, a Lagrangian version
of the Hubbard model has still not yet been studied.
1.5 Mapping a Hamiltonian into a Lagrangian
While the Hamiltonian and Lagrangian formalisms are usually constructed and studied
independently, we can in principle begin with the Hamiltonian formalism and construct
the Lagrangian approach in a systematic way. However, such an approach breaks the
symmetry between space and time, which is important for relativistic applications. Also,
the approach is not guaranteed to be free of sign problems, especially in the presence of
interactions. For these two reasons this systematic mapping has not traditionally been
pursued in lattice field theory. We summarize below how the process works.
The key for moving into the Lagrangian picture is that the fermionic trace in (1.14) can
12
be translated into a Grassmann integral using coherent states [74] (alternatively one can
also move in the other direction–from the Lagrangian to the Hamiltonian formalism–using
transfer matrix constructions [25, 57], but we focus on only one direction for simplicity
here). We will begin with a generic Hamiltonian H
`
c:, c
˘
, whose creation and annihilation
operators are in normal-ordered form. That is, all annihilation operators are to the right
of all creation operators.
We next discretize time by introducing an  such that N “ β, write the exponentiated
Hamiltonian as
e´βHpc:,cq «
Nź
i“1
e´Hpc:,cq, (1.18)
and introduce coherent states, defined as
|ψty “
ź
Â
i
ˇˇ
ψx“ti,tu
D
i
, |ψxyi “ |0yi ´ ψx |1yi . (1.19)
This expression for the states is the multi-particle form of the fermionic coherent state
introduced in Appendix A. In (1.19), x is a spacetime point, with i representing the spatial
coordinate of x. The key property of the kets that make up these states is that ci |ψxy “
ψx |ψxy. We can thus re-express the trace as a Grassmann integral (as in (A.7)):
Z “ Tr
´
e´βH
¯
“
ż “
dψ¯Nt´1dψ0
‰
e´ψ¯Nt´1ψ0
@´ψ¯Nt´1 ˇˇ Ntź
t“1
e´Hpc:,cq |ψ0y . (1.20)
Here ψ¯Nt´1ψ0 “
ř
i ψ¯pi,Nt´1qψpi,0q, the measure
“
dψ¯Nt´1dψ0
‰ “ śi dψ¯pi,Nt´1qdψpi,0q, and
Nt “ β. The next step is to turn (1.20) into a Feynman path integral by inserting the
identity I “ ş “dψ¯tdψt`1‰ e´ψ¯tψt`1 |ψt`1y @ψ¯t ˇˇ at each timeslice t. Upon simplification we
obtain
Z “
ż “
dψ¯dψ
‰
e
řNt´1
t“0 pψ¯tψt´ψ¯tψt`1´Hpψ¯t,ψtqq “
ż “
dψ¯dψ
‰
e´S . (1.21)
The expression (1.21) holds for a general normal-ordered Hamiltonian, H
`
c:, c
˘
. To see
concretely how this mapping works, we specifically consider the tight-binding Hamiltonian
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for free fermions hopping on a two-dimensional square lattice, given by
H “
ÿ
ij
c:iMijcj , (1.22)
where Mij is a generic Hermitian matrix. Later in this work we will introduce the so-called
pi-flux (or staggered fermion) Hamiltonian, given by
Mij “ ´
ÿ
n“1,2
tηi,n pδi`eˆn,j ` δi´eˆn,jq . (1.23)
The eˆ1, eˆ2 vectors are orthogonal unit vectors on the square lattice. The factors ηi,n are
defined by ηi,1 “ 1 and ηi,2 “ p´1qix`iy , where ix and iy are the x and y components of i.
These factors introduce a pi-flux in each plaquette of the square lattice, corresponding to a
constant magnetic field. In the low energy limit, free fermions hopping on a pi-flux lattice
produce a single flavor of relativistic four-component Dirac fermions.
Using the specific Hamiltonian in (1.23) in the expression (1.21) we obtain the following
expression for the action, S:
S “
ÿ
pi,tq,pj,t1q
ψ¯pi,tqM˜pi,tq,pj,t1qψpj,t1q,
M˜pi,tq,pj,t1q “
`
δt`1,t1 ´ δt,t1
˘
δij ` δt,t1
ÿ
n“1,2
tηi,n pδi`eˆn,j ` δi´eˆn,jq .
(1.24)
While M is an N ˆ N matrix, where N is the number of sites in the spatial lattice, M˜
is a V ˆ V matrix, where V is the number of spacetime lattice sites. Note that the time
coordinate in M˜ is treated differently from the spatial coordinates, even though the theory
is expected to be relativistic. As we explain in the next section, the above mapping can
also be implemented in the presence of interactions. Thus we see that any Hamiltonian
theory on a lattice can be mapped exactly into a Lagrangian lattice field theory in a
straightforward way. We refer to the approach where we study Hamiltonian models in a
spacetime setting as Hamiltonian lattice field theory.
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1.6 Auxiliary Field Techniques
In order to apply QMC techniques to lattice field theories containing fermions, it is impor-
tant to understand how to deal with Grassmann variables in the path integral expression
(1.13). When the action or Hamiltonian is “quadratic,” the Grassmann path integral
or Fock space trace can be computed exactly, as explained in Appendix A. In problems
containing four-fermion interactions, such as the ones we will consider in this thesis, the
traditional method is to use auxiliary field techniques and convert an interacting problem
into a free problem. Some of the largest lattice calculations of critical behavior involving
gapless fermions with strong four-fermion couplings have been accomplished using these
methods. For example, in [64], Sorella et. al. are able to perform calculations for the
Hubbard model (defined in (1.16)) up to 2592 sites.
Both the Lagrangian and Hamiltonian pictures use auxiliary field techniques tailored
for the formalisms, and the key in both pictures is to rewrite quartic terms as quadratic
terms by inserting an auxiliary field. In the Lagrangian picture for example, if we assume
the action is of the form
S “
ÿ
xy
ψ¯xMxyψy `
ÿ
xy
Uxyψ¯xψyψ¯yψx, (1.25)
where Mxy is a generic matrix, the quartic terms in the action can be rewritten as
e´Uxyψ¯xψyψ¯yψx “ 1
2
ÿ
σxy“˘1
eσxy
?
Uxy{2pψ¯xψy´ψ¯yψxq, (1.26)
where σxy is an auxiliary field that lives on the bond connecting the sites x and y. The
partition function in (1.13) can then be written as
Z “
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xMxyψy´
ř
xy Uxyψ¯xψyψ¯yψx
“ C
ż “
dψ¯dψ
‰ÿ
tσu
e´
ř
xy ψ¯xMxyψy´
ř
xy σxy
?
Uxy{2pψ¯xψy´ψ¯yψxq
“ C
ÿ
tσu
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xM
1
xyrtσusψy ,
(1.27)
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where each tσu is a combination of `1 and ´1 values, with a value for every xy bond, and
M 1 rtσusxy “Mxy ` σxy
b
Uxy{2´ σyx
b
Uyx{2. (1.28)
The constant C factor in the second two lines of (1.27) comes from the 1{2 coefficients that
are found in front of the sum in (1.26). Grassmann integrals of quadratic actions lead to
determinants as explained in (A.6) of Appendix A. Thus
Z “ C
ÿ
tσu
detM 1 rtσus . (1.29)
If det pM 1 rtσusq is positive for all tσu configurations, the sign problem is solved and it is
possible to generate a QMC algorithm to generate them. However, there is nothing to
guarantee the terms in (1.29) will always be positive and here we see a potential manifes-
tation of the sign problem. Each model must be looked at individually to see if there is
one. Traditionally, a method known as the Hybrid Monte Carlo (HMC) algorithm has been
used for efficent updates, but for massless fermions this algorithm is known to suffer from
critical slowing down and is usually not applied. On the other hand the HMC algorithm
has been very successful for studies of Quantum Chromodynamics where the “auxiliary
gauge fields” are known to be smoother.
In the Hamiltonian formalism, auxiliary fields can similarly be introduced to convert
quartic terms into quadratic terms involving the creation and annihilation operators. For
example, consider H “ H0 ` Hint, where H0 is the generic free part given in (1.22) and
Hint is quartic. Again discretizing β into Nt steps of size , we can write (1.14) as
Z “ Tr
”`
e´H0e´Hint
˘Ntı “ Tr „´e´H0śNVb“1e´Hintpbq¯Nt , (1.30)
where we have assumed that the quartic interaction is written as a sum of NV local terms
Hint pbq and the exponent of the sum of these terms is approximated as a product. For
example, in the Hubbard model (1.16) we could define Hint piq “ U pniÒ ´ 1{2q pniÓ ´ 1{2q.
In this case NV would be the number of sites in the spatial lattice, and the b labels would
simply correspond to the sites i.
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The expression in (1.30) would be simple to compute if the trace over the fermionic
Hilbert space involved only exponentiated operators that were quadratic, similar to the free
part. The quartic terms in the interaction pieces thwart that scheme, however each quartic
interaction contribution in the trace can be written in terms of exponentiated quadratic
operators if we again introduce an auxiliary field. This type of transformation is known
as a Hubbard-Stratonovich transformation. There are many ways to accomplish this, and
one example that works for the Hubbard model is [39]
e´UpniÒ´1{2qpniÓ´1{2q « e´U{4
ÿ
si˘1
eA1,intpi,siqeA2,intpi,siq
A1,int pi, siq “
´
isi
?
U ` U{2
¯
niÒ, A2,int “
´
isi
?
U ` U{2
¯
niÓ.
(1.31)
In general then, the partition function Z may be written as a sum over exponentiated
quadratic operators, which are referenced as configurations of the auxiliary field tsu that
lives on spacetime lattice sites:
Z “ C
ÿ
tsu
Tr
„´
e´H0
śNV
m“1eA1,intpm,sqeA2,intpm,sq
¯Nt
, (1.32)
where now every factor in the trace is an exponentiated quadratic term. The constant C
will vary from one transformation to another. For the example in (1.31) it comes from
the factors of e´U{4. If the operators An,int are real and two identical operator layers can
be identified (as will be explained further in Chapter 3), all terms in the expansion (1.32)
will be positive. However operators that involve imaginary portions, even if two identical
layers are involved, do not have to lead to expansions with only positive terms, and again
here we can see the potential manifestations of the sign problem. Indeed the particular
operators given in (1.31) are complex, though as we will see in Chapter 3, there is no sign
problem for the half-filled Hubbard model.
There are two ways to proceed in the computation of (1.32). We could introduce
fermionic coherent states and write a Grassmann path integral for the fermionic trace in
terms of quadratic action S
`
ψ¯, ψ
˘
,
Z “
ÿ
tsu
ż “
dψ¯dψ
‰
e
´řpi,tq,pj,t1q ψ¯pi,tqM˜pi,tq,pj,t1qrtsusψpj,t1q , (1.33)
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where M˜ rtsus is a V ˆ V matrix (i.e. spacetime ˆ spacetime matrix). However, we could
also proceed differently as first pointed out by Blankenbecler, Sugar, and Scalapino. If we
write An,int pm, sq “ řij c:ian,int pm, sqijcj , where h0 and an,int pm, sq are N ˆN matrices,
with N being the spatial volume of the system, it is possible to perform the trace over
the Hilbert space using the BSS (Blankenbecler, Sugar, Scalapino) formula [12], which we
will discuss in more detail in Chapter 4 (it is also possible to reach this formula from the
Lagrangian picture). We can then write Z as a sum of N ˆN determinants:
Z “ C
ÿ
tsu
det
„
1`
´
e´h0
śNV
m“1ea1,intpm,sqea2,intpm,sq
¯Nt
. (1.34)
If the determinants for all tsu configurations are positive, then there is no sign problem and
again we can develop a QMC algorithm that generates these tsu configurations. The com-
putational time for each update in such an algorithm usually scales as O
`
βN3
˘
. For QMC
studies of critical phenomena in strongly coupled theories containing gapless fermions, the
BSS approach seems to be better than the HMC approach using (1.33).
1.7 Recent Fermion Algorithms
It is important to reiterate that the fermion determinants in (1.27), (1.33), and (1.34)
are not guaranteed to be positive. When they are negative or complex, we encounter a
sign problem. Even in cases where the determinants are positive, some types of fermion
algorithms may be much more efficient than others. Thus, formulating an efficient QMC
approach to solve fermion problems remains an exciting area of research.
Over the years, new ways to think about QMC for fermions have emerged. For example
in [22] a novel meron cluster solution to the fermion sign problem led to a new class of
algorithms. More recently, this idea was adapted into the fermion bag approach [19]. There
have also been developments of diagrammatic determinantal Monte Carlo methods [79]
based on the CT-INT expansion. In this thesis we will focus on the fermion bag approach
since it unifies all these developments. It is based on regrouping degrees of freedom more
thoughtfully so that we can solve sign problems while simultaneously making algorithms
efficient.
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While previous developments of the fermion bag approach were restricted to the La-
grangian picture, in this thesis we extend this approach to the Hamiltonian picture. We
will combine insight from the fermion bag ideas of the Lagrangian picture with techniques
from the BSS algorithms of the Hamiltonian picture.
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2The Fermion Bag Idea
“You should be happy I’m not dealing with bosons.”
“Yeah, I have to deal with those sorts of people every day at work.”
–Private Communication
2.1 Lagrangian Approach
The Fermion Bag idea was originally developed by Shailesh Chandrasekharan in the context
of Lagrangian four-fermion models [17]. Key aspects involve writing the partition function
in a new way, and grouping the degrees of freedom thoughtfully so that it is possible to
sum over them analytically while simultaneously achieving two objectives: (1) avoiding
sign problems and (2) developing more efficient algorithms.
These ideas offer an alternative to auxiliary field methods, mentioned in Chapter 1. For
example, consider the model (1.25) and its partition function (1.29) that we encountered
in the Lagrangian approach,
Z “ C
ÿ
tσu
det
`
M 1 rtσus˘ . (2.1)
Here the configurations for a QMC are defined as combinations of the auxiliary field vari-
ables tσu. As mentioned previously, there is no guarantee that the terms in this sum
20
will be positive. Even if they are positive, these determinants–which define the Boltzmann
weights–are nonlocal despite the fact that interactions are usually local, and this can hinder
the ability to create fast updates from one configuration to another.
Let us explore how fermion bag ideas try to remedy these problems for the action
(1.25). For concreteness we take
S “
ÿ
xy
ψ¯xMxyψy ` U
ÿ
xxyy
ψ¯xψyψ¯yψx, (2.2)
where M is the well-known free staggered fermion matrix which is known to be antisymmet-
ric and connects only even sites with odd sites, and Uxy “ U ą 0 but connects only nearest
neighbors. This is in fact the action for the model referenced in (1.17). The partition
function is then
Z “
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xMxyψy´U
ř
xxyy ψ¯xψyψ¯yψx . (2.3)
Now instead of using the auxiliary field method, we expand the interaction,
Z “
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xMxyψy
ź
xxyy
e´Uψ¯xψyψ¯yψx
“
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xMxyψy
ź
xxyy
`
1´ Uψ¯xψyψ¯yψx
˘
“
ÿ
tnu
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xMxyψy
ź
xxyy
`
Uψ¯xψxψ¯yψy
˘nxy .
(2.4)
Here we introduce the notion of dimer configurations tnu, given by a set of nxy P t0, 1u for
every nearest neighbor combination of x and y. Note that due to the Grassmann nature
of ψ¯x and ψx, the exponentials in the product of the first line have only two terms in their
expansion, and so everything in (2.4) is exact.
We can now perform the Grassmann integrals over the sites x, y where nxy “ 1 (in
other words, sites touched by dimers), each of which simply gives a factor of unity. The
remaining Grassmann integrals involve terms coming from
ř
xy ψ¯xMxyψy, and we can drop
all terms corresponding to the sites we have already integrated over. We can thus use a
smaller matrix W , which is M without the rows and columns corresponding to the sites
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Figure 2.1: The image to the left illustrates the fermion bag technique for strong
coupling, and the image to the right illustrates it for weak coupling. The red lines
are the dimers and the purple-shaded regions are fermion bags. The arrows in the
diagram to the left are fermionic worldlines and illustrate some of the paths fermions
can take from the S0
`
ψ¯, ψ
˘
portion of the action.
touched by dimers, to write this modified action with fewer terms:
ř
xy ψ¯xWxyψy. Now
recalling the Grassmann form for a determinant, which is given in (A.6) of Appendix A,
we can write the partition function in (2.4) as
Z “
ÿ
tnu
det pW rtnusq . (2.5)
As mentioned before, the W rtnus matrices are submatrices of M , obtained by dropping
the rows and columns corresponding to sites touched by dimers. The left image in Figure
(2.1) illustrates a dimer configuration. The red lines connecting nearest neighbors are the
dimers which correspond to values where nxy “ 1. The remaining sites correspond to the
rows and columns that remain in the reduced W rtnus matrix, and free fermions can be
imagined to be hopping inside these regions, as illustrated by the arrows.
When the coupling U is strong and there are many dimers in the equilibriated con-
figurations, the sites that are in the reduced W matrices may become isolated from other
remaining sites, due to the red dimer lines separating them into regions that do not touch,
as illustrated by the purple highlighting in the left side of Figure 2.1. These highlighted
regions are the free fermion bags, and in fact the determinant of W can be rewritten as
a product of smaller determinants–one for each of the free fermion bags. In this way we
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have identified some locality in the fermion dynamics which helps to make faster updates
in the QMC.
An important point to remember is that the above identification of fermion bags is
not unique. This is helpful and can be exploited. For example, the above identification
of fermion bags is not ideal at weak couplings. When the coupling is weak, the density of
dimers is small and the matrix W can become as large as the full spacetime volume. The
purple regions illustrated on the left side of Figure 2.1 would grow to connect all sites that
were not touched by the red dimer lines. In that case it is better to use Wick’s theorem to
write: ż “
dψ¯dψ
‰
e´ψ¯M0ψ
`
ψ¯x1ψx1ψ¯y1ψy1
˘
...
`
ψ¯xkψxk ψ¯ykψyk
˘ “ detM0 detG. (2.6)
Here G is a 2k ˆ 2k propagator matrix with rows and columns corresponding to the sites
in the ψ¯xψyψ¯yψx terms. The image on the right in Figure 2.1 illustrates this scenario,
with the purple highlighting defining a new concept of a dual fermion bag in this context.
Now fermions “propagate” through the G matrix across the spacetime lattice as shown by
the arrows in the right side of Figure 2.1. For weak coupling there are fewer dimers and
thus the size of G is small. Ultimately it is the weight ratios that matter for the QMC
algorithm, and so the detM0 factors will be irrelevant and the determinants to calculate
will be proportional to the size of the fermion bag. This weak coupling approach is nothing
but the determinantal diagrammatic Monte Carlo. The fermion bag ideas help us unify
strong and weak couplings into a single umbrella through this notion of dual fermion bags
[17].
At an intermediate coupling, updates can be made faster using a combination of the
two pictures in Figure 2.1. Using a notion of a background configuration with weight ΩB,
subsequent configuration weights Ω1 and Ω2 can be obtained from small fluctuations over
this background configuration. Ratios such as Ω1{ΩB and Ω2{ΩB will be determinants
with a size that is proportionate to the number of dimer fluctuations from the background
configuration. The update ratio Ω1{Ω2 can then be calculated as
Ω1
Ω2
“ Ω1
ΩB
{ Ω2
ΩB
. (2.7)
This allows for more efficient updates regardless of the update size.
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Since its development, there have been clear successes for the fermion bag technique in
the Lagrangian picture. It has been used to so far to study a variety of critical behavior
in fermionic systems with exactly massless fermions [21, 17, 20, 18, 6, 7, 8, 9], which are
very difficult to study with traditional methods. It has also been used to solve a severe
sign problem in lattice Yukawa models involving interacting fermions and bosons [18].
Additionally, by using lattices up to 603, it has been employed to provide the strongest
evidence yet that an SUp4q symmetric model involving two flavors of staggered fermions
with an onsite four-fermi interaction exhibits an exotic second-order phase transition from
massless fermions to massive fermions that is not accompanied by symmetry breaking [6, 7].
2.2 Hamiltonian Approach
A central goal in this work is to explore if fermion bag ideas discussed above can be useful
for studying models in the Hamiltonian formulation. To recall from Chapter 1, the partition
function (1.14) in the Hamiltonian picture is given by
Z “ Tr
´
e´βHpc:,cq
¯
. (2.8)
Just as we did in the Lagrangian picture, we can explore alternative ways to expand the
partition function compared to the usual auxiliary field approach detailed in Chapter 1.
As before, we first split H
`
c:, c
˘
into a “free” part H0 and an “interaction” part Hint,
H “ H0 `Hint, H0 “
ÿ
ij
c:iMijcj , (2.9)
where for the moment the only condition is that H0 should be quadratic in c
:
i and ci. As
in the weak coupling Lagrangian picture, we can in principle expand the partition function
in the interaction term using the CT-INT expansion [66, 69, 13, 14, 31, 34],
Z “
ÿ
k
ż
rdτ s p´1qk Tr
´
e´pβ´τkqH0Hint...Hinte´pτ2´τ1qH0Hinte´τ1H0
¯
. (2.10)
Here k is the number of Hint insertions in each term, and
ş rdτ s is the time-ordered integralşβ
τk´1 dτk...
şτ3
τ2
dτ2
şτ2
0 dτ1. Again as before, the Hamiltonian portion Hint can then be broken
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down further into a sum over smaller local terms Hint “ řbHint pbq. As we will see in
Chapter 3, such an expansion helped us solve an unsolved sign problem within a class of
models. In particular we derived a formula in [47] that is somewhat analogous to the weak
coupling formula (2.6) from the Lagrangian picture. For example, if the interaction was a
nearest neighbor interaction (like in the Lagrangian example) given by Hint “ řxijy c:icic:jcj ,
then upon substituting these expressions in for Hint in (2.10) and expanding, we get that
the partition function is a sum of terms that are of the form
Tr
´
e´pβ´τkqH0c:ikcikc
:
jk
cjk ...e
´pτ2´τ1qH0c:i1ci1c
:
j1
cj1e
´τ1H0
¯
“ Tr
´
e´βH0
¯
ˆ detG, (2.11)
where again G is a 2kˆ2k matrix that grows with the number of c:c pairs. Within a certain
class of problems, as we discuss in the next chapter, we can show detG ě 0. The right side
of Figure 2.2 illustrates how we can view the formula (2.11) as a weak coupling fermion bag
formulation similar to (2.6), as illustrated in the right side of Figure 2.1. Formula (2.11)
can be a useful form for proving properties of the configuration weights, which we will see
in Chapter 3, as well as for weak coupling calculations–just as (2.6) was. However, just
as (2.6) connects every site belonging to the dimers with every other site belonging to the
dimers, so does this expression connect every site belonging to the bonds with every other
site belonging to the bonds. No matter how isolated spatially two of the bonds are, they
will still remain connected.
For strong couplings we know that the G matrix in (2.11) will get very large, so it would
be valuable to have some kind of expression in the Hamiltonian picture that works in a way
more akin to the left side of Figure 2.1, where we are able to isolate regions of the diagram
with no correlations between these distinct regions. In this way we can have multiple
fermion bags and reduce the calculation time if we are only making local changes, because
a local change would only affect one fermion bag. In fact the meron cluster approach
discovered by Chandrasekharan and Wiese [22] is one such a strong coupling approach and
works within a class of models. Unfortunately, it seems quite restrictive and is not yet
applicable widely.
The approach we take here is based on the discovery that we can use temperature
instead of the coupling as a parameter to help isolate spatial regions into fermion bags
in the Hamiltonian approach. To understand this, let us look at a slightly more specific
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Figure 2.2: An illustration of fermion bags in the Hamiltonian approach. The
left image shows an example where temperature as a parameter is used to give us
multiple fermion bags, and the right image shows an example of the analog to the
weak coupling expansion in the Lagrangian approach, where all bonds are in the
same bag.
expansion within the (2.10) class of CT-INT expansions. In particular if we set H0 “ 0
and define Hint “ H, we get
Z “
ÿ
k
ż
rdτ s p´1qk Tr pH...HHq
“
ÿ
k,tbu
ż
rdτ s p´1qk Tr pHbk ...Hb2Hb1q .
(2.12)
This expansion in terms of the full Hamiltonian H is related to the stochastic series expan-
sion (SSE), or high temperature approach [70, 81]. The second equation in (2.12) assumes
the Hamiltonian can be rewritten as H “ řbHb, where each term involves only local de-
grees of freedom. Configurations are now defined as rb, τ s, depending on the locations of
the various Hb terms in space-time.
By using (2.12) we can take advantage of the locality of Hb to define fermion bags in
this picture. For example we know that rHb1 , Hb2s “ 0 so long as Hb1 and Hb2 share no
degrees of freedom in common. Thus for the example of b “ xijy, where i and j are nearest
neighbor sites, we can define a fermion bag as including a group of spatial sites that are
connected to each other by the Hb insertions in (2.12), but are not connected to any of
the other sites by these insertions. The left side of Figure 2.2 gives an example of fermion
bags for a configuration consisting of ten insertions of local “bond” terms, Hb1 , ...,Hb10 , at
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imaginary times τ1, ..., τ10. For this example configuration, there are three fermion bags,
indicated by the purple, teal, and gray shaded regions. These regions indicate how we have
three isolated groups of spatial points that are not connected to the other groups by Hb
insertions. Similar to the strong coupling portion of the Lagrangian picture example, it is
possible to calculate new weights using determinants that are proportionate in size to the
number of sites included in a fermion bag, thus allowing for more efficient updates. Note
that at high temperatures on large lattices, it is more likely that we will have many fermion
bags. More details on how this could be used in a fermion bag algorithm will be given in
Chapters 5 and 6. In Chapters 3 and 4 we will explain why expressions of the type (2.11)
also lead to positive weights in a class of models.
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3Solutions to Sign Problems in the Hamiltonian
Picture
“What distinguishes the good theorists from the bad ones[?] The good ones always make
an even number of sign errors, and the bad ones always make an odd number.”
–Anthony Zee
3.1 The t-V Model
We now show how fermion bag ideas for the Hamiltonian approach–as discussed in the
previous chapter–led us to a solution to the sign-problem for the t-V model, whose Hamil-
tonian is given by
H “
ÿ
xijy
´tij
´
c:icj ` c:jci
¯
` V
ÿ
xijy
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
. (3.1)
The lattice is assumed to be bipartite and nearest neighbor notation xijy is used here,
as introduced in (1.15). All sites i are assumed to be on one sublattice, and all sites j
on the other. This model with tij “ t was considered on small square lattices in the
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eighties [71, 33], however the sign problem was ignored. Shailesh Chandrasekharan and
Uwe-Jens Wiese later discovered a meron cluster solution to the sign problem for V ě 2t
[22]. By choosing a honeycomb lattice or by choosing tij “ tηij on a square lattice, where
ηij are phases that introduce a pi-flux (as in (1.23)) on each plaquette, the above t-V model
becomes an interesting model of interacting massless Dirac fermions, with the version
involving pi-fluxes in particular also referred to as lattice Hamiltonian staggered fermions.
The model then undergoes a second-order quantum phase transition at a critical coupling
V “ Vc between a semimetal phase for small V and an insulator phase for large V with a
charge density wave ordering, with the field theory near the critical point expected to be
described by a Gross-Neveu model with a single flavor of four-component Dirac fermions
[36]. Again this can be seen in the low energy limit (as in (1.16)), where for this model there
is one Dirac cone in the Brillouin zone that has four zero modes. Due to sign problems,
the properties of this critical point had never been studied using Quantum Monte Carlo
methods–either in the Lagrangian or the Hamiltonian method. We will give further details
on the physics and the studies of this model in Chapter 6.
3.2 The Sign Problem in the t-V Model
It is important to note that although the t-V model (3.1) is at half-filling, no obvious
solution to the sign problem exists either for V ď 0 or V ě 0. This is in contrast to the
half-filled Hubbard model given in (1.16), which has no sign problem for all values of U
on a bipartite lattice. To see this easily, note that for the Hubbard model with U ď 0,
the Hubbard-Stratonovich transformation in (1.31) can be implemented in this case and
we get
e´UpniÒ´1{2qpniÓ´1{2q « e´U{4
ÿ
si˘1
eAÒ,intpi,siqeAÓ,intpi,siq
AÒ,int pi, siq “
´
si
a
 |U | ` U{2
¯
niÒ AÓ,int pi, siq “
´
si
a
 |U | ` U{2
¯
niÓ,
(3.2)
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where we have written the square root terms using |U | to make it clear that the action
is in fact real when U ď 0. We use the Ò, Ó subscripts in this case because it makes the
separation of the spin layers more obvious. The equation that replaces (1.32) is given by
Z “ C
ÿ
tsu
Tr
„´
e´pH0,Ò`H0,ÓqśNVm“1eAÒ,intpm,sqeAÓ,intpm,sq¯Nt
“ C
ÿ
tsu
TrÒ
„´
e´H0,Ò
śNV
m“1eAÒ,intpm,sq
¯Nt2
,
(3.3)
where the TrÒ signifies a trace over only states in the spin Ò subspace. Since the operators
in both the spin spaces appear identically, we obtain the square of the trace in one of
the spaces. Thus we have a sum of squares of real numbers, and the sign problem is
absent. In the case where U ě 0, we can perform a particle-hole transformation on one
spin component but not the other:
c:iÒ Ñ σiciÒ, ciÒ Ñ σic:iÒ c:iÓ Ñ c:iÓ ciÓ Ñ ciÓ. (3.4)
Here σi “ ˘1 is the parity of site i and is defined as `1 on one sublattice and ´1 on the
other, so note that we need a bipartite lattice to make this work. This maps U Ñ ´U and
so it is clear that there is no sign problem.
On the other hand, in the t-V model there is no analogous particle-hole transformation
that would map V ą 0 into V ă 0. Moreover, since the interactions involve a single
spin component, it is not clear how to get two identical copies of subspace traces in the
equation similar to (1.32) that lead to a square of a real number. Hence for the t-V -model
no sign problem solution has been found by traditional methods for generic values of V .
Unfortunately even today the problem remains unsolved by any method for V ď 0. We
will discuss below the solution we discovered for V ě 0 using the fermion bag ideas we
discussed in Chapter 2.
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3.3 Solution to the Sign Problem in the t-V Model
We take as a starting point the CT-INT expansion of the partition function, as given in
(2.10),
Z “
ÿ
k
ż
rdτ s p´1qk Tr
´
e´pβ´τkqH0Hint...Hinte´pτ2´τ1qH0Hinte´τ1H0
¯
. (3.5)
This means we need to divide the t-V Hamiltonian (3.1) into a “free” part H0 and an
“interaction” part Hint. We set those operators for (3.1) in the following way,
H0 “ ´tij
ÿ
xijy
´
c:icj ` c:jci
¯
, Hint “ V
ÿ
xijy
pni ´ 1{2q pnj ´ 1{2q . (3.6)
While there is no particle-hole transformation that maps V to ´V for the t-V model
(3.1), the particle-hole (p-h) symmetry can be observed through the following transforma-
tion:
c:i Ñ σici, ci Ñ σic:i . (3.7)
Here again σi is the site parity factor defined in (3.4). We can write H in a form that
makes the symmetry more explicit by writing
H0 “
ÿ
i,j
c:iMijcj ,
Hint “
ÿ
xijy
V
4
`
n`i ´ n´i qpn`j ´ n´j q “
ÿ
xijy
ÿ
s,s1“˘1
V
4
psnsi q
´
s1ns1j
¯
.
(3.8)
Here Mij is a matrix that connects the nearest neighbors, the operator n
`
i “ ni “ c:ici
represents the particle number operator, and n´i “ p1 ´ niq “ cic:i is the hole number
operator at site i. The p-h symmetry (3.7) for the quadratic part of the Hamiltonian is
related to the matrix relation
MT “ ´DMD, (3.9)
where Dij “ σiδij is an N ˆ N diagonal matrix with the rows/columns corresponding to
the spatial lattice sites.
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Figure 3.1: An illustration of a rb, s, s1, τ s configuration. The vertical axis repre-
sents continuous imaginary time and the horizontal axis represents the spatial lattice.
Each bond has a coordinate i on one sublattice and a coordinate j on the other sub-
lattice, and s and s1 that label particle/hole operator insertions.
Substituting the interactions in the form given by (3.8), we can now write the CT-INT
expansion of (3.5) as
Z “
ÿ
k
ÿ
tbu,tsu,ts1u
ż
rdτ s`´ V {4˘k
ˆTr
´
e´pβ´τkqH0psknskik qpsk 1nsk
1
jk
q...e´pτ2´τ1qH0ps1ns1i1 qps11ns1
1
j1
qe´τ1H0
¯
. (3.10)
Here b “ xijy is a bond variable introduced to label the nearest neighbor spatial site pairs
more easily, rdτ s represents the k time-ordered integrations from 0 to β over the locations of
the interaction bonds, and the notation rb, s, s1, τ s will be used to define a configuration of k
interaction bonds located at times τ1 ď τ2 ď τ3,ď ... ď τk. Each of the k bond interactions
contain two insertions of particle/hole operators. Figure 3.1 gives an illustration of what
one of these configurations looks like.
The task at hand is then to develop an expression that allows us to compute the trace
terms in (3.10). We begin with the well-known two-point correlation function for a free
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particle, given by,
A
ci pτq c:j p0q
E
“ Tr
´
e´pβ´τqH0cie´τH0c:j
¯
{Tr
´
e´βH0
¯
“
ˆ
e´τM
1` e´βM
˙
ij
(3.11a)
A
c:i pτq cj p0q
E
“ Tr
´
e´pβ´τqH0c:ie
´τH0cj
¯
{Tr
´
e´βH0
¯
“
˜
eτM
T
1` eβMT
¸
ij
(3.11b)
and build up an expression for the full trace using these expressions. For example, suppose
we wish to compute the follow object,
A
n`i pτqn´j p0q
E
“ Tr
´
e´pβ´τqH0n`i e
´τH0n´j
¯
{Tr
´
e´βH0
¯
“ Tr
´
e´pβ´τqH0c:icie
´τH0cjc:j
¯
{Tr
´
e´βH0
¯
.
(3.12)
Using the formula eαH0c:i “
ř
q c
:
qeαH0
`
eαM
˘
qi
as well as the fermionic anticommutation
relations, we can commute the c:i operator around the trace once and obtain
A
n`i pτqn´j p0q
E
“ ´
ÿ
q
A
c:qci pτqn´j p0q
E´
e´βM
¯
qi
` Tr
´
e´pβ´τqH0cie´τH0c:j
¯´
e´pβ´τqM
¯
ji
{Tr
´
e´βH0
¯
´ Tr
´
e´βH0cjc:j
¯´
e´βM
¯
ii
{Tr
´
e´βH0
¯
.
(3.13)
Now by substituting the expressions from (3.11) into (3.13) and solving for
A
n`i pτqn´j p0q
E
,
we obtain
A
n`i pτqn´j p0q
E
“
´ e´τM
1` e´βM
¯
ij
´ e´pβ´τqM
1` e´βM
¯
ji
´
´
1
1` e´βM
¯
jj
´ e´βM
1` e´βM
¯
ii
. (3.14)
We can see that this expression for the trace with two bilinear operators resembles the
determinant of a 2ˆ 2 matrix. Using similar manipulations that we used in the derivation
of (3.14), we can derive a general result for a correlator with k insertions of snsis
1ns1j (in the
bond configuration rb, s, s1s) at arbitrary times τ1, ..., τk (that label the time configuration
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rτ s). This turns out to be a determinant of a 2k ˆ 2k propagator matrix Gprb, s, s1, tsq:
A
skn
sk
ik
s1kn
s1k
jk
pτkq ...s1ns1i1 s11n
s11
j1
pτ1q
E
“ Tr
´
e´pβ´τkqH0sknskik s
1
kn
s1k
jk
...e´pτ2´τ1qH0sknski1 s
1
kn
s11
j1
e´τ1H0
¯
{Tr
´
e´βH0
¯
“ detG `“b, s, s1, τ‰˘ .
(3.15)
Every insertion of nsin
s1
j adds two rows and two columns to the matrix G prb, s, s1, τ sq.
If we arrange the rows and columns based on the time-ordered list of these insertions, then
the off-diagonal elements of G prb, s, s1, τ sq in the upper triangle (q1 ą q), are given by
G2q´1,2q1´1 “
˜
e´pτq´τq1 qM
1` e´βM
¸
iq ,iq1
, G2q,2q1 “
˜
e´pτq´τq1 qM
1` e´βM
¸
jq ,jq1
G2q´1,2q1 “
˜
e´pτq´τq1 qM
1` e´βM
¸
iq ,jq1
, G2q,2q1´1 “
˜
e´pτq´τq1 qM
1` e´βM
¸
jq ,iq1
.
(3.16)
Note that 1 ď q ď k and τq ě τq1 in the expressions above.
The elements in the lower triangle are very similar in form to those in the upper triangle.
The difference is that τq´ τq1 Ñ β´
`
τq ´ τq1
˘
, and the elements have an additional overall
negative sign:
G2q1´1,2q´1 “ ´
˜
e´pβ´pτq1´τqqqM
1` e´βM
¸
iq1 ,iq
, G2q1,2q “ ´
˜
e´pβ´pτq1´τqqqM
1` e´βM
¸
jq1 ,jq
G2q1´1,2q “ ´
˜
e´pβ´pτq1´τqqqM
1` e´βM
¸
iq1 ,jq
, G2q1,2q´1 “ ´
˜
e´pβ´pτq1´τqqqM
1` e´βM
¸
jq1 ,iq
.
(3.17)
The negative signs in (3.17) are due to the usual anti-periodic boundary conditions in time
that must be introduced when the trace is written as a determinant.
It is important to note that the elements in (3.16) and (3.17) do not depend on rss at
all, because both n` and n´ can be treated as the same operator for these off-diagonal
matrix elements. Only the diagonal elements distinguish between these two operators.
34
They are given by
G2q´1,2q´1 “ sq
2
, G2q,2q “ s
1
q
2
, (3.18)
and are only dependent on the s and s1 fields and not on their location in time.
The identity in (3.9) gives us some additional important information about the rela-
tionships between the G-matrix elements. Observe that
G2q´1,2q1´1 “
˜
e´pτq´τq1 qM
1` e´βM
¸
iq ,iq1
“
˜
epτq´τq1 qDMD
1` eβDMD
¸
iq1 ,iq
“ σiqσiq1
˜
epτq´τq1 qM
1` eβM
¸
iq1 ,iq
“ ´σiqσiq1G2q1´1,2q´1,
(3.19)
where the equality in the first line comes from first replacing M with MT and flipping
the iq, iq1 indices and then replacing M
T with ´DMD, and the equalities in the second
line come from moving the relevant diagonal elements from the D matrices outside the
expression and then multiplying the numerator and denominator of the expression by
e´βM .
The partition function is then given as a sum of these G determinants, each dependent
on a rb, s, s1, τ s configuration:
Z “ Z0
ÿ
k
ÿ
tbu,tsu,ts1u
ż
rdτ s p´V {4qk detGprb, s, s1, τ sq. (3.20)
Here Z0 “ Tr
`
e´βH0
˘
. Unfortunately, this expansion still suffers from a sign problem.
We can see this by studying the behavior of detGprb, s, s1, τ sq numerically. On a two
dimensional periodic square lattice of length L “ 8 at β “ 8, we have generated 10000
random rb, s, s1, τ s configurations containing k “ 125 interaction bonds (or equivalently 250
interaction vertices). We found 4972 configurations with positive determinants and 5028
configurations with negative determinants. Figure 3.2 shows the distribution of positive
and negative determinants. As expected, the similarity of the two distributions suggests a
severe sign problem.
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Figure 3.2: In a sample of 10000 randomly generated configurations rb, s, s1, τ s
on an 8 ˆ 8 square lattice at β “ 10 involving the matrices of size 250 ˆ 250, we
obtained 4972 positive determinants and 5028 negative determinants. Histograms
of positive determinants (left) and negative determinants (right) in this sample are
plotted above. The similarity of the two distributions suggests the existence of a
severe sign problem.
While the representation (3.20) of the partition function in terms of configurations
rb, s, s1, τ s has a severe sign problem, there is still a summation that is simple to do analyti-
cally. Note that we can write Gprb, s, s1, τ sq “ D0prs, s1sq`Aprb, τ sq, where D0prs, s1sq is the
diagonal part defined in (3.18) and Aprb, τ sq is the off-diagonal part defined in (3.16) and
(3.17). Using the Grassmann integral representation for determinants we can then write
ÿ
tsu,ts1u
detGrb, s, s1, τ s “
ÿ
tsu,ts1u
ż
rdψ¯dψse´ψ¯pD0prs,s1sq`Aprb,τ sqqψ. (3.21)
The variables rs, s1s appear only through diagonal terms, and an analytical sum over all
possible rs, s1s configurations is possible by expanding in these diagonal terms. Each term
in such an expansion can be viewed as having a fermion bag for every ψ¯qψq pair coming
from the D0 matrix portion of the expansion. Viewing the diagonal elements as fermion
bags was in fact explored earlier in [19].
To make the above description of these fermion bags more concrete, let us look at (3.21)
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Figure 3.3: A diagram representing one of the terms in (3.22), with the bags
highlighted. The three sites belonging to the diagonal portion for this particular
combination of n, n1 are each in their own bag, as shown by the individual blue, gray,
and green square patches. The remaining sites are still connected into a single bag
by the A prb, τ sq matrix. Each diagonal site has an s or s1 variable attached to it,
which will be summed over.
expanded in the diagonal terms. Substituting D0prs, s1sq from (3.18), we get
ÿ
tsu,ts1u
detGrb, s, s1, τ s
“
ÿ
tsu,ts1u,tnu,tn1u
ż
rdψ¯dψse´ψ¯Aprb,τ sqψ
ź
q
´sq
2
ψ¯2q´1ψ2q´1
¯nq ˆs1q
2
ψ¯2qψ2q
˙n1q
.
(3.22)
Here every term in the sum, characterized by rb, s, s1, τ, n, n1s, has two types of fermion
bags: the bags coming from the diagonal terms which are attached to an s or s1 field, and
one remaining bag that connects the other sites to each other through the A prb, τ sq matrix.
Figure 3.3 illustrates one of these terms and shows the two types of bags.
Because we want to sum over the s, s1 variables, we will rewrite the portion of (3.22)
that corresponds to the sum over these variables in a form that is easier to sum analytically.
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Doing so yields
ÿ
tsu,ts1u
e´ψ¯D0prs,s1sqψ
“
ź
q
ÿ
s2q´1“1,´1
´
1´ s2q´1
2
ψ¯2q´1ψ2q´1
¯ ÿ
s2q1“1,´1
ˆ
1´ s
1
2q
2
ψ¯2qψ2q
˙
“ 4k.
(3.23)
In the current problem, since the variables s and s1 multiply the diagonal terms, a sum
over s, s1 for these bags will lead to a zero weight. This means all terms in the sum (3.22)
that contain diagonal fermion bags will not contribute to the partition function, as (3.23)
illustrates.
Thus
ř
tsu,ts1u detpGrb, s, s1, τ sq “ 4k detpAprb, τ sqq. Substituting this result into (3.20)
we obtain
Z “ Z0
ÿ
tbu
ż
rdτ sp´V qk detpAprb, τ sqq, (3.24)
where we have now performed the sum over all rs, s1s configurations.
The matrix Aprb, τ sq, which consists of zeroes on the diagonal, and terms defined by
(3.16) and (3.17) on the off-diagonal, has a very nice property that comes from (3.19).
Because MT “ ´DMD (see (3.9)), we can in fact write that
Aprb, τ sq “ ´D˜Aprb, τ sqD˜, (3.25)
where D˜ is a 2kˆ2k diagonal matrix obtained from D by using its entries that correspond
to the 2k interaction sites rather simply one of each of the N spatial lattice sites, as
D contains. The above relation implies that Aprb, τ sqD˜ is a real anti-symmetric matrix
whose determinant must be positive. But detpD˜q “ p´1qk since k sites belong to the even
sublattice and k sites belong to the odd sublattice. Thus,
p´1qk detpAprb, τ sqq “ detpAprb, τ sqD˜q ě 0. (3.26)
Hence by combining (3.24) with (3.26) we finally obtain
Z “ Z0
ÿ
tbu
ż
rdτ sV k detpAprb, τ sqD˜q, (3.27)
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which is a sum over positive terms for V ą 0. Thus, the expansion (3.27) is a solution to
the sign problem for the t-V model for all V ą 0.
3.4 Alternative t-V Model Expansion Solution
The expansion (3.10) that led to the solution (3.27) for the sign problem contains both
local operators such as Hint,b“xijy, and nonlocal operators such as e´tH0 . In discussing the
fermion bag ideas in Chapter 2 however, we saw how locality was an important concept in
creating efficient algorithms. As we will show now, it is possible to express the t-V model
partition function in terms of only local terms if we set H0 “ 0 and Hint “ H as discussed
in (2.12). For the t-V model we set H “ řbHb and obtain
Z “
ÿ
k,tbu
ż
rdτ s p´1qk Tr `HbkHbk´1 ...Hb1˘ . (3.28)
Every operator Hb in the expansion (3.28) is an operator that depends on sites xijy that are
connected by the bond. Hence additions or subtractions of Hb operators only implement
local changes. This expansion of the partition function is related to the Stochastic Series
Expansion (SSE) approach, as explored in [81].
It turns out that if we define the t-V model Hamiltonian (3.1) with an extra additive
constant and choose
Hb “ ´tijpc:icj ` c:jciq ` V
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
´ tij
2
V
, (3.29)
there is no sign problem in the expansion (3.28). The additive constant has no effect on
the physics, but key is the fact that (3.29) allows us to write
Hb “ ´
ÿ
xijy
ωije
2αij
´
c:icj`c:jci
¯
, (3.30)
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where ωij ě 0, and αij are related to tij and V by
ωij “
t2ij
V
1
1´ pV {2tijq2
sinh 2αij “ V
tij
1
1´ pV {2tijq2
cosh 2αij “ 1` pV {2tijq
2
1´ pV {2tijq2
.
(3.31)
Let us introduce the operator
hb “ 2αij
´
c:icj ` c:jci
¯
“ c:mbc, (3.32)
where c: and c are vectors of the operators c:i and ci, and mb is zero everywhere except for
the entries connecting c:i with cj , and c
:
j with ci. We can then write the expansion (3.28)
as
Z “
ÿ
k,tbu
ż
rdτ sωkijTr
´
ehbk ...ehb2ehb1
¯
. (3.33)
Following the discussion in Chapter 1 we can show that Tr
´
ehbk ...ehb2
¯
“ det p1` embk ...emb2 q, which is nothing but the BSS formula (1.34) applied to the
current problem. We will also see in Chapter 4 that there is a simple way to prove this
determinant is always positive.
However, it is also possible to prove positivity based on our results we derived above.
For example a generalization of the two-point correlation function example in (3.11) leads
to the result
Tr
´
ehbk ...ehbl c:icj ...e
hb1
¯
Tr
´
ehbk ...ehbl ...ehb1
¯ “ ˆ embl´1 ...emb1embk ...embl
1` embl´1 ...emb1embk ...embl
˙
ji
“ σiσj
ˆ
1
1` embl´1 ...emb1embk ...embl
˙
ij
” σiσjBij .
(3.34)
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The σi and σj are the parity factors for the even sublattice and the odd sublattice, defined
earlier, and Bij is defined as the appropriate matrix element in the second line. Also note
that the product e
mbl´1 ...emb1embk ...embl has the l-th matrix furthest to the right, since
c:icj has been placed immediately before that matrix. From the identities in (3.34) it is
possible to show that
Tr
´
ehbk ...ehblehbnew ...ehb1
¯
Tr
´
ehbk ...ehbl ...ehb1
¯ “ V «ˆBji ´ tij
V
˙2ff
ě 0. (3.35)
In other words the ratio of a trace containing a new bond bnew to the trace without it is
always positive. Note that i and j are the coordinates of bond bnew. Combining this with
the trivial ratio,
ωijTr
`
ehb1
˘
Tr p1q “
t2ij
V
ě 0, (3.36)
it is clear that all terms in (3.28) must be positive. This result will be useful for our
calculations in Chapter 6.
3.5 Straightforward Extensions
The fermion bag solution for the t-V model in Section 3.2 can be extended to some other
models in a very straightforward way. There are two simple rules to construct sign-problem-
free models using the exact same proof that worked for the t-V model. These rules also
lay the groundwork for the more complicated extensions we will explore in Section 3.5.
1. The free term can be modified as long as (3.9) can be maintained and thus Aprb, τ sqD˜
remains real and symmetric.
2. The interaction term can be modified as long as the staggered reference configuration,
which contains a particle on the even sublattice and a hole on the odd sublattice, is
respected. For example, such vertices will contain a particle number operator n`i on
the even sublattice or a hole number operator n´i on the odd sublattice. If a vertex
violates the reference configuration, then sign problems will in general be introduced.
However, if violations can be introduced in a correlated fashion such that a controlled
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resummation over positive and negative configurations can be performed easily, then
sign problems can again be solved. Couplings of the type in (3.8) are examples of
such correlated couplings that violate the reference configuration yet do not cause
sign problems.
Based on these rules, we see that the nearest neighbor interaction can be generalized
to the form
Hint “
ÿ
i,j
Vij
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
(3.37)
where Vij ě 0 when i and j belong to opposite sublattice and Vij ď 0 when they belong to
the same sublattice. It is also possible to introduce a staggered chemical potential term,
Hstagg “ ´
ÿ
i
hin
si
i , (3.38)
where hi ě 0 and si is `1 on the even sublattice and ´1 on the odd sublattice. In the
next section, we will make frequent reference to this same term given in a slightly different
form,
Hstagg “ ˘
ÿ
i
hiσi
ˆ
ni ´ 1
2
˙
. (3.39)
The expression in (3.39) with the minus sign is the same as the expression in (3.38), up to
a constant.
In addition to spin-polarized models, our solution extends easily to models with an odd
number of interacting fermion species. Consider for example the following SUp3q symmetric
attractive Hubbard-type model involving three species of fermions on a bi-partite lattice
whose Hamiltonian is given by
H “
ÿ
a,xijy
´tηij
´
c:a,ica,j ` c:a,jca,i
¯
´ V
ÿ
i
ˆ
Ni ´ 3
2
˙2
, (3.40)
where a “ 1, 2, 3 labels the three species. The operator Ni “ n1,i ` n2,i ` n3,i is the total
particle number at the site i. A straightforward extension of the discussion presented above
solves the sign problem in this model also. We can see it by writingˆ
N ´ 3
2
˙2
“ 1
2
ÿ
s,s1
ss1
´
ns1n
s1
2 ` ns1ns13 ` ns2ns13
¯
(3.41)
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up to an overall constant. The partition function is then expanded as in (3.5) but now
contains a product of three traces, one for each species. Each of these traces is written
as a determinant and for the same reasons as discussed in Section 3.2, the sum over the
s degree of freedom can be performed to get rid of diagonal terms in the matrices. Thus,
only the off-diagonal terms again contribute to each determinant and we finally obtain
Z “
ÿ
tbu
ż
rdτ s V k
# ź
i“1,2,3
detpAiprb, τ sqq
+
(3.42)
We can show that the product of the three determinants is always positive, because while
interactions can violate the reference configuration on each layer, the violations always
come in pairs on two different layers.
We can also add other interactions without introducing sign problems. For example,
the three body interaction of the type
H “ ´
ÿ
i
hin
si
1,in
si
2,in
si
3,i, (3.43)
is allowed as long as hi ě 0 and si is `1 on even sublattice and ´1 on the odd sublattice.
3.6 Extensions Involving Fermions and Quantum Spins
Beyond the straightforward extensions that follow directly from the proof in Section 3.2,
there are also some more complicated extensions for solving sign problems in models that
involve interacting fermions and quantum spins, as we showed in [43]. These solutions still
draw from the fermion bag ideas in the Section 3.2 proof, but also draw from different
techniques for the quantum spins, such as worldline pictures [51] and meron clusters [22].
The models are diverse, including antiferromagnets, Kondo models, Hubbard-style mod-
els on triangular lattices, and gauge theories. The following examples illustrate how the
fermion bag approach unifies various algorithmic developments, as mentioned in Section 6
of Chapter 1.
Fermion Bag Ideas with Worldlines: In this first subsection we will discuss the simplest
types of these fermion-spin solutions, which emerge when we combine fermion bag ideas
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with worldline pictures. As a first example we can consider coupling the t-V model to the
transverse field Ising model. The Hamiltonian of the system we consider is given by
H “´ t
ÿ
xijy
´
c:icj ` c:jci
¯
` V
ÿ
xijy
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
´ J
ÿ
xijy
Szi S
z
j `
ÿ
i
hi
ˆ
ni ´ 1
2
˙
Sxi .
(3.44)
We will assign symbols to each term of the Hamiltonian. The first term on the right hand
side is the free fermion term Hf0 and the third term will be referred to as the free boson
term Hb0. The second term, which we refer to as H
f
int, is of course the repulsive interaction
between nearest neighbor fermions. The fourth term, referred to as Hfbint, couples fermions
with bosons and mimics a fluctuating transverse field. We assume the remaining couplings
t, J and hi are real but arbitrary.
As we already know from Section 3.4, a staggered chemical potential can be introduced
without destroying the positivity of the fermionic determinant,
Hstagg “
ÿ
i
hiσi
ˆ
ni ´ 1
2
˙
, (3.45)
where σi again is the parity of a site and hi ě 0 for all i, but in the fermion-spin interaction
part of (3.44), it seems like the fluctuating quantum variable Sxi would preclude any stag-
gered property. However, using worldlines to describe the quantum spins, we can prove
that there is still no sign problem in the following CT-INT expansion,
Z “
ÿ
k
ż
rdτ s p´1qk Tr
´
e´pβ´τkqH0Hinte´pτk´τk´1qH0Hint...
¯
, (3.46)
where we take H0 “ Hf0 ` Hb0 and Hint “ Hfint ` Hfbint. In addition, we rewrite Hfbint “ř
i hiσi pni ´ 1{2qσiSxi , which is possible because σ2i “ 1. Note that in the expansion
(3.46) we have operators in two different spaces: the fermionic space and the spin space.
Since these operators commute with each other, we can factorize the trace in each term of
the expansion into a product of two traces: one trace over the spin states containing only
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operators in the spin space and one trace over the fermionic states containing operators only
in the fermionic space. The partition function can then be written in terms of configurations
labeled by rk, b, τ s, as:
Z “
ÿ
l,tku,m,tbu
ż
rdτ s gf prk, b, τ sq gs prk, τ sq . (3.47)
The functions gf prk, b, τ sq and gs prk, τ sq are traces over the fermionic and spin spaces,
respectively. The fermionic trace function is given by
gf prk, b, τ sq “ p´1qmTrf p...σkl pnkl ´ 1{2q ...Hfintpbmq...
...Hfintpb1q...σk1 pnk1 ´ 1{2q , ...
¯
.
(3.48)
which contains m insertions of the interaction bonds Hfintpb ” xijyq “ V
`
ni ´ 12
˘ `
nj ´ 12
˘
and l insertions of σk
`
nk ´ 12
˘
from the fermion-spin interactions. The presence of the
free fermionic propagators e´τH
f
0 between these insertions are hidden in the ellipses. As
we have learned from Sections 3.2 and 3.4, the expression in (3.48) is positive due to the
presence of the p´1qm sign prefactor and the product σk1 ...σkl associated with the site
parities of the fermion-spin interaction pieces.
Next let us examine the spin trace terms,
gs prk, τ sq “ p´1qlTrs
´
e´pβ´τlqHb0hklσklS
x
kl
e´pτl´τl´1qHb0hkl´1σkl´1S
x
kl´1 ...
...hk1σk1S
x
k1e
´τ1Hb0
¯
.
(3.49)
Here we have l insertions of the interaction terms hkσkS
x
k at the times τ1, τ2, ..., τl. Impor-
tantly, note that for each of these times, we have a corresponding insertion of σk
`
nk ´ 12
˘
at τk in the fermionic space. This provides correlations between the two spaces. Also note
that the σk cancels between the two terms as it must to reproduce H
fb
int.
In order to compute gs prk, τ sq, we insert the identity I “ řsz |szy xsz| after every
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Figure 3.4: Worldline diagram for the spin portion rk, τ s of the configuration
rk, b, τ s. Again the vertical axis represents continuous imaginary time, and the hor-
izontal axis represents the spatial lattice, with blue and red dots for even and odd
sites. Insertions of Sx, represented by the empty and filled circles, create or an-
nihilate hardcore bosons, represented by the thick lines. This is a nonzero weight
configuration, so every instance of Sxk requires a second instance of S
x
k at the same
site k.
instance of σkS
x
k . We get
gs prk, τ sq “p´1ql
ÿ
tszpτqu
xsz pτ0q| e´pβ´τlqHb0 |sz pτlqy xsz pτlq|σklSxkl ...
...e´pτ2´τ1qHb0 |sz pτ1qy xsz pτ1q|σk1Sxk1e´τ1H
b
0 |sz pτ0qy ,
(3.50)
where the sum over tsz pτqu indicates a sum over all space-time spin configurations that are
periodic i.e., sz pτ0q “ sz pτlq. These configurations are usually referred to as the worldline
representation of spin. Since Sxi “ 12
`
S´i ` S`i
˘
, an insertion of Sxi can be viewed as an
operator that flips the spin at the site i. On the other hand, because Hb0 is diagonal in the
chosen basis, propagators e´τHb0 are just positive numbers and do not change the state.
Thus, the worldlines of spin configurations contain spin flips at times τ1, ...τl. Because they
also need to be periodic at each site i, the insertions of Sxi come in pairs, although they
may come at different times. This means the σk factors in (3.50) get cancelled and l must
be even. Hence we see that the gs prk, τ sq functions defined in (3.49) must be positive for
any value of hi. Combined with the positive expression in (3.48), we see that (3.44) has no
sign problem in the CT-INT formulation, as expanded in (3.46).
As an alternate way of viewing this in the worldline picture, we can consider the
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Figure 3.5: Worldline diagram for the spin portion rk, τ s of the Heisenberg fermion-
spin model found in (3.51). Insertions of Sx, represented by the empty and filled
circles, create or annihilate hardcore bosons, represented by the thick lines. The
Heisenberg interaction then allows the hardcore bosons to hop around, so while
there must be an even number of Sx insertions, the operators no longer need to come
in pairs for each site.
quantum spins as hardcore bosons (with spin-up represented by particles and spin-down
represented by the vacuum), and thus for every creation (annihilation) of a particular
particle caused by the Sxi operator, we require a corresponding annihilation (creation) of
the same particle caused by a second Sxi operator to preserve the trace. Figure 3.4 shows
a pictorial illustration of an allowed spin (or equivalently hardcore boson) configuration.
We can use similar ideas to show that more general models which include antiferro-
magnetism for the spins are sign-problem-free in CT-INT. For example consider
H “´ t
ÿ
xijy
´
c:icj ` c:jci
¯
` V
ÿ
xijy
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
` J
ÿ
xijy
~Si ¨ ~Sj `
ÿ
i
hi
ˆ
ni ´ 1
2
˙
Sxi .
(3.51)
We now assume that J ě 0 for anti-ferromagnetism, and also set hi ě 0 for all i (or
equivalently hi ď 0 for all i). Splitting the anti-ferromagnetic piece into a free part Hb0 “
J
ř
xijy Szi Szj and interaction part Hbint “ J
ř
xijy
´
S`i S
´
j ` S´i S`j
¯
, and following the steps
above, we can again show that the interaction pieces Hfbint still have to come in pairs for
a nonzero configuration weight, but they need not come on the same site. An example
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worldline picture for the spin portion of a configuration is given in Figure 3.5. We can
again show positivity, which is explained in [43].
Combining Fermion Bag Ideas with the Meron Cluster Technique: Fermion bag ideas
can also be combined with techniques involving resummation over the spin sector. This
is accomplished using the meron cluster [22] technique. For example, consider a model
similar to (3.51), but with a slightly modified fermion-spin coupling. The Hamiltonian of
the model is given by
H “´ t
ÿ
xi,jy
´
c:icj ` c:jci
¯
` V
ÿ
xi,jy
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
` J
ÿ
xi,jy
~Si ¨ ~Sj ´ h
ÿ
i
σi
ˆ
Sxi ` 12
˙ˆ
ni ´ 1
2
˙
.
(3.52)
Using again the concepts of Hf0 , H
b
0, H
f
int and H
fb
int, as introduced above (3.46), this
Hamiltonian can be formulated without a sign problem if we first modify the Heisenberg
anti-ferromagnetic term by adding to it an irrelevant constant and treat the whole term as
a purely bosonic interaction, thus defining a purely spin interaction piece Hbint:
Hbint “ ´J
ÿ
xijy
ˆ
1
4
´ ~Si ¨ ~Sj
˙
. (3.53)
Since every term containing the quantum spin variable is now treated as an interaction we
set Hb0 “ 0. With these definitions the partition function can again be written in the form
(3.47), with the spin trace now given by
gs prd, k, τ sq “ Tr
´
...hp1{2` Sxklq....Hbintpdnq...Hbintpd1q...hp1{2` Sxk1q...
¯
. (3.54)
The trace depends on the n insertions of nearest neighbor spin hops Hbintpd ” xijyq “
Jp1{4´ ~Si ¨ ~Sjq, and l insertions of hp1{2`Sxk q with free propagators set to unit operators.
The configuration is labeled with rd, k, τ s. Note that we do not consider the fermionic
trace because we have already discussed that it is positive. It remains to be shown that the
gs prd, k, τ sq functions are positive. Note that if we insert a complete set I “ řz |sy xs|, each
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worldline configuration can now also be negative. The solution emerges only if we compute
the complete sum, which naively also seems like it may be difficult to compute in polynomial
time, since it seems to contain an exponentially large number of terms. Fortunately, the
same trace was encountered earlier while studying the physics of an anti-ferromagnet in
a uniform magnetic field [23]. It was shown that one could compute such a trace in
polynomial time using the meron cluster approach, and that it is always positive. While
the earlier work used a discrete time method to formulate the trace, it is straightforward
to show that it is possible to work directly in continuous time [10]. Further details on how
this works may be found in [43].
Models with Fermionic Spin: So far, we have avoided including any fermionic spin degree
of freedom. However, the class of sign-problem-free models also includes spinful fermions
and even models that can be placed on nonbipartite triangular lattices, such as this model
whose fermionic portion resembles the Hubbard model,
H “´ α
ÿ
xijy
e
ř
σ 2δ
´
c:i,σcj,σ`c:j,σci,σ
¯
` µ
ÿ
i
pni,Ò ` ni,Óq
´ J
ÿ
xijy
´
Sxi S
x
j ` Syi Syj
¯
` U
ÿ
i
ˆ
ni,Ò ´ 1
2
˙ˆ
ni,Ó ´ 1
2
˙
Szi .
(3.55)
Setting the free part H0 to be µ
ř
i pni,Ò ` ni,Óq and the interaction part Hint to include
all other terms, we can expand the partition function in the CT-INT formalism without
sign problems. The fermionic sector is positive because there are two identical spin layers
giving us squares of traces as in (3.3), and the worldline picture for spins guarantees all
spin configurations are positive or zero.
As a more complicated example consider the following model with an SUp2q symmetric
interaction. The Hamiltonian of the model is given by
H “ ´t
ÿ
xijy,σ
´
c:i,σcj,σ ` c:j,σci,σ
¯
` h
ÿ
i
~Si ¨ c:i~τci
` J
ÿ
xijy
~Si ¨ ~Sj , (3.56)
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where σ “Ò, Ó are spin degrees of freedom for spins, ~τ are Pauli matrices in this space, and
in the second term, c:i ”
´
c:i,Ò c
:
i,Ó
¯
. We can rewrite the interaction term between spins
and fermions as
h
ÿ
i
S`i ci,Óci,Ò ` h
ÿ
i
S´i c
:
i,Òc
:
i,Ó ` h
ÿ
i
Szi pni,Ò ` ni,Óq . (3.57)
where we have performed a particle-hole transformation and a unitary transformation
that is given in [43]. By setting the free part as H0 “´třxijy,σ ´c:i,σcj,σ` c:j,σci,σ¯
`hři,σ Szi ni,σ, the remaining two fermion-spin couplings in (3.57) as two separate pieces,
Hfs,aint , a “ 1, 2, where Hfs,1int pkq “ hS`k ck,Óck,Ò and Hfs,2int pkq “ hS´i c:k,Òc:k,Ó, and the last
spin-spin interaction term in (3.56) plus a constant as Hbint (defined as in (3.53)), we can
perform another CT-INT expansion
Z “
ÿ
l1,tk1u,l2,tk2u,m,tdu
ż
rdτ s p´1qlp1q`lp2qTr
´
....Hbintpdmq...
...Hfs,1int pk1lp1qq...Hfs,2int pk2lp2qq...Hbintpd1q...Hfs,2int pk21q...
¯
,
(3.58)
where the ellipses stand for the free fermion propagators. Inside the trace we have lp1q
insertions of Hfs,1int pkq, lp2q insertions of Hfs,2int pkq, and m insertions of the bond operator
Hbintpd “ xijyq “ J
´
1{4´Szi Szj
¯
`J{2
´
S`i S
´
j ` S´i S`j
¯
. Due to spin and fermion number
conservation, it is clear we must have lp1q “ lp2q. These trace terms differ from the previous
ones in that they cannot be factored into products each consisting of a trace over the
fermion space and a trace over the spin space. However if we evaluate the spin trace in the
Sz basis, then it is still clear that the spin configurations add no additional sign to (3.58).
After evaluation of the spin trace, we are left with the following
Z “
ÿ
l1,tk1u,l2,tk2u,m,tdu
ż
rdτ s pJ{2qmp´hqlp1q`lp2q
ÿ
tsipτqu
Trf
´
....ck11 ,Óck11 ,Ò
...c:
k21 ,Òc
:
k21 ,Ó...c
:
k2
lp2q ,Ò
c:
k2
lp2q ,Ó
...ck1
lp1q ,Ò
ck1
lp1q ,Ó
...
¯
,
(3.59)
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where the spin trace appears now as a sum over tsipτqu bosonic fields, while the fermion
trace still appears in the expression. Since the fermion spins do not mix with each other
and appear symmetrically, the fermion trace factors into two identical terms: one is a trace
over the spin up space and the other over the spin down space. Each of these can be
expressed as a determinant of a matrix M
`rk1, k2, d, τ, sipτqs˘ that depends on the spin
configuration. The exact expression for M
`rk1, k2, d, τ, sipτqs˘ can be obtained using the
usual Wick’s theorem [62]. Thus, we finally obtain the expression
Z “
ÿ
l1,tk1u,l2,tk2u,m,tdu
ż
rdτ s pJ{2qmphqlp1q`lp2q
ÿ
tsipτqu
`
detM
`rk1, k2, d, τ, sipτqs˘˘2 , (3.60)
and the sign problem is solved.
Closely related to the above model is the well known Kondo-lattice model at half filling.
The Hamiltonian of this model is given by
H “ ´t
ÿ
xijy,σ
´
c:i,σcj,σ ` c:j,σci,σ
¯
` h
ÿ
iPL
~Si ¨ c:i~τci (3.61)
where the fermions interact with a lattice of impurities located at the sites i P L. While this
problem is also solvable with the usual auxiliary field Monte Carlo method [3], alternative
approaches shed new light on the problem and could help find a solution to the difficult
sign problem that exists away from half filling, where the Kondo lattice model is considered
as the microscopic model to understand heavy fermion systems [5].
Gauge Theories interacting with Fermions: By combining fermion bags with the worldline
picture, we can even study Z2 gauge theories interacting with matter fields, such as the
following model,
H “´ t
ÿ
xijy
´
c:iσ
3
ijcj ` c:jσ3ijci
¯
`
ÿ
plaquettes
σ3aσ
3
bσ
3
cσ
3
d
˘ V
ÿ
xijy
pni ´ 1{2q pnj ´ 1{2qσ1ij .
(3.62)
Some models of this type have been recently found to containing interesting physics [4, 29].
Further details on this solution may be found in [42].
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4The Majorana Approach
“There is always another way to say the same thing that doesn’t look at all like the way
you said it before.”
–Richard P. Feynman
4.1 Majorana Solution for the t-V Model
In Chapter 3 we showed how fermion bag ideas helped us to find the solution to the sign
problem for the t-V model and its extensions using the CT-INT approach. Since our
results were published, a new way to prove positivity, partially motivated by our solution,
was discovered by Li, Jiang, and Yao [53]. The essential idea was to use the Majorana
representation to analyze the problem. We can always write the fermionic creation and
annihilation operators at every lattice site in terms of Hermitian Majorana operators,
ci “ 1
2
pγi ` iγ¯iq , c:i “
1
2
pγi ´ iγ¯iq , (4.1)
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which satisfy the following anticommutation relations:
tγ¯i, γ¯ju “ tγi, γju “ 2δij , tγ¯i, γju “ 0. (4.2)
When the t-V model (3.1) is expressed in terms of Majorana operators, Li, Jiang, and
Yao showed that there is also a sign-problem-free way to formulate the model so that an
auxiliary field QMC method can be designed. Since then these ideas have been used to
expand the class of models known to be sign-problem-free [82, 54], and it is also possible to
combine the Majorana approach with fermion bag ideas to further extend this class [43].
Some underlying mathematical structure has also been found to partially unify the various
ideas [80].
Here we show how the Majorana representation provides an alternative proof of the
absence of the sign problem in the CT-INT expansion. Using the relations in (4.1), the
t-V Hamiltonian (3.1) can be expressed in terms of Majorana operators as
H “
ÿ
xijy
„
itij
2
pγ¯iγj ` γ¯jγiq ` V
4
γ¯iγj γ¯jγi

, (4.3)
where again we are summing a bipartite lattice and for every nearest neighbor pair xijy,
i is on the even sublattice and j is on the odd sublattice (or A and B sublattices on a
honeycomb lattice, respectively). Redefining γi Ñ ´γi for even sites i, we obtain
H “
ÿ
xijy
„
itij
2
pγ¯iγj ` γiγ¯jq ´ V
4
piγ¯iγjq piγiγ¯jq

. (4.4)
Due to the bipartite nature of the lattice, we see that the Hamiltonian (4.4) is constructed
with two independent sets of Majorana operators: Sµ “ tγ¯i, γju and Sν “ tγi, γ¯ju, for
i, j P xijy. Since all operators in Sµ commute with all operators in Sν , taking Hint,b“xijy “
V
4 piγ¯iγjq piγiγ¯jq, we can in fact write the CT-INT expansion as
Z “
ÿ
k,tbu
ż
rdτ sTr
´
e´pβ´τkqH0Hint,bk ...e
´τ1H0
¯
“
ÿ
k,tbu
ż
rdτ sTrµ
´
e´pβ´τkqH
µ
0Hµint,bk ...e
´τ1Hµ0
¯
Trν
´
e´pβ´τkqHν0Hνint,bk ...e
´τ1Hν0
¯
,
(4.5)
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where in the second line we have split the trace into the µ and ν spaces. Here the free
Hamiltonian pieces are given by Hµ0 “
ř
xijy
itij
2 γ¯iγj and H
ν
0 “
ř
xijy
itij
2 γiγ¯j , and the
interaction parts are given by Hµint,b“xijy “ iV2 γ¯iγj and Hνint,b“xijy “ iV2 γiγ¯j . The traces over
the µ and the ν spaces can be viewed as being performed in a new fermionic space with
creation and annihilation operators defined as
bµ:i “
γi`eˆ1 ´ iγ¯i
2
, bµi “
γi`eˆ1 ` iγ¯i
2
, bν:i “
γi ´ iγ¯i`eˆ1
2
, bνi “ γi ` iγ¯i`eˆ12 , (4.6)
with i even and eˆ1 a specific unit vector towards one of the nearest neighbors of i (for
example, the nearest neighbor in the positive x direction on a square lattice). Note that
for a model with N sites, there are N{2 creation operators in the µ space and N{2 creation
operators in the ν space, and these operators obey the usual fermionic anticommutation
relations with each other.
The key feature to note about each trace product in (4.5) is that all of the operators in
the µ-space are identical to those in the ν-space trace. Thus, in a similar manner to (3.3),
we can rewrite (4.5) as
Z “
ÿ
k,tbu
ż
rdτ s
”
Trµ
´
e´pβ´τkqH
µ
0Hµint,bk ...e
´τ1Hµ0
¯ı2
. (4.7)
By inverting the relations in (4.6) and rewriting Hµ0 and H
µ
int,b“xijy in terms of b
µ: and bµ
operators we can show that the single trace over the µ space in (4.7) is real, and thus the
weights of all rb, τ s configurations in the CT-INT expansion are positive.
4.2 Alternative Expansion for t-V Model
In Section 2 of Chapter 3 we introduced an alternative expansion for the partition function
of the t-V model that was also sign-problem-free and consisted of only local Hb operators:
Z “
ÿ
k,tbu
ż
rdτ s p´1qk Tr `HbkHbk´1 ...Hb1˘ , (4.8)
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where
Hb “ ´tijpc:icj ` c:jciq ` V
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
´ t
2
ij
V
. (4.9)
The positivity of the terms in this expansion can also be proven in a simple way using the
Majorana representation of the previous section, which we will explain below.
The operators Hb in terms of Majorana fermions (again taking γi Ñ ´γi for even i),
are given by (see (4.4))
Hb “ itij
2
pγ¯iγj ` γiγ¯jq ´ V
4
piγ¯iγjq piγiγ¯jq ´
t2ij
V
. (4.10)
These operators can then be factored in the following way:
Hb “
´t2ij
V
ˆ
1´ iV
2tij
γ¯iγj
˙ˆ
1´ iV
2tij
γiγ¯j
˙
. (4.11)
Following steps similar to those explained in Section 4.1, we get two commuting factors in
every term of the sum that are identical according to the i and j labels. So again–as long
as the lattice is bipartite–we can write the partition function as
Z “
ÿ
k,tbu
ż
rdτ s
˜
t2ij
V
¸k „
Trµ
ˆˆ
1´ iV
2tij
γ¯ikγjk
˙
...
ˆ
1´ iV
2tij
γ¯i1γj1
˙˙2
. (4.12)
Again we know every term in the partition function must be positive because inverting
the relations in (4.6) to express the trace over µ-space in terms of bµ: and bµ removes all
imaginary i factors from the operators and shows that the trace over µ must be real. Thus
its square is positive and the expansion is sign-problem-free.
4.3 Computing the Fermionic Trace: The BSS Formula
While we can use the Majorana representation to easily show that both the expansions in
Sections 4.1 and 4.2 are sign-problem-free, we still have not considered how to compute
the weights for these expansions. While the Majorana representation has proven to be a
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valuable tool for showing positivity, there is no need to stay in that representation once we
have done that. In fact, it is often nice to go back to the original basis because there are
useful formulas for computing the trace terms in the ordinary fermionic basis, such as the
BSS formula [12], which works for any trace over operators in the following form
Tr
`
eOk ...eO2eO1
˘
, (4.13)
where On “ řij c:i ponqij cj is bilinear in fermionic operators. Below we will motivate the
BSS formula and discuss how to compute the terms in (4.8) using this formula.
As a starting point, let us consider computing the following expression
Tr
`
eO1
˘
, O1 “
ÿ
ij
c:i po1qij cj . (4.14)
Assuming a diagonalizable o1, we can write o1 “ UDU :, where Dij “ λiδij is the diagonal
eigenvalue matrix, and U is a unitary matrix. Introducing d:, d operators such that c:i “ř
j d
:
jU
:
ji and ci “
ř
j Uijdj , we have
Tr
`
eO1
˘ “ Tr´eři λid:idi¯ “ź
i
´
1` eλi
¯
“ det p1` eo1q . (4.15)
In this way we see that we have gone from the trace on the left of (4.15) to an N ˆ N
determinant on the right of (4.15), which is given using the matrix o1. The matrix 1 is the
N ˆ N identity matrix. This result is generalizable to the k factors of matrices found in
(4.13) as
Tr
`
eOk ...eO2eO1
˘ “ det p1` eok ...eo2eo1q
” det p1`Bk...B2B1q ,
(4.16)
and it is this result that is known as the BSS formula. In the last line we introduce the
matrices B “ eo, which have been the symbols traditionally used in QMC methods that
employ the BSS formula. If we combine this formula with the representation (3.30), given
by
Hb “ ´
ÿ
xijy
ωije
2αij
´
c:icj`c:jci
¯
, (4.17)
56
where ωij “ t2ij{
´
V
´
1´ pV {2tijq2
¯¯
ě 0, and for αij we have the expressions sinh 2αij “
pV {tijq {
´
1´ pV {2tijq2
¯
and cosh 2αij “
´
1` pV {2tijq2
¯
{
´
1´ pV {2tijq2
¯
, we can write
(4.8) as
Z “
ÿ
k,tbu
ż
rdτ s
˜ź
b
ωb
¸
det
´
1` ehbk ehbk´1 ...ehb1
¯
, (4.18)
where phb“ijqlm “ 2αij pδilδjm ` δjlδimq is a matrix with only two nonzero entries.
4.4 Computing the Fermionic Trace: The Pfaffian Approach
In this section we consider an alternative way to calculate (4.8), by deriving a formula for
the fermionic trace in (4.12), given generically by
Trµ rp1´ iaikjk γ¯ikγjkq ... p1´ iai2j2 γ¯i2γj2q p1´ iai1j1 γ¯i1γj1qs , (4.19)
in terms of a Pfaffian of an antisymmetric matrix that can be easily constructed. We begin
this proof by noting that the following quantity for a general n,
S “ Trµ pγ¯inγjn ...γ¯i2γj2 γ¯i1γj1q
Trµ p1q , (4.20)
can only be ˘1 or 0. This is because γ¯2i “ γ2i “ 1, and the trace vanishes unless every γ¯i (or
γi) operator comes in pairs. If one of these operators is not paired, we can move it around
in a cycle, anti-commuting with all other operators and show that Trµp...q “ ´Trµp...q.
When the terms in (4.19) are expanded, we get traces of the form
p´iqn
nź
m“1
aimjmTrµ pγ¯inγjn ...γ¯i2γj2 γ¯i1γj1q . (4.21)
Let us then first focus on computing the trace (4.21) as a Grassmann integration. For this
purpose we introduce a Grassmann variable ξ¯i,t for every γ¯i occurring at location t and
another ξj,t for every γj appearing at location t in the trace. Note that t here is a location
index, in contrast to τ which would label a continuous time value. Note also that there are
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two Grassmann variables with the index t that label the time at which the bond enters.
We can define the Grassmann integration measure at each spatial site i and j as
rdξ¯si ”
ź
tPi, time ordered
dξ¯i,t, rdξsj ” ...
ź
tPj, time ordered
dξj,t (4.22)
where the differentials are time ordered with early times coming on the right and later
times coming on the left. The full integration measure in terms of these site measures
would then be ź
i
“
dξ¯
‰
i
ź
j
rdξsj . (4.23)
There is a sign ambiguity for this measure if any of the site labels i or j appear an
odd number of times, but the Grassmann integrals in these cases will be zero anyway, as
shown below. Note that any of the site labels i or j appearing an odd number of times is
also the condition that must be met for S to be zero. It is also useful to define a second
way of writing the full integration measure, which is by placing the dξ¯i,t and dξi,t in the
same order as their corresponding γ¯i and γi operators in the trace from (4.21). We label
this measure
“
dξ¯dξ
‰
, where
“
dξ¯dξ
‰ “ dξ¯in,tndξjn,tn ...ξ¯i2,t2dξj2,t2 ξ¯i1,t1dξj1,t1 . (4.24)
Now both γ¯, γ operators and ξ¯, ξ Grassmann numbers anticommute with each other, so
(assuming an even number of every i and every j) if we wanted to take the differentials
in (4.24) and commute them so that their order matched that of (4.23), the overall extra
sign introduced would in fact match that of (4.20). The only difference in commutation
that could occur would be if a γ¯i or γi operator needed to commute with another γ¯i
or γi operator. Those operators would commute instead of anticommute (whereas the
Grassmann differentials always anticommute), but we do not ever encounter this situation,
since the differentials in (4.23) remain time-ordered for each individual site. Thus we have
(for even i, j):
S
ź
i
“
dξ¯
‰
i
ź
j
rdξsj “
“
dξ¯dξ
‰
. (4.25)
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Using the measure definitions in (4.23), it is possible to verify that for even n
p´iqn
b
aij pt1q ....aij ptnq “
ż “
dξ¯
‰
i
e
ř
tăt1
?
aijpt1qaijptqξ¯i,t1 ξ¯i,t , (4.26)
and b
aij pt1q ....aij ptnq “
ż
rdξsj e´
ř
tăt1
?
aijpt1qaijptqξj,t1ξj,t . (4.27)
For odd n the expressions are zero. Here we define t1 ă t2 ă ... ă tn, and note these times
are for coordinates i in (4.26) and coordinates j in (4.27). The notation aij ptq refers to
the aij constant located at the time t. The details for the proof of these identities can can
be found in Appendix B. Combining the expressions (4.26) and (4.27) for all sites tells us
that (again assuming even i, j)
p´iqn
nź
m“1
aimjm “
ż ź
i
rdξsi
ź
j
rdξsj
ˆ
ź
i
e
ř
tăt1
?
aijpt1qaijptqξ¯i,t1 ξ¯i,t
ź
j
e´
ř
tăt1
?
aijpt1qaijptqξj,t1ξj,t .
(4.28)
We can then combine (4.28) with (4.25) to obtain for the following expression for (4.21):
p´iqk
nź
m“1
aimjmTrµ pγ¯inγjn ...γ¯i2γj2 γ¯i1γj1q
“ Trµp1q
ż “
dξdξ
‰ ź
i
e
ř
tăt1
?
aijpt1qaijptqξ¯i,t1 ξ¯i,t
ź
j
e´
ř
tăt1
?
aijpt1qaijptqξj,t1ξj,t .
(4.29)
We know this holds for a nonzero left-hand-side due to the nonzero S condition of (4.25).
However, upon inspection, it also holds in the cases of odd i and j values and thus a zero
left-hand-side. In these cases we know that the right-hand-side also is zero due to the zero
conditions given for the integrals in (4.26) and (4.27).
Equation (4.29) thus enables us to create a Grassmann integral for any of the terms in
the expansion of (4.19). The extension of such a formula for the full trace (4.19) in a single
Grassmann integral is then straightforward. Each of the identity operators 1 in (4.19) for
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a corresponding γ¯iγj can be represented by an insertion of e
´ξ¯i,tξj,t . The full expression for
the trace over µ-space is then
Trµ
”
p1´ iaikjk γ¯ikγjkq ... p1´ iai2j2 γ¯i2γj2q p1´ iai1j1 γ¯i1γj1q
ı
“ Trµ p1q
ż
rdξdξs e´
ř
t ξ¯i,tξj,t`
ř
i,ptăt1qmt1tξ¯i,t1 ξ¯i,t´
ř
j,ptăt1qmt1tξj,t1ξj,t
“ Trµ p1q
ż
rdξs e´ 12 ξTAξ “ Trµ p1qPfpAq, (4.30)
where in the last line we have simply written the Grassmann integral schematically in-
volving a 2k valued Grassmann vector ξ which contains both ξi,t and ξj,t, and a 2k ˆ 2k
anti-symmetric matrix A whose matrix elements can be obtained from the second equation.
The factor mt1t is simply
a
aij pt1q aij ptq.
As is well known and can be seen in Appendix C using Grassmann integrals, Pf2 pAq “
detA for an antisymmetric matrix, so to get the weights of the elements of (4.12), we
simply have
rTrµ pp1´ iaikjk γ¯ikγjkq ... p1´ iai1j1 γ¯i1γj1qqs2 “ Trµ p1qdetA, (4.31)
for the matrix defined in (4.30).
We have checked our formula (4.31) against the BSS formula (4.16) numerically for
many configurations during the testing of our computer codes and they do agree in all the
cases.
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5The Hamiltonian Fermion Bag Algorithm
“I like to learn. That’s an art and a science.”
–Katherine Johnson
5.1 Model Applicability
We are now ready to introduce a fermion bag algorithm that is directly applicable to the
Hamiltonian picture. We will use the SSE-inspired expansion in terms of local degrees of
freedom (2.12) as discussed in Chapter 2, and compute the fermionic trace using the BSS
formula (4.16) which is discussed in Chapter 4. Our algorithm will be applicable to a wide
variety of models where the Hamiltonian can be written as H “ řb“xijyHb, with
Hb “ ´ωij e2αij
řNf
a“1
`
cai
:caj`caj :cai
˘
. (5.1)
Here i and j label nearest neighbor spatial lattice sites on a bipartite lattice, as before. The
operators cai
: and cai are fermionic creation and annihilation operators at the site i with
flavors a “ 1, 2.., Nf . The couplings of the model are defined through the real constants
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ωij ą 0 and αij .
Although the Hamiltonians in (5.1) are unconventional, they contain rich physics. They
may be considered de-sign-er Hamiltonians: chosen so that there is no sign problem and the
idea of fermion bags is applicable, and most importantly containing interesting quantum
critical points in the same universality class as models with more conventional Hamilto-
nians [50]. For a fixed Nf it is possible to prove that (5.1) is invariant under an Op2Nf q
flavor symmetry in addition to the usual lattice symmetries, some of which may be broken
spontaneously at quantum critical points [4]. The application is not limited to only one
type of Hb term, as well. For example, in addition to the terms of the form (5.1), the
Hamiltonian could also contain single site Hb terms of the form
Hint,i “ ˘U
4
eipini,Òeipini,Ó . (5.2)
This is the interaction for the Hubbard model at half-filling and introduces no sign problem.
As discussed in (3.30) and (3.31) of Chapter 3, there is a way to write the t-V model in
the form (5.1). In Chapter 6 we will use our algorithm on the t-V model, but the algorithm
is applicable to all the models given in this section.
5.2 Fermion Bags in the Algorithm
In Chapter 2 we discussed how the SSE-inspired CT-INT expansion of the partition func-
tion can lead to a localized fermion bag picture. Here we will explicitly show this in the
context of a fermionic Hamiltonian consisting of exponentiated bilinear operators that in-
volve only nearest neighbor terms, such as (5.1). Let us begin with the expression for the
partition function, coming from (2.12):
Z “
ÿ
k,tb“xijyu
ż
rdτ s p´1qk Tr
´
Hbk ... Hb2 Hb1
¯
, (5.3)
where there are k insertions of the bond Hamiltonian Hb inside the trace at times τ1 ď
τ2 ď ... ď τk. The symbol rdτ s represents the k time-ordered integrals and tb “ xijyu “
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Figure 5.1: An example configuration rb, τ s, from the expansion (5.3). The horizon-
tal axis represents the spatial lattice, while the vertical axis is continuous imaginary
time. Every bond b in the expansion has two sites, i and j. The sites are represented
by two different colored dots to represent the two different sublattices in the bipartite
lattice.
tb1 “ xi1j1y, b2 “ xi2j2y, ...bk “ xikjkyu represents the configuration of bonds at different
times. Let us label each of these bond configurations as rb, τ s. An illustration of such a
bond configuration is shown in Fig. 5.1.
Each bond represents the operator Hb that is present inside the trace in (5.3). We can
imagine Hb as creating a quantum entanglement between the fermions at i and j. Thus,
all spatial sites connected by bonds to each other at various times become entangled with
each other. Such a group of entangled sites can be defined as a fermion bag. Note that
lattice sites that are not connected to any bonds form their own fermion bags. For the
bond configuration in Figure 5.1 we identify four fermion bags as shown in the left side of
Figure 5.2. When two bonds b “ xijy and b1 “ xi1j1y do not share a site between them, the
bond Hamiltonians commute, i.e., rHb, Hb1s “ 0. This implies that the weight of the bond
configuration can be written as a product of weights from fermion bags.
It is possible to show that the space-time density of bonds is a physical quantity related
to the energy density of the system [81]. Hence for a fixed value of the coupling V we expect
a fixed density of bonds. This implies that we can use the temperature as a parameter to
control the size of fermion bags. At high temperatures we will have fewer bonds and many
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Figure 5.2: The bonds in the configuration when all of β is one time-slice form four
fermion bags between t “ 0 and t “ β, as shown to the left. When four time-slices
are used to divide β, there are more fermion bags, as shown to the right with the
bags in one time-slice colored.
small fermion bags, but as the temperature is lowered, fermion bags will begin to merge
to form a single large fermion bag. This suggests that at some optimal temperature the
fermion bags may efficiently break up the system into smaller regions that do not depend
on the system size. Even at low temperatures, we may be able to divide the imaginary time
axis into many time-slices and update a single time-slice efficiently. This is illustrated in
the right side of Figure 5.2, where the imaginary time extent of the configuration shown in
the left side of the same figure is divided into four time-slices and in the shaded time-slice
there are eight fermion bags, instead of four. We will use this concept of time-slices to
define fermion bags that are small enough for efficient calculations.
5.3 Scaling
Before we get into the algorithmic details, we give a brief note on the scaling of our al-
gorithm and similar Hamiltonian fermionic algorithms used for strong couplings. These
algorithms require a calculation of a determinant for the fermion weights, and typically for
strong coupling the BSS formula offers the best scaling for the determinant. As seen in
(4.16), the determinants are of N ˆ N matrices, and the scaling for such a computation,
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which can be accomplished by LU factorization, is O
`
N3
˘
. In practice, the update prob-
abilities are based on ratios of determinants, which can in fact be written as determinants
of much smaller matrices. However, obtaining the entries for these small update matrices
will require getting the inverse of an N ˆN matrix, which still scales as O `N3˘. Thus this
scaling typically cannot be avoided.
In addition, updates must occur throughout the entire trace, and so the number of
updates necessary to bring a configuration to equilibration will scale as O pβq. Combined
with the time taken to perform the matrix inversions, fermionic algorithms based on the
BSS formula, such as Auxiliary Field Quantum Monte Carlo and our algorithm, scale as
O
`
βN3
˘
. In the following sections we will discuss the operations we perform, their scaling,
and explain why the fermion bag approach is faster than traditional auxiliary field methods,
although both scale similarly.
5.4 Algorithm and Updates
We now discuss the Hamiltonian fermion bag algorithm in detail. In a QMC algorithm, the
ultimate goal is to make a measurement, which typically involves some kind of correlation
observable C. We will focus on an equal time correlation function which means we will
need to compute the expectation value
xCy “ Tr
`
Ce´βH
˘
Tr pe´βHq , (5.4)
where C is a product of two operators at equal time. In Chapter 6 we will discuss the
specific correlation observable we measure for the t-V model. In order for us to measure
equal time correlation functions, we choose a time τ0 to insert the correlation function
operator C. Thus, in our algorithm we generate new types of configurations labeled with
prb, τ s; τ0q in two sectors: the partition function sector (n “ 0) of weight Ω0prb, τ s; τ0q,
without the observable, and the observable sector (n “ 1) of weight fΩ1prb, τ s; τ0q, in the
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presence of the operator C. These weights are then defined by
Ωnprb, τ s; τ0q “ Tr rHbk ...Cn...Hb2Hb1s (5.5)
Here 0 ď τ0 ď β is a time where the operator Cn is introduced. In the partition function
sector C0 “ I (the identity operator) and in the observable sector C1 “ C (the equal time
correlation function operator). The observable xCy in terms of these weights in the two
sectors is
xCy “
ř
tbu,τ0
ş rdτ sΩ1prb, τ s; τ0qř
tb1u,τ 10
ş rdτ 1sΩ0prb1, τ 1s; τ 10q . (5.6)
A reweighting factor f ą 0 is chosen so that the two sectors can be sampled with roughly
equal probabilities. We record the number
N “ Ω1prb, τ s; τ0q
Ω0prb, τ s; τ0q ` fΩ1prb, τ s; τ0q (5.7)
for each configuration generated by a sweep (defined below). It is straightforward to show
that xCy “ xN y{p1´ fxN yq.
We use four different types of updates to generate the configurations prb, τ s; τ0q in the
two sectors:
1. The sector-update flips only the sector from n “ 0 to n “ 1 and vice versa.
2. The bond-update changes the entire bond configuration rb, τ s to rb1, τ 1s while keeping
τ0 and the sector number n fixed.
3. The time-update changes the imaginary time location τ0 where the observable is
measured. This is only done in the n “ 0 sector to save time.
4. The move-update changes the times where the bonds occur as long as the bond
operators Hb commute. This does not change the overall weight. While the time
ordering of bonds in general will change, the time ordering of bonds which share sites
in common will be preserved.
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We define a sweep when we accomplish all the four updates a certain number of times in
a particular order. Out of these four updates the two most time intensive updates are the
sector-update and the bond-update, as we discuss below. The bond-update is performed
only once per sweep. The time-update and move-update do not require us to calculate any
weight ratios and are easy to implement. We make the time-update, move-update, and
sector-update a fixed number of times per sweep depending on the lattice size.
For the bond updates we need to compute the ratio
R “ Ωn prb, τ s; τ0q
Ωn prb1, τ 1s; τ0q , (5.8)
to calculate the transition probabilities in the Metropolis accept/reject step. The sector
update is a special case of the bond update and requires a similar calculation. Here we
only focus on the details of the bond updates since it can easily be modified to perform
the sector update. Using the BSS formula (4.16), given in Chapter 4, we can show
Ωn prb, τ s; τ0q “ det p1N `Bbk ...On...Bb2Bb1q , (5.9)
where 1N , Bb and On are all N ˆ N matrices with rows and columns labeled by spatial
lattice sites. The matrix 1N is the identity matrix, while Bb is the identity matrix except
in a 2ˆ 2 block labeled by the rows and columns of the sites that touch the bond b “ xijy.
Finally, the matrix On depends on the sector n. O0 is given by O0 “ 1N and O1 depends
on the correlation function operator C.
In order to perform the updates, we divide the configuration space into time-slices of
an appropriate width wτ with τ0 chosen to be at the beginning of the first time slice. We
then update bonds within each time-slice sequentially. During the update of a time-slice
we define two N ˆN matrices: the background matrix MB (which is a product of all of the
Bij matrices outside the selected time-slice and On), and the time-slice matrix MT , which
is the product of all the Bij matrices within the time-slice being updated. Figure 5.3 shows
what contributes to MB and MT . When the configuration of bonds within the time-slice
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Figure 5.3: This is the same configuration with four time-slices found in Figure
5.2. The algorithm moves through the time-slices sequentially, updating one at a
time. The fermion bags are highlighted for the timeslice currently being updated in
this figure. Within each time-slice, spatial blocks are randomly chosen and updated
one at a time. The gray square represents one such spatial block. The MT and MB
regions used in (5.10) and (5.11) are defined to the right of the box.
is changed then only MT changes to M
1
T . The ratio R from (5.8) is given by
R “ detp1N `MBM
1
T q
detp1N `MBMT q . (5.10)
For reasons explained below, within a time-slice update we further subdivide the update to
make what we will call block updates. For each block update we randomly choose a spatial
block containing a relatively small number of sites compared to the entire spatial lattice
(highlighted in gray for Figure 5.3), and focus on updating the bonds only within that block.
We will make enough block updates within a time-slice to theoretically cover the entire
spatial lattice at least once before moving onto the next time-slice. While R in (5.10) is the
ratio of the proposed update configuration weight and the current configuration weight,
we can define Rcurr to be such a ratio for a current configuration during the block update
and a background configuration at the beginning of the block update, and Rnew to be
such a ratio for a proposed configuration during a block update and the same background
configuration. The weight ratio that we need is then found from Rnew{Rcurr (the same
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concept used in (2.7) for fermion bags in the Lagrangian formalism). Since we usually have
already found Rcurr from a previous update proposal, the new update calculation usually
consists of only one calculation of Rnew.
These ratios will in fact be determinants of smaller matrices than N ˆ N , because it
can be shown that we can write (5.10) as
R “ detp1N `MBM
1
T q
detp1N `MBMT q “ det p1N `GB∆q , (5.11)
where we have defined two new N ˆ N matrices: GB “ p1N `MBMT q´1MBMT and
∆ “ `M´1T M 1T ´ 1N˘. Since the bond matrices Bb in different fermion bags commute, it is
easy to verify that ∆ is non-zero only within rows and columns which contain spatial sites
connected to fermion bags that change. Thus during a block-update the size of the matrix
∆ cannot be greater than the sum of the sites in all the fermion bags that touch the sites
within the block. We refer to this set of sites, which can be larger than the spatial block
size, as a super-bag and denote its size as s. Since ∆ is non-zero only in an s ˆ s block
matrix, it is easy to show that the computation of Rcurr{Rnew (the ratio of the weight of
the current or new configuration with that of the background configuration that existed
at the time when the block update began) using (5.11), reduces to the computation of the
determinant of an sˆ s matrix.
Within a block-update, it is clear that the matrices M 1T that are found in ∆ (5.11)
must be updated often, once for each accept/reject proposal. For ease of computation
and to ensure stability, the quantity we update is actually F “ GBMT´1MT 1, and the
determinant we calculate is
R “ det `r1´GB ` F ssˆs˘ “ ˇˇˇdet´“p1´GBqQT `R‰sˆs¯ˇˇˇ , (5.12)
where we are using the RQ factorization of F into an upper triangular matrix R and an
orthogonal matrix Q, as in [1]. Only the MT 1 matrices have to be updated each time, so
we store an RQ factorization of the GBMT
´1 product for the block update.
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When we need to move to the next block in the same timeslice, GB is also updated
according to the super-bag S of the current block. Here we use the Woodbury identity to
make the update only of order O
`
sN2
˘
. Assuming GB “ p1`MBMT qMBMT before the
update,
1´G1B “
`
1`MBM `MBM
`
M´1T M
1
T ´ 1
˘˘´1
“ 1´GB
` rGBsNˆs
`r1´ GT ´GB ` 2GTGBssˆs˘´1 rp1´ 2GT qssˆs rp1´GBqssˆN
(5.13)
where MT and MT
1 are matrix products in timeslice T for the configurations that go with
GB and G
1
B, respectively, and GT “
`
1`M´1T MT 1
˘´1
M´1T MT
1. The symbol r ssˆs means
only the rows and columns belonging to the super-bag S are used, with r sNˆs and r ssˆN
forming matrices from columns belonging to S and rows belonging to S, respectively. The
expression (5.13) is in a slightly different form than the typical Woodbury formula and is
written specifically in terms of these GB and GT quantities because doing so improves the
numerical stability of the calculation.
5.5 Stabilization of Calculations
The remaining challenge lies in calculating and updatingGB from one time-slice to the next,
which is well-known to be unstable if computed naively [1]. The problem stems from the
fact that the matrices MB, MT , and MT 1 cannot be constructed naively as a product of the
block matrices Bb and then added to an identity matrix at the end before we take an inverse
or determinant, since the calculation involves sums of terms that can be orders of magnitude
apart. In a typical auxiliary field Monte Carlo method the product is accomplished using
the singular value decomposition (SVD) or Gram-Schmidt decomposition of the individual
B matrices that are contained in these matrices. This is time consuming and it would be
helpful to avoid it as much as possible. In our case, since each Bb is only non-trivial in a 2ˆ2
block, we can indeed multiply many of them at a time without worrying about stabilization
issues. We call each such grouping as a partial product Mp. However the process of
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combining these partial products will still need some kind of stabilization in principle.
There are three main numerical instabilities that we have to deal with: (1) computing GB
and then updating it when we move on to a different time-slice, (2) updating GB between
block-updates within the same time-slice, and (3) updating ∆ for each configuration update
and ensuring a stable determinant. We have already discussed how we deal with (2) and
(3), by giving the special Woodbury update form we use in (5.13) and the RQ factorization
we use in (5.12). We will now discuss how we deal with (1) in some detail. We have found
that we can accomplish a stable calculation of GB without using SVDs, as discussed below.
First note that given two matrices, M1 and M2, we have the identity
p1` M1M2q´1 “ p1`M2q´1
ˆ
´
p1`M1q´1 p1`M2q´1 `p1`M1q´1M1M2 p1`M2q´1
¯´1 p1`M1q´1 . (5.14)
Further it is convenient to know that p1`Mq´1M “ 1 ´ p1 `Mq´1. This means we
can construct p1 `M1M2q´1 from p1 `M1q´1 and p1 `M2q´1. Hence we can build GB
from partial versions labeled as GT “ p1 `MT q´1MT associated with each time slice T .
The matrix GT in turn is obtained by combining the partial matrices Gp “ p1`Mpq´1Mp
within a time slice, where the matrices Mp are the partial products we explained above. In
fact the last step can be performed more efficiently using the idea of fermion bags. For each
time-slice, we first focus our efforts in constructing GT at the fermion bag level. Within
each fermion bag we build up partial Gp matrices (built from Mp partial groupings), and
combine them to create Gf , which is the total contribution from that bag. Thus each Gf
is a matrix with f rows and f columns corresponding to the fermion bag sites. We can
then combine the Gf matrices into a GT matrix, which has distinct blocks according to
the fermion bags. Thus, while GB is an N ˆN matrix, we can use the idea of fermion bags
along with the identity (5.14) to reduce the number of operations. While this unfortunately
does not reduce the scaling of the algorithm as compared to a traditional auxiliary field
Monte Carlo method which scales as O
`
βN3
˘
, it does significantly reduce the slope.
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As we build GB, the partial forms of GB consisting of various combinations of the GT
matrices are already stored either in computer memory or on the hard disk. The stored
partial forms allow us to make fast updates to GB when we move sequentially through
the time-slices by only having to combine one or two matrices per timeslice update. This
allows us to keep the linear β scaling. More details on how the storage scheme works can
be found in [79].
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6Results for the t-V Model
“A very large part of space-time must be investigated, if reliable results are to be obtained.”
–Alan Turing
6.1 Quantum Critical Behavior in the t-V Model
We finally discuss how we have used the fermion bag algorithm discussed in Chapter 5 to
study the quantum critical behavior of the t-V model Hamiltonian (3.1). More specifically,
the Hamiltonian we have studied is defined on a square lattice with a pi-flux on each
plaquette (introduced in (1.23)). We can write it as
H “ ´t
ÿ
xijy
ηij
´
c:icj ` c:jci
¯
` V
ÿ
xijy
ˆ
ni ´ 1
2
˙ˆ
nj ´ 1
2
˙
., (6.1)
where ηi,i`eˆx “ 1 for all i and ηi,i`eˆy “ p´1qix for even i. As discussed in Chapter 3,
this model is expected to undergo a second-order quantum phase transition at a critical
coupling V “ Vc, between a semimetal phase for small V and an insulator phase for large
V with a charge density wave ordering where σi pni ´ 1{2q ‰ 0. The symbol σi is the
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parity factor, introduced in (3.4), and is +1 if the point i is on the even sublattice and -1
if the point i is on the odd sublattice. The transition is expected to belong to the chiral
Gross-Neveu universality class with one flavor of four-component Dirac fermions.
Using renormalization group analysis it is possible to show that second-order phase
transitions can be characterized by critical exponents [87]. In the bosonic sector, there
are usually two independent leading exponents, which we can take to be ν and η. The
ν exponent describes the power law behavior of the correlation length near the critical
coupling:
ξ 9 1|pV ´ Vcq {Vc|ν . (6.2)
The η exponent describes the critical behavior of the order parameter correlation function
G prq, which decays algebraically with the distance r as
xG prqy 9 1
rd´2`η , (6.3)
where d is the space-time dimension of the system [24]. Here we assume that the critical
point is relativistically invariant, which is expected to be true for the t-V model.
For the t-V model, the order parameter that describes the phase transition is the charge
density wave order characterized by the local operator σi pni ´ 1{2q. To detect order in this
operator, we measure the equal time correlation function of the operator C at a distance
L/2 defined as
C “ σp0,0qσpL{2,0q
ˆ
np0,0q ´ 12
˙ˆ
npL{2,0q ´ 12
˙
. (6.4)
How we can measure this operator in our QMC was introduced in Chapter 5 (see (5.4) and
the discussion following it.) The ordered pairs in the subscripts in (6.4) label the x and
y coordinates of the sites on the square lattice, with p0, 0q being the origin, and pL{2, 0q
being L{2 units in the x direction from the origin, where L is width of the entire lattice.
Since a single correlation length dominates the critical region, we can combine (6.2) and
(6.3) with dimensional analysis and derive a finite size scaling relation for our correlation
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observable defined in (6.4):
xC ppL{2, 0qqy “ 1
L1`η f
´
pV ´ VcqL1{ν{t
¯
. (6.5)
The expression (6.5) will play a key role in our determination of the critical exponents.
6.2 Testing the Algorithm for the t-V Model
Before making measurements on large lattices, we needed to test both the stabilization
aspects and the QMC updates for our algorithm. We discussed in Chapter 5 how one
of the main steps in the algorithm involves computing ratios (5.8), R, of configuration
weights, Ωnprb, τ s; τ0q, as found in (5.5).
While these weights are most efficiently computed using the BSS formula (4.16), the
computation needs to be stabilized and the stabilization techniques we developed (described
in Sections 4 and 5 of Chapter 5) need to be tested. Fortunately, as we have discussed in
Chapter 4, the weights in (5.5) can also be computed as determinants of 2kˆ 2k antisym-
metric matrices (4.31), where k is the number of bond insertions. Although the calculation
of each determinant with the Pfaffian formula is more time consuming than with the BSS
formula, it is stable. We have computed R by both these methods on small lattices and
confirmed that they agree to very high accuracy.
We have also tested the correctness of the QMC updates by comparing the results for
the observable xCy obtained from the Monte Carlo algorithm against exact diagonalization
calculations. Table 6.1 summarizes the results on 2ˆ2 and 4ˆ4 lattices at couplings V “
1.200, 1.304 for inverse temperature values of β “ 1.0, 2.0, 4.0, 8.0. We have also verified
that the value of the reweighting factor f does not affect the observable. We show our
results for f “ 10.0 and 50.0. The table shows that the Monte Carlo results agree with the
exact calculations within errors as expected. Additionally, similar tests were performed at
V “ 1.304 for f “ 1.0, 2.0, and f “ 20.0, and again the exact results were within the errors
of the Monte Carlo results.
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2ˆ2 Lattice, V=1.200
β “ 1.0 β “ 2.0 β “ 4.0 β “ 8.0
MC (f=10) 0.09838(16) 0.14265(15) 0.15091(9) 0.15105(7)
MC (f=50) 0.09872(23) 0.14242(19) 0.15082(13) 0.15107(11)
Exact 0.098550... 0.142590... 0.150801... 0.150939...
2ˆ2 Lattice, V=1.304
β “ 1.0 β “ 2.0 β “ 4.0 β “ 8.0
MC (f=10) 0.10290(17) 0.14562(13) 0.15286(9) 0.15320(7)
MC (f=50) 0.10261(25) 0.14557(18) 0.15287(13) 0.15305(11)
Exact 0.102948... 0.145738... 0.152973... 0.153078...
4ˆ4 Lattice, V=1.200
β “ 1.0 β “ 2.0 β “ 4.0 β “ 8.0
MC (f=10) 0.03117(8) 0.05955(12) 0.07781(15) 0.07997(14)
MC (f=50) 0.03127(8) 0.05948(13) 0.07780(16) 0.07994(16)
Exact 0.031285... 0.059458... 0.077769... 0.080009...
4ˆ4 Lattice, V=1.304
β “ 1.0 β “ 2.0 β “ 4.0 β “ 8.0
MC (f=10) 0.03819(10) 0.07272(15) 0.08959(17) 0.09060(16)
MC (f=50) 0.03798(13) 0.07293(16) 0.08934(18) 0.09087(18)
Exact 0.038105... 0.072760... 0.089511... 0.090672...
Table 6.1: Monte Carlo measurements (MC) and exact calculation values (Exact) on
small lattices for different parameter combinations.
To see how far we could push our new algorithm, we looked at its results for some very
large lattices. Note that our algorithms are designed so that the maximum fermion bag
size in the block updates remains independent of the lattice size near the critical point. For
the t-V model we tested this by taking β “ 4.0 and dividing the imaginary time direction
into 16 time-slices, and studied the fermion bag size as a function of the lattice size. For
equilibrated configurations of L “ 48, 64 and 100, the average maximum fermion bag size
within a time-slice was about 30 sites–independent of L. Further tests suggest that the
optimal temperature (time-slice size) is roughly 0.25. Because of this, we set the timeslice
size (wτ from Chapter 5) to 0.25 for all calculations. This implies that the block updates
usually involve computing determinants of 30 x 30 matrices independent of the lattice size.
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Figure 6.1: Plot showing β “ L equilibration of the total number of bonds Nb
in a bond configuration starting from zero, as a function of Monte Carlo sweeps.
The horizontal lines show the expected equilibrated values. The times for a single
bond-update on a single core are approximately 30 days for L “ 100, 30 hours for
L “ 64, and 4 hours for L “ 48. Inset shows equilibration at L “ 100, β “ 4.
In Figure 6.1 we show equilibration of Nb (the total number of bonds in a configuration)
as a function of sweeps for β “ L “ 48, 64, 100 (2, 304, 4, 096, and 10, 000 site lattices,
respectively) at the coupling V “ 1.304t, which was predicted to be the critical coupling in
[78]. Although the L “ 100 data has not equilibrated, there is no bottleneck (see inset of
Fig. 6.1). We estimate the bond density at equilibrium to be Nb{βL2 « 2.7, which means
at L “ β “ 100 we will have roughly 2.7 million bonds after equilibration, which appears
consistent with the figure. A single sweep requires roughly a month on a single 3GHz CPU
core.
We have confirmed that the computation time of the bond update as a function of the
lattice size and imaginary time scales as expected. In Figure 6.2, we show the OpβN3q
scaling of time for a complete bond-update. In particular we plot the bond-update time τb
(in days) as a function of L for three different lattice sizes at the coupling V {t “ 1.304
close to the critical point. Since β “ L we expect a scaling of OpL7q. The solid line in
the figure is the plot of τb “ 3ˆ 10´13L7 (days) and roughly passes through all the points.
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Figure 6.2: Plot showing the time to complete a single bond-update (in days) for
L “ 48, 64, 100 with β “ L at V {t “ 1.304. The solid line is a plot of τ “ 3ˆ10´13L7
(days).
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Figure 6.3: Measurements ofN taken from different threads starting from the same
equilibrated configuration for V “ 1.304 at L “ 48. The first two measurements for
each thread have been discarded. The full average from the data, .0019, is given
by the gray line in each plot. The first plot has an average of .0023, the second an
average of .0016, and the third an average of .0014.
We have compared the performance of our Hamiltonian Fermion Bag algorithm with that
of an Auxiliary Field Quantum Monte Carlo algorithm, which as discussed in Chapter 5,
also scales as O
`
βN3
˘
. The results are given in Appendix D.
In order to compute our observable accurately, we need to generate a large number
of statistically independent configurations. For small lattices it is easy to run many inde-
pendent processes from a configuration without any bonds and let them each equilibrate
independently before taking data. We then generate about 2 ˆ 104 equilibrated configu-
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rations for statistics. For large (L “ 48, 64) lattices, where it is difficult to equilibrate the
configurations, we start with 10 independent equilibrated configurations. We then make
100 copies of each of the equilibrated configuration and distribute them over 1000 cores.
We then start an independent Monte Carlo thread on each of these cores. We used two
computing resources outside of our local cluster: The Open Science Grid and Bridges at the
Pittsburgh Supercomputing Center through XSEDE to obtain 1000 cores. In Figure 6.3
we plot the Monte Carlo fluctuations of three such threads starting from the same equili-
brated configuration with different random number sequences. Note that the observable N
defined in (5.7) seems to become decorrelated within a few sweeps. We generate 20 sweeps
of data on each of the 1000 threads for our statistics, and compute averages after throwing
away the first few sweeps.
6.3 Results
An exciting aspect of our sign problem solution for the t-V model was that it opened the
door to the first quantum Monte Carlo calculations for the critical behavior in the Chiral
Ising universality class with a single four-component Dirac fermion. In response to the
Chiral Ising Universality Class Results
Model Method ν η
Honeycomb QMC (CT-INT) [78] 0.80(3) 0.302(7)
pi-flux QMC (CT-INT) [78] 0.80(6) 0.318(8)
Honeycomb QMC (AUX) [52] 0.77(3) 0.45(2)
pi-flux QMC (AUX) [52] 0.79(4) 0.43(2)
Honeycomb QMC (CT-INT) [38] 0.74(4) 0.275(25)
Gross-Neveu 4´  (third-order) [59] 0.858 0.463
Gross-Neveu 4´  (fourth-order) [86] 0.91 0.4969
Gross-Neveu FRG [68, 41] 0.927 0.525
Gross-Neveu Conformal Bootstrap [48] 1.316 0.551
Gross-Neveu 1/N Expansion [41] 0.738 0.635
Table 6.2: Critical exponents according to various continuum and QMC methods.
Organized similarly to the compilation in [64].
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fact that we had proven that QMC could be applied successfully to the t-V model, there
were multiple QMC studies carried out for this model within the first year of our paper.
Table 6.2 summarizes the QMC results along with those in the continuum that have been
obtained up until the present. The values for the critical exponents ν and η, which were
discussed in Section 6.1, are given for each of the calculations.
There are a couple things to note from the table. First, while the QMC results seem to
be in general agreement regarding the ν value, there is significant variation for the η value.
The auxiliary field methods (AUX) in the table, which are discrete time methods, have η
significantly larger than the continuous time (CT-INT) methods. On the other hand the
auxiliary field methods go to larger lattices (1152 sites [52] for the honeycomb lattice, 484
sites [52] on the pi-flux lattice) than the continuous time methods (882 sites [38] and 450
sites [78] on the honeycomb lattice, 400 sites [78] on the pi-flux lattice). Additionally, the
QMC methods for the most part seem to have lower values for both η and ν than the
continuum techniques. The QMC (AUX) methods in [78] were able to reproduce the lower
η values of the CT-INT calculations on smaller lattices. This suggested that there were
substantial finite size effects, and our hope was that perhaps we could use the Fermion Bag
algorithm for the t-V model to reach larger lattices and resolve some of this conflict.
All our data obtained for our observable is tabulated in Tables 6.3 and 6.4. In all of
V {t L “ 12 L “ 16
1.200 0.01008(10) 0.00527(7)
1.250 0.01410(14) 0.00833(10)
1.270 0.01586(16) 0.00997(11)
1.280 0.01694(16) 0.01086(12)
1.296 0.01910(17) 0.01310(15)
1.304 0.01990(14) 0.01354(13)
1.350 0.02582(23) 0.02012(20)
1.400 0.03413(30) 0.02903(30)
Table 6.3: Our small lattice Monte Carlo results for the t-V model (6.1) on a square
lattice with 12 ď L ď 16 and β “ L. This data was not included in the scaling fit.
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V {t L “ 20 L “ 24 L “ 32 L “ 48 L “ 64
1.200 0.00298(3) 0.00184(3) 0.00080(1) ´ ´
1.250 0.00545(6) 0.00380(5) 0.00204(2) 0.00074(2) ´
1.270 0.00699(8) 0.00517(7) 0.00315(4) 0.00151(3) 0.00085(1)
1.280 0.00787(9) 0.00590(9) 0.00377(4) 0.00204(3) 0.00130(2)
1.296 0.00946(10) 0.00740(9) 0.00512(6) 0.00339(5) ´
1.304 0.01022(8) 0.00844(9) 0.00611(6) 0.00423(5) ´
1.350 0.01705(16) 0.01522(16) 0.01426(18)* ´ ´
1.400 0.02707(20) 0.02630(35) 0.02637(38)* ´ ´
Table 6.4: Our large lattice Monte Carlo results for the t-V model (6.1) on a square
lattice with 20 ď L ď 64 and β “ L. The starred data was not included in the
scaling fit.
these results we set β “ L. We expect the following asymptotic behavior for our specific
observable, C:
xCy „
$&%
L´4 , V ă Vc
1 , V ą Vc
L´1´η , V “ Vc
, (6.6)
and near the critical point we can get a more detailed formula:
xCy “ 1
L1`η f
´
pV ´ VcqL1{ν{t
¯
, V « Vc. (6.7)
The last relation was derived in the first section of this chapter [16, 15].
We now proceed to check our Monte Carlo results for consistency with (6.6) and (6.7).
First, in the region where V ă Vc, we expect to see an asymptotic behavior of xCy „ L´4.
This occurs because for the free theory there is no scale in the problem and we can use
dimensional analysis in the Lagrangian formalism to show that the conditions imposed by
the dimensionless action ensure that a two-point correlation function must have dimension
L´4. Figure 6.4 shows data from an exact calculation at V “ 0. The L´4 asymptotic
behavior is clear.
On the other hand, when V ą Vc, we expect to see xCy go as a constant. This occurs
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Figure 6.4: Exact data for the t-V model at V “ 0.0. The correlation function
goes as L´4. The solid line shows the slope for L´4 behavior.
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Figure 6.5: Monte Carlo data for the t-V model at V “ 1.4. The correlation
function goes as a constant at large L, as expected. The solid line highlights this
constant behavior.
82
◇◇◇ ◇◇◇ ◇◇◇◇
◇◇◇◇
◇ ◇
◇
◇ V/t=1.200◇ V/t=1.250
◇ V/t=1.270◇ V/t=1.280
◇ V/t=1.296◇ V/t=1.304
◇ V/t=1.350◇ V/t=1.400
-4 -2 0 2 40.000
0.500
1.000
1.500
2.000
2.500
3.000
3.500
(V-Vc)L1/ν/ t
〈C〉L1
+η
Figure 6.6: Critical scaling plot showing our Monte Carlo data scaled with η “ 0.51,
ν “ 0.89, Vc “ 1.281t. The solid line shows fpxq “ 0.72`0.29x`0.051x2`0.0034x3.
because in a local theory we expect correlation functions to behave as
lim
iÑlarge xO0Oiy „ xO0y xOiy , (6.8)
where the subscripts 0 and i are spatial locations, and O0 and Oi are bilinear operators.
This was true for V ă Vc because xσi pni ´ 1{2qy “ 0, and xCy scaled as L´4. However,
when V ą Vc, xσi pni ´ 1{2qy ‰ 0, which implies that xCy must become a constant inde-
pendent of L. Figure 6.5 shows data from our Monte Carlo results for V “ 1.4. We indeed
see that xCy goes to a constant in this plot.
Finally we focus on our results for xCy near the critical point and try to fit them to the
equation (6.7). Approximating fpxq “ f0 ` f1x` f2x2 ` f3x3, we have performed a seven
parameter combined fit of the data without special symbols in Table 6.4. From the fit we
obtain η “ 0.51p3q, ν “ 0.89p1q, Vc “ 1.281p2qt, f0 “ 0.72p6q, f1 “ 0.29p2q, f2 “ 0.051p5q
and f4 “ 0.0034p5q. The χ2{DOF for the fit is 0.90. We show the data and the fit in
Figure 6.6. The theoretical 4´  expansion exponent predictions for three and four loops,
seen in Table 6.2, are compatible with our results [59, 68].
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Figure 6.7: Plots of xCy as a function of L (with β “ L) at various values of
V . The left plot shows that xCy scales as L´4 at V “ 0 as expected, and the solid
line shows the best fits for xCy „ L´p1`ηq at couplings V “ 1.296t and V “ 1.280t.
The right plot shows how xCy saturates to a constant at V “ 1.4t, and the solid
lines shows the best fit for xCy „ L´p1`ηq at couplings V “ 1.304t and V “ 1.270t.
Empty diamonds are used to mark data not included in a fit. See text for further
explanation of the plot.
As discussed in Section 6.1, this phase transition has been studied earlier by QMC on
smaller lattices by two groups. We now understand why the critical point and the critical
exponents measured were in disagreement with each other. The first calculation on a pi-flux
lattice, row 2 in Table 6.2, was performed on lattices up to N “ 400 sites and it was found
that Vc “ 1.304p2q, η “ 0.318p8q and ν “ 0.80p6q [78]. In a later pi-flux calculation, row 4
in Table 6.2, lattices up to N “ 484 sites were used and it was found that Vc “ 1.296p1q,
η “ 0.43p2q and ν “ 0.79p4q [52]. Our results are compatible with both of these as shown
in Figure 6.7. We believe the small lattices and the range of fits considered led the authors
to the erroneous conclusions. For example, if we assume Vc{t “ 1.296 or 1.304 and fit
our data to the form L´p1`ηq, after dropping larger values of L we get η “ 0.41p4q and
η “ 0.31p4q respectively with a reasonable χ2{DOF (see Figure 6.7). However, the fits fail
dramatically if data from L “ 32 and L “ 48 is included.
Our results are obtained from lattice sizes that are up to eight times larger than earlier
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studies and suggest a lower critical point and so a higher value for the exponent η. The
value of ν also seems slightly higher. On one hand at V “ 1.270t the data fits well for larger
lattice sizes from L “ 20 up to L “ 48 and gives us η “ 0.74p2q with a reasonable χ2{DOF .
However, once we include data from L “ 64 at V “ 1.270t in the fit, even if we drop L “ 20,
the χ2{DOF increases to 3.85, and so with the inclusion of large lattices we are able to
conclude that V “ 1.270t is below the critical coupling. Figure 6.7 shows this deviation at
V “ 1.270t. Now when we do this fit for V “ 1.280t from L “ 20 to L “ 64, we keep a low
χ2{DOF , and for the data L “ 24 to L “ 64 we get an estimated η “ .52p2q, consistent
with our combined fit. This fit is also shown in Figure 6.7. Everything is consistent with
our results for the critical coupling of V “ 1.281p2qt as discussed above.
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7Conclusions and Summary
“My interpretation can only be as inerrant as I am, and that’s good to keep in mind.”
–Rachel Held Evans
In this thesis we have adapted the idea of fermion bags to the Hamiltonian picture and
this has helped us in two ways: First, in finding new ways to solve sign problems, thus al-
lowing QMC studies of the critical behavior in strongly correlated systems that previously
could not be studied nonperturbatively. Second, in developing new efficient algorithms for
studying large systems.
To summarize the first point, fermion bag ideas helped us find a solution for the t-
V model, which involves only one layer of strongly interacting fermions–odd numbers of
layers have traditionally been more difficult to simulate. This particular sign problem had
remained unsolved for almost thirty years since its first study [33]. Fermion bag ideas
have since led to solutions for other fermionic models with an odd number of layers and/or
models involving fermions interacting with quantum spins, as well as extensions to simple
Z2 lattice gauge theories that interact with fermions. We found that a key advantage to
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fermion bag ideas is that they can be combined with other techniques such as worldline
methods and meron cluster techniques to solve a problem. The Majorana representation,
which was discovered later and partially motivated by our work, has helped in extending
the solution to many new models as well.
As to the second point, we have found fermion bag ideas to be a useful guiding principle
for developing new efficient QMC algorithms in the Hamiltonian picture. By looking for
ways to group local spatial degrees of freedom and only update one or two of these groups
at a time, we have developed in this work an algorithm that not only draws from the
strengths of state-of-the-art Hamiltonian algorithms–such as matching the O
`
βN3
˘
scaling
of auxiliary field methods and possessing the continuous time abilities of the LCT-INT
methods [79]–but also offers its own unique advantages, such as the ability to make very
fast global updates like the move updates, which are only Op1q each in computational time.
Additionally, the fermion bag concept allows for faster stabilization in the algorithm.
We have demonstrated that this algorithm works well for the pi-flux t-V model and used
the algorithm to study the model’s quantum critical behavior. Using lattices with up to
642 spatial sites in our work, we have computed the critical exponents of the chiral Gross-
Neveu universality class containing a single four-component Dirac fermion more reliably
than before. We find η “ .51p3q, and ν “ .89p1q and our results are compatible with those
from recent 4 ´  expansion results in the continuum [86]. These exponents have values
that are shifted higher compared to the previous QMC studies, which did not include the
large lattices used in our work. We can reproduce the results from previous QMC studies
if we remove the results from our large lattices.
There are multiple interesting directions for expanding our work, and a few of them
are given below. While many QMC studies have been done for the Chiral Heisenberg
universality class and now the Chiral Ising universality class as well, which consist of Dirac
fermions acquiring mass by breaking SUp2q and Z2 symmetries, respectively, there is still
more need to establish the behavior for the Chiral XY universality class, where Dirac
fermions acquire mass by breaking a Up1q symmetry [55]. There are models assumed to be
87
in this class that can be simulated without sign problems, and they appear to be amenable
to our new Hamiltonian fermion bag techniques. This offers a straightforward extension
to our work.
While we have found one useful way to group degrees of freedom in the Hamiltonian
picture, there may be other fermion bag inspired ways to approach the Hamiltonian pic-
ture that lead to sign problem solutions and new algorithms. Our work connecting the
fermion bag approach with the meron-cluster approach [43] still needs to be developed and
understood more fully, especially since the meron-cluster approach offers very favorable
computational scaling (OpNq updates) compared to our fermion bag work so far. By com-
bining these approaches we have found ways to extend our original sign problem solution to
additional models, including models that involve interacting fermions and quantum spins.
We should be able to compute critical exponents on large lattices for these models, which
can exhibit phases that include semimetal and massive CDW phases for the fermions, along
with antiferromagnetic, ferromagnetic, and disordered phases for the quantum spins. The
critical behavior of the fermions and quantum spins is coupled due to the fermion-spin
interaction, and it would be interesting to characterize the resulting transitions.
Finally, for certain models involving fermions interacting with Z2 gauge theories where
current methods face difficult critical slowing down [4, 29], it seems our algorithm may
offer certain advantages. These theories offer exotic transitions where the fermions undergo
symmetry breaking while the gauge field undergoes a confinement at the same time, and
may be experimentally realizable with cold atom systems [88]. The QMC studies thus far
suggest these transitions are continuous and consistent with being second-order, but there
is not yet an established understanding for any transitions of this type, and larger lattice
studies would provide a rigorous way to confirm their existence and characterize them.
In this thesis we have provided a starting point for the exploration of fermion bag ideas
in the Hamiltonian picture, but there remains much room for the further development of
these ideas, which show potential for both uncovering and studying new quantum critical
points. It is exciting to contemplate what the future for nonperturbative studies may hold.
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Appendix A
Grassmann Number Identities
Grassmann numbers are key for writing fermionic path integrals in quantum mechanics.
Their basic property can be motivated from seeking the eigenstate |ψy of the fermionic
annihilation operator (known as a coherent state):
c |ψy “ ψ |ψy . (A.1)
The eigenvalue ψ is the Grassmann numbers, and from here it becomes clear that because
cc “ 0 (from the anticommutation relations), we must have
ψ2 “ 0. (A.2)
These numbers must also anticommute with each other and with fermionic creation and
annihilation operators. The form of the coherent state can then be understood to be
|ψy “ |0y´ψ |1y. For the creation operator there is a corresponding Grassmann number ψ¯
that defines a corresponding coherent state
@
ψ¯
ˇˇ “ x0|´x1| ψ¯. More details on the derivation
of and the physics related to these numbers can be found in [74].
From (A.2) we have the key property that any function of Grassmann numbers can be
expanded as
f pψq “ f0 ` f1ψ, (A.3)
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since all higher powers are zero.
Grassmann integrals are all defined based on two key identities:
ż
dψ ψ “ 1
ż
dψ 1 “ 0.
(A.4)
From (A.4) combined with the anticommutation of Grassmann numbers we get
ż
dψ¯dψ ψψ¯ “ 1
ż
dψ¯dψ ψ¯ψ “ ´1.
(A.5)
The following identities then hold for integrals of exponentiated Grassmann numbers:
ż
dψ¯dψ e´aψ¯ψ “ a
ż “
dψ¯dψ
‰
e´
ř
xy ψ¯xAxyψy “ detA,
(A.6)
where a and Axy are just numbers, and Axy is an element of an N ˆ N matrix. The
notation
“
dψ¯dψ
‰
is defined as dψ¯1dψ1...dψ¯NdψN .
Finally, the trace of an operator O is given by
Tr pOq “
ż
dψ¯dψ
@´ψ¯ˇˇO |ψy e´ψ¯ψ. (A.7)
90
Appendix B
Writing a Trace as a Pfaffian
In Section 4 of Chapter 4, we proved that the Quantum Monte Carlo weights in (4.12)
could be written as the squares of Pfaffians. In doing so, we used the following identities
for even n:
p´iqn
b
aij pt1q ....aij ptnq γ¯i....γ¯i “
ż “
dξ¯
‰
i
e
ř
tăt1
?
aijpt1qaijptqξ¯i,t1 ξ¯i,t , (B.1)
and b
aij pt1q ....aij ptnq γj ....γj “
ż
rdξsj e´
ř
tăt1
?
aijpt1qaijptqξj,t1ξj,t , (B.2)
and stated that for odd n the integrals are zero. Here we prove why these identities hold.
First it is trivial to see why each integral with odd n is zero. If n is odd, then the measure
will have an odd number of differentials. However, the exponential always contains pairs
of Grassmann numbers. Thus the only nonzero terms in an expansion of the exponential
will have fewer Grassmann numbers than there are differentials, and the integral will be
zero.
Now we turn to the nontrivial case of even n. We will find that (B.2) will follow
directly from the proof of (B.1). It is useful to introduce a label for the right-hand-side of
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the integral in (B.1). We define Pn for even n as
Pn “
ż “
dξ¯
‰
i
e
ř
tăt1
?
aijpt1qaijptqξ¯i,t1 ξ¯i,t{
b
aij pt1q ....aij ptnq. (B.3)
This will be a useful quantity in the following proof by induction, where we will seek to
show that Pn “ p´1qn, as (B.1) states. We begin with the base cases for (B.1). For a single
pair of Majorana operators on the left-hand-side (n “ 2), the right hand side of (B.1) reads
as b
aij pt1q aij pt2qP2 “
ż
dξ¯i,t2dξ¯i,t1e
?
aijpt1qaijpt2qξ¯i,t2 ξ¯i,t1
“´
b
aij pt1q aij pt2q
“p´iq2
b
aij pt1q aij pt2q .
(B.4)
This is certainly in agreement with (B.1), and it also tells us that
P2 “ p´iq2. (B.5)
Moving on to two pairs of Majorana operators on the left hand side, the right hand side
gets a little more complicated. We show it because it makes the generic nth step clearer:b
aij pt1q aij pt2q aij pt3q aij pt4qP4 “
ż
dξ¯i,t4dξ¯i,t3dξ¯i,t2dξ¯i,t1
ˆ e
?
aijpt1qaijpt2qξ¯i,t2 ξ¯i,t1e
?
aijpt1qaijpt3qξ¯i,t3 ξ¯i,t1e
?
aijpt1qaijpt4qξ¯i,t4 ξ¯i,t1
ˆ e
?
aijpt2qaijpt3qξ¯xi,t3 ξ¯i,t2e
?
aijpt2qaijpt4qξ¯i,t4 ξ¯i,t2e
?
aijpt3qaijpt4qξ¯i,t4 ξ¯i,t3
“
ż
dξ¯i,t2dξ¯i,t1e
?
aijpt1qaijpt2qξ¯i,t2 ξ¯i,t1
b
aij pt3q aij pt4qP2
´
ż
dξ¯i,t3dξ¯i,t1e
?
aijpt1qaijpt3qξ¯i,t3 ξ¯i,t1
b
aij pt2q aij pt4qP2
`
ż
dξ¯i,t4dξ¯i,t1e
?
aijpt1qaijpt4qξ¯i,t4 ξ¯i,t1
b
aij pt2q aij pt3qP2
“
b
aij pt1q aij pt2q aij pt3q aij pt4q P2 pP2 ´ P2 ` P2q
“ p´iq4
b
aij pt1q aij pt2q aij pt3q aij pt4q .
(B.6)
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Again, we find agreement with the statement in (B.1), and we also learn that
P4 “ p´iq4 . (B.7)
In general, we find that by assuming the following expression for Pn:
Pn “ p´iqn, (B.8)
we then find the following expression for the left-hand side of (B.1):
b
aij pt1q ...aij ptn`2qPn`2 “
b
aij pt1q ...aij ptn`2q P2 pPn ´ Pn...` Pnq
“
b
aij pt1q ...aij ptn`2q P2Pn
“ p´iqn`2
b
aij pt1q ...aij ptn`2q ,
(B.9)
and thus we get that Pn`2 “ p´iqn`2, and we have proven that the left-hand side of (B.1)
is indeed the same as its right-hand-side. In (B.9) there are n ´ 1 terms of Pn, and all
cancel except for one. The alternating signs come from commuting dξi,tm over next to
dξi,t1 , where m P t2, 3, ..., nu, because the commutation is either past an even number of
numbers or an odd number of numbers. The identity in (B.2) is proven in a nearly identical
way. The negative signs in the exponents keep all intergals positive in that case, however.
93
Appendix C
Relation of Pfaffian to Determinant
The following is a proof that Pf2M “ detA, where A is the antisymmetric part of the
matrix M , using Grassmann numbers. An introduction to Grassmann numbers was given
in Appendix A.
We define a set of Grassman variables ξ1, ξ2, ...ξ2n. For a 2n ˆ 2n dimensional matrix
M , the Pfaffian is given by the following Grassman integral:
Pf pMq “
ż
rdξs e´ 12 ξTMξ, (C.1)
where rdξs “ dξ1dξ2...dξ2n and ξT is given by pξ1, ξ2, ..., ξ2nq.
Defining two more sets of Grassman variables, ψ¯1, ψ¯2, ..., ψ¯2n and ψ1, ψ2, ...ψ2n, the
determinant of M is given (from (A.6)) by
detM “
ż “
dψ¯dψ
‰
e´ψ¯TMψ, (C.2)
where
“
dψ¯dψ
‰ “ dψ¯1dψ1...dψ¯2ndψ2n, ψ¯T “ `ψ¯1, ψ¯2, ..., ψ¯2n˘, and ψT “ pψ1, ψ2, ..., ψ2nq
Finally, we relate these two quantities for a general antisymmetric matrix A. We first
write out the expression for the Pfaffian squared:
Pf2 pAq “
ż
rdξs rdχs e´ 12 ξTAξe´ 12χTAχ. (C.3)
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Next we make a transformation by introducing the Grassmann numbers ψ¯i and ψi,
which we relate to χ and ξ as:
ψi “ 1?2 pχi ` iξiq ψ¯i “ 1?2 pχi ´ iξiq . (C.4)
Upon inversion, we get
χi “ 1?2
`
ψi ` ψ¯i
˘
ξi “ 1i?2
`
ψi ´ ψ¯i
˘
. (C.5)
Substituting these into the integrand of (C.3) and using the antisymmetry of A, we get
Pf2 pAq “
ż
rdξs rdχs e´ψ¯TAψ. (C.6)
Now we have to transform the measure. First we seek to obtain
rdχdξs , (C.7)
where rdχdξs “ dχ1dξ1dχ2dξ2...dχ2ndξ2n.
To get here from rdξs rdχs, we must move dχ1 past 2n variables, then dχ2 past 2n´ 1
variables, etc. In the end, we need
1` 2` ...` 2n “ 2n p2n` 1q
2
“ n p2n` 1q (C.8)
moves total, and so we have
rdξs rdχs “ p´1qnp2n`1q rdχdξs . (C.9)
To fully transform the measure, we must calculate the Jacobian:
Ji “ B pχi, ξiqB `ψ¯i, ψi˘ “ det
˜ Bχi
Bψ¯i
BχiBψiBξi
Bψ¯i
BξiBψi
¸
“ det
˜
1?
2
1?
2
´ 1
i
?
2
1
i
?
2
¸
“ ´i. (C.10)
Thus we see that
dχidξi “ J´1i dψ¯idψi “ idψ¯idψi, (C.11)
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and so for the full measure we combine (C.9) and (C.11) to get
rdξs rdχs “ p´1qnp2n`1q rdχdξs “ p´1qnp2n`1q piq2n “dψ¯dψ‰
“ p´1qnp2n`1q p´1qn “dψ¯dψ‰ “ “dψ¯dψ‰ . (C.12)
Finally, we obtain
Pf2 pAq “
ż “
dψ¯dψ
‰
e´ψ¯TMψ “ detA, (C.13)
and so we have proven that for a general antisymmetric matrix A,
Pf2 pAq “ detA. (C.14)
Now we generalize the A antisymmetric matrix to any matrix M . A general matrix M
may be decomposed as,
M “ S `A, (C.15)
where S is a symmetric matrix, given by S “ `M `MT ˘ {2, and A is an antisymmetric
matrix, given by A “ `M ´MT ˘ {2 [77]. The pfaffian of the matrix M is then given by
Pf pMq “
ż
rdξs e´ 12 pξiSijξj`ξiAijξjq
“
ż
rdξs e´ 12p 12 pξiSijξj´ξjSjiξiq`ξiAijξjq.
(C.16)
The second step consists of splitting ξiSijξj into two identical terms, and then using the
anticommutation property of Grassman numbers and the symmetry of S on the second
term. But the indices i and j are dummy indices that are summed over, so the symmetric
terms cancel each other, and the remainder is
Pf pMq “
ż
rdξs e´ 12 ξiAijξj “ Pf pAq . (C.17)
Thus for a general matrix M , we have shown that
Pf2 pMq “ detA, (C.18)
where A is the antisymmetric part of M .
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Appendix D
Comparison with Auxiliary Field Method
The Hamiltonian fermion bag algorithm that we have developed is a continuous time al-
gorithm. The largest lattice size that has been studied earlier in continuous time for the
t-V model involves N “ 648 spatial sites on a honeycomb lattice [79]. The lattice sizes
we have studied in this work greatly exceed this. In fact we have even demonstrated the
viability of performing calculations up to lattice sizes involving N “ 10, 000 sites using
supercomputers.
The largest lattices reached until now in Hamiltonian lattice field theories involve about
N “ 2500 sites, but use a discrete time approach, where the imaginary time extent β is
divided into Nt time slices [64]. The algorithms use the traditional auxiliary field methods
so that the time for a single sweep scales as NtN
3 instead of βN3. So it is interesting to see
how our algorithm stacks up against these traditional algorithms. However, it is difficult
to perform a direct comparison since in continuous time we work with Nt “ 8. Naively,
we could argue that we are infinitely better. But such a comparisom may not be fair.
In order to make a reasonable comparison, we developed a discrete time version of our
method. Fakher Assaad was willing to share with us the results for the t-V using the
Algorithms for Lattice Fermions (ALF) project [11], which employs the finite temperature
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L Fermion Bag (s) ALF-AUX (s)
12 27.82 14.49
16 124.80 91.94
20 335.67 433.30
24 810.39 1834.40
28 1624.74 5968.59
32 3315.44 18319.72
36 6377.32 37486.95
40 12301.09 62507.31
44 22466.78 103771.97
48 39759.52 188659.16
Table D.1: Timing comparison for the Hamiltonian fermion bag algorithm (Fermion
Bag), and the auxiliary field algorithm (ALF-AUX). The solid lines are τ1 “
7.57467 ˆ 10´8L7 for the fermion bag algorithm and τ2 “ 3.93116 ˆ 10´7L7 for
the auxiliary field algorithm. The exact timing numbers are given by the table to
the right.
auxiliary field quantum Monte Carlo algorithm. We compared the run time for a single
sweep for the two algorithms using β{Nt “ 0.1. This comparison is found in Figure D.1.
Both times are for a single core of an Intel(R) Xeon(R) CPU X5650 @ 2.67GHz model
with x86-64 architecture. For both algorithms the expected scaling of OpL7q can be seen
for larger lattices. Note that for the Fermion Bag algorithm the scaling is better than
O
`
L7
˘
at smaller lattices. This is because the fermion bag technique reduces the prefactor
of the L7 scaling term. As seen in the table, for the larger lattices our results are roughly
5 times faster than those for the auxiliary field algorithm (the continuous time results for
our algorithm are only slightly slower than these discrete results). Thus, if NT is increased
our times would not scale linearly with NT as Dr. Assaad’s code would.
On the other hand it is important to emphasize that a comparison of the time for one
sweep has limited meaning since the auto correlation times of different methods may be
quite different. Since in our approach we do not have a background auxiliary field at every
space-time point, we can also perform other fast updates like the move-update, described
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in Chapter 5. This update does not scale as βN3 and could help us significantly reduce
auto-correlation times in our method. A more careful study of the autocorrelation times
in our algorithm would be useful.
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