The representation of voxel colors has become crucial because voxelized 3D data are used in a variety of applications. In particular, texture atlases are widely used for representing voxel colors. The texture atlas is typically utilized for encoding voxel colors using image/video encoders, so it is important to design a texture atlas while maintaining the connectivity between voxels. In this paper, we present a texture atlas based on a surface scanning scheme. To this end, we represent a 3D object as slices, and texture strips are obtained by scanning voxels along the surface for each slice. The texture strips represent the voxel colors while preserving the connectivity of the voxels. Besides, because the texture strips are highly correlated, we construct a texture atlas by aligning texture strips. We also propose a partitioning method for a 3D object to solve the self-occlusion problem that occurs in the alignment process. As an application of the proposed texture atlases, we utilize it for encoding voxel colors and propose encoding strategies. Experimental results indicate that the proposed texture atlases outperform the previous methods. To the best of our knowledge, this is the first attempt to use a surface scanning scheme for a texture atlas.
I. INTRODUCTION
Recently, voxel-based data have been used in computer vision research fields. For instance, 3D point clouds acquired by depth sensors, Lidar, and stereo cameras are commonly converted to voxels because they are more convenient to manipulate than other 3D data representations. Moreover, deep learning, one of the most interesting topics in recent years, utilizes voxels to analyze 3D data. In particular, because 3D data are acquired from depth sensors or stereo cameras, with which it is difficult to collect information from inside an object, many studies in computer vision fields typically use voxelized surface data.
With the increased interest in voxelized surface data, many researchers have studied voxel representation as well. There are two issues regarding voxel representation: geometry and color. Many studies have focused on representing geometry data [1] - [3] . However, although color data is essential for The associate editor coordinating the review of this manuscript and approving it for publication was Li He . visualization, several studies on color representation have only recently been proposed.
A variety of methods has been proposed for representing voxel colors, and we categorized them into two. The first method is a transform-based method that represents colors of voxels in transform coefficients. For example, graph transform [4] , shape-adaptive DCT [5] , sparse representation [6] , and Gaussian processes [7] use 3D block-wise transformation. Another method is the region adaptive hierarchical transform (RAHT), which represents voxel colors using the spatially weighted Haar transform in a manner similar to that of the wavelet transform [8] . In particular, RAHT has received much attention because it is used in geometry-based point cloud compression (GPCC), which is discussed in ISO/IEC JTC1/SC29/WG11 (MPEG) [9] , [10] . The second method is an image-based method that represents voxel colors using a texture atlas. The texture atlas is commonly defined on a 2D image that contains voxel colors and is usually utilized for encoding voxel colors using image/video encoders. Hence, it is crucial to design a texture atlas while maintaining the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ connectivity of the voxels, because the performance of conventional image/video encoders usually relies on the similarity of intensity between adjacent pixels in an image. For that reason, many studies have focused on generating texture atlases by considering the spatial coherence of voxels. To achieve this goal, depth-first searching is utilized to scan voxels, and the colors of the scanned voxels are projected onto a 2D plane using the 2D space-filling curve or a zigzag pattern [11] , [12] . Other methods project voxels onto a parameter domain of an intermediate surface that encloses them (e.g., sphere, cylinder) [13] . The intermediate surface method generates a texture atlas considering the connectivity of all voxels. The last method is video-based point cloud compression (V-PCC) which is recently introduced in the MPEG standard [9] , [10] . In V-PCC, the 3D object is partitioned into a set of patches, and a texture atlas is generated to project the patches onto 2D planes. The above approaches show good performance. However, in terms of an image-based method, there is room for improvement. The depth-first searching based methods are simple and straightforward but do not consider the connectivity of voxels. The intermediate method keeps the connectivity of the voxels on the texture atlas, but there are self-occlusion problems (figure 1). Another problem of the intermediate surface method is quantization. After projecting voxels into a parameter domain, the parameter domain is imaged by spatial quantization. However, the empty space between the voxel colors is revealed because the density of the projected voxels is usually not uniform. The V-PCC, the most recently proposed method, solves the problems of the intermediate surface method, but is likely to lose the connectivity of voxels because of segmentation.
To generate a texture atlas that maintains the connectivity of voxels as much as possible, the concept of an intermediate surface method is reasonable, but self-occlusion and quantization problems should be solved. In this paper, we propose a surface scanning-based texture atlas for voxelized surface data. In image processing, boundary tracing is a useful tool for finding a sequence of successive boundary pixels in a binary image. From this observation, we expected boundary tracing to be helpful for scanning voxels while maintaining their connectivity. To take advantage of it, we represent a voxelized 3D object as a set of slices and scan the voxels along the surface for each slice. The colors of scanned voxels are defined as texture strips, and they not only maintain the connectivity of the voxels on each slice but also solve the problems of the previous works. Since the surface scanning method is straightforward, it is simple and fast. However, texture strips are limited in maintaining the connectivity of all voxels because a voxel has a maximum of 26 adjacent voxels in 3D space. Hence, we generated texture atlases by placing texture strips along columns or rows in the order of slices on a 2D space, and aligning adjacent texture strips. Through the above procedure, the proposed texture atlas maintains the connectivity of voxels without the quantization problem. However, if multiple texture strips are aligned, they can overlap in the texture atlases, which means that self-occlusion problems can occur. To address this problem, we partition the 3D object so that all texture strips have one neighborhood. As an application of the proposed method, we apply it to encode voxel colors using image/video encoders. Because conventional image/video encoders use different methods, it is important to encode the texture atlas considering the characteristics of the encoders. For this reason, we modify the proposed texture atlas by considering JPEG and HEVC, which are widely used image/video encoders.
Compared to the previous works, the proposed method makes the following contributions: 1) To address the problems of the previous works, we propose a surface scanning-based texture atlas for voxelized surface data. To this end, a voxelized 3D object is represented as a set of slices, and a texture strip is generated using a boundary tracing algorithm for each slice. Finally, a texture atlas is created by aligning adjacent texture strips so that the texture atlas maintains the connectivity of all voxels. 2) To solve the self-occlusion problem, we propose a partitioning method considering the proposed texture atlas. 3) As an application of the proposed texture atlas, we utilize it for encoding voxel colors using image/video encoders. To improve the encoding performance, we rearrange the proposed texture atlas considering the encoders.
II. OVERVIEW
The framework of the surface scanning-based texture atlases generator (SSTAG) is shown in figure 2 and consists of the following steps:
1) Partitioning 3D object: As we briefly introduced in section I, a voxelized 3D object is partitioned into a set of voxel clusters; thus, we prevent the self-occlusion problem. 2) Generation of texture strips: In this process, voxels are scanned along the boundary voxels in each slice and texture strips are generated by the colors of the scanned voxels. 3) Generation of texture atlases: In this process, texture strips combine to generate texture atlases.
Meanwhile, even though all voxels are supposed to be scanned in the above processes, the SSTAG only processes the boundary voxels on each slice. Hence, there exist voxels that are not processed by the SSTAG, and we name them as remaining voxels (RVs). To process all voxel colors, the SSTAG is performed repeatedly, until all voxel colors are processed. Figure 3 shows the overall framework.
In the following section, we elaborate each step of this algorithm. We start by describing the process of generating surface scanning-based texture atlases and finalize with voxel partitioning. After that, we discuss how the proposed texture atlases are used for encoding voxel colors.
III. SURFACE SCANNING-BASED TEXTURE ATLASES
In this section, we explain the process of generating the proposed texture atlases. Before introducing the process, we assume that a voxelized 3D object is already partitioned into a set of voxel clusters, and the texture atlas is generated from each voxel cluster. As introduced in section I, the intermediate method efficiently maintains the connectivity of the voxels but has problems, such as self-occlusion and 2D space quantization. To solve those problems while preserving the connectivity of the voxels, we proposed surface scanningbased texture atlases. To implement it, we represent a voxelized object as a set of slices and voxels are scanned for each slice using a boundary tracing algorithm; then, texture strips are generated by the colors of the scanned voxels. However, because the texture strips only consider the connectivity of the voxels on each slice, it is necessary to take steps to maintain the connectivity of adjacent texture strips. To this end, we align the adjacent texture strips using a geometrybased or color-based cost function; then, the texture atlas is finally generated. Through the proposed method, our texture atlas not only maintains the connectivity of voxels but also solves the problems of previous works.
A. VOXELS REPRESENTED BY SLICES
As shown in figure 4 , we defined a slice of voxels that have the same X-coordinate (or Y-coordinate or Z-coordinate), and named it X-slice (or Y-slice, or Z-slice). Here, we define the direction of the slice which is the axis of the slice. For example, the direction of the X-slice is the x-axis. Using mathematical notation, the slices represent voxels as follows:
where V is the voxels with N x × N y × N z . B xi , B yi , and B zi are the i-th X-slices, Y-slices, and Z-slices. In the rest of the paper, to simplify notations, we define them as the i-th slice (i.e., B i ). There are several advantages if voxels are represented by slices. For example, a slice can be considered VOLUME 8, 2020 as an image with N y × N z , N x × N z , or N x × N y . If the 3D coordinate of a voxel is (α, β, γ ) and the voxel is represented by the X-slice, the coordinate of the voxel on the X-slice is (β, γ ). Here, we define a 2D blob as the region occupied by voxels on a slice (figure 4b). Because the slices can be considered as images, it is possible to adopt image processing algorithms to each slice. Additionally, it is easy to analyze the adjacent voxels, by analyzing the relationship between adjacent slices. We utilized the above advantages to generate the proposed texture atlas.
B. GENERATION OF TEXTURE STRIPS
The proposed method is inspired by the intermediate method, especially using a cylinder. To project a 3D object on a cylinder, the coordinates of the voxels are converted to a cylindrical coordinate system, i.e., (ρ, φ, z), and the colors of the voxels are projected on the (φ, z) plane. If there are no duplicated voxels with the same (φ, z), the texture atlas can be considered as a projection of the visible voxels from the voxelized 3D objects in the ρ directions. For that reason, this is an efficient way of creating a texture atlas preserving the connectivity of voxels, if there are no overlapping voxels on the texture atlas.
To generate a texture atlas from the (φ, z) plane, the (φ, z) domain should be quantized. However, the texture atlas has a lot of empty spaces because the density of the projected voxels is not uniform. Besides, because a typical 3D object usually has voxels with the same (φ, z), it is difficult to represent all voxels in a texture atlas.
To overcome the above problems, we scan voxels along the surface, and texture strips are generated by the scanned voxels. To implement the surface scanning method, we represent voxel data as a set of slices; voxels are scanned by using a boundary tracing algorithm for each slice (figure 5). The boundary tracing algorithm is a well-studied topic in the image processing/computer vision society and it identifies successive boundary pixels of blobs in a binary image [14] - [16] . Through boundary tracing, we generate sequences of voxels considering their connectivity on slices without empty spaces, even if the shape of the 3D object is complex ( figure 6 ). Here, the slices are regarded as binary images and pixels in the binary images corresponded to the voxels on the slices. Finally, texture strips are generated by replacing the voxels in the sequences with their corresponding colors (figure 6c).
Even though the texture strips represent voxel colors while preserving spatial coherence in each slice, non-boundary pixels can exist on the slices and they cannot be handled. Here, we refer to the non-boundary pixels as RVs. RVs usually show two cases of distributions in 3D space. The first case is sparsely distributed RVs. Because most voxels are at the boundary pixels in slices, RVs, which are non-boundary pixels, are sparsely distributed in 3D space; hence, it is difficult to generate texture strips while preserving the connectivity of the voxels. In the second case, RVs have normal vectors which are closely parallel to the direction of the slices used for scanning the boundary pixels.
In the case of sparsely distributed RVs, they have a few connected voxels but are highly correlated with the boundary pixels on the slices (figure 6b). Thus, to preserve the spatial coherence of sparse RVs, a process is necessary for handling them, considering their relationship with the boundary pixels on the slices. In the second case, the RVs usually form hole filled blobs in a slice; boundary tracing can be inefficient to scan them. Figure 7 shows an example of the second case. In figure 7a, if we choose the direction of the slice as the Z-slice, the RVs whose surface normal vectors are closely parallel to the z-axis are left out. To scan the remaining RVs while maintaining as many voxels as possible, the orthogonal directions of the z-axis is a reasonable way, and figure 7b shows the results.
From the above analysis, regardless of the case of RVs, we scan the voxel data repeatedly with different directions of the slice, until all voxels are scanned ( figure 3 ). Through the cascade structure, the RVs of the second case are scanned efficiently. However, an algorithm is necessary to process the texture strips generated from the sparsely distributed RVs. Because the texture atlas is usually utilized to encode voxel colors, we have to establish additional strategies to encode those RVs considering the spatial coherence of voxels. We will discuss how to process the first case in section V.
C. GENERATION OF TEXTURE ATLASES
Texture atlases are generated by aligning the generated texture strips. The first step of creating texture atlases is stacking texture strips along the rows or columns of a 2D plane in the order of slices. Although texture strips keep the connectivity of voxels along the boundary voxels on each slice, there is no guarantee of having spatial coherence between adjacent texture strips because they are independently generated from each slice. To preserve the connectivity of the voxels on a 2D plane, the adjacent texture strips should be aligned. However, the alignment process can be complicated because a voxel can have 26 adjacent voxels in 3D space; thus, they cannot keep the connectivity of voxels entirely within the 2D space. To address this problem, we approximately consider the connectivity of voxels by applying a positioning and circular shift to the texture strips (figure 8). A circular shift is an operation for rearranging the elements in an array, by moving the final element to the first position while shifting all other elements to the next position ( figure 9 ). Even though the circular shift is applied to the texture strips, they contain the same information because they are generated using boundary tracing algorithms. In addition, the connectivity of the voxels should be kept by positioning the texture strips because their lengths can be different. To determine the parameters for circular shift and positioning, the spatial coherence of the voxels is measured using voxel geometry or color. The details for estimating the parameters are explained below.
1) GEOMETRY-BASED ALIGNMENT
The first method is a geometry-based cost function. Since adjacent voxels tend to have similar colors, the distance between voxels is a reasonable measurement for aligning adjacent texture strips. If the distances between the voxels are small, these voxels are more likely to be adjacent. From the above explanation, the parameters are estimated by
minimizing the following cost function:
Here, T i is a texture strip on the i-th slice. k * and l * are parameters for applying the circular shift and positioning (2), as shown at the top of this page, is a geometric cost function between T i and T i+1 . In equation (2), T k i means the circular shift of
) T that means the 3-D coordinate of the voxel of the j-th element in T i . q i and q i+1 are the number of elements in T i and T k i+1 . Given parameters k and l, the equation (2) calculates the summation of Euclidean distances between voxels that correspond to the elements of adjacent texture strips. Then, the equation (4) is used to find the parameters by minimizing the equation (2).
2) COLOR-BASED ALIGNMENT
The second method is color-based alignment. Because the texture atlas is usually used for encoding voxel colors, we focused on finding parameters that consider the color correlation between adjacent texture strips. From the above observation, the color-based cost function is presented as follows: (5) the notations are the same as in equation (4) except (3), as shown at the top of this page, calculates the color difference between adjacent texture strips with given parameters (i.e., k and l), and the equation (5) finds k and l, which minimize the equation (3). The equation (4) and (5) are solved until all the texture strips are aligned. To solve the equations (4) and (5), a brute force search method is efficient because k * and l * are integers, and have limited solution space. The proposed method chooses a cost function from them, and we compare these two cost functions in section VI.
IV. PARTITIONING 3D OBJECT
The goal of the partitioning process is to have each texture strip on slices having single neighbor texture strips on adjacent slices, to solve the self-occlusion problem. Before explaining the voxel partitioning process, we analyze why self-occlusion occurs. As described in section III about the generation of the texture atlas, our method generates texture strips by scanning the outermost boundaries of 2D blobs on slices and aligns them in a 2D space. If there are several texture strips to be aligned in the alignment process, the texture strips can overlap each other in the 2D space (figure 10). To solve this problem, we partition a 3D object so that the texture strips have a single adjacent texture strip in adjacent slices. Here, because the texture strips are generated from each 2D blob on the slices, the occlusion problem can be solved by partitioning the 2D blobs; the 2D blobs have single neighboring 2D blobs on adjacent slices.
The first step of accomplishing the previously stated goal is finding the connectivity between the 2D blobs on the slices. To find the connectivity of the 2D blobs on the k-th slice, we find the voxels in the adjacent slices connected to the voxels in the k-th slice. If there exists at least one pair of connected voxels in adjacent slices, the 2D blobs with the connected voxels are connected. We describe the details of the algorithm in appendix.
After that, we partition the 2D blobs using their connectivity information so that they have single neighboring 2D blobs on adjacent slices. To partition the 2D blobs, we classify their connectivity information into four cases and assign them as starting flag (S-flag) or appending flag (A-flag). Figure 11 shows the four types of connectivity; we define the adjacency matrix of the 2D blobs using their connectivity information to represent the four cases. If the i-th and i + 1-th slices have M and N 2D blobs, the M × N adjacency matrix A can be defined as:
where B j (m) is the m-th 2D blob in the j-th slice. From the adjacent matrix A, we analyze the connectivity of the 2D blobs using 0-norm. Let the adjacency matrix A be an M by N matrix, a k is the k−th column vector of A, and a k is the k-th row vector of A. The 0-norm of x (i.e., x 0 ) is defined as the number of non-zero elements in the vector x and is a useful tool to find the number of connected 2D blobs. For instance, a k 0 indicates the number of connected 2D blobs between B i+1 (k) and B i . In a similar manner, a k 0 represents the number of adjacent 2D blobs between B i (k) and B i+1 . Using the adjacency matrix and its vector notations, we can classify the 2D blobs into the four types of connectivity as follows: to the S-flag or A-flag. where B j (m) is the m-th 2D blob in the j-th slice. In the above explanations, a k 0 is important for determining the four cases of connectivity. If a k 0 = 0, the adjacent 2D blobs with B i+1 (k) do not exist so that B i+1 (k) is type-1. Thus, a new cluster is generated, and B i+1 (k) becomes the first element of the new cluster (S-flag). In the case of a k 0 = 1, additional information is necessary to determine whether B i+1 (k) is type-2 or type-3. For this, a p 0 is calculated. Here, p is an index of the non-zero element in a k . If a p 0 = 1, B i (p) is the 2D blob connected with B i+1 (k) so that B i+1 (k) is type-2 and B i+1 (k) is appended to a cluster that includes B i (p) (A-flag). In the case of a p 0 > 1, there are at least two 2D blobs connected with B i (p). Thus, the 2D blobs in B i+1 that are connected to B i (p) are type-3. When it comes to 2D blobs in B i+1 , they can be appended to a cluster that includes B i (p) or can be used to create a new cluster (A-flag or S-flag). In the case of a k 0 > 1, there are at least two connected 2D blobs with B i+1 (k), and B i+1 (k) is type-4. Type-4 is the opposite of type-3, and we assign B i+1 (k) to the S-flag or A-flag in the same way as type-3. Meanwhile, a criterion is necessary to determine whether the S-flag or A-flag is assigned to type-3 and type-4. To this end, we measure the spatial consistency between the connected 2D blobs. Here, we assume that the geometry of the voxels usually involves smooth shapes and expect that 2D blobs in adjacent slices will have similar shapes. From the assumption, we utilize the number of voxels in the 2D blobs for assigning the S-flag or A-flag to type-3 and type-4. If the number of voxels in the 2D blobs are similar, we expect that the geometry of the voxels would have a smooth surface. In the opposite case, we would consider the connected 2D blobs as having inconsistent geometry. Hence, the difference between the number of voxels in the connected 2D blobs is used for assigning the A-flag or S-flag to type-3 and type-4.
In equation 7, B i (m), and B i+1 (n) are connected. N B i (m) is the number of voxels of the m-th 2D blob on the i-th slice. From the above descriptions, the small value of equation (7) indicates that the adjacent 2D blobs have consistent geometry. In that case, B i+1 (n) is appended to a cluster that includes B i (m) (A-flag). However, in other cases, such as large differences, we generate a new cluster that includes B i+1 (n) (S-flag). Through the above explanations, we defined whether to assign the A-flag or S-flag to type-3 and type-4 as follows:
1) Regardless of type-3 and type-4, if D(B i (m), B i+1 (n)) > δ, we assign B i+1 (n) to S-flag. B i+1 (n)) < δ, B i+1 (n) is appended to the 2D blob that has the smallest distance in B i . where δ is a threshold, and we set it as
Here, 0 ≤ τ ≤ 1. The threshold, τ , affects the partitioning result. If we set τ to 0, it is the same result as assigning the S-flag to all type-3 and type-4. In the case of τ = 1, the A-flag is assigned to all type-3 and type-4 ( figure 12 ). For this reason, it is important to set the proper τ ; we will discuss the threshold τ in the experimental results. The algorithms in this section are repeated until all slices are processed, and voxels are partitioned into multiple clusters.
V. APPLICATION: ENCODING OF VOXEL COLORS USING THE PROPOSED TEXTURE ATLASES
As an application, we used the proposed texture atlas to encode voxel color data. To this end, we represented voxel colors using the proposed texture atlases and encoded it using an image/video encoder. As described in the previous sections, our method generates a set of texture atlases, because one texture atlas is generated from each voxel cluster. Moreover, our texture atlases have foreground regions that have voxel colors and background regions that do not have voxel colors. Hence, proper strategies are necessary depending on the encoders because each of the image/video encoders has its own system. In this paper, we establish encoding strategies for the JPEG and HEVC standards that are widely used for encoding images and videos, respectively (figure 13).
A. ENCODING TEXTURE ATLASES USING JPEG
JPEG is a traditional image encoder based on block-wise transform coding; thus, it shows good performance when each sub-block has similar intensities. However, the proposed texture atlases are disadvantageous for JPEG, because they have background regions that do not have voxel colors. For this reason, background regions are not necessary for compression. Moreover, if a texture atlas is smaller than a 8 × 8 sub-block, colors in the texture atlas are encoded using more data than the texture atlas has, so that the number of bits increases. For instance, if a texture atlas had only one intensity value, 64 coefficients would be used to represent a single value. Small size texture atlases are usually generated from RVs, and have a color correlation with the large texture atlases. In figure 6b , we expect that the RVs will make a small texture atlas and that they have color correlation with the outermost voxel colors that are expected to create large texture atlases (figure 6c). Through the above analysis, we first classified the texture atlases into large and small texture atlases. In our work, we classify texture atlases by the number of voxels in them. If the number of voxels in a texture atlas is larger than the threshold t, the texture atlas is appended to a set of large texture atlases. Otherwise, the texture atlas is appended to a set of small texture atlases. After classifying the texture atlases, we reorganize the large texture atlases to generate a JPEG friendly image. In addition, to handle small texture atlases, we predict the colors of small texture atlases using large texture atlases and encode the difference between the predicted and original colors.
1) REORGANIZATION OF TEXTURE ATLASES
To reorganize the large texture atlases, we divide all texture atlases into 8 × 8 sub-blocks and select the sub-blocks that include foreground regions. The selected sub-blocks are placed in a raster scan order so that a single texture atlas is generated ( figure 14) . The single texture atlas is a JPEG friendly image because it consists of sub-blocks that include foreground regions. However, some of the sub-blocks still partially include background regions. To handle this problem, we can use a shape-adaptive DCT based JPEG that is a modified version of JPEG for encoding foreground regions or an interpolation-based method [17] - [19] . In our work, we used the interpolation-based method used in the V-PCC standard [9] , [10] . Because the interpolation method fills the background regions using the foreground regions, it becomes possible to utilize conventional JPEG without modifying the encoder.
2) ERROR MAP GENERATION
To predict the colors of the small texture atlases, we use distance-based color prediction. If a voxel, V t , should be predicted, we set a 3D block that has a center with V t in 3D space ( figure 15 ). In the 3D block, a color of V t is predicted as follows:
where C i is a color of i-th voxel and C t is a predicted color. is a set of voxel indices that are in both the 3D block and large texture atlases. w i is defined as follows:
where X (t) is a 3D coordinate of the t-th voxel. · 2 is the 2-norm of a vector. After predicting a color of V t , the color error is calculated using
After errors are calculated, the color values in the small texture atlases are replaced with error values so that a set of error maps are generated. Because error maps usually have zeros, it is advantageous for encoding errors to combine the error maps into a single error map. Thus, to generate a single error map, we place the error maps in raster scan order on a 2D plane. Meanwhile, if a 3D block does not include any voxels in large texture atlases, the small texture atlas is appended to a set of large texture atlases. Finally, we encode a single error map using JPEG because the single error map has near-zero values.
B. ENCODING TEXTURE ATLASES USING HEVC
HEVC is a video compression standard widely used for encoding videos. Because a video consists of images with high correlation to adjacent images, a video encoder usually considers not only spatial but also temporal coherence of images. Hence, HEVC defines coding blocks (CBs) and they are encoded using inter-picture or intra-picture prediction.
V-PCC, which is proposed by MPEG, generates a texture atlas with consideration of the characteristics of the HEVC encoder. To generate a texture atlas in V-PCC, voxels are segmented into a set of patches, and projected onto a 2D plane in the raster scan order. Because the texture atlas from the V-PCC takes into account the connectivity of the voxels in the patch, the voxel colors in the patch are spatially coherent. Therefore, it can be advantageous to encode the texture atlas utilizing the intra-picture prediction of HEVC. Moreover, when the patches are projected on a 2D plane, multiple voxels can be projected at the same position. To solve this problem, V-PCC projects overlapped voxels to the same location on multiple images. The multiple images are very similar to each other, which is advantageous for using the inter-picture prediction mode.
Inspired by V-PCC, we rearranged our texture atlases similar to that of the V-PCC arrangement. The proposed texture atlases also consider the spatial coherence of voxels in 2D space through the surface scanning method and alignment process. Therefore, as in V-PCC, we generate a single texture atlas by arranging the proposed texture atlases in the raster scan order and encode it using the intra-picture prediction mode in HEVC. However, the background problem still existed, and we solved it by filling the background using the interpolation method, as in the JPEG approach. Moreover, small texture atlases may have degraded performance when performing intra-picture prediction. This is because small texture atlases occupy a tiny region on a single texture atlas, and the color correlation between adjacent blocks is likely low. Hence, in a manner similar to that of the proposed JPEG approach, we classified the proposed texture atlases depending on the number of voxels and encoded them using both intra-picture and inter-picture prediction modes. In the case of the large texture atlases, as we explained before, a single texture atlas is generated using large texture atlases and encoded by intra-picture prediction mode. Small texture atlases are processed to generate an additional texture atlas that is similar to the single texture atlas, and the inter-picture prediction mode is used for encoding an additional texture atlas. As we analyze the relationship between the small and large texture atlases in section V-A, the small texture atlases are highly correlated with the large texture atlases, and adjacent voxels tend to have similar colors. From these observations, we projected voxel colors in the small texture atlases onto an additional 2D plane using the distances between the voxels in single and small texture atlases (figure 16b). If a distance is small, the voxels are close to each other, and we expect that the voxels have similar colors. More precisely, we project voxel colors in small texture atlases onto an additional texture atlas as follows:
where p is a 2D coordinate of a single texture atlas. q is also a 2D coordinate of a small texture atlas. T L (p) is a voxel color in a single texture atlas on p, and T S (q) is a voxel color in a small texture atlas on q. X (T L (p)) is a 3D coordinate of a voxel that corresponds to T L (p). X (T S (q)) is also a 3D coordinate of a voxel corresponding to T S (q). When computing the equation 12, X (T L (p)) should be a valid voxel. p * indicates a 2D coordinate where a voxel color in the small texture atlas is projected onto an additional texture atlas. If p * is already occupied by another voxel color in the additional texture atlas, equation 12 is recalculated except the already occupied locations. After projecting all voxel colors in the small texture atlases onto an additional texture atlas, we filled the empty space of the additional texture atlas with the colors in the single texture atlas ( figure 16c ). From figure 16a and 16c, the single texture atlas and additional texture atlas are very similar. Therefore, if the additional texture atlas is encoded using the HEVC inter-picture prediction, high encoding performance can be expected.
C. ENCODING PARAMETERS
To assign voxel colors to the voxel geometry in the decoding stage, we need to encode the parameters utilized to create texture atlases. Here, the parameters to be encoded are the direction of slices, the alignment mode, and the thresholds that are used for partitioning (τ ) and classifying texture atlases (t). When encoding the texture atlases using JPEG, the 3D block size for predicting colors should be encoded.
In our work, we assign bits for these parameters. For the alignment mode, there are only two modes: geometry-based and color-based alignments, so we assign 1 bit for it. The threshold τ is a floating-point and we allocate 4 bytes for it. The threshold t and the 3D block size are integers, and we allocate 2 bytes for t and 1 byte for the block size. The direction of the slices has three values (i.e., X, Y, and Z) and we allocate 2 bits for it. More precisely, if our system consists of N SSTAG, we allocate N × 2 bits for the direction of the slices. The alignment parameters (i.e., positioning and circular shift) are encoded depending on the alignment modes. If the proposed texture atlases are generated using geometry-based alignment, it is not necessary to encode the alignment parameters because they are estimated from the voxel geometry. However, if color-based alignment is used to generate the texture atlases, we cannot acquire alignment parameters because voxel colors are usually encoded by lossy coding. In this case, we encode the alignment parameters using the LZMA lossless encoder, which is an improved and optimized version of the LZ77 algorithm [20] , [21] .
D. DECODING TEXTURE ATLASES
In the decoding stage, a bitstream is processed to generate voxel colors. In our work, we assume that the geometry of the voxels is encoded separately from the voxel colors. Hence, the geometry is already decoded. As explained when introducing the encoding methods JPEG and HEVC, the encoded texture atlases are decoded by their own decoders. However, additional information is necessary to assign the voxel colors to the voxel geometry. In terms of the texture atlases, an indices map that has voxel indices is necessary to assign voxel colors in the texture atlases to the geometry. To acquire such indices maps, the decoded geometry is processed by the proposed framework in figure 3 with the same parameters used in the encoder stage (i.e., the directions of slices, alignment mode, alignment parameters, and thresholds for partitioning (τ ) and classifying the texture atlases (t)). After that, the indices maps are rearranged depending on the encoders, generating indices maps for the single texture atlas and error map, or for an additional texture atlas. 
VI. EXPERIMENTAL RESULTS
In this section, we evaluate the encoding performance of the proposed method because the texture atlases for voxelized data are usually utilized for encoding voxel colors. To evaluate the proposed method, we experimented on six different datasets: ''longdress'' [22] , ''redandblack'' [22] , ''loot'' [22] , ''Ulli Wegner'' [23] , ''Statue Klimt'' [24] , and ''Egyptian mask'' [24] ( figure 17 ). The data used in the experiments are voxelized in 3-D space as 1024 × 1024 × 1024. In the case of the ''Egyptian mask'', it did not have enclosed surface voxels, so we reconstructed its surface using Poisson reconstruction and voxelized the reconstructed surface [25] . Meanwhile, the ''longdress'', ''redandblack'', ''loot'', and ''Ulli Wegner'' are video datasets, and we selected frames (i.e., 1300th, 1570th, 1200th, and 1400th) for the experiments.
In the following section, we report the performance of the proposed encoding method according to the directions of the slices, the thresholds, and the two cost functions. Moreover, we compared the proposed method with previous methods.
A. ENCODING PERFORMANCE ACCORDING TO PARAMETERS
To generate the proposed texture atlas, we had to set parameters that are the direction of the slices, and the thresholds. Thus, the encoding performance of the proposed method depends on the parameters. The alignment methods also affect the encoding performance; we compare them in section VI-B. We also show the results of the encoding parameters in this section. 
1) PERFORMANCE WITH DIRECTIONS OF SLICES
First, we observe the performance based on the direction of the slices. The proposed method consists of cascade SSTAG with different directions of slice. For that reason, the direction of the slices in the first SSTAG is important because our method handles a large number of voxel colors in it ( figure 18 ). In this experiment, we set three different direction sets: X-slice→Y-slice→Z-slice (named the X-slice set), Y-slice→Z-slice→X-slice (named the Y-slice set), and Z-slice→X-slice→Y-slice (named the Z-slice set). We also set the thresholds as τ = 1, t = 1024 and use the JPEG encoder and a geometry-based alignment. To obtain the R-D curves, we measured the rate in bits per occupied voxel (Y, U, V channels) and distortion in the peak signal-to-noise ratio (PSNR in dB). PSNR is calculated in the Y channels of the raw voxel colors and decoded voxel colors.
As shown in figure 19 , there are different compression performances. In the case of ''longdress'', ''redandblack'', ''loot'', ''Statue Klimt'', and ''Egyptian mask'', the texture atlases generated from the Y-slice set exhibit the best compression performance. In ''Ulli Wegner'', the Z-slice set achieves the best performance. From the R-D curves in figure 19, we intuitively expected that the performance would be affected by the standard deviations of the lengths of the texture strips, because the more similar the lengths of the texture strips are, the more spatial coherence of voxels could be measured in the alignment process. To verify the validity of the intuition, we find the standard deviations of the lengths of the texture strips (table 1) . From table 1, ''longdress'', ''redandblack'', ''loot'', ''Statue Klimt'', and ''Egyptian mask'' have the smallest standard deviation of lengths of the texture strips VOLUME 8, 2020 from the Y-slice set. ''Ulli Wegner'' has the smallest standard deviation in the Z-slice set. From the above observations, our intuitions can be used as criteria for selecting the directions of the slices.
2) PERFORMANCE WITH THRESHOLDS
Our method has two thresholds. One is for classifying the texture atlases (i.e., t) and the other is for partitioning the 3D object (i.e., τ ). To observe the performance based on the threshold t, we set a variety of thresholds: 0, 32, 128, 512, 1024, and 2048. Because we used JPEG in this experiment, the error map is necessary, and we set the 3D block size to predict small texture atlases as 5 × 5 × 5. Figure 20 shows the bits per voxel with the threshold t at PSNR 30dB. In all the data sets, t = 0 shows the worst performance because all the texture atlases are packed into a single texture atlas without considering the size of the texture atlas. The other cases show similar performance. From the above observation, we find that small texture atlases affect the encoding performance and that our encoding strategies are efficient.
We also observed the performance based on threshold τ . To observe the effect of the threshold τ , we set τ as 0.0 to 1.0 and found the bits per voxel at PSNR 30dB. In this experiment, the threshold t is set to 1024. As shown in figure 21 , we observed that the bits per voxel are similar in all τ . However, in ''Statue Klimt'', we found that the variation of bits per voxel was large. To analyze it, we examined the variation of the number of large texture atlases with the threshold τ because τ affects the partitioning process and the number of texture atlases ( figure 22 ). From figure 22 , we observe that ''Statue Klimt'' has significant variation in the number of large texture atlases. Thus, if the number of texture atlases is large, we find that the texture atlases do not keep the connectivity of voxels and it is disadvantageous for encoding voxel colors.
Additionally, we generate the texture atlases without the partitioning process to observe the effect of the partitioning process. To verify the validity of the partitioning process, we observe the number of voxels on the texture atlases without the partitioning process and find the ratio of missing voxels. From table 2, we observe that all data have missing voxels and the texture atlases that are generated without the partitioning process do not represent all voxel colors. Hence, the partitioning process is essential for the proposed method.
3) THE ENCODING RESULTS OF PARAMETERS
As described in V-C, we encoded the parameters: the direction of slices, alignment mode, and thresholds for partitioning (τ ) and classifying the texture atlases (t). In the experiment, we assigned 4 bytes + 2 bytes + 1 byte for τ , t, and 3D block size. In terms of the direction of slices, we allocated zigzag pattern (DFS+Zigzag) [12] , cube projection (CP) [26] and video-based point cloud compression (V-PCC) [9] , [10] using JPEG and HEVC. In particular, V-PCC developed by the MPEG standard is state-of-the-art and shows the best performance in encoding voxel colors using texture atlases among the previous works [26] - [28] . Currently, V-PCC has been updated by version 6 and is still working to improve performance; thus V-PCC would be a reference among stateof-the-art works [29] .
Before comparing with the previous works, we set an experimental environment for them. DFS+SFC and DFS+Zigzag generate single texture atlases and can be encoded by both JPEG and HEVC. In the case of V-PCC, it generates multiple texture atlases and is disadvantageous when encoding them using JPEG. Hence, in the JPEG experiment, we generate a single texture atlas using the singlelayer mode in V-PCC. CP projects voxel data into a cube and also generates multiple texture atlases. When it comes to encoding texture atlases created by CP, JPEG is disadvantageous because it contains repeated voxel colors. To be a fair experiment, we use only HEVC for encoding texture atlases generated by CP; thus, HEVC can predict those repeated voxel colors. In the case of voxel geometry, we assume that it is encoded as lossless. DFS+SFC and DFS+Zigzag generate texture atlases without geometric loss. However, in V-PCC, it is challenging to generate a texture atlas without geometry loss because it generates voxel patches while minimizing the geometry reconstruction error. For that reason, when it came to finding the R-D curves of V-PCC, we calculated the PSNR of voxel colors in 3D space [30] . In the proposed methods, we set the thresholds as τ = 0.3 and t = 1024, and the 3D block size for predicting colors as 5 × 5 × 5. Figure 23 shows the R-D curves with the JPEG. In terms of the proposed method, we found R-D curves for both geometry-based and color-based alignments. As shown in figure 23 , the proposed methods outperformed the previous methods. More precisely, the color-based alignment showed the best performance. We also found R-D curves using HEVC (figure 24). In this experiment, we use HEVC reference software HM16.18-SCM8.7. From the R-D curves in figure 24 , the proposed methods achieved performance comparable to that of V-PCC. In detail, the proposed methods showed better performance than V-PCC at high bpv; while at low bpv, the performance of our methods is similar to that of the V-PCC.
To present more compact results than R-D curves, we measured the BD-PSNR and BD-rate shown in table 4. With respect to the BD-PSNR in JPEG, the proposed method improves the average PSNR by 2.995 dB, 1.644 dB and 1.308 dB for DFS+SFC, DFS+Zigzag and V-PCC and saves the average rate by 39.526%, 24.905% and 26.034%, respectively. In terms of HEVC, our method achieves an average PSNR improvement of 3.028 dB, 2.971 dB, 6.006dB and 0.56 dB, and reduces the rate by 41.432%, 40.091% 66.385% and 10.555%, respectively.
In table 5, we compare the computation time for generating the texture atlases. In our methods, we measured the processing time for four core algorithms: generation of texture strips, finding connectivity of 2D blobs, partitioning 3D object, and alignment methods using CPU parallel computation. For the previous work, we also measured the time taken to generate a texture atlas. It is important to note that V-PCC also uses CPU parallel computation. As shown in table 5, considerable computation time is required for finding the connectivity of 2D blobs. In the alignment process, the ''Egyptian mask'' takes much time to align texture strips because it has more voxels than the other datasets. The DFS-based methods showed fast computation and are suitable for real-time applications. V-PCC, on the other hand, takes more computation time than the proposed methods.
VII. CONCLUSION
In this paper, we proposed new texture atlases based on the surface scanning strategy for voxelized surface data. To generate texture atlases while maintaining the connectivity of the voxels, we represented a voxelized 3D object as a set of slices, and texture strips were generated by scanning voxels on each slice using a boundary tracing algorithm. Through the boundary tracing algorithm, our texture strips maintained the connectivity of the voxels on each slice. Although the surface scanning strategy is simple, it is efficient to generate sequences of voxel colors while maintaining spatial coherence. Also, the proposed method handled the problems faced in adopting the boundary tracing algorithm for generating a texture atlas. To design the texture atlases using texture strips, we aligned them by geometry or color-based cost functions; thus, the connectivity of voxels is preserved on the texture atlases. Furthermore, a new method for partitioning a voxelized 3D object that solved the self-occlusion problem, which can occur while aligning texture strips, was also proposed. As an application, we utilized our texture atlases to encode voxel colors and proposed encoding strategies. From the experimental results, the proposed method showed better performance than previous methods.
Although we propose a new texture map, it has limitations and we expect to overcome the following issues. If the input data has a small number of connected voxels, it is difficult to maintain the spatial coherence of voxels in the proposed texture atlases. When it comes to high standard deviations of the length of the texture strips, the proposed method shows performance degradation. In the alignment, the connectivity of the voxels is measured approximately; thus, there is a room for improvement. As further work, we believe that the proposed texture maps could be utilized for a sequence of voxelized 3D objects; hence, we will study these issues as well.
APPENDIX CONNECTIVITY BETWEEN 2D BLOBS
To find the connectivity information of the 2D blobs in slices, we use union operation between neighboring slices [31] . Here, the union of two slices is pixel-wise OR operation. If the union of adjacent slices has overlapped regions, the 2D blobs in adjacent slices are connected. Figure 25 shows examples of adjacent slices. In figure 25a , if the union of B i and B i+1 (B U ) has overlapped regions, we can consider that the 2D blobs in B i and B i+1 are connected in the 3D space. Figure 25b shows an example of unconnected 2D blobs. If B i and B i+1 have multiple 2D blobs, we repeatedly identify whether each 2D blob in B i and B i+1 are connected or not. Through this process, we can find information about the connectivity of the 2D blobs in B i and B i+1 .
A detailed algorithm for finding connectivity information is described as follows: First, the union operation is performed to B i and B i+1 , and we check whether the 2D blobs in B i and B i+1 are connected or not using B U . Here, B i and B i+1 are regarded as binary images. To check connectivity, Algorithm 1 Connectivity of 2D Blobs in Slices Input: Voxelized 3D object V, Resolution of voxelized 3D object m, Direction of slice d. Output: Connected Information for 2D Blobs C for k = 0 to m-1 do B 0 ← Get_Binary_Slice_From_Voxels (V,d,k ) Get_Binary_Slice_From_Voxels(V,d,k + 1 ) B U ← Union_Operation(B 0 ,B 1 ) L 0 ,L 1 ,L U ← Labeling(B 0 ,B 1 ,B U ) for i = 0 to 1 do P i ← Random_Pixels_of_Voxel_Blobs(B i ) N i ← The_Number_of_Voxel_Blobs(B i ) for j = 0 to N i do // Get labeling number of B U (P i (j)) l ← L U (P i (j)) Table i (j) ← l end for end for for i = 0 to N 0 do for j = 0 to N 1 do if we find label maps (L i , L i+1 , and L U ) from B i , B i+1 , and B U . After that, we randomly select pixels, p j , from each 2D blob in L i and L i+1 , and find labeling numbers from L U (p j ). If the labeling numbers are the same, the 2D blobs that have p j in L i and L i+1 are connected. Through this process, we can get the connectivity information of 2D blobs in adjacent slices, and the above process is repeated until all slices are processed. Eventually, we can get the connectivity information of all the 2D blobs. Algorithm 1 shows the pseudo-code for acquiring the connectivity information of 2D blobs.
