Bibliography on non-differentiable optimization and non-smooth analysis  by Gwinner, Joachim
Bibliography 
analysis 
BIBLIOGRAPHY 012 
on non-differentiable optimization and non-smooth 
Joachim Gwinner (*) 
ABSTRACT 
This bibl iography lists about  four hundred references to published papers, theses, and books 
which deal with non-differentiable optimization problems or contr ibute to the field o f  (non- con- 
vex) non-smooth analysis useful for thes tudy  of such optimization problems. 
1. INTRODUCTION 
Non-differentiable optimization, also termed non- 
smooth optimization is concerned with unconstrained 
or constrained minimization of real-valued functions 
on real linear spaces which are not necessarily differ- 
entiable in the traditional two-sided sense. To treat 
such problems ageneralized theory of differentiation 
has been developed since the early 1960's. This 
theory of non-smooth analysis, which is quite different 
from the well-known theory of distributions, works 
with the concepts of a subgradient, also called general- 
ized gradient, and subdifferential, or in an equivalent 
more geometric approach with the concept of a tangent 
cone. Thus rules and results analogous to classical 
calculus are obtained and are in particular used to 
derive optimality conditions. 
Non-smooth analysis began with convex functions on 
Finite dimensional spaces, initiated by Rockafellar, 
Danskin, Dem'janov and others investigated one-sided 
derivatives of certain ot necessarily convex "max 
functions" and established a theory of "minimax". It
was Clarke 1973 to introduce locally Lipschitzian 
functions in mathematical programming in such a 
way as to essentially encompass all previous cases, 
including classical differentiable optimization. 
Today two main streams of the ongoing development 
can be realized. On the one side effective algorithms 
are constructed and known computational methods in 
dffferentiable optimization are extended for mini- 
mizing non-differentiable, mainly convex functions. 
On the other side non-smooth analysis and optimiza- 
tion theory are generalized to broader classes of func- 
tions necessarily neither differentiabh nor convex. It 
is one of the purposes of this bibliography to bring 
these two directions into contact. 
2. SCOPE OF THE BIBLIOGRAPHY 
It has been the intention to compile all published 
papers and theses up to 1980 that deal with non- 
dffferentiabte optimization from a theoretical point of 
view (existence theory, optimality conditions .... ) or 
contribute to non-convex non-smooth analysis (sub- 
differential calculus, generalized mean value and in- 
verse function theorems, ...) or present computational 
methods, in particular subgradient algorithms for the 
solution of non-dffferentiable optimization problems. 
However papers in the now well established fields of 
convex optimization theory, theory of minimax, and 
Chebycheff approximation are generally not included; 
instead text books and monographs are cited, which 
contain extensive bibliographies. 
3. ORDERING AND FORM OF REFERENCES 
The references are arranged alphabetically b  the 
names of the authors. The publications of the same 
author are ordered by the year of publication, here 
" ~ "  stands for the repetition of the author's 
name. The quotations from journals follow the style 
of "Mathematical Reviews". English translations of
russian contributions are indicated after "= ". Concern- 
ing cyrillic names, the english transliteration is used, 
often in addition the transliteration with accents 
(in brackets). 
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