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Abstract 
This paper' investigates the use of lip information, in 
conjunction with speech information, for  robust speaker 
verijication in the presence of background noise. It has 
been previously shown in our own work [14], and in the 
work of others, that features extracted from a speaker's 
moving lips hold speaker dependencies which are comple- 
mentary with speech features. We demonstrate that the 
fusion of lip and speech information allows for  a highly 
robust speaker verijication system which outperforms the 
performance of either sub-system. We present a new tech- 
nique for  determining the weighting to be applied to each 
modality so as to optimize the performance of the fused sys- 
tem. Given a correct weighting, lip information is shown 
to be highly efective for reducing the false acceptance and 
false rejection error rates in the presence of background 
noise. 
1 Introduction 
Speaker verification can be thought of as person authen- 
tication using the class of information which arises from 
the production of speech. Within this class, the most obvi- 
ous source of features is auditory speech information itself. 
In ideal or clean conditions, automatic speaker recognition 
(ASR) systems perform very well using speech character- 
istics alone. However, considerable decreases in perfor- 
mance are observed as a result of adverse variables such as 
background noise, channel distortion or reverberation [9]. 
A less obvious source of information related to speech 
production is that of visual lip information. Lip movement 
is a natural by-product of the various positions the oral cav- 
ity must take to produce the range of phonetic sounds we 
understand as speech. In noisy conditions, a listener makes 
considerable use of lip information to aid in the speech in- 
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telligibility process. We have shown in our previous work 
that speaker recognition of reasonable accuracies can be 
obtained by using lip information only [ 141. 
The majority of past audio-visual fusion work has 
been performed in the area of bi-modal speech recogni- 
tion, although some work has considered biometric per- 
son identification [5][4] and biometric noisy speech en- 
hancement [SI. Previous work in acoustic-labial speaker 
verification has been performed via the use of Hidden 
Markov Model (HMM) classifiers using3xed acoustic con- 
ditions [6]. Other recent audio-visual authentication work 
has considered the fusion of facial and speech informa- 
tion, however once again the fusion systems assume fixed 
acoustic and visual conditions [3][2]. 
The  work presented in this paper considers the fusion 
of speech and lip information given that audio conditions 
can differ greatly from training to testing. We develop an 
algorithm for the automatic determination of weights to be 
applied to audio and visual classifiers, so as to maximize 
verification performance over a range of operating condi- 
tions. 
2 System Feature Extraction 
2.1 Audio Sub-system 
The audio sub-system feature extraction is standard, 
with mel-cepstral features [ 1 I ]  being extracted from the 
speech. Silence is first removed from the speech via a low- 
energy thresholding. This is followed by the calculation 
of the magnitude spectrum of 32ms speech segments. The 
spectrum is then pre-emphasised and processed by a mel- 
scale filterbank. Finally the filterbank coefficients are co- 
sine transformed to produce the cepstral coefficients. 
2.2 Visual Sub-system 
We have presented in detail [ 141 a new method for lip 
tracking using a combined chromatic-parametric approach, 
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where the parametric lip contour polynomial model is de- 
rived directly from chromatic information. This tech- 
nique provides computational advantages as no minimiza- 
tion procedure is required to fit the contour model, and has 
enabled us to develop a real-time implementation of the 
lip-tracking system. 
Features are extracted via colour profiles taken around 
the lip contour. As the contour model follows the moving 
lips, the chromatic features will be consistent with respect 
to the lip position. This is illustrated in Figure 1. 
Figure 1 : Colour Profile Vectors 
Features are reduced via the use of Principal Compo- 
nent Analysis (PCA), followed by Linear Discriminant 
Analysis (LDA). In this way, lip features are chosen which 
provide the greatest discrimination between speakers. We 
cannot apply LDA directly to the original chromatic fea- 
tures due to the fact that the with-in class scatter matrix 
S, E Rkxk  is singular when the number of image samples 
K, from each training class is less than the dimension of 
the feature vectors k. However after PCA, the feature vec- 
tor dimensions k are reduced to well below K. A complete 
description of these feature reduction steps may be found 
in [14]. 
3 Audio and Visual Systems 
3.1 Audio and Visual Classifiers 
Classification of both audio and visual data was 
achieved via the use of the Gaussian Mixture Model 
(GMM). These models have been used extensively in the 
past for the modelling of the output probability distribu- 
tion. of speech features for a particular speaker [ 113. The 
multi-modal nature of the model allows it to cater for a 
wide range of voice characteristics for each speaker. 
The Gaussian mixture density for a given model X i  is 
given by: 
M 
P(+ i )  = p i m w ,  p im,  Cam) (1) 
m=l 
where 2 is the observation vector, pi ,  is the mixture 
weight for mixture m, of M mixtures, for speaker i, and 
r(S, p ,  C) is a multivariate Gaussian function with mean 
p and covariance matrix C. 
3.2 Verification Decisions 
In any verification system the aim is to determine 
whether to accept or reject a speaker based on how well 
their data fits the model of the claimed speaker. We can 
categorize the verification decision as a two class problem 
where the classes HO and H1 are the acceptance and re- 
jection classes respectively. The simplest approach is to 
compare the score from the model to a threshold and make 
a class decision as: 
m 
where A;:'; is the model for the claimed speaker, T 
is the number of frames for input features x r o d e ,  Tmode is 
the threshold value and mode c [ a d ,  vis]. 
3.3 Background Normalization 
In general, superior verification performance can be ob- 
tained via the use of background normalisation or cohort 
speaker models [ 121. Rather than only the claimed speaker 
model score being used for thresholding purposes, we also 
make use of background model scores. A normalised score 
is calculated as: 
U( X m o d e ( S c l a z m )  = log p (  xrnode (A;::;) - 
- log p ( X m o d e I X y d e )  ( 5 )  
b € B ( i )  
where s,laim is the claimed speaker and mode  C 
[aud,  vis] as before, and U is the background speaker set. 
To increase the robustness of each client's model to both 
similar and dissimilar impostors, we incorporate both near 
and far speakers into our background speaker cohort selec- 
tion. We follow a procedure similar to [ 1 I ]  where we se- 
lect maximally-spaced speakers from a close set, and max- 
imally spaced speaker's from a far set, thus decreasing re- 
dundancy in the choice of background speaker characteris- 
tics. 
The final normalized score u is calculated as: 
U ( X m o d e  I S c l a i m )  = log p(Xmode1 XZ::;) - 
- log p(XmodeIXrode) -
b € C ( i )  
- log p ( X m o d e J X y d e )  (6) 
b E F ( i )  
where C and 3 are the close and far cohort sets for the 
claimed speaker respectively. 
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In the case of our experiments we chose close and far 
cohorts sets of 5 speakers each from initial groups of 10 
close and 10 far speakers. Hence our final cohort set con- 
tained 10 speakers. 
4 Audio-visual Fusion System 
4.1 System Structure 
Two main approaches can be taken for fusion, being that 
of direct fusion, and output fusion [ 131. In direct fusion 
features from each source are combined prior to classifica- 
tion, whereas in output fusion, features from each source 
are separately classified, with the classifier outputs then 
being combined. Past research [I] has shown that output 
fusion is in general superior for audio and visual fusion. 
The basic structure of our fusion system is that of 
asynchronous linear output fusion. Here the verification 
decision H is based upon a linear combination of out- 
puts from the audio and visual classifiers. This can be 
expressed for the general case 171 as: 
assign H + Hj for j = 0 , 1  i f  
where HO and H I  are the accept and reject classes re- 
spectively, Xm& are the input features, a E [O ,  11, and we 
assume the a priori class probabilities P(H0) and P(H1)  
are equal. 
Rather than attempting to compute the a posteriori 
probabilities P(Hk IXmode) the verification decision is 
based upon a speaker independent thresholding of cohort 
normalised scores U from each modality. This can be 
expressed mathematically as: 
assign H + HO i f  
assign H + H I  if 
where 7 is the score threshold value, and U(XmodeISi) 
are defined in Equation 6. 
Thus we first calculate the cohort normalised scores for 
each modality, and then combine these scores via a linear 
weighting before thresholding the final value. 
4.2 Determination of Optimal Classifier Weight- 
ings 
In any classification system, the output probability is 
really an estimate of the true a posteriori probability with 
an associated error factor. Hence we can express the output 
estimate P(HkIXi)  as: 
p(HkIXmode) = P(Hk(Xmode) + emode (10) 
where mode C [aud, v i s ]  and k C [0,1]. 
We seek tq find a way to automatically allocate the op- 
timum weighting (Y E [0,1] to classifiers so as to minimise 
the error contributions emode, to the overall verification 
problem. To determine the resulting confidences for each 
classifier, we treat the problem as a large-sample test of the 
hypothesis for the difference between two sample means. 
In our case, the two sample means po and p1 represent the 
means of the northalised scores U given true clients and 
given true impostors respectively. 
Hence we are testing the hypothesis: 
It can be shown statistically, that the standard error [ 
for this estimate is: 
[mode = J- 
m n  
where m and n are the number of client and imposter 
tests respectively, and 00" and at are the sample class vari- 
ances of the client and imposter scores U determined from 
self-testing the training set, for the particular mode of in- 
terest. 
We assume that the standard error for a classifier gives a 
relative indication of the ability of the classifier to consis- 
tently separate client scores and imposter scores. The less 
variation there is in client and imposter scores, the lower 
the standard error for that classifier will be, and the better 
the verification performance. 
Hence based on the assignment of a in Equation 7, we 
determine a as: 
(13) 
<vis 
[aud -k '$vis 
a =  
where a is the weight assigned to the audio classifier 
and 1 - a is the weight assigned to the visual classifier. 
5 Experiments 
5.1 Experiment Details 
We trained and tested the audio and visual verification 
systems using the M2VTS multi-modal database [IO]. The 
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database consists of over 27000 colour images of 37 sub- 
jects counting from zero to neuf in French over a number 
of different sessions, with a week between each session. 
We used the first three recording sessions as training data, 
and the fourth session as test data. 
The verification tests consisted of a series of both false 
rejection (FR) tests and false acceptance (FA) tests. The 
first 30 speakers were chosen to be clients, whilst the re- 
maining 7 speakers were used as impostors only. Cohort 
speakers for each of the client speakers were obtained from 
the other remaining client speakers. For FR tests, all 30 
speakers were used as clients to their own models resulting 
in 30 tests. For FA tests each of the 7 impostors were used 
against all 30 client models resulting in 210 tests. 
One of the key aims of the experiments was to evaluate 
the effectiveness of the choice of Q as speech data qual- 
ity was degraded with noise. Given that the technique for 
choosing aopt, described in Section 4.2 is optimised for 
clean audio and visual data, we deliberately change condi- 
tions to extreme levels to evaluate system robustness. 
5.2 Results 
5.2.1 Audio Tests 
In Figure 2 the receiver operating characteristic (ROC) 
curves are presented for the verification system using 
speech data alone. Each ROC curve represents verification 
performance under a particular level of audio degradation. 
Figure 2: Audio ROC curves 
5.2.2 Lip Tests 
The usefulness of lip information as a secondary source of 
speaker dependent information has been demonstrated in 
our own previous work in speaker identification [ 141. We 
have achieved speaker identification using results, using lip 
information alone, of nearly 90% over 37 speakers. Best 
speaker recognition results are used using features obtained 
via principal component analysis (PCA) followed by linear 
discriminant analysis (LDA). 
Figure 3 shows the ROC curve for speaker verification 
using lip information only. For the purposes of these tests, 
the quality of visual information has been held constant 
and not degraded in any way. 
0 5 t  t 
Figure 3: Visual ROC curves 
5.2.3 Audio-Visual Fusion Tests 
The verification results after fusion of speech and lip in- 
formation are presented in Figure 4. The value of Q used 
to form the results is determined as per Section 4.2. Given 
clean audio and visual training data, aOpt was calculated to 
be 0.901. 
Figure 4: Audio-visual ROC curves 
To evaluate how good the choice of aOpt is, Figure 5 
gives a comparison of the EER's for the "optimal" system 
with a range of other values of cr E [0,1]. 
For clean data, the optimal fused system can be seen to 
maintain the speech only EER rate of 0.47%. At very high 
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Figure 5:  Comparison of EER’s for varying weights 
noise levels, the optimal fused system reduces the EER 
from 29.0%, for speech only, to 15.0%. 
It can be observed that values of cr such as 0.70 and 
0.85 outperform the optimal system at high noise levels, 
however for clean data the corresponding EER’s for these 
values of cr are 2.4% and 1.0%, which is a step backwards 
from the excellent performance using speech only. 
Given that a verification system would be ideally op- 
erating in clean or low noise conditions, the choice of 
crept = 0.901 made by the system does indeed appear to 
be almost optimal. If a system were to be continually oper- 
ating in high noise conditions, we would need to determine 
the standard error for audio data taud based on highly noisy 
training data and find the new aopt accordingly. 
6 Conclusions 
This paper has presented the use of lip information as 
a secondary source of information for robust speaker ver- 
ification under varying noise conditions. We have previ- 
ously shown that speaker dependent lip information can be 
obtained by classifying the distribution pattern of features 
from a speaker’s moving lips over time. 
Results show that speaker verification performance us- 
ing speech information only, decreases considerably as 
background noise increases. The fusion of lip and speech 
information allows the system performance to remain rel- 
atively high even when speech information is highly de- 
graded. 
We present a technique for automatically determining 
the weighting of audio and visual classifiers to maximise 
overall verification performance over a range of operating 
characteristics. Results from experiments are encouraging 
and show that the technique is able to select a value of a 
to match the excellent performance, in clean conditions, of 
speech-only verification, whilst greatly improving results 
over speech-only in high noise. 
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