Rascal programs are organized into modules that consist of definitions of global variables, functions and algebraic data types. I will assume that similarly named definitions in different modules are distinguishable and that there are no duplications in naming; I also assume that global variables are initialized once at the time of loading the containing module. | data at = k 1 ( − → t x)| . . . |k n ( − → t x) (Algebraic Data Type Definition)
The operational part of Rascal consists of syntactically distinct categories of statements and expressions; I have chosen to collapse the two categories since statements have result values that can be used inside expressions. Most constructs come are standard imperative ones, such as blocks, assignment, branching and loops (including control operations); I have chosen to use note that blocks local-in for representing blocks instead of curly braces like in concrete Rascal, to distinguish them from set literal expressions. Notable Rascal-specific constructs include a generalized version of the switch-expression that supports rich pattern matching over both basic values and algebraic data types, the visit-expression which allows traversing data types using various strategies, and the solveexpression which continuously evaluates its body expression until target variables reach a fixed-point in assigned values. The fail control operator allows backtracking inside switch and visit statements to try other possible matches. cs ::= case p ⇒ e (Case)
Example 1 (Expression simplifier). An expression simplifier can use visit to completely simplify all sub-expressions no matter where they are in the input expression: There are two types of enumeration expressions that can be iterated using for-loops: collection enumeration where the range variable is assigned to a new value inside the collection on each iteration, and matching enumeration that assigns the next possible match environment on a new iteration. Enumeration expressions can be used as Boolean expressions, where the result value indicates whether it was possible to apply the bindings of the first iteration.
The visit-expression supports various strategies that determine the order a particular value is traversed w.r.t. its contained values. The top-down strategy traverses the value itself before contained values, and conversely bottom-up traverses contained values before itself. The break versions stop the traversal at first successful match, and the outermost and innermost respectively apply the top-down and bottom-up until a fixed-point is reached.
Rascal has a rich pattern language that not only includes matching on basic values and constructors, but also powerful matching inside collections and descendant patterns that allow matching arbitrarily deeply contained values.
Patterns inside collections can be either ordinary patterns or arbitrary match patterns that match an arbitrary number of elements inside the given collection.
Rascal programs expressions evaluate to values, which either are basic values, data type values, collections or the special empty value ⊥.
Rascal is a strongly typed language and so all values are typed. The types are fairly straightforward in the sense that most values have a canonical type and there is a sub-typing hierarchy with a bottom type void and a top type value. I have chosen to only focus on the types that affect the dynamic semantics, and so will not focus on more sophisticated features like type constraints.
3 Semantics
Value Typing
While Rascal aims to be a statically-typed language, its type checker [2] is not yet completed at the time of writing this report. I therefore provide a typing judgment only for values of form v ε t , which states that value v has type t.
The subtyping relation has form t <: t ′ , stating t is a subtype of t ′ . We let t <: t ′ denote the negated form where none of the given cases below matches. Sub-typing is reflexive, so every type is a sub-type of itself; void and value act as bottom type and top type respectively. 
Expression
The main judgment for Rascal expressions has the form e; σ = = ⇒ expr vres; σ ′ , where the expression e is evaluated in an initial store σ ∈ Var → Val-mapping variables to values-returning a result vres and updated store σ ′ as a side-effect. The result vres is either an ordinary value signifying successful execution or an exceptional result exres.
vres ::= value v | exres An exceptional result is either a control operation (break, continue, fail), an error that happened during execution, a thrown exception throw v or an early return value return v. The difference between value v and return v is that the latter should propagate directly from sub-expressions to the surrounding function call boundary, while the value in the former can be used further in intermediate computations.
Basic values evaluate to themselves without any side effect (E-Val).
E-Val bv ; σ = = ⇒ expr value bv ; σ A variable evaluates to the value it is assigned to in the store if available (E-Var-Sucs), and otherwise result in an error (E-Var-Err).
Unary expressions evaluate their operands, applying possible side-effects; if successful the unary operator is applied on the result value (E-Un-Sucs), and otherwise it propagates the exceptional result (E-Un-Exc). Evaluating binary expressions is similar to unary expressions, requiring both operands to evaluate successfully to apply the binary operator (E-Bin-Sucs); otherwise the exceptional results of the operands are propagated in order from left (E-Bin-Exc1) to right (E-BinExc2).
E-Bin-Sucs
Constructor expressions evaluate their arguments first, and if they all successfully evaluate to values, then check whether the types of values match those expected in the declaration. If the result values have the right types, a constructor value is constructed (E-Cons-Sucs), and otherwise a (type) error is produced (E-Cons-Err). In case any of the arguments has an exceptional result the evaluation of the rest of the arguments halts and the exceptional result is propagated (E-Cons-Exc).
Evaluating list expressions also requires evaluating all subexpressions to a series of values. If the evaluation is successful then a list value is constructed (E-List-Sucs), and otherwise the exceptional result is propagated (E-List-Exc).
Set expression evaluation mirror the one for lists, except that values are constructed using a set constructor (E-Set-Sucs), which may reorder values and ensures that there are no duplicates. Exceptional results are propagated as always (E-Set-Exc).
Map expressions evaluate their keys and values in sequence, and if successful construct a map value (E-Map-Sucs). Exceptional results are propagated (E-Map-Exc).
Lookup expressions require evaluating the outer expression to a map-otherwise erroring (E-Lookup-Err)-and the index expression to a value. If the index is an existing key then the corresponding value is produced as result (E-Lookup-Sucs) and otherwise the nokey exception is thrown (E-Lookup-NoKey). Exceptional results are propagated from sub-terms (E-Lookup-Exc1, E-Lookup-Exc2).
E-Lookup-Sucs
Map update expressions also require the outer expression to evaluate to a map valueotherwise erroring (E-Update-Err)-and the other expressions to evaluate to values. If the index is an existing key then its corresponding value is replaced with the newly provided one (E-Update-Sucs), and otherwise the key-value pair is added to the resulting map value (E-Update-New). Finally, exceptional results are propagated left-to-right if necessary (EUpdate-Exc1, E-Update-Exc2, E-Update-Exc3).
E-Update-Sucs 1. If the body successfully evaluates to a correctly typed value, then that value is provided as the result (E-Call-Sucs).
2. If the body evaluates to a value that is not correctly typed, then it errors (E-CallRes-Err1).
3. If the result is a thrown exception or error, then it is propagated (E-Call-Res-Exc).
Otherwise if the result is a control operator, then an error is produced (E-Call-ResErr2).
In all cases the resulting store of executing the body is discarded-since local assignments fall out of scope-except the global variable values which are added to the store that was there before the function call.
E-Call-Sucs
The return-expression evaluates its argument expression first, and if it successfully produces a value then the result would be an early return with that value (E-Ret-Sucs). Otherwise, the exceptional result is propagated (E-Ret-Exc). Generally, variables must be declared before being assigned, and declarations are unique since shadowing is disallowed. Evaluating an assignment proceeds by evaluating the righthand side expression-propagating exceptional results (E-Asgn-Exc)-and then checking whether the produced value is compatible with the declared type. If it is compatible then the store is updated (E-Asgn-Sucs), and otherwise an error is produced (E-Asgn-Err). The switch-expression initially evaluates the scrutinee expression, and then proceeds to execute the cases on that value (E-Switch-Sucs). The evaluation of cases is allowed to fail, in which case the evaluation is successful and has the special value ⊥ (E-Switch-Fail); other exceptional results are propagated as usual (E-Switch-Exc1, E-Switch-Exc2). The visit-expression has similar evaluation cases to switch (E-Visit-Sucs, E-VisitFail, E-Visit-Exc1, E-Visit-Exc2), except that the cases are evaluated using the visit relation that traverses the produced value of target expression given the provided strategy. Blocks allow evaluating inner expressions using a local declaration of variables, which are then afterwards removed from the resulting store (E-Block).
The for-loop evaluates target enumeration expression to a set of possible environments that represent possible bindings of variables to values-propagating exceptions if necessary (E-For-Exc)-and then it iterates over each possible binding using the 'each' relation (EFor-Sucs). The evaluation of while-loops is analogous to other imperative languages with control operations, in that the body of the while loop is continuously executed until the target condition does not hold (E-While-False). If the body successfully finishes with an value or continue then iteration continues (E-While-True-Sucs), if the body finishes with break the iteration stops with value ⊥ (E-While-True-Break), if the conditional evaluates to a non-Boolean value it errors out (E-While-Err) and otherwise if another kind of exceptional result is produced then it is propagated (E-While-Exc1, E-While-Exc2). The solve-loop keeps evaluating the body expression until the provided variables reach a fixed-point. Initially, the body expression is evaluated and then the values of target variables are checked against the values of the previous iteration, stopping iteration if they are equal (E-Solve-Eq) or otherwise keep iterating (E-Solve-Neq). In case an exceptional result is produced, it is propagated (E-Solve-Exc). The try-finally expression executes the try-body first and then the finally-body. If the try-body evaluates successfully to value then that value is the result of the complete expression (E-Fin-Val-Sucs), otherwise if it produces a thrown value the result of the complete expression is ⊥ (E-Fin-Thr-Sucs). Other exceptional results are propagated (E-Fin-Exc1, E-Fin-Exc2). The try-catch expression evaluates the try-body and if it produces a thrown value, then it binds the value in the body of catch and continue evaluation (E-Try-Catch). For all other results, it simply propagate them without evaluating the catch-body (E-Try-Ord).
E-Try-Catch
When an enumeration expression is used in the context of an ordinary expression, it will return a Boolean value that indicates whether it was possible to apply the first environment in the sequence to the resulting store (E-Enum-True, E-Enum-False). Exceptional propagates are naturally propageted (E-Enum-Exc). The innermost streatgy evaluates the bottom-up traversal as long as it produces a result not equal to previous iteration (EV-IM-Neq), returning the result value when a fixed-point is reached (EV-IM-Eq); if any exceptional result happens during evaluation it will be propagated (EV-IM-Exc). Analogous evaluation steps happens with outermost streatgy and top-down traversal (EV-OM-Neq, EV-OM-Eq, EV-OM-Exc).
EV-IM-Eq
− → cs ; v; σ The top-down traversal strategy will first run all cases on the given value, then continue applying the traversal on contained values, finally reconstructing a new output containing the possible replacement values obtained (ETV-No-Break-Sucs). If using the break strategy, the traversal will stop at the first value that produces a successful result, still recombining the values as usual in the end (ETV-Break-Sucs1, ETV-Break-Sucs2); otherwise, if any sub-result produces a non-fail exceptional result it is propagated (ETV-Exc1, ETV-Exc2). The analogy also holds with break strategy (EBU-Break-Sucs1, EBUBreak-Sucs2), and propagation of errors in sub-traversals (EBU-Exc, EBU-Err). 
The if-fail function will return a provided default value if the first argument is fail, and otherwise it will use the provided value in the first argument.
Enumeration The enumeration relation e; − → ρ ; σ = = ⇒ each vres; σ ′ iterates over all provided bindings (EE-More-Sucs) until there are none left (EE-Emp) or the result is neither an ordinary value or continue from one of the iterations (EE-More-Exc); in case the result is break the evaluation will terminate early with a succesful result (EE-More-Break). An error is raised if the result value is not a collection ( E -Enum-Err), and exceptions are propagated as always ( E -Enum-Exc). Pattern matching against a variable depends on whether the variable already exists in the current store. If it is assigned in the current store, then the target value must the assigned value to return a possible binding (P-Var-Uni) and otherwise failing with no bindings (PVar-Fail); if it is not in the current store, it will simply bind the variable to the target value (P-Var-Bind). When pattern matching against a constructor pattern, it is first checked whether the target value has the same constructor. If it does, then the sub-patterns are matched against the target contained values merging their resulting environments (P-Cons-Sucs), and otherwise failing with no bindings (P-Cons-Fail). The merging procedure is described formally later in this section, but it intuitively it takes the union of all bindings that have consistent assignments to the same variables. When pattern matching against a typed labeled pattern, the target value is checked to have a compatible type-failing with no bindings if not (P-Type-Fail)-and then then the inner pattern is matched against the same value. The result of the sub-pattern match is merged with the environment where the target value is bound to the label variable (PType-Sucs).
Theorems
An important property in Rascal programs is that backtracking in patterns clauses restores initial program state.
Theorem 1 (Backtracking purity). If − → cs ; v; σ ==⇒ cases fail; σ ′ then σ ′ = σ
Another important property is that Rascal is strongly typed, which we capture by specifying two theorems: one about the well-typedness of state, and the other about well-typedness of resulting values.
Theorem 2 (Strong store typing). If e; σ = = ⇒ expr vres; σ ′ and there exists a type t such that v ε t for each value in the input store v ∈ img σ, then there exists a type t ′ such that v ′ ε t ′ for each value in the result store v ′ ∈ img σ ′ .
Theorem 3 (Strong result typing)
. If e; σ = = ⇒ expr vres; σ ′ and the result value is either value v, return v, or throw v, then there exists a type t such that v ε t.
Consider an augmented version of the operational semantics where each execution relation is annotated with partiality fuel [1]-represented by a superscript natural number n-which specifies the maximal number of recursions allowed to construct the derivation. The fuel is subtracted on each recursion, resulting in a timeout value when it reaches zero; the rules are modified such that if any recursive premise has a timeout result then the conclusion would also timeout.
vtres ::= vres | timeout For this version of the semantics we can specify the property that if all used variables are declared then either an execution will either produce a result or it will timeout; that is, the semantics does not get stuck.
Theorem 4 (Partial progress). For each expression e it is possible to construct a derivation e; σ = = ⇒ expr n vtres; σ ′ Finally, consider a subset of the expression language described by syntactic category e fin , where while and solve loops are disallowed, and similarly with the traversal strategies innermost and outermost. This subset is known to be terminating:
Theorem 5 (Terminating expressions). There exists fuel n such that derivation e fin ; σ = = ⇒ expr n vres; σ ′ has a result vres which is not timeout for expression e fin in the terminating subset.
