c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i o m e d i c i n e 1 2 9 ( 2 0 1 6 ) 117-124 j o u r n a l h o m e p a g e : w w w . i n t l . e l s e v i e r h e a l t h . c o m / j o u r n a l s / c m p b In this work, we make available a novel R package, named specmine, which provides a set of methods for metabolomics data analysis, including data loading in different formats, preprocessing, metabolite identification, univariate and multivariate data analysis, machine learning, and feature selection. Importantly, the implemented methods provide adequate support for the analysis of data from diverse experimental techniques, integrating a large set of functions from several R packages in a powerful, yet simple to use environment.
Introduction
The field of metabolomics has been growing in interest by the scientific community, given its extensive range of applications in functional genomics and, more globally, in the characterization of biological systems [12] . Indeed, the possible tasks include studying metabolic systems, measuring biochemical phenotypes, understanding and reconstructing networks, discriminating between samples, identifying biomarkers of sive range of experimental techniques has been developed to obtain metabolomics data, which are growing in size.
The main experimental approaches for metabolomics data acquisition are nuclear magnetic resonance (NMR), liquid chromatography (LC) and gas chromatography (GC) coupled with mass spectrometry (MS), infrared (IR), and ultraviolet-visible (UV-vis) spectroscopies. GC/LC-MS and NMR are more robust techniques and they are frequently employed in the analysis and quantification of the metabolome. IR and UV-vis techniques have the advantage of being simpler and less expensive, providing a complementary view of that provided by GC/LC-MS or NMR.
Two distinct approaches can be chosen for running a metabolomics experiment. The former, a chemometrics approach or metabolic fingerprinting, makes direct use of spectra or peaks lists, and the analysis typically addresses sample discrimination. The latter, known as metabolic target analysis or profiling, focuses on the identification and quantification of compounds in the sample, using that information to run the analysis. The general workflow of an experiment generally consists in the steps of sample preparation, data acquisition, preprocessing, data analysis and interpretation (see Fig. 1 ). Once the samples are prepared and data is acquired, it will be preprocessed to correct some issues and improve the performance of the next step, data analysis.
The analysis of metabolomics datasets needs to address important challenges regarding the extraction of relevant knowledge from large amounts of data [16] . As it is the case with other types of omics data, metabolomics data analysis has promoted the development and adaptation of numerous methods for data analysis from fields such as statistics, machine learning or computer science.
Some of the main available tools for metabolomics data analysis are summarized in Table 1 . Most of the tools reviewed in the table, while providing useful functionalities, are limited to specific types of metabolomics or spectral data (as it is the case with hyperSpec, ChemoSpec, speaq or Automics). Other tools offer a limited portfolio of data analysis tools (e.g. metabolomics package or MeltDB), not offering an extensive range of solutions for the construction of metabolomics data analysis pipelines. The most comprehensive tool found was the web-based suite MetaboAnalyst [18] , which provides a large number of tools with a user-friendly interface. It is, however, limited to the provided closed user interface and available configuration parameters, being difficult to extend and define personalized workflows. Also, it does not cover spectral data.
On the other hand, a number of R packages have been developed, from which we emphasize xcms and MAIT [20] (from Bioconductor), hyperSpec [2] and ChemoSpec [9] , which, although limited to specific data types, provide valuable functions for many types of metabolomics data analysis. However, these packages are not well integrated with each other, and therefore it is not straightforward to combine their functionalities.
Taking into account the aforementioned context, the proposed work aims to develop an integrated script-based software for the analysis of metabolomics data in the format of a package for the R scientific computing environment. This package will incorporate many available functions provided by metabolomics oriented R packages (as highlighted above), but also more general-purpose data analysis R functions. The developed tool will address at this stage metabolomics and spectral data from GC-MS, LC-MS, NMR, IR, and UV-vis experiments.
The framework was developed to address a wide variety of common tasks on metabolomics data analysis, providing a general workflow that can be adapted for specific case studies, addressing tasks as data loading, pre-processing, normalization, metabolite identification, univariate and multivariate statistical analysis, clustering, machine learning and feature selection. Thus, it provides a tool that not only covers the main metabolomics and spectral data types, but also addresses a full range of tasks in data analysis, allowing to create flexible and powerful analysis pipelines for specific case studies, not loosing the capability of interacting with the multitude of functions provided by the R project's community.
Development of the package and provided functions
To achieve the objectives of this work, a package with features covering the main steps of the metabolomics data analysis workflow was developed, containing functions for data reading and dataset creation, preprocessing, metabolite identification and data analysis. Fig. 2 shows the main modules developed.
The package contains functions that are easy to use, i.e. with few mandatory parameters, but also very flexible, since most functions have default parameters, but they also have a large number of parameters that can be used to change the default behavior. The package integrates many functions imported and sometimes adapted/extended from other packages, integrating various packages over a unique interface. The package's functions were meant to provide abundant graphical visualization options of the results. The idea is to minimize the complexity of the code needed to make an analysis pipeline over a dataset, but also to easily allow creating variants for this analysis.
Development tools and installation
The package was developed using the R 1 environment, a free software environment for data manipulation, scientific and statistical computing and graphical visualization. RStudio 2 was the environment chosen to develop the scripts and assemble the package. Reports were made using a plugin named RMarkdown, 3 which can create easily dynamic HTML reports from annotated R code. The package can be accessed and installed through the CRAN repository, being available under the name of specmine in the URL https://cran.r-project.org/web/packages/specmine/, being also available a set of documents providing full documentation for all functions. The package's most recent development version can also be installed directly in RStudio using the install bitbucket function of the devtools package, using the following repository as an argument: "chrisbcl/metabolomicsPackage".
Data reading and dataset structure
The types of metabolomics data supported are NMR, UV-vis, IR, and (GC-or LC-)MS data. A number of different file formats are supported, including comma (or tab) separated values (CSV or TSV) files, (J)DX spectra files, NetCDF, mzDATA and mzXML MS data. Metadata can be given as a CSV/TSV file. The core reading functions for (J)DX are provided by ChemoSpec [9] . For LC/GC-MS spectra data (NetCDF, mzDATA, and mzML), the package xcms [19] was used. It is also possible to load data as a peaks list, using peak alignment functions to reach a dataset in a standard tabular form. Fig. 3 represents a scheme of the data reading processes. The basic structure of a dataset is general-purpose, independent of the type of data and source. A dataset is an R list consisting of the following fields: description of the dataset, type of data, the data matrix, the metadata data frame and the labels for the x-and y-axis. In Fig. 4 , a graphical representation of the dataset structure is provided. 
Exploratory analysis and data pre-processing
The package includes a number of functions that allow to calculate global statistics and others to provide graphical visualization of the data. A basic visualization function allows to see the distribution of values for (a subset of) the variables in the dataset in the form of boxplots. There are also functions to plot spectral data (where variables are represented by numerical values). For visualization functions, the base graphics system of R was used, but some functions also rely on the ggplot2 package. Various preprocessing methods were implemented for the different types of data. To extract relevant parts of a dataset, a number of functions were developed that allow to extract (or remove) relevant subsets of samples, data and metadata variables.
To perform spectral pre-processing, methods are available for different types of corrections or spectral processing. These include functions for shifting correction, multiplicative scatter correction, first derivative, baseline (based on the methods available for the baseline R package), offset and background corrections (both implemented from the hyperSpec package). A few methods for smoothing interpolation are available, such as bin or loess smoothing, as well as Savitzky-Golay filters.
To treat missing values, various imputation methods were implemented. Also, methods for data normalization, transformation and scaling are provided. Sample normalization methods includes normalization by sum, median, by a reference sample or feature. Cubic root and logarithmic transformation methods are available, and as for scaling methods, auto, range and pareto scaling methods are provided. Finally, to remove variables with low variance, flat pattern filters are provided with distinct metrics and parameters.
Metabolite identification
A method from the MAIT (http://bioconductor.org/packages/ release/bioc/html/MAIT.html) package is currently available to perform metabolite identification, at this stage only for LC-MS data.
The method provides peak annotation with the CAMERA package. It can also be used to obtain the significant features from the spectra, or the user can supply the features and proceed with metabolite identification. The MAIT package provides a method called biotransformation that helps to improve the metabolite identification process and also provides its own database [20] . The results are stored on a folder with the query mass and the identification information associated with them.
2.5.
Univariate analysis 
Unsupervised multivariate analysis
The package includes functions to perform principal component analysis (PCA) using two methods: classical and robust. Robust PCA uses the grid search algorithm to compute the desired number of principal components, using the pcaPP R package [5] . It also provides a number of ways to visualize the results through scree plots, scores plots, biplots and pairs plots. Additionally, two clustering methods were implemented: k-means clustering and hierarchical clustering. The distance method can be chosen according to the available option from the dist function, as well the method used in the case of the hierarchical clustering. Clustering results can also be plotted. There are functions that create a dendrogram of the hierarchical clustering results and functions that allow to visualize the results from k-means.
Machine learning and feature selection
The package provides a number of functions to train, use and evaluate machine learning methods, being mostly based in the R package caret, covering both classification and regression methods. Also, there are functions to evaluate the importance of each variable in the models. A list of possible models and tunable parameters can be seen in: http://topepo.github.io/ caret/modelList.html. Validation methods are available to estimate the error metrics, which include k-fold cross-validation, leave-one-out cross-validation and resampling, among others. The error metrics available include accuracy, area under the ROC curve (AUC) and kappa statistic for classification, and root mean square error (RMSE) and the coefficient of determination (R 2 ) for regression.
The implemented functions enable to do model training and the posterior use of the model to predict new data. Also, it is possible to optimize a set of model parameters (e.g. number of components in partial least squares, or hidden nodes in a neural network) testing a set of possible values and evaluating those according to the selected validation method and error metrics. The results from a process of model optimization includes the best model obtained, the performance of this model, the variables' importance, the results of all tested combinations of parameters, the confusion matrices (for classification), among other statistics. These models can be used later for predictions or visualization, as it happens in the partial least squares (PLS) case.
Also, from the same package, there are a number of functions to perform feature selection, i.e. determine which attributes are more valuable when applying different machine learning methods. Both filter and wrapper methods are provided for feature selection, which can be combined with selected models from the list mentioned above. Regarding the wrappers available, the most commonly used is recursive feature elimination (RFE) [22] . This will test different subsets of features, iteratively reducing the number of features and verifying which configuration provides the best performance.
Web site
Complementary to the R package developed, the authors have also created a web site that aims to provide a means for sharing datasets and data analyses among the community. This web site, which is still provided in a preliminary version, allows users to deposit datasets, scripts and analysis reports for metabolomics data. The information made public by the users can be freely navigated by anyone, making available the data and metadata for a specific task, the R scripts used in the analysis and the data analysis reports that were generated using R markdown. The current version of the site is provided in the URL http://darwin.di.uminho.pt/metabolomics, being at this stage only available the datasets referring to the case studies described in the following section of this paper.
Case studies
Four case studies using real data will be presented to test the package and provide meaningful data analysis pipelines. The first is the analysis of metabolites concentrations of urine samples from control and cachexic cancer patients, the next is the discrimination of propolis samples from southern Brazil (using NMR and UV-vis data), the third is the analysis of the effect of postharvest physiological deterioration (PPD) of cassava samples (IR data), and, finally, the last illustrates the use of LC-MS data with spectra of two groups of samples from spinal cord of wild-type and mutant mice. For one of the case studies, some selected results will be shown as a demonstration of some of the package's capabilities. Full data analysis reports for all cases, following distinct analysis pipelines are further provided in the web site mentioned above.
Cachexia
Cachexia is a complex metabolic syndrome associated with an underlying illness (such as cancer) and characterized by loss of muscle with or without loss of fat mass [7] . Improved approaches for detecting the onset and evolution of muscle wasting would help to manage wasting syndromes and facilitate early intervention [6] . As metabolites produced from tissue breakdown are likely to be a sensitive indicator of muscle wasting, urine samples were collected since several end products of muscle catabolism are specifically excreted in urine [6] . A total of 77 urine samples were collected being 47 of them patients with cachexia, and 30 control patients. All one-dimensional NMR spectra of urine samples were acquired and then the metabolites were detected and quantified, i.e. for each metabolite its concentration was measured.
Propolis
Propolis is a substance produced from the collected exudates of plants (resin) by bees. The resin is masticated, salivary enzymes are added, and the partially digested material is mixed with beewax and used in the hive to seal the walls, strengthen the borders of combs, and embalm dead invaders. Recently, this product has been the subject of studies highlighting its pharmacological properties, such as the antimicrobial [4, 1] , anti-oxidative [10] , anti-viral [8] , antitumoral [13, 14] or anti-inflammatory [4, 1] . It has long been known that propolis' chemical composition might be strongly influenced by environmental factors peculiar to the sites of collection of a given geographic region of production, as well as by seasoning. The aim of this case study is to gain insights of important features associated to chemical composition, harvest season, and geographic origin of propolis produced in the Santa Catarina state, southern Brazil. The propolis samples used in this study for NMR data analysis were collected in the autumn (AU), winter (WI), spring (SP), and summer (SM) of 2010 from hives located in Santa Catarina state. A total of 59 samples were collected, with the distribution of samples by seasons being: SM -16 samples, AU and SP -15 samples, WI -13 samples. Also, three agroecological regions were defined for the different apiaries, distributed as follows: highlands -12 samples, plain -11 samples, plateau -36 samples.
After preprocessing, data analysis was conducted and some of results are presented below. The one-way ANOVA results in Table 2a indicate that compounds with anomeric structural moieties appear to have a significant effect on the discrimination of propolis samples over the seasons, because all the main resonances selected occur at the anomeric spectral region (3.00 ppm-5.50 ppm).
PCA results revealed a low percentage of variance explained by the first principal components. Fig. 5a shows that there is significant overlapping on the first two components. On the other hand, results from machine learning models trained to discriminate the harvest seasons are shown in Table 2b with 10-fold cross-validation with 10 repetitions. The accuracy, kappa statistic and AUC results were quite good, which can reveal the features that are significant to discriminate the harvest seasons and to successfully predict new samples. A 3D plot of the first 3 components of the PLS model is shown in Fig. 5b, showing a clear separation of the classes. 
Cassava
Cassava is widely cultivated in tropical and subtropical regions for its starchy tuberous root, a great source of carbohydrates. It has a variety of applications, like animal feeding, culinary or alcoholic beverages. As it is a tropical root, it undergoes PPD, which is characterized by streaks of blue/black in the root vascular tissue, which with time spread and cause a brown discoloration. PPD begins quickly within 24 h postharvest and, because of that, the roots need to be rapidly consumed. Some studies revealed that the deterioration is caused mostly from wound-healing responses [15] . This study was conducted to identify changes and discriminate cassava samples from different regions during PPD with the aid of supervised and unsupervised methods of data analysis.
Mice spinal cord
This case study consists of 12 LC-MS samples of spectra in the netCDF format, from mice spinal cord divided into 2 groups: the wild type and the knock-out group. The data was obtained from the MetaboAnalyst site, originating from a study which describes a general strategy for identifying endogenous substrates of enzymes by untargeted LC-MS analysis of tissue metabolomes from wild-type and enzyme-inactivated organisms [22] . On this case study, the metabolite identification methods were applied over these data and the resulting hits are shown on the report available on the web site. 
Conclusions
To face the numerous challenges brought by metabolomics data, an R package was developed, which includes features and methods for a variety of important aspects, starting with data loading into a defined structure, various methods of preprocessing and visual exploration of the data, methods for metabolite identification, as well as methods for data analysis and machine learning. All these methods have been implemented and demonstrated in distinct real-world case studies.
Since it provides the possibility of quickly creating and visualizing the results of analysis pipelines, the package can be used by anyone with or without a computational background. The package is quite flexible, with functions that are easy to use having default configurations, but with the possibility of configuring more specific details as users get acquainted with the potential of the functions. A web site has also been created to complement the package functionalities, providing a way for the community to exchange datasets, analysis scripts and reports of the analysis pipelines performed.
Therefore, the resources put forward in this work will be valuable tools for researchers in the growing field of metabolomics. In current and future work, the team will extend the framework with other methods for the covered tasks, but also address new functionalities. In the first case, the task of metabolite identification is still an area where the package can be improved covering other types of data and methods, but also machine learning possibilities can be enhanced by considering other possible frameworks. In the second case, the team will focus in extending the framework with tools for extracting peaks from NMR raw data, handling 2D NMR datasets, metabolite enrichment analysis, pathway analysis and in the implementation of methods for data fusion, which can allow the integrated analysis of different types of data for the same case study.
