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CONVEX INTEGRATION FOR A CLASS OF ACTIVE
SCALAR EQUATIONS
R. SHVYDKOY
Abstract. We show that a general class of active scalar equa-
tions, including porous media and certain magnetostrophic tur-
bulence models, admit non-unique weak solutions in the class of
bounded functions. The proof is based upon the method of convex
integration recently implemented for equations of fluid dynamics
in [3, 2].
1. Introduction
We study weak solutions to a general class of non-dissipative active
scalar equations
θt + u · ∇θ = 0,(1)
divx u = 0,(2)
u = T [θ](3)
on the periodic domain Tn with zero mean condition:
(4)
∫
Tn
udx =
∫
Tn
θdx = 0.
Here T is a Fourier multiplier in the spacial direction only:
T̂ [θ](ξ) = m(ξ)θˆ(ξ), ξ ∈ Zn.
We make the following assumptions about m. We assume that m :
Rn\{0} → Rn is even, 0-homogeneous, and m(ξ) · ξ = 0 a.e. Note that
m is not necessarily smooth or even bounded, so the operator T is not
assumed to be of Calderon-Zygmund type.
We say that the pair (θ, u) ∈ L2loc(R× Tn) is a weak solution of the
system (1)–(4) on R if for every φ ∈ C∞0 (R× Tn) the following holds∫
R×Tn
θ(∂tφ+ u · ∇φ)dxdt = 0,
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T [θ] defines a distribution for a.e. t ∈ R, (2), (3) hold in the distribu-
tional sense for a.e. t ∈ R, and (4) holds in the usual sense.
Well-posedness theory for this type of active scalar equations of
course depends on the specifics of the non-local relation (3). It is clear
however that if T : L2 → L2 is bounded, the standard energy method
applies to produce unique local in time solutions in Hn/2+1+ε. As we
will see the boundedness of T is not always guaranteed even for some
physically relevant examples (see below).
The primary motivation for studying weak solutions of hydrody-
namic equations comes from our attempt to understand the laws of
turbulence in the limit of infinite Reynolds number. As implied by
the classical K41 theory of Kolmogorov [9] and Onsager’s conjecture
[13] the limiting solutions to the Navier-Stokes equations ought to
have sharp Besov regularity 1/3 and anomalous energy dissipation (see
[5, 18] for recent accounts). Active scalar equations are viewed both
as a viable replacement to the fully equipped models based on Navier-
Stokes and Euler equations, and as models of their own as in the case
of recently proposed Moffatt’s magnetostrophic turbulence of the fluid
Earth’s core [11]. Starting from Kraichnan’s theory of anomalous scal-
ing for passive scalars [10] subsequent more rigorous observations were
made for instance in [1] in the context of active scalars of the type we
consider here.
Although no deterministic solutions are known to exist that satisfy
all the characteristics of a turbulent flow, first anomalous examples for
the Euler equation were found by Scheffer [15] and Shnirelman [16, 17],
where the velocity field u ∈ L2tL2x has a finite support in time. Recently
the spacial regularity was improved to L∞ in the groundbreaking works
of De Lellis and Sze´kelyhidi [3, 4]. The Euler equation there is viewed
as a hyperbolic conservation law with constraints in the spirit of Tar-
tar [20]. Specifically, divt,x U = 0, with U(t, x) ∈ K, where U is an
(n+1)×(n+1) matrix, and K is a set of matrices that encodes the non-
linearity as a pointwise constraint. The method of convex integration
is then used to ”reach” the constraint K by superimposing oscillatory
plane wave solutions from within the more relaxed set int{conv(K)}
(see [7, 8, 12, 19] for the origins and many notable applications of
the method). Following a similar – although in many technical details
much different – approach Cordoba, Faraco, and Gancedo [2] showed
the same result for the periodic 2D porous media equation, whereby
proving non-uniqueness in the class of bounded weak solutions. The
main objective of this work is to explore the extent to which the method
of convex integration applies to construct ”wild” weak solutions to the
general class of active scalar equations (1)–(4).
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To state our result we call a point ξ ∈ Sn−1 regular if m : Sn−1 → Rn
is a local C1-immersion near ξ.
Theorem 1.1. Suppose that
(i) m(ξ) is even and 0-homogeneous;
(ii) the range {m(ξ) : ξ ∈ Sn−1 regular } spans Rn.
Then there exists a weak solution (θ, u) to (1)–(4) such that
(1) θ, u ∈ L∞(R× Tn);
(2) θ = u = 0 for all t 6∈ (0, T );
(3) |θ(x, t)| = 1 for a.e. t ∈ (0, T ) and x ∈ Tn.
Our proof employs elements, such as the use of persistent oscillatory
waves and the T4-configurations, already present in [3, 12, 14] and
particularly in [2]. We emphasize however that the integral relation
between velocity and scalar (3) in general cannot be interpreted in
the divergence form or as any first order linear differential relation
suitable to the traditional Tartar’s framework (see examples below).
It is therefore necessary to treat (3) as a separate constraint to be
satisfied along with the local pointwise constraint as described earlier.
As a byproduct of our construction we show that the solutions may
have Fourier support in narrow conical regions.
Theorem 1.2. There exists two regular frequency vectors ξ1, ξ2 ∈ Sn−1
such that for any relatively open neighborhoods W1,W2 ⊂ Sn−1 of ξ1
and ξ2, respectively, there exists a weak solution (θ, u) satisfying all of
the properties stated in Theorem 1.1 and in addition
(5) supp{θ̂(t, ·), û(t, ·)} ⊂ R · (W1 ∪W2)
for almost every t ∈ (0, T ).
We will see that there are in fact infinitely many such distinct pairs
ξ1, ξ2. Consequently, we can construct infinitely many mutually or-
thogonal solutions.
Examples of equations covered by Theorem 1.1 arise in a variety of
physical circumstances. We present a few of them here.
Example 1.3. The 2D porous media equation governs evolution of the
density ρ of an incompressible fluid:
ρt + u · ∇ρ = 0,
with div u = 0, where u and ρ are related via Darcy’s law:
u = −∇p− (0, ρ).
4 R. SHVYDKOY
Here we set all physical constants to 1. Eliminating the pressure p from
the relation above one obtains u = T [ρ], where
m(ξ) = |ξ|−2(ξ1ξ2,−(ξ1)2).
We see that every frequency vector ξ is a regular point for the symbol,
and Rg(m) = {z ∈ R2 : |z + (0, 1/2)| = 1/2}, which clearly satisfies
(ii). Theorem 1.1 in this particular case was proved in [2]. As noticed
in [2] Darcy’s law can be written in divergence form:
divx(−u2 − ρ, u1) = 0
and as a consequence the full system (1)–(3) can be written as divt,x U =
0 with the appropriately defined 3-by-3 matrix-valued function U .
In 3D, the symbol becomes
m(ξ) = |ξ|−2 (ξ1ξ3, ξ2ξ3,−ξ21 − ξ22) .
The range here is the sphere of radius 1/2 centered at (0, 0,−1/2). So,
the theorem applies. We see on this example that the relation u = T [θ]
cannot be written in divergence form. This necessitates the departure
from the traditional hyperbolic system setup as in [2, 3].
Example 1.4. This next example arises in the context of magnetostrophic
turbulence inside the Earth’s core as proposed by Moffatt [11]. The
scalar θ depends on three spacial coordinates and represents the buoy-
ancy coefficient. The symbol of the operator T was derived in [6] and
is given by
m = (M1,M2,M3),
M1(ξ) =
ξ2ξ3|ξ|2 + ξ1ξ22ξ3
ξ23 |ξ|2 + ξ42
M2(ξ) =
−ξ1ξ3|ξ|2 + ξ32ξ3
ξ23 |ξ|2 + ξ42
M3(ξ) =
−ξ22(ξ21 + ξ22)
ξ23 |ξ|2 + ξ42
.
In this case the symbol is not bounded on the sphere S2, and hence T
is not bounded on L2. In fact, as shown in [6], T acts as an operator
of order −1, thus sending L2 into H−1. However, one can easily check
that the hypotheses of Theorem 1.1 are satisfied as there are plenty of
regular points away from the ξ1-axis, on which the symbol spans all of
R3. It is notable that the corresponding viscous equation
θt + u · ∇θ = ν∆θ,
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as shown in [6] using the Di Georgi iteration, admits global smooth
solutions, even though the equation is critical to the use of energy
methods.
Finally we note that the symbol of the classical surface quasi-geostrophic
equation is odd:
m(ξ) = i|ξ|−1(−ξ2, ξ1).
So, this case is out of the scope of Theorem 1.1 (see also the discussion
in [2]).
2. Wave cone
Following the traditional approach we write
divt,x U = 0(6)
U =
(
θ q
0 u
)
(7)
u = T [θ].(8)
It is clear that any weak solution to (6)–(8) that belongs pointwise to
a bounded subset of
K =
{(
θ θu
0 u
)
: θ ∈ R, u ∈ Rn
}
,
yields a weak solution to our original system (1)–(3).
We first construct localized oscillatory solutions to (6) – (8) along
certain allowed directions. For this purpose we consider the set
Λ =
{(
θ q
0 θm(ξ)
)
: θ 6= 0, ξ ∈ Sn−1 is regular , q ∈ Rn
}
.
From now on we will repeatedly use the following notation for the space-
time domain ΩT = (0, T )× Tn, and the space-time variable y = (t, x).
Lemma 2.1. Let us fix an open subdomain Ω ⊂ ΩT , ε > 0, and
λ ∈ (0, 1). Then for every element of the wave cone L ∈ Λ there is a
sequence of matrix-functions {Zk}∞k=1 ⊂ C∞0 (ΩT ) satisfying the relaxed
problem (6) – (8) and such that
(1) Zk → 0 weakly∗;
(2) supy 6∈Ω |Zk(y)| < ε, for all k ∈ N;
(3) supy∈Ω dist{Zk(y), [−(1− λ)L, λL]} < ε;
(4) |{y ∈ Ω : Zk(y) ∈ Bε(λL)}| > (1− λ)(1− ε)|Ω|;
(5) |{y ∈ Ω : Zk(y) ∈ Bε(−(1− λ)L)}| > λ(1− ε)|Ω|;
Notice that the sequence Zk is only supported in Ω up to a small
error, yet it does lie within our general temporal limits (0, T ).
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Proof. Let us fix our notation for L:
L =
(
θ0 q0
0 θ0m(ξ0)
)
,
for some θ0 6= 0, regular ξ0 ∈ Sn−1, and q0 ∈ Rn. Our primary goal
at this point is to construct a divergence-free vector field V (y) that
oscillates around the first row of L, i.e. vector (θ0, q0) ∈ Rn+1. Let us
write ξ0 = 〈κ01, ..., κ0n〉 and assume for definiteness that κ01 6= 0. We will
find V as a linear combination of divergence-free fields of the form
D1(ψ) = 〈∆xψ,−∂t,x1ψ, . . . ,−∂t,xnψ〉(9)
Di(φ) = 〈0,−∂xiφ, 0, . . . , 0, ∂x1φ, 0, . . .〉, i = 2, ..., n,(10)
where the potentials φ and ψ are smooth scalar functions to be deter-
mined later. It is easily seen that regardless of their choice, the fields
Di, i = 1, ..., n are divergence-free.
Let us fix the function f = λχ[0,1−λ) − (1 − λ)χ[1−λ,1) and extend
it priodically from the unit interval [0, 1) to R. Let us fix ε1 > 0
and consider a 1-periodic trigonometric sum f˜ obtained from f via
truncation of the Fourier series of f . By choosing the truncation far
enough we can ensure the following two conditions:∣∣∣{s : |f˜(s)− λ| < ε1}∣∣∣ > (1− λ)(1− ε1)(11) ∣∣∣{s : |f˜(s) + 1− λ| < ε1}∣∣∣ > λ(1− ε1).(12)
Dropping tildas for notational convenience, we now have a smooth
function f with finite Fourier support, satisfying (11)– (12). We also
set 1-periodic F such that F ′′ = f .
Next, we fix another small parameter ε2, a compactly embedded
subdomain Ω′ ⊂ Ω with |Ω′| > (1 − ε2)|Ω|, and a localization function
h ∈ C∞0 (Ω), 0 ≤ h ≤ 1 such that h = 1 on Ω′. We denote by h˜ the
function obtained from h via truncating the Fourier series of h(t, ·),
uniformly for each t ∈ (0, T ) far enough so that
−ε2 ≤ h˜ ≤ 1 + ε2(13) ∣∣∣{y ∈ Ω : |h˜(y)− 1| < ε2}∣∣∣ > (1− ε2)|Ω|(14)
sup
y 6∈Ω
{|h˜(y)|, |Dh˜(y)|, |D2h˜(y)|} < ε2.(15)
In addition, since the truncation is performed only with respect to
spacial dependence, we also have
(16) supp(h˜) ⊂ ΩT .
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We will drop tildas from h below as well.
For any small scale parameter δ > 0 we find a frequency vector
ξ = 〈κ1, ..., κn〉 such that ξ/δ ∈ 12piZn and
(17) |ξ − ξ0| ≤ δ
√
n
4pi
.
We can now define
ψ(y) = δ2F ((d1t + x · ξ)/δ)h(y)(18)
φ(y) = δF ′((d1t+ x · ξ)/δ)h(y).(19)
Here d1 ∈ R is to be determined later. Finally, we let
(20) V = θ0D1(ψ) +
n∑
i=2
diDi(φ).
Directly from the definitions we obtain
V = [〈θ0|ξ|2, 0, . . . , 0〉+ d1〈0,−θ0κ1, . . . ,−θ0κn〉(21)
+
n∑
i=2
di〈0,−κi, . . . , κ1, . . . , 0〉]fh+O(δ)(22)
Let us notice that
det


−θ0κ1 −κ2 . . . −κn
−θ0κ2 κ1 . . . 0
...
...
. . .
...
−θ0κn 0 . . . κ1

 = −θ0κn−21 |ξ|2 6= 0.
So, one can find an n-tuple (d1, . . . , dn) such that the corresponding
vectors in (21) – (22) add up to 〈0, q0〉. Along with (17) this ensures
that V has the following form
V = 〈θ0, q0〉fh+O(δ).
Let us now denote by θ the first component of V , or more explicitely,
(23) θ = ∆xψ = θ0|ξ|2fh+ δF ′〈ξ · ∇xh〉+ δ2F∆xh.
Let us define u = T [θ]. According to our construction above θ(t, x)
has a finite Fourier support in spacial frequencies uniformly for all
t ∈ (0, T ). More procisely, there is R > 0 such that
supp(θ̂(t, ·)) ⊂ BR(ξ0/δ) ∪BR(−ξ0/δ).
Since ξ0 ∈ Sn−1 is a regular point for the symbol m there is an open
neighborhoodW ⊂ Sn−1 of ξ0 where m ∈ C1. It is clear that for δ small
enough the radial projection of supp(θ̂(t, ·)) will land into W ∪ (−W )
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for all t ∈ (0, T ). Since, in addition, m is even and 0-homogeneous, we
can perform the following standard computation
u(t, x) =
∑
k∈Zn
eik·xm(k)θ̂(t, ·)(k)(24)
=
∑
|δk−ξ0|<δR
|δk+ξ0|<δR
eik·x(m(δk)−m(ξ0))θ̂(t, ·)(k) +m(ξ0)θ(t, x)(25)
and thus in view of (23)
(26) ‖u− θ0m(ξ0)fh‖∞ . δ.
It is now clear that choosing ε1, ε2 > 0 small enough and sending δ → 0,
the matrix-functions Z(δ) = ( V0 u ) satisfy all the properties listed in
the lemma. 
In the sequel we will actually use a slightly different variation of
Lemma 2.1. Let us suppose that we have two matrices A1 and A2 such
that L = A2 − A1 ∈ Λ, and let A∗ ∈ (A1, A2) be another matrix on
the interval joining A1 and A2. Then, there exists λ ∈ (0, 1) such that
A∗ = λA1+(1−λ)A2. So, we have A∗+λL = A2 andA∗−(1−λ)L = A1.
By applying Lemma 2.1 to L and λ, we find a sequence Zk with the
properties (1) and (2) above and
(3*) supy∈Ω dist{A∗ + Zk(y), [A1, A2]} < ε;
(4*) |{y ∈ Ω : A∗ + Zk(y) ∈ Bε(A2)}| > (1− λ)(1− ε)|Ω|;
(5*) |{y ∈ Ω : A∗ + Zk(y) ∈ Bε(A1)}| > λ(1− ε)|Ω|;
We can see that every element of the shifted sequence spends nearly
all time in the vicinities of the end points of the interval.
One last property we can retrieve from the argument above is the lo-
calization of the Fourier support of the sequence near the line [−ξ0, ξ0].
Let ξ¯ = ξ/|ξ|. We have
(6*) For every open neighborhood of ξ0, W ⊂ Sn−1 one can ensure
the inclusion
supp Ẑk(t, ·) ⊂W ∪ (−W ),
for all t ∈ (0, T ) and k ∈ N.
3. Geometric considerations
To every regular point ξ ∈ Sn−1 we can associate an open neighbor-
hood ξ ∈ W ⊂ Sn−1 such that m is C1 on a neighborhood of W¯ , and
m|W is an immersion. So, the image S = m(W ) is a C1-hypersurface of
Rn. In view of condition (ii) of the theorem, we can find two such hy-
persurfaces S1 = m(W1) and S2 = m(W2) so that the interval I joining
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points m1 = m(ξ1) and m2 = m(ξ2) intersects S1 and S2 transversally.
Let us fix two distinct points a, q0 ∈ I which are different from m1
and m2. By narrowing down the surfaces Si’s around mi’s if necessary
we can ensure that there exists an open ball Bδ0(q0) centered at q0 of
radius δ0 > 0, not containing a, and such that every point x ∈ Bδ0(q0)
uniquely determines two other points x1 ∈ S1 and x2 ∈ S2 which lie on
the line joining a and x. We can also assume that Wj
Let us notice that under small perturbations of the ”screens” S1 and
S2 the projection points x1 and x2 are still uniquely defined from x.
Specifically, let u ∈ Rn and θ ∈ R are so that |u|, |θ| < δ1 for some
small δ1 > 0. Then any point x ∈ Bδ0(q0) defines x1 ∈ u + (1 − θ)S1
and x2 ∈ u + (1 − θ)S2 is the manner decribed above. Moreover, the
line joining x1 and x2 crosses the screens u+ (1− θ)Sj transversally at
angles bounded away from zero.
Let us introduce into consideration the restricted cone:
ΛW =
{(
θ q
0 θm(ξ)
)
: θ 6= 0, ξ ∈ W1 ∪W2, q ∈ Rn
}
.
Denote
A0 =
(
0 q0
0 0
)
.
We now proceed with the following lemma.
Lemma 3.1. There exists a δ > 0 such that every matrix A satisfying
(27) |A− A0| < δ
can be represented as a convex combination of four matrices A =∑4
j=1 λjTj(A), with all λj ∈ (0, 1), and Tj(A) ∈ K of the form
T1(A) =
(
1 x1
0 x1
)
T3(A) =
(−1 −y1
0 y1
)
T2(A) =
(
1 x2
0 x2
)
T4(A) =
(−1 −y2
0 y2
)
Moreover, Tj(A) − A ∈ ΛW for all j, and the maps A → xi(A), A →
yi(A) are open as maps from R
2n+1 into Rn.
Proof. Let A =
(
θ q
0 u
)
. One can represent A as
A =
1 + θ
2
X +
1− θ
2
Y,
where
X =
(
1 x
0 x
)
, Y =
(−1 −y
0 y
)
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and
x =
u+ q
1 + θ
, y =
u− q
1− θ .
Notice that if δ > 0 is small enough, then x ∈ Bδ0(q0) and y ∈ Bδ0(−q0).
According to the scheme set forth before the lemma we can find four
uniquely defined points xj ∈ u + (1 − θ)Sj and (by the symmetry)
yj ∈ u − (1 + θ)Sj . Let us verify that these points, and the corre-
sponding Tj ’s satisfy the conclusions of the lemma. First, the facts
A ∈ conv{Tj(A)}4j=1 and Tj(A) ∈ K follow directly from the construc-
tion. Second, there exists ξ1 ∈ W1 such that x1 = u + (1 − θ)m(ξ1).
Then
T1(A)− A =
(
1− θ u+ (1− θ)m(ξ1)− q
0 (1− θ)m(ξ1)
)
∈ ΛW .
The other inclusions Tj(A)−A ∈ ΛW , j = 2, 3, 4, are verified similarly.
Let us prove that the map A→ x1(A) is open, the other three follow
in the same fashion. To this end, let us fix an
A′ =
(
θ′ q′
0 u′
)
∈ Bδ(A).
Then x′ = u
′+q′
1+θ′
∈ Bδ0(q0), and x1(A′) ∈ u′ + (1 − θ′)S1. We will keep
θ′ fixed at all time. Varying q′ in its small neighborhood it is clear
that the point x1(A
′) describes a relatively open subset of the screen
u′ + (1 − θ′)S1. Denote it Q1(u′). Next observe that there is a small
δ3 > 0 such that for all u
′′ with |u′′ − u′| < δ3 the distance of x(A′′) to
the boundary of Q1(u
′′) remains bounded away from zero. It remains
to vary u′′ in the direction transversal to the surface (1−θ′)S1 to obtain
an open set containing x1(A
′). 
Let us fix δ > 0 as in the previous lemma and define the sets
K = ∪4j=1Tj(Bδ(A0)) ⊂ K(28)
U = ∪4j=1 convΛW {Bδ(A0), Tj(Bδ(A0))} \K.(29)
Here we use the ΛW -convex hull of two sets defined by
convΛW {E1, E2} = {λA1 + (1− λ)A2 : Aj ∈ Ej , A1 − A2 ∈ ΛW}
We will now use the openness of the maps defined in Lemma 3.2 to
show that U is an open subset of R2n+1.
Lemma 3.2. The set U is open in R2n+1.
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Proof. Let A ∈ U , and let us exclude the trivial case A ∈ Bδ(A0). So,
there is t ∈ (0, 1), A′, A′′ ∈ Bδ(A0) such that A = tA′ + (1 − t)Tj(A′′),
and Tj(A
′′)−A′ ∈ ΛW . Let us assume that j = 1 for definiteness. Let
A′ =
(
θ q
0 u
)
, T1(A
′′) =
(
1 x
0 x
)
.
Since the map A′′ → x(A′′) is open for δx small enough we have
T1(A
′′) + δT ∈ T1(Bδ(A0)), where δT = ( 0 δx0 δx ). Then for δA′ =
(
0 δq
0 δx
)
we still have T1(A
′′)+ δT −A′− δA′ ∈ Λ and A′+ δA′ ∈ Bδ(A0). Thus,
for all small δx, δq, δt we have
A+ δA = (t + δt)(A′ + δA′) + (1− t− δt)(T1(A′′) + δT ) ∈ U .
We have from the above
δA = δtA′ + tδA′ + δtδA′ + (1− t)δT − δtT1(A′′)− δtδT.
Let us consider δA as a map from R2n+1 into itself. The Jacobian of
this map at the origin is
J2n+1 = det

θ − 1 q − x u− x0 (1− t)In In
0 0 tIn

 = (θ − 1)(1− t)ntn 6= 0.
Thus, by the inverse function theorem, δA fills an open neighborhood
of 0. 
4. Functional considerations
We now use Lemma 2.1 to construct solutions within the set U oscil-
lating around a point A and having the amplitude of oscillation com-
parable to the distance of A to the target constraint set K.
Lemma 4.1. For any Ω ⊂ ΩT , ε > 0, and A ∈ U there exists a
sequence {Zk}∞k=1 ⊂ C∞0 (ΩT ) satisfying the relaxed problem (6) – (8)
and such that
(1) Zk → 0 weakly∗;
(2) supy 6∈Ω |Zk(y)| < ε, for all k ∈ N;
(3) A+ Zk(y) ∈ U , for all y ∈ Ω and k ∈ N;
(4) |{y ∈ Ω : |Zk(y)| ≥ c0 dist{A,K}}| > c1|Ω|,
(5) supp Ẑk(t, ·) ⊂ W1 ∪ (−W1) ∪W2 ∪ (−W2), for all k ∈ N, and
all t ∈ (0, T ),
where c0, c1 > 0 are some absolute constants.
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Proof. Let us assume first that A ∈ Bδ(A0). Let Tj(A) be as in
Lemma 3.1. We have A =
∑4
j=1 λjTj(A) for some λj ∈ (0, 1) and∑4
j=1 λj = 1. Clearly, moving Tj ’s slightly closer to A, i.e. letting
T sj = (1 − s)Tj(A) + sA for some small s > 0 we obtain T sj ∈ U , and
still A =
∑4
j=1 λjT
s
j . Also notice that |A− T sj | = (1− s)|A− Tj(A)| ≥
(1− s) dist{A,K}, for all j = 1, 2, 3, 4. Now let us move the segments
[A, T sj ] around as follows. Let us define for i = 1, 2, 3, 4
Ai = A+ η
i∑
j=1
λj(T
s
j − A).
Notice that A4 = A, so the sequence closes and we have four distinct
points A1, A2, A3, A4. If η > 0 is chosen small enough then clearly all
four belong to Bδ(A0). Let Ti = T
s
i + Ai−1 − A. We now obtained the
classical T4-configuration, where Ti −Ai−1 ∈ ΛW , and
Ai = (1− ηλi)Ai−1 + ηλiTi,
for all i = 1, 2, 3, 4 (here, with a little abuse of notation, we use the
cyclic notation where A0 = A). Again, if η is small enough, Ti’s become
perturbations of T si ’s and hence
(30) |Ti − A| ≥ 1
2
dist{A,K}.
One last requirement on η is
(31) (1− η)3 > 1/2.
We construct the sequence Zk based on an iterative procedure in the
spirit of []. There will be only finitely many steps in the process. The
number of steps we need, denoted N , is divisible by 4 and is such that
(32) (1− η)N−4 < 1/2.
So, let us fix such an N from now on. Our next parameter ε > 0 will
be determined later and will depend on various other parameters and
conditions. So, we will keep it arbitrary at the moment.
Our starting point isA4 = A itself. We apply the variant of Lemma 2.1
stated in the remark following its proof we find a sequence Zk1 → 0
weakly∗, with condition (5) ensured by (6*), and such that
(33) sup
y 6∈Ω
|Zk1(y)| < ε,
while the sets
ΩAk1 = {y ∈ Ω : A4 + Zk1 ∈ Bε(A3)}(34)
ΩTk1 = {y ∈ Ω : A4 + Zk1 ∈ Bε(T4)}(35)
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have measures satisfying
|ΩAk1 | > (1− ηλ4)(1− ε)|Ω| > (1− η)(1− ε)|Ω|(36)
|ΩTk1 | > ηλ4(1− ε)|Ω|.(37)
For each k1 ∈ N we constract a new sequence Zk1k2 based on the set
ΩAk1 and oscillating around A3, and with Fourier supports as in (5). We
find
(38) sup
y 6∈ΩA
k1
|Zk1k2(y)| < ε,
and the sets
ΩAk1k2 = {y ∈ ΩAk1 : A3 + Zk1k2 ∈ Bε(A2)}(39)
ΩTk1k2 = {y ∈ ΩAk1 : A3 + Zk1k2 ∈ Bε(T3)}(40)
have measures satisfying
|ΩAk1k2 | > (1− η)2(1− ε)2|Ω|(41)
|ΩTk1k2 | > ηλ3(1− ε)2(1− η)|Ω|.(42)
Continuing in the same fashion N times we obtain a collection of N
weakly∗-null sequences Zk1, Zk1k2, . . . Zk1...kN such that
(43) sup
y 6∈ΩA
k1...ki−1
|Zk1...ki| < ε,
and letting
ΩAk1...ki = {y ∈ ΩAk1...ki−1 : A5−i + Zk1...ki ∈ Bε(A4−i)}(44)
ΩTk1...ki = {y ∈ ΩAk1...ki−1 : A5−i + Zk1...ki ∈ Bε(T5−i)}(45)
we have the estimates
|ΩAk1...ki| > (1− η)i(1− ε)i|Ω|(46)
|ΩTk1...ki| > ηλ5−i(1− ε)i(1− η)i−1|Ω|.(47)
Here again we are using the cyclic notation for A, λ, and T modulo 4.
Let us now select diagonal weakly∗-null subsequences Zk1(n), . . . , Zk1(n)...kN (n)
and denote
(48) Zn = Zk1(n) + . . .+ Zk1(n)...kN (n).
We claim that Zn satisfies all the properties stated in the lemma. Con-
dition (1) is immediate, and we have supy 6∈Ω |Zn(y)| < εN . With the
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appropriate choice of ε we can ensure the desired smallness condition
(2). The inclusion (3) also verifies directly. We have
A4 + Zk1 ⊂ Bε([A3, T4]),
(A4 + Zk1 + Zk1k2)|ΩA
k1
⊂ Bε(A3) + Zk1k2 ⊂ B2ε([A2, T3])
(A4 + Zk1 + Zk1k2)|Ω\ΩA
k1
⊂ B2ε([A3, T4]),
continuing in the same manner we obtain
(49) A4 + Zn ⊂ BNε(∪3i=0[Ai, Ti+1]),
which is a subset of U provided ε is small enough.
Finally, condition (4) can be checked as follows. Let
(50) ΩT (n) =
N⋃
i=1
ΩTk1(n)...ki(n).
Since all ΩT ’s in the union are disjoint we obtain with the help of (47)
(51) |ΩT (n)| > |Ω|η(1− ε)
N−1∑
i=0
λ4−i((1− η)(1− ε))i.
In view of (31) and (32) we further obtain
|ΩT (n)| > |Ω|η(1− ε) 1/2
1− (1− η)(1− ε)(λ4 + λ3(1− η)(1− ε)
+λ2(1−η)2(1−ε)2+λ1(1−η)3(1−ε)3) > 1
2
|Ω|(1−ε) 1
1− ε+ ε
η
>
1
4
|Ω|,
provided ε is chosen small enough. Yet if y ∈ ΩTk1...ki ⊂ ΩAk1...ki−1 , then
by construction ∣∣∣∣∣
N∑
j=i+1
Zk1...kj(y)
∣∣∣∣∣ < ε(N − i).
Moreover, for some l(i), p(i) ∈ {1, 2, 3, 4} we have
Al(i) + Zk1...ki(y) ∈ Bε(Tp(i))
Al(i)+1 + Zk1...ki−1(y) ∈ Bε(Al(i))
...
A3 + Zk1k2(y) ∈ Bε(A2)
A4 + Zk1(y) ∈ Bε(A3).
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Thus,
|Zn + A0 − Tp(i)| = |Zk1 + A0 − A3 + A3 + Zk1k2 − A2 + . . .
. . .+ Al(i)+1 + Zk1...ki−1 − Al(i) + Al(i) + Zk1...ki − Tp(i)| ≤ Nε,
and we have |A0 − Tp(i)| > 12 dist{A,K}. In summary, condition (4) is
fullfilled on the set ΩT (n), for every n ∈ N.
To finish the proof we now consider the case when A 6∈ Bδ(A0).
Since A ∈ U we have A = tA′ + (1 − t)Tj(A′′) for some t ∈ (0, 1),
A′, A′′ ∈ Bδ(A0), j ∈ {1, 2, 3, 4}, and Tj(A′′)− A′ ∈ Λ. If t < 1/2 then
we simply apply Lemma 2.1 to find a sequence Zk with
|{y ∈ Ω : A + Zk ∈ Bε(Tj(A′′))}| > 1/2|Ω|(1− ε).
Thus, with ε small enough, for every point y in the set above we have
|Zk(y)| > 1/2|Tj(A′′) − A| ≥ 1/2 dist{A,K}. Let us assume now t ≥
1/2. We consider the T4-configuration as above associated with A′, but
we start the construction of the sequence with Zk0 oscillating around
A:
|ΩAk0 | = |{y ∈ Ω : A+ Zk0(y) ∈ Bε(A′)}| > t(1− ε)|Ω|.
We continue with the construction above based on the set ΩAk0 . We
then arrive at the sequence Zn such that
|{y ∈ Ω : |Zn(y)| > c0min
p
|A′ − Tp|}| > c1|Ω|.
It remains to notice that
(52) |A′ − Tj(A′′)| ≥ 1− δ,
for any A′, A′′ ∈ Bδ(A0) and j = 1, 2, 3, 4. Thus, (4) is satisfied with
some other c0, c1 > 0. Finally, condition (5) is satisfied on each stem
of the construction. 
Remark 4.2. From the argument above we can extract a more ro-
bust inclusion than that given by condition (3). We see that the T4-
configuration constructed above from a point A, let’s denote it T4(A),
is compactly embedded into U (in the case A 6∈ Bδ(A0) this construc-
tion will contain an extra arm, but we still denote it T4(A)). Let
ε1 = ε1(A) > 0 be such that Bε1(T4(A)) ⊂ U . By our construction,
A + Zk(y) ∈ Bε1/2(T4(A)) for all y ∈ Ω if ε is chosen small enough.
So, we additionally obtain a freedom to perturb A in the above inclu-
sion by a quantity indepent of ε. Specifically, if A′ ∈ Bε1/2(A), then
A′ + Zk(y) ∈ Bε1(T4(A)) ⊂ U .
Let us further notice that the value of ε1(A) can be chosen uniformly
as A varies in a compact subset C ⊂ U . Indeed, the union T4(C) =
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∪A∈CT4(A) can be constructed compactly embedded into U . Thus,
there exists ε1 = ε1(C) > 0, such that Bε1(T4(C)) ⊂ U compactly.
5. Conclusion of the proof
We now move to the final phase of the proof. This part of the
argument is very similar to that of [2, 3], although details will require
some expansion due to the fact that we do not assume boundedness of
T . To avoid this difficulty we use the extra control on the Fourier side
as stipulated in condition (5) of Lemma 4.1 which allows us to stay
within the cone of frequencies where T acts as a bounded operator.
Details are provided below.
We define the space of solutions to the relaxed problem. Let U ∈ X0
if
(1) U ∈ C∞(R× Tn);
(2) U(y) = A0, for all y 6∈ ΩT , and Rg(U) ⊂ U ;
(3) supp{Û(t, ·)}\{0} ⊂W1∪(−W1)∪W2∪(−W2), for all t ∈ (0, T );
(4)
∫
Tn
θ(t, x)dx =
∫
Tn
u(t, x)dx = 0, for all t ∈ (0, T );
(5) U satisfies (6)–(8) in the classical sense.
Clearly, U ≡ A0 belongs to X0.
Lemma 5.1. Let U0 ∈ X0. There exists a sequence {Uk}∞k=1 ⊂ X0
such that
(1) Uk → U0 weakly∗;
(2) lim infk→∞ ‖Uk‖2L2(ΩT ) ≥ ‖U0‖2L2(ΩT ) + c0
∫
ΩT
dist{U0(y),K}2dy.
Proof. Let C = Rg(U0). We have C ⊂ U compactly. Let ε1 = ε1(C) > 0
be defined as in Remark 4.2, so Bε1(T4(C)) ⊂ U . By uniform continuity
of U0 there exists r0 > 0 such that U0(Br0(y)) ⊂ Bε1/4(U0(y)), for all
y ∈ ΩT . Let us find a finite collection of disjoint balls {Brj (yj)}Jj=1
with all ri < r0 such that
2
J∑
j=1
dist{U0(yj),K}2|Brj(yj)| >
∫
ΩT
dist{U0(y),K}2dy.
For each j we apply Lemma 4.1 to Ω = Brj (yj), A = U(yj), and ε > 0
to be determined later. Thus, we find a sequence Zj,k with all the
properties listed in the lemma. Moreover, in view of Remark 4.2, we
also have
U0(y) + Zj,k(y) ∈ Bε1/2(T4(C)),
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for all y ∈ Brj (yj), and all k ∈ N. Let Zk =
∑J
j=1Zj,k, and Uk =
U0 + Zk. Then for any y ∈ Brj′ (yj′) we have
Uk(y) = U0(y) + Zj′,k(y) +
∑
j 6=j′
Zj,k(y) ∈ Bε1(T4(C)),
provided ε < ε1/(2J). If however y does not belong to any of the balls,
then
Uk(y) ∈ BεJ(C) ⊂ Bε1(T4(C)).
Clearly, outside of ΩT all Zk’s vanish and so Uk = A0. Moreover the
Fourier support condition (3) follows automatically from that of Zk’s.
This shows that Uk ∈ X0, and so it remains to verify condition (2) of
the lemma. We have since Zk → 0 weakly in L2:
lim inf
k→∞
‖Uk‖2L2(ΩT ) = ‖U0‖2L2(ΩT ) + lim infk→∞ ‖Zk‖
2
L2(ΩT )
,
whereas for each k ∈ N
‖Zk‖2L2(ΩT ) ≥
J∑
j=1
∫
Br
j′
(yj′ )
|Zj,k(y)|2dy − |Ω|εJ
≥ c1c0
J∑
j=1
|Brj′ (yj′)| dist2{U0(yj),K} − |Ω|εJ
≥ c
∫
ΩT
dist2{U0(y),K}dy − |Ω|εJ.
So, with the appropriate choice of ε > 0 we obtain (2). 
Let us consider X = X0
∗
, the closure of X0 in the weak
∗-topology of
L∞(R× Tn). Let
I : X → L2loc(R× Tn)
be the identity map, where L2loc is endowed with the strong Frechet
topology. Let ϕ be a compactly supported mollifier. Then IεU = U ∗ϕε
is a continuous map from X into L2loc, and clearly Iε → I strongly.
Thus, I is a Baire-1 map, and as such its set of points of continuity
is of second Baire category. We claim that any point of continuity U
satisfies U(y) ∈ K for a.e. y ∈ ΩT . Indeed, let Un → U weakly∗, and
hence strongly in L2(ΩT ), where each Un ∈ X0. Then let, according to
Lemma 5.1, Un,k → Un weakly∗ and such that
lim inf
k→∞
‖Un,k‖2L2(ΩT ) ≥ ‖Un‖2L2(ΩT ) + c0
∫
ΩT
dist{Un(y),K}2dy.
18 R. SHVYDKOY
By taking a diagonal subsequence U ′n which converges to U strongly in
L2(ΩT ) we can pass to the limit in the above inequality and find
‖U‖22 ≥ ‖U‖22 ++c0
∫
ΩT
dist{U(y),K}2dy,
which confirms our claim.
Being the L2-strong limit of solutions to (6)–(8), we see that U sat-
isfies (6) weakly. Moreover, the corresponding scalar and velocity com-
ponents of U ′n, converge strongly in L
2(ΩT ): un → u and θn → θ.
They, therefore, converge in L2(Tn) for a.e. t ∈ (0, T ). Since in ad-
dition supp{θˆn, θˆ, uˆ, uˆn} ⊂ W1 ∪ (−W1) ∪ W2 ∪ (−W2) for a.e. t, we
obtain by continuity of T on such functions, that u = T [θ]. Hence, (8)
holds.
Although U does not belong to K outside (0, T ), this does not
prevent the pair (θ, u) to be a global weak solutions due to the fact
that ΩT has no spacial boundary outside (0, T ). To verify this let
φ ∈ C∞0 (R× Tn), then since θ and u vanish outside (0, T ), we have
0 =
∫
R×Tn
(θφt + q · ∇xφ)dy =
∫
(0,T )×Tn
(θφt + θu · ∇xφ)dy
+
∫
(0,T )c×Tn
q0∇xφdxdt =
∫
R×Tn
(θφt + θu · ∇xφ)dy.
This finishes the proof of Theorem 1.1.
Finally, we note that a more direct construction of solutions based
on an approximation procedure is available. We refer the reader to
[2, 3] for details.
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