In order to increase statistical power for learning a causal network, data are often pooled from multiple observational and interventional experiments. However, if the direct effects of interventions are uncertain, multi-experiment data pooling can result in false causal discoveries. We present a new method, "Learn and Vote," for inferring causal interactions from multi-experiment datasets. In our method, experiment-specific networks are learned from the data and then combined by weighted averaging to construct a consensus network. Through empirical studies on synthetic and real-world datasets, we found that for most of the larger-sized network datasets that we analyzed, our method is more accurate than state-of-the-art network inference approaches.
fundamentally a data integration method, "Learn and Vote" is compatible with a 48 variety of underlying network inference algorithms; our reference implementation 49 combines "Learn and Vote" data integration with the Tabu search algorithm [10] and 50 the Bayesian Dirichlet uniform (BDeu) [6, 11, 12] network score, as described below. To 51 characterize the performance of "Learn and Vote", we empirically analyzed the network 52 learning accuracies of "Learn and Vote" and six previously published causal network 53 learning methods (including methods that are designed for learning from heterogeneous 54 datasets) applied to six different network datasets. Of the six network datasets, the Pooling measurements from the two experiments can cause two types of network inference errors: false positive edge (shown in (a) as a red arrow between V i and V j ), and false negative edges (shown in (b) as blue arrows between V i and V k and between V j and V k ).
(dashed arrow in Fig. 1 ). Applying classical network inference algorithms to 71 measurements pooled from multiple interventional experiments can lead to two different 72 types of learning errors, as we explain below. 73 1. False causal dependence: In the experiment depicted in Fig. 1a , V i and V j , 74 which are not causally related in M c (V i → V j ), are affected by intervention I 1 .
75
Due to the intervention's confounding effect, we have V i ⊥ ⊥ V j in the combined 76 model M T1 = M c + M e 1 (we denote the joint distribution in the combined model 77 by P 1 (V ⊂ M T1 ). Thus, pooling data from such different distributions may lead 78 to spurious correlations between independent variables. 79 2. False causal independence: In the experiment depicted in Fig. 1b , the 80 intervention I 2 on V k removes all the incident arrows for V k and cuts off the 81 causal influences of V i and V j on V k , causing V i ⊥ ⊥ Pa(V i ). Pooling data from 82 such models can cause the causal dependencies V i → V k and V j → V k in M c to be 83 missed (i.e., a "false negative" in the inferred network). 84 Review of prior literature 85 Classical causal learning methods fall into two classes: constraint-based methods (e.g., 86 PC [2] , FCI [14] ), in which the entire dataset is analyzed using conditional independence 87 tests; and score based methods (e.g., GES, GIES [15] ), in which a score is computed 88 from the dataset for each candidate network model. Both classes of methods were 89 designed to analyze a single observational dataset, with the attendant limitations (in 90 the context of multi-experiment datasets) that we described above. Several 91 multi-dataset network inference approaches have been proposed that circumvent the 92 above-described problems associated with cross-experiment measurement pooling. 93 Cooper and Yoo [6] proposed a score-based algorithm that combines data from multiple 94 experiments, each having perfect interventions with known targets. The approach was 95 later refined by Eaton and Murphy [7] for uncertain and soft interventions [16] . The 96 method of Claassen and Heskes [17] is based on imposing the causal invariance property 97 across environment changes. Sachs et al. [13] 2. Although pooling data adds more confidence into learning the true causal arcs, it 161 can also introduce spurious arcs with incorrect direction (see Fig. 4 ). 162 3. Each intervention might alter a mechanism or influence the local distribution in 163 an unknown way [24] .
164

Methods and Datasets 165
To avoid the problems arising from pooling data from different experiments in causal 166 network learning, we propose the "Learn and Vote" method (shown in Fig. 3 and 167 Algorithm 1). The method's key idea is to (1) learn a separate weighted causal network 168 from the data generated in each experiment (which may be interventional or for l = 1 to 100 do 7:
avgArcs = avgNetwork(arcProb)
10:
Scoring Function
175
We incorporate the effect of intervention in the score component associated with each 176 node by modifying the standard Bayesian Dirichlet equivalent uniform score 177 (BDeu) [6, 11, 12] . Given measurements assigned to the choice of set U as parents of V i , and the right part is the probability of 188 the data integrated over every possible parameterizations (θ) of the distribution. Step 2
Step 3
Step 4
Step 5 Step 4 -Calculating probability (in terms of strength and direction) of occurrence for every possible arc from the 100 optimized DAGs and storing them in tables.
Step 5 -Combining votes from all the tables by weighted averaging and constructing the final causal network, with arc strengths above a threshold (in this case 50%) .
February 26, 2020 7/17 networks in Net. We average the arc strengths for every directed arc over the networks 202 in which corresponding target node was not intervened and store them as a list arcProb. 203
Combining results from experiments 204 Given arc information (in arcProb, see Algorithm 1) from each experiment, we average 205 their strengths and directions over the number of experiments where the given arc is 206 valid (using procedure avgNetwork). Finally, we compute the averaged arc strengths as 207 avgArcs and threshold on arc strength (using a predefined Threshold) in order to 208 produce the final DAG (using procedure learnDAG). We found that our method 209 performs best at a 50% threshold. We implemented "Learn and Vote" in the R 210 programming language, making use of the bnLearn package [25] .
211
Datasets that we used for empirical performance analysis 212 From six published networks, we obtained nine datasets (with associated ground-truth 213 networks) that we analyzed in this work. To avoid bias, from each network we used 214 both observational and interventional datasets. For synthetic networks, as observations, 215 we drew random samples. As interventions, we set some target nodes to fixed values.
216
Next, in order to model uncertainty, we also set one or more of the target's children to 217 different values (like "fat-hands" [7] ) which are assumed to be unknown. Finally, we 218 sampled data from each of the mutilated networks [26] :
219
• Lizards: a real-world dataset having three variables representing the perching 220 behaviour of two species of lizards in the South Bimini island [27] . We generated 221 one observational dataset and two interventional datasets from the lizards 222 network.
223
• Asia: a synthetic network of eight variables [28] about occurrence of lung diseases 224 and their relation with visits to Asia. For our empirical study, we created two 225 mutilated networks: Asia mut1 has one observation and one interventional 226 dataset, and Asia mut2 has one observational and two interventional datasets.
227
• Alarm: a synthetic network of thirty seven variables representing an alarm 228 messaging system for patient monitoring [29] . For our study, we created two 229 mutilated networks: Alarm mut1 has three observational and six interventional 230 studies, and Alarm mut2 has five observational and ten interventional datasets.
231
• Insurance: a synthetic network of twenty seven variables for evaluating car 232 insurance risks [30] . We created two mutilated networks: Insurance mut1, from Causal network learning methods that we compared to "Learn and Vote"
243
Using the aforementioned networks and datasets, we compared the accuracy of "Learn 244 and Vote" for network inference to the following six algorithms (implemented in R): For each of these methods except PC, the method implementations that we used were 268 adapted for heterogeneous datasets (see citations above).
269
Performance measurement 270 For the purpose of quantifying the accuracies of the nine networks learned by each of 271 the seven network algorithms, we treated the presence of an arc in the ground-truth 272 dataset as a "positive" and its absence as a "negative". For each inferred network and 273 each algorithm, from the confusion matrix we computed precision, recall, and the F1 274 harmonic mean of precision and recall (we did not compute accuracy due to the 275 inherent class imbalance of sparse networks), as shown in Table 1 .
276
Results
277
Effect of interventions on network inference 278
Based on prior studies suggesting that incorporating data from interventional studies 279 improves network inference (see Introduction), we re-analyzed the Sachs et al. [13] 280 biological cell signaling dataset (for which a ground truth network was published [13] ) 281 using their published inference approach twice, first using observational samples only 282 ( Figure 4a ) and then using an equal number of samples comprising 50% observational 283 and 50% interventional data (Figure 4b ). We found that sensitivity for detecting cell 284 signaling interactions increases when data from observational and interventional 285 experiments are co-analyzed (Fig. 4b) , versus when only data from observational 286 experiments are used (Fig. 4a) . These results illustrate the benefit of using data from 287 interventional experiments for causal network reconstruction. 
Effect of pooling on network inference 289
Based on prior studies suggesting that pooling data from multiple experiments can lead 290 to errors in network learning (see Introduction), we analyzed the same cell signaling 291 dataset as in Fig. 4b , using the "Learn and Vote" method, in which data are not pooled. 292 Compared to the the Sachs et al. inference method which was based on data pooling 293 ( Fig. 4b ), use of "Learn and Vote" significantly reduced false positives, while increasing 294 the overall robustness of the network learning ( Fig. 4c) .
295
Systematic comparative studies 296 To study the performance characteristics of "Learn and Vote" for a broader class of 297 network inference applications, we carried out a systematic, empirical comparison our 298 method's performance with six previously published causal network learning methods 299 using nine datasets (from six underlying networks of small to medium size, as described 300 above in Methods and Datasets), spanning a variety of application domains.
301
Networks learned by the seven methods on the cell signaling dataset GIES, and simy giving large numbers of edges, and PC and ICP giving relatively sparse 305 networks (with the PC network having many ambiguous arc directions). For each of the 306 methods, we tabulated the numbers of correct and incorrect (or missing) arcs in the 307 consensus networks learned (Fig. 5h ). The greedy algorithms (Fig. 5b ,c) and simy 308 ( Fig. 5e ) are able to find most of the true positive arcs at the cost of a large number of 309 false positives. The consensus "Learn and Vote" network ( Fig. 5g ) improved over the 310 consensus network obtained using the Sachs et al. inference method (Fig. 5f ), by 311 eliminating six false positive edges and gaining a true positive edge (P IP 2 → P KC) 312 ( Fig. 5h, rightmost two columns) . We further note that two of the putatively false 313 interactions that were detected by "Learn and Vote", (P 38 → pjnk) and Moreover, our method had the lowest number of false positives among all seven methods 317 and was tied for second-highest in terms of the number of true positives (Fig. 5h) . A bidirectional arrow between two nodes denotes that an interaction is predicted between the two nodes, but the direction of causality is ambiguous. In the table (h), each row corresponds to a component of the confusion matrix (true positives, false positives, and false negatives), and each column corresponds to a causal network inference method. Table 1 . Multi-dataset performance of "Learn & Vote" versus six other methods. Each row corresponds to a specific dataset derived from a specific underlying ground-truth network (as described in detail in Methods and Datasets). Each row is split into three performance measures (precision, recall, and the "F1" harmonic mean of precision and recall). For each sub-row, the highest performance measurement is boldfaced. Each column corresponds to a specific method for causal network inference (as described in detail in Methods and Datasets), with the performance measures of our method ("Learn and Vote") in the rightmost column. The symbol "n/a" denotes that no performance results were available for that method on that dataset. Here, the method "simy" is only feasible for networks containing up to 20 nodes, so it failed to produce results on the larger networks. The network size denotes the number of nodes in the indicated network. The network type is as follows: RW, real-world; S, synthetic. Quantifying performance of seven network learning algorithms 319 In Table 1 , we summarize the performance, in terms of network learning precision, 320 recall, and F1 score of the seven network inference methods applied to nine datasets 321 (with associated ground-truth networks) that were described in Methods and Datasets. 322 In terms of F1 accuracy, while the PC algorithm (which used observational 323 measurements) has strong performance on smaller networks, "Learn and Vote" has 324 superior performance for learning the structure of larger networks. More broadly,
325
"Learn and Vote" outperformed the other six algorithms in five out of nine studies in 326 terms of precision, with the ICP method having second best performance. The positive 327 predictive rate of our approach is higher for small or medium sized networks (i.e., fewer 328 than 20 nodes) but decreases as the size of the network increases. In contrast, the 329 greedy algorithms (GDS, GIES) perform well for smaller networks but suffer from lower 330 precision on larger networks. In terms of F1, our approach outperformed the others in 331 five out of nine studies and is more stable even when the network size increases. For 332 very small networks (i.e., fewer than 10 nodes), the PC-based approach has good 333 sensitivity, however, it leaves many of the arc directions ambiguous (Fig. 5a ).
334
Sensitivity to threshold 335 To study the sensitivity of our results to the threshold parameter (which was set to 0.5) 336 for predicting a causal arc, we compared the performance of " 
Discussion
361
Taken together, our results ( Fig. 5 and Table 1 ) suggest that for analyzing datasets 362 from studies that have imperfect interventions, greedy analysis methods (e.g., GDS, 363 GIES) are not as accurate as "Learn and Vote". On the other hand, ICP is conservative 364 due to its strict invariance property and helps reduce false causal arcs to a great extent, 365 but at the cost of sensitivity (Fig. 5d ). The relatively poor performance of the PC 366 method on the Sachs et al. dataset likely reflects the fact that it does not utilize 367 interventional data. In future work, we plan to study the case of handling uneven 368 samples of data from different experiments. We also plan to extend the work by 369 choosing which interventional target is more informative in an unknown network 370 structure. Another improvement of our approach is to see how choosing the number of 371 random DAGs (we have taken 100) scales with network size. For example, in case of 372 larger graphs, 100 might not be sufficient while in smaller graphs it could be overkill.
373
One possible improvement to "Learn and Vote" would be an adaptive method for 374 selecting the number of random initial DAGs; this is an area of planned future work.
375
Conclusion
376
We report a new approach, "Learn and Vote," for learning a causal network structure 377 from multiple datasets generated from different experiments, including the case of 378 hybrid observational-interventional datasets. Our approach assumes that each dataset is 379 generated by an unknown causal network altered under different experimental 380 conditions (and thus, that the datasets have different distributions). Manipulated 381 distributions imply manipulated graphs over the variables, and therefore, combining 382 them to learn a network might increase statistical power but only if it assumes a single 383 network that is true for every dataset. Unfortunately, this is not always the case under 384 uncertain interventions. Our results are consistent with the theory that simply pooling 385 measurements from multiple experiments with uncertain interventions leads to spurious 386 changes in correlations among variables and increases the rate of false positive arcs in the consensus network. In contrast, our "Learn and Vote" method avoids the problems 388 of pooling by combining experiment-specific weighted graphs. We compared "Learn and 389 Vote" with six other causal learning methods on observational and interventional 390 datasets having uncertain interventions. We found that for most of the larger-network 391 datasets that we analyzed, "Learn and Vote" significantly reduces the number of false 392 positive arcs and achieves superior F1 scores. However, for cases where sample size per 393 experiment is very small, we found that pooling works better. Our findings (i) motivate 394 the need to focus on the uncertain and unknown effects of interventions in order 
