The high level of uncertainties during early phases of oilfield projects makes economic decisions challenging. One effective way to reduce uncertainties is gathering reservoir information from dynamic sources, such as well tests and production logging. This data must be incorporated into reservoir characterization integrated studies to generate probabilistic simulation models (scenarios). The objective of this work is to develop a procedure to update reservoir simulation models during reservoir characterization including well test and production logs, aiming better production forecasts.
Introduction
One of the main challenges in early phases of petroleum field development is to make decisions under uncertainties, which arise mainly from the lack of information about reservoir properties, economic scenario and operational constraints. Long term decisions are made at this stage, such as size and number of production units, and number and position of wells.
Risk can be mitigated by conceiving flexible projects, increasing robustness or gathering more information. Among all the reservoir information, permeability is one of the most important attributes due to its huge impact on fluid displacement. Hence, we must ensure that the permeability estimation is as reliable as possible.
Since permeability is a dynamic attribute, it is necessary flow at reservoir conditions for correct permeability estimation.
Drill Stem Tests (DST) or simply well tests are the most effective way of estimating the average permeability of the reservoir at flow simulation scale (Schildberg et al. 1997) . During an exploratory well test, temporary production facilities are installed on the drilling rig and advanced pressure and temperature gauges are mounted on the downhole test completion. Bottom hole testing valves are also installed to provide a fast closing of the well and thus preventing high wellbore storage. Additional equipment such as monophasic fluid samplers can also be used. This temporary configuration has the advantage of being similar to the final production facility and thus can help to assess many operational production aspects. On the other hand, all this equipment is costly, especially in offshore deep-water environments.
A typical well test consists of one flowing and one shut-in period, being the latter used for pressure transient analysis. There is a vast literature on interpretation techniques of pressure curves acquired during well testing. Bourdet et al. (1989) introduced the pressure derivative curve and created the diagnosis (loglog) plot. From the derivative curve, flow regimes, reservoir boundaries and heterogeneities can be identified. After the flow regime is identified, specialized plots are used to calculate several reservoir attributes. However, well test interpretation is an ill-posed problem (Horne 1994) and the results depend on the experience of the interpreter.
The easiest way to calculate permeability is from the radial flow, which appears as a horizontal line in the log-log plot. After the identification of the radial flow, we can use the Horner plot (Horner 1951) to calculate the flow capacity, or permeability-thickness product following Eq. (1) where koh is the effective permeability-thickness of the tested interval, C2 is a unit conversion factor (19.03 for Brazilian oilfield units), qoBo is the downhole oil flow rate, µo is the oil viscosity at reservoir conditions and m is the slope of the pressure curve in the semilog plot. For the next calculations, the effective permeability must be transformed to absolute permeability (k) using relative permeability curves.
The above equation is valid for a vertical, full penetrating well in a homogeneous interval producing at a constant rate. Given the fluid properties, we can estimate the average reservoir permeability-thickness of the area influenced by the test. For homogeneous reservoirs under radial flow, this area is circular and we can estimate the radius of investigation Van Poollen (1969) . For heterogeneous reservoirs, the estimation of the area of investigation is more complex (Ehlig-Economides 1992) and it cannot be determined analytically for most cases.
However, we focus only in the area near the well, since all the other information (well logs and laboratory data) are obtained from the same area. This way, we can establish relationships between different sources of data.
Since well logs and core measurements in the well are depth referenced, it is desired to do similarly with permeability. We can transform the overall permeability-thickness into a depth-based log using production logging.
Production logging. The Production Logging Tools (PLT) are normally run with wireline cables during well tests and provide a set of downhole measurements during flow conditions. As the tool travels across the flowing interval, the rotation of a mounted spinner is recorded.
Multiple passes across the interval at different cable speeds are performed for repeatability and to determine the coefficients of the spinner calibration. Following, these coefficients are used along with caliper measurements and flow correlations to obtain the cumulative flow rate profile of the interval. We call this curve the production log of the interval. If we divide the entire curve by the total flow rate, we obtain the percentage cumulative flow profile.
Finally, this profile can be divided into homogeneous subintervals and the individual permeabilities are calculated with the Eq. (2):
where ݇ is the subinterval permeability, ݇ℎ ୈୗ is the permeability-thickness calculated during pressure transient analysis (PTA) of well test data, ‫%ݎݐ݊ܥ‬ is the percentage contribution of the subinterval and ℎ is the effective thickness of the subinterval. For more details on this procedure, the reader can refer to Del Rey et al (2009) .
One of the benefits of the PLT derived curves is that the scale of these measurements is compatible with reservoir simulation models, thus facilitating the process of upscaling or even direct modeling.
Integration of well test and other data for uncertainties reduction. We can compare the permeability log obtained by well test and PLT to core and from the wireline formation testers (WFT) to extrapolate permeability to other wells. Additionally, we can establish correlations with static attributes from openhole logs for improved characterization. Among these correlations, the porosity-permeability correlation is particularly interesting for reservoir characterization.
The phi vs. log(k) crossplot obtained from laboratory core analysis is often used to calculate permeability in probabilistic reservoir models, although it has several limitations, as stated by Delfiner (2006) . Instead of using core porosity and permeability, we can construct a similar phi-log(k) crossplot using openhole mean porosity (for instance, obtained from the NMR log) and PLT derived permeability for each subinterval. The number of pairs (ϕ, k) of each well depends on the number of subintervals determined in PLT interpretation.
Besides being fairly easy to obtain, there is no application of the PLT derived phi-log(k) crossplot in the literature and therefore this application will be one of the subjects of this work.
Nevertheless, there are a plenty of studies that use well test data integration for reservoir characterization in order to reduce uncertainties. In most studies, well test pressure observations are used as early time production data for history matching in order to constrain models and determine uncertain attributes. These attributes can be geostatistical parameters such as the correlation length (Gautier and Noetinger 1998) or the geometry of reservoir bodies in object modelling (Holden et al. 1995 , Schildberg et al. 1997 .
Other studies use Bayesian theory to obtain the posterior distribution of the uncertain parameters by history matching well test and other static data. Oliver (1996) generated multiple realizations of the permeability field that are conditioned to well test data and variograms by decomposition of the covariance matrix. Alternatively, He and Chambers (1999) used a gradient based Gauss-Newton framework while Deutsch (1992) and Sagar (1993) used Simulated Annealing techniques. He et al. (2000) extended previous work and established a general methodology for static and dynamic data integration. Firstly, they used Gaussian Simulation methods to generate the set of probabilistic realizations. Following, they history matched well test pressure data considering measurement errors to obtain the conditioned realizations and used the Metropolis-Hastings algorithm to accept or reject them.
More recently, the Ensemble Kalman Filter (EnKF) was introduced as one the most promising methods for conditioning reservoir simulation models to well test data aiming uncertainties reduction (Thulin et al. 2011) . Li et al (2010) applied the EnKF to a synthetic two layer reservoir and showed good results. They considered a doubly stochastic model for correcting the prior mean as they used core and openhole data as input data. Coutinho et al. (2010) used the EnKF to history match well test pressure and derivative data, as well as the production log in a multi-layer reservoir with skin. They achieved good results for well test data, but the technique was not able to determine the individual skin factors of the reservoir layers.
Motivation
Gathering quality reservoir data is essential to reduce uncertainties in early phases of field development. Moreover, uncertainties must be addressed systematically in a probabilistic approach to reduce risk during decision making. Schiozer et al (2015) presented a methodology for that purpose, integrating reservoir characterization, probabilistic scenarios generation, history matching, strategy optimization and risk analysis. Morosov and Schiozer (2016) tested this methodology on a benchmark case and showed that data assimilation by itself doesn't guarantee a reliable production forecast. In their work, they used openhole data to condition the probabilistic scenarios.
Hence, as reservoir characterization takes place at the beginning of the workflow, it is important to use reliable information, such as the one from well testing, to avoid error propagation through the process. By combining the permeability estimative from well test with production logging, we obtain a flow based permeability profile at the well. As we already have good porosity estimates from openhole logging, we can construct a reliable phi-log(k) equation based on dynamic data. Nevertheless, there are no records in the literature of this flow-based crossplot to update reservoir simulation models.
Objectives
The main objectives of this work proposal are:
• Use of well test and production logging derived phi-log(k) equations to update reservoir simulation models; • Establish criteria to select wells to be used in well test analysis;
• Evaluate the impact on the risk curve of the proposed methodology for several number of well tests;
• Compare the results of the proposed methodology to classic phi-log(k) methodology;
• Test both methodologies against a reference model with known answer.
Methodology
This works aims to evaluate the use of well test and production logging data in reservoir characterization and its impact on the risk curves. Fig. 1 shows a schematic of the proposed methodology from the well selection to conduct the well tests to economic analysis. Step 1: Well selection for well tests and production logging. We stablish three criteria for selection of wells for conducting well test and production logging.
a. Reservoir representation. Well must be chosen to represent all the reservoir units. These units may be reservoir blocks, mounds, channels or regions with certain types of facies. More than one phi-log(k) may be required depending on the reservoir characteristics. b. Operational and interpretation conditions.
It is recommended to avoid wells with operational and interpretation difficulties, such as the ones related to the well (high deviation, frack packs, casing/sting leakage, debris), the reservoir (HPHT, high skin) and the fluid (presence of H2S/CO2). c. Population of crossplot.
It is important to choose a set of wells that populate the whole range of the phi-log(k) crossplot in order to maximize the chances of having a good regression of the data. We can choose several homogeneous wells with different reservoir quality (e.g., high and low mean porosity) or heterogeneous wells (e.g., high standard deviation porosity). For that purpose, we must analyze all available data, such as openhole logs and core data.
Steps 2-3: Well tests and production logging. After selecting the wells, we perform the well tests and production logging. From well test data, we obtain the permeability-thickness product of the interval from Eq.
(1) and relative permeability curves. From PLT data, we estimate the permeability log of the interval by applying Eq.(2).
Step 4: Construction of phi-log(k) equation for reservoir characterization. After we obtained the permeability logs of the tested wells, we use openhole log data to construct the pairs (phi, k) and then populate the phi-log(k) crossplot. For each interpreted constant rate interval, we calculate the average porosity from the openhole porosity log and the logarithm of the PLT permeability. Depth differences between open-hole and cased hole data may exist and must be corrected a priori to calculate the porosity averages. Fig. 2 shows examples of two crossplots of wells selected based on criterion "c" from Step 1.
Fig. 2 -Examples of well selection for crossplot construction based on reservoir quality (a) and heterogeneity (b).
With the crossplots, we perform line fitting based on least squares regression to obtain Eq. (3):
where a and b are respectively angular and linear coefficients of the fitted line.
Steps 5-8: Loop for updating representative images. First, we use geostatistical software to generate N realizations, where N is the number scenarios for production forecast. Total pore volume of the reservoir must be calculated for each realization. In order to use the proposed phi-log(k) equations, permeability must be modelled as a function of porosity. As this part of the methodology is an iterative loop that involves geomodelling and flow simulation, we must select a small, but representative subset of simulation models. The realizations of these models are selected from equally spaced points of the cumulative distribution frequency (cdf) of the total pore volume (based on all realizations). With this procedure, we aim to select models which represent most of the variability generated by geostatistical realizations with a reduced number of models.
Following, we simulate the well tests on the selected models and calculate a permeability multiplier based on the average of the pressure derivatives from the models and the well test as show in Eq. (4): where ߙ is the multiplier, Δ‫‬ ᇱ തതതതത is the average pressure derivative of the models and Δ‫‬ ᇱ is the pressure derivative of the well test.
Finally, we update the porosity log of each well back-transforming the permeability multiplier into a porosity update term, using Eqs. (3) and (4): where ߚ ೢ ାଵ and ߚ ೢ are respectively the porosity update terms for each well of the next and current iteration.
We suggest a stopping criterion of the iterative process when the ߙ changes less than 5% from the previous iteration for all wells. It is important to state that this procedure is only valid for radial flow with smooth variations. For heterogeneous reservoirs, the procedure is to select only the radial flow portion of
the derivative for the averaging process. If the variability of the models after the iterative loop is not capable of covering the well test derivative, additional spatial characterization is necessary. For that purpose, the virtual well technique (Avansi, 2014) can be used.
Step 9: Generation of probabilistic scenarios. The number of scenarios to generate depends on the quantity of uncertain attributes and the method used to sample the probability distributions of these attributes (Risso et al. 2011) . Among the sampling techniques, we suggest the use of Discretized Latin hypercube with geostatistical realizations (DHLG), described by Schiozer et al. (2017) . After this step, it is recommended to perform production forecast on all scenarios and build the risk curves. With this procedure, we can evaluate the current level of variability and the effectiveness of the history matching procedure.
Step 10: Well test history matching. In this step we use probabilistic history matching techniques to assimilate well test pressure and derivative data to reduce uncertainties. In this work, we used the procedure described by Maschio and Schiozer (2016) .
During the definition of the objective-functions (OF), it is important to prioritize the derivative match rather than the pressure, because the former carries the information of the permeability field around the wells.
Steps 11-12: Production forecast and risk curve generation. With the selected scenarios from the well test history matching, we perform the flow simulations with a given production strategy. Next, we plot the risk curve and assess the level of uncertainties. If the decision maker considers the level of uncertainties unacceptable, it is necessary to collect more reservoir information. For the case of conducting more well tests, we must return to Step 1 of this methodology.
Application
We tested the proposed methodology on a benchmark case called UNISIM-I (Avansi and Schiozer, 2015) . We tested the proposed methodology on two reservoir models from UNISIM-I: UNISIM-I-R and UNISIM-I-E.
UNISIM-I-R.
This is a synthetic model of a sandstone reservoir based on real structural, petrophysical and well data from 56 wells of the Namorado Offshore Oil Field, located in Campos Basin (Brazil). The purpose of this model is to be the reference with known answer and provide the reservoir outputs, including the well tests and PLTs.
UNISIM-I-E.
This model was created specifically for this work and it's based on modifications of the UNISIM-I-D model (Avansi, 2014) . Although it is a synthetic field, all well and laboratory data is of public domain and extracted from real wells.
The purpose of UNISIM-I-E is probabilistic studies on an early phase of field development with no production history. The medium-fidelity model consists of a corner point grid with 81 x 58 x 20 grid cells (100 x 100 x 8m each one) optimized for flow simulation of multiple scenarios. The reservoir attributes are summarized in Table 1 .
There is only one mapped fault, which defines the East and West blocks (Fig. 3) . There are five exploratory wells already drilled. Wells NA1A, NA2 and RJS19 are vertical wells, while NA3D and EXP6D are deviated, being latter the only well in the East block. There is openhole log data for all wells and core data for NA1A and NA2.
In order to test the proposed methodology, we used the models as follows:
• Case without tests: a set of 300 scenarios using UNISIM-I-E without well test and production logging information. The phi-log(k) equation is generated from laboratory data (Avansi e Schiozer, 2015) .
• Cases with tests: sets of 300 scenarios generated using UNISIM-I-E with the proposed methodology. To understand the impact of the number of tests in the results, we perform the methodology from Steps 1-9 for the cases with 1 to 4 well tests. The complete methodology will be performed for the case with 5 well tests. Fig. 3 shows the porosity distribution of the reference (UNISIM-I-R) and one realization of the case without tests. Table 2 presents the economic parameters considered for the calculation of the net present value (VP) of the field. Case without tests. The geomodelling uses core data from the UNISIM-I-E wells. There is available data from wells NA1A and NA2. Fig. 4 shows the phi-log(k) cross-plot with the corresponding line regression. We can see from Fig. 4 that most of the pairs are concentrated between porosity values 23-31%. There are only two points below 20% and only one point of low porosity. Either there was a difficulty on analyzing low permeability plugs on those wells in the original reservoir or the intervals were very homogeneous. As a result, the correlation coefficient of the linear regression is low, showing a poor fit of the data.
Cases with tests.
We will show the application of the methodology for the case with 5 well tests.
Step 1: Well selection. Table 3 presents the statistical description of the available data for the five wells and Fig. 5 shows the histogram of all wells. The bars are the percentage of occurrence of porosity values of each well in each porosity range (class) and the lines are the cumulative probability of each well. Table 4 shows the result of the selection process from 1 to 5 wells. Steps 2-3: Well test and production logging operation and interpretation. In order to simulate the well tests and PLT on the reference model, we performed 3,3,1 (i, j, k) Cartesian local grid refinements (LGR) in 36 cells around the wells and set a logarithmic timestep schedule (10 time steps/log cycle). Grid and time refinements are necessary to represent the pressure gradient observed in real well tests.
The test schedule has a 24h flowing period (q = 800 m 3 /d) followed by a 48h shut-in period. The production logging was obtained in the last time step of the flowing period. Fig. 6 presents the well test and PLT result for the well RJS19. Steps 4: Construction of phi-log(k) equations. Fig. 7 shows the resulting phi-log(k) crossplot for the case with 5 well tests. The pairs of data show a clear trend and low dispersion. Table 5 presents the radial flow capacity, the phi-log(k) coefficients and the correlation coefficient (R2) for all cases. We can observe in Table 5 that the radial flow capacity calculated from the well tests had good agreement with the prior data from Table 3 (e.g., NA2 has the biggest kh and mean porosity). Additionally, the high correlation coefficients (above 0.8) indicate the porosity-permeability relation was efficiently captured by the phi-k crossplots.
Steps 5-8: Loop for derivatives adjustment of representative models. We generated 300 equiprobable images with a workflow in the commercial earth modeling software Petrel® 2015. Firstly, we upscaled porosity and facies logs at the 5 wells to a fine geological grid. Secondly, we modelled facies using Sequential Indicator Simulation (SIS) and porosity using Sequential Gaussian Simulation (SGS). Net to gross (NTG) was modelled as a function of facies. Finally, we calculated spatial permeability using the updated phi-log(k) equations.
For the iterative loop to update the representative models, we selected 10 images to generate the simulation models from the pore volume cdf. The grid and time refinement used to simulate the well test was the same used on the reference model.
After performing two loops, we reached the stopping criterion (<5% difference between it1 and it2). The resulting porosity update terms (β) are summarized in Table 6 : Fig . 8 shows the comparative of the pressure derivatives for well NA3D of the 10 models before and after the iterative process. Step 9: Scenarios generation. After determining the porosity adjustment terms, we generated 300 equiprobable models with the geomodelling software. Following, DLHG was used to sort the uncertain attributes and to generate 300 scenarios. The continuous attributes (cpor and kzm) were discretized in 5 levels using the corresponding pdf.
Step 10: History matching of well test data. In this step we used history matching procedure based on Method 1 presented by Maschio and Schiozer (2016) . The methodology is described in the Appendix A.
There is a large difference of grid scale between the reference and UNISIM-I-E. Consequently, the short time response of the well test is influenced by the grid block size. For this reason, we used as objective functions the normalized quadratic deviation (NQD) of the derivatives starting at 0.06h of shutin time. For the wells EXP6D and RJS19, we set the start point at 0.4h. The tolerance for the acceptable quadratic distance (AQD) was set to 25%. Thus, the global objective function is the sum of the NQD of the derivatives of 5 well tests, as show in Eq. (6): where ‫ܨܱܩ‬ is the global objective function.
After the history matching procedure described in Appendix A, 56 scenarios had NQD less than 1 for all wells after the post-filtering process and therefore they were selected to predict the production. Fig. 9 illustrates prior and posterior pdf of the global uncertain attributes and Fig. 10 shows the NQDS for all wells. In Fig. 9 we observe that the only attribute whose posterior levels had a clear trend is the vertical permeability multiplier, kzm. From Fig. 10 , we note that RJS19 OF was the limiting factor to select more wells for production forecast. This behavior is better understood analyzing the log-log plot of the well (Fig. 11) . As stated before, the averaging process for the calculation of the multipliers for RJS19 starts at 0.4h of shutin time. During the iterative loop, the representative models didn't have enough variability to represent the derivative of the reference after approximately 15h. Hence, the averaging process of the pressure derivative placed the models in a baseline between middle and late time data. Thus, the NQDS plot shows a gap of models with values close to zero, because part of the models have positive deviations most of time and some models show the opposite behavior.
Thus, as we suggested in the methodology, the right procedure would be to calculate the average derivative around 0.5 and 3h and conduct a geologic recharacterization to create a region of low permeability, this way representing the late time derivative.
Steps 11: Production forecast. For the production forecast (10 957 days), we used the optimized production strategy stablished in Avansi and Schiozer (2015) . This strategy consists of 14 producers (including the four already drilled wells at the west block) and 11 injectors. Fig. 12 shows the position of all the wells of the strategy. We used a constant value for all grid block in order to show the position of the wells. 
Results and Discussion
First, we show the risk curves generated after the production forecast under uncertainties for all cases (Step 9). Each curve consists of 300 scenarios with prior global uncertainties. Fig. 13 shows the Vp risk curve of all cases and the respective Expected Monetary Value (EMV).
We can observe that the EMV becomes closer to the reference Vp as the number of well tests increase from 1 to 4, showing an improvement of the set of scenarios as we incorporate more well tests. The curve for 5 tests is similar to the one for the case with 4 tests with no improvement. The risk curve for the case without tests was very similar to the one with 2 tests. Fig. 14 presents the statistical measures of these curves. From the analysis of Fig. 14 , we see from the range and standard deviation bars there was no reduction on variability by changing the phi-log(k) equation and updating the models. On the other hand, the EMV error was reduced with 2 or more well tests with respect to the case without tests. As we observed on the risk curves, there was no improvement from 4 to 5 well tests. Thus, the smallest EMV error was found in the case with 4 tests -282 10 6 US$, 33% smaller than the case without test. The case with 1 test was the only with incorporation of test information with EMV error bigger than the case without tests. This case used only well RJS19 to update the permeability multipliers. As the average calculated from the real derivative was incorrect, this might have generated an incorrect bias in the models. Another relevant fact is that the RJS19 well test presented the lowest flow capacity. By updating only the poor region of the reservoir, more productive areas regions were left without the pessimistic corrections presented in Table 6 . As a result, the models were more optimistic. This result suggests we should select first wells that are closer to the average reservoir quality.
The technical risk curves are shown in Fig. 15 . We observe a similar behavior on the cumulative oil production (Np) risk curves compared to Vp curves. This behavior is expected as Np has a significant impact on Vp, Water curves show less improvement. This is also expected because the well tests didn't produce any water. In fact, water and oil production curves show opposite deviations from the reference, suggesting that the posterior pdf of the relative water permeability curve isn't correct. The third plot on Fig. 9 corroborates this conclusion as there is no clear trend in the posterior uncertainty levels for the water permeability attribute (krw).
The history matching procedure was conducted in the case with 5 tests to use most test data as possible. Fig. 16a illustrates the Vp risk curves for the case before and after history matching compared to the case without tests and the reference. Fig. 6b presents the statistics measures of those risk curves.
From the analysis of the figures, we observe a clear minimization of the EMV error and variability after the HM process. The EMV error was 71% smaller than the case without tests. The standard deviation and range of the risk curve were reduced 28 and 48% respectively.
The results of the proposed methodology are promising. The combination of techniques that use well test and production logging during reservoir characterization and history matching phases proved to be efficient to reduce uncertainties for this benchmark case on a controlled environment. An additional advantage of the procedure is the geological consistency, as all modifications were performed in geomodelling software.
However, the result could be better if we performed reservoir recharacterization in the region of well RJS19 using the pressure derivative as a guide. 
Conclusions
This work aimed to evaluate the use of well test and production logging data in reservoir characterization to reduce production forecast variability at an early phase of filed development. We proposed a methodology for reservoir characterization with a new phi-log(k) equation and updating the models by adjusting the pressure derivatives and keeping the geological consistency of sequential simulation. We also applied a simplified history matching process for additional reduction of uncertainties. We applied the methodology on a benchmark case with known response and compared it to a base case with no well test data. In conclusion, we highlight the main results of this paper as follows:
• It was possible to construct a phi-log(k) equation based on well test and production logging data for this type of reservoir; • The proposed methodology using well test and production logging had a significant impact on the output results affecting production forecast and the risk curve; • The risk curves of the study cases had decreasing EMV error compared to the case without test as we increased the number of well tests used with the proposed methodology.
• The case with one test was the only with EMV error bigger than the case without test, probably due to an optimistic bias introduced by not updating the most productive areas of the reservoir; • The history matching of the pressure derivatives enabled additional reduction of the EMV error while reducing the Vp variability; • The iterative process for updating representative images proved to be effective. Nevertheless, it is only rigorous for fairly homogeneous reservoirs. Step 1. In this step we evaluate only the variability related to the images. Hence, the 300 models have fixed attributes (krw, cpor and kzm from Table 1 ). The selection is made by the 150 models with the lower GOF calculated by Eq. (6). The Normalized Quadratic Deviation (NQD) is defined by Eq. (A-1):
where the quadratic deviation, QD, is defined by:
where Simi are the OF readings at a given time and Refi is the reference value at the same time. The acceptable quadratic deviation, AQD, is given by:
where Tol is a tolerance given by a percentage of the reference data (Ref) and C is a constant used to prevent division by zero in data series with values close to zero, which can occur with water OF. We may where LD is the Linear Deviation, defined by Eq. (A-5):
Step 2. In this step we combine the 150 images with the prior levels of the uncertain attributes to generate 300 probabilistic models using DLHG.
Step 4. After simulation of the 300 prior models and calculation of the GOF, we select the 90 models with lower GOF and calculate de posterior distribution of the uncertain attributes.
Step 5. In this step we use the posterior pdf and the 90 selected images to increase the number of models to 300 using DLHG.
Step 7. The increased number of posterior models is finally filtered. As a result, we select all the models that have the NQD for all OF less than 1. These models are the posterior models used for production forecast and the posterior pdf are the solution for the inverse history matching problem. 
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