Abstract-Our study examines the role of auxiliary variables in the process of spatial modelling and mapping of climatological elements, with air temperature in Poland used as an example. The multivariable algorithms are the most frequently applied for spatialization of air temperature, and their results in many studies are proved to be better in comparison to those obtained by various onedimensional techniques. In most of the previous studies, two main strategies were used to perform multidimensional spatial interpolation of air temperature. First, it was accepted that all variables significantly correlated with air temperature should be incorporated into the model. Second, it was assumed that the more spatial variation of air temperature was deterministically explained, the better was the quality of spatial interpolation. The main goal of the paper was to examine both above-mentioned assumptions. The analysis was performed using data from 250 meteorological stations and for 69 air temperature cases aggregated on different levels: from daily means to 10-year annual mean. Two cases were considered for detailed analysis. The set of potential auxiliary variables covered 11 environmental predictors of air temperature. Another purpose of the study was to compare the results of interpolation given by various multivariable methods using the same set of explanatory variables. Two regression models: multiple linear (MLR) and geographically weighted (GWR) method, as well as their extensions to the regression-kriging form, MLRK and GWRK, respectively, were examined. Stepwise regression was used to select variables for the individual models and the crossvalidation method was used to validate the results with a special attention paid to statistically significant improvement of the model using the mean absolute error (MAE) criterion. The main results of this study led to rejection of both assumptions considered. Usually, including more than two or three of the most significantly correlated auxiliary variables does not improve the quality of the spatial model. The effects of introduction of certain variables into the model were not climatologically justified and were seen on maps as unexpected and undesired artefacts. The results confirm, in accordance with previous studies, that in the case of air temperature distribution, the spatial process is non-stationary; thus, the local GWR model performs better than the global MLR if they are specified using the same set of auxiliary variables. If only GWR residuals are autocorrelated, the geographically weighted regression-kriging (GWRK) model seems to be optimal for air temperature spatial interpolation.
Introduction
Providing accurate, high-resolution spatial information is one of the most challenging tasks of contemporary environmental sciences. However, this particularly concerns climatological and meteorological data as they are used not only for climatological analysis itself, but they are frequently applied as the significant input for modelling and studies in many other scientific disciplines or applications, for example, in bioclimatology, dispersion of atmospheric pollutants, or for planning and supporting location decisions. There are two general approaches to the development of continuous spatial climatological information: physically based and data based. The first is performed by means of the climatological models in either global [General Climate Models (GCMs)] or regional/mesoscale models [Regional Climate Models (RCMs)]. To the RCMs class belong such models as, e.g. Weather Research and Forecasting (WRF; SKAMAROCK et al. 2008) or Regional Atmospheric Modeling System (RAMS; PIELKE et al. 1992) . The GCMs are typically run at coarse spatial resolution (max. *50 km) and do not account for local scale features and phenomena caused, e.g. by topography, local land use/land cover or clouds. To overcome these problems, various dynamical or statistical downscaling techniques can be applied to process GCMs' outputs (WILBY and WIGLEY 1997) . For example, the WRF model can be used to dynamically downscale GCM simulations even up to a few kilometres spatial grid BOWDEN et al. 2012) . But still, even if RCMs are continuously developing and their accuracy and spatial resolution are increasing, spatial interpolation allowing for transformation from discretely distributed point data into continuous high-resolution spatial information is the most frequently used for mapping climatological/meteorological elements. However, the final choice between physically based or data-based spatialization procedures is strongly dependent on many factors, including, e.g. the specific user's needs and skills, and the access to required datasets, specialized software or computational resources.
There are dozens of methods available to perform the spatial interpolation of various elements of the natural environment. For example, LI and HEAP (2008) reviewed 62 methods and their variations applied and described in 51 publication. These methods can be considered as universal which means that they can be used for various environmental features. The choice of the optimal algorithm in a given case is a difficult task as it depends on characteristics of the spatial process, properties of the modelled variable, the expectations of the modeller, e.g. assumed accuracy and resolution, the number and spatial distribution of input data and many others. In the selection of interpolation procedure, the classifications of the algorithms, presented, e.g. by HENGL (2007) , LI and HEAP (2008) or in COST ACTION 719 FINAL REPORT (2008) , or the decision trees (HENGL 2007; SZYMANOWSKI et al. 2013 ) allowing for selection and grouping methods accordingly to their theoretical basis and properties, might become useful. Most of the ''universal'' spatialization methods have been used for the interpolation of climatological elements, like air temperature and atmospheric precipitation. There are also some methods that have been intentionally developed or modified for the use in climatology, e.g. lapse rate method (LR; LENNON and TURNER 1995; WILLMOTT and MATSUURA 1995) , thin-plate splines (TPS; HUTCHINSON 1995) , AUR-ELHY (BENICHOU and LE BRETON 1987) , PRISM (DALY et al. 1994 (DALY et al. , 2008 and MISH (SZENTIMREY and BIHARI 2004) . There are also significant advances in hierarchical Bayesian and non-stationary process modelling techniques (HUERTA et al. 2004; AL-AWADHI and AL-AWADHI 2006; CRESSIE and JOHAN-NESSON 2008; YUE and SPECKMAN 2010; WILSON and SILANDER 2014) .
In the case of the air temperature spatialization, where the physical processes and environmental covariables determining spatial distribution are quite well known, the multivariable techniques based on deterministic or geostatistical (or both) assumptions are the most frequently used. The reviews of papers and applications show that the most proper and frequently applied for air temperature spatial interpolation are residual kriging (regression-kriging, RK), regression methods-mostly multiple linear (MLR), and TPS (COST ACTION 719 FINAL REPORT 2008; . Less frequently, other techniques, such as LR, PRISM, co-kriging (CK), kriging with external drift (KED) or combination MLR ? IDW [inverse distance weighting (IDW)], are also applied. All of them are multivariable approaches, performed with the use of one or more environmental auxiliary variables.
In multivariate climatological interpolation, the role of an explanatory variable is to replicate the impact of environmental factor on the magnitude and the distribution of the interpolated climate element. A review of previous works, taking into account the multidimensional techniques in air temperature spatialization, indicates that there are variables that can be considered as universal and almost always included in the analysis (e.g. elevation for air temperature), and those that are used depending on the climate (geographical) characteristic of a study area and the scale of impacts (usually macro-to local scale) taken into account. Altitude is the major factor determining the spatial pattern of air temperature at global/regional scales and when the longer averaging periods are considered. Its level of influence on temperature is usually many times greater than that of other environmental factors . In practice, one can be assured that if the multivariate technique is used for air temperature interpolation, the altitude is included in the set of explanatory variables. However, there can be some exceptions, as, for example, in the case of the urban heat island interpolation for a city located in a flat terrain .
The same, general group of auxiliary variables is represented by coordinates, even if they are used less frequently than altitude. Latitude and longitude (or their counterparts in local coordinate systems) are used to reflect an overall spatial trend. This trend can be, for instance, a consequence of systematic changes in insolation, the impact of the oceans, lands, or mountain ranges and, in some cases, circulation-driven regularities with the advection of air masses (e.g. NALDER and WEIN 1998; NINYEROLA et al. 2000; USTRNUL and CZEKIERDA 2005; PERRY AND HOLLIS 2005a, b; SZYMANOWSKI et al. , 2013 . As the coordinates are used to characterize general tendencies over a study area, they are usually less applicable for small areas with strong locally determined air temperature fields KRYZA 2009, 2012) . In some papers, in addition to coordinates, the index of continentality has also been used (ATTORRE et al. 2007; HOGEWIND and BISSOLLI 2011; KRAHEN-MANN et al. 2011) .
Another, very frequently used variable is a distance from the sea (WHITE 1979; BJORNSSON et al. 2007; BOI et al. 2011; JOLY et al. 2011) or distance from other major bodies of water (HOLDAWAY 1996; HIEBL et al. 2009; TIETAVAINEN et al. 2010) . Distance from water bodies, like most of the variables capturing the impact of land use/land cover, is typical of regional or local scale. Their impact, decreasing with distance, is clearly marked up to 10 km and negligible in practice for distances exceeding 100 km from the sea (DALY 2006) . The influence of other land cover classes can also be observed locally (JARVIS AND STUART 2001a, b; PERCEC TADIC 2010) . Here, the specific role is played by the impact of urban areas, especially due to well-known phenomena of air temperature rise in cities-the urban heat island (CHOI et al. 2003; HIEBL et al. 2009; SZYMANOWSKI et al. 2013) .
Terrain relief usually also has a local influence on the air temperature field. Various terrain derivatives can be used to reflect the relief-controlled effects. One of the most frequently applied is slope inclination (LENNON and TURNER 1995; SZYMANOWSKI et al. 2013) ; however, its role in physical processes determining air temperature is ambiguous. This variable probably should not stand alone but rather in conjunction with terrain aspect (AGNEW and PALU-TIKOF 2000; ATTORRE et al. 2007; HIEBL et al. 2009; APAYDIN et al. 2011) . The role of the relief, particularly associated with the disposal of cooler air from the slopes and a tendency to the accumulation of cold air in concave terrain forms, is expressed in such variables as concavity/convexity, relative height and terrain curvature (NINYEROLA et al. 2007; ESTEBAN et al. 2009; HIEBL et al. 2009; SZYMANOWSKI et al. 2013) .
Relatively rarely used explanatory variable of air temperature is solar irradiation (VICENTE-SERRANO et al. 2003; ATTORRE et al. 2007; BENAVIDES et al. 2007; ESTEBAN et al. 2009; JOLY et al. 2011) , even if this variable is complex, representing general geographic, atmospheric and astronomic energetic conditions, as well as local influence of terrain height and relief (slope, aspect, and hillshades).
The above-mentioned variables can be used in various shapes, for example, taking into account the feature in certain directions only (VICENTE-SERRANO et al. 2003; PERRY AND HOLLIS 2005a, b) . Explanatory variables can also be further modified by application of various moving window filters (focal functions) to simulate the effect of the so-called source area (defined by the window size) on the air temperature distribution (AGNEW and PALUTIKOF 2000; JARVIS and STUART 2001a, b; SZYMANOWSKI et al. 2013) . Auxiliary variables can also be created as combinations of environmental factors using map algebra or grouping in principal components to reduce the dimension of the model (WHITE 1979; LENNON and TURNER 1995; BJORNSSON et al. 2007; PERCEC TADIC 2010) .
In previous studies focused on multivariate interpolation of air temperature, two main strategies of appointing the set of explanatory variables were used to specify the regression model. These were the stepwise regression selection (KURTZMAN and KAD-MON 1999; BROWN and COMRIE 2002; APAYDIN et al. 2011; BOI et al. 2011) or mandatory appointment of auxiliary variables accordingly only to known physical processes but without in-depth analysis of statistical interrelations (CHUANYAN et al. 2005; HO-GEWIND and BISSOLLI 2011) . However, in all these attempts, it was assumed that the more spatial variation of air temperature is deterministically explained, the better is the quality of spatial interpolation. The correctness of this assumption, although intuitively justified, has not been thoroughly verified. Thus, one of the purposes of this paper is to review the above thesis-does the incorporation of additional explanatory variables lead to the statistically significant improvement of the model performance, compared with simpler models?
In the above-mentioned research, significantly correlated variables were usually also introduced to the model by the fact that their spatial patterns were ''reproduced'' on the maps of air temperature. However, there are some reports claiming that the introduction of certain auxiliary variables to the spatial models, even if they are significantly correlated with air temperature, may lead to the unexpected artefacts seen on the maps, if the expert judgment is applied .
This work addresses the role of the explanatory variable selection for spatial interpolation of climatological elements with air temperature used as an example. We evaluate the role of auxiliary variables in the spatial air temperature models, and present how the environmental co-variables affect the quality of spatial interpolation and how they affect the final maps. This is the novelty of this paper both for climatologists and for the researchers that perform spatial interpolation of climate data with multivariate geostatistical methods and use these data for their own studies at various fields. We demonstrate the importance of proper, conscious application of spatial statistical approaches, and we quantitatively show that over-reliance on physical deterministic relationships may lead to less reliable results than finding a balance between deterministic and stochastic model components. Spatialization in this study is performed with two spatial models frequently used for air temperature interpolation: deterministically applied regression and deterministic-stochastic combined model-the residual kriging. Regression techniques are represented here by two models: global-MLR, and local-geographically weighted regression (GWR), which are also extended to a deterministicstochastic form. These are relatively frequently used multiple linear regression-kriging (MLRK) and recently developed geographically weighted regression-kriging (GWRK), respectively. All four methods are included in the decision scheme for selection an optimal interpolation method and have been used for spatial modelling of air temperature in Poland (SZYMANOWSKI et al. , 2013 . Two main aspects of the models' quality are considered. First, how introducing the additional co-variables affects the goodness-of-fit and the model errors in the points of measurements. Second, how the auxiliary variables visually modify the air temperature maps.
Study Area
The study area is the territory of Poland, located in Central Europe, between 49°00 0 N and 54°50 0 N, There are large annual changes in the spatial distribution of air temperature due to large scale climatological factors. The W-E-oriented isotherms are shaped by the insolation energy and compounded by the impact of the Baltic Sea in the north and latitudinally stacked mountain ranges in the south. The effect of altitude, regardless of the season, is constant (decrease in temperature with height), while the role of the Baltic Sea changes seasonally from warming in autumn and winter, to cooling in spring and summer. Zonal arrangement of isotherms is most clearly visible in summer. Azonal factors, such as circulationdriven impact of the Atlantic Ocean, are apparently showed up in winter, forming a N-S course of isotherms.
Regardless of the season, the coldest areas are the uppermost parts of the mountains and the lowland parts in NE Poland. In winter, except for the coldest mountain areas, the temperature decreases from west to east, where it reaches an average below -3°C. In the west of the country, especially in the coastal zone, where warming effects of the Baltic Sea are clearly marked, the average winter air temperature is above 0°C. The temperature field in spring is transitional between winter and summer conditions-isotherms are NW-SE oriented, with the highest temperatures ([8°C) in the SW part of the country. In summer, most of the area of Poland is characterized by seasonal average temperatures exceeding 18°C, with the exception of lakeland areas in the north of the country and uplands and mountains in the south. In autumn, the warming influence of the Baltic Sea is already seen; however, a general decrease in temperature into the north-east is also clearly visible. The average seasonal air temperature in NE Poland is below 7°C.
On average, the coldest and warmest months in Poland are January and July, respectively, and the characteristics of the spatial distribution of temperature in these months are analogous to those seen in winter and summer. Changing effects of various (USTRNUL and CZEKIERDA 2009) . The highest maximum temperatures can be observed in Poland in various circulation types, but mainly in anticyclonic situations. In the case of the lowest minimum temperatures, the coldest, below -35°C, are observed in areas in the east of the country (Białystok, Rzeszów). The only exception is station Jelenia Góra, located in a valley where a tendency to accumulate cold air masses is typical. As in the case of the maximum temperature, minimum temperatures are also observed mainly in anticyclonic circulation types, especially in winter, during the continental cold air advections from Eastern Europe and Asia, and also under a cloudless weather conditions in nighttime (strong radiation loss).
Maps of the mean daily temperature usually show a significant variability of the air temperature field and rather slight similarity of thermal field pattern, in comparison with climatologic, highly aggregated maps for the corresponding months or seasons. This reflects the greater role of dynamic, circulation factors influencing the daily temperature field in comparison to the impact factors of more static geoenvironmental features such as altitude or distance from the sea (USTRNUL and CZEKIERDA 2009).
Data

Air Temperature Data
Air temperature measurements for this study were gathered mostly in the meteorological network operated by the Institute of Meteorology and Water Management (IMGW) in Poland. Data were available from 197 stations and were next complemented by data from 53 meteorological stations located in the closest neighbourhood of Poland (up to about 100 km from the country boundaries; Fig. 1 ). The inclusion of these additional stations was done to avoid extrapolation for grids located outside the convex hull of Polish stations. Second, this additional set has increased the number of stations located in the higher elevated area, which allows for a more precise modelling of relation between temperature and altitude-one of the most significant environmental correlations of air temperature. And third, the enlarged set of stations, allowed improving the relevance of statistical inference accordingly to the increased number of observations in statistical models and, as a result, enhanced the quality of air temperature estimation.
Meteorological stations used in the study are rather evenly distributed over the study area. The spatial distribution is dispersed, according to the nearest neighbour analysis (MITCHELL 2005) , although there are clear regional differences in network density. 83 % of the study area is located no further than 30 km from the nearest station, and less than 0.3 % of the area is located further than 50 km, mainly in the central and north-eastern parts of the country. On average, for the whole country, station density is about 6.3 stations/10,000 km 2 , with the highest density, reaching 16 stations/10,000 km 2 in the western part of the Polish Carpathians (Fig. 1 ).
The representativeness of the stations in relation to one of the most dominant climate factors, which is the altitude, is of particular importance for the quality of modelling the air temperature using multivariate spatialization techniques. In the case of the Polish meteorological network, low-elevated areas are characterized by relatively large number of stations, mainly due to numerous stations located close to the seashore. Areas located up to 50 m a.s.l., covering 6.4 % of the country are represented by ca 9 % of the stations. Only 33 % of the stations are located in the zone of 100-200 m a.s.l., which covers 49.7 % of the area of Poland, so this zone is slightly underrepresented. Above 200 m a.s.l., there is some overrepresentation of the number of stations in relation to altitude. The areas elevated above 500 m a.s.l. (*3.5 % of the country area) are covered by 13.2 % of stations. However, a problem is that stations are not evenly distributed over the highest altitude zones. The study encompasses all cases of annual and monthly air temperature means from the period 1996-2005 (levels 1 and 3). The selection of cases of individual years and months (levels 2 and 4) was performed based on the highest and lowest areal air temperature mean, calculated with the measurements from the Polish meteorological stations. This made it possible to select the coolest and the warmest year (month) in the analysed decade. Daily cases (level 5) were selected considering thermal and circulation criteria. Cases of high and low spatial variability of air temperature, occurring at different temperature ranges and in different seasons, were included. In addition, selected cases covered a variety of situations in terms of synoptic circulation types, air masses advections and the occurrence of atmospheric fronts. This allowed for spatial modelling of cases characterized by diversified overall level of environmental correlations, as well as by different proportions of deterministic impacts of particular environmental features.
All the cases are summarized in this work. Two cases of air temperature were selected for a detailed analysis. These were the level 1-1996-2005 annual mean (TY) air temperature and one case from the level 5-daily mean of 8 Jan 2003 (TD). The first was characterized by a very high degree of the variance explained by regression model, and the latter was characterized by the lowest determination coefficient of all cases.
Environmental Variables
Taking into account the causes of climate determining air temperature distribution in Poland (Sect. 2) and former attempts to multidimensional spatial interpolation of air temperature (Sect. 1), a set of potential environmental predictors for the study was prepared, including ( Fig. 2 ):
• Variables describing general spatial tendency (e.g. continentality of climate): coordinates (X, Y) and the sea distance index (SDI), • Digital elevation model (DEM) and its derivatives: slope inclination (SLP), concavity/convexity index (CCI), foehn index (FI) and potential total insolation (IT), • Land use/land cover derivatives: percentage share of natural (NS) and artificial (AS) surfaces in the vicinity of a given location and the normalized difference vegetation index (NDVI).
All variables were prepared as raster layers of 250 m resolution, projected to the Polish local coordinate system PUWG1992. X and Y coordinates of each cell's centre were assigned to the corresponding raster cells. Coordinate X was assumed to represent changes in longitude, reflecting the macroscale impact of lands and oceans in central Europe, while coordinate Y-corresponding to the latitude and general solar energy distribution. Both variables, together or separately, may also express the impact of air masses advections and atmospheric circulation (Fig. 2a, b) .
The influence of the Baltic Sea on air temperature is described by SDI. Former studies (SZYMANOWSKI Vol. 174, (2017) Auxiliary Variables in Air Temperature Modelset al. 2012, 2013) showed that this impact decreases non-linearly with distance; therefore, the index was constructed as the square root of the shortest Euclidean distance (expressed in number of 250 m raster cells) from the coastline (Fig. 2c) . Altitude (DEM) was taken from the SRTM-3 digital elevation model (http://www2.jpl.nasa.gov/ srtm), which was projected to PUWG1992 and resampled to 250 m resolution (Fig. 2d) . DEM was then used to calculate derivatives: IT, FI, CCI and SLP.
Potential insolation for a given period/day, IT, expressed spatial distribution of potential incoming solar energy (Fig. 2e) . Insolation was calculated on the real, inclined surface by the r.sun model, implemented in GIS-GRASS software (GRASS DEVELOPMENT TEAM 2011). The thermal effect of the foehn wind is wellknown in the forelands of various mountain ranges, which can also be found in Poland. So far, however, attempts to simulate the effect of foehn wind were limited to the variables based only on distance from the mountain barrier (CARREGA 1995) . Because it is not only the distance alone, but, first of all, the combination of distance and height difference that determines the temperature rise on the leeward side of the mountain, a new foehn index (FI) was introduced and tested in the interpolation of selected thermal parameters for the south-western Poland (SZYMANOWSKI et al. 2007) . The index combines the distance to the mountain barrier with the maximum difference in elevation between the given raster cell and the highest raster in the foehn-favourable direction of advection (Fig. 2f) .
The CCI, describing the cold air accumulation in concave landforms, was defined as the difference between the altitude in a given location and DEM averaged in a moving window (circular shape; radii: 1250, 2500 or 5000 m). CCI values close to zero mean that the area is flat, positive values indicate a convex landform, and negative-concave landform.
Local, land use/land cover impact on temperature was described by AS, NS and NDVI variables. The first two were calculated for the surrounding of each grid cell using the same radii of moving window filter as in the case of CCI. The percentage share was calculated using the CORINE Land Cover 2000 (2004) and, for the areas of Ukraine, Belarus and Russia, USGS Land Cover (2011) databases (Fig. 2i) . Additionally, the vegetation index NDVI (TUCKER 1979 ) was used to characterize local land cover features. The relationship between NDVI and air temperature is known and proven, both at the country (KO_ zUCHOWSKI and _ ZMUDZKA 2001) and local scales . NDVI values were prepared based on MODIS and AVHRR data processed by Clark Labs, Clark University, USA (http://www.clarklabs. org/products/global-gis-image-processing-data.cfm). NDVI was used as a potential predictor of air temperature only for the cases of levels 4 and 5 of data aggregation (Fig. 2j) .
Methods
Extensive set of statistical methods were used in this study, with the most important
• regression methods: MLR and GWR, as well as their extensions to the regression-kriging form: MLRK and GWRK were used to spatialize the air temperature, • stepwise regression (SWR) was applied to select sets of significant auxiliary variables, to specify and calibrate regression models and to evaluate a goodness-of-fit of these models in each step of SWR forward selection, • cross-validation (CV) results were applied to evaluate the quality of interpolation and to compare spatial models, based mostly on CV mean absolute error (MAE) as a main diagnostic measure used together with MAE error bars as the method to assess the statistical significance of differences between models.
Spatial Interpolation Methods
The basic assumption of this study is that the air temperature can be treated as a regionalized variable (MATHERON 1963) , which suggests that spatial variation can be modelled as the sum of deterministic and stochastic components. Such a model was termed the 'universal model of spatial variation' (MATHERON 1969) and its mathematical representation is the regression-kriging (residual kriging; RK) model, which is the implementation of the best linear unbiased predictor (BLUP) for spatial data (HENGL 2007) . Until recently, residual kriging for spatial interpolation of the air temperature was used in the conventional way: the deterministic part was modelled using MLR, and then regression residuals were spatialized using the kriging technique (e.g. HOLD-1. The spatial process determining the air temperature can be expected to be non-stationary. This was shown both for the local and regional scales, with the examples of the urban heat island in Wrocław (SZYMANOWSKI and KRYZA 2011) and air temperature in Poland (SZYMANOWSKI et al. , 2013 . The non-stationary spatial process has different spatial correlation in different regions.
In such a case, the local, dedicated for nonstationary conditions GWR model, is better fitted to the observations than global MLR (FOTHERING-HAM et al. 2002) . Consequently, it is a prerequisite to use GWR instead of MLR to perform modelling of the deterministic part of air temperature spatial variation. Such solution was suggested and applied in the selection scheme of the optimal interpolation method by SZYMANOWSKI et al. ( , 2013 . The goodness-of-fit of the regression models and, indirectly, non-stationarity of the spatial process, can be assessed by various measures as, e.g. determination coefficient (R 2 ) or standard error of estimation (STE), which were used in the study. 2. The full applicability of the RK scheme may be limited in some cases. The reason is the lack of spatial autocorrelation of regression residuals. In the absence of autocorrelation, the variogram takes the form of a pure nugget effect, and hence, prediction at each point in the study area is equal to the average of the regression residuals, which, by the assumption, is in the MLR model equal to zero. In the GWR model, an unbiased estimate of the local coefficients is not possible because the bias results from inferring the outcome of a nonstationary process at given location from data collected at other locations. This means that the average regression residual is likely to be different but sufficiently close to zero (FOTHERINGHAM et al. 2002) . Thus, when GWR residuals are not autocorrelated (pure nugget variogram), we are allowed to assume that the modification of the GWR prediction contributed by kriging of the GWR residuals is negligible in the RK model. Therefore, when a stochastic component can be omitted, the entire variation in the spatial model is explained deterministically only by either MLR or GWR. The decision on the existence of positive spatial autocorrelation was taken in the study based on the Moran's I statistics (MORAN 1950) , assuming its statistical significance at p \ 0.05. In GWRK, similarly to the general RK scheme, the deterministic component is modelled using GWR and after that regression residuals are modelled with the kriging technique.
The spatialization models for predicting variableẑ in location s 0 can be mathematically expressed as MLR:ẑ
whereb k are estimated deterministic model coefficients (b 0 -estimated intercept), q k are explanatory variables, k i are kriging weights determined by the spatial dependence structure of the residual and eðs i Þ is the residual at location s i . All four types of models (or only two types if the regression residuals' autocorrelation was not statistically significant) were used to evaluate the impact of auxiliary variables on the quality of air temperature spatial interpolation.
Stepwise Selection of Auxiliary Variables
The basic question in the initial phase of the analysis was which variables from the entire set of potential predictors should be included in the model for a given case. Generally, it is probably the most subjective part of modelling and it is likely that each modeller may consider various determinant factors of the spatial process, prepare different sets of potential predictors, establish different criteria to include variables to the model, etc. Nevertheless, if the set of potential predictors is prepared, the selection of statistically significant auxiliary variables could be done in an objective way using, for example, a stepwise regression approach (DRAPER and SMITH 1998) . SWR is an automatic procedure for statistical model selection in cases where there are a large number of potential explanatory variables. The goal is to choose a small subset from the larger set so that the resulting regression model is simple, in the sense that it only includes the significant predictors. Here, the SWR forward selection based on partial F tests (with F to include [1.0, slightly less than F critical for 250 observations at p = 0.05) was applied in the initial phase of variable selection and model calibration. The partial F test performs fitting of two models: full and reduced, and assesses whether the improvement in model fit is too large to be ascribed to chance alone (JAMSHIDIAN et al. 2007 ). The model is accepted for final analysis based on two conditions: F test result (model is significant at p \ 0.05) and statistical significance of all the predictors included, which is described by the t test (all the model parameters are significant at p \ 0.05). The SWR technique starts with no variables in the model, tests the addition of each variable based on assumed criterion, adds the variable that improves the model the most, and then repeats this process until adding any of the omitted variables does not improve the model.
Stepwise regression forward selection is subject to various imperfections (e.g. WILKINSON and DALLAL 1981; HURVICH and TSAI 1990) ; however, for this study it was found a good mechanism for tracking the quality of the interpolation model when entering step by step the significant explanatory variables. Despite the fact that properties of the selection scheme are known, the form of the regression model is still dependent on the set of potential predictors that can be prepared in different ways by different researchers. In such situations, the initial selection of explanatory variables can have a decisive influence on the final result of interpolation. Checking whether this claim is true is one of the primary objectives of this study. The best way to assess this would be a comparison of the results of interpolation performed, based on the models selected by the stepwise procedure from all possible subsets of the initial (full) set of predictors. However, taking into account 11 variables in the initial set of predictors (Sect. 3.2) would require analysing thousands of possible combinations for each of the 69 cases of air temperature, which was beyond the computational capabilities of this project. Instead, the evaluation of models in each step of the SWR (with additional criteria described below), based on the full initial set of predictors, was performed. For each air temperature case, the aim was to specify and calibrate the regression model including all the statistically significant variables indicated by stepwise selection. These kinds of models are referred to as the MP models in this paper, as they include the maximum (for each case) possible number of significant predictors (n). This purpose has been achieved by specification of the series of models that include a limited number of not more than n -1, significant predictors (LP models). The comparison between MP and LP models in each step allows assessing the effect of introducing additional explanatory variables on the air temperature spatialization process.
Some additional criteria were also incorporated to complete each model specification. Multicollinearity was checked using the value inflation factor (VIF \ 10), statistical significance was assumed when p \ 0.05 and the maximum number of variables in the model should not exceed seven with the number of observations n = 250 (SZYMANOWSKI et al. , 2013 . The same variables at each step were then used in MLR and GWR models. Given the irregular spatial distribution of meteorological stations, the GWR model was calibrated using adaptive kernels with bi-square weighting scheme. The size of the adaptive kernel, called a bandwidth, was defined as the number of data points used to calibrate the local linear regression function. Due to a known property of GWR, termed a 'bias-variance trade-off' (FOTHERINGHAM et al. 2002) , the bandwidth size was chosen to be the smallest possible, but with respect to two limitations. First, the bandwidth size should be large enough to include at least 25 measuring sites to assure sufficient number of data for proper specification of the local regression model (using up to seven explanatory variables). Second, the sign of the regression coefficient should be in agreement with Vol. 174, (2017) Auxiliary Variables in Air Temperature Modelsthe assumed physical process to allow for the possibility of deterministic explanation of spatial process in each part of the study area . Once the Moran's I statistic confirmed significant spatial autocorrelation, the variogram of regression residuals was modelled automatically with the use of a spherical function (best fit) with a nugget effect included.
Validation of Model Errors
The model errors were evaluated using the leaveone-out cross-validation approach (CV). The mean absolute error (MAE) was applied as the basic diagnostic statistics of the model quality. MAE is considered as one of the most natural summary measures for the model performance (WILLMOTT and MATSUURA 1995) and it can also be used to determine statistical difference between models' performance (SZYMANOWSKI et al. this issue). This can be done by compering severability of MAE error bars. The model with the smallest MAE can be considered as performing best only if its MAE error bar does not overly the MAE error bar of any other model for the same case. The error bar was determined as MAE ±r MAE , wherer MAE was the error of MAE calculation. For the n-element set with standard deviation r CV , it can be calculated as (KALARUS et al.
Cross-validation approach results allow for the assessment of the model quality with respect to the data measured in meteorological stations. The model performance in other locations was based on visual inspection of the maps, paying special attention to the artefacts and the incredible values of the modelled air temperature . The maps of air temperature for the case analysis were prepared in two ways. The overall changes in air temperature for a given case, depending on the set of variables in the model and the type of interpolation model, were presented as classified (every 0.5°) colour ramp. These maps were complemented by spatial distribution of CV errors in data points shown using point symbols. To introduce the local effect and very detailed changes in the air temperature field caused by some explanatory variables, maps were drawn with the use of stretched colour scale.
Results and Discussion
Deterministic Component of Spatial Model
The frequency of occurrence of individual auxiliary variables in MP models for all 69 air temperature cases in Poland shows that each of the considered potential predictors (Sect. 3.2) is included in at least a few models (Fig. 3) . Some of variables are introduced to almost all models, e.g. DEM (in 66 of 69 models) and X coordinate (65). Some are included very frequently: SDI (52), coordinate Y (40), SLP (34) and land use/land cover surfaces AS and NS (43 times in total). Variables AS and NS should be treated as complementary because they are strongly collinear and, accordingly to the assumptions (Sect. 4), only one of them is included in a model specified for a given case. Less often such variables as NDVI (24 out of 54 models-analysed only at levels 4 and 5), IT (21) and FI (17) are included in MP models. CCI is the least frequent (only six times) variable introduced into the regression models. This may be the consequence of the features of input air temperature dataset because meteorological stations are located in open, flat terrain, usually free from the local impact of relief. Digital elevation model is most frequently introduced as the first variable to the regression model which means that, due to assumptions of SWR forward selection, it is most significantly correlated with air temperature, taking into account the F statistics. DEM is selected as the first in all the models at levels 1-3, and in 21 out of 24 models at level 4. However, it is included only in 12 out of 30 cases at level 5. This shows that the lower the levels of data aggregation, the less significant is the impact of terrain height and more significant are, e.g. synoptic factors. However, it is strongly case dependent and this statement cannot be generalized with the set of 30 cases presented here. In some level 5 cases, the air temperature can be strongly correlated with elevation, whereas in other cases the correlation may be relatively weak or even statistically insignificant. In situations where the DEM is not the first variable introduced to the MP model, it is usually substituted by coordinate X, which is selected as first in 3 of 24 models at level 4 and in 11 of 30 models at level 5. Only in 6 models, different variables are introduced as the most significant (all only at level 5): SDI-4 times, NDVI-2 times and IT-once. Both coordinates (X-18 times, Y-17 times) and DEM (12 times) are introduced most frequently as a second significant explanatory variable. The role (expressed in terms of statistical significance) of locally determined factors expressed by such variables as AS/NS, SLP or CCI is relatively low. Even if some of them are frequently introduced into the regression models, they are never added as the first and very rarely as the second most important variable (AS/NS-1 time, SLP-2 times, CCI-none).
Each MP model includes from 3 to 7 statistically significant explanatory variables. Most frequently, the models are specified based on six auxiliary variables (21 cases), and less frequently based on 4, 5 or 7 variables (15, 15 and 13 cases, respectively). The least frequent are models including only three additional variables (five cases). There is also no clear dependence of the number of predictors included in the model on the aggregation level, but 3-or 4-variable models are more typical of lower level of data aggregation (levels 4 and 5).
According to the assumptions, all MP models are statistically significant (in terms of the F test, detailed description in Sect. 4.2), even if they differ significantly in terms of goodness-of-fit. In individual cases, these models explain over 90 % (max. 96 %) of the air temperature variance at aggregation levels 1-3 but, in some cases, it falls to 70 % on level 4, and can be as low as 31 % for daily means cases (level 5). Generally, it can be stated that the higher the level of data aggregation, the higher the determination coefficients. The level of air temperature variance explained by the MP model is shown in Fig. 3 -the value corresponding to the last step of the SWR procedure. The lower the level of data aggregation, the larger the observed variability of R 2 . This suggests that for short-time averaged air temperature (e.g. daily means), some models can fit the data as well as for the long-term means, but there are also cases for which the overall fitting of the regression model is relatively poor (R 2 \ 0.6; Fig. 4 ).
The next questions are, however, what the level of determination is when only the most significant variable is introduced to the model and how does the goodness-of-fit of the model change when adding subsequent variables. One-variable LP models are characterized by very different values of determination coefficients depending also on the level of data aggregation (Fig. 4) that will be analysed in detail below. However, it is very surprising that the model with such a low determination coefficient meets the criterion of statistical significance (in terms of the F test, detailed description in Sect. 4.2). Nevertheless, the lower the level of data aggregation, the more one-variable models explain smaller amount of variance, even if well-explaining one-variable models can be found at each level of aggregation as well. At levels 1-3, all one-variable models explain [60 % of air temperature variance, while at levels 4 and 5, it is only 16 out of 24 and 10 out of 30, respectively (Fig. 4) . At level 4, lower values of the determination coefficients are observed for the winter months, which may indicate a declining role of environmental factors with respect to synoptic conditions that are not directly included in the regression model. This is also the case at level 5, where atmospheric circulation with passing fronts and air masses advections deteriorate the statistical relation of air temperature with static environmental factors represented by the set of potential predictors prepared for this study.
The most significant changes in the determination coefficient are observed mostly when adding second and third variables to the model. The second variable in the model increases the explained variance by more than 10 %, mostly at lower aggregated levels (3-5). This happens in 8 out of 12 models at level 3, 17 out of 24 models at level 4 and 16 out of 30 models at level 5. The third variable added to the model rarely increases the variance explained by more than 10 %. This is the case in 4 out of 24 models at level 4 and 6 out of 30 at level 5 (Fig. 4) .
In some cases, the introduction of subsequent variables to the model does not make significant changes in the coefficient of determination in comparison to the one-variable model. In such cases, the curves of the determination coefficient are flattened and the LP and MP models do not differ significantly. This can be observed not only in cases when the first auxiliary variable explains 80 % or more of air temperature variance, but also in cases in which the determination coefficient of one-variable model is quite low (Fig. 4) .
As it was indicated in earlier studies (SZY-MANOWSKI et al. 2012 , 2013 , in each of the analysed cases for Poland, the local GWR model, with the same explanatory variables, provides a better fit to the data compared to the MLR. While comparing the MP models, GWR is characterized by the same or greater determination coefficients (up to 15 % of variance explained) and lower standard errors of estimation, residual sums of squares and Akaike Information Criterion in comparison to MLR (SZYMANOWSKI et al. 2013) . This means that the process can be considered as non-stationary, and the change of the global to local model with the same explanatory variable leads to an increase in the explained variance.
Deterministic-Stochastic Interpolation-a Case Study
Due to significant computational load, GWR models as well as all RK models are not analysed in this study for all 69 cases in each step of SWR, as it would again require calibrating and validating more than a thousand additional models. Here, two cases representing different levels of air temperature aggregation: level 1-decadal annual mean (TY) and level 5-daily mean on 8 Jan 2003 (TD) are analysed in details, comparing all four types of spatialization algorithms for all LP and MP models. These two cases are characterized also by one of the highest (TY) and lowest (TD) determination coefficients independently on the subset of explanatory variables included in the regression model.
The air temperature in the TY case is strongly determined by static environmental explanatory variables (Table 1) . The most significant variable is elevation and it explains 83 % of the variance while using the MLR model and even 96 % using the GWR approach. Other statistically significant variables are coordinates, artificial surfaces and slope, and they increase the determination coefficient to 0.95 for MLR and 0.97 for GWR. A significant change of R 2 and decrease of standard error (STE) are especially pronounced for the first three LP-MLR models. In the LP-GWR approach, introducing additional variables does not produce any significant change in neither R 2 nor STE (Table 1) .
Additional analysis of regression residuals' spatial autocorrelation shows that residuals are not autocorrelated for all 3-, 4-and 5-variable MLR and GWR models. This means that regression and regressionkriging models are considered as identical in these cases (Table 1) . Changes in CV MAE are analogous to changes in the goodness-of-fit for both regression models. The MAE decreases significantly for the first three LP models, and the decrease is larger for the MLR and smaller for the GWR (Fig. 5) . The extension of the spatial model to the RK form produces a significant decrease in MAE for both MLRK and GWRK models, starting already from the one-variable model. It can be summarized that for 1-and 2-variable models, GWR performs significantly better than the MLR, both RK models perform significantly better than the corresponding regression models, and that MLRK and GWRK perform similarly. Adding the third (X) and next (AS, SLP) variables does not improve the MAE significantly, as the error bars overlap for MLR and GWR models and their extensions by residual kriging (Fig. 5) .
Tendencies discussed above are also seen in the maps of air temperature and CV errors distribution (Figs. 6, 7, 8, 9, 10) . The most significant changes are observed for maps prepared using 1-, 2-and 3-variable MLR models. The least accurate, in terms of CV errors, is the map prepared using only elevation as predictor in a global regression approach (Fig. 6a) . Distinct spatial pattern in CV error is observed showing the tendencies to overestimate the air temperature over NE Poland and to underestimate the air temperature over SW Poland. Similar features are noticed on the corresponding GWR map (Fig. 6b) , but the CV errors are smaller. Visually, both MLR and GWR regression-kriging maps are very similar, starting already from the one-variable models. Introduction of additional explanatory variables does not change the modelled air temperature field, but involve local adjustments (Figs. 6, 7, 8, 9,  . This issue will be discussed in details later in this section. The TD case differs significantly from TY. First of all, globally the air temperature is only determined to a small extent by static environmental factors, described by explanatory variables. The MP-MLR model, with six predictors included, explains only 38 % of the observed variance ( Table 2 ). The spatial process is significantly non-stationary; therefore, the MP-GWR model is much better fitted to observation than MLR, with 67 % of the variance explained. The LP-GWR with four predictors included explains 71 % of the variance and its STE is significantly lower than STE of the corresponding MP model (Table 2) .
Regression residuals are autocorrelated for all the global and local models for the TD case, and all the models can be extended to the deterministic-stochastic form. Low determination causes the stochastic component to play a dominating role in the regression-kriging algorithm, and significantly affects the modelled air temperature field (Fig. 11) .
It is surprising that the first variable introduced to the model by stepwise procedure is NDVI, of which the correlation with air temperature in this winter case is rather ambiguous. This time most of the territory of Poland was covered by snow that resulted in very small differences in NDVI values between vegetated and non-vegetated areas. There is probably no clear physical explanation of air temperature-NDVI dependence in this case. The relation was detected ''by chance'', and even though it is statistically significant, NDVI explains only 2 % of air temperature variance in the MLR model ( Table 2) . The air temperature field determined by NDVI is very ''rough'' (Fig. 12) . The changes in the CV MAE show that the introduction of second (X) and third (DEM) variables does not improve the quality of spatial interpolation (Fig. 11) . What is more, in this case the temperature is also very slightly determined by elevation. The last three variables (IT, SDI, Y) improve the interpolation done by the MLR model and, to a smaller extent, by GWR (Fig. 11) . More interesting are the changes in quality of both RK models while introducing subsequent auxiliary variables. For the predictors' subsets, GWRK performs better than MLRK, but not significantly better. Both MP-RK models perform best; however, they do not differ significantly (according to MAE error bars) from the results achieved by the corresponding onevariable LP models (Fig. 11) . As the geostatistical component brings large information on modelled air temperature in the TD case, the maps prepared by both regression models differ significantly from those done using RK algorithms (Figs. 12, 13 ). Some interesting features of air temperature distribution are different to the to ''expected'' characteristics of averaged field (as for examples in the TY case). Due to the cold eastern air mass advection, a belt of low temperatures in central Poland is noticeable. Apart from that, a zone of relatively high temperature, caused by the impact of the Baltic Sea, is observed along the coast. Quite interesting and unexpected is also the area of high temperature in the part of mountains in SE Poland (the Bieszczady Mts.), which might be explained by the air mass subsidence in anticyclonic pressure system (Fig. 13) . Except for the warming influence of the sea, the remaining features of dynamic/synoptic origin are not explained deterministically and are modelled by the geostatistical component of the RK model.
The Signal of Explanatory Variables in Air Temperature Maps-a Case Study
Concerning the large added value introduced by interpolation of regression residuals in RK algorithms, one could conclude that the large variance explained by the deterministic component is not crucial for the quality of interpolation. If the 3 or 4 most significant explanatory variables are included in the regression model, the remaining variance is well explained by the stochastic component of the RK model. It was shown that introducing additional auxiliary variables does not necessarily lead to the improvement of the CV MAE. However, in some cases, additional explanatory variables may significantly change the spatial distribution of the CV errors because of the reduction of regional/local tendencies leading to over or under-estimation. This is of large importance for the final distribution of air temperature, but it is missed if only the CV MAE is analysed. More importantly, the additional variables may lead to formation of effects in the modelled field that are ''imprinted'' by these variables, like the effects of urban heat island or warm slopes. Such effects, even if statistically justified, may also lead to undesired artefacts in the maps. This problem will be discussed based on TY case again, but this time the attention is put on not only to the statistical evaluation of the model, which significance has been confirmed above, but also on the global (Poland) and local (surrounding of the city of Cracow) changes in the modelled air temperature field induced by introduction of additional, to DEM, Y and X, explanatory variables. According to the changes in MAE, the 3-variable TY regression model (including DEM, Y and X) that explains 95 % (MLR) or 96 % (GWR) of variance is not significantly different from the 4-and 5-variable models (Fig. 5) . In both cases, the regression residuals are not autocorrelated and the stochastic components of the RK models can be omitted (Sect. 4.1). Therefore, the question is whether it makes sense to introduce additional variables and if so, what changes in modelled air temperature field will be observed? This will be considered starting from the 3-variable model, where temperature is determined by elevation and both coordinates (Fig. 14a) . In the next two steps, AS and SLP will be added. It will show how these variables influence the spatial pattern of the modelled air temperature, with no statistically significant effects on statistical model performance.
The incorporation of AS, as the fourth explanatory variable, increases the modelled air temperature over the urban areas (Fig. 14b) . This warming effect might be considered as realistic, both when it comes to the location and magnitude of change, which was confirmed with measurements of the urban heat island for Wrocław . The incorporation of the SLP variable leads to lower MAE but the change is not statistically significant (Fig. 5) . However, SLP results in noticeable local changes in the modelled air temperature field. Steep slopes are now relatively warmer, regardless to the slope aspect, comparing to surrounding flat areas (Fig. 14c) . This does not look realistic, even if there are no measurements to verify this effect quantitatively. It is very likely that the temperature over most of steep slopes, especially in the highest parts of the highest mountain ranges (the Tatra Mts.), will be significantly overestimated. This effect is caused in fact by the extrapolation process that ''exports'' the relation between temperature and inclination to the slopes inclined more than the range of SLP observed for available meteorological stations. Meteorological stations are located mostly on flat terrains-248 of 250 stations in this study are characterized by slope inclination less than 10°, and the most inclined station has inclination of about 15°. The regression model is linear, so the relation estimated for the 0-15°range is then extrapolated for the slopes inclined by[15°with the same assumption of linearity, which is barely realistic. The only solution would be to fit non-linear function; however, the lack of stations located on steep slopes prevents to confirm any considered theoretical model. The conclusion is that in this case (given set of meteorological stations for Poland), the SLP should be probably removed from the set of potential predictors, because its introduction to linear regression models may lead to unrealistic results, seen as artefacts in the air temperature maps. The SLP should be excluded even if it is so frequently introduced to the regression models by stepwise selection (Fig. 3) .
Summary and Conclusions
Taking into account the results of analysis carried out on 69 cases of air temperature in Poland, aggregated on five different levels (from long-term annual mean to daily means), the following main conclusions can be formulated:
1. The environmental factors, most significantly determining spatial distribution of air temperature in Poland, are elevation, geographical location and the distance from the sea, expressed in this study by variables: DEM, X, Y and SDI, respectively. The leading role is played by DEM and X (corresponding to longitude), which were introduced to almost all MP regression models. Using the stepwise method, these factors were usually introduced as the first (mainly DEM) or second most significant explanatory variable. DEM and X were most frequently followed in the model structure by SDI and Y (corresponding to latitude). NDVI, SLP, CCI) should be considered as complementary, and, as was shown for SLP, these variables should be very carefully introduced to the regression models. Even if some of them were very often introduced into the regression models (e.g. AS/NS), they have never been added as the first and very rarely as the second variable. 2. The fully specified MP models included from 3 to 7 explanatory variables. In individual cases, these models explained over 90 % (maximum 96 %) of the air temperature variance, but only at data aggregation levels 1-3. In some cases, the explained variance was as low as 70 % at level 4, and dropped to 31 % at aggregation level 5. Generally, it can be stated that the higher the level of data aggregation, the higher determination coefficients are observed. 3. The first variable introduced to the model, accordingly to stepwise selection's assumptions, usually explained the majority of the air temperature variance, but it is not a general rule. For the lower levels of data aggregation, there are more one-variable models that explain only a small part of variance, even if well-explaining one-variable models can be found at each level of aggregation as well. The reason might be a declining significance of static environmental factors and increasing role of atmospheric dynamics and weather conditions on spatial pattern of air temperature, which are not directly represented in the regression models. 4. The most significant changes in determination coefficients are observed mostly when adding the second and third variables to the regression model. However, there are also cases in which the first, most significant variable explains the majority of air temperature variance and the incorporation of additional variables does not lead to further improvement of the deterministic model. 5. For all the MP models and for all analysed cases, local GWR models are better fitted to the observations than global MLR models. This means that the spatial process determining the air temperature distribution over Poland can be considered as nonstationary.
A detailed study of two selected cases from levels 1 and 5 additionally revealed that 6. Introducing significantly correlated explanatory variables improves the goodness-of-fit of the regression model (MLR or GWR), but it does not necessarily mean a significant improvement of the quality of spatial interpolation expressed by CV errors. Thus, the thesis from many previous interpolation attempts, claiming that the more spatial variation is explained by the deterministic part of the model, the better is the quality of spatial interpolation, cannot be indisputably accepted. 7. Regression-kriging models (MLRK, GWRK) as spatial interpolators usually perform better than their corresponding regression models (MLR, GWR), but the improvement strongly depends on the particular case. 8. If the GWR or MLR residuals are autocorrelated, the model should be expanded to residual kriging. GWRK usually gives better results of spatial interpolation than MLRK; however, the difference in performance quality is very rarely statistically significant. 9. The signal of each explanatory variable, even if it explains relatively small part of the air temperature variance, might introduce large and noticeable effects in the final map prepared by using either regression alone or regression-kriging interpolation algorithm. However, despite a statistically significant correlation, the effect of the introduction of certain variables into the model may not be climatologically justified. This is due to the extrapolation of air temperature-variable relation in the case of not representative distribution of measuring points with respect to the environmental feature (variable) determining the air temperature distribution. In the analysed TY case, it was seen, while introducing SLP as a 5th variable in the model, that it led to significant changes in air temperature over steep slopes.
Although the analysis was performed on only a limited number of cases for Poland, some general conclusions can also be drawn. The Matheron's universal model of spatial variation and its mathematical representation-the regression-kriging, are very effective models for spatial interpolation and mapping the air temperature. The air temperature spatial variation can be assumed non-stationary, so it is justified to model deterministic part using local GWR model instead of global MLR. If regression residuals are spatially autocorrelated, it is recommended to extend the spatialization model to the regressionkriging form: GWRK. It should be emphasized that some of the processes that are deterministic in nature, for example, caused by atmospheric circulation, cannot be modelled in the deterministic part of the model. This is because it is hardly possible to prepare proper layers of variables expressing such dynamic features. Thus, this part of spatial variation is explained by the stochastic part of the model.
Although the leading explaining role is played by such environmental variables as elevation, location and the distance from the sea, and usually most of air temperature variance is explained by the first 1-3 auxiliary variables, the set of potential predictors for deterministic part specification should be as wide as possible. This is because each statistically significant 618 S. Mariusz, K. Maciej Pure Appl. Geophys. predictor is reflected in the final map regardless whether regression or regression-kriging method is used for spatialization. It is up to the modeller to decide which statistically justified effects are desired and climatologically realistic, and should be expressed on the air temperature map, depending for example on the map purpose. The expert judgment is, therefore, necessary to compliment the cross-validation statistics of the models performance.
