Localization problem is a significant component of the Internet of Things (IoT) and interference source localization is of great importance in the context of spectrum monitoring and management. However, it remains challenging to quickly but accurately locate an interference source from the distance, especially when little is known about the interference source. To handle this problem, a single learning algorithm can be exploited to search and locate the interference source. However, it is varying dynamics in varying environments that can make the design of such a learning algorithm intractable. In our study, we employ an unmanned aerial vehicle (UAV) to realize the localization. Moreover, a novel multimodal Q-learning framework along with its algorithm is proposed, and the framework combines pattern recognition with Q-learning. The proposed learning architecture can adjust the parameters of Q-learning algorithm dynamically based on the changing environments so as to achieve better detection precision, longer localization distance and shorter searching time. The simulation verifies multimodal Q-learning algorithm's performance on interference source localization along with its capability of adapting to environmental change. The simulation results confirm the proposed concept of multimodal Q-learning. It is shown that the multimodal Q-learning based localization algorithms can outperform various baselines in terms of both accuracy and detection distance. The searching time consumed by the UAV is also largely reduced. This observation indicates that the capability of environmental adaption introduced by the proposed multimodal framework can benefit the Q-learning algorithms.
I. INTRODUCTION
Facilitated by the stable evolvement in wireless landscape and limited spectrum resources, the demand of spectrum monitoring techniques is soaring, with interference source localization being a key component [1] . In recent years, interference sources have exerted serious consequences in many fields, such as disturbing aeronautical communication, railway communication, broadcast channel and IoT communication [2] , [3] . Thus, a fast and accurate interference source localization technique is in demand.
In real life, when an interference source localization procedure is in progress, the environment is often dynamic. For example, background noise remains random and the detected data from different positions or time intervals are not fixed. Such environments can be called dynamic environments. For
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Several detection methods have been proposed based on different platforms: satellite sounding, ground detection and airborne detection [4] . However, satellite sounding is complex, costly but could not achieve high positioning accuracy or conduct full-time monitoring [5] . Additionally, ground detection suffers from inefficient localization in urban areas, where received signals with respect to some interference sources such as illegal radio stations can be heavily influenced by multipath effect [6] .
Airborne detection, on the other hand, can yield a relatively better performance when it comes to interference source localization. UAVs have the ability to fly flexibly. In terms of navigation, UAVs are more versatile than ground vehicles, due to the ability to fly across obstacles in a semistructured or unstructured environment. As UAVs operate in the air, multipath interference is largely weakened. Thus, UAVs are expected to achieve efficient interference source localization [7] . What's more, UAVs can carry equipment like electronic scanning antenna along with other sensors, enabling it to handle the challenging localization task. These observations motivate us to investigate the interference source localization problem using a UAV.
A few related works have been proposed to locate interference source using UAV platforms. In [8] - [10] , the UAV(s) can locate the interference source but need additional equipment or pervious knowledge about the environment. In [8] , the authors proposed that a UAV with an angle of arrival (AOA) array antenna and a ground-based beacon transmitter can together achieve a real mobile localization system. However, when there's no reference stations on the ground, unknown changes of antenna element positions will influence the accuracy of localization. In [9] , a behavior-based distributed control architecture is developed to maximize multiple UAVs' ablities to locate Rayleigh fading emitting targets. However, a single UAV cannot realize the detection as such method needs co-detection. In [10] , the authors presented a received signal strength (RSS)-based localization algorithm to estimate the target state vector and optimize the UAV way points. Such method needs to acquire several key factors (e.g., transmit power) which are unavailable when the type of interference source remains unknown. Authors in [11] realized a UAV based localization method without additional equipment or pervious knowledge about the environment. The author proposed a directional-aware Q-learning algorithm for a UAV to locate an illegal radio station with a directional antenna. However, as the state of the UAV is combined with PR(received power) value, the algorithm cannot work well when PR values overflow the established range.
Aiming at solving the problem of locating interference sources under an unknown and dynamic environment model, we propose a multimodal Q-learning approach in this paper. In a certain detection method, although transmit power of interference sources is almost constant, other environmental factors such as background noise often vary. Under such circumstance, adopting a single learning policy can't reach better performance. Thus, we employ a multimodal recognition unit which can adjust the learning policy dynamically basing on the change of environment. To our best knowledge, this is the first work that combines a multimodal recognition unit with the Q-learning algorithm. In multimodal Q-learning algorithm, Q-table's update range can adjust dynamically according to the outer environment. Parameters of Q-learning such as learning rate are also adjustable. An auto-adjustable step length policy is formed, which can adjust the UAV's step length according to the result of multimodal recognition unit, thus reducing the total path and required time. In our work, all the key factors are achieved by UAV's detection results without previous information or additional equipment.
Specifically, the main contributions of this paper are summarized as follows:
1) We develop the concept of a learning framework combing pattern recognition and reinforcement learning, known as multimodal Q-learning. The framework of multimodal Q-learning consists of two function units: multimodal recognition unit and Q-learning unit. Multimodal recognition unit can recognize the dynamic environment and classify it into several modes. In the light of different modalities, parameters in Q-learning unit will be modified in order to get better performance.
2) We propose a multimodal Q-learning algorithm to realize a passive and blind localization of an interference source. Firstly, the reward function is focused on the environment and can adjust according to different modalities. Secondly, Q-table's update range varies according to different modalities. Based on the environment along with the UAV's past actions, other factors such as learning rate are also adjustable. What's more, UAV's step length is adaptive to the environment, leading to a shorter localization time.
3) We present in-depth simulation results to demonstrate the effectiveness of the proposed algorithm over the stateof-the-art schemes. The concept of multimodal Q-learning is proved in simulations. The simulation results show that, compared with original Q-learning, multimodal Q-learning can locate interference sources from a longer distance. It also realizes a shorter detection time while higher precision is achieved.
The rest of this paper is organized as follows. Section II presents the system model. Section III details the structure of multimodal Q-learning and proves the convergence of multimodal Q-learning. In Section IV, simulation results are reported and comparasions between multimodal Q-learning and original Q-learning are presented. Conclusions are made in Section V.
II. SYSTEM MODEL
In this paper, we aim at addressing the problem of searching and locating an interference source while minimizing the UAV's flight distance along with flying time. We consider a rotary-wing UAV in the sky and an interference source located on the ground. Nothing about the interference source as well as the noise model is known in this study.
Based on foregoing presupposition, a simple electronic scanning antenna is attached to the UAV which can get PR values from all directions, in order to solve the problem above while reducing flight load and UAV's power consumption. The configuration of the system is shown in Fig. 1 . We now describe the constitution of the system step by step.
A. UAV'S FLIGHT PATH MODEL
Assuming that the UAV flies at a fixed height, the initial coordinate of the UAV can be defined as (0, 0, z i ) while its position after the i-th action is (x i , y i , z i )
As the UAV flies in a fixed height, the flight path can be simplified as a two-dimensional one. Thus, the initial coordinate of the UAV can be simplified as (0, 0), and the position after the i-th action is (x i , y i ). The UAV's position after the i-th action can be obtained as: 
where l i is the step length of the UAV at the i-th action. It can adjust automatically according to previous actions. θ i denotes the flight direction the UAV selected in the i-th interval. The determination of l i and θ i is related to the proposed Q-learning algorithm, which will be further discussed in Section III.
B. ELECTRONIC SCANNING ANTENNA-BASED PR MODEL
In our study, the UAV is equipped with an electronic scanning antenna which can detect the PR value both vertically and horizontally, as is shown in Fig. 2 and Fig. 3 . The electronic antenna can measure PR values in u directions θ ∈ {θ 1 , θ 2 , θ 3 , · · · , θ u } horizontally and v directions ϕ ∈ {ϕ 1 , ϕ 2 , ϕ 3 , · · · , ϕ v } vertically. As the UAV flies horizontally, the PR value can be handled as follows:
where PR i (θ k ) denotes the maximum PR value in the u-th direction at action i, PR i,θ k (ϕ) denotes PR values in the u-th direction that are detected vertically. The final PR value detected by the UAV can be viewed as the maximum PR value measured on a certain vertical plane. Three-demensional electronic scanning can improve the accuracy of the detection compared with two-dimensional electronic scanning especially when there exists noise. Instead of comparing all the PR values, taking the highest vertical PR value as the final PR value can intuitively reflect the condition of signal in different directions. By comparing the final PR value in various directions, the direction of the interference source can be detected. That is, if the final PR value in a certain direction is higher than that in other directions, the direction of the interference source is more likely to be in such a direction in the absence of noise.
C. PROBLEM FORMULATION
In this paper, the problem of locating an interference source using a UAV is studied. Particularly, there is no prior knowledge about the interference or the noise. When an interference source localization procedure operates in a stationary environment, the UAV's states and actions are finite, indicating the flight direction. For each state s t , the state transferring probability is unknown and it contains all historical information about the states. The probability of sate s t transferring to state s t+1 can be written as:
Searching and locating an interference source can be equivalent to maximizing the expectation of the average detected power of the interference signal. Thus, such a problem can be formulized as a Markov Decision Process (MDP), which aims at maximizing the expectation of the UAV's contribution (i.e. received power of the electronic scanning antenna) [12] , [13] .
For a conventional MDP problem, the objective is formulized as [14] :
where the policy π denotes the mapping from state space S t to action space A t . Action space generally indicates a range of actions the UAV can take while state place includes a set of states resulting from taken actions. In this paper, specifically, action space is defined as the flight directions and state space is defined as the chosen flight actions. A π t (S t ) is a particular decision rule indexed by π . Parameter γ t is the discount factor indicating the value ratio of future rewards at the present time interval. C π t (S t , A π t (S t )) is a deterministic function of the state and action's contribution under policy π .In this work, function C π t (S t , A π t (S t )) is the immediate reward acquired from the environment through the electronic scanning antenna. It can be written as:
where D(S t , θ A π t (S t ) ) indicates the detection result by the electronic antenna at state s t and angle θ A π t (S t ) . However, in the considered problem, the environment changes dynamically, which will have effects on the final result. In order to indicate the changing environment, a parameter E is introduced in the objective formulation which classifies the environment into several modalities. For each modality, the environment is stationary and the objective for the localization problem can be formulized as:
where the policy π indicates the mapping from state space S t to action space A t under different modalities. A π t,E (S t ) denotes the action decision rule indexed by policy π and modality E. Deterministic function of the state and action is reformed
, realizing a dynamic function that can adjust with modality change. The form of C π t,E (S t , A π t,E (S t )) can be written as:
where the contribution of the state and action is the detection result by the electronic antenna handled by a environmentbased function E . The detailed function of C π t,E will be given in section II as the reward function.
Briefly, the problem of interest in this paper is to determine the interference source's location based on a UAV by efficiently solving (7) when environmental changes are considered. The challenges mainly focus on how to divide different modalities and achieve an efficient learning method. The division of different modalities includes summarizing the received data and dividing the environment into different modalities in a reasonable way. For each modality, parameters of the learning algorithm differs. It is significant to make the parameters suit the modality and futhermore realize a efficient localization procedure [15] .
III. A MULTIMODAL Q-LEARNING APPROACH
In this section, we firstly discuss the framework of multimodal Q-learning algorithm which basically includes two function units: multimodal recognition unit and Q-learning unit. Then, we discuss in detail components of the two units and how they work. Furthermore, the convergence of multimodal Q-learning is discussed in this section.
A. MULTIMODAL Q-LEARNING FRAMEWORK
We propose that the UAV is able to measure PR values from all directions with its attached electronic scanning antenna. As random noise exists in the environment, it will largely affect detection results. Under such circumstances, the improved Q-learning algorithm should have the ability to minimize the noise's influence while possessing high efficiency.
As shown in Fig. 4 , we develop a novel multimodal Q-learning architecture that can be roughly divided into two function units: a multimodal recognition unit and a Q-learning unit, where the former focuses on data sensing and analyzing, while the latter aims at deciding the UAV's action and maximizing the expected value of the UAV's contribution.
Multimodal recognition unit includes environment sensing and modality classification. In multimodal recognition unit, the agent will first sense the environment to get real-time data and translate the data into data available for modality recognition function. Modality recognition function can recognize the agent's current modality based on sensed data, thus improve the data utilization and further improve the algorithm's efficiency [16] . A modality indicates a range of environment that has similar features. The division criterion of n different modalities {E 1 , E 2 , E 3 , · · · , E n } is settled previously.
In Q-learning unit, the immediate reward acquired from the dynamic environment will be handled according to the reward function. For each mode E i , reward function has certain difference. Thus, the reward function can be written as:
where r(s, a) is the reward value at state s and action a and R E i (a) calculates the reward value based on current modality and action. Similarly, each Q value in the Q-table is expressed as Q E i (s, a) . After an action a * is selected, the agent needs to move to the next detection node. Despite the action agent got from the algorithm, other factors for the movement such as step length also need to be determined which are often fixed in original Q-learning algorithm. In multimodal Q-learning algorithm, those factors are determined by agent's current modality, and the movement of the agent can be described as:
where a * indicates the chosen action. M E i (a * ) is a function determining the agent's next detection node.
B. MULTIMODAL RECOGNITION UNIT
Although the environment changes dynamically in a localization procedure, some changes have certain trends. While the noise always ranges in a fixed interval, signal power of the interference source will get larger as the distance getting narrower. Thus, we can identify several parameters such as PR value and the UAV's previous actions as the classification basis of different modalities. We now discuss the design of different modes. Assuming X k = {PR k , a k , . . .} stands for the environmental data received at state k, we can set up a function of X k mapping the sensed data into a parameter P:
where function F decides how to analyze the environmental data, P is the analysis result and will be further used to evaluate UAV's modality. The division function can be written as:
where {E 1 , E 2 , E 3 , · · · , E n } denotes different modalities. C(P) is the function that determines the UAV's current modality basing on the analyzed data.
C. STATES AND ACTIONS OF UAV
In multimodal Q-learning for searching and localizing an interference source, we define u actions, a ∈ {1, 2, 3, · · · u}, denoting u directions θ ∈ {θ 1 , θ 2 , θ 3 , · · · , θ u }, as is shown in Fig. 2 . The state number is also u and s ∈ {1, 2, 3, · · · u}, which indicates the chosen directions of the UAV. The UAV's state at the i-th time interval is determined by the direction chosen by the UAV at the (i − 1)-th time interval.
D. REWARD FUNCTION CONTROLLED BY MULTIMODAL RECOGNITION UNIT
In original Q-learning algorithm, the update function of reward table is fixed based on the state and action. The update function of reward table can be written as :
which means the reward of taking action a at state s equals to the sensed PR values D(s, θ a ) at state s in direction θ a . However, when the environmental change is considered, adjustments need to be done to the original reward updating function. Thus, in this paper, the improved reward function is given as:
The electronic scanning antenna will scan all directions for N E times at each state. Scanning result D i (s, θ a ) will then be averaged in order to reduce noise randomness. It is worth noticing that the scanning frequency N E is decided by the UAV's current modality. The policy of N E is assumed as:
where N 0 is the initial value of scanning frequency and Nc E is a variable changing with modalities that can adjust the scanning frequency.
E. MULTIMODAL Q-LEARNING UPDATE
We now discuss the Q-learning unit of the multimodal Q-learning, which is modified from original Q-learning. Before the UAV gets to a new position in the i-th time interval, it needs to select a best action based on the PR value measured in the (i − 1)-th time interval. Due to the existence of noise, the action a i−1 taken in the i − 1-th time interval depends not only on the PR value measured in the (i − 1)-th time interval but also PR values measured in past time intervals. Similar to original Q-learning, the action selection strategy is given as follows:
where s specifies the current state, with respect to the action the UAV chose in the last time interval. a * means the action that the UAV actually choose. Q(s, a) collects the quality of actions at state s. Thus (13) can be explained as: at state s, the UAV take the optimal action a * if the Q value corresponding to it is greater than Q values corresponding to all other actions. We now discuss the basic method of updating Q values. Different from original Q-learning, the update function is reformulated as: where Q E (s, :) collects the quality of the actions at state s. s specifies the current state, with respect to the action the UAV chose in the last time interval, same as the state s in (16) . s correspond to the state in time interval (i − 1) and Q E (s, :) means the Q value of all actions at state s. α E ∈ [0, 1] denotes the learning rate. γ ∈ [0, 1] indicates discount factor, namely the importance of past rewards. If γ is close to 0, the system will depend largely on present reward instead of past experience. In contrast, if γ is close to 1, past experience will play an important role in optimal action determination. r E (s, :) in (17) denotes the reward values of all actions at state s. The detailed update function of reward values has given in Section II-D. It is worth noticing that the subscript E in equation (17) indicates the UAV's present modality. In different modes, the learning rate α E differs, which can be written as:
where k i is a parameter that adjust the learning rate and α E i is the learning rate of each modality. In different modalities, the update range of the Q-table varies (shown in Fig. 5 ). Assuming the UAV is in modality E i , the update range is described as follows. According to the past (i−1) modalities, a most reliable action a m is chosen. The update number of Q values is decided by the current modality, which is assumed as z E i . Based on a m and z m , the update range U E i can be written as:
After an action a * is chosen, the step length l E i is defined by UAV's current modality and initial step length:
where l 0 is the initial step length, λ E i indicates a parameter that adjusts UAV's step length basing on current modality. A form of stopping criterion is assumed as follows. With the UAV getting closer to the interference source, the influence of random noise is largely weakened, making it possible to estimate the UAV's rough position to the interference source through detection results. Based on the flight height of the UAV, an angle ϕ f is set to decide whether the UAV is close to the target. According to (3) , when the vertical angle of maximum PR value, assuming as ϕ, reaches ϕ f , the UAV's position can be deemed as very close to the interference source. Thus, the stopping criterion can be summarized as:
We now discuss the convergence of multimodal Q-learning algorithm. Convergence of the original Q-learning algorighm has already been proved in [17] and [18] . The proof is realized based on the observation that we can view the Q-learning algorithm as a stochastic process to which techniques of stochastic approximation are generally applicable [17] .
Convergence of Q-learning algorithm need to meet the following criteria:
1) State and action spaces are The main idea of proving the Q-learning's convergence is to prove that Q n (s, a) → Q * (s, a) as n → ∞, where Q * (s, a) is an optimal Q value. Thus, it's apparent that initial Q-table has little influence on convergence of Q-learning algorithm.
Q-learning algorithm of each modality meets the criteria 1) − 4) above. From Fig. 5 , we can conclude that for multimodal Q-learning, Q-learning algorithm of each modality is relatively independent whose initial Q-table is the result of past Q-learning methods. For each modality, the Q-learning algorithm is convergent and aims at achieving an optimal Q value Q * E i (s, a). As initial Q-table has little influence on convergence of Q-learning algorithm, we can draw the conclusion that multimodal Q-learning is convergent. Convergence curve will be presented in Section V, in order to further explain convergence of multimodal Q-learning algorithm.
The multimodal Q-learning algorithm is summarized in Algorithm 1. Before updating Q-table, all the Q values in the u * u Q-table are initialized to zero. In particular, u is direction number.
IV. SIMULATION RESULTS
In the simulation, we employ an electronic scanning antenna measure power of the signal transmitted by the interference source. The horizonal direction characteristics of the antenna is given by (shown in Fig. 6) :
(21) VOLUME 7, 2019 obtain PR values and update reward table according to (14) 7:
obtain current modality according to (12) 8:
if E ← E k then 9: set
else 11: continue 12: end if 13: update Q values according to (17) 14:
choose action a * = arg max a (Q(s, a) ) 15: update current state s ← a *
16:
set i = i + 1 17: update UAV's position (x i , y i , z) according to (1) and (2) 18:
update the vertical angle of maximum PR value ϕ 19: until ϕ ≥ ϕ f Power of the interference signal received by the electronic scanning antenna is:
where P T is the transmit power of interference and set to be 20w.Transmit antenna gain G T and the system loss factor L are set to be 1. The wave length λ is 3 meters. n indicates bottom noise whose average power is −38dBm. G R (θ), representing the gain of electronic scanning antenna for pitch angle ϕ and level angle θ, is represented as follows:
where the antenna efficiency η is set as 1 and ϕ ∈ [0, π 2 ], θ ∈ [0, 2π ).
Three different modalities are determined according to the maximum received signal power of each state. As the relationship between signal power and distance between the UAV and the interference source can be roughly written as:
where P and P 0 are the received power values at two different positions, while D n and D 0 are distance between the UAV and the interference source in the corresponding position. Thus, equation (24) can be rewritten as:
Based on equation (25) and PR values of two different position, approximate ratio of distance from the two positions to the interference source d i−1 d i can be acquired. And three different modalities, E 1 , E 2 and E 3 , are defined aiming at increasing detection distance, reducing detection time and improving detection accuracy, respectively:
where P represents the maximal PR value at current state. P 1 and P 2 are PR values enabling d 0 d 1 = 1 2 and d 0 d 1 = 1 10 , respectively.
The initial position of the UAV is (0m, 0m, 200m) and the height of the interference source is 0m. The scanning frequency N E in the reward function is 25, 10 and 5 in modality E 1 , E 2 and E 3 respectively. Discount factor γ is 0.1. Learning rate α E is 0.9, 0.7, 0.6 in corresponding to modality E 1 ,E 2 and E 3 . In each modality, the action set is 36 in order to ensure the accuracy. In modality E 2 , we assume z E 2 to be 9 and a m is set to be the maximal chosen action in the last modality.
The initial step length in E 1 is set as 15m, while the step length is 20m in E 2 and 5m in E 3 .The localization process will end when the maximum PR value's vertical angle is larger than 85 • .
The convergence of multimodal Q-learning algorithm is shown in Fig. 7 . Initial location of the interference source is set to be (10000m, 10000m, 0m). The figure shows that ratio between the maximal and minimal Q value tends to be stable, ranging around 16, with the increasing of iterations. To evaluate the detection distance of multimodal Q-learning, we compare the UAV's trajectories under multimodal Q-learning and original Q-learning in Figs. 8-11 . Location of the interference source is adjusted to (30000m, 30000m, 0m). Fig. 8 shows the UAV's trajectory when multimodal Q-learning is applied. Figs. 9-11 indicate the UAV's trajectory when Q-learning algorithm of modality E 1 , E 2 or E 3 is applied alone. When multimodal Q-learning is applied, the detection distance is similar to when Q-learning algorithm of modality E 1 is applied. What's more, the trajectory is almost a straight line when the UAV is getting close to the target. On the other hand, UAV can't locate the interference source at such distance when Q-learning algorithm of modality E 2 or E 3 is applied alone. As Q-learning algorithm of modality E 1 is designed for remote detection whose previous training results has minor effect on present decision, Q-learning algorithm of modality E 1 has the capacity of longrange detection. Multimodal Q-learning possesses the same capacity when it recognizes modality E 1 and using the same parameters.
Although Q-learning algorithm of modality E 2 and E 3 cannot reach such a long detection distance, they have their own advantages. Fig. 12 and Fig. 13 study the precision of the localization period and the time consumed by the localization progress respectively. We compare the performance of multimodal Q-learning algorithm with original Q-learning algorithms. We now assume the initial horizontal distance d between the UAV and the interference source is 10000m (location of the interference source is (10000m, 0m, 0m)) so that the UAV can locate the interference source successfully when Q-learning algorithm of modality E 1 , E 2 or E 3 is applied alone.
In Fig. 12 , when Q-learning algorithm of modality E 1 is applied only, horizonal distance between the UAV's stopping position and the interference source ranges between 6 meters and 8 meters. The precision is the worst when Q-learning algorithm of modality E 2 is applied, ranging around 10 meters, as the step length of Q-learning algorithm of modality E 2 is the longest. When modality E 3 is employed, the precision meets a significant improvement which mainly ranges within 4 meters. And when multimodal Q-learning algorithm is applied, the performance in terms of precision is approximately the same as the Q-learning algorithm of modality E 3 . As UAV's step length in modality E 3 is the shortest and multimodal Q-learning's modality changes into modality E 3 when getting close to the interference source, multimodal Q-learning possess a high precision. Fig. 13 shows the time consumed by the localization progress. The searching time mainly consists two parts: flight time and detection time. Thus, the searching time T can be written as:
where v indicates the UAV's speed, t is the time consumed to obtain and handle the data for each direction. In the simulation, we assume the UAV's speed is 5 m/unit time. For each direction, it takes the electronic scanning antenna 1 unit time to obtain and handle the data.The longest time is taken for the UAV to locate the interference source when Q-learning algorithm of modality E 3 is applied, followed by Q-learning algorithm of modality E 1 . Multimodal Q-learning realizes a significant decrease in localization time although it takes slightly more time than Q-learning algorithm of modality E 2 .
In order to illustrate that the UAV can realize real-time localization using multimodal Q-learning, the complexity of multimodal Q-learning is evaluated. Basing on an intel i7-8550U cpu and matlab R2018a, the time consumed by multimodal Q-learning and the number of iterations are assessed when the location of the interference source is (30000m, 30000m, 0m). It is shown that the total time consumed by multimodal Q-learning in a localization method is around 140.428 seconds and the total number of iterations is around 11986. The average timed consumed by multimodal Q-learning in each iteration is about 0.011 seconds and the processing speed will increase if underlying code is applied on the UAV. Thus, we can draw the conclusion that the UAV can realize real-time localization when multimodal Q-learning is applied. Table 1 shows comparisons between performance of multimodal Q-learning, Q-learning of modality E 1 , Q-learning of modality E 2 and Q-learning of modality E 3 . It is shown that multimodal Q-learning achieves the longest detection distance, the best precision and relatively short searching time. Thus, we can conclude that multimodal Q-learning has a better overall performance compared with original Q-learning in the field of interference source localization.
V. CONCLUSION
Locating interference source efficiently and accurately with a UAV from the distance is important yet challenging. In this paper, the proposed Q-learning architecture enables the UAV to locate an interference source through processing PR value measured by UAV-based electronic scanning antenna. In order to improve the efficiency and accuracy of the localizing process, we present a novel multimodal Q-learning architecture. An initial update function of multimodal Q-learning is also presented in this paper. Through sensing the environment and employing ideas of pattern recognition, the Q-learning algorithm and the step length of the UAV can adjust dynamically. Stopping criterion is also improved thanks to threedimensional scanning of the antenna, bringing about a better accuracy. The simulation result illustrates that multimodal Q-learning performs better than existed Q-learning algorithm, realizing a faster and more accurate localization.
For future work, more improvement will be done about multimodal Q-learning.An optimized modality classification method will be studied and the problem of increasing the convergence speed of the algorithm will be considered. Meanwhile, cooperative localization of multi-UAV will be implied to get better performance. Furthermore, multimodal Q-learning can also be applied in a larger variety of areas.
