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We present a new parallel numerical method for solving the non-stationary Schrödinger equation with linear
nonlocal condition and time-dependent potential which does not commute with the stationary part of the Hamil-
tonian. The given problem is discretized in-time using a polynomial-based collocation scheme. We establish
the conditions on the existence of solution to the discretized problem, estimate the accuracy of the discretized
solution and propose the method how this solution can be approximately found in an efficient parallel manner.
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INTRODUCTION
We present a new numerical method for solving the time-
dependent Schrödinger equation with linear nonlocal condi-
tion
i
∂Ψ
∂t
− (H + v(t))Ψ = 0, (1)
Ψ(0) +
m∑
k=1
αkΨ(tk) = Ψ0, (2)
αk ∈ C, tk ∈ (0, T ], Ψ0 ∈ X . It is assumed that H is a
densely defined closed linear operator with the domainD(H)
dense in a Banach space X = X(‖ · ‖,Ω). The spectrum of
H is contained in the horizontal half-strip
Σ = {z = x+ iy | x, y ∈ R, x ≥ bs, |y| ≤ ds} , (3)
and the resolvent R (z,H) ≡ (zI −H)−1 satisfies the bound
‖R (z,H)‖ ≤
M
|ℑz| − ds
, z ∈ Θ \ Σ, Σ ⊂ Θ. (4)
The linear operator H having properties (3),(4) is called a
semi-bounded half-strip operator [1]. The class of such op-
erators can be viewed as a native extension of the class of
Hermitian operators with a semi-bounded spectrum [2] . The
motivation to consider equation (1) in a Banach space setting
stems from fact that the technique used in this work does not
rely on the notion of inner product. Thus the results estab-
lished here can be readily applied to the conventional quantum
mechanical models with Hermitian operators as well as to the
less conventional models with PT –symmetric [3] or pseudo-
Hermitian operators [4]. The later type of models is becom-
ing more important due to the recent applications in nonlinear
quantum optics [5], [6] and 2-D material design [7]. Problem
(1), (2) has applications in the theory of non-periodic driven
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quantum systems, quantum computations, and the modelling
of system-bath interactions in open quantum systems. The de-
tailed discussion of the above-mentioned applications of (1),
(2) are presented in [8].
In the current work we consider a general situation when
the potential v(t) does not commute with H . As a conse-
quence of that, the propagator e−it(H+v(t)) does not commute
with itself for different values of t. This issue severely lim-
its the list of analytical and numerical tools applicable to the
solution operator exp
(
t∫
0
H + v(s)ds
)
of (1) because such
solution operator is intractable within standard holomorphic
function calculus of H + v(t) [1]. We refer the reader to
[9],[10] for a review of available numerical methods to solve
Schrödinger equation (1) accompanied by the ordinary initial
condition (all αk from (2) are zero) and with H being one- or
two-dimensional scalar elliptic operator. Nonlocal condition
(2) poses an additional issue that contributes to the complexity
of the given problem. To our best knowledge the only avail-
able theoretical work devoted to stationary-operator version
(v(t) = 0) of (1), (2) in its full generality is [8]. The particu-
lar cases of the given problem was studied in [11], [12], [13].
Numerical methods for (1), (2) were never reported.
To work around the highlighted issues we transfer the time
dependent part v(s)Ψ(s) to the right-hand side of (1) and look
for the numerical solution of the obtained problem. The above
assumptions on H guarantee that e−itH is bounded and any
solution to (1) also satisfies the equation
Ψ(t) = e−itHΨ(0) +
t∫
0
e−i(t−s)HV (s)Ψ(s)ds, (5)
with some Ψ(0) ∈ D(H), provided that the potential V (t) ≡
−iv(t) is integrable on [0, T ] and there exists δ > 1 such that
D(Hδ) is dense in X (see. [8, Section 2]). Throughout the
paper we assume the validity of both these conditions.
In order to discretize (5), (2) in-time we propose in Section
1 a polynomial-based collocation scheme on the Chebyshev-
Gauss-Lobatto grid. This scheme permits us to reduce nonlo-
cal problem (5), (2) to a system of linear integral equations.
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2Next, we study a well-possedness of the obtained system (see
Lemma 1, 2). This is done using the combination of previ-
ously obtained results [8] together with some specific trans-
formations tailored to the structure of nonlocal condition (8).
Theorem 2 comprises the main result of the work. It states
the conditions on the existence of solution to the discretized
system and justifies the iterative method to approximate this
solution.
In Section 2 we illustrate how the action of propagator
e−itHφ can be efficiently approximated by the parallel numer-
ical method proposed in [14]. This method reduces the sought
approximation to a series of independent stationary problems
(zkI −H)Φ = φ, zk ∈ C.
that can be solved in parallel. Section 3 is devoted to imple-
mentation of the numerical method discussed in the previous
sections. In this section we present the approximation algo-
rithm and discuss its sequential and parallel complexities.
1. DISCRETIZATION SCHEME
To build a discretization scheme we perform the change of
variable
t =
s+ 1
2
T (6)
in (1), (2) and reduce the given problem on t ∈ [0, T ] to the
equivalent problem on s ∈ [−1, 1]
i
∂ψ
∂s
−Hψ = iV (s)ψ, (7)
ψ(−1) +
m∑
k=1
αkψ(sk) = Ψ0. (8)
The sequence of pairs (αk, sk), αk ∈ C, sk ∈ (−1, 1], k =
1, . . .m will be called parameters of nonlocal condition.
In order to discretize the solution to (7), (8) in-time we in-
troduce the Chebyshev-Gauss-Lobatto (CGL) grid
ωN = {sp = − cos
ppi
N
, p = 0, ..., N}.
It is well-known [15] that the nodes sp ∈ ωN are the zeros
of (1 − x2)T ′N (x), where TN (s) = cos (N arccos s) is the
Chebyshev orthogonal polynomial of the first kind. Moreover
the step-sizes τp ≡ sp − sp−1 satisfy the inequality [16, Thm.
6.11.12]
τmax = max
1≤p≤N
τp <
pi
N
(9)
We seek the solution to (7), (8) in the form of polynomial
PN (s;ϕ) =
N∑
p=0
ϕ(sp)Lp(s), (10)
where Lp, p = 0, ..., N are Lagrange fundamental polynomi-
als associated with the grid ωN and ϕ : [−1, 1]→ X is some
unknown function.
Upon substituting (10) into (7) and evaluating the result on
the grid ωN with help of (5), we arrive at the following se-
quence of equations
ϕ(sp) = e
−i(sp+1)HPN (−1;ϕ)
+
sp∫
−1
e−i(sp−t)HV (t)PN (t;ϕ)dt.
For any 1 ≤ p ≤ N the previous equation can be rewritten as
follows
ϕ(sp) = e
−iτpHϕ(sp−1)
+
N∑
l=0
sp∫
sp−1
e−i(sp−t)HV (t)Ll(t)ϕ(sl)dt.
(11)
To get (11) we used the interpolation property PN (sp;ϕ) =
ϕ(sp), p = 1, . . . , N, along with the fact that H does not
depend on time, so e−ispH = e−isp−1He−iτpH . Similarly, the
substitution of PN (s;ϕ) into (8) yields
ϕ(s0) +
N∑
l=0
m∑
k=1
αkLl(sk)ϕ(sl) = Ψ0. (12)
Equations (11), p = 1, . . . , N and (12) together form a sys-
tem of N + 1 linear operator equations with respect to the
unknowns Φ = (ϕ(s0), . . . , ϕ(sN )). We rewrite this system
in a matrix-vector form
SΦ = CΦ + F, (13)
where
S =


(1 + a0)I a1I a2I · · · aN−1I aNI
−e−iHτ1 I 0 · · · 0 0
0 −e−iHτ2 I · · · 0 0
· · · · · · · ·
0 0 0 · · · −e−iHτN I

 ,
al =
m∑
k=1
αkLl(sk), C = {βp,l}
N
p,l=0 is the matrix with en-
tries βp,l =
sp∫
sp−1
e−i(sp−t)HV (t)Ll(t)dt, β0,l = 0 and F is
N + 1-dimensional vector F = (Ψ0, 0, . . . , 0)
T . The ele-
ments of the first row of S are collected from the terms on the
left of (12). Other nonzero elements of S come from the first
two terms of (11), when p goes from 1 to N .
We would like to show that the solution of (13) exists for a
sufficiently largeN and then characterize the accuracy of that
solution. To do so, let us introduce a vector norm
|‖v‖| ≡ |‖v‖|∞ = max
1≤k≤n
‖vk‖ (14)
and the corresponding matrix norm
|‖A‖| ≡ |‖A‖|∞ = max
1≤i≤n
n∑
j=1
‖ai,j‖. (15)
3Lemma 1. Assume that the operator function BN = I +
N∑
l=0
ale
−iH(sl−s0) possesses a bounded inverse B−1N , then the
matrix S is invertible and the inverse S−1 has the following
representation
S−1 = S−11
(
I − 1aTS−11 B
−1
N
)
, (16)
where
S−11 =


I 0 · · · 0 0
e−iHτ1 I · · · 0 0
e−iH(s2−s0) e−iHτ2 · · · 0 0
· · · · · · ·
e−iH(sN−s0) e−iH(sN−s1) · · · e−iHτN I

 ,
(17)
and 1 = (1, 0, . . . , 0)T , a = (a0, . . . , aN )
T are two vectors
of the same size.
Proof. To prove (16) we notice that the matrix S can be de-
composed as S = S1 + 1a
T , where S1 is a lower bidiagonal
matrix with identity operators on the main diagonal. The ma-
trix 1aT is a rank-1 update of S1. Due to its specific structure,
the matrix S1 is always invertible. The inverse S
−1
1 is defined
by (17). Consequently, the inverseS−1 exists and can be eval-
uated via the Sherman-Morrison formula [17]. It leads us to
the representation
S−1 = S−11
(
I − 1aTS−11
(
I + aTS−11 1
)−1)
,
which defines a bounded inverse of S, if and only if the op-
erator function
(
I + aTS−11 1
)−1
is bounded for the givenH .
By a direct calculation we get
(
I + aTS−11 1
)
= I +
N∑
l=0
ale
−iH(sl−s0) ≡ BN .
To understand how the function BN is related to nonlocal
condition (8) we need to recall some results from [8]. In the
mentioned work authors studied the problem comprised of
i
∂Ψ
∂t
−HΨ = iV (t), t ∈ (0, T ] (18)
and the nonlocal condition (2), under slightly more general as-
sumptions on H than in the current work. The existence and
representation of solution to (18), (2) relies upon the bound-
edness of
B−1 =
(
I +
m∑
k=1
αke
−itkH
)−1
.
Theorem 1 ([8]). Let H be a closed linear operator with the
spectrum Σ contained in strip (3) and the domain D(Hδ) is
dense in X for some δ > 1. The mild solution of nonlocal
problem (18), (2) exists for any Ψ0 ∈ X , V ∈ L
1((0;T ), X)
and is equivalent to the solution of Cauchy problem for (18),
with the initial state
Ψ(0) = B−1Ψ0 −B
−1
m∑
k=1
αk
tk∫
0
e−i(tk−s)HV (s)ds, (19)
if all the zeros of entire function b(z) associated with (2),
b(z) = 1 +
m∑
k=1
αke
(−itkz), (20)
are contained in the interior of the set C\Σ.
We note that the entire function b(z), describing the exis-
tence of the solution in terms of the parameters of nonlocal
condition (2), is connected to B−1 via the Dunford-Cauchy
integral
B−1 =
1
2pii
∫
ΓI
1
b(z)
R(z,H)dz, (21)
where R(z,H) is the resolvent of H , defined above. Hence,
the operator function B−1 is properly defined and bounded
only if the conditions of Theorem 1 regarding the zeros of
b(z) are fulfilled.
Now let us get back to the definition of BN . It’s not hard
to see that BN is the polynomial approximation of B, trans-
formed under (6). This approximation converges quickly as
N increases, because B admits holomorphic extension as a
function of s ∈ [−1, 1] into the bounded set containing the
interval [−1, 1] [15]. Thus, for a sufficiently large N , the op-
erator function B−1N should be bounded when the conditions
of Theorem 1 are satisfied.
Lemma 2. Suppose that the potential V (s) from (7) is Lips-
chitz continuous
‖V (t)− V (s)‖ ≤ K|t− s|, ∀t, s ∈ [−1, 1], (22)
andMV = maxs∈[−1,1] ‖V (s)‖, then for a large N the ma-
trices S−1, C and S−1C obey the bounds
|‖S−1‖| ≤MS(N + 1), (23)
|‖C‖| ≤
MC
N + 1
(
1
2
MVKL + piK
ln (N + 1)
N + 1
)
, (24)
|‖S−1C‖| ≤MSC
(
1
2
MVKL + piK
ln (N + 1)
N + 1
)
, (25)
where the positive constantsMS ,MC ,MSC are independent
of N , KL is the maximum of Lipschitz constants for Ll(t),
t ∈ [sp−1, sp], l = 0, . . . , N .
4Proof. Representation (16) from Lemma 1 permits us to eval-
uate |‖S−1‖| explicitly
|‖S−1‖| ≤
∥∥B−1N ∥∥ max1≤k≤N+1
{
k−1∑
l=0
∥∥∥∥∥∥e−i(sk−1−sl)H

I + l−1∑
j=0
aje
−i(sj−s0)H


∥∥∥∥∥∥
+
∥∥∥∥∥∥
N∑
l=k
e−i(sk−1−s0)H
N∑
j=l
aje
−i(sj−sl)H
∥∥∥∥∥∥


Each of N + 1 terms inside the curly brackets of the above
formula contains the product of a bounded propagator term
and a part of the sum comprising BN (see Lemma 1). The
bounded norm of this part is balanced out by a norm of the
inverse
∥∥B−1N ∥∥. Thus, starting from some value of N , when
B−1N becomes bounded and close to B
−1, the ratio of the two
norms must be bounded and no longer dependent on N . In-
equality (23) is proved.
To derive bound (24), we estimate ‖βp,l‖:
‖βp,l‖ =
∥∥∥∥∥∥∥
sp∫
sp−1
e−i(sp−t)HV (t)Ll(t)dt
∥∥∥∥∥∥∥
≤ max
s∈[0,τp]
∥∥e−isH∥∥
sp∫
sp−1
‖V (t)Ll(t)‖dt.
Note that Ll(t) is zero at least at one endpoint of the interval
t ∈ (sp−1, sp), p = 0, . . . , N . We pick a smallest of such
endpoints and label it as θ, so Ll(θ) = 0. Then we can add
the term−V (θ)Ll(θ) to the above integrandwithout changing
the value of the norm inside the integral. This procedure leads
us to the following estimates
sp∫
sp−1
‖V (t)Ll(t)‖dt =
sp∫
sp−1
‖V (t)Ll(t)− V (θ)Ll(θ)‖dt
≤
sp∫
sp−1
|Ll(t)|‖V (t)− V (θ)‖ + ‖V (θ)‖|Ll(t)− Ll(θ)|dt
≤ Kτmax
sp∫
sp−1
|Ll(t)|dt+M
V
p K
L
p
τ2max
2
.
To get the last inequality we relied on the Lipschitz continuity
of V (t), expressed by (22), and the fact that the monomials
Ll(t) are also Lipschitz continuous by definition. Here M
V
p
and KLp are the upper bound on V (t) and the Lipschitz con-
stant of Ll(t) on t ∈ (sp−1, sp), accordingly. The previous
inequality permits us to estimate the norm of |‖C‖|:
|‖C‖| ≤ max
0≤p≤N
N∑
l=0
‖βp,l‖
≤τmax max
s∈[0,τmax]
∥∥e−isH∥∥ max
0≤p≤N
(
1
2
MVp K
L
p
+K
sp∫
sp−1
N∑
l=0
|Ll(t)|dt


≤τmax max
s∈[0,τmax]
∥∥e−isH∥∥(1
2
MVKL +KτmaxΛN+1
)
.
This newly obtained estimate together with (9) and (23) imply
(24), (25).
LetΠN be a set of all polynomials in s of degree less then or
equal to N with the coefficients fromX . Then, the Lebesgue
inequality
max
s∈[−1,1]
‖φ(s)− PN (s;φ)‖ ≤ (1 + ΛN+1)EN (φ) (26)
characterizes the error of the best approximation of φ by the
polynomials of degree not greater than N ,
EN (φ) = inf
P∈ΠN
max
s∈[−1,1]
‖φ(s)− P (s)‖. (27)
Now, we are ready to formulate the main result.
Theorem 2. Suppose that the assumptions of Theorem 1 are
valid. If, for a given Ψ0 and some Lipschitz continuous and
bounded V (s), the solution ψ to (7), (8) exist, then for a suffi-
ciently large N two following propositions remain true.
1. The equation (13) posses a unique solution, which can
be found by a fixed point iteration
Φ(n+1) = S−1CΦ(n) + S−1F, Φ(0) = 0, (28)
provided that the Lipschitz constant Kψ of ψ satisfies
the inequality 12MSCM
VKψ < 1, with the quantities
MSC ,M
V defined by Lemma 2.
2. The accuracy of solution Φ to (13) is characterized by
the bound:
‖Ψ− Φ‖| ≤M ln (N + 1)EN (φ), (29)
where Ψ is a projection of ψ on ωN and M is some
constant independent ofN .
Proof. First of all we observe that every solution to (1), (2) is
also a solution to (18), (2) with iV (t)Ψ(t) in place of v(t).
Consequently, there exist some Ψ0 that corresponds to such
solution of (18), (2). This entails the validity of the statement
from Theorem 1 regarding the zeros of b(z) (20), which, in
turn, guaranties that B−1 is bounded. As we already men-
tioned B−1N → B
−1 (N → ∞). Thus, we can take N = N0
5large enough so that both Lemmas 1, 2 are true simultane-
ously. Then we find N ′ > N0 from the inequality
MSC
(
1
2
MVKn + piK
ln (N + 1)
N + 1
)
< 1.
The constantKn here is zero initially, because the initial iter-
ation is zero. When the iteration scheme progresses this con-
stant goes towards Lipschitz constant Kψ for the exact solu-
tion. For anyN ≥ N ′ mapping (28) is a contraction, provided
that the inequality from the theorem’s premise regardingKψ
is valid. The Banach fixed-point theorem [18] concludes the
proof of the first part. Estimate (29) needed to prove the sec-
ond part, follows immediately from (25), (26).
We would like to remark that the existence result of The-
orem 2 could be made independent of the Lipschitz constant
Kψ of the exact solution ψ by reformulating discretized sys-
tem (11) as it was done in [19] for the abstract parabolic
equation. This reformulation, however, vastly complicates
the evaluation of S−1 and makes the proposed numerical ap-
proach computationally infeasible. Our preliminary numeri-
cal results indicate that the iterative method defined by (28)
converges, even for the oscillating potentials. The method
given by (28) is not the only possible iterative method of ap-
proximating the solution to (13). Since this equation is linear
in Φ other Krylov-subspace-based iterative techniques [20]
might be more effective than (28). This is especially true ifH
is a large sparse matrix obtained as a result of finite-element
(FE), boundary-element (BE) or finite-difference (FD) dis-
cretization of the original partial differential operator.
In principle the elements of S, C from (13) can be approxi-
mated by any method capable of solving the Cauchy problem
for (18) numerically, see e. g. [1]. For a whole scheme to
be effective however, the chosen numerical method needs to
be able to reuse the previously obtained solutions of station-
ary problemswhile evaluating the sequence e−ispH , βk,p with
p, k = 0, . . . , N .
2. NUMERICAL METHOD FOR PROPAGATOR
APPROXIMATION
In this section we illustrate how to build parallel approxi-
mation methods for two types of operator functions needed to
evaluate S−1, C. Those are
ψh(s) ≡ e
−isHφ, ψih(s) ≡
s∫
s′
e−i(s−t)Hv(t)dt, (30)
where φ ∈ X and s′ < s. By applying the Dunford-Cauchy
integral representation to (30) and interchanging the integra-
tion order in the second integral we arrive at
ψh(s) =
1
2pii
∫
ΓI
e−izsR(z,H)φdz
ψih(s) =
1
2pii
∫
ΓI
R(z,H)
∫ s
s′
e−iz(s−t)v(t)dtdz,
(31)
The function ψh(s) can be regarded as a solution of the homo-
geneous problem for (18) with the initial conditionΨ(0) = φ.
Similarly, ψih(s) is a solution to the inhomogeneous prob-
lem for (18) with the zero initial condition Ψ(s′) = 0 and
V (s) = v(s).
In order to proceed toward the numerical scheme for the
approximation of (31) we need to define a suitable integration
contour ΓI . In doing so we should keep in mind that ΓI must
be positively oriented with respect to the region Σ and the
integrands need to have a sufficient decay rate for the integrals
from (31) to converge to (30). We choose
ΓI : z(ξ) = cI + aI
√
pi
2
+ ξ2 − idI tanh ξ, ξ ∈ R. (32)
The parameters of the contour ΓI are specified as follows
aI =
ds
pi/2− d
, dI =
dspi
pi − 2d
,
cI = bs − aI
√
pi
2
− d2 − dI tan d,
where bs, ds are defined in (3).The parametrization z(ξ) of the
contour ΓI defines a conformal mapping of the strip
Dd = {z ∈ C : −∞ < ℜz <∞, |ℑz| < d},
(see FIG. 1 b.) into the curvilinear stripe-like region envelop-
ing the half-strip Σ (see FIG. 1 a.).
Integrands from (31) remain analytic and bounded with re-
spect to ξ for all ξ ∈ Dd. The parameter 0 ≤ d ≤
pi
6 is
selected in such a way that all the zeros of b(z) lay outside the
mentioned stripe-like region z(Dd).
After parametrization of (31) on ΓI we obtain
ψh(s) =
1
2pii
∞∫
−∞
F(s, ξ)φdξ,
ψih(s) =
1
2pii
∞∫
−∞
F(s, ξ)
s∫
s′
eiz(ξ)tv(t)dtdξ,
(33)
with
F(s, ξ) =e−iz(ξ)sFH(ξ),
FH(ξ) =z
′(ξ)

(z(ξ)I −H)−1 − ⌊δ⌋∑
r=1
(H − z0I)
r−1
(z(ξ)− z0)r

 ,
z′(ξ) =
aIξ√
pi/2 + ξ2
+ idI(tanh ξ
2 − 1).
Here ⌊δ⌋ denotes a floor of δ, i.e. the largest integer num-
ber less or equal to δ. In the formulas above we introduced a
correction
⌊δ⌋∑
r=1
(H−z0I)
r−1
(z−z0)r(ξ)
to the resolvent R(z,H). As dis-
6Figure 1. Contour of integration ΓI (bs =
pi
2
, ds =
pi
4
, dc = d =
pi
6
) and the spectral envelope domain a); Its pre-image infinite horizontal
strip b).
cussed in [21], the correction does not change the value of the
integral. It is needed to cancel out the first ⌊δ⌋ terms in the
Taylor expansion of R(z,H) around
z0 = min
{
0, bs − aI
√
pi
2
− d2 − 1
}
.
If φ ∈ D(Hδ) the corrected resolvent (the part of FH(s, ξ)
inside square brackets) will decay at least as |z|−⌊δ⌋, when
z ∈ ΓI and |z| is large enough [21]. To ascertain this property,
we estimate the norm of the corrected resolvent on ΓI :∥∥∥∥∥∥(zI −H)−1 −
⌊δ⌋∑
r=1
(H − z0I)
r−1
(z − z0)r
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
r=⌊δ⌋+1
(H − z0I)
r−1
(z − z0)r
∥∥∥∥∥∥
=
∥∥∥∥∥
(
H − z0I
z − z0
)⌊δ⌋
(zI −H)−1
∥∥∥∥∥
≤ |z − z0|
−⌊δ⌋ M
|ℑz| − ds
∥∥∥(H − z0I)⌊δ⌋∥∥∥
We applied (4) to get the above formula. Its last term (H −
z0I)
⌊δ⌋φ is bounded when φ ∈ D(Hδ).
The next auxiliary result describes the accuracy of the
trapezoid quadrature rule for the improper integrals similar to
(33).
Theorem 3 ([14]). Assume that the function f(z) : C→ X is
analytic in the horizontal strip Dd, d > 0. If, for all z ∈ Dd,
‖f(z)‖ ≤
L
1 + |z|δ
, (34)
with some δ > 1, L > 0, then the error of trapezoid quadra-
ture rule satisfies the following estimate∥∥∥∥∥∥
∞∫
−∞
f(x)dx − h
n∑
k=−n
f(kh)
∥∥∥∥∥∥ ≤ c
(n+ 1)1−δ
(δ − 1)
h1−δ, (35)
provided that
h =
2pid
δ − 1
(
W
(
2pid
δ − 1
(
β(δ − 1)
pid
) 1
δ−1
(n+ 1)
))−1
,
with β = min
{
2piδ−1
sin (piδ−1) ,
(
2
d
)δ−1
B
(
δ
2 −
1
2 ,
δ
2 +
1
2
)}
. Here
B(·, ·) is the beta function, c is the constant dependent on
δ, d, L and independent on n,W(·) denotes a positive branch
of the Lambert-W function [22], i.e. for any given x > 0,
W(x) is a unique positive solution ofWeW = x.
We assume that φ ∈ D(Hδ) with some δ > 1 and approxi-
mate ψh from (33) by the following formula
ψh ≈ ψh,n(s) =
h
2pii
n∑
j=−n
F(s, jh)φ, (36)
where h is specified by Theorem 3. Similarly, for the term
ψih we use the same trapezoid quadrature rule for the outer
integral:
ψih(s) ≈ ψih,n(s) =
h1
2pii
n∑
j=−n
F(s, jh)µj(s)ds. (37)
The inner integral µj(s) =
s∫
s′
eiz(ξ)tφdt does not depend on
H , and hence can be approximated directly. The numerical
7methods represented by (36), (37) reduce the approximation
of (30) to the sequence of resolvent evaluationsR(z(jh), H).
By definition each resolvent evaluation is equivalent to the so-
lution of the stationary problem
(z(jh)I −H)Φ = g, (38)
where g = φ in case of (36), and g = µj(s) in case of (37).
All those problems are mutually independent, hence can be
solved in parallel.
According to Theorem 3 the error of approximation of (33)
by (36), (37) is characterized by estimate (35) having the con-
vergence rate on the order of O((n + 1)1−⌊δ⌋) (in the big-O
notation). In that regard, the proposed method is on par with
other available numerical methods for propagator approxima-
tion [9]. The distinctive feature of the current method is that
neither contour ΓI nor parameters h, δ are in any way depen-
dant on s. After numerical evaluation was performed once
for some s, the propagator approximation formula (36) per-
mits us to evaluate ψh(s) for any other value of s without
re-evaluation of R(z(jh), H). It is possible because in such
scenario the sequence of stationary problems (38) needs to be
solved only once.
As we already mentioned, the convergence order of the pro-
posed approximation is specified by the decay properties of
‖F(s, ξ)φ‖ as z ∈ ΓI , z → ∞. The speed of decay, in turn,
depends on the boundedness of the factorsHrφ, r = 0, 1, . . ..
So, if the element φ ∈ X belongs to the domain of Hδ for
some integer δ > 1, i.e. all the powers Hrφ, r ≤ δ are
bounded, then the approximation will converge with the alge-
braic order δ−1. For example, whenH is a second order par-
tial differential operator, the property φ ∈ D(Hδ) means that
the function φ along with its first 2δ derivatives are bounded
in the region Ω (see the definition ofX above)[1],[21].
In practice, the upper bound on the value of δ also depends
on the numerical method chosen to solve (36), as one needs to
be able to accurately evaluate the corrections to the resolvent
on the same grid where resolvent equation (36) is solved. For
FE and BE discretization methods, δ would depend on the
order of the FE- or BE- primitive element’s shape functions.
Similarly for FD approximations, the optimal value of δ is
related to the order and the type of the scheme used for the
space discretization of (36). The optimal choice of δ in each
specific case deserves a separate study and is therefore omitted
here. For this reason, we also omit the discussion on on how
to balance the error estimates of methods from sections 1 and
2. In the next section we focus on the algorithmic aspects of
the compound numerical method.
3. IMPLEMENTATION
In this section we present an algorithm to solve discretized
version (13) of the translated nonlocal problem expressed by
(7), (8). The following algorithm is based on the iterative
method proposed in Theorem 2. It uses the methods of Sec-
tion 2 to evaluate the elements of S−1 and S−1C from matrix
equation (13).
To begin with, it is worthwhile to point out that the sec-
ond term from iterative formula (28) can be simplified in the
following way
S−1F = S−11
(
I − 1aTS−11 B
−1
N
)
F
= S−11 F − S
−1
1 1a
TS−11 B
−1
N F
= S−11 F − S
−1
1 1
(
Ψ0 −B
−1
N Ψ0
)
=
(
B−1N Ψ0, . . . , e
−iH(sN−s0)B−1N Ψ0
)T
The calculation of S−1Υ for a general vector Υ =
(Υ0, . . . ,ΥN )
T
yields S−1Υ =
(
SΥ0 , . . . , S
Υ
N
)T
,
SΥk =
k∑
l=0
e−iH(sk−sl)
(
I +
l−1∑
p=0
ape
−iH(sp−s0)
)
ΥBl
−
N∑
l=k+1
e−iH(sk−s0)
N∑
p=l
ape
−iH(sp−sl)ΥBl ,
whereΥBl = B
−1
N Υl.
Each iteration (28) of the numerical method to solve (13)
involves the evaluation of product S−1CΦ(n). The elements
of matrix C can be pre-calculated only when the potential
V (s) does not depend on the space variable. For such V (s), of
course, the propagator of (7) would necessary commute with
itself at different times and all the analysis performed in the
paper could be greatly simplified. In a general situation one
can not pre-calculate C alone because its elements bp,l con-
tain operator functions of H acting on the product V (s)Φ(n).
Let Υ = CΦ(n) and ΦBj = B
−1
N Φj , then the k-th element of
CΥ ≡ S−1CΦ(n) can be represented as follows
CΥk =
N∑
j=0
[
k∑
l=0
(
I +
l−1∑
p=0
ape
−iH(sp−s0)
)
eiHslβlj
−
N∑
l=k+1
N∑
p=l
ape
−iH(sp−s0)eiHslβlj

 e−iHskΦBj .
After simplification of the above formula we get
CΥk =
N∑
j=0
N∑
l=1
f(sk, H, l)
sl∫
sl−1
eiHtV (t)Lj(t)Φjdt,
where
f(s, z, l) =
e−izs
bN (z)


1 +
l−1∑
p=0
ape
−iz(sp−s0), s ≥ sl,
−
N∑
p=l
ape
−iz(sp−s0), s < sl.
The function bN(z) = 1 +
N∑
l=0
ale
−iz(sl−s0) is a scalar ana-
logue of the operator BN . Elements of S
−1F can be numeri-
cally evaluated using formula (36) with
F(s, ξ)F = f(s− s0, z(ξ), 0)FH(ξ)Ψ.
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−1CΦ(n) we get
CΥk =
N∑
j=0
g(sk, H, j)Φj , (39)
g(s, z, j) =
N∑
l=1
f(s, z, l)
sl∫
sl−1
eiztV (t)Lj(t)dt. (40)
Similarly to S−1F , the action of function g(s,H, j) on the
element Φj is approximated using formula (37) with
F(s, ξ)Φj = FH(ξ)g(s, z(ξ), j)Φj .
For the convergence of approximation formulas (36), (37) it
is critical to maintain a separation between the zeros of bN (z)
and the region Σ defined by (3). More precisely, for a chosen
N it must be ensured that the zeros of bN (z) lay outside the
strip-like region depicted on FIG. 1. Theoretically this separa-
tion forN large enough is guaranteed by Theorem 2. In order
to achieve it practically one needs to choose N so that all the
zeros of bN (z) lay outside the region bounded by Γ0 (see FIG.
1)
Γ0 : z(ξ) = cI +aI
√
pi
2
+
(
ξ + i
pi
6
)2
− idI tanh
(
ξ + i
pi
6
)
,
with cI , aI , dI being calculated for the given pair of spectral
parameters bs, ds and the strip parameter d = pi/6. Then, find
a critical value dc by solving the equation
z(ξ − idc) = zc,
where zc is the zero of bN (z) closest to the curve Γ0. After
that, perform the following substitution in formula (32)
ξ =
(
3
pi
dc +
1
2
)
ν + i
( pi
12
− dc
)
.
This variable transformation makes the admissible part of the
strip-like region z(ξ) depicted on FIG 1 a), where ℑ(ξ) ∈
(−dc, pi/6), symmetric with respect to the imaginary part of
the new variable ν: ℑ(ν) ∈ (−pi/6, pi/6). As a result, the
curve z(ν − ipi/6) goes trough zc and the curve z(ν + ipi/6)
coincides with Γ0.
Every summand in the representation of CΥk from (39)
acts upon a different element Φj ∈ X . Consequently
the evaluation of different CΥk requires a re-evaluation of
R(z(mh), H)Φj for the same sequence of j = 0, N . To op-
timize the computations, in Algorithm 2 we evaluate the sum
in (39) term-by-term for all CΥk , k = 0, N at once. This result
in a more computationally efficient process because all oper-
ator functions dependent on the given set of evaluated values
R(z(mh), H)Φj ,m = −n, n are calculated in a row (stream-
lined).
Before starting to discuss algorithmic implementation, we
would like to highlight two computationally useful properties
of (39),(40). The integrands in (40) do not contain the terms
dependent on sk,Φj from (39). Therefore, once the integrals
are computed, they can be reused multiple times, while cal-
culating CΥk . Moreover, for a large class of rational poten-
tials V (s) the mentioned integral from (40) can be evaluated
analytically[23].
The following algorithm calculates the action of the oper-
ator function, given by f , on a vector φ. It will be used as a
subroutine in Algorithm 2.
Algorithm 1 Calculate operator function ofH using (36)
1: function O_F(f(t, z, p), φ, n, δ)
2: Calculate h with help of Theorem 3
3: for m = −n to n do
4: Solve (z(mh)I −H)Φm = φ
5: Apply the correction Φm := Φm −
⌊δ⌋∑
r=1
Hr−1φ
(z(mh)−z0)r
6: end for
7: for l = 0 to N do
8: if l < p then
9: Set Sl := 0
10: else
11: Evaluate Sl :=
h
2pii
n∑
m=−n
z′(mh)f (sl, z(mh), p)Φm
12: end if
13: end for
14: return S := (S0, . . . , SN )
The non-trivial applications of (7) usually involve the so-
lution of resolvent equation (38) trough a reduction of this
equation (typically differential) to the linear system of alge-
braic equation via the chosen discretization procedure. The
number of unknowns in the resulting linear system is, as a
rule, much larger than a size N of the in-time grid ωN . In
such typical scenario, the computational complexity of Algo-
rithm 1 is dominated by the complexity of the first loop, where
2n+ 1 resolvent evaluations are performed. We will say that
the sequential complexity of such evaluation is (2n + 1), as-
suming that a resolvent equation fully fits into the memory
of one processing unit. As we already mentioned above, all
resolvent evaluations can be performed in parallel. By that
means, the parallel computational complexity can be reduced
to 1 (using (2n + 1) processing units), ignoring the commu-
nication overhead. Such impressive complexity reduction is
possible because there is no data dependency between the dif-
ferent steps of the mentioned loop from Algorithm 1.
Now we turn to the main algorithm implementing iterative
process (28). In the following algorithm we assume that V (s)
and the parameters Ψ0, αk, sk, k = 1, 2, . . .m of nonlocal
condition (8) are given.
9Algorithm 2 Iterative solution of (13) via (28)
Input: N , n, err_tol,max_it
Output: Approximate solution of (13)
1: Set Φ(0) := 0; it := 0
2: Calculate C
3: Set SF := O_F(f(t, z, 0),Ψ0, n, δ)
4: repeat
5: Set Υ := CΦ(it); SΥ := 0
6: for k = 0 to N do
7: SΥ := SΥ +O_F(f(t, z, k),Υk, n, δ)
8: end for
9: Set Φ(it+1) := SΥ + SF
10: Update error errit+1 := |‖Φ
(it+1) −Φ(it)‖|
11: Set it := it+ 1
12: until errit ≤ err_tol or it > max_it
13: return Φ(it)
The sequential computational complexity of each iteration
of Algorithm 2 is equal to (2n + 1)(N + 1) resolvent evalu-
ations plus (2n+ 1) needed to start the iteration process. All
resolvent evaluations are again independent. Owing to that
the parallel computational complexity of every iteration can
be brought down to 1, under condition that computational sys-
tem contains at least (2n + 1)(N + 1) processing units. To
conclude this part we recall that in our complexity metric 1 is
a time needed to solve a stationary problem for a givenH .
CONCLUSIONS
In this work we developed a new collocation-based numeri-
cal method for non-stationary Schrödinger equation with non-
commuting time-dependent Hamiltonian and linear nonlocal
condition. Under rather general assumptions we established
the existence conditions for the solution of semi-discretized
version of the given nonlocal problem. Furthermore, we pro-
posed and justified the iterative method to approximate the
sought solution. In addition we’ve shown how each step of the
proposed iterative method can be numerically evaluated using
the parallel algorithm with the convergence adjusted to the
smoothness of initial data of the given problem. The imple-
mentation details and computation complexity of the proposed
numericalmethod have been also discussed. Due to its general
formulation, the developed method can be applied to a wide
variety of time-dependent problems without constraints on di-
mensionality or the structure of stationary state space. The
method can also be used in conjunction with space discretiza-
tion methods to obtain a fully-discrete numerical scheme.
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