Results: We present a local learning algorithm that considers the past performance near the current connection attempt as a basis for learning. It is sensitive not only to different types of landscapes but also to differing regions in the landscape itself, removing the need to explicitly partition the landscape.
I. INTRODUCTION
Modeling the protein folding process is crucial in under standing not only how proteins fold and function, but also how they misfold triggering many devastating diseases (e.g., Mad Cow and Alzheimer's [7] ). Since the process is difficult to experimentally observe, computational methods are critical.
Traditional computational approaches for generating folding trajectories such as molecular dynamics [21] , Monte Carlo methods [9] , and simulated annealing [20] provide a single, detailed, high-quality folding pathway at a large computational expense. As such, they cannot be practically used to study global properties of the folding landscape or to produce multiple folding pathways. Statistical mechanical models have been applied to compute statistics related to the folding landscape [28, 6] . While computationally more efficient, they do not produce individual pathway trajectories and are limited to studying global averages of the folding landscape.
Robotics-based motion planning techniques, including the Probabilistic Roadmap Method (PRM), have been successfully applied to protein folding [2, 3, 8] . They construct a roadmap, or model, of the folding landscape by sampling conformations and connecting neighboring ones together with feasible transi tions using a simple local planner. They can generate multiple folding pathways efficiently (e.g., a few hours on a desktop PC) enabling the study of both individual folding trajectories and global landscape properties.
While promising, making good choices for each of the algo rithmic steps remains difficult. Machine learning approaches have been used to dynamically decide which approaches to take for generating samples and connecting them together. These approaches generally learn globally and can perform well in homogeneous spaces or partitioned spaces where each partition is homogeneous. Preliminary work applied connec tion learning to protein folding simulations [12] , but with no way to ensure a good partitioning of the landscape, the results were only comparable to methods with no learning involved.
We present Local Adaptive Neighbor Connection (ANC local) that localizes learning to within the vicinity of the current conformation being connected. When choosing a connection method (i.e., the neighbor selection method and local planner combination), we first dynamically determine a neighborhood around the conformation under consideration. Then, the performance history within this neighborhood is used to bias learning. Our method adapts both over time and to local regions without any prior knowledge about the methods involved. This approach has been successfully used in robotics [13] , and here we adapt it to protein folding.
We compare ANC-Iocal's performance to three distance based connection methods and to global learning over 23 proteins of varying secondary structure makeup with 52-114 residues. We examine both the time to build roadmaps and the resulting trajectory quality. No individual method is the best choice for all inputs. ANC-local generates better quality tra jectories in comparable time than the best connection method for each individual input and outperforms global learning.
II. PRELIMINARIES & RELATED WORK

A. Protein Model
Proteins are sequences of amino acids, or residues. We model the protein as a linkage where only the ¢ and 'VJ torsional angles are flexible, a standard modeling assump tion [26] . A potential energy function models the many interactions that affect the protein's behavior [21] . This function helps quantify how energetically feasible a given conformation is. In this work, we employ a coarse-grained potential function [2] . If the atoms are too close to each other (less than 2.4A in sampling and LoA in connecting), the conformation is unfeasible; otherwise, the energy is calculated by:
constraints where Kd is 100 kJ/mol, di is the length on the ith constraint, Eh p is the hydrophobic interaction, and do = de = 2A as in [21] . The coarse grain model has been shown to produce qualitatively similar results as all-atoms models faster [32] .
B. PRM fo r Protein Folding
The Probabilistic Roadmap Method (PRM) [18] is a robotics motion planning algorithm that first randomly samples robot (or protein) conformations, retains valid ones, and then con nects neighboring samples together with feasible motions (or transitions). To apply PRMs to proteins, the robot is replaced with a protein model and collision detection computations are replaced with potential energy calculations [2, 3, 8, 1] .
1) Sampling: Protein conformations, or samples, are ran domly generated with bias around the native state, the func tional and most energetically stable state. Samples are itera tively perturbed, starting from the native state, and retained if energetically feasible by the following probability:
where Emin is the energy of the open chain and Em ax is 2Emin. We use rigidity analysis to focus perturbations on flexible portions as detailed in [34] .
2) Connection: Once a set of samples is created, they must be connected together with feasible transitions to form a roadmap, or model of the folding landscape. Connecting all possible pairs of samples is computationally unfeasible, and it has been shown that only connecting the k-closest neighbors results in a roadmap of comparable quality [27] .
Given a pair of samples, we compute a transition between them by a straight-line interpolation of all the ¢ and 'VJ torsional angles. Straight-line local planning involves the fewest number of intermediates to check for validity and has been shown to be a sufficient measure of transition probability; i.e., it can accurately predict secondary structure formation order [2, 32] . We assign an edge weipht to reflect the energetic feasibility of the transition as 2:: 7:0 -log(Pi) where Pi is the probability to transit from intermediate conformation Ci to CHI based on their energy difference 6.Ei = E(CHd -E(Ci):
where k is the Boltzmann constant and T is the temperature. This allows the most energetically feasible paths to be ex tracted by standard shortest path algorithms.
3) Validation by Secondary Structure Formation Order:
Proteins are composed of secondary structure elements (i.e., a-helices and ,B-strands). Experimental methods, such as hy drogen exchange mass spectrometry and pulse labeling, can investigate protein folding by identifying which parts of the structure are most exposed or most protected [38] . From this data, one can infer the secondary structure formation order. In [2, 26 , 32] we compared the secondary structure forma tion order of folding pathways extracted from our maps to 62 experimental results [22] by clustering paths together if they have the same formation ordering. We return a stable roadmap when the distribution of secondary structure formation or derings along the folding pathways in the graph stabilizes, i.e., the percentage of pathways following a given ordering does not vary between successive graphs by more than 30%. As our roadmaps contain multiple pathways, we estimate the probability of a particular secondary structure formation order occurring by the percentage of roadmap pathways that contain that particular formation order. The roadmap corroborates experimental data when the dominant formation order (i.e., the one with the greatest percentage) is in agreement.
C. Candidate Neighbor Selection Methods
Recall that only neighboring (or nearby) samples are at tempted for connection because it is unfeasible to attempt all possible connections. Ty pically, conformations that are more similar are more energetically feasible to connect.
There have been a number of methods proposed for locating candidate neighbors for connection. The most common is the k-closest method which returns the k closest neighbors to a sample using a distance metric. This can be implemented in a brute force manner taking O( k log n )-time per node, totaling O( nk log n )-time for connection. A similar approach is the r closest method which returns all neighbors within a radius r of the node as determined by some distance metric.
Other methods use data structures to more efficiently com pute nearest neighbors. Metric Trees [35] organize the nodes in a spatial hierarchical manner by iteratively dividing the set into two equal subsets resulting in a tree with o (log n) depth. However, as the dataset dimensionality increases, their performance decreases [23] . KD-trees [4] extend the intuitive binary tree into a D-dimensional data structure which provides a good model for problems with high dimensionality. However, a separate data structure needs to be stored and updated.
Approximate neighbor finding methods address the running time issue by instead returning a set of approximate k-closest neighbors. These include spill trees [23] , MPNN [39] , and Distance-based Projection onto Euclidean Space [30] . These methods usually provide a bound on the approximation error.
In this paper, we work with proteins with a higher dimen sionality than approximate methods can handle. These proteins range from 52-114 residues (104 to 228 degrees of freedom), and it would be impractical to employ approximate methods to them. Note, however, that there is nothing inherent in our approach that precludes the use of approximate methods.
D. Distance Metrics
The distance metric plays an important role in determin ing the best connections to attempt. It is a function 0 that computes some "distance" between two conformations a = (al,a2, ... ,ad) and b = (bl,b2, ... ,bd), i.e., o(a,b) --+ JR, where d is the dimension of a conformations. A good distance metric generally predicts how likely it is that a pair of nodes can be successfully connected. Their success is dependent on the nature of the problem studied. We use the following set of distance metrics commonly used for motion planning:
Euclidean Distance Metric. The Euclidean distance metric captures the amount of physical movement (around the tor sional angles) that conformation a would undertake to move to a conformation b. This distance is computed by measuring the difference in the ¢ and 'ljJ angle pairs of the two conformations:
Cluster Rigidity Distance Metric. Rigidity analysis [17] computes which parts of a structure are rigid and flexible based on the constraints present. It may be used to define a rigidity map r, which marks residue pairs i,j if they are in the same rigid cluster. Rigidity maps provide a convenient way to define a rigidity distance metric, between two conformations a and b where n is the number of residues:
More details may be found in [34] .
Root Mean Square Distance Metric. The protein model has 6 atoms for each amino acid. Thus, a protein with n amino acids will have 6n atoms. Denoting the coordinates of these atoms as Xl to X6n, the root mean square distance (RMSD)
between conformations a and b is:
Least RMSD (lRMSD) is the minimum RMSD over all rigid body superpositions of a and b.
E. Adaptive Neighbor Connection (ANC-global)
Prior work [11] adaptively selects the appropriate connec tion method to use over time. As the roadmap is built, it records the performance of several connection methods and with this history, decides which to employ by maintaining a selection probability for each.
The main weakness is that it bases its decisions on the performance of connection methods over the entire landscape. This is problematic in protein landscapes that are naturally heterogeneous. Therefore, to obtain better results, it became necessary to first partition the space into smaller (and hope fully homogeneous) regions [11] . This puts greater burden on the user, particularly as the dimensionality of the problem increases. While ANC-global was applied to proteins, its performance was limited and so a local learning approach is needed.
III. THE LOCAL LEARNING ApPROACH
We apply Local Adaptive Neighbor Connection (ANC-local) to protein folding. It localizes learning to within the vicinity of the current conformation being connected. When choosing a connection method, the current conformation's neighborhood 63 is dynamically determined. This neighborhood is defined as the set of nearest neighbors given by some distance metric.
We use the performance history of only those connection attempts within this neighborhood to bias learning. Thus, our method adapts both spatially and temporarily, and no prior knowledge about the connection method involved is needed. This approach has been introduced for robotic motion planning [l3], and here we adapt it to simulate the folding process.
For proteins, we measure performance as a function of the edge weights in the roadmap and the time needed to construct a stable roadmap. We want to balance both compute time and trajectory quality where quality may be inferred from the edge weights (i.e., their energetic feasiblity). Performance is measured only from the dynamically determined neighborhood so learning is continuous and localized.
A. Example Figure 1 shows an example energy landscape and roadmap. The roadmap is constructed with two candidate connection methods: CMA (yellow/light) and CMB (blue/dark). Overall, the most successful connection method is CMA (with more yellowllight edges). However, in the left region of the land scape, CMB is much more successful. When connecting node q (in green) to the roadmap, it is important to take locality into account. A global learning method, such as ANC-global, would select CMA to connect q, but this would be a poor choice. A local learning method, such as ANC-local, would instead choose Cl\ifB to connect q because CMB is more successful there. . We initialize all the methods M to the uniform probability and determine the local learning region as defined by the set of nearest neighbors using N Flocal in D, where D is a tuple containing the connection method, reward, and cost. For each determined neighbor, we update the probability using the UpdateProbability function in Algorithm 2 and make a connection based on the chosen connection method cm. 2: w +-Update weight using reward and em in Eq. 10 3: P* +-Calculate without cost using w in Eq. 7 4: P +-Calculate using P*, em and cost in Eq. 11 5: return P
The UpdateProbabiIty function (Algorithm 2) is used to continually calculate and update the probabilities of the con nection methods. This is where performance is monitored and reinforcement learning takes place. Potential energy computations take up a large portion of the total computation time and thus are a good measure of cost. Here, we calculate the cost as the number of potential energy calls incurred by the connection method.
ANC-Iocal maintains a weight for each connection method similar to Hybrid PRM [15] but reconstructed to handle potential energy calculations. These weights keep track of the past performance of each connection method. ANC-Iocal initializes each weight Wi to 1. Based on the weights, ANC local computes in a step-wise manner a probability pi for emi without considering the cost:
where Wi (t) is the weight of emi in step t, t is the current connection attempts made, and , is a fixed constant. The probability pi is a weighted sum of the relative weight of emi and the uniform distribution. This ensures that each connection method has some chance of being selected. Let Xi be the reward for the emi that was selected:
where Yi(t) = current edge weight, minYi(t) = minimum edge weight recorded during the current step, maxYi (t) = maximum edge weight recorded during the current step, and a = a constant value used to normalize the reward. All other rewards for that time step are O. The reward is thus a function of the edge quality (weight) and the local planner's success.
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To update the weights, we first take into account an adjusted reward that is not dependent on the cost accrued: X; = x;jp ; ,i = 1,2, ... m.
(9)
Then we update the weights for all the connection methods:
The new weight is the current weight multiplied by a factor that depends on the reward received. The exponential factors enable the weights to adapt quickly.
We now include the cost in the selection probability:
p ;
,", p ;
where ei is the average cost of attempting to connect i.
IV. EXPERIMENTAL RESULTS
(11)
In this section, we investigate the performance of ANC-Iocal (local learning), ANC-global (global learning), and individual connection methods to model the folding landscape of 23 proteins. Individual connection methods are k-closest neighbor selection using either Cluster, Euclidean, or IRMSD distance metric (see Section II-D). ANC-global and ANC-Iocal use these methods as their learning set.
We first establish each method's ability (individual connec tion methods, global learning, and local learning) to validate against experimental data when available. We next examine the quality of the resulting folding pathways and the time required by each individual method. We also look at the cummulative performance of these metrics and show how ANC-Iocal's learning decisions corroborate with the individual connection method performance outside of the learning framework. In addition, we compare ANC-Iocal's local learning performance against ANC-global's global learning approach.
A. Experimental Setup
We study 23 proteins (see Table I ) with 52-114 residues. This set contains a, (3, and mixed proteins that were also studied by [10] and have experimentally determined secondary structure formation orders [24] . The protein structures were obtained from the Protein Data Bank [5] .
For all experiments, we generate conformations using it erative sampling based on rigidity analysis [34] . For all connection methods, we use a straight line local planner and attempt to connect to the 20 nearest neighbors. For ANC local, we set N Flocal to be the 40 nearest neighbors based on Euclidean distance. This resulted in the best performance in preliminary experiments. We stop construction once we have a stable roadmap (see Section II-B3).
Metrics are computed as follows:
• Secondary Structure Formation Order: We compare, when available, the secondary structure formation order predicted by each method to experimental data. See Section II-A for details. • Pathway Quality: We define folding pathway quality as the weight of each edge (i.e., its energetic feasibility) multiplied by the dominance of that edge (i.e., the number of folding pathways that traverse it). This metric is important because it identifies how many edges with low energies are present and how frequently they are used.
B. Results and Discussion
We first establish each method's ability (or not) to produce folding trajectories that agree with available experimental data. We then compare the quality of each method's roadmaps and the time to construct them. 1) Validation by Secondary Structure Formation Order: Table II summarizes the comparison of each method's domi nant secondary structure formation order. (Entries are ordered as appears in Table I by protein length.) Only the learning methods (ANC-global and ANC-Iocal) produced the same dominant formation order as experiment for all proteins with available data. Individual methods were unable to reproduce the ordering from experimental data for 2ABD. Thus, in some cases learning is required for correctness.
When experimental data was not available, all methods produced the same ordering for 9 proteins and different orderings for 2 proteins (2SPZ and 1BUJ). Upon examination of the 2 proteins that methods disagree on, we find that ANC local, ANC-global, and Cluster are always in agreement and Euclidean and lRMSD are always in agreement. Additionally, disagreements only occur at the end of the pathway; all methods agree on the order of the first elements to form. Specifically, all methods find that the central a-helix forms first in 2SPZ and disagree on the relative ordering of the two terminal a-helices. Similarly, all methods find that ,B-strands 6, 5, 4, 3, 2 form first (and in that order) and disagree on the relative ordering of the three a-helices and the remaining ,B-strand for 1BUJ.
2) Quality vs. Time: Figure 2(a) shows the resulting folding pathway quality of each connection method, ANC-global, and ANC-local. Entries are ordered by ANC-local performance (and not by protein length). Recall that the aim is to generate pathways with low weight/energy. Only looking at individual connection method performance, we first see that no single connection method performs the best across all proteins: Cluster is the best choice for 7 proteins, Euclidean for 11 proteins, and lRMSD for 5 proteins. In addition, there is no correlation between individual connection method perfor mance and secondary structure makeup or size. Thus, there is a clear need for learning. It is not surprising then that learning methods outperform the best individual connection methods much of the time: ANC-global (pink bars) produces lower weighted pathways than Cluster, Euclidean, and IRMSD for 11 of the 23 proteins, and ANC-local (blue bars) for 19 of the 23 proteins. Notice, however, that the type of learning is important. ANC-local with its local learning is much more successful than ANC global with its global approach. ANC-global outperforms ANC-local for only 1 protein in the set (2ADR) and even then the performance is only marginally better while ANC local outperforms ANC-global by a large margin for many of the proteins. In fact, ANC-local is the best approach for 18 out of the 23 proteins studied. Note that the best performing method in the other 5 proteins is not the same (many of them are at the far right of Figure 2 (a»: IRMSD produces lower weight pathways for 3 proteins (2KRS, 2ABD, and 1JWE), Euclidean for 1 (2CRO), and ANC-global for 1 (2ADR).
Additionally, in 17 of the 18 proteins where ANC-local produces the best quality, it produces significantly better quality than the other methods for 12 of the 18. We see an improvement of ANC-Iocal over ANC-global in terms of quality for 20 of the 23 proteins studied. Of the 3 remaining proteins (2ADR, 2CRO, 2KRS) where ANC-global performs better, ANC-Iocal performance is comparable. Figure 2 (b) provides the time needed to build stable roadmaps for each method, ordered by protein length. ANC local is the fastest for 6 of the proteins and the second fastest for 6, with 3 of those incurring less than 10% overhead. Thus, ANC-Iocal performs as well as or better than the best performing method for 12 out of 23 proteins (52% of the time), while ANC-global performs best for only 3. Just as with quality, the best performing individual connection method varies between proteins: Euclidean is fastest for 11 proteins, Cluster for 2, and IRMSD for 1. Euclidean is most often the fastest method but is the best method in terms of quality for only 1 protein.
Finally, we look at each method's the cumulative perfor mance. Figure 3 shows the ordered ranking of each connection method, ANC-global, and ANC-Iocal across all 23 proteins. For each protein, we assign a rank from 1 to 5 (with 5 being the best) to each method for quality and time. The cumulative performance for each method is the average of these rankings. ANC-Iocal performs better than the other connection meth ods across the entire protein set in terms of quality and second best in terms of time. IRMSD, as expected, is the slowest. While ANC-Iocal is not the fastest overall (Euclidean is), it does produce the best quality. ANC-Iocal is the only method that is able to adapt locally to varying energy landscapes and thus yields higher quality roadmaps. ANC-global is the second best in terms of quality but third in terms of time. ANC-Iocal outperforms ANC-global.
3) Inspection of ANC-local Learning Choices: Figure 4 shows the percentage at which ANC-Iocal used each individual connection method in constructing stable roadmaps for each protein. Entries are ordered by Euclidean usage as it is most often selected across the entire set.
For many proteins, ANC-Iocal favored a single connection method, but for some (106X, lTCP -NUGl), it favored 2 connection methods, and for 2 proteins (2PTL and lR69), it selected equally among all connection methods. When it did favor a subset of the connection methods, it selected the best individual method in both time and quality for 9 proteins, the best individual method in time only for 4 proteins, and the best individual method in quality only for 3 proteins. 
V. CONCLUSION
In this work, we present ANC-Iocal, an algorithm that uses local learning to select appropriate connection methods in the context of PRM roadmap construction for protein folding. Our method monitors the performance and cost of various methods within the local neighborhood of the connecting conformation and adjusts their selection probabilities accordingly.
We have demonstrated a clear need for learning (i.e., ANC global and ANC-Iocal were the only methods to validate against all available experimental data) and showed that local learning is superior to global learning (i.e., ANC-Iocal out performed all other methods in terms of quality for 18 out of 23 proteins and was either the fastest or second fastest for 12 of the proteins). In many cases, ANC-Iocal produces signif icantly higher quality results than the other methods. ANC local removes the burden of deciding which method to use, leverages the strengths of the individual input methods, and it is extendable to include other future connection methods. 
