1. Introduction. The subject of this note is the asymptotic solution, for large absolute values of a complex parameter X, of the differential equation of the type d2w dw (I) (z -zo)' --+ X(z -Zo)'/2Pi(3, X) -+ \2P2(z, \)w = 0, öz2 dz with v -2 a positive real constant. The complex variable z is to be confined to a bounded neighborhood of the irregular singular point Zo. The analogous problem for a class of wth order differential equations, containing (1) for integral ^5:6, has been discussed by Hurd [2] . His analysis is somewhat complicated, and it appears that a clearer and more direct investigation of the asymptotic solutions of (1) than is attainable by the methods applied in [2] is possible. This is accomplished largely by adapting the formal structure of the analysis [3] used in the discussion of (1) for v = 2.
The case v>2 discussed here resembles, in some respects, that when v<2. In order to contrast the case v<2 with the present one, we first outline the nature of our results.
Suitable changes of the variables in (1) reduce it to the form (2) Liu) =0, L = d2/dx2 -X2Q(x, X).
By way of hypothesis it is to be assumed that the function x"Q(x, X) is single-valued and analytic in x throughout a bounded region R containing the origin and in X at infinity. The important restriction is made that x"Qix, 00) is nonzero in R with X chosen so that x'Q(x, oo)|I=o = l-A further hypothesis upon R is stated in §3.
Let n be any non-negative integer. It will be shown that a function £(x, X) may be defined and a pair of polynomials in 1/X, A a+j(x) (3) ¿t-íaUÍ-E--1» determined such that the expressions (4) y±n(x, X) = e^A±n(x, X) approximate solutions of (2) with an error of e±£0(X-n_1).2 The functions a±j(x) are determined by means of a simple algorithm so that the results given here are more explicit than those of [2] . This algorithm is essentially the same as that used by Birkhoff in 1908 [l ] in the treatment of (1) for v = 0. The decisive difference is in the choice of £(x, X). Moreover, if one were to determine the asymptotic representations of the solutions of (2) in accordance with the procedures developed by Birkhoff [l] and Langer [4] , among others, forv<2 or by the analysis referred to in [3] , the remainder terms multiplying e±l would not remain bounded as z^>z0. As is the case when v = 0 or 2, the asymptotic forms given here are made up of elementary functions. As is not the case when v = 0 or 2 but as is the case in general when v<2, the Stokes' phenomenon appears; that is, no solution is asymptotic to one of the expressions y±n(x, X) everywhere in R. Previously, asymptotic forms approximating solutions of (2) to terms of order e±£0(X~"_1) where n is any non-negative integer have been found only for v= -2, -1, 0, 1, 2. In this respect the theory to be given for v>2 is more complete than that known for v<2. But the fact that z0 is an irregular singular point of (2) has prevented the author from obtaining connection formulas for the solutions. Such formulas are known if v<2 and are not necessary if v = 0 or 2. The problem of finding connection formulas in X for fixed z has remained unsolved in all cases. «(*. X) = 2 is chosen so that Ka(x) = 1. We now define £(x, X) to be any primitive of (7) i'(x, X) = Hx, \)<pix). 
E2,*: (2* -1)» ^ arg (£) g (2* + l)r.
The boundaries of the images of these regions upon Rx are, of course, dependent upon the parameter X. If the constant v is rational, the surfaces Rx and R% may be of finite order; and in this case, only a finite number of the regions By,» will be distinct. On the other hand, if v is irrational, the regions Ey,* are distinct for all allowed j and k. A curve joining a point of Sy,* to the point at infinity as approached along the ray arg (£) = (2k -j + 2)ir and along which ■&.(£) is monotonie will be called a T-curve. The image of such a curve upon Rx will be called a y-curve. The final assumption to be made upon the character of the region R may now be stated. We assume that for the value of X under consideration and for each integer k all points of S/,*, j = 1 or 2, may be connected to £= » by T-curves chosen so that I C I I dx < N, when £(x, X) is in H/,t.
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We note that inasmuch as £ is dependent upon X, a single region R may not satisfy the above hypothesis for all X with |X| >N. The function k(x, X) has been so chosen that it is possible to determine the a±j(x) to be bounded functions by equating the first n + l terms of the series in descending powers of X for H±"(x, X) to zero. These terms vanish provided that the a's satisfy the following differential equations ± 2<?x4" + (0o ± *')a±o = 0, The linear independence of y+n(x, X) and y_n(x, X) can now be established.
The Wronskian of these functions will be denoted W(x, X), and it is easily seen from (4) In these and subsequent formulas the upper sign is to be used when j = \, the lower sign when_;' = 2. As indicated the path of integration is to be a y-curve.
With the aid of the abbreviations The functions ß(x, X)/<p(x) and Z±n(x, X) are bounded on Rx so that the kernel Kj(x, t, X) is a bounded function aside from the exponential factor. The 7-curves have been so chosen that this exponential is bounded along a 7-curve. Thus Kj(x, t, X) is bounded for £ in Ey,*. Equation (13) The functions £(x, X), -4±"(x, X), and <£(x) and the region S,-,* are described by the several formulas (3), (5), (7), (8), and (9). Since the regions Si,* and Si,*-i cover the region H2,*, the theorem determines a pair of linearly independent solutions of (2) for each x^O in Rx.
