We introduce a new type of KDD patterns called emerging substrings. In a sequence database, an emerging substring (ES) of a data class is a substring which occurs more frequently in that class rather than in other classes. ESs are important to sequence classification as they capture significant contrasts between data classes and provide insights for the construction of sequence classifiers. We propose a suffix tree-based framework for mining ESs, and study the effectiveness of applying one or more pruning techniques in different stages of our ES mining algorithm. Experimental results show that if the target class is of a small population with respect to the whole database, which is the normal scenario in single-class ES mining, most of the pruning techniques would achieve considerable performance gain.
Introduction
More and more companies do business on a global sense in a multitude of languages. They would like to quickly identify the language in e-mails so that potential customers' enquires can be quickly directed to members of staff who are literate on the language. A written word can be viewed as a sequence of characters. Due to the different building blocks and rules used by the languages, some consecutive sub-elements, or substrings, of these sequences may only be present or tend to be more easily found in one particular language. Identifying these substrings is advantageous since it does not only allow us to distinguish one language from another, but also provides a good indicator of the language, or class, to which a given word belongs [5] .
In this paper we discuss the idea of emerging substrings for KDD [10] and propose efficient algorithms for extracting them. Given a sequence database that is partitioned into a number of data classes, an emerging substring (ES) of a target class is a substring which occurs more frequently in that class rather than in the others. To be a significant representative of a class, the support of an ES in that class must * This work is supported by HK RGC under the grant HKU 7040/02E. also reach a specified threshold. ESs are important to sequence classification owing to their intrinsic ability to capture significant contrasts between classes of sequences, and their potential usefulness for providing knowledge for the construction of sequence classifiers.
Jumping emerging substrings (JESs) is a specialization of emerging substrings -JESs are substrings which can only be found in one class. They capture sharper changes between data classes but they are more vulnerable to noise.
Besides language identification, the idea of ESs can also be applied to many everyday life applications. For example, the order of products purchased by customers helps marketing executives identify customer needs and set up marketing strategies [4] . Identifying frequent sequences of note duration [21] in MIDI tracks helps distinguish melody tracks from non-melody ones [18, 20] . Knowing the associations between illnesses and repeated occurrences of certain genes eases the discovery of the origins of illnesses [17] .
The most straightforward approach of mining ESs is to enumerate all possible substrings in the database and count their occurrences in each class. However, a huge sequence database could contain millions of sequences and the number of substrings in a sequence increases quadratically with the sequence length. For example, GenBank [3] had 15 million sequences in 2001 and a typical human genome has 3 billion characters. The mentioned approach is apparently impractical as it is computationally too expensive. Cleverer algorithms which can generate distinct ES candidates and filter out some of them efficiently are therefore needed.
We propose to use a suffix tree-based framework for mining ESs. A merged suffix tree is used to concisely store all distinct substrings contained within a sequence database. This candidate generation approach can uniquely represent substrings and maintain their support counts in each class.
A sequence database often contains two or more data classes. In this paper we place our emphasis on the problem of single-class ES mining, i.e., to mine ESs belonging to one distinct class of the database, and study the effectiveness of applying various pruning techniques in different stages of our ES mining algorithm.
The rest of this paper is organized as follows. In Section 2, we introduce ESs and formally define the ES mining problem. In Section 3, we review some related work. In Section 4, we introduce the ideas of suffix trees and their merged variants. In Section 5, we describe our ES mining algorithms and pruning techniques in details. In Section 6, we present our experimental setup, results and evaluation. Finally, we give some concluding remarks in Section 7.
Problem definition
In this section we will explain some notations used throughout this paper. We will also define ES and JES, and give a formal statement of the ES mining problem.
Basic definitions
Let Σ = {a 1 , a 2 , . . . , a m } be the set of all symbols. A sequence is a non-empty string with finite length over Σ. The length of a sequence is the number of symbols contained in it. Given a length-k string s = s 1 , s 2 , . . . , s k and a length-l sequence T = t 1 , t 2 , . . . , t l , we say that s is a
Furthermore, if the equality holds when i = 1, s is a prefix of T . If the equality holds when i = l − k + 1, s is a suffix of T .
In a training sequence database D, each sequence T i has exactly one class label C Ti . Let C = {C j : j = 1 . . . m} be the set of all class labels. For any sequence T not belonging to class C k , we say T belongs to C k . A database D with m distinct class labels can be partitioned into m disjoint datasets, such that each dataset contains sequences sharing the same class label. These datasets are represented as
The support count and support of a non-empty string s in a dataset D k , denoted as count D k (s) and supp D k (s), respectively, are defined as:
The growth rate of a non-empty string s from a dataset D i to a dataset D j (where i = j) is a measurement of the change in support between the datasets, which is defined as: 
ES and JES
Given a support threshold ρ s ∈ [0, 1] and a growth rate threshold ρ g ∈ (1, +∞), a non-empty string s is a ρ gemerging substring (ρ g -ES), or simply an emerging substring (ES) if ρ g is understood, of a class C k if these hold: support condition:
A jumping emerging substring (JES) of a class C k is a string s that can be found in D k . That is, supp D k (s) = 0 and supp D k (s) > 0. Using our notation, a JES is an ∞-ES. An ES with finite growth rate is called a non-jumping ES.
The ES mining problem
Given a sequence database D, the set C of all class labels associated with D, a support threshold ρ s and a growth rate threshold ρ g , the ES mining problem is to discover the set of all ρ g -ESs present in D j for each class C j ∈ C.
The focus of our study is on the single-class ES mining problem. The definition of this sub-problem is same as above, except that a target class C k ∈ C has to be specified and our goal is to discover the set of all ρ g -ESs present in D k ⊂ D. C k is referred to as the opponent class.
Related work
Our work on emerging substrings (ESs) is motivated by the concept of emerging patterns (EPs) [7] , which were proposed to capture useful contrasts between data classes, and emerging trends in timestamped databases. Loosely speaking, an itemset is an EP if its support increases significantly from one dataset to another. The authors are convinced that EPs with low to medium supports, such as 1 − 20%, give new insights to domain experts in many applications. However, the efficient mining of EPs with low supports is a challenging problem since (i) the Apriori property [1] no longer holds for EPs, and (ii) there are often too many EP candidates. Naive algorithms are thus too costly.
Borders [7] were proposed to concisely describe frequent itemsets. Max-Miner [2] is used to efficiently discover the border of the collection S of all frequent itemsets, for each dataset. The resultant borders are manipulated by the border-based algorithm MBD-LLBORDER (with subroutine BORDER-DIFF) to mine EPs. The use of borders has eliminated the need of enumerating the elements of S and provided a succinct way of storing the discovered EPs. Several variants of EPs have been introduced, with JEPs [8] (i.e., EPs with infinite growth rate) being most important. Other variants of EPs include strong EPs [11] and MEJEPs [13] . EPs have been used to build powerful classifiers, which are reported to outperform C4.5 [16] and CBA [14] , on many datasets. CAEP [9] is the first proposed EP-based classifier. It adopts an eager learning approach and uses the combined power of a set of EPs to make a classification decision. JEP-C [13] and DeEPs [12] are also important members in the family of EP classifiers.
Emerging substrings (ESs) in sequence databases are analogous with EPs in itemset databases. As in the case of EPs, the Apriori property does not hold for ESs either. However, techniques for extracting EPs cannot be easily modified to extract ESs. The efficient mining of ESs is a bigger challenge which demands dedicated solutions.
We introduce a suffix tree-based framework for ES mining. Under this model, we only have to consider the suffixes, rather than substrings, of each sequence. A length-n sequence has n distinct suffixes and O(n 2 ) substrings. Manipulating suffixes has a clear computational edge over manipulating substrings. On the other hand, due to the gigantic number of substrings (many being redundant) involved in a sequence, it is infeasible to compute the similarity of sequences at classification time. Hence the eager learning approach seems to be a better solution than its lazy-learning counterpart. This leads us to research on the problem of efficient mining of ESs from a given training database.
Merged suffix trees
Before presenting our ES mining algorithms, let us describe the suffix tree and merged suffix tree structures.
Suffix trees
A suffix tree of a sequence ω is a level-compressed dictionary trie of all suffixes in ω. Each undirected edge and each node in a suffix tree is associated with a substring of the sequence. Given a node X, if we traverse the tree from the root to X and concatenate all the substrings that are represented by the edges on the traversal path, we obtain its associated substring (denoted as S X ).
Every substring of a sequence ω can be extracted by a partial tree walk. In fact, one can imagine adding several nodes along an edge such that each newly formed edge corresponds to a single symbol. In our discussion it is useful to consider these extra nodes. Since these nodes do not exist explicitly in the suffix tree, we call them implicit nodes.
A left-closed right-open range [i start , i end ) is used to represent a substring of ω, where i start and i end are indices to ω. ω[i start , i end ) denotes the substring in ω starting at position i start and ending before position i end . Although a length-n sequence has O(n 2 ) substrings, its suffix tree can be stored in O(n) space and traversed in O(n) time. Hence, the sequence's unique substrings can be stored and extracted in a compact and efficient manner. There are standard algorithms for constructing suffix trees. Interested readers are referred to [15, 19] .
Merging suffix trees
As described above, substrings in a sequence can be uniquely represented by a suffix tree. Extending this idea a little bit, we can uniquely store all substrings present in a dataset D by making use of a merged suffix tree, MT (D).
Our implementation of a merged suffix tree is similar to a suffix tree except that each node is associated with support counters, which record the number of occurrences of the node's associated substring in different classes. In singleclass ES mining, we are only interested in discovering ESs from a target class C k . Thus, only two sets of counters will be necessary: one (i.e., c 1 ) for the support counts in D k , and the other (i.e., c 2 ) for the support counts in D k .
The symbols associated with an edge are denoted as a pair of indices [i start , i end ) to a vector S, which is the concatenation of all the sequences in the dataset, D. If the set E of substrings associating with a node Y are ESs, they are represented collectively by three indices to S, indicated as i 0 , i start , i end , where i 0 is the common starting position of these substrings in S, i start and i end are indices representing the incoming edge of Y . All the ESs in E share the same support counters and growth rate.
There are various ways of building a merged tree. Among them are the depth-first and breadth-first approaches of merging individual suffix trees.
ES mining algorithms
In this section we give our algorithms for mining emerging substrings. After presenting a BASELINE algorithm, we will describe three basic pruning techniques which aim at boosting its performance. We will then explore the possibility of combining the power of these techniques.
The BASELINE algorithm
Our BASELINE algorithm extracts the ESs of a target class C k from a dataset D in three phases:
Initially, MT (D k ) only contains the root node which has counter values (c 1 , c 2 ) = (0, 0). For each sequence ω i ∈ D k , we add each of its |ω i | non-empty suffixes to MT (D k ) by path matching -we match the symbols in a suffix s j with the symbols represented in the edges of the tree, starting from the root until either the whole suffix is matched [case 1], a leaf node is met [case 2], or a mismatch occurs [case 3]. During the traversal, we give an increment of one to the c 1 counter of each visited node unless it has previously been traversed by another suffix of ω i .
In case 1 [s j is fully matched], if s j is identical to the substring represented by an implicit node I, we explicitize I, duplicate the counter values of I's (explicit) child node C for it, and increase the value of I's c 1 counter by one.
In case 2 [s j has not been fully matched and a leaf node L is met], S L is a proper prefix of s j . We give L a new child node N (with counter values (1, 0) ), and associate edge LN with the unmatched part of s j .
In case 3 [a mismatch occurs], if the node (say, node Y ) associated with the longest prefix of s j being matched is implicit, we explicitize Y , duplicate the counter values of Y 's child node C for it, and increase the value of Y 's c 1 counter by one. No matter Y is implicit or explicit, we give Y a new child node N (with counter values (1, 0)), and associate edge Y N with the unmatched part of s j .
Note that in case 1, we do not explicitize node I if its child node C has previously been visited by another suffix of ω i (to avoid repeated contribution of a sequence to the same counter). Similarly, in case 3, we do not increase the value of node Y 's c 1 counter if the same situation arises..
Each explicit node X in a merged tree can be thought of as relating not only to the substring associated with it, but also to those substrings associated with the implicit nodes present in the edge connecting it to its parent, as all these substrings share the support counters of X. We call these substrings the related substrings of node X. MT (D k ) now contains all the unique substrings present in dataset D k , with support counters with respect to D k maintained.
2. Update Phase (U-Phase): MT (D k ) is updated with all the sequences of the opponent class, C k . The resultant tree is denoted as MT (D k ).
We define the update of a tree as "update the support counters of the substrings in the tree". This implies we will not introduce any substring which can only be found in D k into the tree. Unlike tree construction, we update MT (D k ) by updating the value of the c 2 counters (not c 1 ), and we do not add the child node N to the tree in cases 2 and 3 described previously. The resultant tree, MT (D k ), contains all the unique substrings present in dataset D k , with support counters with respect to both datasets D k and D k maintained.
eXtraction Phase (X-Phase):
All ESs of C k are extracted in a pre-order tree traversal on MT (D k ).
Recall that an ES of class C k must have its support in D k at least equal to the support threshold (ρ s ) and growth rate (from D k to D k ) at least equal to the growth rate threshold (ρ g ). In this phase, we traverse MT (D k ) in a pre-order manner. At each node X, we check its counter values to determine whether its related substrings satisfy both the support condition (i.e., supp D k (S X ) = (c 1 /|D k |) ≥ ρ s ) and the growth rate condition (i.e., (c 1 /|D k |)/(c 2 /|D k |) ≥ ρ g ).
As a sequence containing a substring µ also contains any prefix of µ, the value of any support counter of a node must be at least equal to the corresponding value of any child node of it. Thus, if the substrings related to a node X are infrequent in D k , all the substrings related to any child of X will also be the same and we can ignore the subtree rooted at X. With the merged tree structure, all ESs of C k are mined in a complete or partial tree walk on MT (D k ).
In short, we summarize the BASELINE algorithm as comprising the C-U -X-Phases.
With support threshold pruning
In the BASELINE algorithm, the c 2 counter of each substring α in MT (D k ) would be updated in the U -Phase as long as it is contained in some sequence in D k . If α is infrequent with respect to D k , it will not be qualified to be an ES of C k and all its descendent nodes will not even be visited in the X-Phase. This inspires us to consider adding a ρ s -Pruning Phase, in which we prune all infrequent substrings (with respect to D k ) in the merged tree right after it has been constructed. In this way, we can save some efforts and time on updating the counters of some nodes and explicitizing others, that are associated with substrings infrequent in D k . ρ s -Pruning Phase (P s -Phase): All substrings being infrequent in D k are pruned from MT (D k ) in a pre-order traversal on the tree. We denote the resultant tree by MT s (D k ) which becomes the input to the U -Phase.
We name the algorithm that comprises the C-P s -U -X-Phases as the s-PRUNING algorithm.
With growth rate threshold pruning
In the U -Phase of the BASELINE algorithm, as more and more sequences in D k are added to MT (D k ), the value of the c 2 counter of a node in the tree would get larger and larger. This implies that the support of the node's related substrings in D k is monotonically increasing, and thus the ratio of the support of the substrings in D k to that in D k is monotonically decreasing. At some point this ratio may become less than the growth rate threshold, ρ g . When this happens, we know that the substrings have actually lost their candidature for being ESs in C k . This makes us consider pruning the substrings in MT (D k ) as soon as they are found to be failing the growth rate requirement. By doing so, we can reduce the size of the tree and speed up tree update. The idea of the ρ g -Update Phase is described below. ρ g -Update Phase (U g -Phase): MT (D k ) is updated with all the sequences of the opponent class, C k . Substrings which fail to satisfy the growth rate condition are pruned from the tree. We denote the resultant tree by MT (D k ).
We name the algorithm that comprises the C-U g -X-Phases as the g-PRUNING algorithm.
With length threshold pruning
Longer substrings often have lower support and are less likely to fulfill the support condition for ESs. Instead of appending them to the tree in the C-Phase and subsequently pruning them (in s-PRUNING), we can restrict the number of ES candidates by limiting the length of the substrings to be added. We introduce the ρ l -Construction Phase, in which we only match length-limited suffixes against the tree. The size of MT (D k ) built in the C l -Phase is smaller than that built in the C-Phase. However, ES loss may be resulted. ρ l -Construction Phase (C l -Phase): A merged tree MT (D k ) is built from all the length-limited suffixes of the sequences of the target class, C k . For each suffix s j , only the first min(|s j |, ρ l ) symbols will be considered.
We name the algorithm that comprises the C l -U -X-Phases as the l-PRUNING algorithm.
Combining the power of the pruning techniques
The essence of the three pruning algorithms lie respectively on their earlier use of ρ s (from the X-Phase to the new P s -Phase) to prune infrequent substrings in D k , earlier use of ρ g (from the X-Phase to the U g -Phase) to prune substrings with low growth rate, and addition of ρ l in the C l -Phase to prune the relatively longer substrings in D k . These techniques can be coupled together easily as they are applied in different phases. Hence, four variants of pruning algorithms are resulted: sg-PRUNING combines s-PRUNING with g-PRUNING; ls-PRUNING combines l-PRUNING with s-PRUNING; lg-PRUNING combines l-PRUNING with g-PRUNING; and lsg-PRUNING combines l-PRUNING with s-PRUNING and g-PRUNING. We will explore the effects of all these combined techniques in the next section.
Performance evaluation
We performed a number of experiments comparing the performance of our ES mining algorithms. Our goal was to assess the effectiveness of each pruning technique, as well as the combined applications of two or all of them.
We used "CI3" [21] as our test database. Each CI3 sequence consists of an ordered list of numbers denoting the interval sizes between consecutive notes in a musical track. From 750 MIDI files, we manually extracted melody and non-melody tracks and converted them into CI3 sequences for ES mining. 843 melody and 6,742 non-melody sequences were yielded. The average sequence lengths for melody and non-melody are 331.0 and 274.9, respectively, and their maximum lengths are 1,085 and 2,891, respectively. Melody (the minority class) was the target class and non-melody was the opponent class. Our task was to effi- ciently discover the ESs of the target class that satisfy both the support threshold, ρ s , and the growth rate threshold, ρ g .
In our experiments, we used different values of ρ s and ρ g . Let us first take a look at the number of ESs with different combinations of values of the thresholds. Table 1 and Table 2 show the number of non-jumping ESs and JESs, respectively. Observe that the number of non-jumping ESs decreases when the value of either ρ s or ρ g increases, while the number of JESs decreases when the value of ρ s increases. min count in Table 2 denotes the minimum number of occurrences for a substring to be frequent in the melody dataset. It is worth noting that when ρ s = 0.1%, a substring is frequent as long as it exists in the melody dataset since min count = 843 × 0.1% = 1. This accounts for the enormous number of ESs when ρ s attains this value. Table 3 states the size (number of nodes) of the merged tree after different phases of various algorithms. It gives an overview of the relative tree sizes and extent of substring pruning resulted from the algorithms. We will relate the performance of the algorithms to their ability to remove ES candidates from the merged tree. Table 3 . Number of nodes in the merged tree after different phases Figure 1 shows the runtimes of the BASELINE algorithm. For each value of ρ s , the mining time decreases slightly with an increase in the value of ρ g , due to the reduction in the number of ESs and hence the time spent in extracting ESs in the X-Phase. The difference is very small since most of the mining time is spent in the C-Phase (13 − 14%) and the U -Phase (74 − 85%). When ρ s = 0.1%, the runtime for ρ g = ∞ is much less than those with other values of ρ g , as it only has to mine JESs while the latter have to extract around ten million non-jumping ESs. 
Performance of the BASELINE algorithm

Figure 1. Runtimes of the BASELINE algorithm
For each value of ρ g , the mining time decreases by a clear margin when the value of ρ s is raised from 0.1%, and decreases mildly when the value of ρ s increases further. This is due to the drop in the number of ESs from the order of millions when ρ s = 0.1% to the order of thousands (for non-jumping ESs) or tens (for JESs) when ρ s ≥ 0.5%. Figure 2 gives the runtimes of the s-PRUNING algorithm. For comparison, the curve for the BASELINE algorithm when ρ g = 2 is also shown. The runtime of this algorithm is much shorter than the corresponding runtime of the BASE-LINE algorithm, except when ρ s = 0.1%. 
Performance of the s-PRUNING algorithm
Figure 2. Runtimes of the s-PRUNING algorithm
The s-PRUNING algorithm aims to reduce the mining time by shrinking the tree size via the removal of infrequent substrings in the P s -Phase, and thus spending less time on tree update. When ρ s = 0.1%, no substrings in MT (D k ) are infrequent with respect to D k , hence no nodes can be removed. Besides, the algorithm suffers the cost (0.64 secs) of performing a complete tree walk on MT (D k ) in the P s -Phase, leading to a mild increase in the overall runtime.
However, the algorithm meets its objectives when ρ s ≥ 0.5%. A large proportion (e.g., 97.4% for ρ s = 1.0%, as seen in Table 3 ) of nodes can be discarded in the P s -Phase, and the U -Phase is speeded up to a large extent (by 39 − 52%). As the U -Phase is the most time-consuming phase, the total mining time is cut accordingly (by 33 − 44%). The greater the value of ρ s , the greater the speedup. Similar to the BASELINE algorithm, the value of ρ g almost does not affect the runtime of the s-PRUNING algorithm. Figure 3 gives the runtimes of the g-PRUNING algorithm for different values of ρ s and ρ g . This algorithm is slightly slower than the BASELINE case, except when ρ g = ∞. 
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Figure 3. Runtimes of the g-PRUNING algorithm
The g-PRUNING algorithm aims to reduce the tree updating and overall mining time by computing the updated growth rate of ES candidates and removing the disqualified ones in the U g -Phase. Experiments showed that when the value of ρ g is finite, not many nodes can be pruned (e.g., only 5.8% of the nodes are removed when ρ g = 2). As the time spent on growth rate checking and path compression cannot be compensated by that saved by the reduction in tree size and tree updating efforts, the overall runtime exceeds that of the BASELINE algorithm by 1.3 − 3.7%. The greater the value of ρ g , the smaller the slowdown.
When ρ g = ∞, only JESs are to be discovered. If a substring is found to be present in any non-melody sequence, it can be pruned right away. Hence, candidature checking is simplified and more nodes can be removed. This significantly speeds up tree update and contributes to the 4.9% drop in runtime compared with the BASELINE algorithm. Like the BASELINE algorithm, the value of ρ s almost does not affect the runtime of the g-PRUNING algorithm, except when ρ s = 0.1%, when the runtime is significantly longer. Figure 4 shows the runtimes of the l-PRUNING algorithm with changing values of the length threshold, ρ l . In Figure 4(a) , ρ g is fixed at 2 and the curves represent varying values of ρ s . In Figure 4(b) , ρ s is fixed at 1.0% and the curves represent varying values of ρ g . Like the BASELINE algorithm, different combinations of the values of ρ s and ρ g result in almost identical performance of the l-PRUNING algorithm at any value of ρ l , except when ρ s = 1.0%. When ρ l = 1085, this algorithm is same as the BASELINE one. 
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Figure 4. Runtimes of the l-PRUNING algorithm
The l-PRUNING algorithm aims for a smaller MT (D k ) by building the tree with length-limited suffixes in the C l -Phase, thereby saving time in tree construction and update. When ρ l > 100, less than 3.0% of time is saved because the size of MT (D k ) built is similar to that built in the C-Phase (of the BASELINE algorithm). We have seen from Table 3 that when ρ l = 100, the tree MT (D k ) built in these two phases has 389,671 and 416,151 nodes, respectively. The difference in tree size is just 6.4%. As the value of ρ l reduces further, the mining time drops more sharply.
Applying l-PRUNING to remove ES candidates may lead to a loss of ESs. Except when ρ s = 0.1%, where a huge portion of ESs are lost even when ρ l = 50, there is no ES loss unless ρ l is less than 19 (resp. 17, 13, 11) when ρ s = 0.5% (resp. 1.0%, 1.5%, 2.0%). One can choose to sacrifice a small proportion of ESs for performance speedup, hence picking a smaller value for the threshold.
The combined pruning performance
Let us look at the combined pruning performance. Figure 5 shows the runtimes of the sg-PRUNING algorithm. We concluded earlier that s-PRUNING achieves a great decrease in runtime when ρ s ≥ 0.5%, and g-PRUNING performs slightly worse than the BASELINE algorithm with finite values of ρ g . Combining the two techniques, the sg-PRUNING algorithm achieves lower runtimes than these three when ρ s ≥ 0.5% and for any magnitude of ρ g . Its runtime drops apparently when either the value of ρ s or ρ g increases. Due to space limitations, the results for ls-PRUNING, lg-PRUNING and lsg-PRUNING, and ES mining of the nonmelody class are not included in the paper. Interested readers are referred to [6] . The runtimes of all the algorithms on the melody class, with the general setting of ρ s = 1.0% and ρ g = 2, are summarized in Figure 6 . Compared with the BASELINE algorithm, s-PRUNING is faster by 38.2%; g-PRUNING is slower by 3.3% but when coupled with s-PRUNING, a 41.6% reduction in time was registered. With ρ l = 18 (no ES loss), lg-PRUNING, l-PRUNING, ls-PRUNING and lsg-PRUNING achieve an overall 22%, 25%, 42% and 45% decrease in mining time, respectively. When the value of ρ s (resp. ρ g ) is larger, the algorithms that involve s-PRUNING (resp. g-PRUNING) cause more ES candidates to be pruned and further reduce the overall runtime.
