In this paper, we give explicit formulas of Whittaker functions for principal series representations of Sp(2, C). Moreover, we compute Novodvorsky's archimedean local zeta integrals using these formulas.
Introduction
A Whittaker function is one of the functions appearing in Fourier expansions of automorphic forms on reductive groups. The precise information of local Whittaker functions plays important roles in the various aspects of automorphic forms, for example, analysis of local zeta integrals. Hence many authors study the explicit formulas of local Whittaker functions which are suitable for number theoretic applications.
Our interest here is archimedean Whittaker functions on the symplectic group of rank 2. The explicit formulas of Whittaker functions for various representations of Sp(2, R) have been considerably developed in recent years [13, 19, 17, 14, 7, 6, 8] . Moreover, Proskurin obtains the explicit formulas of Whittaker functions for the class one principal series representations of Sp(2, C) in [20] . They obtained the explicit formulas by evaluating the Jacquet integral or by solving the differential equations. In this paper, we give the explicit formulas of Whittaker functions for general principal series representations of Sp(2, C), by solving the differential equations. Let us explain our problem in a more precise form. Let G = Sp(2, C) and take its Iwasawa decomposition G = NAK. Here N is the standard maximal unipotent subgroup and K = Sp (2) is a maximal compact subgroup of G. We denote by g and g C the Lie algebra of G and its complexification, respectively. For a non-degenerate unitary character ψ of N , let C ∞ (N \ G; ψ) be the subspace of C ∞ (G) consisting of functions F such that F (ng) = ψ(n)F (g), (n, g ) ∈ N × G, on which G acts by the right translation. Let (Π, H Π ) be an irreducible principal series representation Π = Ind G P (1 N ⊗ e ν+ρ ⊗ σ ) of G. Then Kostant [11] shows that the dimension of the intertwining space
is 8, the order of the Weyl group. Here H Π,K is the subspace of H Π consisting of all K-finite vectors. For Φ ∈ I Π,ψ and f ∈ H Π,K , we call Φ(f ) a Whittaker function for Π . We will give the explicit formulas of Whittaker functions Φ(f ) for the vectors f in the minimal K-type of Π . The argument for the general case is not a trivial extension of the argument for the class one case, and has some differences. Firstly, we need a basis or a system of generators of the minimal K-type of Π , which is suitable for the explicit formulas of Whittaker functions. In Section 3, we construct a computable realization of each irreducible representation of K = Sp (2) , and take a system of generators which has the symmetry for the action of the Weyl group of G. This realization is analogous to that of Gel'fand and Zelevinskiȋ [5] in the case of U (3) . Secondly, we need precise information of the (g C , K)-module structure of Π . In the class one case, Whittaker functions are characterized only by the action of the center of the universal enveloping algebra. But, in the non-class one case, we need more precise information of the action of g C . We give the explicit description of the (g C , K)-module structure of Π around the minimal K-type in Section 4. From this description, we construct the system of partial differential equations characterizing Whittaker functions at the minimal K-type of Π in Section 5.
The main results are explicit formulas of Whittaker functions in Section 6. We give 8 power series solutions of the above system in Theorem 6.2. Moreover, we give the Mellin-Barnes-type integral expressions of the unique solution having the moderate growth property in Theorem 6.6. By Wallach's result [25] , we note that this moderate growth solution comes from the unique element in I ∞ Π,ψ = Hom G (H ∞ Π , C ∞ (N \ G; ψ)), and appears as a local component of a Fourier coefficient of an automorphic form.
In Section 7, we apply our main result to Novodvorsky's local zeta integrals at the complex place. Let GSp (2) be the symplectic group with similitude of rank 2 defined over a global field k. In [18, §1] , Novodvorsky introduced zeta integrals, which serve as the available integral representation of spinor L-functions of GSp (2) . He announced that the holomorphic continuations and the functional equations of the spinor L-functions for generic cuspidal representations of GSp (2) can be showed analyzing these zeta integrals when k is a function field. Later the missing detailed proofs of his paper are supplied by Bump [3] and Takloo-Bighash [23] . In the papers [15] and [9] , Ishii and Moriyama compute Novodvorsky's local zeta integrals at the real place and show the holomorphic continuations and the functional equations of the spinor L-functions of GSp (2) when k = Q, under certain assumptions. In Section 7, we compute Novodvorsky's zeta integrals at the complex place, which are defined by our explicit formulas. As a result, we obtain sufficient information to prove the holomorphic continuations and the functional equations of the spinor L-functions for generic cuspidal representations of GSp(2) whose central character is trivial, when k is a totally imaginary field.
Preliminaries

Basic objects
We denote by Z, R and C the ring of rational integers, the real number field and the complex number field, respectively. Moreover, we set Z m = {n ∈ Z | n m}, R + = {y ∈ R | y > 0}.
We denote by GL(n, C) and gl(n, C) the general linear group of degree n and its Lie algebra, respectively. We denote by [X, Y ] the bracket product of the elements X and Y in gl(n, C). Let 1 n and O n be the unit and the zero matrix of size n, respectively. We denote by δ i,j the Kronecker delta, that is,
Let G = Sp(2, C) be the complex symplectic group of rank 2 defined by
In this paper, we regard G as a real reductive group. We define a Cartan involution θ of G by G g → t g −1 ∈ G. Then K = {g ∈ G | θ(g) = g} = Sp(2) is a maximal compact subgroup of G. The associated Lie algebra g of G is given by g = sp(2, C) = X ∈ gl(4, C) t XJ 2 + J 2 X = 0 .
If we denote the differential of θ again by θ , then we have θ(X) = − t X for X ∈ g. Let k and p be the +1 and the −1 eigenspaces of θ in g, respectively. Then k is the associated Lie algebra of K, and g has a Cartan decomposition g = k ⊕ p. For 1 i, j 4, we denote by E i,j the matrix unit in gl(4, C) with 1 at the (i, j )-th entry and 0 at other entries. Put a = RH 1 ⊕ RH 2 ∈ p with H i = E i,i − E i+2,i+2 . Then a is a maximal abelian subalgebra of p. For each 1 i 2, we define a linear form e i on a by e i (H j ) = δ i,j (1 j 2). The set Σ of the restricted roots for (a, g) is given by Σ = Σ(a, g) = ±2e 1 , ±2e 2 , ±(e 1 + e 2 ), ±(e 1 − e 2 ) , and the subset Σ + = {2e 1 , 2e 2 , e 1 + e 2 , e 1 − e 2 } forms a positive root system. We put
and E −α = t E α for α ∈ Σ + . For each α ∈ Σ , the restricted root space g α is given by g α = RE α + R( √ −1E α ). If we put n = α∈Σ + g α , then we have an Iwasawa decomposition g = n ⊕ a ⊕ k of g. Also we have an Iwasawa decomposition G = NAK of G. Here N and A are the analytic subgroups with the Lie algebras a and n, respectively, that is,
For a Lie algebra l, we denote by l C = l ⊗ R C the complexification of l. It is convenient to introduce the following symbols:
Then P = NAM is a minimal parabolic subgroup of G.
Principal series representations of G
Each linear form ν ∈ Hom R (a, C) can be identified with the complex vector (ν 1 , ν 2 ) ∈ C 2 of degree 2 such that ν = ν 1 e 1 + ν 2 e 2 . Then the half-sum ρ of the positive restricted roots is identified with (4, 2). For ν ∈ Hom R (a, C), we define the character e ν : A a → a ν ∈ C × by
Let us take a character
and an element ν in Hom R (a, C) identified with (ν 1 , ν 2 ) ∈ C 2 . Then the induced representation
of G from the minimal parabolic subgroup P = NAM is called a principal series representation of G. The representation Π [ν,d] is a Hilbert representation with the representation space
Here
For a generic parameter ν, the representation Π [ν,d] is irreducible (cf. [22] ). In this paper, we always assume that
We define the group W G = S 2 {±1} 2 with the operation
where S n means the symmetric group of degree n. We define the action of W G on C 2 by
This action induces an action of W G on M by
and also induces an action of W G on Hom R (a, C) via the identification between Hom R (a, C) and C 2 . Via some isomorphism from W G to the Weyl group of G, these actions are compatible with the actions of the Weyl group of G on M and Hom R (a, C). 
Whittaker functions
We define the unitary character ψ C of C by ψ C (z) = exp(2π √ −1(z + z)) (z ∈ C). For c 1 , c 2 ∈ C, we define the unitary character ψ c 1 ,c 2 of N by
Then the unitary characters of N are exhausted by ψ c 1 ,c 2 (c 1 , c 2 ∈ C). When c 1 c 2 = 0, the unitary character ψ c 1 ,c 2 of N is called non-degenerate.
For a non-degenerate unitary character
Here G acts on this space by the right translation.
For an irreducible admissible Hilbert representation (Π, H Π ) of G, we define the intertwining spaces I Π,ψ and I ∞ Π,ψ by
where H Π,K and H ∞ Π are the subspaces of H Π consisting of all K-finite vectors and all smooth vectors, respectively. We define the space Wh(Π, ψ) and the continuous Whittaker model
and call functions in Wh(Π, ψ) Whittaker functions for (Π, ψ). In [25] , Wallach shows that the K-finite part of Wh(Π, ψ) ∞ coincides with
A theorem of Kostant [11, Theorem 6.8.1] asserts that Π such that I Π,ψ = 0 is large in the sense of Vogan [24] . Hence, from Vogan's characterization [24, Theorem 6.2(f)] of irreducible large representations, we know that Π such that I Π,ψ = 0 is infinitesimally equivalent with some irreducible principal series representation Π [ν,d] . Moreover, for u 1 
2 ). Hence, it suffices to consider the case of (Π, ψ) = (Π [ν,d] , ψ 1,1 ). In this paper, we discuss Whittaker functions for (Π [ν,d] , ψ 1,1 ) at the minimal K-type.
Irreducible representations of K
The Cartan-Weyl theory for K = Sp(2)
The Cartan-Weyl theory parametrizes irreducible representations of a compact connected Lie group in terms of their highest weights. In this subsection, we recall this theory for K = Sp (2) . See [10, Chapter IV] for details.
We set
It is well known that every irreducible representation (τ, V τ ) of K is finite dimensional and has a weight space decomposition
Here we denote the differential of τ again by τ . We call γ ∈ Z 2 a weight of τ if the corresponding weight space V τ (γ ) has nonzero elements. Nonzero vectors in weight spaces are called weight vectors. There exists the weight λ τ of τ which satisfies λ τ lex γ for any weight γ of τ in the lexicographical order. Such λ τ is contained in Λ and is called the highest weight of τ . Here the lexicographical order is defined as
It is known that V τ (λ τ ) is one-dimensional and
A nonzero vector in V τ (λ τ ) is called a highest weight vector. An irreducible representation of K is characterized by its highest weight, that is, τ τ if and only if λ τ = λ τ for two irreducible representations τ and τ of K. Moreover, for each λ ∈ Λ, there exists an irreducible representation of K whose highest weight is λ. Therefore, the map τ → λ τ induces a bijection from the set of equivalence classes of irreducible representations of K to the set Λ.
Constructions of irreducible representations of K
The purpose of this subsection is to construct an irreducible finite dimensional representation of K whose highest weight is λ for each λ ∈ Λ.
We define the representation
Here we denote by M m,n (C) the space of m × n complex matrices and by k · v the ordinary matrix product of k and v. If we denote the differential of τ st again by τ st , the action of k C on V st is given as follows:
For 1 i 4, we denote by e i the matrix unit in V st = M 4,1 (C) with 1 at (i, 1)-th entry and 0 at other entries. For a C-vector space V , we denote by Sym(V ) = n 0 Sym n (V ) the symmetric algebra on V with the usual grading, that is, Sym n (V ) is the C-linear span of monomials of vectors in V of degree n. We define the graded C-algebra R = λ∈Λ R λ by
and denote by T the action of K on R which is induced from τ st . For 1 i 4 and 1 j = k 4, we set
Then these elements form a system of generators of R as a C-algebra. Let I R be the ideal of R generated by ξ (1) 
ij k = e i e jk + e j e ki + e k e ij (1 i < j < k 4).
Proof. It suffices to show that the C-vector space spanned by the generators of I R is K-invariant. Using (3.1), we know that the three spaces Cξ (1) , Cξ (2) , Cξ (3) 234 ⊕ Cξ (3) 134 ⊕ Cξ (3) 124 ⊕ Cξ
are closed under the action of {E k ±(e 1 −e 2 ) , E k
} as a Lie algebra, these spaces are k C -invariant. Since K is connected, these spaces are also Kinvariant. 2
We denote byT the action of K on R/I R induced from T . For λ ∈ Λ, let (τ λ , V λ ) be the subrepresentation of (T , R/I R ) on the image V λ of R λ under the natural surjection R r → r + I R ∈ R/I R .
For 
. Since e 13 + I R = (e 42 + ξ (1) ) + I R = e 42 + I R , we note that {v λ L } L∈S λ forms a system of generators of the C-vector space V λ . We define the weight
Here we denote by M n (Z) the ring of integer matrices of size n. Moreover, we introduce the following symbols:
for i, j ∈ {1, 2} and ∈ {±1}.
Proof. Using the equality (3.1) and the relation e 13 + I R = e 42 + I R , we obtain the following table of e ∈ R such that e + I R =T (X)(e + I R ) (X ∈ k C , e = e i or e jk ): 
for L ∈ S λ− (2, 2) . 
forms a basis of V λ consisting of weight vectors.
Proof. Using Lemma 3.2, we have
Hence we know that v λ 
By easy computation, we know that this coincides with the cardinality #S
is a basis. Therefore, in order to complete the proof, it suffices to show that the set {v λ
using the equalities (3.2) and (3.3). Hence, it suffices to show that the set {v λ
The adjoint representation of K on p C
It is known that p C becomes a K-module via the adjoint action Ad of K. Concerning this, we have the following lemma. Lemma 3.5. For ∈ {±1} and 1 i, j 2, we set
Then the linear map
Proof. Using Lemma 3.2, we can show that
} and L ∈ S (2, 0) , where ad is the differential of Ad. Hence ι p is a k C -isomorphism. Since K is connected, we obtain the assertion. 2
Some components of tensor products
For later use, we specify some components of V λ ⊗ C V λ in this subsection.
there is no weight vector whose weight is larger than λ + λ, and the weight space corresponding to λ + λ is one-dimensional space
Therefore, by the Cartan-Weyl theory, we obtain the assertion. 2 Lemma 3.7.
where
(ii) We define the linear map I (1, 0) :
We define the linear map I (1, 1) : (1, 1) by
for , ∈ {±1}, where 0
Proof. The statement (i) follows immediately from the definition of B λ ,λ and Lemma 3.6. The proof of the statements (ii) and (iii) is similar to the proof of Lemma 3.5. Let μ ∈ {(1, 0), (1, 1)}. Using Lemma 3.2, we can show that
Since K is connected, we obtain the assertion. 2
The (g C , K)-module structure of Π [ν,d] around the minimal K-type
In this section, we introduce some equations for weight vectors in the minimal K-type of Π [ν,d] , which are determined from the (g C , K)-module structure of Π [ν,d] . Although we explain only a partial result here, we can describe the whole (g C , K)-module structure of Π [ν,d] as in the case of SL(3, R) [12] .
The irreducible decomposition of Π [ν,d] as a K-module
We denote by 
Hence we obtain the following lemma. (2, 0) of p C has the following expressions according to the Iwasawa
Contiguous relations
Proof. (1, 1) and , ∈ {±1}.
and let μ ∈ {(1, 0),
where the K-homomorphisms B μ,λ−μ and I μ are defined in Lemma 3.7 and id V means the identity map on V . From Lemma 3.6, we know that the image of
We shall show the statement (i). Because of the equalities
and (4.1) in the case of μ = (1, 0), we have (1, 0) and i ∈ {±1, ±2}. Hence, it suffices to show that c (1, 0) 
Hence, evaluating both sides of Eq. (4.2) at 1 4 
From the definition of Π [ν,d] , we know that
By the above equations and Lemmas 3.2 and 4.2, the right-hand side of Eq. (4.3) becomes
Hence we have c (1, 0) = ν 1 and complete the proof of the statement (i).
From (4.1) in the case of μ = (1, 1), we obtain the statement (ii), similarly. 2
Generators of Z(g)
For a Lie algebra l, we denote by U(l) the universal enveloping algebra of l and by Z(l) the center of U(l). In this subsection, we regard g as a complex Lie algebra and introduce the generators C 2 and C 4 of Z(g). We recall the method of calculating a system of generators of Z(g) which is classically known (cf. [2] ). Via the adjoint action, we regard Sym(g) and U(g) as g-modules. Then the symmetrizer map Υ :
is an isomorphism of g-modules. We put
and define the elementsC 2 andC 4 of Sym(g) by
as a C-algebra, and the explicit expressions ofC 2 andC 4 are given as follows:
Let us define the generators C 2 and C 4 of Z(g) by
Using the relation
we obtain the following expressions of these generators. 
Remark 4.5. Shōichi Nakajima gives the explicit expressions of other generators of Z(g) in [16] .
Generators of Z(g C )
There exists an isomorphism from 
Proof. For α ∈ Σ + and i = 1, 2, we note that
],K is given as follows:
Proof. We note that
Therefore, by the equalities
and Lemma 4.6, we obtain the assertion. 2
The system of partial differential equations characterizing Whittaker functions
Preparations
To describe the explicit formula of φ(v)| A (v ∈ V τ ), we use the coordinate y = (y 1 , y 2 ) on A defined by
This coordinate is corresponding to the simple roots of (a, g 
Here we denote the differential of ψ 1,1 again by ψ 1,1 . In particular, we have
Proof. From the equality (5.1), we obtain the assertion. 2
Differential equations
After some computation, by inspection, we find that it is convenient to introduce the symbols μ 1,L and μ 2,L for L ∈ S d , which are defined as follows:
From the description of the (g C , K)-module structure of Π [ν,d] in Section 4, we obtain the following partial differential equations satisfied by Whittaker functions.
Proposition 5.2.
We use the notation in Section 5.1, and set
satisfy the following partial differential equations: 0) . Then we have 1) . Then we have
, the function ϕ L d satisfies the following system of partial differential equations:
with some intertwining operator Φ ∈ I Π,ψ and the K-embedding ι [ν,d] defined in Lemma 4.1. We shall show the statement (i). Assume that d − (1, 0) ∈ Λ, and take L ∈ S d− (1, 0) . From Proposition 4.3(i), we know that
for i ∈ {±1, ±2}. Using Lemmas 4.2 and 5.1, these equations become
for ∈ {±1}, and we obtain the statement (i) from these equations. Here we use the relations
for ∈ {±1}, which are confirmed by Lemmas 3.2 and 3.3. Similarly, we obtain the statement (ii) from Proposition 4.3(ii). Finally, we prove the statement (iii). Considering the actions of C R 2 and C R 4 , we have
From this equality and Lemmas 4.6, 4.7 and 5.1, we obtain the statement (iii). 2
The characterization of Whittaker functions
In this subsection, we show that the system of partial differential equations in Proposition 5.2 characterizes Whittaker functions.
Lemma 5.3. Let ϕ L (L ∈ S d ) be the functions on A satisfying the equations in Proposition 5.2(i) and (ii). Then the functions ϕ
L (L ∈ S d ) are uniquely determined from ϕ L d .
Proof. Eqs. (5.3) and (
Eq. (5.7) determines the set (5.10) from
From (5.5), (5.6) and (5.7), we have the equality
Hence, the set (5.11) is determined from
From (5.3) and (5.4), we have the equality
Hence, the set (5.12) is determined from ϕ L d , and we complete the proof. 2
Lemma 5.4. The space of C ∞ -solutions ϕ L d of the system of partial differential equations in Proposition 5.2(iii) is at most eight-dimensional.
Proof. If we define the functions ϕ k (y) (0 k 7) by
then we know from the equations in Proposition 5.2(iii) that there exist some functions 
by the equality (5.2). Then (5.13) is an isomorphism of C-vector spaces. Moreover, we have
Proof. From Lemma 4.1, we know that 
From Lemmas 5.3 and 5.4, we know that
From (5.14) and (5.15), we obtain the assertion. 2
Explicit formulas of Whittaker functions
Some special functions
For later use, we recall basic facts of some special functions, such as the gamma function, the modified Bessel functions and the hypergeometric series. Proof of these facts may be found, for example, in [26] and [4, §1] . 
The gamma function (s) is defined by
For a ∈ C and k ∈ Z, we introduce the Pochhammer symbol (a) k , which is defined by (a) k = (a + k)/ (a). Using the equality (6.1), we easily see that
The modified Bessel function K s (z) of the second kind is defined by
If we set
with the modified Bessel function I s (z) of the first kind, then we have
For α ∈ R, we denote by L(α) the vertical path of integration from α − √ −1∞ to α + √ −1∞.
The Mellin transform of K s (z) is given by
Hence, applying the Mellin-inversion formula, we have
with α ∈ R such that α > |Re(s)|. Moreover, from the definition (6.4), we obtain the following relation
We define the hypergeometric series by
If Re(c − a − b) > 0, this series is absolutely convergent for |z| 1 and its value at 1 is given by
The highest weight components of Whittaker functions
We consider a formal power series solution
at the origin (y 1 , y 2 ) = (0, 0) of the system of partial differential equations in Proposition 5.2(iii), with c 0,0 = 0. It is easy to see that the system in Proposition 5.2(iii) can be translated into the following system of difference equations for the coefficients {c m 1 ,m 2 } m 1 ,m 2 :
where we put c m 1 ,m 2 = 0 if m 1 < 0 or m 2 < 0. Putting m 1 = m 2 = 0 in these equations, we know that the set of characteristic indices (ζ 1 , ζ 2 ) is given by
Moreover, from the above difference equations, we may put c m 1 ,m 2 = 0 if m 1 or m 2 is an odd integer. We rewrite 
Here we put C m 1 ,m 2 = 0 if m 1 < 0 or m 2 < 0. We solve the difference equations (6.10) and (6.11). The result is as follows.
Then there exists a basis {ϕ Here μ 1 , μ 2 and C w
Proof. We note that the functions ϕ 
First, we confirm that the coefficients C m 1 ,m 2 = C w m 1 ,m 2 satisfy (6.10). By direct computation, we see that
. Using these equalities, we have
Hence, the coefficients C m 1 ,m 2 = C w m 1 ,m 2 satisfy (6.10). Similarly, we can confirm that the coefficients C m 1 ,m 2 = C w m 1 ,m 2 satisfy (6.11), using the following equalities: ,d] , ψ 1,1 ) ) whose radial parts are given by
Explicit formulas of Whittaker functions
Theorem 6.2. We assume ν 1 / ∈ Z, ν 2 / ∈ Z, ν 1 − ν 2 / ∈ Z and ν 1 + ν 2 / ∈ Z. Then there exists a basis {M (w) ν | w ∈ W G } of the intertwining space Hom K (V d , Wh(Π [νM (w) ν v d L (a) = ( √ −1) l 1 −l −2 +L −1,1 −L 1,−1 y 4 1 y 3 2 × (2πy 1 ) d 1 −l 2 −l −2 (2πy 2 ) d 1 +d 2 2 −L −1,1 −L 1,−1 ϕ (w) ν;L (y) (a ∈ A) with ϕ (w) ν;L (y) = m 1 ,m 2 0 C w,L m 1 ,m 2 (2πy 1 ) μ w 1,L +2m 1 (2πy 2 ) μ w 2,L −χ(w)L[d]+2m 2 . Here μ w 1,L , μ w 2,L , χ(w) and C (w;ν) L;m 1 ,m 2 are defined by μ w 1,L , μ w 2,L = w · (μ 1,L , μ 2,L ), χ(w) = (1 − 1 2 )/2, C w,L m 1 ,m 2 = Q w,L m 1 ,m 2 0 k 1 +k 2 m 1 k 1 0, 0 k 2 m 2 P w,L m 1 ,m 2 ;k 1 ,k 2 A w,L k 1 ,k 2 , where w = (s, 1 , 2 ) ∈ W G = S 2 {±1} 2 and Q w,L m 1 ,m 2 = ∈{±1} − μ w 1,L − μ 1,L 2 − m 1 l 2 × − μ w 1,L + μ w 2,L − (μ 1,L + μ 2,L ) − 2χ(w)L[d] 4 − m 2 L ,− , P w,L m 1 ,m 2 ;k 1 ,k 2 = (−1) m 1 +m 2 +k 1 (m 1 − k 1 − k 2 )!(m 2 − k 2 )! − μ w 1,L − L[d] 2 − m 1 × − μ w 2,L + L[d] 2 + χ(w)L[d] − m 2 + k 1 , A w,L k 1 ,k 2 = (−1) k 1 +k 2 k 1 !k 2 ! − μ w 1,L − μ w 2,L 2 − k 1 − μ w 1,L + μ w 2,L 2 − k 2 .
Remark 6.3. (i) We take the longest Weyl element w
ν;L (y) has the following symmetry:
(6.12)
Here we denote by id the identity element of S 2 .
( In order to prove the above theorem, we prepare the following lemmas.
Lemma 6.4. We use the notation in Theorem
Proof. It follows immediately from the definition. s, 1 , 2 ) ∈ W G ) satisfy the following difference equations:
= 0 (6.14)
with (r 5 , r 6 ) = (
).
Proof. Using the symmetry (6.12), Eqs. 
(i) Proof of the equality (6.13): Since
for ∈ {±1} and L ∈ S d such that l > 0. Here we note that this equality in the case of = 1 is equivalent to the equality (6.13).
(ii) Proof of the equality (6.14):
Under the relation (6.18), the equality (6.14) is equivalent to
By direct computation, we have
Combining these formulas, we have
Hence the equality (6.14) holds.
(iii) Proof of the equality (6.15): Since
for ∈ {±1} and L ∈ S d such that L , > 0. Here we note that this equality in the case of = 1 is equivalent to the equality (6.15).
(iv) Proof of the equality (6.16):
Under the relation (6.19) , the equality (6.16) is equivalent to
By direct computation, we have Using these equalities, we have
Hence the equality (6.16) holds.
(v) Proof of the equality (6.17):
Under the relation (6.19) , the equality (6.17) is equivalent to
Hence the equality (6.17) holds. 2
Whittaker functions of moderate growth
The multiplicity one theorem of Whittaker functions (cf. [21, 25] ) tells that the intertwining space Hom (g C ,K) (Π, Wh(Π, ψ) mg ) is at most one-dimensional for any irreducible admissible Hilbert representation Π of G. In this subsection, we give the explicit formula of an element in
which is unique up to scalar multiple.
Theorem 6.6. There exists
Here we denote by L(α) the vertical path of integration from α − √ −1∞ to α + √ −1∞, and α 1 , α 2 , β 1 , β 2 ∈ R are taken so that 
Moreover, if we assume
In order to prove this theorem, we prepare the following lemma.
Lemma 6.8. We take X 1 , X 2 ∈ C and n 1 , n 2 ∈ Z such that X 1 / ∈ Z, X 2 / ∈ Z, X 1 + X 2 / ∈ Z and n 1 + n 2 0. If we put
then we have
Proof. Using the equalities (6.3), (6.9), (6.2) and
we have
.
Since sin(−x) = − sin x, we obtain the assertion. 2
Proof of Theorem 6.6. The Stirling formula [26, §13.6] shows that the integration of ϕ 
if l 2 > 0, and 
Whittaker functions on GSp(2, C)
LetG = GSp(2, C) be the complex symplectic group with similitude of rank 2 defined bỹ
The centerZ ofG is given byZ = {z1 4 | z ∈ C × }, and we note that
For a non-degenerate unitary character of N , let C ∞ (N \G; ψ) be the space of all C ∞ -functions F :G → C satisfying
HereG acts on this space by the right translation.
For an irreducible admissible Hilbert representation (Π, HΠ ) ofG, we define the continuous
where H ∞ Π is the space consisting of all smooth vectors in HΠ .
SinceG =ZG, we note thatΠ | Sp(2,C) is also irreducible and
Hence,Π| Sp(2,C) is infinitesimally equivalent with some irreducible principal series representation Π [ν,d] if Wh(Π, ψ) ∞ = 0.
The contragradient Whittaker functions
For the contragradient representation
Here we denote by ωΠ : C × → C × the central character ofΠ , that is,
Novodvorsky's zeta integrals
Let (Π, HΠ ) be an irreducible admissible Hilbert representation of GSp(2, C) such that Wh(Π, ψ 1,1 ) ∞ = 0. For W ∈ Wh (Π, ψ 1,1 ) ∞ , we define Novodvorsky's local zeta integral by
where d + x is twice the ordinary Lebesgue measure on C and
Hereafter, we assume that the central character ωΠ ofΠ is trivial. Then we note thatΠ is self-dual, that is,Π is infinitesimally equivalent withΠ ∨ . We take Π [ν,d] which is infinitesimally equivalent withΠ| Sp (2,C) , and define the local L-factor L(s,Π) = L(s,Π ∨ ) and the local -
3) and
are equal to the integral
Here we note that the integral (7.4) defines an entire function of s, and for each s ∈ C, it is a nonzero function of y 1 > 0.
Let GSp(2) be the symplectic group with similitude of rank 2, defined over a totally imaginary field. Combining the above result with the global and the non-archimedean computations in [18, 3, 23] , we obtain the holomorphic continuations and the functional equations of the spinor L-functions for generic cuspidal representations of GSp(2) whose central character is trivial in the same way as [15] and [9] .
Remark 7.2. (i) The character of C × is exhausted by
When ωΠ is of the form (7.5) and |m| is sufficiently large, the local zeta integral Z N (s, W ) vanishes for any W in the minimal K-type of Wh(Π, ψ 1,1 ) ∞ .
(ii) The holomorphic continuations and the functional equations of the spinor L-functions for generic cuspidal representation of GSp (2) have been obtained by Asgari and Shahidi [1] in more general situation. They obtain these results together with the functorial lifting to GL(4), using the Langlands-Shahidi method.
The computation of the local zeta integrals
In order to prove Proposition 7.1, we prepare some formulas of special functions. Proof. We prove the statement by the induction with respect to n. We denote by F (s, n; y) the left-hand side of the formula (7.6) in this proof. The formula (7.6) for n = 0 is found in [20, Part 0 (0.1.33)].
Next, we prove the formula (7.6) for n = Here we obtain the third equality by the substitution t → t − 1. Using the formula (7.6) for n = 0 and (7.7), we have 
(4πy).
Here we obtain the second equality by the substitution x → x in the second term. Finally, we prove the formula (7.6) for n = k + 2 if that for n = k, k + 1 holds. Using the formula (7.6) for n = k, k + 1 and (6.8), we have We also recall Barnes' lemma, which plays an important role in our computation. Proof. We prove the assertion by the induction with respect to n. Applying Lemma 7.4 to the integrations with respect to t 1 , t 2 in I (A 1 , A 2 , B 1 , B 2 , C; 0), we obtain (7.8) for n = 0. We prove (7.8) for n = k + 1 if that for n = k holds. Because of the uniqueness theorem of holomorphic functions, we may assume that the real parts of the parameters Here we note that this integral does not depend on the choices of α 1 and α 2 , because of Cauchy's integral theorem. Using the relations Here we substitute (t 1 , t 2 ) → (t 1 − 1, t 2 − 1) inJ (2) (0,1,0) , and t 2 → t 2 − 1 inJ
(0,0,1) andJ (2) (0,0,1) . Applying (7.10) and (7.11) to (7.9), we have I (A 1 , A 2 , B 1 From this equality, we know that (7.8) for n = k + 1 holds if that for n = k holds. Here we decompose y = y 2 u (y 2 ∈ R + , u ∈ U(1)), substitute x → xu and carry out the integration with respect to u. Because of the Iwasawa decomposition 
