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ON PERIODIC SOLUTIONS OF NONLINEAR WAVE
EQUATIONS, INCLUDING EINSTEIN EQUATIONS WITH
A NEGATIVE COSMOLOGICAL CONSTANT
PIOTR T. CHRUS´CIEL
Abstract. We construct periodic solutions of nonlinear wave equa-
tions using analytic continuation. The construction applies in particular
to Einstein equations, leading to infinite-dimensional families of time-
periodic solutions of the vacuum, or of the Einstein-Maxwell-dilaton-
scalar fields-Yang-Mills-Higgs-Chern-Simons-f(R) equations, with a
negative cosmological constant.
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1. Introduction
Time-periodic solutions of nonlinear hyperbolic partial differential equa-
tions are notoriously difficult to construct (cf., e.g., [10, 18] and references
therein). A systematic construction of such solutions is bound to be par-
ticularly delicate for Einstein equations, where various no-go theorems are
available [1,5,12]. Thus, establishing existence of large class of such solutions
appears to be a particularly challenging task.
It came therefore as a surprise when, in a remarkable recent paper, Mali-
borski and Rostworowski provided numerical evidence for existence of fami-
lies of periodic solutions of the Einstein-scalar field equations with a negative
cosmological constant [16] (compare [11,17]). Their solutions were driven by
periodic eigenmodes of the scalar field equation. The object of this work is
to prove existence of a closely related large class of time-periodic solutions
of the Einstein equations, with or without sources; see Theorem 3.1 and
Remark 3.5 below. Our solutions are based on a different mechanism: they
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2 P.T. CHRUS´CIEL
are perturbations of anti-de Sitter space-time driven by carefully-chosen free
data, periodic in time, at the conformal boundary, see Definition 2.2 for the
definition of the class of admissible boundary data.
The proof of existence of such solutions proceeds by analytic continuation
from solutions of elliptic boundary value problems. The method involves
complex-valued tensor fields in intermediate steps, seems to have been un-
noticed in the literature so far, and has interest in its own. Indeed, it can
be applied to other nonlinear wave equations: as a warm-up we construct
periodic solutions of a boundary-value problem for a large class of nonlinear
scalar wave equations. The argument is inspired by a method introduced
in [8], where families of complex valued tensor fields were used to construct
stationary black hole solutions of the Einstein equations.
2. Toy model: non-linear scalar field on a cylinder
The following simple model illustrates well our construction. Let
(2.1) g = −V 2dt2 + g
be a time-independent Lorentzian metric on M := R×Ω, where the closure
Ω of Ω is a smooth compact manifold with boundary ∂Ω, g is a Riemannian
metric on Ω which extends smoothly across ∂Ω preserving signature, and
V is a strictly positive smooth function on Ω¯. (It will become clear shortly
that the construction below works for a class of time-periodic, real-analytic
in t, Lorentzian metrics, but the reader might find it conceptually simpler
to consider static metrics to start with.) We wish to find time-periodic
solutions of the following scalar field equation
(2.2) gφ = F (φ) ⇐⇒ −V −2∂2t φ+ ∆gφ+ V −1g(DV,Dφ) = F (φ) ,
for a real-valued scalar field φ, where ∆g is the Laplace operator associated
with the Riemannian metric g. We will assume that F is real-analytic, and
real-valued for φ ∈ R. We assume that φ ≡ 0 is a solution; equivalently,
(2.3) F (0) = 0 .
Suppose that we are given a time-periodic real-valued function
ψ0 : R× ∂Ω ≡ ∂M → C .
We raise the question, is there a solution of (2.2) which coincides with ψ0
on ∂M?
Note that there are many such solutions which are not periodic, obtained
by solving an initial-boundary value problem for (2.2) with boundary data
ψ0 and varying the Cauchy data at {t = 0} × Ω. (Many of those solutions
might fail to exist globally on M , which is irrelevant for the discussion that
follows.) So the issue is, do there exist Cauchy data on Ω which would lead
to periodic solutions with the right boundary values on ∂M = R × ∂Ω?
(Such solutions will of course exist globally.)
We do not know the answer to this question for general ψ0. However, we
will show existence of a large class of real analytic in time and time-periodic
boundary functions ψ0 for which the problem can be solved. This will be
done using analytic continuation.
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In order to understand how analyticity might be relevant, let us introduce
the Riemannian metric
(2.4) g = V 2dϕ2 + g ,
where ϕ is a periodic coordinate on S1, with period equal to, say 1. We
replace (2.2) by
(2.5) ∆gφ = F (φ) ⇐⇒ V −2∂2ϕφ+ ∆gφ+ V −1g(DV,Dφ) = F (φ) ,
where φ is allowed to be complex valued. Suppose that we have a family of
solutions of (2.5) parameterised by a parameter t,
t 7→ φt(ϕ, x) , x ∈ Ω ,
such that the family of functions
φ(t+ iϕ, x) ≡ φ(t, ϕ, x) := φt(ϕ, x) ,
with (t, ϕ) in an open subset of C, is analytic in the complex variable
(2.6) τ := t+ iϕ .
The Cauchy-Riemann equations give
(2.7) ∂ϕφ = −i∂tφ ,
from which it follows that for every fixed value of ϕ the function
(2.8) t 7→ φϕ(t, x) := φ(t+ iϕ, x) ,
with x ∈ Ω, solves (2.1).
In what follows, functions which are periodic in a variable s ∈ R, or ϕ ∈ R,
will be identified with functions on S1, and vice-versa.
The idea of the construction is now the following: Choose a one-parameter
family of boundary data ψt(ϕ, x) := ψ(t + iϕ, x), defined for x ∈ ∂Ω and
parameterised by t, for the elliptic boundary value problem
(2.9) ∆gφt = F (φt) , φt(ϕ, x) = ψt(ϕ, x) for (ϕ, x) ∈ S1 × ∂Ω ,
arising from a function ψ(t+ iϕ, x) which is holomorphic in τ = t+ iϕ, thus
∂τψ = 0, and doubly-periodic in the following sense:
(2.10) ψ(t+ iϕ, x) = ψ(t+ 1 + iϕ, x) = ψ(t+ i(ϕ+ 1), x) ,
for all (t, ϕ, x) in the domain of definition of ψ. Suppose that the linearisation
of (2.5),
(2.11) P (φ) := ∆g − F ′(φ)
at φ = 0 is an isomorphism on the space of functions with vanishing data on
S1 × ∂Ω. We can then use the implicit function theorem to solve (2.5) with
initial values εψt(ϕ, x) := ψ(t + iϕ, x), for all ε small enough and t near 0.
Then
(2.12) 0 = ∂τ
(
∆gφt − F (φt)
)
= P (φt)∂τφt .
Since P has no Dirichlet kernel for φt sufficiently small and since ∂τψt = 0
on S1 × ∂Ω, we find that
(2.13) ∂τφt = 0 .
Hence the function φ(t+ iφ, x) := φt(φ, x) is holomorphic in τ .
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So far we have only defined φ(t + iϕ, x) for small t. For each x let us
denote by the same symbol φ(τ, x) an analytic extension, in τ , of the function
defined so far. By definition, (2.9) thus holds for all open sets of pairs (τ, x)
for which the extension exists.
If
P1. for all x the functions φ(·, x) can be extended from the imaginary
axis to a subset of C containing the interval [0, 1], and
P2. if the functions t 7→ φ(t+ i0, x) are periodic in t, and
P3. if these functions are real-valued,
we will have obtained the desired periodic real-valued solution.
2.1. On P1. In order to justify P1 we introduce the class of differentiable
curves s 7→ γ(s) = t(s) + iϕ(s) such that t(s + 1) = t ϕ(0) = 0, ϕ(s + 1) =
ϕ(s) + 1, with ∂sϕ > 0. Such curves will be called admissible. Consider an
admissible curve such that γ(s) lies within the domain of definition of φ(τ, x)
for all x. Along this curve we have, using the Cauchy-Riemann equations,
(2.14) ∂sφ = ∂tφ
∂t
∂s
+ ∂ϕφ
∂ϕ
∂s
= −i∂ϕφ∂γ
∂s
⇐⇒ ∂ϕφ = i∂sφ
∂sγ
.
It follows thus from (2.5) that the function
(s, x) 7→ φ[γ](s, x) := φ(γ(s), x)
is a solution of the boundary value problem
(2.15)
(
(V ∂sγ)
−2∂2s + ∆g
)
φ = F (φ) , φ[γ](s, x) = ψ(γ(s), x) for x ∈ ∂Ω ,
We wish to analyse when this problem is elliptic. For this consider the
(possibly complex-valued) symbol σ of the operator appearing at the right-
hand side of (2.15): setting k = (ks, ki) we have
(2.16) σ(k) = (V ∂sγ)
−2k2s + g
ijkikj .
Rewritten in terms of the real and imaginary part of φ = <φ + i=φ, the
equation σ(k)φ = 0 reads
(2.17)( <((V ∂sγ)−2)k2s + gijkikj −=((V ∂sγ)−2)k2s
=((V ∂sγ)−2))k2s <((V ∂sγ)−2)k2s + gijkikj
)( <φ
=φ
)
= 0 .
This has solutions k 6= 0 if and only if =(∂sγ)−2 = 0 and <(∂sγ)−2 ≤
0. (This could of course have been inferred directly from (2.16), without
decomposing into real and imaginary parts.) We conclude that the problem
(2.15) is elliptic if and only if ∂sϕ is nowhere zero on γ. (We also see again
that we obtain a wave equation along any horizontal segment of γ.
Now, doubly-periodic, say meromorphic, functions on the plane are neces-
sarily singular; see Appendix A for some remarks on such functions. When
ψ is has no singularities near the axes, we can use the above observation to
claim that:
Proposition 2.1. Suppose that there exists an open neighborhood U ⊂ C
of iR in C such that ψ is smooth on U × ∂Ω, and that ψ(·, x) is analytic
on U for all x ∈ ∂Ω. Consider an open neighborhood O ⊂ O ⊂ U of iR
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which is covered by a family of admissible curves γλ, λ ∈ [−1, 1], such that
the map
(2.18) (−1, 1)× R 3 (λ, s) 7→ (γλ(s), s)
is a diffeomorphism. If the linearisation of (2.15) with respect to φ at φ = 0,
with γ replaced by γλ, is invertible for all λ ∈ [−1, 1], then there exists ε0 > 0
such that the functions φ(τ, x) are holomorphic in τ and defined on O × Ω¯.
Proof: There exists ε0 > 0 so that for all λ ∈ [−1, 1] and 0 < ε ≤ ε0 we
can solve the boundary value problem
(2.19){ (
(V ∂sγ)
−2∂2s + ∆g
)
φ+ V −1g(DV,Dφ) = F (φ) , (s, x) ∈ S1 × Ω;
φ[γ](s, x) = εψ(γ(s), x) , x ∈ ∂Ω.
Uniqueness gives φ[γ](s, x) = φ(γ(s), x) for x ∈ Ω, and the result easily
follows by invoking uniqueness of analytic extensions. 
From what has been said we see that the isomorphism property of the
linearised map, required above, will hold if all the derivatives ∂sγλ − i are
sufficiently small.
2.2. On P2. It is conceivable that all the solutions provided by Proposi-
tion 2.1 will be 1-periodic in t, but we have not been able to justify this in
general. However, the desired periodicity becomes apparent if one moreover
assumes that
(1) all singularities of ψ are located on the lines <z ∈ 12 + Z, and that
(2) ψ satisfies
(2.20) ψ(z) = ψ(−z) .
Uniqueness of solutions and (2.20) imply that
(2.21) φ(z, x) = φ(−z, x) .
To see how this implies periodicity, it is convenient to choose the map in
(2.18), which we will refer to as χ, to be holomorphic in λ+ is. An example
is given by rotating by 90 degrees the function
(2.22) f(z) = z + η sin(2piz) ,
namely
(2.23) χ(λ+ is) = if(s− iλ) ,
see Figure 1. Here η is a small real positive parameter. The curves γλ in
(2.18) are then defined as γλ(s) = χ(λ + is). Note that f(z) = −f(−z).
One can choose η small enough so that f is a bijection from R× [−1/2, 1/2]
to its image, with all singularities of ψ lying outside the image ∪λ,s{γλ(s)}
of [−1/2, 1/2]× R by the map χ.
As in Proposition 2.1, for λ ∈ [−1/2, 1/2] we consider the associated
family
γλ(s) = tλ(s) + iϕλ(s) ,
with O defined as the image of the strip (−1/2, 1/2)× R ⊂ C. We set
(2.24) γ̂λ = 1− tλ(s)− iϕλ(s) .
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Figure 1. The image of the strips |=z| ≤ 1/2, and |=z−1| ≤
1/2, by the biholomorphic map (2.22). The map χ of (2.23)
is obtained by rotating this picture anti-clockwise by pi/2.
Then the family of curves {γ̂λ}λ∈(−1/2,1/2) covers a neighborhood Ô of 1+iR
obtained by applying the map z → −z to O and translating by 1. By
uniqueness of solutions of (2.19) we have
φ[γλ] = φ[γ̂λ] ,
as both solutions have the same boundary data. Equivalently, for all λ ∈
[0, 1] and s ∈ R, the solution φ(τ, x) satisfies
φ
(
1− tλ(s)− iϕλ(s), x
)
= φ
(
tλ(s) + iϕλ(s), x
)
.
In particular
φ(1− t− i0, x) = φ(t+ i0, x) for t ∈ (−1
2
− η, 1
2
+ η) ,
and extendability of φ0 to a function which is defined for all t ∈ R and
periodic in t follows.
We have just shown that the period of the solution is at least that of ψ0.
Clearly, a smaller period of the solution would imply a smaller period of
the boundary data. Hence the periods in the interior and at the boundary
coincide.
2.3. On P3. The solutions constructed so far will be complex-valued in
general (which will be fine if complex scalar fields are considered, in which
case we are done). If real-valued solutions are sought, we need to justify P3
above. For this suppose that, in addition to (2.20), the complex conjugate
of ψ satisfies
ψ(τ , x) = ψ(τ, x) .
Then the functions (t, x) 7→ ψ(t+ i0, x) and ϕ 7→ ψ(0 + iϕ) are real-valued.
Further,
(2.25) φ(τ , x)
is holomorphic in τ , solves the same equation, with same boundary data.
By uniqueness
φ(τ , x) = φ(τ, x) ,
and real valuedness of φ0 readily follows.
In order to summarise what has been done so far, it is convenient to
introduce a definition:
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Definition 2.2. Let V be open. A function ψ(t + iϕ, x), x ∈ V will be
called admissible if it is meromorphic in τ ≡ t+ iϕ ∈ C at fixed x, satisfies
(2.26)
ψ(τ, x) = ψ(−τ, x) = ψ(τ + p+ iq, x) = ψ(τ , x) , ∀ p, q ∈ Z , x ∈ V ,
with all singularities lying on the union of vertical lines <τ = 12 + Z. We
further assume that there exists η > 0 so that ψ is smooth in all variables
on U ×V , where U contains the image of {(t, ϕ) ∈ [−1/2, 1/2]×R} by the
map (2.23).
Existence of many non-trivial admissible functions is established in Ap-
pendix A.
We have proved:
Theorem 2.3. Let (Ω, g) be a smooth compact Riemannian manifold with
smooth boundary and let V be a smooth strictly positive function on Ω.
Suppose that F is real analytic, real valued, and satisfies F (0) = 0. Given
any smooth admissible function ψ(τ, x), x ∈ ∂Ω, there exists ε0 > 0 such
that for all 0 < ε < ε0 the boundary-value problem{
gφ = F (φ), (t, x) ∈ R× Ω;
φ(t, x) = εψ(t+ i0, x), (t, x) ∈ R× ∂Ω,
has a global, smooth, real-valued, time-periodic solution.
3. Einstein equations with a negative cosmological constant
In the presence of a negative cosmological constant the proof of existence
of solutions of the Einstein equations, possibly with matter fields, is es-
sentially a repetition of the proof of Theorem 2.3, with some technicalities
thrown in. We will present a formal statement and proof only in vacuum,
and comment on the non-vacuum solutions in Remark 3.5 below.
It is convenient to start with some terminology and notation. We work in
space-time dimension d := n+1 and we normalise the cosmological constant
to
(3.1) Λ = −n(n− 1)
2
.
Let M be a compact n-dimensional manifold with boundary. Let us
denote by
(3.2) (ρ, xA)
local coordinates near ∂M . A Lorentzian metric g on R×M will be called
conformally compactifiable if the metric ρ2g can be Ck-extended across R×
∂M while preserving signature.
Similar definitions apply to Riemannian metrics g, which in our case will
be defined on S1 ×M , with conformal boundary at infinity S1 × ∂M . In
this case the coordinate along S1 will be denoted by ϕ, and we will use the
notation
(3.3) (ρ, xa) ≡ (ρ, ϕ, xA)
for the local coordinates near the conformal boundary S1 × ∂M .
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We will say that a tensor field ψ ≡ ψabdxadxb defined on S1 × ∂M is
admissible if the tensor components ψab are admissible in the sense of Defi-
nition 2.2, with z = t+ iϕ and V = ∂M there. If needed such tensors can,
and will, be extended to a neighborhood of S1×∂M in S1×M by requiring
∂ρψab = 0.
Let ∇˚ denote the covariant derivative associated with a two-covariant,
symmetric, non-degenerate, possibly complex valued tensor field g˚. Set
(3.4) λµ :=
1√
det g
∇˚α(
√
det ggαµ) ,
where the derivative ∇˚ is understood as a covariant derivative operator
acting on tensor densities. Let us denote by Rµαβγ a tensor field obtained
by using the usual formula for the Riemann tensor of g, similarly for the
Ricci tensor Ric, we set
(3.5) RicHαβ := Ricαβ +
1
2
(
gαµ∇˚βλµ + gβµ∇˚αλµ
)
.
Then the linearisation with respect to the metric, at g = g˚, in dimension
d = n+ 1, of the map
g˚ 7→ RicHαβ + (d− 1)g
is the operator
(3.6) P˚ :=
1
2
(∆˚L + 2n) ,
where the Lichnerowicz Laplacian ∆˚L acts on symmetric two-tensor fields
h as
(3.7) ∆˚Lhαβ := −∇˚γ∇˚γhαβ + R˚icαγhγβ + R˚icβγhγα − 2R˚αγβδhγδ .
We will say that a metric g˚ is non-degenerate if ∆˚L + 2n has no L
2-kernel.
Large classes of non-degenerate Einstein metrics are described in [2–4, 9,
14,15].
We have:
Theorem 3.1. Let n = dimM ≥ 3, and consider a static Lorentzian real-
valued Einstein metric g˚ of the form
g˚ = −V˚ 2dt2 + g˚ijdxidxj︸ ︷︷ ︸
=:˚g
,(3.8)
∂tV˚ = ∂t˚g = 0 ,(3.9)
where V˚ is strictly positive. Assume that the associated Riemannian metric
g˚ = V˚ 2dϕ2 + g˚(3.10)
is non-degenerate. For every time-periodic admissible time-periodic tensor
field [ψabdx
adxb] on R × ∂M there exists ε0 > 0 so that for all 0 < ε < ε0
there exists a time-periodic, with the same period, near to g˚, stationary
Lorentzian real-valued vacuum metric such that, in local coordinates near
the conformal boundary ∂M ,
(3.11) g − g˚ = ρ−2(εψab +O(ρ))dxadxb .
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Remark 3.2. The anti-de Sitter metric g satisfies the hypotheses of The-
orem 3.1, whence existence of many periodic vacuum solutions near the
anti-de Sitter metric. 
Remark 3.3. Uniqueness holds within the class of solutions constructed, up
to multiplication of ψ by a periodic conformal factor, but uniqueness in the
class of time-periodic solutions is not clear. 
Remark 3.4. The construction here applies to the Riemannian Einstein
metrics obtained by a “Wick rotation” for a large subset (possibly all except
the critical spherical ones, compare [8]) of the Birmingham family [6] of
metrics. In the static or stationary case this leads to Lorentzian solutions
with a smooth event horizon. On the other hand, the doubly periodic, in
t+ iϕ, solutions constructed here are unlikely to lead to Lorentzian metrics
with well behaved horizons. 
Remark 3.5. As already mentioned, the argument applies to Einstein equa-
tions with a large class of matter sources, e.g. for Yang-Mills-Higgs-Einstein-
Maxwell-Chern-Simons-dilaton-scalar field-f(R) equations. The generalisa-
tion, which should be obvious to the reader, proceeds by applying the im-
plicit function theorem to the whole system of equations and following the
arguments presented in the proof below; the relevant isomorphism theorems
have been established in [7,8]. The free asymptotic data for each of the fields
have been described in [7] in the stationary case. The periodic solutions are
obtained by replacing the time-independent free data there by sufficiently
small, time-periodic, admissible in the sense of Definition 2.2, holomorphic
fields. Taking non-trivial periodic data for one (or all) of the matter fields
together with time-independent conformally flat asymptotic data for the
metric leads to non-trivial time-periodic solutions with a standard cylindri-
cal boundary at infinity. 
Remark 3.6. The solutions, whether vacuum or with matter fields, will have
the usual Fefferman-Graham-type expansions at the conformal boundary.
The analysis in Section 7 of [7] of finiteness of total energy of solutions, or
that of their total mass in the case of a conformally flat conformal boundary,
applies verbatim to the time-periodic solutions constructed here. 
Remark 3.7. The period of the solutions can be chosen arbitrarily, in the
proof we chose it equal to one for definiteness. The proof guarantees that,
both here and in Theorem 2.3, the period of the solution will be one when
the boundary data are one-periodic, but does not guarantee a shorter period
of the solution if the Lorentzian boundary data happen to have a shorter
one. 
Proof: The result is obtained through a mixture of the methods of Section 2
and of the constructions in [13,15].
The calculations underlying the back-and-forth transitions from the hy-
perbolic equations satisfied by a real-valued real-analytic Lorentzian metric
to an elliptic equation satisfied by a complex-valued symmetric tensor field
can be found in Appendix B.
Let τ = t+ iϕ be a complex variable as in Section 2. Let us denote by x
the local coordinates on M , and note that the Riemannian metric g˚, defined
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on S1 ×M , associated with g˚, depends only upon x: L∂ϕ g˚ = 0. Let us
continue to denote by ψ any extension of the boundary-data tensor ψ from
S1 × ∂M to the interior of S1 × M . We wish to construct a symmetric
complex valued tensor field g, holomorphic in τ , such that
(3.12) g(t+ iϕ, x)− g˚(x) = ρ−2(εψab(t+ iϕ, x) + o(ρ2))dxadxb .
It is routine to check that Theorem A of [15] applies to boundary confor-
mal classes with sufficiently small imaginary part, leading to non-degenerate
symmetric two-covariant tensors with Riemannian real part and small imag-
inary part on S1 ×M which solve the Einstein equation with negative cos-
mological constant Λ. (A more detailed treatment in a similar context can
be found in [8].) It then follows from this theorem that for any 0 < t0 < 1/2
there exists ε0 > 0 so that for all 0 < ε < ε0 and for any t ∈ (−t0, t0) there
exists a solution of the Einstein equations with boundary data (in the sense
of (3.12))
S1 × ∂M 3 (ϕ, xA) 7→ εψab(t+ iϕ, xA) .
Let us denote by gt this solution. Standard results show that the tensor
fields gt are jointly smooth in all variables
(t, ϕ, x) ∈ (−t0, t0)× S1 ×M .
We claim that the family t 7→ gt of solutions so obtained is holomorphic
in t+ iϕ. For this, let us denote by P (t) the operator obtained by linearising
the “harmonically-reduced Riemannian Einstein equations”,
(3.13) RicH + ng = 0 ,
at g = gt. The operator P (0) has no L
2-kernel by hypothesis, which therefore
remains true by continuity for all t ∈ [−t0, t0], after reducing ε0 if necessary.
Differentiating (3.13) with respect to τ one has
(3.14) 0 = ∂τ (Ric
H + ng) = P (t)∂τgt .
This provides an elliptic equation for ∂τgt, with asymptotic data ε∂τψ ≡ 0,
which implies
(3.15) ∂τgt ≡ 0 .
Hence the tensor fields
g(t+ iϕ, x) := gt(ϕ, x)
are indeed holomorphic in τ̂ , as claimed.
Now, since ψ(τ, ·) = ψ(−τ, ·) by hypothesis, the fields g(τ, x) have the
same asymptotic data as g(−τ, x). By uniqueness,
(3.16) g(τ, x) = g(−τ, x) .
Next, the complex-conjugate fields g(t+ iφ, x) satisfy the same equations
as g(t+ iφ, x), with boundary data
ψ(t+ iφ, ·) = ψ(t− iϕ, ·) .
By uniqueness of solutions,
g(t+ iφ, x) = g(t− iϕ, x) .
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Equivalently,
g(τ , x) = g(τ, x) .
This, together with (3.16), implies that the fields g are real-valued on both
the real and the imaginary axes of the τ -plane.
As the next step, we wish to show that there exists an analytic extension
of g(τ, x) from the strip τ ∈ (−t0, t0) × R, obtained so far, to a whole
neighborhood of the real axis. For this we will use the biholomorphic map
χ of (2.23) to define a new holomorphic variable on the boundary S1×∂M ,
τ = t+ iϕ 7→ τ̂ ≡ t̂+ iϕ̂ := χ−1(t+ iϕ) ,
together with new coordinates on S1 × ∂M ,
(xa) ≡ (ϕ, xA) 7→ (x̂a) ≡ (ϕ̂, x̂A) := (ϕ̂, xA) .
We define a new boundary-data tensor
(3.17) ψ̂(τ̂ , x̂) := ψab
(
χ−1(τ̂ , x)
)∂xa
∂x̂c
∂xb
∂x̂d
dx̂cdx̂d
(compare (B.4) below). The tensor field ψ̂ is defined on (−1/2, 1/2) × R,
holomorphic in τ̂ there, satisfies
ψ̂(−τ̂) = ψ̂(τ̂) = ψ̂(τ̂) ,
and is periodic in ϕ̂: for all p ∈ Z:
ψ̂
(
τ̂ + i(ϕ̂+ p), x
)
= ψ̂(τ̂ + iϕ̂, x) .
Note that for any η > 0 the sets
χ
(
(−1/2, 1/2)× R) and 1 + χ((−1/2, 1/2)× R)
overlap, forming a C-neighborhood of the interval [−1, 1] lying on the real
axis (cf. Figure 1, where the relevant interval lies on the imaginary axis).
There exists η0 > 0 so that χ
(
[−1/2, 1/2] × R) avoids all singularities of
ψ(τ, ·) for all 0 ≤ η ≤ η0. This avoidance property remains true for 1 +
χ
(
[−1/2, 1/2]× R), as follows from the symmetry properties of χ and ψ.
There exist 0 < ε1 ≤ ε0 and η1 > 0 so that for all 0 < ε ≤ ε1, 0 < η ≤ η1
and t̂ ∈ [−1/2, 1/2] we can again solve the harmonically-reduced Einstein
equations to obtain a family of metrics, which will be denoted by ĝt̂(ϕ̂, x),
which asymptote to
(3.18) ρ−2(dρ2 +
(˚
gab(x) + εψab
(
φ−1(τ̂ , x)
))∂xa
∂x̂c
∂xb
∂x̂d
dx̂cdx̂d
as ρ tends to infinity.
One shows as before
(3.19) ∂τ̂ ĝt̂ ≡ 0 , ĝ(τ̂ , x) = ĝ(−τ̂ , x) = ĝ(τ̂ , x) ,
where of course ĝ(t̂+ iϕ̂, x) := ĝt̂(ϕ̂, x).
Since the hypotheses on the functions ψab imply reality on both the real
and the imaginary axes (cf. Appendix A), the asymptotic data (3.18) for
ĝ0(ϕ̂, x) have vanishing imaginary part. The map χ, when restricted to the
imaginary axis <τ = 0, provides a diffeomorphism from R to R for all small
parameters η there, in which case (3.18) is a standard (real-valued) change
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of coordinates ϕ 7→ ϕ̂ at τ = 0 + iϕ for a (usual, real-valued) Riemannian
metric.
Consider the tensor field
(3.20) ĝµν(χ(τ), x)
∂x̂µ
∂xα
∂x̂ν
∂xβ
dxαdxβ .
It has the same asymptotic data as g(τ, x) at τ = 0 + iϕ by construction,
therefore coincides with g(τ, x) there. By uniqueness of analytic extensions
it coincides with g(τ, x) wherever both are defined. It provides the desired
analytic extension of g(τ, x) to a neighborhood of the interval t ∈ [−1/2 −
η, 1/2 + η] ⊂ C.
Periodicity in t follows now as in the scalar field case. 
Appendix A. Remarks on doubly periodic holomorphic
functions
The aim of this appendix is to exhibit large classes of functions as needed
in our existence results, namely: Meromorphic functions f , satisfying
(A.1) f(z) = f(z) = f(−z) = f(z + p+ iq) , ∀ p, q ∈ Z ,
analytic in a neighborhood of the axes, with all singularities lying on the
union of vertical lines <z = 12 + Z.
For this, for n ∈ N, n ≥ 2 and a ∈ (0, 1) consider the series
(A.2) fn,a(z) =
∑
p,q∈Z
1
(z − 12 − ia− p− iq)n
.
These series converge and define indeed a family of meromorphic functions
such that
(A.3) f(z + p+ iq) = f(z) for all p, q ∈ Z,
with singularities located on the set {12 + ia+ p+ iq , p, q ∈ Z}.
Functions satisfying (A.3) will be referred to as doubly periodic. Any finite
linear combination of the functions of the form (A.2) with a = ak for some
ak ∈ R will be meromorphic, doubly periodic, with singularities located on
the union of the singular sets {12 + iak + p+ iq , p, q ∈ Z}.
Consider, next any doubly periodic meromorphic function f . Then
(A.4) f+(z) :=
1
2
(
f(z) + f(−z))
is again meromorphic, doubly periodic, and satisfies
(A.5) f+(z) = f+(−z) .
Functions satisfying (A.5) will be referred to as even. Note that even analytic
functions have only even powers of z in their Taylor-series expansion at the
origin.
Let f be again a doubly periodic even meromorphic function and set
(A.6) fr(z) :=
1
2
(f(z) + f(z))
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Then f is again doubly periodic, meromorphic, even, and for z such that
z = z this reduces to fr(z) = <f(z), whence fr is real on the real axis. It is
also real on the imaginary axis for even f since then
z = =z ⇒ z = −z ⇒ fr(z) = 1
2
(f(z)+f(−z)) = 1
2
(f(z)+f(z)) = <f(z) .
We conclude that for any finite collection (n`, a`, α`), ` = 1, . . . , N , n` ≥ 2,
n` ∈ N, a` ∈ (0, 1), α` ∈ C, the functions
(A.7) f =
N∑
`=1
(
(α`fn`,a`)+
)
r
satisfy all the requirements set forth at the beginning of this section.
Appendix B. “Complex coordinate transformations”
Consider a Lorentzian metric tensor
g = gµν(t+ i0, x)dx
µdxν(B.1)
= g00(t+ i0, x)dt
2 + 2g0j(t+ i0, x)dtdx
j + gk`(t+ i0, x)dx
kdx` ,
which is real-analytic in a variable t, so that we can analytically extend the
metric coefficients g(t, x) to functions gµν(t + iϕ, x) of a complex variable
τ = t+ iϕ to a neighborhood of the real axis =τ = 0. Let I be an nonempty
open interval containing the origin. We wish to show that for t ∈ I the
“substitution”
(B.2) (t+ i0, dt, ∂t) 7→ (0 + iϕ, idϕ,−i∂ϕ)
in the metric tensor and its derivatives maps the Ricci tensor of g to the
formal Ricci tensor of the (possibly complex valued) tensor field
g = −g00(0 + iϕ, x)dϕ2 + 2ig0j(0 + iϕ, x)dϕdxj + gk`(0 + iϕ, x)dxkdx` ,
with ϕ ∈ J ⊂ R for some nonempty open interval J containing 0. Here,
by formal Ricci tensor of g we mean the tensor calculated using the usual
formulae for the components of the Ricci tensor associated with a real-valued
symmetric non-degenerate tensor field g.
For this, given a smooth curve
R ⊃ I 3 s 7→ γ(s) = t(s) + iϕ(s) ∈ C ,
we consider the complex valued-tensor field
g[γ](s, x
i) := g00(γ(s), x)
(dγ(s)
ds
)2
ds2(B.3)
+2g0j(γ(s), x)
dγ(s)
ds
dxjds+ gk`(γ(s), x)dx
kdx` .
Setting (yµ) ≡ (y0, yi) := (s, xi), (B.3) can be rewritten as
(B.4) g[γ]αβ = gµν
∂xµ
∂yα
∂xν
∂yβ
,
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which takes the same form as the transformation law of a tensor field under
a change of coordinates. Defining g[γ]
αβ to be the matrix inverse to g[γ]αβ,
we define the Christoffel symbols Gαβγ of g[γ] using the usual formula:
(B.5) Gαβν =
1
2
g[γ]
αµ
(
∂yβg[γ]µν + ∂yνg[γ]βµ − ∂yµg[γ]βν
)
.
In view of our hypothesis, that the metric functions are holomorphic in τ ,
one has (compare (2.14))
∂sgαβ(γ(s), x) = ∂sγ∂τgαβ(γ(s), x) .
This implies that the Gαβγ ’s can be obtained from the Christoffel symbols
Γαβγ of g by the usual transformation formula
(B.6) Gµνρ = Γ
λ
κσ
∂yµ
∂xλ
∂xκ
∂yν
∂xσ
∂yρ
+
∂yµ
∂xλ
∂2xλ
∂yρ∂yν
.
A standard calculation implies now that the field
(B.7) Rδγαβ = ∂yαG
δ
βγ − ∂yβGδαγ +GδασGσβγ −GδβσGσαγ .
which we will call the Riemann tensor of g, can be obtained from the Rie-
mann tensor Rδγαβ of g using the transformation law of tensors:
(B.8) Rδγαβ = R
δ′
γ′α′β′
∂yδ
∂xδ′
∂xγ
′
∂yγ
∂xα
′
∂yα
∂xβ
′
∂yβ
.
Similarly for the contraction Rδγδβ , which we called the Ricci tensor. Our
claim follows by taking γ(s) = is.
Acknowledgements Useful discussions with Peter Aichelburg, Erwann
Delay, Robin Graham, Paul Klinger and Maciej Maliborski are acknowl-
edged. The research of PTC was supported in part by the Austrian Science
Fund (FWF), Project P29517-N27, and by the Polish National Center of
Science (NCN) under grant 2016/21/B/ST1/00940. The author is grateful
to the Fields Institute for hospitality and support during an essential part
of work on this paper.
References
1. S. Alexakis and V. Schlue, Non-existence of time-periodic vacuum spacetimes, (2015),
arXiv:1504.04592.
2. M.T. Anderson, Einstein metrics with prescribed conformal infinity on 4-manifolds,
Geom. Funct. Anal. 18 (2001), 305–366, arXiv:math.DG/0105243. MR 2421542
3. , Boundary regularity, uniqueness and non-uniqueness for AH Einstein met-
rics on 4-manifolds, Adv. in Math. 179 (2003), 205–249, arXiv:math.DG/0104171.
MR 2010802
4. M.T. Anderson, P.T. Chrus´ciel, and E. Delay, Non-trivial, static, geodesically com-
plete space-times with a negative cosmological constant. II. n ≥ 5, AdS/CFT cor-
respondence: Einstein metrics and their conformal boundaries, IRMA Lect. Math.
Theor. Phys., vol. 8, Eur. Math. Soc., Zu¨rich, 2005, arXiv:gr-qc/0401081, pp. 165–
204. MR MR2160871
5. J. Bicˇa´k, M. Scholtz, and P. Tod, On asymptotically flat solutions of Einstein’s equa-
tions periodic in time I. Vacuum and electrovacuum solutions, Class. Quantum Grav.
27 (2010), 055007, arXiv:1003.3402. MR 2594673
6. D. Birmingham, Topological black holes in anti-de Sitter space, Class. Quantum Grav.
16 (1999), 1197–1205, arXiv:hep-th/9808032. MR MR1696149 (2000c:83062)
PERIODIC SOLUTIONS OF NONLINEAR WAVE EQUATIONS 15
7. P.T. Chrus´ciel, E. Delay, and P. Klinger, Non-singular spacetimes with a negative
cosmological constant: III. Stationary solutions with matter fields, Phys. Rev. D95
(2017), 104039, arXiv:1701.03718 [gr-qc].
8. , Non-singular spacetimes with a negative cosmological constant: IV. Stationary
black hole solutions with matter fields, (2017), arXiv:1708.04947 [gr-qc].
9. , On non-degeneracy of Riemannian Schwarzschild-anti de Sitter metrics,
(2017), arXiv:1710.07597 [gr-qc].
10. W. Craig and C.E. Wayne, Newton’s method and periodic solutions of nonlinear wave
equations, Commun. Pure Appl. Math. 46 (1993), 1409–1498. MR 1239318
11. O.J.C. Dias, G.T. Horowitz, D. Marolf, and J.E. Santos, On the nonlinear stability
of asymptotically Anti-de Sitter solutions, Class. Quantum Grav. 29 (2012), 235019,
arXiv:1208.5772 [gr-qc].
12. G.J. Galloway, Splitting theorems for spatially closed space-times, Commun. Math.
Phys. 96 (1984), 423–429.
13. C.R. Graham and J.M. Lee, Einstein metrics with prescribed conformal infinity on the
ball, Adv. Math. 87 (1991), 186–225.
14. M.J. Gursky, Renormalized volume and rigidity, (2017).
15. J.M. Lee, Fredholm operators and Einstein metrics on conformally compact man-
ifolds, Mem. Amer. Math. Soc. 183 (2006), vi+83, arXiv:math.DG/0105046.
MR MR2252687
16. M. Maliborski and A. Rostworowski, Time-Periodic Solutions in an Einstein AdS-
Massless-Scalar-Field System, Phys. Rev. Lett. 111 (2013), 051102, arXiv:1303.3186
[gr-qc].
17. A. Rostworowski, Higher order perturbations of anti-de Sitter space and time-
periodic solutions of vacuum Einstein equations, Phys. Rev. D95 (2017), 124043,
arXiv:1701.07804 [gr-qc].
18. C.E. Wayne, Periodic and quasi-periodic solutions of nonlinear wave equations via
KAM theory, Commun. Math. Phys. 127 (1990), 479–528. MR 1040892
Piotr T. Chrus´ciel, Faculty of Physics,University of Vienna, Boltzman-
ngasse 5, A1090 Wien, Austria
E-mail address: piotr.Chrus´ciel@univie.ac.at
URL: http://homepage.univie.ac.at/piotr.chrusciel/
