In decision-theoretic troubleshooting, we are given a Bayesian network model of a malfunctioning device and our task is to find a repair strategy with minimal expected cost. The troubleshooting problem has received considerable attention over the past two decades. We show that several troubleshooting scenarios proposed in the literature are equivalent to well-studied machine scheduling problems. This immediately yields new complexity-theoretic and algorithmic results for troubleshooting. We also apply scheduling results to multi-agent troubleshooting. Further, we examine the so-called call service action which is often used in troubleshooting but has no natural counterpart in machine scheduling. We show that adding the call service action to basic troubleshooting models does not make the problem intractable.
Introduction
Sequencing repair and diagnostic actions in order to fix a system at the lowest expected cost is a very natural problem that has been studied since the advent of computing in 1950s. The oldest formulation known to the author is due to Johnson [22] : "A problem of importance to the Air Force is that of troubleshooting to find a malfunctioning part of a complex piece of electronic equipment. [...] A complicated machine may break down because of the failure of some of its components. In what sequence should its components be tested and repaired in order to minimize the expected delay time?" Similarly in decision-theoretic troubleshooting [19] , a malfunctioning man-made system described by a Bayesian network is to be repaired by a sequence of troubleshooting steps designed to identify and eliminate the cause of malfunction at ✩ This work was supported by the Czech Science Foundation through Grant 13-20012S , and by the Institutional Research Support of the Faculty of Management, Prague University of Economics. A preliminary version of this paper has appeared in the Proceedings of ECSQARU 2011 [30] , and some of the presented material has evolved from [31, 32] .
A distinguishing feature of decision-theoretic troubleshooting following the work of Heckerman et al. [19] is the use of Bayesian networks for modeling of the system under consideration. We use a very simple Bayesian network model in Section 3, however the knowledge-modeling aspects of troubleshooting are not treated in this paper. A treatment of Bayesian network modeling, including applications to troubleshooting and diagnosis, may be found in [20] .
Structure of the paper. In the next Section 2 we overview basic scheduling concepts used later on. Section 3 treats basic troubleshooting scenario and relates it to a simple scheduling problem. We also derive the result concerning call service there, in Section 3.1. In Section 4, we overview several extensions of basic troubleshooting proposed in earlier troubleshooting literature, relate them to suitable scheduling problems, and state our results. We also extend the troubleshooting-scheduling analogy to a multi-agent setting, where there are multiple repairmen working in parallel to minimize the repair time. We give an account of several problems similar to the ones studied in this paper in Section 5.
To keep the paper self-contained, we include Appendix A with a review of terminology pertaining to partial orders. It is assumed that the reader is familiar with basic notions of computational complexity theory. For an introduction to the theory the reader may consult any standard textbook such as [15] .
Scheduling concepts
The material in this section is drawn mainly from surveys [29, 44] and book [7] . 1 While in this paper we restrict ourself to using few scheduling concepts and results, the cited publications can give the interested reader a more thorough overview of the field. In deterministic machine scheduling, we are given a predetermined set of production activities, called jobs, to be processed on one or more machines. In the simplest model sufficient for this paper, any machine can perform at most one job at a time, and any job can be processed on at most one machine at a time. Once a job processing is started, it must continue without interruption until the processing is complete. Unless stated otherwise, we shall always assume that there is only one machine to process the jobs. A schedule is an allocation of time intervals on the machine to the jobs. A schedule is feasible if time intervals allocated to distinct jobs do not overlap. Additionally, there may be problem-specific restrictions to be met by a schedule to be considered feasible. The machine time is typically scarce and the task is to construct a feasible schedule minimizing some suitable objective, such as the completion time of the last processed job. Graham notation To deal with the large variety of problem types, it is customary to describe each problem type using a three-field classification scheme originated by Graham et al. [18] . It has the form α|β|γ , where α describes the machine environment, β describes constraints placed on the jobs, and γ indicates the objective function. We will not introduce the Graham notation in its generality, since we only need a small subset of it. For reader's convenience, Table 1 summarizes the symbols introduced later in the text.
Scheduling to minimize weighted flowtime
Throughout the paper, we shall consider only one scheduling objective, namely that of weighted flowtime. Scheduling jobs on a single machine to minimize weighted flowtime is defined as follows. There are n jobs J 1 , . . . , J n to be processed on a single machine. Each job J i is given with a processing time p i and weight w i , where both p i and w i are nonnegative integers. 2 These parameters are known and fixed in advance. For any given job sequence, the flowtime (or completion time)
C i of each job J i is defined as p i plus the sum of processing times of all the jobs preceding J i . This definition assumes implicitly that there is no idle time between jobs and that processing always starts at time zero. The objective is to find a job sequence minimizing the weighted flowtime
An optimal job sequence is found by application of the Smith's rule [50] : sequence the jobs in non-increasing order of the ratios w i /p i .
Graham notation
Scheduling single machine to minimize weighted flowtime is denoted 1|.| w i C i , where α = 1 stands for "single machine", γ = w i C i is the objective function, and the β field is empty since there is no additional restriction placed on the jobs. If the job parameters are in any way restricted, we indicate it in the β field. For example, "p i = 1" means that all the p i 's equal one; "p i = p" means that all the p i 's equal a constant p. When all the job weights w i are required to equal one, we could write 1|w i = 1| w i C i . However, it is customary to describe the problem simply as 1|| C i .
Scheduling with precedence constraints
In precedence constrained scheduling, there is an additional requirement that any feasible schedule has to be consistent with a precedence relation defined on the set of jobs. Relation is reflexive, antisymmetric, and transitive, i.e. it is a partial order on the set of jobs. Any feasible schedule must be a linear extension of the precedence relation . That is, if for any two distinct jobs J a and J b we have J a J b , than job J a must precede J b in any feasible schedule. The precedence relation is conventionally given by an acyclic directed graph G = (V , E) where the vertices are identified with jobs and edges encode the precedence constraints. Given such a graph G, a job J b is not allowed to precede job J a if there is a directed path from vertex a to vertex b in graph G. Garey and Johnson [15] denote the precedence constrained scheduling problem by SS4.
Graham notation Scheduling single machine to minimize weighted flowtime subject to precedence constraints is denoted 1|prec| w i C i . In the β field, we describe the precedence relation . If the relation is described by a general acyclic 2 The reader should be warned that in scheduling literature, the job weights w i are sometimes allowed to be negative and some papers leave the range of weights unspecified. For example Lawler [28] explicitly allows negative weights. However, it is essential for the reductions in Section 3.2 that the weights are non-negative. A careful check of the works cited confirms that all the results reported in this paper hold regardless of this restriction of weight range.
directed graph, we put "prec" into the β field. If the graph is series-parallel, we put "sp-graph" into the β field. Other classes of restricted graphs commonly used for precedence constraints are chains, outtrees and intrees. We briefly introduce these classes in Appendix A. To give an example of the notation, "1|chains, p i = p| w i C i " would mean that there are precedence constraints in the form of chains and all the job processing times are fixed to a constant p.
Scheduling with job families and batching
In the family scheduling model [44] , it is assumed that the machine requires a setup to process the assigned jobs, and the jobs are partitioned into disjoint families with respect to the setup work required. Jobs that belong to the same family require a common setup. The family-dependent setup is required before processing the first job on machine, and before any job immediately preceded by a job from different family. Except stated otherwise, no setup is required between jobs belonging to the same family. Schedule for a machine is a sequence of family-dependent setups and jobs. Jobs between any two nearest setups must belong to the same family. Such a set of contiguously processed jobs between two setups is called a batch.
Family scheduling comes in two variants. Under the job availability assumption, the flowtime of any job J a equals its processing time p a plus the sum of all processing times of all jobs and family setups preceding J a in the schedule. Under the batch availability assumption, processing time of a batch equals the sum of processing times of its jobs plus the family setup time. Flowtime of a batch equals its processing time plus the sum of processing times of all the preceding batches. Flowtime of any job within batch B coincides with the flowtime of B. Flowtimes of all jobs in a batch are therefore equal under the batch availability assumption. In scheduling models with the batch availability assumption, there may be two or more consecutive batches of the same family, and the family-dependent setup is required before the batch is processed, even if it is of the same family as the previous batch. Brucker [7] treats family scheduling with single job family and batch-availability assumption under the name of 's-batching'.
The number of job families is denoted F . We denote by s f g the setup time required when a job from family g is immediately preceded by a job from family f . If the setup time s f g does not depend on the preceding family, we say that it is sequence independent and denote it just by s g . Otherwise, the setup time is called sequence dependent.
Graham notation In family scheduling, there is no generally accepted notation for problem classification. We follow the notation used in [44] . Properties of job families are encoded in the β field: F = k means that there are exactly k job families, s f means that the family setup times are sequence independent, and s f g means that the setup times are sequence dependent. 3 For example, "1|s f | C i " means that we are scheduling jobs on single machine, all the weights w i equal one, there can be an arbitrary number of job families (up to n), and the family setup times are sequence independent. In the notation, we do not have any means to express whether the batch-availability or the job-availability assumption is taken.
Parallel scheduling
In parallel scheduling models, there are m machines to process the jobs. Parallel scheduling with weighted flowtime is denoted SS13 in [15] . The processing times of jobs may vary across the machines as some machines may be faster than other. We denote by p ij the time taken by job J i when performed on machine M j . If the speed of all the machines is the same, we define p ij = p i for all machines and jobs, and we say that the machines are identical. If each machine M j is given with a job-independent speed σ j , we define p ij = p i /σ j for each job and say that the machines are uniform. Finally, we say that the machines are unrelated if the speed of machine depends on the job processed -formally, there is a job-dependent speed σ ij for each machine-job combination and p ij = p i /σ ij .
Graham notation
In the α field, letters P , Q and R stand for identical, uniform and unrelated machines respectively. If the number of machines is restricted, we indicate it in the α field also. For example, P 2 means that there are exactly two identical machines.
Basic troubleshooting
Following Heckerman et al. [19] and Jensen et al. [21] , we introduce basic troubleshooting, a particularly simple class of troubleshooting problems solvable in polynomial time. First, we overview results that can be traced to earlier literature. Novel results are presented in Sections 3.1 and 3.2.
In basic troubleshooting, we assume:
• There are m possible causes of failure of the system called faults and denoted F 1 , . . . , F m . The faults are mutually exclusive, each having a nonzero probability P(F i = 1) of occurrence, and m i=1 P(F i = 1) equal to one. The faults are not observable.
• We take the single fault assumption -exactly one of the m faults is present in the system at the beginning of troubleshooting. 3 Brucker [7] uses a little different notation than Potts and Kovalyov [44] , since he only considers the case of a single job family: he writes s-batch in the Without loosing generality, we assume that for all i, both the probability of fault occurrence P(F = f i ) and the conditional probability of action success P( A i = 1|F i = 1) are nonzero.
Table 2
Notation used for description of troubleshooting problems.
Symbol Meaning
ith action, ith fault, "leaky" fault
ith action has succeeded (failed) to fix the system • Each action A i can either fail or fix the system when performed. Success of action A i is denoted " A i = 1", failure is denoted " A i = 0". In particular, action A i can fix the system if and only if the malfunction is caused by fault F i . The probability of successful repair P( A i = 1|F i = 1) is nonzero. For all j = i, the probability P( A i = 1|F j = 1) is zero.
• Actions with probability of success P( A i = 1|F i = 1) equal to one are called perfect. Actions that are not perfect are called imperfect.
Note that there might be faults without any associated action. All the faults without an associated action can be merged to a single "leaky" fault denoted F L with probability P(F L ) equal to 1 − n i=1 P(F i = 1). A Bayesian network model encoding these assumptions is shown in Fig. 1 . Table 2 contains a summary of notation that we use to describe troubleshooting problems. For technical reasons, we assume that all the costs and probabilities are non-negative rational numbers.
Let π = {π (1), . . . , π(n)} denote a permutation of action indices 1, . . . , n. Then troubleshooting strategy is a sequence [A π (1) 
In the sequel, we shall write ECR( A π (1) (1) , . . . , A π (n) ]) for simplicity. Note that the name "Expected Cost of Repair" is a little misleading since even performing all the actions may fail to fix the fault due to the presence of imperfect actions or a leaky fault.
The assumptions of basic troubleshooting are quite restrictive; however, weakening them yields N P-hard problems as shown in [53, 54] . The basic troubleshooting scenario is solvable in polynomial time by the p/c-rule [21] : output any permutation π such that the ratio values
are non-increasing. Such a permutation is guaranteed to be optimal.
Useful facts and notation Denote the set of actions {A 1 , . . . , A n } by A. Let [A π (1) , . . . , A π (n) ] be a permutation of actions from A. We write e k to express the evidence that the first k actions fail. Statement e k = k i=1 {A π (i) = 0} depends on the permutation π , but we omit π in the notation since the permutation will always be fixed when we use the symbol e k . For
Equality (3) holds since the probability P( A j = 1 ∧ A i = 1) is zero for any i = j. Probability P(e n ) of all actions failing is independent of permutation π and equals
For consistency, we also define an "empty statement" e 0 with probability P(e 0 ) equal to one.
The probability of success P(
, since the probability P( A i = 1|F j = 1) is zero for any j = i. Also, note that the probability P(e k−1 |A π (k) = 1) equals one. With this observation and the Bayes' rule, we get a simple formula for evidence updating in basic troubleshooting model:
Call service Under the assumptions of basic troubleshooting, even performing all the available troubleshooting actions may not fix the failed system when the probability P(e n ) is nonzero. However, the goal is to fix the system, and therefore it must be assumed that there is a sufficiently high penalty incurred if the troubleshooting attempt fails. Such a penalty can be modeled explicitly by including a designated action call service, denoted CS, that always fixes the problem at cost c CS [19, 21] . If we include the call service action in the basic troubleshooting model, we define troubleshooting sequence as any sequence of actions from A ∪ {CS} that fixes the system with probability equal to one. Note that if CS is used, it only makes sense to use it as the last action in the sequence. A troubleshooting sequence can take one of the following forms:
• [A π (1) , . . . , A π (k) , CS] for 1 ≤ k ≤ n and some permutation π of A,
, when there is no leaky fault and the actions are perfect, i.e. P(e n ) = 0 • [CS], when only call service is performed.
For action sequence [A π (1) , . . . , A π (k) , CS] we define the expected cost of repair as
For the trivial "sequence" [CS], we define ECR(CS) = c CS .
Heckerman et al. [19] proposed Algorithm 1 for basic troubleshooting with call service. The authors stated that the algorithm is not necessarily optimal (without giving an example of suboptimal sequence returned by the algorithm). Since then, it has been believed that troubleshooting with call service is of higher computational complexity than basic troubleshooting [21] . Our results in Section 3.1 refute this belief and imply that Algorithm 1 is in fact optimal.
input : Cost of call service c CS , action probabilities P( A i = 1) and costs c i for i = 1, . . . , n output: An optimal troubleshooting sequence 1 Find a permutation π of actions such that
3 Of all the n + 1 sequences considered in the previous step, output one with minimal ECR.
Algorithm 1:
Algorithm for troubleshooting with call service by Heckerman et al. [19] .
Optimal algorithm for basic troubleshooting with call service action
In this section we consider the basic troubleshooting scenario with call service action. It is useful to define conditional expected cost of repair of a troubleshooting sequence recursively as
It is easy to check that this definition of the ECR is equivalent to the non-recursive one, i.e. ECR(s) equals ECR(s|e 0 ) for any troubleshooting sequence s. We say that a troubleshooting sequence s * is optimal if there is no other troubleshooting sequence s such that ECR(s ) < ECR(s * ). We summarize properties of optimal troubleshooting sequences in Theorem 1.
Theorem 1. Optimal troubleshooting sequences of basic troubleshooting with call service action have the following properties.
A. Let [A π (1) , . . . , A π (k) , CS] be an optimal troubleshooting sequence with n ≥ k ≥ 2. Then
for any two adjacent actions A π (i) and CS] be an optimal troubleshooting sequence with n ≥ k ≥ 1. Then we have
C. Let [CS] be an optimal sequence. Then for i = 1, . . . , n we have
Remark. Property A states the well-known p/c-rule [21] . To the knowledge of the author, the other two properties have not been observed in the literature before.
Proof of Theorem 1. To establish property A, consider any two adjacent actions A π (i) and A π (i+1)
. Permutation π can be optimal only if
A little algebraic manipulation yields inequality (5). To prove property B, we first observe that due to optimality of the considered sequence [A π (1) 
From this, we infer inequality (6) . To prove inequality (7), we observe that the assumed optimality of sequence
The last inequality implies (7), since P(
. We omit the proof of property C, since it is analogous to the proof of property B. 2
A straightforward application of Theorem 1 yields Algorithm 2.
Theorem 2. Algorithm 2 returns an optimal troubleshooting sequence for basic troubleshooting models with call service action. It operates in O (n log n) time where n is the number of actions.
Proof. Optimality of the algorithm follows from Theorem 1. In the test at line 5, we check inequality (7) rewritten using (4).
It is sufficient to compare P(e k−1 )/c CS only with P( A π (k+1) = 1)/c π (k+1) since the actions have been sorted by the p/c ratio at line 3. Both the comparisons at line 1 and the for-loop at line 4 can be implemented in O (n) time. Sorting the actions at line 3 of the algorithm takes O (n log n) time [26] . 2
Remark. In the analysis of time complexity in the proof, we do not take into account the complexity of arithmetic operations. In this paper, the complexity of arithmetic operations is disregarded unless stated otherwise. This topic is discussed further in Section 3.2.2. 3 Find a permutation π of actions such that
Algorithm 2: Algorithm for basic troubleshooting models with call service action.
Remark. Theorem 1 implies also the optimality of Algorithm 1. Algorithms 2 and 1 share the same asymptotic time complexity O (n log n). However, our Algorithm 2 is likely to be more efficient than Algorithm 1 in practice, since the former does not need to consider all the (n + 1) placements of call service and it does not evaluate the ECR for all the candidate troubleshooting sequences.
Equivalence of basic troubleshooting and scheduling 1|| i w i C i
Basic troubleshooting without call service and single machine scheduling with weighted flowtime can be transformed easily into each other. This equivalence is basis of all the results stated in Section 4. Independently, the same observation has been recently made by Nobibon et al. [39] for the closely related discrete sequential search problem.
Before presenting the reductions, it is useful to observe that we can use Eq. (3) to rewrite the definition of the ECR for basic troubleshooting:
Note that the part denoted "ECR F " is fixed, independent of the permutation π , and nonzero only if there are imperfect actions or a leaky fault.
Reduction of scheduling to basic troubleshooting
We show a reduction from any instance of 1|| i w i C i to basic troubleshooting. Consider an arbitrary instance of 1|| i w i C i with n jobs. For each job J i with processing time p i and weight w i , construct a fault F i with probability of occurrence P(F i = 1) = w i / n j=1 w j , and construct a corresponding perfect action with cost c i = p i and probability of success P( A i = 1) equal to P(F i = 1). Thus, we have constructed a basic troubleshooting scenario with perfect actions and no leaky fault, i.e. with zero probability P(e n ).
We now show that any permutation of indices 1, . . . , n minimizing weighted flowtime of the scheduling problem will also minimize the ECR of the constructed troubleshooting problem. Consider an arbitrary but fixed job sequence. To simplify notation, assume that the sequence is
By changing the order of summation, we get a useful equality (8) and (9), and using the fact that probability P(e n ) is zero, we can express the expected cost of the action sequence [A 1 , . . . , A n ] simply as:
. (10) It is now obvious that any permutation of job indices minimizing w i C i minimizes also the ECR of the constructed troubleshooting problem. . However, in this section we are content with the fact that the reduction is done in polynomial time. 
Complexity of the reduction

Reduction of basic troubleshooting to scheduling
As required, any permutation of action indices minimizing the ECR minimizes also w i C i of the constructed scheduling problem.
Complexity of the reduction Before estimating the asymptotic time requirements of the reduction, a few words are in order concerning its practical use. The purpose of the reduction is to transform a troubleshooting problem to a scheduling problem and solve it using an appropriate scheduling algorithm. In realistic applications, we may assume that the action probabilities w i and costs p i are expressed as decimals with precision up to k decimal places (with k "reasonably" small). Then, the common denominator λ is simply 10 k and does not need to be computed. Given that the sizes (in bits) of the numbers w i and p i are bounded, we can take the additional assumption that the cost of multiplication is constant. We can conclude that the time complexity of the reduction is O (n) for practical purposes, since we only perform 2n multiplications (w i · λ and p i · λ for each of the n jobs). Now we proceed to estimate asymptotic time requirements of the reduction. If the probabilities w i and costs p i are allowed to be arbitrary rational numbers, then the common denominator λ can be computed as the least common multiple (lcm) of the denominators of w 1 , p 1 , . . . , w n , p n . Let these denominators be denoted δ 1 , . . . , δ 2n . Then we compute
where gcd(δ 1 , . . . , δ 2n ) is the greatest common divisor of the denominators. Greatest common divisor of two integers can be computed using the algorithm of Euclid (or some other), and to compute gcd( 
We see that the computation of lcm given by (12) [14] , where the symbol "log * " stands for the "iterated logarithm" function defined as log * (s) = 0 if s ≤ 1, and log * (s) = 1 + log * (log s) otherwise. 5 Currently fastest gcd algorithms run in O (M(s) · log s) time [36] . Using these fast algorithms, the lcm computation given by (12) takes
time, where n is the number of troubleshooting actions. 4 The inequality in (13) follows from the fact that for any collection of k positive reals
The fact can be proved by induction. Remark. We can assume that the arithmetic operations are performed in constant time when the sizes of the integers involved are bounded by a fixed parameter. In troubleshooting applications, it is realistic to assume that all the integers used are no larger than, say, 64 bits.
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••• (••••) •••-•••The last step is to assess the cost of computing w i = w i · λ and p i = p i · λ for i = 1
Extensions of basic troubleshooting
Assumptions Throughout this section, we assume that the time complexity of the reduction in Section 3.2.2 is O (n) (see the discussion before and after Theorem 3).
Summary of new results
Below, we demonstrate new N P-hardness results for the following problems:
• troubleshooting with precedence constraints, a scenario implicit in [21] ,
• troubleshooting with postponed system test suggested by Ottosen and Jensen [42] ,
• troubleshooting with cost clusters and without inside information suggested by Langseth and Jensen [27] .
Additionally, we demonstrate N P-hardness of multi-agent troubleshooting. All of the mentioned problems are extensions of the basic troubleshooting model proposed by Heckerman et al. [19] .
Positive results
• For basic troubleshooting with precedence constraints, we list special cases solvable in polynomial time. We report on approximation algorithms for scheduling that are directly applicable to precedence constrained basic troubleshooting, provided that the probability P(e n ) is zero.
• We mention polynomial-time solvable special cases of troubleshooting with postponed system test.
Precedence constraints
In some troubleshooting applications, there are restrictions imposed on the order of repair actions -some of the actions may be performed only after some other actions have been performed. For an example of such an application, see Section 4.1 in paper [21] . The restriction on the order of actions does not typically correspond to the probabilistic dependence of actions. Formally, we assume that there is a precedence relation defined on the set of actions A, which is a partial order relation. A troubleshooting sequence [A π (1) , · · · , A π (n) ] is feasible with respect to precedence relation only if A π ( j) A π (i) for all i < j. By the reductions in Section 3.2, the basic troubleshooting problem extended with precedence constraints is equivalent to precedence-constrained single machine scheduling with weighted flowtime, denoted 1|prec| w i C i in the Graham notation.
Throughout this section, we work with specific concepts of order theory reviewed in Appendix A. For a more comprehensive overview of various classes of partial orders and their use in 1|prec| w i C i and other applications, the reader may see [35] .
N P-hardness of precedence constrained troubleshooting
The complexity of precedence constrained scheduling 1|prec| w i C i has been studied since 1970s. It turns out that the computational complexity of the problem very much depends on properties of the precedence order relation . It is known that the scheduling problem 1|prec| w i C i is strongly N P-hard for general precedence constraints even if all w i = 1 or all p i = 1 [15] . The problem remains strongly N P-hard also in the special case of interval order precedence relation [4] .
Ramifications of these facts to precedence constrained troubleshooting are summarized in the following theorem.
Theorem 4. Basic troubleshooting with precedence constraints is strongly N P-hard even if the probability P(e n ) is zero and all the actions are perfect. The problem retains this complexity in the following three special cases:
A. All the action costs equal constant c > 0. B. The probability distribution P(F ) is uniform.
C. The precedence relation is an interval order.
Proof. The reduction of problem 1|prec|
w i C i to precedence constrained basic troubleshooting is as described in Section 3.2.1. Additionally, we construct a precedence relation on A isomorphic to the precedence relation defined on the set of jobs: we have A k A if and only if J k J . Special cases A and B follow from the results for 1|prec, p i = 1| w i C i and 1|prec| C i reported in [15] . Special case C follows from the results of Ambühl et al. [4] . 2
Exact algorithms and special cases solvable in polynomial time
Many linear programming formulations have been proposed for finding optimal schedules of 1|prec| w i C i [10] . While for general precedence orders the problem is N P-hard, for orders with special structure the problem is known to be solvable in polynomial time. Lawler [28] shows that the problem is solvable in O (n · log n) time for the class of series-parallel orders. Sidney and Steiner [48] discuss a wider class of "decomposable orders" for which the scheduling problem remains solvable in polynomial time. In particular, they give an O (n w+1 ) time algorithm for partial orders where w is the maximum prime module width of precedence order . Recently, Ambühl and Mastrolilli [3] proved that 1|prec| w i C i can be solved in polynomial time by linear programming when the precedence constraints form a two-dimensional partial order. Both two-dimensional orders and decomposable orders with bounded prime module width are superclasses of series-parallel orders.
Application of scheduling algorithms to precedence constrained troubleshooting By the reduction in Section 3.2.2, all exact algorithms for 1|prec|
w i C i can be used for precedence constrained basic troubleshooting. Some of the algorithms do not require the input data to be integer. For such algorithms, the reduction in Section 3.2.2 can be simplified, since the multiplication of problem parameters by constant λ is not needed. When call service is included in the troubleshooting model, the polynomial-time algorithms for special cases of 1|prec| w i C i can be used without modification:
1) We reduce the troubleshooting problem at hand to scheduling as in Section 3.2.2.
2) We construct an optimal action sequence using an appropriate scheduling algorithm.
3) In O (n) time, we find an optimal position to place the call service action as in steps 2 and 3 of Algorithm 1.
We omit the proof of correctness of the last step because it is analogous to the proof of Theorem 1. We summarize the considerations of this section in Theorem 5.
Theorem 5. Basic troubleshooting with precedence constraints is solvable in polynomial time when the precedence constraints relation belongs to one of the following classes of partial orders:
• decomposable orders with bounded prime module width, • two-dimensional orders.
In the special case of series-parallel orders, the problem is solvable in O (n logn) time. Inclusion of call service, imperfect actions or leaky fault does not increase the asymptotic time complexity.
Remark. In [48] , the class of decomposable orders with bounded prime module width is denoted D w , w ∈ N + , and we define it in Appendix A.
Approximation algorithms
Much research has been devoted to the approximability of 1|prec| w i C i . Chekuri and Khanna [10] give references to several 2-approximation algorithms. Quite likely, no better approximation algorithms exist since Bansal and Khot [5] proved that under a stronger version of the "Unique Games Conjecture", the problem is not approximable within factor 2 − for arbitrarily small > 0. 6 A recent line of research culminating in [4] has established a close relationship of 1|prec| w i C i and the Vertex Cover problem. Ambühl et al. [4] give references to many recent results, and prove several theorems showing how special structure of the precedence relation can be exploited to get better approximation algorithms. For example, they show that for interval orders, 3/2-approximation is possible, and for semiorders, 4/3-approximation is possible.
Unfortunately, a ρ-approximation algorithm for 1|prec| w i C i combined with the reduction in Section 3.2.2 does not guarantee the same approximation ratio for troubleshooting unless P(e n ) = 0. Indeed, whenever the probability P(e n ) is nonzero, we have
for any optimal permutation π * and approximate one π . This is due to the presence of ECR F in Eq. (11) . When there is no leaky fault and all the actions are perfect, and hence P(e n ) = 0, the results for 1|prec| w i C i apply to precedenceconstrained basic troubleshooting as well.
Nontrivial system tests and cost clusters
Before giving formal definitions, we will illustrate the troubleshooting scenarios discussed in this section on a simple example from the printer domain. The example is inspired by [27] . Assume that our task is to troubleshoot a printer that prints in bad colors. There are several actions to perform, such as restarting the printer, changing driver settings, replacing the cartridge and so on. This could be modeled as basic troubleshooting. Now, imagine that the printing itself is very expensive -one has to think twice before performing a test print to check that the repair actions have actually helped. Incorporating such a constraint changes the problem significantly. We discuss troubleshooting problems of this kind in Section 4.3.1. To make the example yet more complicated, assume that we are troubleshooting a complex industrial printer and some of the repair actions are only available after disassembling parts of the machine -and different actions may require different parts to be disassembled. To perform a test print, the machine has to be reassembled. Section 4.3.2 covers problems of this kind.
Troubleshooting with postponed system test
In basic troubleshooting, it is assumed that the outcome of any action is known immediately after it is performed. It is assumed that after performing an action, we can observe directly the system state and learn whether the system is fixed or not. This assumption can be taken when the cost of testing the system state is negligible.
Ottosen and Jensen [42] proposed a scenario called troubleshooting with postponed system test (abbreviated TSPT) where we have to perform a system test to find out whether the system has been fixed. The system test requires additional cost c D . The need to schedule system tests complicates construction of an optimal sequence -when the system test is postponed too much, we risk performing needless repair actions; when we perform the test too early to check the system state, we risk missing a necessary repair action. To solve the troubleshooting problem, we construct an ordered partition [ 
Ottosen and Jensen [42] have proposed algorithms to solve this problem and conjectured that it is N P-hard. We will confirm this conjecture below in Section 4.3.4.
Troubleshooting cost clusters without inside information
The TSPT problem is a special case of troubleshooting with cost clusters without inside information proposed by Langseth and Jensen [27] . In the latter scenario (abbreviated TSnI), we assume that part of the problem specification is a partition of the set of all troubleshooting actions A into a family of disjoint "cost clusters" {K }. To access an action within a cost cluster, additional cost has to be paid for 'opening' the cluster. After opening the cluster, say K 1 , all the actions A ∈ K 1 are available and actions from other clusters are not available. To access an action in a different cluster, K 1 has to be closed and its actions are not available anymore. Furthermore, it is assumed that when any cluster is open, information about the system state is not available -the cluster has to be closed to see whether the actions taken have fixed the fault. The cost cluster scenario is motivated by situations when some of the troubleshooting actions require a common setup, or are only available after disassembling parts of the failed system. It is quite obvious that TSPT is a special case of TSnI with just a single cost cluster. Selected results on the complexity of family scheduling under the batch-availability assumption.
Problem
Time complexity Ref.
Yannakakis et al. [58] 1|s
Albers and Brucker [1] 1|prec,
Albers and Brucker [1] 
Chend et al. [11] 1|chains, s f , F = 1| C i N P-hard Albers and Brucker [1] 1|s f , F = 1| w i C i strongly N P-hard Albers and Brucker [1] 1|chains,
Lawler [28] 1|prec, s f , F = 1| C i strongly N P-hard 
Relevant complexity results for family scheduling
As discussed in Section 4.3.4 below, it is easy to relate TSnI with family scheduling under the batch availability assumption introduced in Section 2.1.2. We survey useful complexity-theoretic results pertaining to family scheduling in Tables 3  and 4 . In the first table we have results for the batch-availability models and in the second table for job-availability models. The results are taken from Potts and Kovalyov [44] and Brucker [7] . Besides of the cited works, the reader may refer to Allahverdi et al. [2] for a more recent survey of results for family scheduling problems.
In Table 3 , we see that when the processing times and weights of jobs are nonuniform, scheduling under the batchavailability assumption is strongly N P-hard already in the case of single job family (F = 1). Interestingly, for the number of families fixed to k and all job weights w i equal to one, there is an O (n k ) time algorithm.
As for the job availability assumption, we see in Table 4 that when the family setup times are sequence dependent,
we get an N P-hard problem already for the minimization of C i . For the sequence independent case, we see that the complexity status of 1|s f | w i C i is still unresolved, and for a fixed number of job families, we get a problem solvable in polynomial time.
Complexity of troubleshooting with cost clusters
Troubleshooting with cost clusters can be related easily to single machine scheduling with job families. In particular, any
TSnI problem with k cost clusters corresponds to scheduling 1|s f , F = k| i w i C i under the batch availability assumption, where:
• Jobs and repair actions are mapped to each other as described in Sections 3.2.1 and 3.2.2.
• Job families are identified with cost clusters and batches are identified with sequences of troubleshooting actions performed between the 'opening' and 'closing' of a cluster.
• For each cost cluster K , the opening cost c(K ) corresponds to the family setup time of corresponding job family.
• The special case of troubleshooting with single cost cluster, the TSPT problem, corresponds to scheduling 1|s f , F = 1| i w i C i where the family setup time is mapped to the cost of system test c D .
In view of the results in Table 3 , we get the following theorem. Remark. Theorem 6 confirms a conjecture stated in [42] . In the cited paper, an algorithm is given for splitting a given sequence of actions into 'batches' in Θ(n 3 ) time. Using an algorithm from [1] , this can be done in O (n) time.
Since the TSPT problem is a special case of the TSnI problem, we get immediately the following. 
Corollary 1. Basic troubleshooting with cost clusters without inside information (TSnI) is strongly N P-hard.
Bruno et al. [9] P || w i C i strongly N P-hard
Garey and Johnson [15] admits a PTAS
Skutella and Woeginger [49] P 2|chains, p i = 1| w i C i strongly N P-hard
Du et al. [12] 
Multi-agent troubleshooting
Thorsten Ottosen has suggested 7 a multi-agent troubleshooting scenario, where there are multiple repairmen, or agents, working in parallel to fix the failed system. As a starting point, we take the basic troubleshooting scenario defined in Section 3. If action costs are expressed in terms of the time consumed by action, the challenge is to divide the actions among the available repairmen, and define an individual schedule for each repairmen so that the overall expected time to fix the system is minimized. The reductions in Section 3.2 relate such a multi-agent scenario to scheduling parallel machines:
• The reductions in Sections 3.2.1 and 3.2.2 remain the same.
• We add an one-to-one map of the machines and the repairmen.
Applicable scheduling results
We summarize scheduling results applicable to multi-agent troubleshooting in Table 5 . Most of the references is taken from [7, 29] . We see that already the case of scheduling two identical parallel machines without precedence constraints ( P 2|| w i C i ) is N P-hard. However, the problem is well approximable since it admits a PTAS even if the number of identical parallel machines is unrestricted ( P || w i C i ). When all the job weights w i equal one, we get problems solvable in polynomial time even if the machines operate at different speeds ( Q || C i , R|| C i ). However, presence of precedence constraints as simple as chains makes the problem N P-hard again, even for just two identical machines and uniform weights or processing times (i.e. for problems P 2|chains| C i and P 2|chains, p i = 1| w i C i ).
Ramifications for troubleshooting
We have seen that in parallel scheduling, we arrive at N P-hard problems quickly. Therefore, in basic troubleshooting with multiple repairmen, already trying to split the work optimally between two agents is N P-hard since the corresponding scheduling problem P 2|| w i C i is N P-hard. However, if the need for multi-agent troubleshooting arises, we might look to the area of parallel scheduling for algorithms, approximate or exact. Good starting points are publications [29, 7, 15] .
Related work
Decision-theoretic troubleshooting falls into the wide area of automated sequential diagnosis which goes back at least to Johnson [22] quoted at the beginning of the paper. We would like to refer to [59] for a review of sequential fault diagnosis understood as the general task of testing sequentially the components of a complex system in order to learn the state of the system. The survey gives a lot of references that might be relevant to researchers interested in decision-theoretic troubleshooting. Ünlüyurt [59] assumes that the system under consideration consists on n components each of which can be in one of two states, "broken" or "working". The overall system state is also binary, the system is either functioning or not. Then, the system is described by a boolean function f : {0, 1} n → {0, 1} which maps vectors of component states to the system state. A distinguished subclass is that of k-out-of-n systems that are composed of n components and function if at least k of the components function. When the system function is " ", we speak of parallel or 1-out-of-n system. When the system function is " ", we speak of series or n-out-of-n system. Given the system function f , and given for each component its probability of failure and cost of inspection, the goal is to construct a sequential inspection strategy to determine the system state at the least expected cost. Next, we review some specific problems that are particularly akin to the problems studied in this paper.
Problems related to basic troubleshooting
The basic troubleshooting problem introduced in Section 3 is so simple that it is not surprising it was formulated before, albeit using different motivations and terminology. The earliest formulation known to the author appears in paper [6] . One of the problems discussed in the paper is equivalent to troubleshooting with imperfect actions: "We are given the fact that one of n boxes contains a ball, with probability p k that the ball is in the kth box. Let q k be the probability that on examining the kth box we are unable to examine its contents, and t k be the time consumed in one examination. What procedure minimizes the expected time required to obtain the ball?"
The paper states that the optimum is found by the p/c-rule. Variations of this problem, usually called 'discrete sequential search', have frequently resurfaced in later literature [23, 39] . A special case of the problem is sometimes studied under the name least cost fault detection [37] and can be understood as a sequential fault diagnosis of series system (defined above):
"A given system consisting of n components is to be inspected by sequentially applying tests to each component until one fails (i.e. the system is defective) or all components pass their test (i.e. the system successfully completes inspection). Associated with each component j is a testing cost c j and a probability q j of passing the test. The tests are assumed to be statistically independent and so for any sequence π , product q π (1) · q π (2) · · · q π (i−1) is the probability that the ith component in π will be tested. The problem is to find a (feasible) permutation which minimizes the expected testing cost."
Kovalyov et al. [25] study repair strategies for series systems under assumptions very similar to basic troubleshooting. They assume a series system consisting of n components is broken, and they take the single fault assumption. For each of the n components, there is one test action that can determine the state of the component and a repair action that can fix the component. All the test actions and repair actions are perfect. The system can be run to test the success of the test-repair procedure only after the whole procedure has completed. Thus if we perform a repair action A i for a component i without performing corresponding test T i , we cannot know whether A i has fixed the system or not. For each component, we are given the failure probability p i , test cost t i and repair cost r i . The task is to construct a repair procedure that will surely fix the system and has the lowest expected cost. Kovalyov et al. [25] formulate the problem as a minimization of a quadratic pseudo-boolean function and design a FPTAS for its solution. They show that the problem can be solved in O (n log n) time if any two out of three parameters p i , t i and r i are the same for all components. N P-completeness of the problem is conjectured but proving it remains an interesting open problem.
Precedence constraints
Shayman and Fernandez-Gaucherand [47] consider several troubleshooting scenarios, one of which is mathematically equivalent to basic troubleshooting, except that the costs are random and the objective function is risk-sensitive. In that setting, they also consider precedence constraints and show that the results of Monma and Sidney [38] are applicable.
Outside of scheduling, Wei et al. [57] have recently proposed two algorithms (dynamic programming and branch & bound) for computing optimal fault detection policies for k-out-of-n systems with general precedence constraints. These algorithms could be applied to precedence constrained troubleshooting as well. However, they are devised for a wider class of problems, and therefore more specialized algorithms mentioned in Section 4.2 are likely to be more effective for basic troubleshooting with precedence constraints.
Cost clusters with inside information and group activities
Langseth and Jensen [27] have proposed the cost cluster model in two variants. The one without inside information described in Section 4.3, and a second one called cost clusters with inside information. In the later scenario, the actions are also partitioned into cost clusters, but the outcome of any troubleshooting action is known immediately after its execution.
To access actions within a cluster K i for the first time, one has to pay a 'cluster opening' cost c(K i ). Once this cost is paid, the actions from K i can be used at any time. When an action from one open cluster is followed by an action from another open cluster, no extra cost is paid. In this aspect, this scenario differs from the one proposed by Gluss (discussed below). Troubleshooting cost clusters with inside information should be carefully distinguished from the scenario without inside information, since they differ in computational complexity -the variant with inside information is solvable in polynomial time [41] .
The cost cluster model with inside information is generalized and studied in [41, 33] . Also, it can be understood as a special case of a problem proposed by Wagner and Davis [55] and recently studied by Nobibon et al. [39] . In our terminology, that problem can be described as basic troubleshooting extended with so-called 'group activities'. Each group activity has a cost c and is associated to a subset of the actions A ⊆ A. Different to the cost cluster model, the sets associated to group activities are not necessarily disjoint. A group activity is associated to troubleshooting action A if A A. The group activities are said to be conjunctive if any troubleshooting action A can be performed only after all its associated group activities have been performed. The group activities are said to be disjunctive if any troubleshooting action A can be performed whenever at least one of its associated group activities has been performed. Nobibon et al. [39] show N P-hardness of the problem both for disjunctive and conjunctive group activities. Similarly to us, they exploit the relation to single machine scheduling with weighted flowtime.
The problem of Gluss Gluss [17] described a problem which is similar to the cost cluster scenario. In our terminology, the cited paper assumes that there are n faults that occur independently at random, i.e. the single fault assumption is not taken.
It is further assumed that each of the faults is addressed by single action. The set of actions is partitioned into disjoint cost clusters ('modules' in [17] ). When we decide to perform an action from a particular cluster K i , we pay the cluster opening cost c(K i ). If we continue performing actions from K i , no additional cost is incurred. However, the cluster opening cost is incurred whenever we switch between clusters. Outcome of an action is known immediately after it is performed (contrary to the TSnI scenario defined in Section 4.3.2). If we take the single fault assumption, we can easily see that this problem is equivalent to scheduling 1|s f | w i C i under the job-availability assumption. To knowledge of the author, the complexity status of 1|s f | w i C i is still unresolved.
Troubleshooting scenarios not reducible to scheduling
This paper should not leave the impression that all of decision-theoretic troubleshooting can be reduced to scheduling. While the reduction is possible for basic troubleshooting, realistic troubleshooting scenarios [19, 21] often have features without any natural counterpart in scheduling:
• There may be questions -diagnostic actions that do not alter the state of the system but may give useful information about the state of the system. In general, the questions are not necessarily binary.
• There may be dependent actions -repair actions addressing intersecting sets of faults.
• Finally, the single-fault assumption need not hold, and there may be nontrivial dependences among the faults. Remark. Note that when a poset P G is induced from a directed acyclic graph G, then the comparability digraph of poset P is the transitive closure of graph G. This way, any acyclic directed graph G gives a rise to a unique poset P G (up to isomorphism). On the other hand, any poset P may be represented by a directed graph G which is constructed as a transitive reduction of the comparability digraph of P . Such a representation is not unique, however.
Example 1.
Consider the graph X shown in Fig. 2 . The corresponding induced order P X on set {a, b, c, d, e} is given by:
We have a b, d e. The comparability digraph of P X is at right-hand side of Fig. 2. 
A.2. Common orders used in scheduling, order width and dimension
We define several classes of partial orders frequently encountered in scheduling literature We follow the custom of defining these classes in graph-theoretic terms, i.e. we will introduce certain classes of directed graphs. Each of the graph classes gives rise to an associated class off induced partial orders. This is possible due to the uniqueness of induced posets observed above. (Intrees, outtrees, chains) . Directed graph G is an intree if it is a rooted tree with an outdegree for each vertex of at most one, i.e. all its arcs are directed towards the root. Likewise, directed graph G is an outtree if it is a rooted tree with an indegree for each vertex of at most one. A set of chains is a tree in which the outdegree and indegree for each vertex is at most one.
Definition 5
Definition 6 (Series-parallel directed graphs).
A directed graph is series-parallel if it can be build by application of the following rules:
• Any graph consisting of a single vertex is series-parallel. 
-Series composition: every sink n (a vertex without successors) of G 1 is joined by an edge n → r with every source r (a vertex without predecessors) of G 2 , i.e. we have
where N 1 is the set of sinks of G 1 and R 2 is the set of sources of G 2 .
Remark. An alternative equivalent characterization is that a graph G is series-parallel if and only if its transitive closure does not contain an induced subgraph isomorphic to the N shown in Fig. 3 . Note that intrees, outtrees, chains and forrests thereof are all series-parallel. Example 2. Graphs 2 + 2 and 1 + 3 shown in Fig. 3 are chains. Graph X in Fig. 2 Remark. Series-parallel graphs can be recognized in O (n + m) time, where n is the number of vertices and m is the number of comparable pairs [35] .
Definition 7 (Chains, antichains and poset width).
Chain is a subset of a poset in which every two elements are comparable. Antichain is a subset of a poset in which no two distinct elements are comparable. The size of the largest antichain of a poset P is called the width of P . 
Definition 9 (Linear extension and poset dimension).
A linear extension of a poset P = (S, ) is a poset Q = (S, E ) such that y x implies y E x for all x, y ∈ S and Q is a chain. The dimension dim(P ) of a partial order P = (S, ) is the smallest number of linear extensions L 1 , . . . , L k of P whose intersection is P . We say that poset P is two-dimensional, if dim(P ) = 2.
Remark. Width of a poset can be computed in polynomial time. Determining the order dimension is N P-hard in general, but recognition of two-dimensional orders can be done in polynomial time.
Example 3. Poset P X introduced in the previous example has width two since its only antichains are {a, b} and {d, e}.
Dimension of P X is also two since the order can be obtained as an intersection of the following two linear extensions: • y x for all y ∈ S 1 , or • x y for all y ∈ S 1 , or • y x for all y ∈ S 1 .
Module S 1 ⊆ S is nontrivial if it is different both from the whole set S and the empty set ∅. • There is an index h such that x, y ∈ S h and x h y.
• There exists a pair of indices h, k, h = k, such that x ∈ S h , y ∈ S k , and x For such a composition, we write P = P 0 [P 1 , . . . , P m ] and refer to P 0 as the outer factor and P 1 , . . . , P m as the inner factors.
Example 4. An example of a composition poset is in Fig. 4 .
Definition 12 (Series and parallel composition).
Let P = P 0 [P 1 , . . . , P m ] be a composition poset. When P 0 is a chain, then P is called the series composition of its inner factors. When P 0 is an antichain, then P is called the parallel composition.
Remark. Each inner factor of a composition poset P is a module of P . (Fig. 3) , its inner factors are posets {a 1 a 2 }, {b}, {c 1 , c 2 }, {d 1 d 2 }. (Decomposable and prime posets) . We say that a poset P is decomposable if it contains a nontrivial module. Otherwise, we say that P is prime.
Definition 13
Example 5. Poset N in Fig. 3 is prime since it contains no notrivial module. [35] 3. The outer factor P 0 is a uniquely determined prime partial order. [48] .) For each positive integer w, the class D w contains exactly all the posets P that can be built by a finite number of successive compositions of posets in which every outer factor has width at most w.
Theorem 8 (Decomposition theorem). (See
Definition 14 (Class D w ). (See
Remark. The series-parallel orders arise from one-element posets by a sequence of series and parallel compositions, and they belong to class D 2 . 
A.4. Interval orders and semiorders
Definition 15. A poset P is an interval order if there is an assignment of real intervals to its members such that x y if and only if the interval for y is totally to the right of the interval for x. An interval order P is a semiorder if it has an interval representation with unit length intervals.
Remark. Interval orders can also be characterized as partial orders with comparability digraphs that do not contain induced subgraphs isomorphic to the 2 + 2 in Fig. 3 .
Remark.
The following claims are equivalent:
• P = (S, ) is a semiorder.
• There is a real-valued function f : S → and a real constant δ > 0 such that x y if and only if f (x) + δ ≤ f (y).
• The comparability digraph of P does not contain induced subgraphs isomorphic to 1 + 3 and 2 + 2 in Fig. 3 .
Remark. (See Rosen [46] .) The poset N in Fig. 3 is a semiorder and has interval representation:
The poset 1 + 3 is an interval order and has interval representation:
