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Abstract
We use the boundary triplet approach to extend the classical concept of
perturbation determinants to a more general setup. In particular, we
examine the concept of perturbation determinants to pairs of proper ex-
tensions of closed symmetric operators. For an ordered pair of extensions
we express the perturbation determinant in terms of the abstract Weyl
function and the corresponding boundary operators. A crucial role in our
approach plays so-called almost solvable extensions. We obtain trace for-
mulas for pairs of self-adjoint, dissipative and other pairs of extensions and
express the spectral shift function in terms of the abstract Weyl function
and the characteristic function of almost solvable extensions.
We emphasize that for pairs of dissipative extensions our results
are new even for the case of additive perturbations. In this case we
improve and complete some classical results of M.G. Krein for pairs of
self-adjoint and dissipative operators. We apply the main results to
ordinary differential operators and to elliptic operators as well.
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2
1 Introduction
The perturbation determinant (perturbation determinant) was introduced and
used by Krein in [41, 42, 43, 44, 45]. Independently from Krein it was also
introduced by Kuroda in [47]. The perturbation determinant is an important
tool to study the spectral shift function for pairs of self-adjoint operators [7,
8, 41, 44, 45] as well as for non-selfadjoint operators [46]. Moreover, it was
also used to analyze certain other properties of non-selfadjoint operators as
the completeness of the root vectors etc, cf. [42, 43]. Recently, perturbation
determinants in application to Schro¨dinger operators were studied in [27, 24, 28,
29, 23, 25, 30, 31]. The properties of perturbation determinants are summarized
in [10, 32, 65].
A perturbation determinant relates a scalar-valued holomorphic function to
an ordered pair of closed linear operators {H ′, H} defined on some Hilbert space
H. In the simplest case if H ′ and H are bounded operators such V := H ′ −H
is a trace class operator the perturbation determinant is defined by
∆H′/H(z) := det(I + V (H − z)−1), z ∈ ρ(H). (1.1)
Obviously, the definition extends to unbounded operators H ′ and H if
dom(H ′) = dom (H) and V := H ′ −H is a trace class operator provided the
resolvent set ρ(H) is not empty. In [44, 46] Krein has introduced a class D of
pairs of densely defined closed operators {H ′, H} given by
(i) ρ(H ′) ∩ ρ(H) is not empty,
(ii) dom (H ′) = dom (H),
(iii) (H ′ −H)(H − z)−1 ∈ S1(H) for z ∈ ρ(H).
to which the definition (1.1) can be extended. Pairs {H ′, H} of densely defined
closed operators satisfying the conditions (i) and (ii) are called regular in the
following. Therefore, Krein’s theory of perturbation determinant makes sense
for regular pairs of operators.
However, non-regular pairs {A˜′, A˜} naturally appear in consideration of
boundary value problems for differential operators. For instance, any pair
{A˜′, A˜} of different proper extensions of a densely defined closed symmetric
operator A is not regular: dom(A˜′) = dom (A˜) if and only if A˜′ = A˜. In the
sequel a pair {A˜′, A˜} of closed operators is called singular if there is a densely
defined closed symmetric operator A such that A˜′ and A˜ are proper extensions
of A. The aim of the paper is to extended Krein’s theory of perturbation deter-
minants from regular to singular pairs.
To do this there are several approaches. For instance (see [10], [65]) for a
pair {H ′, H} of densely defined closed operators with the trace class resolvent
difference the following concept of generalized perturbation determinant was
proposed
∆˜H′/H(z, ξ) := det
(
(H ′ − z)(H ′ − ξ)−1(H − ξ)(H − z)−1) , (1.2)
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z ∈ ρ(H) and ξ ∈ ρ(H ′). However, this definition has few drawbacks. One of
them is that it cannot be applied to boundary value problems.
In the present paper we propose a new concept of generalized perturbation
determinants by applying the technique of boundary triplets and the correspond-
ing Weyl functions (see Section 2 for precise definitions). This new approach
to extension theory of symmetric operators has been appeared and elaborated
during the last three decades (see [14, 15, 16, 33, 49] and references therein).
Recall that a triplet Π = {H,Γ0,Γ1}, where H is an auxiliary Hilbert space
and Γ0,Γ1 : dom (A
∗) → H are linear mappings, is called a boundary triplet
for the adjoint A∗ of a symmetric operator A if the ”abstract Green’s identity”
(A∗f, g)− (f,A∗g) = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom (A∗), (1.3)
holds and the mapping Γ := (Γ0,Γ1)
⊤ : dom (A∗)→ H⊕H is surjective.
A boundary triplet Π = {H,Γ0,Γ1} for A∗ always exists whenever n+(A) =
n−(A), though it is not unique. Its role in extension theory is similar to that of
a coordinate system in analytic geometry. It leads to a natural parametrization
of the set ExtA of proper extensions A˜ of A (A ⊂ A˜ ⊂ A∗) by means of the
set C˜(H) of linear relations (multi-valued operators) in H, see [33] and [16] for
detailed treatments. In this paper we consider only the case of boundary relation
Θ being be the graph gr (B) of a closed linear operator B in H, i.e. assume that
the extension A˜ is given by
AB := A
∗ ↾ ker (Γ1 −BΓ0). (1.4)
In this case the extension parameter is often called the boundary operator.
The main analytical tool in this approach is the abstract Weyl functionM(·)
which was introduced and studied in [16]. This Weyl function plays a similar
role in the theory of boundary triplets as the classical Weyl-Titchmarsh function
does in the theory of Sturm-Liouville operators (see [12, 16, 49, 51]).
This approach to the perturbation determinant for singular pairs allows to
express it in terms of the Weyl function [15, 16, 19] and the corresponding
boundary operator.
Definition 1.1. Let A be a densely defined closed symmetric operator in H,
let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ and M(·) the corresponding
Weyl function. We say that the ordered pair {A˜′, A˜} of proper extensions of
A belongs to the class DΠ if A˜′ and A˜ admit representations (1.4) with closed
boundary operators B′ and B, respectively, and the following conditions are
valid
(i) the set {z ∈ ρ(A0) : 0 ∈ ρ(B −M(z))} is not empty,
(ii) dom(B′) = dom (B),
(iii) (B′ −B)(B −M(z))−1 ∈ S1(H) for z ∈ ρ(A0) obeying 0 ∈ ρ(B −M(z))
where A0 is a self-adjoint extension of A given by A0 := A
∗ ↾ ker (Γ0). If
{A˜′, A˜} ∈ DΠ, then the scalar-valued function
∆Π
A˜′/A˜
(z) := det(IH + (B′ −B)(B −M(z))−1) (1.5)
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defined for all those z ∈ ρ(A0) satisfying 0 ∈ ρ(B −M(z)) is called the pertur-
bation determinant of the pair {A˜′, A˜} with respect to Π.
In the following we verify that the so defined perturbation determinant
∆Π
A˜′/A˜
(·) fulfills all standard properties of Krein’s perturbation determinant
listed in Appendix B, see also [65, Chapter 8.1.1].
The definition of the perturbation determinant for proper extensions depends
on the chosen boundary triplet Π. However, it turns out that if {A˜′, A˜} ∈ DΠ
and {A˜′, A˜} ∈ DΠ′ , then the perturbation determinants ∆Π
A˜′,A˜
(z) and ∆Π
′
A˜′,A˜
(z)
differ only by a multiplicative complex constant. Hence, the definition of the
perturbation in the sense of Definition 1.1 does not depend so much on Π as it
seems to be at first glance.
Further, the natural question arises whether for two extensions A˜′ and A˜ of
A satisfying
(A˜′ − z)−1 − (A˜− z)−1 ∈ S1(H), z ∈ ρ(A˜′) ∩ ρ(A˜). (1.6)
there is always a boundary triplet Π for A∗ such that {A˜′, A˜} ∈ DΠ. We show
that this holds if A˜ is almost solvable, cf. Section 3.
The most simple expression for the perturbation determinant we obtain if
the symmetric operator A has finite deficiency indices n+(A) = n−(A) < ∞.
Namely, in this case, as an immediate consequence of Definition 1.1, we arrive
at the following formula for the perturbation determinant
∆Π
A˜′/A˜
(z) :=
det(B′ −M(z))
det(B −M(z)) , z ∈ ρ(A˜
′) ∩ ρ(A˜). (1.7)
For instance, let A := Amin be a minimal symmetric operator generated in
L2(R+) by the Sturm-Liouville differential expression
L = −D2 + q, q = q ∈ l1loc[0,∞),
assuming the limit point case at infinity. Let also Lj := Ahj , j ∈ {1, 2}, be a
proper extension of A determined by
dom(Ahj ) = {y ∈ dom (A∗) : y′(0) = hjy(0)}, j ∈ {1, 2}.
Then
∆L2/L1(z) =
m(z)− h2
m(z)− h1 ,
where m(·) is the Weyl function corresponding to the Dirichlet extension.
In the case of infinite deficiency indices n±(A) = ∞ we consider proper
extensions A˜′, A˜ ∈ ExtA satisfying ρ(A˜′) ∩ ρ(A˜) 6= ∅ and (A0 := A∗ ↾ ker (Γ0))
(A˜′ − ζ)−1 − (A0 − ζ)−1 ∈ S1(H) and (A˜− ζ)−1 − (A0 − ζ)−1 ∈ S1(H)
for ζ ∈ ρ(A˜′) ∩ ρ(A˜) ∩ C±. Then we can choose a boundary triplet Π =
{H,Γ0,Γ1} for A∗ such that A˜′ = AB′ , A˜ = AB with B′, B ∈ C(H) and
satisfying (B′ − µ)−1, (B − µ)−1 ∈ S1(H) for some µ ∈ ρ(B′) ∩ ρ(B) ∩R.
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Denoting by M(·) the corresponding Weyl function, we show that there
exists a boundary triplet Π˜ = {H˜, Γ˜0, Γ˜1} for A∗ such that {A˜′, A˜} ∈ DΠ˜,
{A˜′, A0} ∈ DΠ˜ and {A˜, A0} ∈ DΠ˜, and the perturbation determinant ∆Π˜A˜/A0(·)
admits a representation
∆Π˜
A˜/A0
(z) = det(I − (µ−B)−1(µ−M(z))), z ∈ ρ(A0). (1.8)
Combining this formula with similar formula for ∆Π˜
A˜′/A0
(z) and using the chain
rule we arrive at the formula for ∆Π˜
A˜′/A˜
(·)
∆Π˜
A˜′/A˜
(z) =
det(I − (µ−B′)−1(µ−M(z)))
det(I − (µ− B)−1(µ−M(z))) , z ∈ ρ(A˜) ∩ C±. (1.9)
If 0 ∈ ρ(B′) ∩ ρ(B), we can put µ = 0 in both formulas (1.8) and (1.9).
Formula (1.9) gives a desired extension of (1.7) to the case n±(A) =∞ while
it is also useful in the case n±(A) <∞ (see Section 7.2).
Formulas (1.8) and (1.9) can be applied to boundary value problems for
partial differential equations. For instance, consider the Schro¨dinger symmetric
operator in a domain Ω ⊂ R2 with smooth compact boundary,
A := −∆+ q(x) = ∂
2
∂x21
+
∂2
∂x22
+ q(x), q = q ∈ C∞(Ω). (1.10)
Consider Robin-type realizations of the expression A,
Â σj := Amax ↾ dom ( Â σj ),
dom ( Â σj ) := {f ∈ H2(Ω) : G1f = σG0f}, j ∈ {1, 2},
(1.11)
and denote by A0 the Dirichlet realization of A given by dom ( Â 0) = {f ∈
H2(Ω) : G0f = 0}. Here G0 and G1 are trace operators, G0u := γ0u := u|∂Ω
and G1u := γ0
(
∂u/∂ν
)
, u ∈ dom(Amax). It is known that Â 0 = ( Â 0)∗ and
the realization Â σj is closed whenever σj ∈ C2(∂Ω) and self-adjoint if σ is real.
Denote by σ̂ j the multiplication operator induced by σj in L
2(∂Ω). As-
suming that 0 ∈ ρ( Âσ1 ) ∩ ρ( Âσ2 ) ∩ ρ( Â0 ), we indicate a boundary triplet
Π˜ for Amax such that { Â σj , Â0 } ∈ DΠ˜ and the corresponding perturbation
determinants ∆Π˜
Â σj /A0
(·) and ∆Π˜
Â σ2/Aσ1
(·) are given by
∆Π˜
Â σj /A0
(z) = detL2(∂Ω)
(
I − (Λ0,0(z)− Λ0,0(0))( σ̂ j − Λ0,0(0))−1
)
, j ∈ {1, 2},
and
∆Π˜
Â σ2/Aσ1
(z) =
detL2(∂Ω)
(
I − (Λ0,0(z)− Λ0,0(0))( σ̂ 2 − Λ0,0(0))−1
)
detL2(∂Ω) (I − (Λ0,0(z)− Λ0,0(0))( σ̂ 1 − Λ0,0(0))−1) ,
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z ∈ ρ( Â σ1) ∩ ρ( Â σ2) ∩ ρ( Â0 ), respectively. Here Λ0,0(·) is the Dirichlet to
Neumann map restricted to L2(∂Ω) (see Section 6.3 for details).
In a second part of the paper we use the definition of perturbation determi-
nants to find trace formulas for extensions, in particular, for pairs of self-adjoint,
accumulative and arbitrary closed extensions.
The paper is organized as follows. In Section 2 we give a short introduction
into the theory of boundary triplets. Section 3 is devoted to almost solvable
extensions. The properties of the perturbation determinant of pairs of proper
extensions are investigated and verified in Section 4. Trace formulas are proven
in Section 5. In Section 6 we compare the results with those ones of regular pairs.
Finally, in Section 7 we given certain examples of perturbation determinants
for partial differential operators. In the Appendix we have collected several
results for the convenience of the reader which are necessary for proofs or for
understanding.
Notation. By H and H we denote separable Hilbert spaces. Linear op-
erators in H or H are always denoted by capital Latin letters, for example by
H , A, etc. By dom (A), ran (A) and ρ(A) we denote the domain, range and
spectrum of A, respectively. The symbols σp(·), σc(·) and σr(·) stand for the
point, the continuous and the residual spectrum of a linear operator. Recall that
z ∈ ρc(H) if ker (H − z) = {0} and ran (H − z) 6= ran (H − z) = H; z ∈ σr(H)
if ker (H − z) = {0} and ran (H − z) 6= H.
The set of bounded linear operators from H1 to H2 is denoted by [H1,H2];
[H] := [H,H]. The Schatten-v.Neumann ideals of compact operators on a Hilbert
space H is denoted by Sp(H), 0 < p ≤ ∞; in particular, S∞(H) denotes the
ideal of all compact operators in H. The set of closed linear operators and the
set of closed linear relations in H is denoted by C(H) and C˜(H), respectively.
Ckb (Ω), k ∈ Z+ ∪ {∞}, the set of Ck-functions bounded in Ω with all their
derivatives of order ≤ k, Cb(Ω) := C0b (Ω); Cku(Ω), k ∈ Z+ ∪ {∞}, the set of
Ck-functions uniformly continuous in Ω with all their derivatives of order ≤ k,
Cu(Ω) := C
0
u(Ω); C
k
ub(Ω) := C
k
u(Ω) ∩ Ckb (Ω), Cub(Ω) := C0ub(Ω); Hs(Ω) s ∈ R,
the usual Sobolev spaces.
2 Preliminaries
2.1 Relations
For any linear relation Θ in H the adjoint relation Θ∗ ∈ C˜(H) is defined by
Θ∗ =
{(
k
k′
)
: (h′, k) = (h, k′) for all
(
h
h′
)
∈ Θ
}
.
A linear relation Θ is called symmetric if Θ ⊂ Θ∗ and self-adjoint if Θ = Θ∗.
The relation Θ is called dissipative if {h, h′} ∈ Θ yields Im (h′, h) ≥ 0 and accu-
mulative if −Θ is dissipative. If a dissipative (accumulative) relation Θ does not
admit any closed dissipative (accumulative) extension, then Θ is called maximal
dissipative or m-dissipative (maximal accumulative or m-accumulative).
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We usually consider C(H) as a subset of C˜(H) by identifying an operator
T ∈ C(H) with its graph gr (T ). In particular, an operator T ∈ C(H) is called
dissipative if Im ((Tf, f)) ≥ 0, f ∈ dom (T ), and accumulative if Im (Tf, f) ≤
0, f ∈ dom (T ). A dissipative operator T is called maximal dissipative (m-
dissipative) if it does not admit any closed dissipative extension.
2.2 Boundary triplets and proper extensions
Let A be a densely defined closed symmetric operator in H with equal deficiency
indices n±(A) = dim (N∓i), Nz := ker (A∗ − z).
Definition 2.1.
(i) A closed extension A˜ of A is called a proper extension, in short A˜ ∈ ExtA,
if A ⊆ A˜ ⊆ A∗;
(ii) Two proper extensions A˜′, A˜ are called disjoint if dom (A˜′) ∩ dom (A˜) =
dom(A) and transversal if in addition dom (A˜′) + dom (A˜) = dom (A∗).
Any extension A˜ = A˜∗ of A is proper, A˜ ∈ ExtA. Moreover, any dissipative
(accumulative) extension A˜ of A is proper, (cf. [34, Theorem III.1.3], [49]).
In the following we we call also A and A∗ be proper extensions. This sounds
strange but makes sense with respect of Proposition 2.3 below.
Definition 2.2 ([34]). A triplet Π = {H,Γ0,Γ1}, where H is an auxiliary
Hilbert space and Γ0,Γ1 : dom(A
∗) → H are linear mappings, is called an
(ordinary) boundary triplet for A∗ if the ”abstract Green’s identity”
(A∗f, g)− (f,A∗g) = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom (A∗), (2.1)
holds and the mapping Γ := (Γ0,Γ1)
⊤ : dom (A∗)→ H⊕H is surjective.
A boundary triplet Π = {H,Γ0,Γ1} for A∗ exists whenever n+(A) = n−(A).
Note also that n±(A) = dim (H) and ker (Γ0) ∩ ker (Γ1) = dom (A).
With any boundary triplet Π one associates two canonical self-adjoint
extensions Aj := A
∗ ↾ ker (Γj), j = 0, 1. Conversely, for any extension
A0 = A
∗
0 ∈ ExtA there exists a (non-unique) boundary triplet Π = {H,Γ0,Γ1}
for A∗ such that A0 := A∗ ↾ ker (Γ0).
Using the concept of boundary triplets one can parameterize all proper ex-
tensions of A in the following way.
Proposition 2.3 ([16, 49]). Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗.
Then the mapping
(ExtA ∋) A˜→ Γdom (A˜) = {{Γ0f,Γ1f} : f ∈ dom(A˜)} =: Θ ∈ C˜(H) (2.2)
establishes a bijective correspondence between ExtA and C˜(H). We write A˜ =
AΘ if A˜ corresponds to Θ by (2.2). Moreover, the following holds:
(i) A∗Θ = AΘ∗ , in particular, A
∗
Θ = AΘ if and only if Θ
∗ = Θ.
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(ii) AΘ is symmetric (self-adjoint) if and only if Θ is symmetric (self-adjoint).
(iii) AΘ is m-dissipative (m-accumulative) if and only if so is Θ.
(iv) The extensions AΘ and A0 are disjoint (transversal) if and only if Θ ∈
C(H) (Θ ∈ [H]). In this case (2.2) takes the form
AΘ := Agr (Θ) = A
∗ ↾ ker (Γ1 −ΘΓ0). (2.3)
In particular, Aj := A
∗ ↾ ker (Γj) = AΘj , j ∈ {0, 1}, where Θ0 := {0} × H
and Θ1 := H× {0} = gr (O) where O denotes the zero operator in H.
We note that C˜(H) contains the linear relations {0}×{0} andH×H. It turns
out that the corresponding closed extensions of A are A and A∗, respectively.
This is the reason why we include A and A∗ into the sets of proper extensions
of A.
2.3 Weyl functions and spectra of proper extensions
It is well known that Weyl functions are an important tool in the direct and
inverse spectral theory of singular Sturm-Liouville operators. In [15, 16, 19] the
concept of Weyl function was generalized to the case of an arbitrary symmetric
operator A with n+(A) = n−(A) ≤ ∞. Here following [16] we briefly recall
basic facts on Weyl functions and γ-fields associated with a boundary triplet Π.
Definition 2.4 ([15, 16]). Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗
and A0 = A
∗ ↾ ker (Γ0). The operator valued functions γ(·) : ρ(A0) → [H,H]
and M(·) : ρ(A0)→ [H] defined by
γ(z) :=
(
Γ0 ↾ Nz
)−1
and M(z) := Γ1γ(z), z ∈ ρ(A0), (2.4)
are called the γ-field and the Weyl function, respectively, corresponding to the
boundary triplet Π.
Clearly, the Weyl function can equivalently be defined by
M(z)Γ0fz = Γ1fz, fz ∈ Nz, z ∈ ρ(A0).
The γ-field γ(·) and the Weyl function M(·) in (2.4) are well defined. Moreover,
both γ(·) and M(·) are holomorphic on ρ(A0) and the following relations hold
γ(z) =
(
I + (z − ζ)(A0 − z)−1
)
γ(ζ), z, ζ ∈ ρ(A0), (2.5)
and
M(z)−M(ζ)∗ = (z − ζ)γ(ζ)∗γ(z), z, ζ ∈ ρ(A0). (2.6)
Identity (2.6) yields that M(·) ∈ (RH), i.e. M(·) is a [H]-valued Nevanlinna
function, that is, M(·) is a ([H]-valued) holomorphic function on C\R and
M(z) =M(z)∗ and
Im (M(z))
Im (z)
≥ 0, z ∈ ρ(A0).
It follows also from (2.6) that M(·) satisfies 0 ∈ ρ(Im (M(z))) for all z ∈ C\R.
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Proposition 2.5 ([15, 16]). Let A be a simple symmetric operator in H simple
closed densely defined symmetric operator in H and let Π = {H,Γ0,Γ1} be a
boundary triplet for A∗, M(·) the corresponding Weyl function. Assume that
Θ ∈ C˜(H) and z ∈ ρ(A0). Then the following holds:
(i) z ∈ ρ(AΘ) if and only if 0 ∈ ρ(Θ−M(z));
(ii) z ∈ στ (AΘ) if and only if 0 ∈ στ (Θ − M(z)), τ = p, c, r. Moreover,
dim (ker (AΘ − z)) = dim (ker (Θ−M(z))).
2.4 Krein-type formula for resolvents and comparability
Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) and γ(·) the correspond-
ing Weyl function and the γ-field, respectively. For any proper (not necessarily
self-adjoint) extension A˜Θ ∈ ExtA with non-empty resolvent set ρ(A˜Θ) the
following Krein-type formula holds (cf. [15, 16, 19])
(AΘ−z)−1− (A0−z)−1 = γ(z)(Θ−M(z))−1γ∗(z), z ∈ ρ(A0)∩ρ(AΘ). (2.7)
Formula (2.7) extends the known Krein formula for canonical resolvents to the
case of any AΘ ∈ ExtA with ρ(AΘ) 6= ∅. Moreover, formulas (2.2), (2.3) and
(2.4) express all parameters in (2.7) in terms of the boundary triplet Π (cf.
[15, 16, 19]). Namely, these expressions make it possible to apply formula (2.7)
to boundary value problems.
The following result is deduced from formula (2.7).
Proposition 2.6 ([16, Theorem 2]). Let Π = {H,Γ0,Γ1} be a boundary triplet
for A∗, Θ′,Θ ∈ C˜(H) and ρ(AΘ′) ∩ ρ(AΘ) 6= ∅. If ρ(Θ′) ∩ ρ(Θ) 6= ∅, then for
any Neumann-Schatten ideal Sp, 1 ≤ p ≤ ∞, the following holds:
(i) The relation
(AΘ′ − z)−1 − (AΘ − z)−1 ∈ Sp(H), z ∈ ρ(AΘ′) ∩ ρ(AΘ), (2.8)
is equivalent to(
Θ′ − ζ)−1 − (Θ− ζ)−1 ∈ Sp(H), ζ ∈ ρ(Θ′) ∩ ρ(Θ). (2.9)
In particular, (AΘ − z)−1 − (A0 − z)−1 ∈ Sp(H) for z ∈ ρ(AΘ) ∩ ρ(A0) if and
only if
(
Θ− ζ)−1 ∈ Sp(H) for ζ ∈ ρ(Θ).
(ii) If dom(Θ′) = dom(Θ), then the following implication holds:
Θ′ −Θ ∈ Sp(H) =⇒ (AΘ′ − z)−1 − (AΘ − z)−1 ∈ Sp(H), (2.10)
z ∈ ρ(AΘ′) ∩ ρ(AΘ). In particular, if Θ′,Θ ∈ [H], then (2.8) is equivalent to
Θ′ −Θ ∈ Sp(H).
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3 Almost solvable extensions
3.1 Basic facts
In the following A denotes a densely defined closed symmetric operator in H.
The concept of almost solvable extensions of A was introduced in [20] (see also
[17, 18, 19]). Let us recall basic facts on these extensions and let us extend this
concept to a family of proper extensions.
Definition 3.1.
(i) An extension A˜ ∈ ExtA is called almost solvable if there exists a self-adjoint
extension Â of A such that Â and A˜ are transversal, see Definition 2.1(ii).
(ii) The family {A˜j}Nj=1, A˜j ∈ ExtA, j ∈ {1, . . . , N}, 2 ≤ N ≤ ∞, is called
jointly almost solvable if there exists a self-adjoint extension Â of A such that
Â is transversal to each A˜j , j ∈ {1, . . . , N}.
(iii) Let λ ∈ R. The family {A˜j}Nj=1, A˜j ∈ ExtA, j ∈ {1, . . . , N}, 2 ≤ N ≤ ∞,
is called jointly almost solvable with respect to λ if there exists a self-adjoint
extension Â of A which is transversal to any A˜j , j ∈ {1, . . . , N}, 2 ≤ N ≤ ∞,
and satisfies in addition the condition λ ∈ ρ( Â ).
We note that Definition 3.1(i) coincides with Definition 3 of [18].
Definition 3.2. Let A˜j ∈ ExtA, j ∈ {1, . . . , N}. A boundary triplet Π =
{H,Γ0,Γ1} for A∗ is called regular for {A˜j}Nj=1 if there exist operators Bj ∈ [H],
j ∈ {1, . . . , N}, such that A˜j = ABj := A∗ ↾ ker (Γ1 −BjΓ0), j ∈ {1, . . . , N}.
Proposition 3.3. Let A˜j ∈ ExtA, j ∈ {1, . . . , N}.
(i) The family {A˜j}Nj=1 is jointly almost solvable if and only if there exists a
boundary triplet Π = {H,Γ0,Γ1} for A∗ which is regular for {A˜j}Nj=1.
(ii) The family {A˜j}Nj=1 is jointly almost solvable with respect to λ ∈ R if and
only if there exists a boundary triplet Π = {H,Γ0,Γ1} for A∗ which is regular
for {A˜j}Nj=1 and λ ∈ ρ(A0).
Proof. (i) The proof follows immediately from Proposition 2.3(iv) and [19,
Proposition 7.1].
(ii) By Definition 3.1(iii) there exists a self-adjoint extension Â which is
transversal to A˜j , j ∈ {1, 2, . . . , N}, and such that λ ∈ ρ( Â ). Choosing a
boundary triplet Π = {H,Γ0,Γ1} for A∗ such that Â := A0 = A∗ ↾ ker (Γ0) and
applying Proposition 2.3(iv) we get the necessity. Sufficiency is again implied
by [19, Proposition 7.1].
Proposition 3.3(i) makes it possible to introduce the real part and the imag-
inary part of an almost solvable extension A˜.
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Definition 3.4. [20] Let A˜ ∈ ExtA be almost solvable and let Π = {H,Γ0,Γ1}
be a boundary triplet for A∗ which is regular for A˜, i.e. A˜ = AB, B ∈ [H].
Then the self-adjoint extensions A˜R, A˜I ∈ ExtA defined by A˜R := A˜BR and
A˜I := A˜BI , are called the real and the imaginary parts of A˜, respectively.
It can be shown (see [17], [19]) that the definitions of A˜R and A˜I depend
only on A˜ and do not depend on the choice of the regular boundary triplet.
It follows from Proposition 3.3 that in the case n+(A) = n−(A) < ∞ any
A˜ ∈ ExtA is almost solvable. The following statement demonstrates that for
n±(A) =∞ the class of almost solvable extensions is also rather wide.
Proposition 3.5 ([18, Theorem 1]). Let A˜ ∈ ExtA. If the condition (ρ(A˜) ∪
σc(A˜)) ∩ C± 6= ∅ is satisfied, then A˜ is almost solvable. In particular, A˜ is
almost solvable if ρ(A˜) ∩ R 6= ∅.
Recall that an extension A˜ ∈ ExtA is called solvable if 0 ∈ ρ(A˜). Hence
any solvable extension is almost solvable. Furthermore, we note that the suffi-
cient condition of Proposition 3.5 is not necessary. It might even happen that
n+(A+) = n−(A−) <∞ and A˜ is almost solvable although (ρ(A˜)∪σc(A˜))∩C± =
∅. Such extensions can easily be constructed for A = A+ ⊕ A− where A± are
simple symmetric operators with deficiency indices n+(A+) = n−(A−) = 1 and
n−(A+) = n+(A−) = 0.
Finally, we indicate a criteria which easily follows from [17, Proposition 1.5].
Lemma 3.6. Let A be as above and let Π = {H,Γ0,Γ1} be a boundary triplet
for A∗, M(·) the corresponding Weyl function. Let A˜′ := AΘ′ and A˜ := AΘ
where Θ′,Θ ∈ C˜(H) and ζ ∈ ρ(A˜′) ∩ ρ(A˜). Then the extensions A˜′ and A˜ are
transversal if and only if
0 ∈ ρ ((Θ′ −M(ζ))−1 − (Θ−M(ζ))−1) .
3.2 Compactness and almost solvable extensions
In general, even two almost solvable extensions are not necessarily jointly almost
solvable. However, the following result, which is very important in applications
to the perturbation determinants, is valid.
Proposition 3.7. Let A be a densely defined closed symmetric operator and let
A˜j ∈ ExtA, j ∈ {1, . . . , N}, 2 ≤ N ≤ ∞. If at least one A˜j0 , j0 ∈ {1, 2, . . . , N},
is almost solvable and there exists a non-real ζ ∈ ⋂Nj=1 ρ(A˜j) such that
(A˜j − ζ)−1 − (A˜j0 − ζ)−1 ∈ S∞(H), j ∈ {1, 2, . . . , N}, (3.1)
then the family {A˜j}Nj=1 is jointly almost solvable.
Proof. Without loss of generality we assume j0 = 1. Since A˜1 is almost solvable
there is a self-adjoint extension Â of A which is transversal to A˜1. We choose a
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boundary triplet Π = {H,Γ0,Γ1} for A∗ such that Â = A0 := A∗ ↾ ker (Γ0) and
denote by M(·) the Weyl function. By Proposition 3.3, there exists a B1 ∈ [H]
such that A˜1 = AB1 . Since ζ ∈ ρ(A˜1) one gets from Proposition 2.5 that 0 ∈
ρ(B1 −M(ζ)) which yields the existence of the operator D1 := (B1 −M(ζ))−1.
Moreover, for any j = 2, 3, . . . , N , there are closed relations Θj in H such that
A˜j = AΘj , cf. Proposition 3.3. Again, by Proposition 2.5, 0 ∈ ρ(Θj −M(ζ))
which shows that Dj := (Θj−M(ζ))−1, j ∈ {2, 3, . . . , N}, exists and is bounded
From condition (3.1) we get that
Dj −D1 ∈ S∞(H), j = 2, 3, . . . , N. (3.2)
Notice, that D1 is invertible, that is 0 ∈ ρ(D1).
Without loss of generality we assume ζ ∈ C+. We set
Bµ :=MR(ζ) + µ
−1MI(ζ), µ ∈ R \ {0},
where MR(ζ) := Re (M(ζ)) and MI(ζ) := Im (M(ζ)). The operators Bµ are
bounded and self-adjoint. Hence Â µ := ABµ defines a family of self-adjoint
extensions of A. Obviously, we have
(Bµ −M(ζ))−1 = µ
1− iµ
1
MI(ζ)
where we have used that for non-real z ∈ C+ the operator MI(z) is invertible.
Since MI(z) is also non-negative we have
Dj − (Bµ −M(ζ))−1 = 1√
MI(ζ)
(
D′j −
µ
1− iµ
)
1√
MI(ζ)
, j = 1, 2, . . . , N,
where D′j :=
√
MI(ζ)Dj
√
MI(ζ), j = 1, 2, . . . , N . From (3.2) we immediately
get that
D′j −D′1 ∈ S∞(H), j = 2, 3, . . . , N.
SinceD1 is invertible the operatorD
′
1 is also invertible, that is 0 ∈ ρ(D′1). Hence
there is a neighborhood U of zero such that U ⊆ ρ(D′1). The set Σj := σ(D′j)∩U
consists of isolated eigenvalues of D′j of finite algebraic multiplicity, that is, the
set Σj is countable for each j = 2, 3, . . . , N . Hence the set Σ :=
⋃N
j=2 Σj is
countable. Setting ζ(µ) := µ(1 − iµ)−1, µ ∈ R \ {0}, one has limµ→0 ζ(µ) = 0.
Since the curve ζ(µ) is continuous there is a least one µ0 ∈ R \ {0} such that
ζ(µ0) ∈ U \ Σ ⊆ U \ Σj , j = 2, 3, . . . , N , which yields ζ(µ0) ∈ U ∩ ρ(D′j),
j = 2, 3 . . . , N , and, of course, ζ(µ0) ∈ U . Hence the operators D′j − ζ(µ0),
j = 1, 2 . . . , N , are invertible which shows that 0 ∈ ρ(Dj−(Bµ0−M(ζ))−1), j =
1, 2, . . . , N . Hence 0 ∈ ρ ((Θj −M(ζ))−1 − (Bµ0 −M(ζ))−1), j = 1, 2, . . . , N .
Taking into account Lemma 3.6 we complete the proof.
Proposition 3.8. Let A be a densely defined closed symmetric operator and let
A˜j ∈ ExtA, 1 ≤ N < ∞. If there is a real λ such that λ ∈ ρ(A˜j0 ) for some
j0 ∈ {1, 2, . . . , N} and ζ ∈ ∩Nj=1ρ(A˜j) such that (3.1) holds, then the family
{A˜j}Nj=1 is jointly almost solvable with respect to λ.
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Proof. Without loss of generality we assume j0 = 1. Since λ ∈ ρ(A˜1) one gets
that λ is a regular point of A. Hence there is a neighborhood δ := (λ− ǫ, λ+ ǫ),
ǫ > 0, of λ such that δ ⊆ ρ(A˜1) is a gap for A, that is,
‖(A− λ))f‖ ≥ ǫ‖f‖, f ∈ dom(A).
From [39] we get that there is a self-adjoint extension Â of A such that ρ( Â ) ⊇
δ. We choose a boundary triplet Π = {H,Γ0,Γ1} of A∗ with Weyl function
M(z) such that Â = A0 = A
∗ ↾ ker (Γ0). We recall that the Weyl function
M(z) is well-defined and bounded on δ because δ is a gap of Â = A0. Let
Bµ = M(λ) + µ
−1 where µ ∈ R \ {0}. The operator Bµ is bounded and self-
adjoint for µ ∈ R \ {0}. We set Â µ := ABµ . Obviously, Â µ is self-adjoint.
Moreover, we have Bµ −M(λ) = µ−1. Hence (Bµ −M(λ))−1 = µ which yields
that 0 ∈ ρ(Bµ −M(λ)) for any µ ∈ R \ {0}. Using Proposition 2.5 we find
λ ∈ ρ( Â µ) for any µ 6= 0.
By Proposition 2.3 we find a closed linear relation Θ1 in H such that A˜1 =
AΘ1 . Moreover, from Proposition 2.5 we get that 0 ∈ ρ(Θ1 −M(λ)). Hence
D1 := (Θ1 −M(λ))−1 is a bounded operator. Furthermore, we have
(Θ1 −M(λ))−1 − (Bµ −M(λ))−1 = D1 − µ.
Obviously, there is a µ ∈ R \ {0} such that µ ∈ ρ(D1) holds. Hence 0 ∈
ρ
(
(Θ1 −M(λ))−1 − (Bµ −M(λ))−1
)
. Applying Lemma 3.6 we obtain that the
extensions A˜1 and Â are transversal for sufficiently large µ.
By assumption (3.1) the sets Σj := σ(A˜j)∩ δ, j = 2, 3, . . . , N , are countable
which yields that Σ =
⋃N
j=2Σj is countable. Moreover, by Proposition 2.3 there
are closed relations Θj in H such that A˜j = AΘj , j = 2, 3, . . . , N . Let λ′ ∈
(λ, λ+ǫ)\Σ ⊆ (λ, λ+ǫ)\Σj , j = 2, 3, . . . , N , which yields λ′ ∈ (λ, λ+ǫ)∩ρ(A˜j ),
j = 2, 3, . . . , N , and λ′ ∈ ρ(A˜1). From Proposition 2.5 we find 0 ∈ ρ(Θj−M(λ′))
for j = 1, 2, . . . , N . Hence the operators D′j := (Θj −M(λ′))−1, j = 2, 3, . . . , N ,
exist and are bounded. We set B′µ :=M(λ
′)+µ−1 and Â′µ := AB′µ , µ ∈ R\{0}.
Obviously, Â′µ is self-adjoint. We have
(Θj −M(λ′))−1 − (B′µ −M(λ′))−1 = D′j − µ, j = 1, 2, . . . , N.
Hence, there is a sufficiently large real number µ0 > 0 such that 0 ∈
ρ
(
(Θj −M(λ′))−1 − (B′µ0 −M(λ′))−1
)
, j = 1, 2, 3, . . . , N . By Lemma 3.6 the
self-adjoint extension Â′µ0 is transversal to A˜j , j = 1, 2, 3, . . . , N .
It remains to show that λ ∈ ρ( Â′µ0 ). We have B′µ0−M(λ) = µ−10 +M(λ′)−
M(λ) ≥ µ−10 where we have used that M(λ) ≤ M(λ′) for λ, λ′ ∈ δ and λ < λ′.
Hence 0 ∈ ρ (B′µ0 −M(λ)). From Proposition 2.5 we obtain λ ∈ Â′µ0 .
3.3 Characteristic function and almost solvable extensions
It is known several approaches to the definition of the characteristic function
(CF) of an unbounded operator with non-empty resolvent set. The most relevant
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to our considerations definitions have been proposed in [60] and [17, 18]. In
general, the CF might have some exotic properties. However, it was shown in
[17, 18, 20] that the CF of an almost solvable extension of A takes values in [H]
and has some nice properties similar to that of the CF of bounded operators
(cf. [13]). We will not present a strict definition of CF since in what follows we
need only the following formula expressed CF in terms of the Weyl function.
Proposition 3.9 ([17, Theorem 2]). Let A be a densely defined closed sym-
metric operator and let A˜ be an almost solvable extension of A. Let also
Π = {H,Γ0,Γ1} be a boundary triplet for A∗ which is regular for A˜, i.e.
A˜ = AB = A
∗ ↾ ker (Γ1 − BΓ0) and B ∈ [H]. Then the characteristic func-
tion of the operator AB admits the representation
WΠ
A˜
(z) := I + 2i|BI |1/2
(
B∗ −M(z))−1|BI |1/2J, z ∈ ρ(A˜∗) ∩ ρ(A0), (3.3)
where BI = J |BI |, J = sign(BI), is the polar decomposition of BI := Im (B).
It follows from (3.3) that WΠ
A˜
(·) takes values in [H] and is J-contractive in
C+, respectively J-expansive in C−. In particular, it is contractive in C+ if
A˜ = AB is m-dissipative, that is, B is m-dissipative, cf. Proposition 2.3(iii).
Notice that J = I in this case.
4 Perturbation determinants for extensions
4.1 Elementary properties
Through this section we always assume that A is a densely defined closed sym-
metric operator in H with equal deficiency indices. We are going to show that
the perturbation determinant for extensions ∆Π
A˜′/A˜
(·), cf. Definition 1.1, has
similar properties as the perturbation determinant for additive perturbations
∆H′/H(·).
Lemma 4.1. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the cor-
responding Weyl function. Let also A˜′, A˜ ∈ ExtA and A˜′ = AB′ and A˜ = AB .
If {A˜′, A˜} ∈ DΠ, then the following holds:
(i) {z ∈ ρ(A0) : 0 ∈ ρ(B − M(z)} = ρ(A˜) ∩ ρ(A0) 6= ∅ and (1.6) holds for
ζ ∈ ρ(A˜′) ∩ ρ(A˜).
(ii) The perturbation determinant ∆Π
A˜′/A˜
(z) is well defined on the open set
ρ(A˜) ∩ ρ(A0) and is holomorphic there.
(iii) If Π is regular for {A˜′, A˜}, then B′, B ∈ [H] and B′ −B ∈ S1(H).
(iv) If n±(A) <∞, then
∆Π
A˜′/A˜
(z) =
det
(
B′ −M(z))
det
(
B −M(z)) , z ∈ ρ(A˜) ∩ ρ(A0). (4.1)
15
Proof. (i) This statement follows immediately from Proposition 2.5(i).
To prove (1.6) we start with the identity
(B−M(z))−1− (B′−M(z))−1 = (B′−M(z))−1(B′−B)(B −M(z))−1 (4.2)
valid for z ∈ ρ(A˜′) ∩ ρ(A˜). It follows that the right-hand side is a trace class
operator due to the assumption (B′ −B)(B −M(z))−1 ∈ S1(H). Now (1.6) is
implied by combining Krein-type formula (2.7) with the identity (4.2).
(ii) By Proposition 2.5 we have 0 ∈ ρ(B−M(z)) if z ∈ ρ(AB)∩ρ(A0). Taking
into account Definition 1.1 we find that the perturbation determinant is defined
on ρ(A˜) ∩ ρ(A0). Moreover, since the operator-valued function (B −M(z))−1
is holomorphic on the open set {z ∈ C : 0 ∈ ρ(B −M(z))} the perturbation
determinant ∆Π
A˜′/A˜
(·) is holomorphic on z ∈ ρ(AB) ∩ ρ(A0).
(iii) If Π is regular for {A˜′, A˜}, then B′, B ∈ [H] by definition. Therefore,
by Proposition 2.6(ii), the inclusion (1.6) is equivalent to B′ −B ∈ S1(H).
(iv) If n±(A) < ∞, then dim (H) = n±(A) < ∞. Hence B′ and B are
bounded operators and (4.1) is implied by combining the identity
IH +(B′ −B)(B −M(z))−1 = (B′ −M(z))(B −M(z))−1, z ∈ ρ(A˜′)∩ ρ(A0).
with Proposition A.2(ii).
Remark 4.2. Lemma 4.1 rises several problems.
(a) By Lemma 4.1(i) the assumption {A˜′, A˜} ∈ DΠ yields (1.6). Is the converse
true? In other words, is there exits a boundary triplet Π for A∗ such that
{A˜′, A˜} ∈ DΠ whenever the extensions A˜′, A˜(∈ ExtA) satisfy condition (1.6)?
The answer is not obvious since due to (4.2) the inclusion (1.6) is in general
implied by the inclusion (B′ −B)(B −M(z))−1 ∈ S1(H) but not vice versa.
(b) The perturbation determinant ∆Π
A˜′/A˜
(·) depends on a chosen boundary
triplet Π. What is character of this dependence?
(c) In vie of Lemma 4.1(ii), ∆Π
A˜′/A˜
(·) is holomorphic on ρ(A˜) ∩ ρ(A0). We will
show the next section that ∆Π
A˜′/A˜
(·) admits holomorphic continuation to the
domain ρ(A˜), as it takes place in the classical definition.
4.2 Existence of an appropriate boundary triplet
We are going to answer problem (a) of Remark 4.2, at least, partially.
Proposition 4.3. Let A˜′, A˜ ∈ ExtA, ρ(A˜′) ∩ ρ(A˜) 6= ∅ and let (1.6) be valid.
If A˜ is an almost solvable extension, then there exists a boundary triplet Π =
{H,Γ0,Γ1} for A∗ such that {A˜′, A˜} ∈ DΠ. Moreover, the boundary triplet Π
can be chosen regular for {A˜′, A˜}.
Proof. By Proposition 3.7, the pair {A˜′, A˜} is jointly almost solvable. By Propo-
sition 3.3(i), we can find a regular boundary triplet Π. Finally, using Lemma
4.1(iii) we get B′ −B ∈ S1(H) which yields {A˜′, A˜} ∈ DΠ.
Corollary 4.4. Let A˜′, A˜ ∈ ExtA, ρ(A˜′) ∩ ρ(A˜) 6= ∅ and let (1.6) be valid.
(i) If (ρ(A˜) ∪ σc(A˜)) ∩ C+ and (ρ(A˜) ∪ σc(A˜)) ∩ C− are not empty, then there
exists a boundary triplet Π for A∗ which is regular for {A˜′, A˜} and such that
{A˜′, A˜} ∈ DΠ.
(ii) If ρ(A˜)∩R is not empty, then there exists a boundary triplet Π = {H,Γ0,Γ1}
for A∗ such that {A˜′, A˜} ∈ DΠ. Moreover, this triplet can be chosen regular for
{A˜′, A˜} such that the condition λ ∈ ρ(A0), A0 := A∗ ↾ ker (Γ0), for some
λ ∈ ρ(A˜) ∩ R is satisfied.
Proof. (i) The proof follows from Proposition 3.5, Proposition 3.7, Proposition
3.3(i) and Proposition 4.3.
(ii) From Proposition 3.5 and Proposition 3.8 we get that {A˜′, A˜} is almost
solvable with respect to λ. Proposition 3.3(ii) and Proposition 4.3 yield the
existence of the desired boundary triplet.
4.3 Dependence on the boundary triplet
Let us answer problem (b) of Remark 4.2.
Proposition 4.5. Let A˜′, A˜ ∈ ExtA and let Π = {H,Γ1,Γ0} and Π′ =
{H′,Γ′1,Γ′0} be boundary triplets for A∗ such that {A˜′, A˜} ∈ DΠ and {A˜′, A˜} ∈
DΠ
′
. If A˜ is almost solvable, then there exists a constant c ∈ C such that
∆Π
A˜′/A˜
(z) = c ∆Π
′
A˜′/A˜
(z), z ∈ ρ(A˜) ∩ ρ(A0), (4.3)
where A0 = A
∗ ↾ ker (Γ0) and A′0 = A
∗ ↾ ker (Γ′0). If A˜
′ and A˜ are self-adjoint,
then c is real.
Proof. By Proposition 4.3 there exists a boundary triplet Π˜ = {H˜, Γ˜0, Γ˜1} for
A∗ such that {A˜′, A˜} ∈ DΠ˜ and which is regular for {A˜′, A˜}. Since {A˜′, A˜} ∈ DΠ
and {A˜′, A˜} ∈ DΠ˜ there exist operators B′, B ∈ C(H) and B˜′, B˜ ∈ [H˜] which
satisfy the requirements of Definition 1.1. In particular, one has A˜′ = AB′ = AB˜′
and A˜ := AB = AB˜. Since Π˜ is regular we have B˜
′ − B˜ ∈ S1(H˜) (cf. Lemma
4.1). Moreover, we have
∆Π
A˜′/A˜
(z) = det(I + (B′ −B)(B −M(z))−1), z ∈ ρ(A˜) ∩ ρ(A0),
∆Π˜
A˜′/A˜
(z) = det(I + (B˜′ − B˜)(B˜ − M˜(z))−1), z ∈ ρ(A˜) ∩ ρ(A˜0),
where A˜0 = A
∗ ↾ ker (Γ˜0).
By [34] (see also [19, Proposition 1.7]) there exists a J-unitary block-operator
matrix X ∈ [H⊕H] such that(
Γ˜1
Γ˜0
)
=
(
X11 X12
X21 X22
)(
Γ1
Γ0
)
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where J :=
(
0 −iI
iI 0
)
. The corresponding Weyl functions as well as boundary
operators are related by (see [19, Proposition 1.7])
B˜ =
(
X11B +X12
)(
X21B +X22
)−1
,
B˜′ =
(
X11B
′ +X12
)(
X21B
′ +X22
)−1
.
(4.4)
Since B˜′ and B˜ are bounded operators it follows from [19, Proposition 1.7]
that 0 ∈ ρ(X21B +X22) and 0 ∈ ρ(X21B′ +X22). In particular, one has that
dom(X21B+X22) = dom(B) and dom(B) = ran ((X21B+X22)
−1). Similarly
one gets that 0 ∈ ρ(X21M(z) +X22) and
M˜(z) =
(
X11M(z) +X12
)(
X21M(z) +X22
)−1
, z ∈ C \ R. (4.5)
Taking this fact into account we have
B˜ − M˜(z)
=
(
X11B +X12
)(
X21B +X22
)−1 − (X11M(z) +X12)(X21M(z) +X22)−1
= X11
(
B −M(z))(X21B +X22)−1 +(
X11M(z) +X12
){(
X21B +X22
)−1 − (X21M(z) +X22)−1}
= X11(B −M(z))
(
X21B +X22
)−1 −(
X11M(z) +X12
)(
X21M(z) +X22
)−1
X21(B −M(z))
(
X21B +X22
)−1
.
Hence
B˜ − M˜(z) = Q(z)(B −M(z))(X21B +X22)−1, z ∈ C±,
where
Q(z) := X11 −
(
X11M(z) +X12
)(
X21M(z) +X22
)−1
X21
which is a well defined operator-valued function. This yields the representation
Q(z) = (B˜ − M˜(z))(X21B +X22)(B −M(z))−1, z ∈ ρ(A˜) ∩C±.
We set
Ξ(z) := (B −M(z))(X21B +X22)−1(B˜ − M˜(z))−1, z ∈ ρ(A˜) ∩ ρ(A˜0),
and note that due to (4.4) Ξ(·) is a well-defined family of bounded operators.
Clearly, Q(z)Ξ(z) = IH˜ and Ξ(z)Q(z) = IH for z ∈ ρ(A˜) ∩ C±. Hence
(B˜ − M˜(z))−1 = (X21B +X22)(B −M(z))−1Ξ(z), z ∈ ρ(A˜) ∩C±. (4.6)
Similarly we find
B˜′ − M˜(z) = Q(z)(B′ −M(z))(X21B′ +X22)−1, z ∈ C±. (4.7)
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Combining (4.6) with (4.7) we arrive at the representation
I + (B˜′ − B˜)(B˜ − M˜(z))−1
= Q(z)(B′ −M(z))(X21B′ +X22)−1(X21B +X22)(B −M(z))−1Ξ(z)
for z ∈ ρ(A˜) ∩ C±. It follows that
I + (B˜′ − B˜)(B˜ − M˜(z))−1
= Q(z)(B′ −M(z))×{
I +
(
X21B
′ +X22
)−1
X21(B −B′)
}
(B −M(z))−1Ξ(z)
= Q(z)(B′ −M(z))(B −M(z))−1Ξ(z) +
Q(z)(B′ −M(z))(X21B′ +X22)−1X21(B −B′)(B −M(z))−1Ξ(z)
= I +Q(z)(B′ −B)(B −M(z))−1Q(z)−1 +
Q(z)(B′ −M(z))(X21B′ +X22)−1X21(B −B′)(B −M(z))−1Q(z)−1.
Hence
det(I + (B˜′ − B˜)(B˜ − M˜(z))−1)
= det
(
I + (B′ −B)(B −M(z))−1
+(B′ −M(z))(X21B′ +X22)−1X21(B −B′)(B −M(z))−1).
Further, it is easily seen that
I + (B′ − B)(B −M(z))−1+
(B′ −M(z))(X21B′ +X22)−1X21(B −B′)(B −M(z))−1
=
(
I + (B′ −B)(B −M(z))−1)×
×
(
I + (B −M(z))(X21B′ +X22)−1X21(B −B′)(B −M(z))−1) .
By the multiplicative property for determinants we get
det(I + (B˜′ − B˜)(B˜ − M˜(z))−1)
= det(I + (B′ −B)(B −M(z))−1) det(I +X21(B −B′)
(
X21B
′ +X22
)−1
).
Note, that the second determinant in the last formula is well defined. Indeed,
it follows from (4.7) that the operator valued function
(B′ −M(z))(X21B′ +X22)−1 = Q(z)−1(B˜′ −M(z))
takes values in H for z ∈ ρ(A˜′)∩C±. Taking into account Definition 1.1(iii) we
get (B −B′)(B′ −M(z))−1 ∈ S1(H), z ∈ ρ(A˜′) ∩ C±. Therefore
X21(B −B′)
(
X21B
′ +X22)−1
= X21(B −B′)(B′ −M(z))−1(B′ −M(z))
(
X21B
′ +X22)−1 ∈ S1(H)
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for z ∈ ρ(A˜′) ∩ C± and the determinant is well-defined. Setting c˜ :=
det
(
I +X21(B −B′)
(
X21B
′ +X22
)−1)
we get ∆Π˜
A˜′/A˜
(z) = c˜ ∆Π
A˜′/A˜
(z) for
z ∈ ρ(A˜) ∩C±.
Similarly, there exists a constant c˜′ ∈ C such that ∆Π˜
A˜′/A˜
(z) = c˜′ ∆Π
′
A˜′/A˜
(z)
for z ∈ ρ(A˜) ∩ C±. Setting c := c˜′/c˜ we find ∆ΠA˜′/A˜(z) = c ∆Π
′
A˜′/A˜
(z) for
z ∈ ρ(A˜) ∩C±.
It remains to prove that c = c whenever A˜′ = (A˜′)∗ and A˜ = (A˜)∗. We have
c ∆Π
′
A′/A˜
(z) = ∆Π
A˜′/A˜
(z) = ∆Π
A˜′/A˜
(z) = c ∆Π
′
A˜′/A˜
(z), z ∈ C±,
which yields c = c.
Finally we note that (4.3) was proved for z ∈ ρ(A˜) ∩ C±. Since both sides
admit an analytic continuation to ρ(A˜)∩ρ(A0)∩ρ(A′0), the relation (4.3) extends
to this set too.
4.4 Domain of holomorphy
We note that relation (4.3) is not completely satisfactory because it should be
valid for z ∈ ρ(A˜). To this end we have to answer problem (c) of Remark 4.2.
Proposition 4.6. Let A˜′, A˜ ∈ ExtA and let Π be a boundary triplet for A∗
such that {A˜′, A˜} ∈ DΠ. Then ∆Π
A˜′/A˜
(·) admits a holomorphic continuation to
ρ(A˜).
Proof. By Lemma 4.1, the perturbation determinant ∆Π
A˜′/A˜
(·) is well defined
and holomorphic on ρ(A˜) ∩ ρ(A0). Since A0 = A∗0 the determinant ∆ΠA˜′/A˜(·) is
holomorphic on ρ(A˜) ∩C±.
Further, let us assume that λ ∈ ρ(A˜)∩R. By Lemma 4.1(i), the set ρ(A˜′) ∩
ρ(A˜) is not empty and (1.6) holds. By Proposition 3.8, the pair {A˜′, A˜} is
jointly almost solvable with respect to λ. It follows from Proposition 3.3(ii)
that there exists a regular boundary triplet Πλ = {Hλ,Γλ0 ,Γλ1} such that λ ∈
ρ(A0,λ), A0,λ := A
∗ ↾ ker (Γλ0 ). According to Lemma 4.1(ii) the perturbation
determinant ∆Πλ
A˜′/A˜
(·) is holomorphic on ρ(A˜) ∩ ρ(A0,λ). If λ′ ∈ ρ(A˜) ∩ R, we
find a regular boundary triplet Πλ′ such that λ
′ ∈ ρ(A0,λ′ ). By Lemma 4.1(ii),
the perturbation determinant ∆
Πλ′
A˜′/A˜
(z) is holomorphic on ρ(A˜) ∩ ρ(A0,λ′). By
Proposition 4.5, there is a constant c ∈ C such that ∆Πλ
A˜′/A˜
(z) = c ∆
Πλ′
A˜′/A˜
(z)
for z ∈ ρ(A˜) ∩ C±. Since the right-hand side of this identity is holomorphic
on ρ(A˜) ∩ ρ(A0,λ′) the left-hand side admits a holomorphic continuation to
ρ(A˜) ∩ ρ(A0,λ′). Since λ′ ∈ ρ(A˜) is arbitrary, the proof is complete.
Proposition 4.6 enables us to consider the perturbation determinant as a
holomorphic function on ρ(A˜). Doing so we immediately obtain the following
improvement of Proposition 4.5.
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Corollary 4.7. Let the assumptions of Proposition 4.5 be satisfied. If the
extension A˜ is almost solvable, then there exists a constant c ∈ C such that
∆Π
A˜′/A˜
(z) = c∆Π
′
A˜′/A˜
(z) for z ∈ ρ(A˜).
Proof. From Proposition 4.6 we immediately get that the relation (4.3) extends
to ρ(A˜).
4.5 Properties
Let us show that the perturbation determinant ∆Π
A˜′/A˜
(·) fulfills properties sim-
ilar to those of Krein’s determinant mentioned in Section 2.4.
Proposition 4.8. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the
corresponding Weyl function. Assume that the proper extensions A˜, A˜′, A˜′′(∈
ExtA) are disjoint with A0, i.e. A˜ = AB , A˜
′ = AB′ , A˜′′ = AB′′ with B,B′, B′′ ∈
C(H).
(i) If B′, B ∈ S1(H), then {A˜′, A˜} ∈ DΠ and
∆Π
A˜′/A˜
(z) =
det(IH −B′M(z)−1)
det(IH −BM(z)−1) , z ∈ ρ(A˜) ∩ ρ(A1), (4.8)
where A1 := A
∗ ↾ ker (Γ1).
(ii) Let ρ(A˜′)∩ ρ(A˜) 6= ∅. If {A˜′′, A˜′} ∈ DΠ and {A˜′, A˜} ∈ DΠ, then {A˜′′, A˜} ∈
DΠ and
∆Π
A˜′′/A˜′
(z) ∆Π
A˜′/A˜
(z) = ∆Π
A˜′′/A˜
(z), z ∈ ρ(A˜′) ∩ ρ(A˜). (4.9)
(iii) Let ρ(A˜′) ∩ ρ(A˜) 6= ∅. If {A˜′, A˜} ∈ DΠ, then {A˜, A˜′} ∈ DΠ and
∆Π
A˜′/A˜
(z)∆Π
A˜/A˜′
(z) = 1, z ∈ ρ(A˜′) ∩ ρ(A˜). (4.10)
(iv) Let {A˜′, A˜} ∈ DΠ. If z0 ∈ ρ(A0) is either a regular point or a normal
eigenvalue of A˜′ and A˜, then
ord
(
∆Π
A˜′/A˜
(z0)
)
= mz0(A˜
′)−mz0(A˜). (4.11)
In particular, if z0 ∈ ρ(A0) ∩ ρ(A˜), then
ord
(
∆Π
A˜′/A˜
(z0)
)
= mz0(A˜
′), (4.12)
cf. Appendix B.
(v) If {A˜′, A˜} ∈ DΠ, then
1
∆A˜′/A˜(z)
d
dz
∆A˜′/A˜(z) = tr ((A˜ − z)−1 − (A˜′ − z)−1) (4.13)
for z ∈ ρ(A˜′) ∩ ρ(A˜), where the right hand side has sense by Lemma 4.1(i).
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(vi) If {A˜′, A˜} ∈ DΠ and {A˜′∗, A˜∗} ∈ DΠ, then
∆Π
A˜′∗/A˜∗
(z) = ∆Π
A˜′/A˜
(z), z ∈ ρ(A˜∗). (4.14)
(vii) If {A˜′, A˜} ∈ DΠ, then
∆Π
A˜′/A˜
(z)
∆Π
A˜′/A˜
(ζ)
= det(IH + (M(z)−M(ζ))(B −M(z))−1(B′ −B)(B′ −M(ζ))−1),
for z ∈ ρ(A˜) and ζ ∈ ρ(A˜′) ∩ ρ(A˜).
Proof. (i) Obviously we have {A˜′, A˜} ∈ DΠ. Further, let z ∈ ρ(A0). One has
0 ∈ ρ(B −M(z)) if and only if 1 ∈ ρ(BM(z)−1). Hence
IH + (B′ −B)(B −M(z))−1 = (B′ −M(z))(B −M(z))−1
= (IH −B′M(z)−1)(IH −BM(z)−1)−1, z ∈ ρ(A˜) ∩ ρ(A0).
Since z ∈ ρ(A1) if and only if 0 ∈ ρ(M(z)) the right-hand side of (4.8) admits
a holomorphic continuation to ρ(A˜) ∩ ρ(A1).
(ii) If z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0) 6= ∅, then
{z ∈ ρ(A0) : 0 ∈ ρ(B′ −M(z)) ∧ 0 ∈ ρ(B −M(z))} 6= ∅.
Hence {z ∈ ρ(A0) : 0 ∈ ρ(B′ −M(z))} 6= ∅. To check Definition 1.1(ii) we note
that dom(B′′) = dom (B′) = dom (B). Using
(B′′ −B)(B −M(z))−1 = (B′′ −B′)(B −M(z))−1 + (B′ −B)(B −M(z))−1
for z ∈ ρ(A˜′) ∩ ρ(A0). Notice that (B′ − B)(B − M(z))−1 ∈ S1(H) by as-
sumption. It remains to verify that (B′′ − B′)(B˜ − M(z))−1 ∈ S1(H) for
z ∈ ρ(A˜) ∩ ρ(A0). Obviously, we have
(B′′ −B′)(B −M(z))−1 = (B′′ −B′)(B′ −M(z))−1
+ (B′′ −B′)(B′ −M(z))−1(B′ −B)((B −M(z))−1
for z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0). Since (B′′ − B′)(B′ − M(z))−1 ∈ S1(H) for
z ∈ ρ(A˜′)∩ ρ(A0) and (B′ −B)(B −M(z))−1 ∈ S1(H) for z ∈ ρ(A˜)∩ ρ(A0) by
assumption we find (B′′−B)(B−M(z))−1 ∈ S1(H) for z ∈ ρ(A˜′)∩ρ(A˜)∩ρ(A0).
Now (4.9) follows immediately from the definition for z ∈ ρ(A˜′)∩ ρ(A˜)∩ ρ(A0).
Finally, using Proposition 4.6 we can omit ρ(A0).
(iii) If ρ(A˜′) ∩ ρ(A˜) 6= ∅, then ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0) 6= ∅. Hence one has
{z ∈ ρ(A0) : 0 ∈ ρ(B′ − M(z)) ∧ 0 ∈ ρ(B − M(z))} 6= ∅. Therefore the
conditions (i) and (ii) of Definition 1.1 are satisfied for the ordered pair {A˜, A˜′}.
To prove condition (iii) of Definition 1.1 we use the representation
(B −B′)(B′ −M(z))−1 = −(B′ − B)(B −M(z))−1(B −M(z))(B′ −M(z))−1
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for z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0). Since (B −M(z))(B′ −M(z))−1 is a bounded
operator we get (B − B′)(B′ −M(z))−1 ∈ S1(H) for z ∈ ρ(A˜′) ∩ ρ(A0). To
prove (4.10) it suffices to set A˜′′ = A˜ in (4.9).
(iv) From Proposition 2.5 and the Krein-type formula (2.7) we find that
νz0(A˜
′) = νz0(B
′ −M(z0)) and νz0(A˜) = νz0(B −M(z0)). Following the rea-
soning of[32, Chapter IV, Sec. 3.4] we get ord (∆Π
A˜′/A˜
(z0)) = νz0(B
′−M(z0))−
νz0(B −M(z0)) which proves (4.11).
(v) From formula [65, (1.7.10)] we get
1
∆Π
A˜′/A˜
(z)
d
dz
∆Π
A˜′/A˜
(z) (4.15)
= tr
((
I + (B′ −B)(B −M(z))−1)−1 d
dz
(B′ −B)(B −M(z))−1
)
for z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0). From (2.6) we find
d
dz
(B −M(z))−1 = (B −M(z))−1γ(z)∗γ(z)(B −M(z))−1
for z ∈ ρ(A˜) ∩ ρ(A0). Combining two last formulas we obtain
tr
((
I + (B′ −B)(B −M(z))−1)−1 d
dz
(B′ −B)(B −M(z))−1
)
= tr
(
γ(z)(B′ −M(z))−1(B′ −B)(B −M(z))−1γ(z)∗)
for z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0). On the other hand, the Krein-type formula (2.7)
yields
(A˜′ − z)−1 − (A˜− z)−1 = γ(z)(B′ −M(z))−1(B −B′)(B −M(z))−1γ(z)∗
for z ∈ ρ(A˜′) ∩ ρ(A˜) ∩ ρ(A0). Combining this formula with (4.15) we arrive at
(4.13).
(vi) If {A˜′, A˜} ∈ DΠ, then C(B −M(z))−1 ∈ S1(H) for z ∈ ρ(A˜) ∩ ρ(A0)
where C := B′ − B, dom (C) := dom (B′) = dom(B). Since {A˜′∗, A˜∗} ∈ DΠ
the operators B′ and B are densely defined. Hence B′∗, B∗ and C∗ exist and
(B∗ −M(z)∗)−1C∗ ∈ S1(H). Setting C∗ := B′∗−B∗, dom (C∗) = dom(B′∗) =
dom(B∗) we get dom(C∗) ⊇ dom (C∗). Moreover, we have
C∗(B∗ −M(z)∗)−1 = C∗(B∗ −M(z)∗)−1 ∈ S1(H)
for z ∈ ρ(A˜) ∩ ρ(A0). Applying Corollary A.4 we obtain
det(IH + (B∗ −M(z)∗)−1C∗)
= det(IH + C∗(B∗ −M(z)∗)−1) = det(IH + C∗(B∗ −M(z)∗)−1)
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for z ∈ ρ(A˜)∩ ρ(A0). Since ((B′ −B)(B −M(z))−1)∗ = (B∗ −M(z)∗)−1C∗ we
find
∆Π
A˜′/A˜
(z) = det(IH + (B∗ −M(z)∗)−1C∗)
= det(IH + C∗(B∗ −M(z)∗)−1) = ∆ΠA˜′∗/A˜∗(z)
for z ∈ ρ(A˜)∩ρ(A0) where we have usedM(z)∗ =M(z) for z ∈ ρ(A0). Replacing
z by z it follows (4.14) for z ∈ ρ(A˜∗) ∩ ρ(A0).
(vii) The proof follows from (ii) and (iii).
Propositions 4.6 and 4.8 show that the perturbation determinant ∆Π
A˜′/A˜
(·)
has the properties similar to that of the classical perturbation determinant.
Proposition 4.9. Let A˜ ∈ ExtA and let Π = {H,Γ0,Γ1} be a boundary triplet
for A∗ such that A˜ = AB, B ∈ C(H), andM(·) the corresponding Weyl function.
If for some ζ ∈ ρ(A˜) ∩ ρ(A0)
(A˜− ζ)−1 − (A0 − ζ)−1 ∈ S1(H), A0 := A∗ ↾ ker (Γ0), (4.16)
then the following holds:
(i) B is discrete and (B − µ)−1 ∈ S1(H) for any µ ∈ ρ(B).
(ii) There exists a regular for {A˜, A0} boundary triplet Π˜ = {H˜, Γ˜0, Γ˜1} for A∗.
(iii) If Π˜ is a boundary triplet for A∗ such that {A˜, A0} ∈ DΠ˜, then there exist
µ = µ¯ ∈ ρ(B) and c ∈ C such that
∆Π˜
A˜/A0
(z) = c det(I − (µ−B)−1(µ−M(z))), z ∈ ρ(A0). (4.17)
If 0 ∈ ρ(B), then one can put µ = 0 in (4.17).
Proof. (i) If (4.16) is satisfied, then, by Proposition 2.6(i), B is unbounded, its
spectrum is discrete and (B − µ)−1 ∈ S1(H) for µ ∈ ρ(B).
(ii) Since A0 = A
∗
0, Proposition 3.5 yields that A0 is almost solvable. By
Proposition 4.3, there exists a boundary triplet Π˜ for A∗ which is regular for
the pair {A˜, A0}, in particular, {A˜, A0} ∈ DΠ˜.
(iii) Since B is discrete, ρ(B) ∩ R 6= ∅. Choosing µ ∈ ρ(B) ∩ R we set
Γ′1 := Γ0 and Γ
′
0 := −(Γ1 + µΓ0) and note that Π′ = {H,Γ′0, Γ˜′1} is a boundary
triplet for A∗ too. Moreover, we have A˜ = AB˜ where B˜ = (µ − B)−1 and
A0 = AO = A
∗ ↾ ker (Γ˜1) where O is the zero operator inH. Thus, the boundary
triplet Π˜ is regular for {A˜, A0}. The Weyl function M˜(·) associated with Π˜ is
M˜(z) = (µ − M(z))−1, z ∈ C±. Hence, by Definition 1.1, the perturbation
determinant is
∆Π˜
A˜/A0
(z) = det
(
I − B˜M˜−1(z)
)
= det
(
I − B˜(µ−M(z))
)
, z ∈ C±. (4.18)
Finally, applying Proposition 4.5 we arrive at (4.17).
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Corollary 4.10. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the
corresponding Weyl function and let A˜′, A˜ ∈ ExtA be such that A˜′ = AB′ ,
A˜ = AB, where B
′, B ∈ C(H). If ρ(A˜′) ∩ ρ(A˜) 6= ∅ and
(A˜′−ζ)−1−(A0−ζ)−1 ∈ S1(H) and (A˜−ζ)−1−(A0−ζ)−1 ∈ S1(H) (4.19)
for some ζ ∈ ρ(A˜′) ∩ ρ(A˜) ∩ C±, then the following holds:
(i) B′ and B are discrete and there exists µ ∈ ρ(B′) ∩ ρ(B) ∩ R such that
(B′ − µ)−1 ∈ S1(H) and (B − µ)−1 ∈ S1(H).
(ii) There exists a boundary triplet Π˜ = {H˜, Γ˜0, Γ˜1} for A∗, which can be chosen
to be regular for the family {A˜′, A˜, A0}.
(iii) If Π˜ = {H˜, Γ˜0, Γ˜1} is a (not necessarily regular for {A˜′, A˜, A0}) boundary
triplet for A∗ such that {A˜′, A˜} ∈ DΠ˜, {A˜′, A0} ∈ DΠ˜ and {A˜, A0} ∈ DΠ˜, then
the perturbation determinant ∆Π˜
A˜′/A˜
(·) admits the representation
∆Π˜
A˜′/A˜
(z) = c
det(I − (µ−B′)−1(µ−M(z)))
det(I − (µ−B)−1(µ−M(z))) , z ∈ ρ(A˜) ∩C±. (4.20)
If 0 ∈ ρ(B′) ∩ ρ(B), then we can put µ = 0 in (4.20).
Proof. (i) This statement follows immediately from Proposition 4.9(i).
(ii) Since A0 = A
∗
0, it is almost solvable. Therefore, it follows from Propo-
sition 3.7 and (4.19) that the system {A˜′, A˜, A0} is jointly almost solvable. By
Proposition 3.3(i), there exists a regular boundary triplet Π˜ for {A˜′, A˜, A0}. Fi-
nally, Proposition 2.6 yields the inclusions {A˜′, A˜} ∈ DΠ˜, {A˜′, A0} ∈ DΠ˜ and
{A˜, A0} ∈ DΠ˜.
(iii) As in the proof of Proposition 4.9 we introduce the boundary triplet
Π˜ = {H, Γ˜0, Γ˜1} where Γ˜1 := Γ0 and Γ˜0 := −(Γ1 + µΓ0). Clearly, A˜′ = AB˜′ ,
B˜′ := (µ − B′)−1 and A˜ = AB˜ , B˜ = (µ − B)−1 and A0 = AO where O is the
zero operator. Hence the boundary triplet Π˜ is regular for the set of operators
{A˜′, A˜, A0}. Combining the chain rule (cf. (4.9)) with Proposition 4.9(iii) we
arrive at (4.20). To complete the proof it remains to apply Proposition 4.5.
5 Perturbation determinants and trace formulas
5.1 Pairs of selfadjoint extensions
A spectral shift function has originally been introduced by I.M. Lifshitz in a
special case and by M.G. Krein [40] in the general case. Namely, Krein [40]
proved that for a pair {H ′ = H+V,H} of selfadjoint operators with V ∈ S1(H)
there exists a unique real-valued function ξ(·) ∈ L1(R) such that the following
trace formula holds
tr
(
(H ′ − z)−1 − (H − z)−1) = − ∫
R
ξ(t)
(t− z)2 dt, z ∈ ρ(H
′) ∩ ρ(H). (5.1)
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Formula (5.1) has been extended in [44] to a pair of selfadjoint operators {H ′, H}
which are only resolvent comparable, that is, (H−ζ)−1−(H0−ζ)−1 ∈ S1(H) for
some ζ ∈ ρ(H ′) ∩ ρ(H). In this case formula (5.1) remains valid. However, one
has only ξ(·) ∈ L1(R, 11+t2 dt) which yields that the spectral shift function ξ(·)
is not uniquely defined by (5.1): alongside with ξ(·) any function ξ(·)+c, c ∈ R,
satisfies (5.1) too. First we show that the converse is also true.
Lemma 5.1. Let H and H0 be selfadjoint operators which are resolvent com-
parable. Assume that there exist real-valued functions ξ˜(·), ξ(·) ∈ L1(R, 11+t2 dt)
such that the trace formula (5.1) holds with both ξ(·) and ξ˜(·). Then ξ˜(t)−ξ(t) =
c for a.e. t ∈ R where c is a real constant.
Proof. Let η(t) := ξ˜(t)− ξ(t), t ∈ R. Then∫ ∞
−∞
η(t)dt
(t− z)2 = 0, z ∈ C+ ∪ C−, (5.2)
and η(·) ∈ L1(R, 11+t2 dt). We set
Pη(z, z) := 1
π
∫
y η(t)dt
|t− z|2 =
1
2iπ
∫ ( 1
t− z −
1
t− z
)
η(t)dt, (5.3)
where z = x + iy ∈ C±. Differentiating Pη(z, z) with respect to z and z and
taking (5.2) into account we get
∂
∂z
Pη(z, z) = ∂
∂z
Pη(z, z) = 0.
Thus, Pη(z, z) is holomorphic and anti-holomorphic in C+ ∪ C−. Hence
Pη(z, z) = a = const., z ∈ C+. Applying the Fatou theorem to (5.3) we get
η(t) = P(t+ i0, t− i0) = a = a = const.
for a.e. t ∈ R.
In the sequel we need the following technical lemma.
Lemma 5.2. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ and M(·) the
corresponding Weyl function. Let also B be a maximal accumulative operator,
in particular, a selfadjoint operator. Then the following statements are true:
(i) If V+ ∈ S1(H) and V+ ≥ 0, then there exist a constant c+ > 0 and a non-
negative function ξ+(·) ∈ L1(R, 11+t2 dt) such that the following representation
holds
det
(
I + V+(B −M(z))−1
)
= c+ exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ+(t)dt
}
,
(5.4)
z ∈ C+.
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(ii) If V = V ∗ ∈ S1(H), then there exist a constant c > 0 and a real-valued
function ξ(·) ∈ L1(R, 11+t2 dt) such that the representation
det
(
I + V (B −M(z))−1) = c exp{ 1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
(5.5)
holds for z ∈ C+.
Proof. (i) We introduce the operator-valued Nevanlinna function
Ω+(z) := I +
√
V+(B −M(z))−1
√
V+, z ∈ C+.
Since Ω+(z) is m-dissipative for z ∈ C+ and 0 ∈ ρ(Ω+(z)), z ∈ C+, the
operator-valued function log(Ω+(z)) is well-defined by (C.2) for z ∈ C+. Since
log(Ω+(z)) ∈ S1(H) [26, Theorem 2.8] guarantees the existence of a measur-
able function Ξ+(·) : R −→ S1(H) such that Ξ(t) ≥ 0 for a.e. t ∈ R and
tr (Ξ(·)) ∈ L1(R, 11+t2 dt). Moreover, the following representation holds
log(Ω+(z)) = Ω+ +
1
π
∫
R
(
1
t− z −
t
1 + t2
)
Ξ+(t)dt, z ∈ C+,
where the integral is taken in the weak sense and Ω+ = Ω
∗
+ ∈ S1(H). Setting
ξ+(t) := tr (Ξ+(t)), t ∈ R, we define a non-negative function ξ+(·) satisfying
ξ+(·) ∈ L1(R, 11+t2 dt) and such that
tr (log(Ω+(z))) = tr (Ω+) +
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ+(t)dt, z ∈ C+.
Taking into account (C.3) we verify (5.4) with c+ := exp{tr (Ω+)} > 0.
(ii) Using the decomposition V = V+ − V−, V± ≥ 0, we set B− := B − V−.
It follows from the identity(
I + V (B −M(z))−1) (I + V−(B− −M(z))−1) = I + V+(B− −M(z))−1
that
det
(
I + V (B −M(z))−1) = det (I + V+(B− −M(z))−1)
det (I + V−(B− −M(z))−1) , z ∈ C+. (5.6)
Combining (5.6) with the representation (5.4) we arrive at (5.5).
Lemma 5.2 implies the following representation theorem for a perturbation
determinant.
Theorem 5.3. Let A˜′, A˜ ∈ ExtA be selfadjoint extensions of A such that the
pair {A˜′, A˜} is resolvent comparable, that is, condition (1.6) is satisfied. Then
the following holds:
(i) There exists a boundary triplet Π = {H,Γ0,Γ1} for A∗, which can be chosen
regular for {A˜′, A˜}, such that {A˜′, A˜} ∈ DΠ.
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(ii) If {A˜′, A˜} ∈ DΠ, then there exist a real-valued function ξ(·) ∈ L1(R, 11+t2 dt)
and a constant c = c¯ such that the following representation
∆Π
A˜′/A˜
(z) = c exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
, z ∈ C±. (5.7)
holds. Moreover, there exists an integer n ∈ Z such that
ξ(t) = lim
ε→+0
Im (log(∆Π
A˜′/A˜
(t+ iε))) + nπ, for a.e. t ∈ R. (5.8)
(iii) The trace formula
tr
(
(A˜′ − z)−1 − (A˜− z)−1
)
= − 1
π
∫ ∞
−∞
ξ(t)
(t− z)2 dt, z ∈ C±. (5.9)
is valid where ξ(·) is given by (ii). Any real-valued function ξ˜(·) satisfying (5.9)
differs from ξ(·) by an additive real constant.
Proof. (i) This statement follows immediately is from Corollary 4.4(i).
(ii) At first, let us assume that Π is regular for {A˜′, A˜}. Further, we assume
that A˜′ = AB′ and A˜ = AB, where B′ and B are bounded selfadjoint operators.
By Lemma 5.2(ii) there exist a real constant c and a real-valued function ξ(·) ∈
L1(R, 11+t2 dt) such that the following representation
∆Π
A˜′/A˜
(z) = det
(
I + (B′ −B)(B −M(z))−1) (5.10)
= c exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
holds for z ∈ C±. This proves (5.7). If Π is not regular, one obtains (5.7) by
combining (5.10) with Proposition 4.5.
It follows from (5.7) that there exists an integer n ∈ Z such that
log(∆Π
A˜′/A˜
(z)) = log(|c|) + 1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt+ inπ, (5.11)
for z ∈ C+. At first we find that this representation is true in a neighborhood
of a point z ∈ C+ such that the value ∆ΠA˜′/A˜(z) does not belong to the negative
imaginary semi-axis. By analytical continuation it holds for z ∈ C+. Taking the
imaginary part of both sides of (5.11) and applying Fatou’s theorem we arrive
at (5.8).
(iii) From (ii) and Proposition 4.8(v) we immediately obtain that the trace
formula (5.9) holds choosing ξ˜(t) := ξ(t), t ∈ R. Applying Lemma 5.1 we
get that any real-valued function ξ˜(·) obeying (5.9) differs from ξ(·) by a real
constant.
Any function ξ˜(·) ∈ L1(R, 11+t2 dt) obeying (5.9) is called the spectral shift
function of the pair {A˜′, A˜} of extensions of A. Theorem 5.3(iii) shows that
each pair {A˜′, A˜} admits many spectral shift functions.
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Theorem 5.4. Let A˜2, A˜1, H ∈ ExtA be selfadjoint extensions of A. Assume
that the pairs {A˜1, H} and {A˜2, H} are resolvent comparable, that is, conditions
of type (1.6) are satisfied. If for some λ0 ∈ ρ(A˜2) ∩ ρ(A˜1) ∩ R the condition
(A˜2 − λ0)−1 ≤ (A˜1 − λ0)−1 (5.12)
is valid, then the real-valued spectral shift functions ξ1(·) and ξ2(·) of the pairs
{A˜1, H} and {A˜2, H}, respectively, can be chosen such that ξ1(t) ≤ ξ2(t) holds
for a.e. t ∈ R.
Proof. By Corollary 4.4(ii) there is a boundary triplet Π = {H,Γ0,Γ1} for A∗,
which is regular for {A˜′, A˜,H} and satisfies λ ∈ ρ(A0), such that {A˜′, H} ∈
DΠ, {A˜,H} ∈ DΠ and {A˜′, A˜} ∈ DΠ. By Theorem 5.3(ii) there are real-
valued functions ξj(·) ∈ L2(R, 11+t2 dt), j = 1, 2, such that the perturbations
determinants ∆Π
A˜1/H
(z) admits the representations
∆Π
A˜1/H
(z) = c1 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ1(t)
}
, z ∈ C±, (5.13)
c1 ∈ R, are valid. Taking into account the chain rule, cf. Proposition 4.8(ii), we
get
∆Π
A˜2/H
(z) = ∆Π
A˜2/A˜1
(z)∆Π
A˜1/H
(z), z ∈ C±. (5.14)
Assume that A˜j = ABj where Bj are bounded operators in H. Since λ0 ∈
ρ(A˜2) ∩ ρ(A˜1) ∩ ρ(A0), Proposition 2.5(i) yields 0 ∈ ρ(B2 −M(λ0)) and 0 ∈
ρ(B1 −M(λ0)). Hence
0 ≤ (A˜1 − λ0)−1 − (A˜2 − λ0)−1
= γ(λ0)
(
(B1 −M(λ0))−1 − (B2 −M(λ0))−1
)
γ(λ0)
∗.
It follows from (5.12) that (B1 −M(λ0))−1 − (B2 −M(λ0))−1 ≥ 0. Next we
introduce a new boundary triplet Π˜ := {H, Γ˜0, Γ˜1} for A∗ by setting
Γ˜1 := −Γ0, Γ˜0 := Γ1 −M(λ0)Γ0. (5.15)
Clearly, A˜j = AB˜j = A
∗ ↾ ker (Γ˜1 − B˜jΓ˜0), where B˜j := −(Bj −M(λ0))−1,
j = 1, 2. Notice that {A˜2, A˜1} ∈ DΠ˜. By Definition 1.1 one has
∆Π˜
A˜2/A˜1
(z) = det(I + (B˜2 − B˜1)(B˜1 − M˜(z))−1), z ∈ C±,
where M˜(·) is the Weyl function corresponding to the boundary triplet Π˜. Since
B˜2 − B˜1 ≥ 0, Lemma 5.2(i) implies existence of a non-negative function ξ(·) ∈
L1(R, 11+t2 dt) such that the representation
∆Π˜
A˜2/A˜1
(z) = c˜ exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
, z ∈ C+, (5.16)
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c˜ > 0, holds. By Proposition 4.5 there is a real constant c˜21 such that
∆Π
A˜2/A˜1
(z) = c˜21 ∆
Π˜
A˜2/A˜1
(z), z ∈ C±, which yields
∆Π
A˜2/A˜1
(z) = c21 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
, z ∈ C±, (5.17)
c21 := c˜21c˜ ∈ R. Inserting (5.13) and (5.17) into (5.14) we find
∆Π
A˜2/H
= c2 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ2(t)dt
}
, z ∈ C±, (5.18)
c2 := c21c1 ∈ R, ξ2(t) := ξ1(t) + ξ(t), t ∈ R. Using Proposition 4.8(v) one gets
from (5.13) and (5.18) that ξ1(t) and ξ2(t) are spectral shift functions for the
pairs {A˜1, H} and {A˜2, H}. respectively. Since ξ(t) ≥ 0 for a.e. t ∈ R we obtain
ξ1(t) ≤ ξ2(t) for a.e. t ∈ R.
Corollary 5.5. Let A˜2, A˜1 ∈ ExtA be selfadjoint extensions of A. If the pair
{A˜2, A˜1} is resolvent comparable and condition (5.12) is satisfied for some λ0 ∈
ρ(A˜2) ∩ ρ(A˜1) ∩ R, then the real-valued spectral shift function ξ(·) of the pair
{A˜2, A˜1} can be chosen such that ξ(t) ≥ 0 for a.e. t ∈ R.
Proof. By Corollary 4.4(ii) there is a boundary triplet Π for A∗ which is regular
for {A˜2, A˜1} and λ0 ∈ ρ(A0). We set B := B1+B22 and H := AB . From
B2 − B1 ∈ S1(H) we get B2 − B ∈ S1(H) and B1 − B ∈ S1(H). Hence
the pairs {A˜2, H} and {A˜1, H} are resolvent comparable. By Theorem 5.4
there are real-valued spectral shift functions ξ2(·) and ξ1(·) of the pairs {A˜2, H}
and {A˜1, H}, respectively, satisfying ξ1(t) ≤ ξ2(t) for a.e. t ∈ R. Setting
ξ(t) := ξ2(t) − ξ1(t) ≥ 0, t ∈ R, we define a real-valued spectral shift function
of the pair {A˜2, A˜1}.
5.2 Pairs of accumulative extensions
We are going to prove a technical lemma which will be important to prove a
new type of trace formula in the following.
Lemma 5.6. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the cor-
responding Weyl function and let B be a bounded accumulative operator in H.
(i) If 0 ≤ V+ ≤ |BI | = −BI, BI := Im (B) ≤ 0 and V+ ∈ S1(H), then the
function w+(·) := det(I + iV+(B −M(·))−1) is holomorphic and contractive in
C+. Moreover, there exist a non-negative function η+(·) ∈ L1(R, 11+t2 dt) and a
number κ+ ∈ T such that the following representation holds
w+(z) = κ+ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
, z ∈ C+, (5.19)
where η+(t) = − ln(| det(w+(t + i0))|) for a.e. t ∈ R, i.e. w+(·) is an outer
function.
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(ii) If V ≤ |BI | = −BI and V ∈ S1(H), then there exist a real-valued function
η(·) ∈ L1(R, 11+t2 dt) and a complex number κ ∈ T such that the perturbation
determinant w(·) := det(I+iV (B−M(·))−1) admits the following representation
w(z) = κ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η(t)dt
}
, z ∈ C+, (5.20)
where η(t) = − ln(| det(w(t+ i0))|) for a.e. t ∈ R, i.e. w(·) is an outer function.
Proof. Since V+ ∈ S1, it admits the spectral decomposition V+ =∑
k∈N µk(·, ψk)ψk where µk ≥ 0, {µk}k∈N ∈ l1 and {ψk}k∈N is an orthonor-
mal system. We set
B0 := BR + i(BI + V+) and Bl := B0 − i
l∑
k=1
µk(·, ψk)ψk, l ∈ N.
Notice that Bl = B + i
∑∞
k=l+1 µk(·, ψk)ψk and liml→∞ ‖Bl −B‖S1 = 0 where
‖ · ‖S1 denotes the trace norm.
By assumption, BI + V+ ≤ 0 the operator B0 is m-accumulative. Further
let us introduce the operator-valued function
Wl(z) := I + iµlPl(Bl −M(z))−1Pl, Pl := (·, ψl)ψl, z ∈ C+, l ∈ N.
We set wl(z) := det(Wl(z)), z ∈ C+, l ∈ N. Clearly,
wl(z) = 1 + iµl((Bl −M(z))−1ψl, ψl), z ∈ C+, l ∈ N. (5.21)
Further, we set
∆Bl−1/Bl(z) := det
(
I + (Bl−1 −Bl)(Bl −M(z))−1
)
, z ∈ C+, l ∈ N.
Since Bl−1 − Bl = iµl(·, ψl)ψl, l ∈ N, we get ∆Bl−1/Bl(z) = wl(z), z ∈ C+,
l ∈ N. Due to the chain rule we obtain
∆B0/Bl(z) =
l∏
k=1
∆Bk−1/Bk(z) =
l∏
k=1
wk(z), z ∈ C+, l ∈ N. (5.22)
Since B0−B = V+ we have det(W+(z)) = ∆B0/B(z). By liml→∞ ‖Bl−B‖S1 = 0
we get from (5.22) that
w+(z) := det(W+(z)) = ∆B0/B(z) = lim
l→∞
∆B0/Bl(z) = lim
l→∞
l∏
k=1
wk(z) (5.23)
for z ∈ C+. Note, that alongside with W+(·), the operator function Wl(·),
l ∈ N, is holomorphic and contractive in C+. Hence wl(z) = det(Wl(z)), l ∈ N,
is holomorphic and contractive in C+, thus wl(·) ∈ H∞(C+). Next we set
θl(z) := ∆Bl/Bl−1(z) := 1− iµl
(
(Bl−1 −M(z))−1ψl, ψl
)
, z ∈ C+, l ∈ N.
31
Notice that θl(z) is well defined since Bl−1 is accumulative. Moreover, one has
θl(z)wl(z) = wl(z)θl(z) = 1, z ∈ C+, l ∈ N. (5.24)
Since Bl−1 is accumulative, Im ((Bl−1 −M(z))−1 > 0, hence
Re (θl(z)) = 1 + µlIm
((
(Bl−1 −M(z))−1ψl, ψl
))
> 1, z ∈ C+, l ∈ N.
Combining this inequality with (5.24) we get
Re (wl(z)) =
1
|θl(z)|2Re (θl(z)) >
1
|θl(z)|2 > 0, z ∈ C+, l ∈ N.
By [22, Corollary II.4.8 ], for each l ∈ N the function wl(z) is an outer function.
According to (D.6) it admits the representation
wl(z) = κl exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
ηl(t)dt
}
, κl ∈ T,
for z ∈ C+, l ∈ N, where ηl(t) := − ln(|wl(t+ i0)|), t ∈ R. Hence
l∏
k=1
wl(z) =
l∏
k=1
κk exp
{
l∑
k=1
i
π
∫
R
(
1
t− z −
t
1 + t2
)
ηk(t)dt
}
(5.25)
for z ∈ C+ and l ∈ N. Now (5.22) yields
0 ≤ ∣∣∆B0/Bl(z)∣∣ = exp
{
−
l∑
k=1
1
π
∫
R
y
(t− x)2 + y2 ηk(t)dt
}
where z = x+ iy. Since wk(z), z ∈ C+, is contractive, we get ηk(t) ≥ 0 for a.e.
t ∈ R. Combining Corollary E.2 with (5.21) we obtain
−
∫
R
ln(|wk(t+ i0)|) 1
1 + t2
dt ≤ 2π|wk(i)− 1| ≤ 2πµk 1‖Im (M(i))‖ , k ∈ N.
Since {µk}k∈N ∈ l1, the Beppo Levi theorem yields
0 ≤ η+(t) :=
∑
k∈N
ηk(t) = −
∑
k∈N
ln(|wk(t+ i0)|) ∈ L1(R, 11+t2 dt),
and
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt =
∞∑
k=1
i
π
∫
R
(
1
t− z −
t
1 + t2
)
ηk(t)dt. (5.26)
It follows from (5.25) and (5.26) that
w+(z) = lim
l→∞
l∏
k=1
wk(z) =(
lim
l→∞
l∏
k=1
κk
)
exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
, z ∈ C+,
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where w+(·) = det(W+(·)) and W+(·) is given by (5.54). Hence the limit κ+ :=
liml→∞
∏l
k=1 κk ∈ T exists and we arrive at the representation (5.19). Thus,
w+(·) is the outer function and η+(t) = − ln(| det(w+(t + i0))|) for a.e. t ∈ R,
see Appendix D.
(ii) Let V = V+ − V−, V± ≥ 0. We set B− := B − iV−. Since (B−)I =
BI − V− ≤ 0, the operator B− is accumulative. According to (5.6)
det(I + iV (B −M(z))−1) = det(I + iV+(B− −M(z))
−1)
det(I + iV−(B− −M(z))−1) , z ∈ C+.
The assumption V ≤ −BI yields 0 ≤ V+ ≤ −BI + V− = −(B−)I . Applying (i)
we get the existence of a complex number κ+ ∈ T and a non-negative function
η+(·) ∈ L1(R, 11+t2 dt) such that the representation
det(I + iV+(B− −M(z))−1) = κ+ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
,
is valid for z ∈ C+. From 0 ≤ V− ≤ −BI + V− = (B−)I and (i) we get the
existence of a complex number κ− ∈ T and a non-negative function η−(·) ∈
L1(R, 11+t2 dt) such that the representation
det(I + iV−(B− −M(z))−1) = κ− exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η−(t)dt
}
,
holds for z ∈ C−. Setting κ := κ+/κ− ∈ T and η(t) := η+(t) − η−(t), t ∈ R,
we arrive at the representation (5.20).
Next we apply Lemma 5.6 to a pair {A˜,H} of extensions of A where A˜ is
maximal accumulative and H is selfadjoint.
Theorem 5.7. Let A˜,H ∈ ExtA, H = H∗ and let A˜ be a m-accumulative
extension. If the condition
(A˜− ζ)−1 − (H − ζ)−1 ∈ S1(H), ζ ∈ ρ(A˜) ∩ ρ(H). (5.27)
is satisfied, then the following holds:
(i) There exists a boundary triplet Π = {H,Γ0,Γ1} of A∗, which can be chosen
regular for {A˜,H}, such that {A˜,H} ∈ DΠ.
(ii) If {A˜,H} ∈ DΠ, then there exists a complex constant c and a complex-
valued function ω(·) ∈ L1(R, 11+t2 dt) satisfying Im (ω(t)) ≤ 0 for a.e. t ∈ R and
such that the representation
∆Π
A˜/H
(z) = c exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ω(t)dt
}
, z ∈ C+, (5.28)
is valid.
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(iii) The trace formula
tr
(
(A˜− z)−1 − (H − z)−1
)
= − 1
π
∫
R
ω(t)
(t− z)2dt, z ∈ C+, (5.29)
holds where ω(·) is given by (ii).
Proof. (i) Since H = H∗ is almost solvable and ρ(A˜)∩ρ(H) ⊃ C+ the existence
of a regular boundary triplet Π forA∗ is implied by Proposition 4.3 and condition
(5.27).
(ii) Let us assume that Π is regular for {A˜,H}. If A˜ = AB and H = AC ,
where B,C ∈ [H], then, by Proposition 2.3, the operator B is accumulative and
C = C∗. From B−C ∈ S1(H), cf. Proposition 2.6(ii), we get BR−C ∈ S1(H),
BR := Re (B) and BI ∈ S1(H), BI := Im (B) ≤ 0. Consider the selfadjoint
extension A˜R := ABR . Hence, {A˜, A˜R} ∈ DΠ and {A˜R, H} ∈ DΠ as well as the
following relation
∆Π
A˜/H
(z) = ∆Π
A˜/A˜R
(z)∆Π
A˜R/H
(z), z ∈ C+. (5.30)
holds. Applying Theorem 5.3(ii) we get the existence of a real number cR and
a real-valued function ξ(·) = ξ(·) ∈ L1(R, 11+t2 dt) such that
∆Π
A˜R/H
(z) = cR exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
, z ∈ C+, (5.31)
Let us consider ∆Π
A˜R/A˜
(z), z ∈ C+. We have
∆Π
A˜R/A˜
(z) = det(I − iBI(B −M(z))−1), z ∈ C+.
By Lemma 5.6(i) there exists a complex number κ ∈ T and a non-negative
function η+(·) ∈ L1(R, 11+t2 dt) such that the representation
∆Π
A˜R/A˜
(z) = κ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
, z ∈ C+, (5.32)
holds. Hence,
∆Π
A˜/A˜R
(z) = κ exp
{
− i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
, z ∈ C+. (5.33)
Setting ω(t) := ξ(t) − iη+(t), t ∈ R, and inserting (5.31) and (5.33) into (5.30)
we arrive at the representation (5.28) provided that Π is regular for {H, A˜}.
Notice Im (ω(t)) ≤ 0 for a.e. t ∈ R. Finally, applying Proposition 4.5 we verify
the representation (5.28) for any boundary triplet Π such that {A˜,H} ∈ DΠ.
Moreover, the condition Im (ω(t)) ≤ 0 for a.e. t ∈ R remains valid.
(iii) The trace formula (5.29) follows immediately from (5.28) and Proposi-
tion 4.8(v).
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In the following a complex-valued function ω(·) ∈ L1(R, 11+t2 dt) such that
the trace formula (5.29) takes place is called a spectral shift function for the
pair {A˜,H} consisting of an accumulative and a selfadjoint extension.
Theorem 5.8. Let A˜1, A˜2 ∈ ExtA be m-accumulative and let H ∈ ExtA be
a selfadjoint extension such that both pairs {A˜1, H} and {A˜2, H} be are resol-
vent comparable, that is, condition (5.27) is satisfied for both pairs. Then the
following holds:
(i) If λ0 ∈ ρ(A˜1) ∩ ρ(A˜2) ∩R and the inequality
Re ((A˜2 − λ0)−1) ≤ Re ((A˜1 − λ0)−1) (5.34)
holds, then there are complex-valued spectral shift functions ω1(·) and ω2(·) of
the pairs {A˜1, H} and {A˜2, H}, respectively, such that Re (ω1(t)) ≤ Re (ω2(t))
for a.e. t ∈ R.
(ii) If λ0 ∈ ρ(A˜1) ∩ ρ(A˜2) ∩R and the inequality
Im ((A˜2 − λ0)−1) ≤ Im ((A˜1 − λ0)−1), (5.35)
then there are complex-valued spectral shift functions ω1(·) and ω2(·) of the pairs
{A˜1, H} and {A˜2, H}, respectively, such that Im (ω1(t)) ≤ Im (ω2(t)) ≤ 0 for
a.e. t ∈ R.
(iii) If both conditions (5.34) and (5.35) are valid, then there are complex-valued
spectral shift functions ω1(·) and ω2(·) of the pairs {A˜1, H} and {A˜2, H}, re-
spectively, such that both inequalities Re (ω1(t)) ≤ Re (ω2(t)) and Im (ω1(t)) ≤
Im (ω2(t)) ≤ 0 are satisfied for a.e. t ∈ R.
Proof. (i) By Proposition 3.8, the family {A˜2, A˜1, H} is jointly almost solvable
with respect to λ0. Taking into account Proposition 3.3 there is a boundary
triplet Π for A∗ which is regular for {A˜2, A˜1, H} and λ0 ∈ ρ(A0). Hence there
exist bounded operators C,B2, B1 ∈ [H] such that H = AC , A˜j = ABj , j =
1, 2. By Proposition 2.3, C = C∗ and the operators B2, B2 are accumulative.
Moreover, Proposition 2.6(ii) and condition (5.27) yield Bj − C ∈ S1(H), j =
1, 2, and B2−B1 ∈ S1(H). Hence {A˜j , H} ∈ DΠ, j = 1, 2, and {A˜2, A˜1} ∈ DΠ.
Notice that Bj,I := Im (Bj) ∈ S1(H), j = 1, 2, j = 1, 2.
It follows from the Krein-type formula (2.7) that
(A˜1 − λ0)−1 − (A˜2 − λ0)−1 = (5.36)
γ(λ0)
(
(B1 −M(λ0))−1 − (B2 −M(λ0))−1
)
γ(λ0)
∗.
Hence
Re ((A˜1 − λ0)−1)− Re ((A˜2 − λ0)−1) = γ(λ0)
(
Re (B˜2)− Re (B˜1)
)
γ(λ0)
∗
where B˜j := −(Bj −M(λ0))−1, j = 1, 2. This identity yields the equivalence
Re ((A˜2 − λ0)−1 ≤ Re ((A˜1 − λ0)−1 ⇐⇒ Re (B˜1) ≤ Re (B˜2). (5.37)
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Notice that the operators B˜1 and B˜2 are accumulative simultaneously with B1
and B2. Furthermore it holds B˜j,I := Im (B˜j,I) ∈ S1(H), j = 1, 2.
Introducing the modified boundary triplet Π˜ = {H, Γ˜0, Γ˜1} defined by (5.15)
we find that A˜1 = AB˜1 and A˜2 = AB˜2 . Next we set A˜3 := AB˜3 , where
B˜3 := B˜2,R + iB˜1,I , (5.38)
and B˜j,R := Re (B˜j) and B˜j,I = Im (B˜j) ≤ 0, j = 1, 2. By Proposition 2.3(iii),
AB˜3 is m-accumulative since B˜3,I ≤ 0. One easily verifies that {A˜2, A˜3} ∈ DΠ˜
and and {A˜3, A˜1} ∈ DΠ˜. Indeed we have B˜2 − B˜3 = B˜2,I − B˜1,I ∈ S1(H) and
B˜3 − B˜1 = B˜2,R − B˜1,R ∈ S1(H). It follows from the chain rule (4.9) that
∆Π˜
A˜2/H
(z) = ∆Π˜
A˜2/A˜1
(z)∆Π˜
A˜1/H
(z) = ∆Π˜
A˜2/A˜3
(z)∆Π˜
A˜3/A˜1
(z)∆Π˜
A˜1/H
(z), (5.39)
z ∈ C+.
By Theorem 5.7(ii), the perturbation determinant ∆Π˜
A˜1/H
(·) admits the rep-
resentation
∆Π˜
A˜1/H
(z) = c1 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ω1(t)dt
}
, z ∈ C+, (5.40)
where c1 ∈ C, ω1(·) ∈ L1(R, 11+t2 dt) and Im (ω1(t)) ≤ 0 for a.e. t ∈ R.
Further, denoting by M˜(·) the Weyl function corresponding to Π˜, we have,
by definition,
∆Π˜
A˜3/A˜1
(z) = det(I + (B˜3 − B˜1)(B˜1 − M˜(z))−1), z ∈ C+.
Since the operators A˜1 and A˜2 are resolvent comparable, Proposition 2.6(ii)
combining with (5.38) yields B˜3 − B˜1 = B˜2,R − B˜1,R ∈ S1(H). It follows
from (5.34), (5.37) and (5.38) that B˜3 − B˜1 = B˜2,R − B˜1,R ≥ 0. Therefore
Lemma 5.2(i) implies the existence of a non-negative real number c˜R > 0 and a
non-negative function ξ(·) ∈ L1(R, 11+t2 dt) such that the representation
∆Π˜
A˜3/A˜1
(z) = c˜R exp
{
1
π
∫
R
(
1
t− z −
1
1 + t2
)
ξ(t)dt
}
, z ∈ C+, (5.41)
holds. Since
∆Π˜
A˜2/A˜3
(z) = det(I + (B˜2 − B˜3)(B˜2 − M˜(z))−1), z ∈ C+,
and B˜2 − B˜3 = i(B2,I − B1,I) and B2,I − B1,I ≤ −B1,I we get from Lemma
5.6(ii) the existence of a unimodular constant κ˜ ∈ T and a real-valued function
η(·) ∈ L1(R, 11+t2 dt) such that the representation
∆Π˜
A˜2/A˜3
(z) = κ˜ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η(t)dt
}
, z ∈ C+, (5.42)
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is valid. Inserting (5.40), (5.41) and (5.42) into (5.39) and setting c2 := c1c˜Rκ˜ ∈
C and ω2(t) := ω1(t) + ξ+(t) + iη(t), t ∈ R, we arrive at the representation
∆Π˜
A˜2/H
(z) = c2 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ω2(t)dt
}
, z ∈ C+, (5.43)
where Re (ω1(t)) ≤ Re (ω1(t) + ξ+(t)) = Re (ω2(t)) for a.e. t ∈ R.
(ii) To handle the second case we use again the factorization (5.39) but in
slightly different manner. From Theorem 5.7(ii) it follows the representation
(5.43) where c2 ∈ C, ω2(·) ∈ L1(R, 11+t2 dt) and Im (ω2(t)) ≤ 0 for a.e. t ∈
R. Now representation (5.41) follows from Lemma 5.2(ii) where, however, the
function ξ(·) is not necessarily non-negative. It follows from (5.36) and the
assumption (5.35) that
Im ((A˜2 − λ0)−1) ≤ Im ((A˜1 − λ0)−1)⇐⇒ Im (B˜1) ≤ Im (B˜2)
which yields B˜2,I−B˜1,I ≥ 0. By Lemma 5.6(i), representation (5.42) holds with
a non-negative function η(·) ≥ 0. Inserting (5.43), (5.41) and (5.42) into (5.39)
and setting ω1(t) := ω2(t) − ξ(t) − iη(t), t ∈ R, we obtain the representation
(5.40). From (5.40) and Proposition 4.8(v) we obtain that ω1(t) is a spectral
shift function for the pair {A˜1, H}. Obviously, we have Im (ω1(t)) ≤ Im (ω1(t)+
η(t)) = Im (ω2(t)) ≤ 0 for a.e. t ∈ R.
(iii) This statement can be proved following the reasoning of (ii). Since in
addition the condition (5.34) is satisfied we find that the representation (5.41)
holds and ξ(t) ≥ 0 for a.e. t ∈ R. Since ω1(t) = ω2(t) − ξ(t) − iη(t), t ∈ R,
we easily verify Re (ω1(t)) ≤ Re (ω2(t)) and Im (ω1(t)) ≤ Im (ω2(t)) for a.e.
t ∈ R.
Remark 5.9.
(i) By Lemma 5.1 the trace formula (5.9) for selfadjoint extensions determines
the function ξ(·) ∈ L1(R, 11+t2 dt) uniquely up to a real constant. In contrast
to that, the trace formula (5.29) does not determine the spectral shift function
ω(·) ∈ L1(R, 11+t2 dt) up to a constant.
(ii) Trace formula (5.29) differs from that one of (5.9) because the spectral shift
function ω(·) is not real-valued. Using the results of [2] one gets a trace formula
of type (5.9) for the pair {A˜,H} if in addition to the assumption (5.27) the
condition
(A˜∗ + i)−1 − (A˜− i)−1 + 2i(A˜∗ + i)−1(A˜− i)−1 ∈ S01(H) (5.44)
is satisfied. HereS01(H) stands for the ideal of all compact operators T satisfying
∞∑
k=1
sk(T ) log
+
(
1
sk(T )
)
<∞,
where sk(T ), k ∈ N, are the singular numbers of T . Note that S01(H) is a
strict part of S1(H). In this case there exists a real-valued function ϑ(·) ∈
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L1(R, 11+t2 dt) such that the trace formula
tr
(
(A˜− z)−1 − (H − z)−1
)
= − 1
π
∫
R
ϑ(t)
(t− z)2dt, z ∈ C+,
holds. If Π = {H,Γ0,Γ1} is a boundary triplet for A∗, which is regular for
{A˜,H}. If A˜ = AB and H = AC , B,C ∈ H], then condition (5.44) is equivalent
to BI = Im (B) ∈ S01(H). Assumption (5.27) implies BR − C ∈ S1(H).
(iii) For further results on trace formulas for non-selfadjoint operators we refer
to papers of A. Rybkin [56, 55, 57, 58, 59].
Let us extend the results to maximal accumulative extensions.
Theorem 5.10. Let A be as above and let A˜1, A˜2 ∈ ExtA be maximal accumu-
lative extensions of A such that
(A˜2 − ζ)−1 − (A˜1 − ζ)−1 ∈ S1(H), ζ ∈ ρ(A˜2) ∩ ρ(A˜1). (5.45)
and ρ(A˜1) ∩ C− 6= ∅. Then the following assertions are valid:
(i) There exists a boundary triplet Π = {H,Γ0,Γ1} for A∗, which can be chosen
regular for {A˜2, A˜2}, such that {A˜2, A˜1} ∈ DΠ.
(ii) If {A˜2, A˜1} ∈ DΠ, then there exist a complex-valued function ω(·) ∈
L1(R, 11+t2 dt) and a constant c ∈ C such that the representation
∆Π
A˜2/A˜1
(z) = c exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ω(t)dt
}
, z ∈ C+, (5.46)
holds.
(iii) The trace formula
tr
(
(A˜2 − z)−1 − (A˜1 − z)−1
)
= − 1
π
∫
R
ω(t)
(t− z)2dt, z ∈ C+. (5.47)
holds where ω(·) is given by (ii).
Proof. (i) Since ρ(A˜1)∩ρ(A˜2) ⊃ C+ there exists a boundary triplet Π by Corol-
lary 4.4(i) which is regular for the pair {A˜2, A˜1}. Hence there exist accumula-
tive operators Bj ∈ [H] such that A˜j = ABj , j = 1, 2. By Proposition 2.6(ii)
condition (5.45) is equivalent to B2 − B1 ∈ S1(H) which yields the inclusion
{A˜2, A˜1} ∈ DΠ.
(ii) First, let us assume that Π = {H,Γ0,Γ1} is regular for {A˜2, A˜1}. Clearly,
we have B2,R −B1,R ∈ S1(H) and B2,I −B1,I ∈ S1(H). We set
B3 = B2,R + iB1,I (5.48)
and A˜3 := AB3 , dom (A3) = ker (Γ1 − B3Γ0). Since B3 is accumulative, A˜3
is m-accumulative (cf. Proposition 2.3). Since B2 − B3 = i(B2,I − B1,I) ∈
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S1(H), {A˜2, A˜3} ∈ DΠ. Furthermore, B3 − B1 = B2,R − B1,R ∈ S1(H),
hence {A˜3, A˜1} ∈ DΠ. Therefore the perturbation determinant ∆ΠA˜2/A˜3(·) is
well defined,
∆Π
A˜2/A˜3
(z) = det(I + (B2 −B3)(B3 −M(z))−1)
= det(I + i(B2,I −B1,I)(B3 −M(z))−1), z ∈ C+.
Since B2,I − B1,I ≤ −B1,I = −B3,I , we obtain from Lemma 5.6(ii) that there
exist a complex number κ ∈ T and a real-valued function η(·) ∈ L2(R, 11+t2 dt)
such that the representation
∆Π
A˜2/A˜3
(z) = κ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η(t)dt
}
, z ∈ C+, (5.49)
holds. Further, it follows from (5.48) that
∆Π
A˜3/A˜1
(z) = det(I + (B3 −B1)(B1 −M(z))−1)
= det(I + (B2,R −B1,R)(B1 −M(z))−1), z ∈ C+.
By Lemma 5.2(ii), there exist a constant c1 > 0 and a real-valued function
ξ(·) ∈ L2(R, 11+t2 dt) such that the representation
∆Π
A˜3/A˜1
(z) = c1 exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ(t)dt
}
, z ∈ C+, (5.50)
holds. Combining (5.49) with (5.50), applying the identity
∆Π
A˜2/A˜3
(z)∆Π
A˜3/A˜1
(z) = ∆Π
A˜2/A˜1
(z), z ∈ C+, and setting c0 := c1κ and
ω(t) := ξ(t) + iη(t), t ∈ R, we arrive at the representation (5.46) with c0 in
place of c. Finally, if Π is not regular we apply Proposition 4.5 to get (5.46).
(iii) The trace formula (5.47) follows immediately from (5.46) and Proposi-
tion 4.8(v).
Corollary 5.11. Let A˜2, A˜1 ∈ ExtA be accumulative extensions of A such that
the pair {A˜2, A˜1} is resolvent comparable, that is condition (5.45) is satisfied.
(i) If (5.34) is satisfied, then there is a complex-valued spectral shift function
ω(·) of the pair {A˜2, A˜1} such that Re (ω(t)) ≥ 0 for a.e. t ∈ R.
(ii) If (5.35) is satisfied, then there is a complex-valued spectral shift function
ω(·) of the pair {A˜2, A˜1} such that Im (ω(t)) ≥ 0 for a.e. t ∈ R.
(iii) If (5.34) and (5.35) are satisfied, then there is a complex-valued spectral
shift function ω(·) of the pair {A˜2, A˜1} such that Re (ω(t)) ≥ 0 and Im (ω(t)) ≥ 0
for a.e. t ∈ R.
Proof. By Corollary 4.4(ii) there is a boundary triplet Π for A∗ which is regular
for {A˜2, A˜1} such that λ ∈ ρ(A0) if where λ ∈ ρ(A˜2) ∩ ρ(A˜1) ∩ R. Hence there
are bounded accumulative operators B2 and B1 such that A˜j = ABj , j = 1, 2.
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Let us introduce the boundary triplet (5.15). Setting B˜j = −(Bj −M(λ0))−1,
j = 1, 2, we have A˜j = AB˜j , j = 1, 2. In addition we introduce B˜3 defined by
(5.38) and the maximal accumulative extension A˜3 := AB˜3 . Now we follow the
proof of Theorem 5.8.
(i) In this case we get B˜1,R ≤ B˜2,R. As above, this yields that ξ(·) ∈
L1(R, 11+t2 dt) can be chosen non-negative in the representation (5.41). Using
∆Π˜
A˜2/A˜1
(z) = ∆Π˜
A˜2/A˜3
(z)∆Π˜
A˜3/A˜1
(z), z ∈ C+, taking into account the represen-
tations (5.41) and (5.42) and setting ω(t) := ξ(t) + iη(t), ∈ R, we get
∆Π˜
A˜2/A˜1
(z) = c˜ exp{ 1
π
∫
R
(
1
t− z −
1
1 + t2
)
ω(t)dt, z ∈ C+, (5.51)
c˜ ∈ C where Re (ω(t)) ≥ 0 for a.e. t ∈ R. Hence there is a spectral shift function
satisfying Re (ω(t)) ≥ 0 for a.e. t ∈ R.
(ii) In this case we have B˜2,I ≤ B˜1,I . This yields that η(·) in the rep-
resentation (5.42) can be chosen non-negative. This immediately yields that
Im (ω(t)) ≥ 0 for a.e. t ∈ R in the representation (5.51). Hence there is a
spectral shift function satisfying Im (ω(t)) ≥ 0 for a.e. t ∈ R.
(iii) Finally, in this case ξ(·)) ≥ 0 and η(·) can be chosen non-negative in the
representation (5.41) and (5.42), respectively. Setting ω(t) := ξ(t)+iη(t), t ∈ R,
we verify (5.51). Hence there is a spectral shift function satisfying Re (ω(t)) ≥ 0
and Im (ω(t)) ≥ 0 for a.e. t ∈ R.
5.3 Pairs of extensions with one m-accumulative operator
Here we consider trace formulas for pairs {A˜′, A˜} of proper extensions of a closed
symmetric operator A assuming that A˜′ is m-accumulative extension.
Lemma 5.12. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the
corresponding Weyl function and let B ∈ [H] be an accumulative operator, i.e
BI ≤ 0.
(i) If 0 ≤ V+ ≤ 2|BI | = −2BI, V ∈ S1(H), then the holomorphic function
w+(z) := det(I + iV+(B −M(z))−1), z ∈ C+, is contractive. In particular,
there exist a non-negative Borel measure µ+(·) satisfying
∫
R
1
1+t2 dµ+(t) <∞ as
well as numbers κ+ ∈ T and α+ ≥ 0 such that the following representation
w+(z) = κ+B+(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ+(t)
}
eiα+z (5.52)
z ∈ C+, holds where B+(·) is the Blaschke product formed by the zeros {z+k }k∈N
of w+(·) in C+, cf. (D.2).
(ii) If V ≤ 2|BI | = −2BI and V ∈ S1(H), then the perturbation determinant
w(·) := det(I + iV (B − M(·))−1) belongs to the Smirnov class N+(C+), see
Appendix D. In particular, there exist a non-negative Borel measure µ+(·) ≥ 0
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satisfying
∫
R
1
1+t2 dµ+(t) < ∞, a non-negative function η(·) ∈ L1(R, 11+t2 dt) as
well as numbers κ ∈ T, α ≥ 0 such that
w(z) = κ B+(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ(t)
}
eiαz , z ∈ C+, (5.53)
where µ(·) := µ+(·) − η(·)dt and B+(z) is the Blaschke product formed by the
zeros of w(·) lying in C+.
Proof. (i) We introduce the holomorphic operator-valued function
W+(z) := I + i
√
V+(B −M(z))−1
√
V+, z ∈ C+. (5.54)
Since BI ≤ 0, Im (M(z)) > 0 and 0 ∈ ρ(Im (M(z))) for z ∈ C+, the operator
(B −M(z))−1 is well-defined and bounded for z ∈ C+. Further, we have
I −W+(z)∗W+(z)
= i
√
V+
(
(B∗ −M(z)∗)−1 − (B −M(z))−1)√V+
−
√
V+(B
∗ −M(z)∗)−1 V+ (B −M(z))−1
√
V+. (5.55)
Noting that(
B∗ −M(z)∗)−1 − (B −M(z))−1 (5.56)
= −2i(B∗ −M(z)∗)−1 · (|BI |+MI(z)) · (B −M(z))−1,
we obtain from (5.55) that
I −W+(z)∗W+(z)
=
√
V+(B
∗ −M∗(z))−1 · (2|BI | − V+ + 2Im (M(z))) · (B −M(z))−1
√
V+.
Since V+ ≤ 2|BI | and Im (M(z)) is positively definite, we have I −
W+(z)
∗W+(z) ≥ 0 for z ∈ C+, i.e. W+(·) is contractive in C+. Hence
w+(·) = detW+(·) is contractive in C+. Now the representation (5.52) im-
mediately follows from the factorization (D.3).
(ii) Let V = V+ − V−, V± ≥ 0. We set B− := B − iV−. Since (B−)I =
BI − V− ≤ 0, the operator B− is accumulative too. According to (5.6) we get
det(I + iV (B −M(z))−1) = det(I + iV+(B− −M(z))
−1)
det(I + iV−(B− −M(z))−1) , z ∈ C+. (5.57)
The assumption V ≤ −2BI yields 0 ≤ V+ ≤ −2BI + V− ≤ −2BI + 2V− =
−2(B−)I . Applying statement (i) to the operators B− and V+ we obtain that
det(I + iV+(B− −M(z))−1) is a contractive analytic function. Furthermore,
from 0 ≤ V− ≤ −BI + V− = −(B−)I and Lemma 5.6(i) we get that det(I +
iV−(B− −M(z))−1) is an outer function. Applying Lemma D.1 we complete
the proof.
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Theorem 5.13. Let A˜′, A˜ ∈ ExtA and let A˜ be an m-accumulative extension
with ρ(A˜) ∩ C− 6= ∅. Assume in addition, that condition (1.6) is satisfied for
some ζ ∈ ρ(A˜′) ∩ ρ(A˜). Then the following holds:
(i) There exists a boundary triplet Π = {H,Γ0,Γ1} for A∗, which is regular for
{A˜′, A˜} and such that {A˜′, A˜} ∈ DΠ.
(ii) If {A˜′, A˜} ∈ DΠ, then there exist a non-negative Borel measure µ+(·) sat-
isfying
∫
1
1+t2 dµ+(t) < ∞ and a complex-valued function ω(·) ∈ L1(R, 11+t2 dt)
as well as constants α+ ≥ 0 and c ∈ C such that the representation
∆Π
A˜′/A˜
(z) = c B+(z) exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
dν(t)
}
eiα+z, (5.58)
z ∈ C+, holds where dν(·) := ω(·)dt + idµ+(·) and B+(·) is the Blaschke prod-
uct (cf. (D.2)) formed by the eigenvalues z+k of A˜
′ in C+ and their algebraic
multiplicities m+k satisfying condition (D.1).
(iii) The following trace formula holds
tr
(
(A˜′ − z)−1 − (A˜− z)−1
)
(5.59)
= −2i
∑
k
m+k Im (z
+
k )
(z − z+k )(z − z+k )
− 1
π
∫
R
1
(t− z)2 dν(t)− iα+, z ∈ ρ(A˜
′) ∩ C+.
Proof. (i) Since A˜ is m-accumulative, C+ ⊂ ρ(A˜). Therefore and due to the
assumption ρ(A˜)∩C− 6= ∅, the conditions of Proposition 3.5 are satisfied, hence
the extension A˜ is almost solvable. Now the existence of a regular boundary
triplet Π is implied by Corollary 4.4(i) and the assumption (1.6).
(ii) Let Π be regular for {A˜′, A˜}. By definition, there exist bounded operators
B′, B ∈ [H], such that A˜′ = AB′ and A˜ = AB. Since A˜ is m-accumulative, by
Proposition 2.3(iii), the operator B is accumulative too, i.e. BI = Im (B) ≤ 0.
By Proposition 2.6(ii) condition (1.6) is equivalent to B′ − B ∈ S1(H). Hence
B′R −BR ∈ S1(H) and V := B′I −BI ∈ S1(H). We set
C := B′R + iBI . (5.60)
Since B is accumulative, the operator C is also accumulative, CI = BI ≤ 0.
Let V = B′I − BI = V+ − V−, V± ≥ 0, be the orthogonal decomposition of the
operator V = V ∗. We set
D := C − i(V+ + V−) (5.61)
and note that D is accumulative because so is C and V± ≥ 0. Since
B′ −D = B′R + iB′I −B′R − iBI + i(V+ + V−) = 2iV+ ∈ S1(H), (5.62)
we get {A˜′, AD} ∈ DΠ. Notice that
2V+ ≤ −2BI + 2V+ + 2V− = −2(BI − V+ − V−) = −2DI .
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According to (5.62) one has ∆Π
A˜′/AD
(·) = det(I+2iV+(D−M(·))−1). By Lemma
5.12(i), ∆Π
A˜′/AD
(·) is contractive in C+ and admits the representation
∆Π
A˜′/AD
(z) = κ+ B+(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ+(t)
}
eiα+z (5.63)
where κ+ ∈ T, α+ ≥ 0, µ+ is a non-negative Borel measure on R satisfying∫
R
1
1+t2 dµ+(t) < ∞ and B+(·) is the Blaschke product, cf. (D.2) formed by
zeros z+k ∈ C+ of ∆ΠA˜′/AD (·). By Proposition 4.8(iv), (cf. formula (4.12)),
each zero z+k of ∆
Π
A˜′/AD
(·) of the multiplicity m+k is just the eigenvalue of A˜′
lying in C+, and m
+
k is its algebraic multiplicity. In particular, this yields that
{z+k }k∈N = σp(A˜′) ∩ C+, and the eigenvalues {z+k }k∈N satisfy condition (D.1).
Furthermore, since {A˜′, A˜} ∈ DΠ and {A˜′, AD} ∈ DΠ, we have {AD, A˜} ∈
DΠ. Note that the extension AD is m-accumulative since D is m-accumulative.
Thus, both AD and A˜ arem-accumulative and, by Theorem 5.10(ii), there exists
a complex-valued function ω(·) ∈ L1(R, 11+t2 dt) and a complex constant cD ∈ C
such that the following representation holds
∆Π
AD/A˜
(z) = cD exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ω(t)dt
}
, z ∈ C+. (5.64)
Using the chain rule ∆Π
A˜′/A˜
(z) = ∆Π
A˜′/AD
(z)∆Π
AD/A˜
(z), z ∈ ρ(A˜) ∩ C+ (cf.
Proposition 4.8(ii)), and combining (5.63) with (5.64) we arrive at representation
(5.58) with c := cDκ+ and dν(t) = ω(t)dt+ idµ+(t).
The case of a boundary triplet Π which is not regular for the pair {A˜′, A˜} is
reduced to the previous one by applying Proposition 4.5.
(iii) Trace formula (5.59) is implied now by combining (5.58) with Proposi-
tion 4.8(v).
Using the Riesz-Dunford functional calculus, cf. Appendix F, we extend
trace formula (5.59) to the case of analytic functions of the class F(A˜, A˜′).
Corollary 5.14. Let the assumptions of Theorem 5.13 be satisfied. Let
{z+k }k∈N = σp(A˜′) ∩ C+ and let m+k be the algebraic multiplicity of z+k , k ∈ N.
If Φ ∈ F(A˜, A˜′), cf. Appendix F, then Φ(A˜′)− Φ(A˜) ∈ S1(H) and
tr (Φ(A˜′)−Φ(A˜)) = (5.65)∑
k
m+k (Φ(z
+
k )− Φ(z +k )) +
1
π
∫
R
Φ′(t)dν(t) + iα+res∞(Φ),
where z+k are the eigenvalues of A˜
′ in C+ and m+k their algebraic multiplicities.
Proof. From Lemma F.1 it follows that Φ(A˜′) − Φ(A˜) ∈ S1(H). Multiplying
(5.59) with Φ(z) and integrating both sides with respect to dz we obtain imme-
diately (5.65) using formulas (F.1), (F.2),(F.4) and (F.5) of Appendix F.
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5.4 Pairs of an extension and its adjoint
Next we consider perturbation determinants and trace formulas for pairs
{A˜, A˜∗} of proper extensions A˜, A˜∗ ∈ ExtA assuming that ρ(A˜) ∩ ρ(A˜∗) 6= ∅.
Theorem 5.15. Let A˜ ∈ ExtA and ρ(A˜) ∩ ρ(A˜∗) 6= ∅. Assume also that
(A˜− ζ)−1 − (A˜∗ − ζ)−1 ∈ S1(H), ζ ∈ ρ(A˜) ∩ ρ(A˜∗). (5.66)
Then the following holds:
(i) There exists a boundary triplet Π = {H,Γ0,Γ1} for A∗, which can be chosen
regular for {A˜, A˜∗}, such that {A˜, A˜∗} ∈ DΠ.
(ii) If {A˜, A˜∗} ∈ DΠ and the triplet Π is regular for the pair {A˜, A˜∗}, then
∆Π
A˜/A˜∗
(z) = det(WΠ
A˜
(z)), z ∈ ρ(A˜∗) ∩ C±, (5.67)
where WΠ
A˜
(·) is the characteristic operator-valued function of A˜ defined by (3.3),
cf. Proposition 3.9.
(iii) If {A˜, A˜∗} ∈ DΠ, then there exist a real-valued measure µ on R satisfying∫
R
1
1+t2 |dµ|(t)| <∞ and constants α ∈ R and c ∈ C such that the representation
∆Π
A˜/A˜∗
(z) = c
B+(z)
B−(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ(t)
}
eiαz , (5.68)
holds for z ∈ ρ(A˜∗) ∩ C+ where B+(·) and B−(·) are Blaschke products (cf.
(D.2)) formed by the zeros {z+k }k∈N and {z −l }l∈N, where {z+k }k∈N and {z −l }l∈N
are eigenvalues of A˜ in C+ and C−, respectively, and m+k and m
−
l their alge-
braic multiplicities, respectively. Both sequences {z+k }k∈N and {z −l }k∈N satisfy
condition (D.1).
(iv) The following trace formula holds
tr
(
(A˜∗ − z)−1 − (A˜− z)−1
)
(5.69)
= 2i
∑
n
m+n Im (zn)
(z − zn)(z − zn) +
i
π
∫
R
1
(t− z)2dµ(t) + iα,
z ∈ ρ(A˜∗) ∩ ρ(A˜) ∩ C+, where zn and mn denote the eigenvalues of A˜ in C \ R
and their algebraic multiplicities, respectively.
Proof. (i) Let z0 ∈ ρ(A˜) ∩ ρ(A˜∗). Then z0 ∈ ρ(A˜) ∩ ρ(A˜∗) and, by Proposition
3.5, the extension A˜ is almost solvable. By Corollary 4.4(i), there exists a
boundary triplet Π regular for {A˜, A˜∗} and satisfying {A˜, A˜∗} ∈ DΠ.
(ii) Assume that {A˜, A˜∗} ∈ DΠ and Π is a regular boundary triplet for
{A˜, A˜∗}. By definition, there exists a bounded operator B ∈ [H] such that
A˜ = AB and A˜
∗ = AB∗ . Let BI := J |BI | be the polar decomposition of
44
BI = (B − B∗)/2i = B∗I where J = J∗ = J−1. From {A˜, A˜∗} ∈ DΠ and
Proposition 2.6(ii) we get B −B∗ = 2iBI ∈ S1(H), BI := Im (B). Taking into
account the property (A.1) we get
∆Π
A˜/A˜∗
(z) = det
(
I + (B −B∗)(B∗ −M(z))−1)
= det(I + 2i
√
|BI |(B∗ −M(z))−1
√
|BI |J), z ∈ ρ(A˜∗) ∩C±.
Applying Proposition 3.9 we arrive at (5.67).
(iii) Let a boundary triplet Π be regular for {A˜, A˜∗}. Consider the spectral
decomposition BI = B
+
I − B−I of BI , where B±I are orthogonal, B±I ≥ 0, and
B±I ∈ S1(H). Alongside B consider the dissipative operator B1 = BR+ i|BI | =
BR + iB
+
I + iB
−
I and the corresponding extension A˜
′ := AB∗1 . By Proposition
2.3(iii), A˜′ is maximal accumulative. We note that {A˜, A˜′} ∈ DΠ. To the
perturbation determinant ∆Π
A˜/A˜′
(·) we can apply Lemma 5.12(i) with B∗1 in
place of B and V+ := 2B
+
I ≤ −2Im (B∗1). This yields the representation
∆Π
A˜/A˜′
(z) = κ+ B+(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ+(t)
}
eiα+z , (5.70)
z ∈ C+. Here κ+ ∈ T, α+ ≥ 0, ν+ is a non-negative Borel measure satisfying∫
R(1 + t
2)−1dν+(t) < ∞, and B+(·) is the Blaschke product, cf. (D.2), with
zeros {z+k }k∈N. By Proposition 4.8(iv), {z+k }k∈N = σp(A˜) ∩ C+ and the order
m+k of zero z
+
k equals to the algebraic multiplicity of z
+
k as the eigenvalue of A˜.
Next, consider the perturbation determinant ∆Π
A˜∗/A˜′
(·). Again Lemma
5.12(i) yields the representation
∆Π
A˜∗/A˜′
(z) = κ− B−(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ−(t)
}
eiα−z, z ∈ C+.
(5.71)
Here B−(·) is the Blaschke product, cf. (D.2), with zeros {ζ+k }k∈N being the
eigenvalues of A˜∗ in C+. Moreover, the order n+k of zero ζ
+
k is equal to the alge-
braic multiplicity of ζ+k as the eigenvalue of A˜
∗. Note however, that ζ+k ∈ σp(A˜∗)
if and only if z−k := ζ
+
k ∈ σp(A˜) and the corresponding algebraic multiplicities
n+k and m
−
k coincide, n
+
k = m
−
k . Thus, the Blaschke product B−(·) is defined by
the complex conjugated eigenvalues z−k of A˜ lying in C− and taken with orders
m−k equal to their algebraic multiplicities.
Combining (5.70) and (5.71) with the chain rule
∆Π
A˜/A˜∗
(z) =
∆Π
A˜/A˜′
(z)
∆Π
A˜∗/A˜′
(z)
, z ∈ ρ(A˜∗) ∩ ρ(A˜) ∩ C+, (5.72)
and setting c := c+c− , µ := µ+ − µ− and α := α+ − α−, we arrive at (5.68).
To prove (5.68) for any (not necessarily regular) boundary triplet Π satisfying
{A˜∗, A˜} ∈ DΠ it remains to apply Proposition 4.5.
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(iv) Taking into account (5.59) we find
tr
(
(A˜− z)−1 − (A˜′ − z)−1
)
= −2i
∑
k
m+k Im (z
+
k )
(z − zk)(z − z +k )
− i
π
∫
R
1
(t− z)2dµ+(t)− iα+ (5.73)
for z ∈ ρ(A˜) ∩ C+ and
tr
(
(A˜∗ − z)−1 − (A˜′ − z)−1
)
= −2i
∑
l
m−l Im (z
−
l )
(z − z−l )(z − z−l )
− i
π
∫
R
1
(t− z)2dµ−(t)− iα−
= 2i
∑
l
m−l Im (z
−
l )
(z − z−l )(z − z−l )
− i
π
∫
R
1
(t− z)2 dµ−(t)− iα− (5.74)
for z ∈ ρ(A˜∗) ∩C+. Subtracting (5.73) from (5.74) we easily obtain (5.69).
Corollary 5.16. Let the assumptions of Theorem 5.15 be satisfied. If Φ ∈
F(A˜, A˜∗), then Φ(A˜)− Φ(A˜∗) ∈ S1(H) and
tr (Φ(A˜)− Φ(A˜∗)) = (5.75)∑
n
mn(Φ(zn)− Φ(zn)) + i
π
∫
R
Φ′(t)dµ(t) + iα res∞(Φ)
where zn are the eigenvalues of A˜ in C\R and mn their algebraic multiplicities.
Proof. The inclusion Φ(A˜) − Φ(A˜∗) ∈ S1(H) immediately follows from (5.66)
and Lemma F.1. Further, we multiply identity (5.69) by Φ(·) and then integrate
the result along a simple closed curve Γ containing the spectra σ(A˜) ∪ σ(A˜∗).
Applying formulas (F.4), (F.2) and (F.5) we arrive at formula (5.75).
Remark 5.17. Corollary 5.16 generalize the known result of V. Adamyan and
B. Pavlov [3] and coincide with that in the case of an m-dissipative operator A˜
with ρ(A˜) ∩ C+ 6= ∅. The result has obtained in [3] by applying a functional
model of m-dissipative operators [61].
Next we complete and simplify Theorem 5.15 assuming, in addition, that
the resolvent of an extension is compact.
Theorem 5.18. Let the assumptions of Theorem 5.15 be satisfied. If, in addi-
tion, (A˜− z)−1 ∈ S∞(H), then the following holds:
(i) If {A˜, A˜∗} ∈ DΠ, then the perturbation determinant ∆Π
A˜/A˜∗
(·) is holomor-
phic in a neighborhood of the real line R and
|∆Π
A˜/A˜∗
(x)| = 1 for x ∈ R. (5.76)
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(ii) If {A˜, A˜∗} ∈ DΠ, then the representation (5.68) is simplified to
∆Π
A˜/A˜∗
(z) = c
B+(z)
B−(z)e
iαz, α ∈ R, z ∈ ρ(A˜) ∩C+. (5.77)
(iii) The following trace formula holds
tr
(
(A˜∗ − z)−1 − (A˜− z)−1
)
= 2i
∑
n
mnIm (zn)
(z − zn)(z − zn) + iα, (5.78)
for z ∈ ρ(A˜∗) ∩ ρ(A˜). In particular, if a = a ∈ ρ(A˜), then
α/2 = tr (Im (A˜∗ − a)−1)−
∑
n
Im
(
mn
a− zn
)
(5.79)
where zn and mn are the eigenvalues of A˜ in C \ R and their multiplicities,
respectively.
Proof. (i) Let Π be a boundary triplet for A∗ regular for {A˜, A˜∗} such that
{A˜, A˜∗} ∈ DΠ, cf. Theorem 5.15(i). Since (A˜∗ − z)−1 is compact for z ∈ ρ(A˜∗)
the perturbation determinant ∆Π
A˜/A˜∗
(·) is meromorphic in C.
Since Π is regular for {A˜, A˜∗}, one has A˜ = AB = A∗ ↾ ker (Γ1 − BΓ0) and
A˜∗ = AB∗ where B ∈ [H]. Therefore the real part A˜R of A˜ is well defined,
A˜R := ABR . Since BI ∈ S1, the perturbation determinants ∆ΠA˜R/A˜(·) and
∆Π
A˜R/A˜∗
(·) are well defined and
∆Π
A˜R/A˜
(z) = det
(
I + (BR −B)(B −M(z))−1
)
= det(I − iBI(B −M(z))−1),
z ∈ ρ(A˜) ∩ ρ(A0), and
∆Π
A˜R/A˜∗
(z) = det
(
I+(BR−B∗)(B∗−M(z))−1
)
= det(I+ iBI(B
∗−M(z))−1),
z ∈ ρ(A˜∗) ∩ ρ(A0). Moreover, by Proposition 4.6, the determinants ∆ΠA˜R/A˜(·)
and ∆Π
A˜R/A˜∗
(·) admit holomorphic continuations from ρ(A˜) ∩ ρ(A˜∗) ∩ ρ(A0) to
ρ(A˜) and ρ(A˜∗), respectively. Since the resolvents of A˜ and A˜∗ are compact the
determinants ∆Π
A˜R/A˜
(·) and ∆Π
A˜R/A˜∗
(·) are meromorphic. According to (4.14)
we get
∆Π
A˜R/A˜∗
(z) = ∆Π
A˜R/A˜
(z), z ∈ ρ(A˜∗).
In particular, we have
∆A˜R/A˜∗(x) = ∆A˜R/A˜(x), x ∈ ρ(A˜) ∩ ρ(A˜∗) ∩ R = ρ(A˜∗) ∩R = ρ(A˜) ∩ R.
Using this identity and applying the chain rule we get
∆A˜/A˜∗(x) =
∆A˜R/A˜∗(x)
∆A˜R/A˜(x)
, x ∈ ρ(A˜) ∩ ρ(A˜∗) ∩ ρ(A˜R) ∩ R. (5.80)
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It follows that |∆A˜/A˜∗(x)| = 1 for x ∈ ρ(A˜) ∩ ρ(A˜R) ∩ R. Since (A˜R − z)−1 ∈
S∞(H), z ∈ ρ(A˜), the operator A˜R has also discrete spectrum, σ(A˜R) = σd(A˜R).
Thus, |∆A˜/A˜∗(x)| = 1 for x outside a discrete set (σ(A˜R) ∪ σ(A˜)) ∩ R. Hence
any possible real pole x0 of the meromorphic function ∆
Π
A˜/A˜∗(·) is removable.
Thus, |∆A˜/A˜∗(x)| = 1 for any x ∈ R which shows that ∆A˜/A˜∗(·) is holomorphic
in a neighborhood of R.
(ii) Clearly, the extension A˜′ = AB∗1 , B1 := BR + i|BI |, is m-accumulative.
Moreover, since B − B∗1 = 2i|BI | ∈ S1(H), it follows from Proposition 2.6(ii)
that the resolvent of A˜′ is compact, i.e., the spectrum of A˜′ is discrete. Hence,
the perturbation determinant F+(·) := ∆ΠA˜/A˜′(·) is holomorphic in C+ and mero-
morphic in C. In particular, F+(·) admits a holomorphic continuation through
R \ σ(A˜′) = R \ σp(A˜′) where, of course, σp(A˜′) ∩ R is a discrete set. From
[22, Theorem II.6.3] we find that the inner and outer factors IF+(·) and OF+(·),
respectively, of the contractive in C+ holomorphic function F+(·) := ∆ΠA˜/A˜′(·),
cf. Appendix D, admit also a holomorphic continuation through R \ σ(A˜′).
Since the Blaschke product B+(·) admits a holomorphic continuation through
R \ σp(A˜′) we get that the singular factor SF+(·) (cf. (D.5)) has this property.
By [22, Theorem II.6.2] the singular part µs+ of the measure µ+ is supported on
R∩σ(A˜′). Thus, the singular continuous part µsc+ of the measure µ+ is missing,
i.e. µsc+ ≡ 0. Hence, µs+ is atomic and supported on σ(A˜′), i.e.
SF+(x) = exp
 iπ ∑
tk∈σ(A˜′)∩R
(
1
tk − x −
tk
1 + t2k
)
µs+({tk})
 , (5.81)
x ∈ R \ σ(A˜′). By a straightforward computations it follows from (D.3) that
lim
y→+0
|∆Π
A˜/A˜′
(x+ iy)| = e−µ′+(x) for a.e. x ∈ R. (5.82)
By the same reasoning we get that the singular factor SF−(·) of F−(·) :=
∆A˜∗/A˜′(·), (cf. (D.5)) admits the representation
SF−(x) = exp
 iπ ∑
tk∈σ(A˜′)∩R
(
1
tk − x −
tk
1 + t2k
)
µs−({tk})
 , (5.83)
x ∈ R \ σ(A˜′), and µsc− ≡ 0. Moreover, it follows from (5.71) that
lim
y→+0
|∆Π
A˜∗/A˜′
(x + iy)| = e−µ′−(x) for a.e. x ∈ R. (5.84)
Combining (5.80) with (5.82) and (5.84) we get
|∆Π
A˜/A˜′
(x)| = e−(µ′+(x)−µ′−(x)) for a.e. x ∈ R.
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Since |∆Π
A˜/A˜′
(x)| = 1 for x ∈ R we get µ′+(x) = µ′−(x) for a.e. x ∈ R, i.e.
µac+ = µ
ac
− . Hence OF+(z) = OF−(z), z ∈ C+ which yields the representation
∆Π
A˜/A˜∗
(z) =
F+(z)
F−(z)
=
IF+(z)
IF−(z)
=
κ+
κ−
B+(z)
B−(z)
SF+(z)
SF−(z)
ei(α+−α−), z ∈ ρ(A˜∗) ∩ C+.
Since the spectrum of A˜ is discrete the eigenvalues z+k of A˜ in C+ cannot accu-
mulate to the real axis. Hence the limit B+(x) = limy→+0 B+(x+ iy) exists for
any x ∈ R and the limit function B+(x) is continuous. Moreover, |B+(x)| = 1
for x ∈ R. Similarly one shows that the limit function B−(x) is defined every-
where, is continuous and |B−(x)| = 1 for x ∈ R. Hence B+(x)B−(x) is continuous.
Therefore the limit function S(x) := limy→+0
SF+(x+iy)
SF
−
(x+iy) exists everywhere and
is continuous. Combining (5.81) with (5.83) we get the representation
S(x) = exp
 iπ ∑
tk∈σ(A˜′)∩R
(
1
tk − x −
tk
1 + t2k
)
(µs+({tk})− µs−({tk}))

for x ∈ R\σ(A˜′). It is easily seen that the function S(·) is continuous at tk if and
only if µs+({tk}) = µs−({tk}), tk ∈ σ(A˜′) ∩ R which yields S(x) = 1 for x ∈ R.
Thus, we arrive at the representation (5.77) with c := κ+
κ−
and α := α+ − α−.
To prove (5.77) for any (not necessarily regular) boundary triplet Π satisfying
{A˜∗, A˜} ∈ DΠ it remains to apply Proposition 4.5.
(iii) Formula (5.78) follows from (5.69) with the measure µ = 0. Formula
(5.79) follows immediately from (5.78).
Corollary 5.19. Let the assumptions of Theorem 5.18 be satisfied. If Φ ∈
F(A˜, A˜∗), then Φ(A˜∗)− Φ(A˜) ∈ S1(H) and
tr (Φ(A˜)− Φ(A˜∗)) =
∑
n
mn(Φ(zn)− Φ(zn)) + iα res∞(Φ)
where {zn}n∈R are the non-real eigenvalues of A˜ and mn their algebraic multi-
plicities, respectively.
Proof. Corollary 5.19 follows from Corollary 5.16 setting µ ≡ 0.
Remark 5.20.
(i) If A˜ is m-dissipative, then the perturbation determinant ∆A˜/A˜∗(·) is holo-
morphic and contractive in C+ and due to (5.76) it is an inner function in C+.
In contrast to this fact, in the non-dissipative case the perturbation determi-
nant ∆Π
A˜/A˜∗
(·) admits the representation ∆Π
A˜/A˜∗
(z) = F+(z)F−(z) , z ∈ C+, where the
numerator and the denominator might really have outer factors despite of the
analyticity of both determinants on the real line and the necessary condition
|∆Π
A˜/A˜∗
(x)| = 1 for x ∈ R (cf. (5.76)).
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(ii) Notice that the non-dissipative operator A˜ might have real eigenvalues even
if it is completely non-selfadjoint. However these eigenvalues do not appear
in the representation (5.77) neither in the trace formula (5.78). This fact is
not surprising since if λ0 = λ0 ∈ σp(A˜) then λ0 ∈ σp(A˜∗) and dimker (A˜ −
λ0) = dim ker (A˜
∗ − λ0) and these zeros cancel out in the representation (5.77).
Due to formula (5.67) such eigenvalues do not appear in the determinant of
the characteristic function WΠ
A˜
(·). In this connection we mention the paper
[62] where it is shown that even singular factors cancel in a formula for the
determinant of the the characteristic function.
Theorem 5.18 allows to indicate a condition which guarantees the complete-
ness of the root vector system, cf. Appendix E.
Corollary 5.21. Let the assumption of Theorem 5.18 be satisfied and let us
assume in addition that A˜ is a maximal dissipative operator. The root vector
system of A˜ is complete if and only if α = 0.
Proof. Let A˜ be a maximal dissipative extension of A such the ρ(A˜) 6= ∅. Since
(A˜− z)−1 is compact for some z ∈ ρ(A˜) there is a real number a ∈ ρ(A˜). Hence
a ∈ ρ(A˜∗). Let R := (A˜∗ − a)−1. A simple computation shows that R is a
bounded dissipative operator. From (5.66) one gets that (A˜∗−a)−1− (A˜−a)−1
is a trace class operator. Hence R − R∗ is trace class operator which yields
RI := Im (R) is a trace class operator. Since R is dissipative we obtain from
(5.79) that
tr (RI) =
∑
n
mnIm (µn) +
α
2
, µn :=
1
zn − a,
where zn and mn the eigenvalues of A˜ in C+ and their multiplicities. Since A˜
is maximal dissipative it holds α ≥ 0. We note that µn are the eigenvalues of T
and mn their multiplicities. Applying Theorem V.2.1 of [32] we prove that the
root vector system of R is complete if and only if α = 0. Using Lemma G.1 we
get that root vector system of A˜ is complete if and only if α = 0.
5.5 Annihilation functions for dissipative extensions
We are going to prove a Cayley-Hamiltonian-type theorem for maximal dissi-
pative extensions of a symmetric operator A with finite deficiency indices. Let
A be a densely defined closed symmetric operator. A point z ∈ C is called of
regular type of A, cf. [1, Section VIII.100], if there is a constant c > 0 such that
‖(A− z)f‖2 ≥ c‖f‖2, f ∈ dom (A). By ρ̂ (A) we denote the set of all points of
regular type of A.
Proposition 5.22. Let A be a simple closed symmetric operator in H with
finite deficiency indices n := n+(A) = n−(A) < ∞ and let Π = {H,Γ0,Γ1}
be a boundary triplet for A∗. Further, let A˜ ∈ ExtA be a maximal dissipative
extension of A such that A˜ = AB with B ∈ [H]. Assume that ρ̂ (A) = C. Then
the following holds:
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(i) The resolvent of A˜ is compact, i.e. the spectrum of A˜ is discrete.
(ii) If ker (BI) = {0}, BI = Im (B), then A˜ is completely non-selfadjoint. In
particular, R ⊂ ρ(A˜).
(iii) If A˜ is completely non-selfadjoint, then A˜ belongs to the class C0. More-
over, the perturbation determinant d(z) := ∆Π
A˜/A˜∗
(z), z ∈ C+, is an annihilation
function for A˜.
(iv) If A˜ is completely non-selfadjoint and complete, then the annihilation
function d(·) is minimal for A˜ if and only if the geometric multiplicity of
any eigenvalue z of A˜ is one, i.e. dim (ker (A˜ − z)) = 1 or, equivalently,
dim (ker (B −M(z))) = 1. In particular, d(·) is minimal if n±(A) = 1.
Proof. (i) Follow [1, Section 105] z ∈ C belongs to the continuous spectrum of
A if z ∈ C \ ρ̂ (A) and ran (A − z) is not closed. By [1, Theorem 100.1] all
selfadjoint extension of A have the same continuous spectrum. Since ρ̂ (A) = C
we find that for all selfadjoint extensions the continuous spectrum is empty.
Hence, for any selfadjoint extension the continuous spectrum is discrete which
shows that the resolvent of any selfadjoint extension of A is compact. Applying
Krein formula (2.7) we find that the resolvent of any other extension is compact,
too.
(ii) Let us show that A˜ is completely non-selfadjoint. From Proposition 2.3
it follows that the operator B has to be dissipative, i.e. Im (B) ≥ 0.
Since the spectrum of A˜ is discrete, it suffices to show that A˜ has no real
eigenvalues. Let us assume that x ∈ σ(A˜)∩R. It follows from the Green formula
(2.1) that for any x ∈ R the following identity holds
Im
(
(AB − x)f, f
)
= −i[(BΓ0f,Γ0f)H − (Γ0f,BΓ0f)H]
= 2(BIΓ0f,Γ0f)H = 2
∥∥∥√BIΓ0f∥∥∥2H , f ∈ dom (A∗).
Let f ∈ ker (AB − x). Since ker (BI) = {0}, the above identity yields Γ0f = 0
and Γ1f = BΓ0f = 0. Thus, f ∈ dom(A) and f ∈ ker (A−x). This contradicts
the simplicity of A. Thus, R ⊂ ρ(A˜)).
(iii) Since A has finite deficiency indices, {A˜, A˜∗} ∈ DΠ. Thus, the per-
turbation determinant d(·) := ∆Π
A˜/A˜∗
(·) exists on ρ(A˜∗). By Theorem 5.15(ii),
d(z) = det(WA˜(z)), z ∈ ρ(A˜∗)∩ρ(A0) whereWA˜(·) is the characteristic function
of A˜ defined by (3.3) with J = I.
Since A˜ is m-dissipative, the characteristic function WA˜(·) is contractive in
C+. Hence, d(·) is contractive in C+. Further, since, by (i), the resolvent of A˜ is
compact, it follows from Theorem 5.18(ii) that d(·) is an inner function. Hence
WA˜(·) is an inner operator-valued function (see [61, Corollary V.6.3]). Applying
[61, Proposition VI.3.5] we obtain that A˜ belongs to the class C· 0.
Similarly, since the operator −A˜∗ is m-dissipative too, its characteristic
function W−A˜∗(·) is also inner operator-valued function in C+. Hence −A˜∗
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belongs to the class C· 0 which is equivalent to the inclusion A˜ ∈ C0 ·. Therefore
A˜ ∈ C· 0 ∩C0 · = C00.
Since n±(A) = n < ∞, the contraction TA˜ = (A˜ − i)(A˜ + i)−1 (cf. Ap-
pendix H), has equal finite defect numbers, i.e. dim
(
ran (I − T ∗
A˜
TA˜)
)
=
dim
(
ran (I − TA˜T ∗A˜)
)
< ∞. By [61, Theorem VI.5.2], TA˜ ∈ C0 and the de-
terminant d(·) = det(WΠ
A˜
(·)) defined on C+, is an annihilation function for A˜ ,
i.e. d(A˜) = d˜(TA˜) = 0, cf. Appendix H.
(iv) Let {ej}nj=1 be a fixed orthonormal basis in H. Denote by ΘA˜(·) the
matrix representation of the characteristic function WΠ
A˜
(·) with respect to the
basis {ej}nj=1. By adj (ΘA˜(·)) we denote the adjugate matrix of ΘA˜(·). Note
that alongside the matrix ΘA˜(·) the adjugate matrix function adj (ΘA˜(z)) is
holomorphic and contractive in C+ too (cf. the proof of [61, Proposition V.6.1]).
By [61, Theorem VI.5.2], the determinant d(·) := det(ΘA˜(·)) = det(WΠA˜ (·)) of
ΘA˜(·) coincides with the minimal annihilation function mA˜(·) of A˜ if and only
if the entries of adj (ΘA˜(·)) have no common non-trivial inner divisor in the
algebra H∞(C+).
On the other hand, by (iii), the operator A˜ ∈ C0. Therefore it is com-
plete if and only if the determinant d(·) is a Blaschke product (see [53, Sec-
tion 4.5]). Therefore it follows from the identity adj (ΘA˜(z)) · ΘA˜(z) = d(z)In
that each common divisor ϕ(·) of the entries of adj (ΘA˜(·)) has to be a di-
visor of d(·). Therefore ϕ(·) always contains a Blaschke factor, i.e. it ad-
mits the representation ϕ(·) = ϕ1(·)bm0z0 (·) where bm0z0 (·) is a Blaschke factor
bm0z0 (z) :=
(
eiα0(z − z0)/(z − z0)
)m0
, m0 ≥ 1, z0 ∈ C+, cf. (D.2). Clearly,
the latter happens if and only if adj (ΘA˜(z0)) = 0n := 0 · In. However,
adj (ΘA˜(z0)) = 0n is valid if and only if rank (ΘA˜(z0)) ≤ n − 2, that is,
dim (ker (ΘA˜(z0))) = dim (ker (W
Π
A˜
(z0))) ≥ 2.
Further, by Proposition 2.5(ii), dimker (A˜ − z) = dimker (B −M(z)) for
any z ∈ ρ(A0). Let us show that
dim (ker (WΠ
A˜
(z0))) = dim (ker (B −M(z0))), z0 ∈ C+. (5.85)
Indeed, setting T1 := 2i(B
∗ − M(z0))−1B1/2I and using ker (BI) = {0} one
immediately verifies that ker (T1) = {0}. Further, we note that WAB (z0)h0 = 0
if and only if h0 ∈ ker (I + B1/2I T1). If h0 ∈ ker (I + B1/2I T1), then T1h0 ∈
ker (I + T1B
1/2
I ) which yields dim (ker (I + B
1/2
I T1)) ≤ dim (ker (I + T1B1/2I ).
Conversely, if h1 ∈ ker (I + T1B1/2I ), then B1/2I h1 ∈ ker (I + B1/2I T1) which
proves dim (ker (I + T1B
1/2
I )) ≤ dim (ker (B1/2I T1)). Hence
dim (ker (WA˜(z0)) = dim (ker (I +B
1/2
I T1)) = dim (ker (I + T1B
1/2
I )).
Combining this relation with the identity I + T1B
1/2
I = (B
∗ −M(z0))−1(B −
M(z0)) we arrive at (5.85). Thus, d(·) = ∆ΠA˜/A˜∗(·) is a minimal annihilation
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function if and only if dim (ker (B − M(z))) = 1 for z ∈ σ(A˜) which yields
dim (ker (A˜− z)) = 1.
6 The case of additive perturbations
Here we extend some results of Section 5 for extensions to the case of additive
trace class perturbations of m-accumulative operators. We emphasize that all
results of this section are new for the case additive perturbations.
6.1 The pairs of m-accumulative operators
We start with two technical statements.
Lemma 6.1. Assume that H and H ′ are maximal accumulative operators in H
and V ∈ S1(H), Then
lim
y→∞ y
2tr
(
(H ′ − iy)−1V (H − iy)−1) = −tr (V ). (6.1)
Proof. The proof is based on the following statement: Let {Z(y)}y∈R+ be a
family of bounded operators such that s-limy→∞ Z(y) = Z. If V ∈ S1, then
Z˜(y) := Z(y)V ∈ S1(H), y ∈ R+, tends to ZV in theS1-norm, see [32, Theorem
III.6.3]).
Let Z(y) := y2(H − iy)−1(H ′ − iy)−1, y ∈ R+. Since H and H ′ are m-
accumulative,
s- lim
y→∞
y(H − iy)−1 = iI and s- lim
y→∞
y(H ′ − iy)−1 = iI,
which yields s-limy→∞ Z(y) = −I. Applying the statement above we get
limy→∞ ‖Z(y)V + V ‖S1 = 0. Hence
lim
y→∞
y2tr
(
(H ′ − iy)−1V (H − iy)−1) = lim
y→∞
tr
(
Z(y)V
)
= −tr (V )
which proves (6.1).
Corollary 6.2. Let V ∈ S1(H) and let H be maximal accumulative in H.
Let also VI := Im (V ) = V
+
I − V −I where V ±I ≥ 0. If H ′ := H + V , then
z = x+ iy ∈ ρ(H ′) for y > ‖V +I ‖ and (6.1) holds.
Proof. We note that the operator H ′ − i‖V +I ‖ is accumulative. Using the rep-
resentation H ′ − iy = H ′ − i‖V +I ‖ − i(y − ‖V +I ‖) we find that i(y − ‖V +I ‖) ∈
ρ(H ′−‖V +I ‖) provided that y−‖V +I ‖ > 0. Since i(y−‖V +I ‖) ∈ ρ(H) it remains
to apply Lemma 6.1.
Next we present a counterpart to Lemma 5.2 for additive perturbations.
Lemma 6.3. Let H be a maximal accumulative operator.
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(i) If 0 ≤ V+ = V ∗+ ∈ S1(H), then there exists a non-negative function ξ+(·) ∈
L1(R) such that the representation
det
(
I + V+(H − z)−1
)
= exp
{
1
π
∫
R
ξ+(t)
t− z dt
}
, z ∈ C+, (6.2)
holds and tr (V+) =
1
pi
∫
R
ξ+(t)dt is satisfied.
(ii) If V = V ∗ ∈ S1(H), then there exists a real-valued function ξ(·) ∈ L1(R)
such that the representation (6.2) is valid with V and ξ(·) in place of V+ and
ξ+(·), in particular,
tr (V ) =
∫
R
ξ(t)dt and
∫
R
|ξ(t)|dt ≤ ‖V ‖S1 . (6.3)
Proof. (i) Let V = V+ ≥ 0. We mimic the proof of Lemma 5.2(i) replacing
B and M(z) by H and and z, respectively. Doing so we find a non-negative
function ξ+(·) satisfying
∫
1
1+t2 ξ+(t)dt < ∞ and a positive constant c+ such
that the representation
det(I + V+(H − z)−1) = c+ exp
{
1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ+(t)dt
}
, (6.4)
z ∈ C+, is valid. Setting T (z) :=
√
V+(H − z)−1
√
V+, z ∈ C+, we define a
family of dissipative operators. Clearly, limy→∞ ‖T (x+ iy)‖ = 0, x ∈ R. Hence,
0 ∈ ρ(I+T (x+ iy)) for any fixed x ∈ R and sufficiently large y > 0. Thus, for y
large enough we can take logarithm of both sides of (6.4) using definition (C.1),
log det(I + V+(H − z)−1) = log(c+) + 1
π
∫
R
(
1
t− z −
t
1 + t2
)
ξ+(t)dt, (6.5)
z ∈ C+. Hence
Im (log det(I + T (z))) =
1
π
∫
R
y
(t− x)2 + y2 ξ+(t)dt, z = x+ iy ∈ C+.
Using (C.3) we obtain
Im (tr (log(I + T (z)))) =
1
π
∫
R
y
(t− x)2 + y2 ξ+(t)dt, z = x+ iy ∈ C+. (6.6)
It is easily seen that s− limy↑∞(H − x − iy)−1 = 0 and s− limy↑∞(−iy)(H −
x− iy)−1 = I. Since V+ ∈ S1(H), it follows with account of [32, Theorem 3.6.3]
that
lim
y↑∞
‖T (x+ iy)‖S1 = 0 and lim
y↑∞
‖(−iy)T (x+ iy)− V+‖S1 = 0.
Combining these relations with definition (C.2) we obtain
lim
y↑∞
y log
(
I + T (x+ iy)
)
= − lim
y↑∞
(−iy)T (x+ iy) lim
y↑∞
∫
R+
(
I + T (x+ iy) + iλ
)−1
(1 + iλ)−1dλ
= −V+
∫
R+
(1 + iλ)−2dλ = iV+
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for any fixed x ∈ R. Notice that the convergence takes place in the S1-norm.
Hence for any fixed x ∈ R
lim
y→∞
yIm (tr (log(I + T (x+ iy)))) = tr (V+). (6.7)
On the other hand, multiplying the identity (6.6) by y and tending y to +∞
we arrive at the equality (6.7) with 1pi
∫
R
ξ+(t)dt in place of tr (V+). Thus,
these two quantities equal, 1pi
∫
R
ξ+(t)dt = tr (V+), in particular, ξ+(·) ∈ L1(R).
Combining the later inclusion with representation (6.5) yields the representation
det(I + V+(H − z)−1) = c′+ exp
{
1
π
∫
R
ξ+(t)
t− z dt
}
, z ∈ C+, (6.8)
where
c′+ := c+ exp
{
− 1
π
∫
R
t
1 + t2
ξ+(t)dt
}
.
Setting in (6.8) z = iy and tending y to +∞ and noting that
limy→∞ det
(
I + V+(H − iy)−1
)
= 1 we find c′+ = 1 which proves (6.2).
(ii) Setting K := H − V− where V = V+ − V−, V± ≥ 0, and using the chain
rule for perturbation determinants we get
det(I + V (H − z)−1) = det(I + V+(K − z)
−1)
det(I + V−(K − z)−1) , z ∈ C+. (6.9)
Applying (i) we get the representation (6.2) with non-negative ξ+(·) ∈
L1(R) and a similar representation with non-negative ξ−(·) ∈ L1(R) for
det(I + V−(K − z)−1). Setting ξ := ξ+(t) − ξ−(t), t ∈ R and using (6.9) we
arrive at the representation (6.2) for det(I + V (H − z)−1), z ∈ C+. Further,
since 1pi
∫
R
ξ±(t) = tr (V±), we get 1pi
∫
R
ξ(t)dt = tr (V ). Moreover,
1
π
∫
R
|ξ(t)|dt ≤ 1
π
∫
R
ξ+(t)dt+
1
π
∫
R
ξ−(t)dt = tr (V+) + tr (V−) = ‖V ‖S1 ,
which proves (6.3).
Remark 6.4. Lemma 6.3 can be proved in a quite different way using the
classical results of Krein in [41, 44], see also [45] and [11]. Indeed, since H is a
maximal accumulative operator it admits a selfadjoint dilation, that is, there is
a selfadjoint operator K in a larger Hilbert space K ⊇ H such that
(H − z)−1 = PKH (K − z)−1 ↾ H, z ∈ C+.
cf.[61]. Notice that
∆H′/H(z) = det(IH + V (H − z)−1) = det(IK + V (K − z)−1) = ∆K′/K(z),
z ∈ C+, where H ′ := H + V and K ′ := K + V . By Theorem 1 of [44] we
immediately find a real-valued function ξ(·) ∈ L1(R) such that statement (ii)
of Lemma 6.3 is valid, in particular, the relations (6.3) hold. Moreover, If V ≥
0, then the same theorem guarantees the existence of a non-negative function
ξ(·) ∈ L1(R) such that (i) of Lemma 6.3 is valid.
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Using Lemma 6.3 one readily verifies trace formula (5.1). Passing to m-
accumulative operators H we firstly prove an additive counterpart of Lemma
5.6.
Lemma 6.5. Let H be a maximal accumulative operator in H.
(i) Let 0 ≤ V+ = V ∗+ ∈ S1(H). If the condition
(V+f, f) ≤ −Im (Hf, f), f ∈ dom (H). (6.10)
is satisfied, then the function w+(z) := det(I + iV+(H − z)−1) admits the rep-
resentation
w+(z) = exp
{
i
π
∫
R
1
t− z η+(t)dt
}
, z ∈ C+, (6.11)
with non-negative η+(·) ∈ L1(R). Moreover, the representation η+(t) =
− ln(|w+(t+ i0)|) holds for a.e. t ∈ R where w+(t+ i0) := limy↓0 w+(t+ iy).
In addition, the function w+(z) := det(I − iV+(H − z)−1), z ∈ C+, admits
the representation
w+(z) = exp
{
− i
π
∫
R
1
t− z η
+(t)dt
}
, z ∈ C+, (6.12)
with non-negative η+(·) ∈ L1(R) such that η+(t) = ln(|w+(t + i0)|) :=
limy↓0 w+(t+ iy) holds for a.e. t ∈ R.
(ii) If V = V ∗ ∈ S1(H) and the condition
(V f, f) ≤ −Im (Hf, f), f ∈ dom (H), (6.13)
is satisfied, then the perturbation determinant w(z) := det(I + iV (H − z)−1),
z ∈ C+, admits the representation
w(z) = exp
{
i
π
∫
R
(
1
t− z
)
η(t)dt
}
, z ∈ C+, (6.14)
where η(·) ∈ L1(R) is real-valued and η(t) = − ln (|w(t+ i0)|) for a.e. t ∈ R.
Proof. (i) In fact, the proof of Lemma 5.6(i) remains true if we replace B and
M(z) by H and z, respectively. Hence there exists a non-negative function
η+(·) ∈ L1(R, 11+t2 dt) such that the representation (5.19) holds, i.e.
w+(z) = κ+ exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
η+(t)dt
}
, z ∈ C+, (6.15)
where η+(t) = − ln(| det(w+(t+ i0))|) for a.e. t ∈ R. It follows that
|w+(z)| = exp
{
− 1
π
∫
R
y
(t− x)2 + y2 η+(t)dt
}
, z = x+ iy ∈ C+,
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or
exp
{
1
π
∫
R
y
(t− x)2 + y2 η+(t)dt
}
=
∣∣∣∣ 1w+(z)
∣∣∣∣ , z = x+ iy ∈ C+. (6.16)
Notice that 1w+(z) = det(I − iV+(H ′ − z)−1), where H ′ := H + iV+. Applying
the known estimate for the perturbation determinant (see [32, Section IV.1]) we
arrive at the inequality
1
|w+(iy)| ≤ exp
{∥∥V+(H ′ − iy)−1∥∥S1} ≤ exp
{ ‖V+‖S1
y − ‖V+‖
}
, y > ‖V+‖.
Combining this estimate with relation (6.16) this yields
1
π
∫
R
y2
t2 + y2
η+(t)dt ≤ ‖V+‖S1
y
y − ‖V+‖ , y > ‖V+‖.
In turn, tending y to +∞ and applying the monotone convergence theorem
yields
‖η+‖L1(R) =
∫
R
η+(t) dt ≤ π‖V+‖S1 .
Moreover, setting κ′+ = κ+ exp
{
− ipi
∫
R
t
1+t2 η+(t)dt
}
and using (6.15) we arrive
at the representation
w+(z) = κ
′
+ exp
{
i
π
∫
R
1
t− z η+(t)dt
}
, z ∈ C+.
Finally, since limy→∞ w+(iy) = 0, we get κ′+ = 1 which proves (6.11).
Notice that H − iV+ is a maximal dissipative operator. Obviously we have
w+(z) = det(I − iV+(H − z)−1) = 1
det(I + iV+(H − iV+ − z)−1) , z ∈ C+.
By the result above there is a non-negative function η+(·) ∈ L1(R) such that
the representation
det(I + iV+(H − iV+ − z)−1) = exp
{
i
π
∫
R
η+(t)
t− z)dt
}
, z ∈ C+,
holds which immediately proves (6.12).
(ii) Let V = V+−V−, V± ≥ 0. We set H− := H−iV−. Notice that H− is also
a maximal accumulative operator. Setting w±(z) := det(I + iV±(H− − z)−1),
z ∈ C+ and using the chain rule (see Appendix B, formula (B.2)) we get
w(z) =
w+(z)
w−(z)
, z ∈ C+. (6.17)
Next, we rewrite condition (6.13) as
(V+f, f) ≤ −Im (Hf, f) + (V−f, f) = −Im (H−f, f), f ∈ dom (H−).
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Applying (i) we find that w+(·) admits the representation (6.11) with η+(t) ≥ 0.
Similarly, since (V−f, f) ≤ −Im (H−f, f), f ∈ dom (H−), we obtain by applying
(i) that w−(·) also admits a representation of type (6.11) with η−(t) ≥ 0 in
place of η+(t). Combining (6.17) with these representations and setting η(t) :=
η+(t)− η−(t), t ∈ R, we arrive at (6.14).
The counterpart of Theorem 5.7 reads now as follows.
Theorem 6.6. Let H be a maximal accumulative operator, V ∈ S1(H) and let
H ′ = H + V be accumulative, i.e.
Im (V f, f) ≤ −Im (Hf, f), f ∈ dom (H). (6.18)
Then H ′ is maximal accumulative and there exists a complex-valued function
ω(·) ∈ L1(R) such that the following holds:
(i) The perturbation determinant ∆H′/H(z), z ∈ C+, admits the representation
∆H′/H(z) = exp
{
1
π
∫
R
ω(t)
t− z dt
}
, z ∈ C+. (6.19)
(ii) The trace formulas
tr
(
(H ′ − z)−1 − (H − z)−1) = − 1
π
∫
R
ω(t)
(t− z)2 dt, z ∈ C+, (6.20)
and
tr (V ) =
1
π
∫
R
ω(t)dt. (6.21)
hold.
Proof. Clearly, H ′ is m-accumulative because H is so and V is bounded.
(i) Let V = VR + iVI where VR := Re (V ) and VI := Im (V ). We set
K := H + VR and note that K is m-accumulative. Using (6.18) we find
(VIf, f) ≤ −Im (Kf, f) = −Im (Hf, f), f ∈ dom (K) = dom(H).
By Lemma 6.5(ii) there exists a real-valued function η(·) ∈ L1(R) such that the
perturbation determinant ∆H′/K(z) = det(I + iVI(K − z)−1), z ∈ C+, admits
the representation
∆H′/K(z) = exp
{
i
π
∫
R
η(t)
t− z dt
}
, z ∈ C+. (6.22)
Furthermore, by Lemma 6.3(ii), there exists a real-valued function ξ(·) ∈ L1(R)
such that the perturbation determinant ∆K/H(z) = det(I + VR(H − z)−1),
z ∈ C+, admits the representation
∆K/H(z) = exp
{
1
π
∫
R
ξ(t)
t− z dt
}
, z ∈ C+. (6.23)
58
By the chain rule ∆H′/H(z) = ∆H′/K(z)∆K/H(z), z ∈ C+ (see formula (B.2)),
and setting ω(t) := ξ(t)+ iη(t), t ∈ R, we arrive at (6.19) with a complex-valued
function ω(·) ∈ L1(R).
(ii) Taking logarithmic derivative from both sides of (6.19) and using the
property (B.3) we arrive at the trace formula (6.20).
Next, to prove (6.21) we rewrite (6.20) in the form
tr
(
(H ′ − z)−1V (H − z)−1) = 1
π
∫
R
ω(t)
(t− z)2 dt, z ∈ C+,
and put here z = iy. Then multiplying both sides by y2 and tending y to +∞
with account of Lemma 6.1 we arrive at (6.21).
Remark 6.7. Let us compare Theorem 6.6 with Krein’s results of [46].
(i) Krein [46] considered the maximal accumulative operator H ′ := H − iV+,
with H = H∗ and V+ = V ∗+ ≥ 0. According to [46, Theorem 9.1] there exists a
non-decreasing function τ(·) : R −→ R such that the perturbation determinant
∆H/H′ (z), z ∈ C+, admits the representation
∆H/H′ (z) = exp
{
i
∫
R
d τ(t)
t− z
}
, z ∈ C+. (6.24)
Lemma 6.5(i) improves Krein’s result. Indeed, it is shown that the measure
dτ(·) is absolutely continuous, i.e. dτ(t) = η+(t)dt where η+(·) ≥ 0 and η+(·) ∈
L1(R). Notice that in distinction to (6.19) Krein considers the perturbation
determinant ∆H/H′ (z).
(ii) Theorem 6.6 generalizes Theorem 9.1 of [46] in two directions. Firstly, H
can be m-accumulative and, secondly, condition Im (V ) ≤ 0 in [46] is relaxed to
(6.18).
(iii) Let H = H∗ and H ′ = H + V where V is accumulative, V ∈ S1(H) and
the condition VI log(−VI) ∈ S1(H), VI = Im (V ) ≤ 0, is valid. By [2, Corollary
4.3], there exists a real-valued function ξ(·) ∈ L1(R, 11+t2 dt) such that the trace
formula
tr ((H ′ − z)−1 − (H − z)−1) = − 1
π
∫
R
ξ(t)
(t− z)2dt, z ∈ C+, (6.25)
is valid. Thus, alongside representation (6.20) with a complex-valued function
ω(·) ∈ L1(R) there is the representation (6.25) with a real-valued function ξ(·) ∈
L1(R, 11+t2 dt).
The trace formula (6.24) can be extended to a class of holomorphic in C−
functions Φ(·) admitting the representation
Φ(z) =
∫
[0,∞)
Ψ(z, t)dp(t), z ∈ C−, (6.26)
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where p(·) is a complex-valued Borel measure on [0,∞) of finite variation, i.e∫
[0,∞)
|dp((t)| <∞,
and
Ψ(z, t) :=
{
e−itz−1
−it , t > 0,
z, t = 0.
, z ∈ C−.
It is well known that any m-accumulative (in particular selfadjoint) operator H
in H generates a strongly continuous semigroup of contractions e−itH , t ≥ 0.
This fact allows one to define the operator Φ(T ) by
Φ(H)h =
∫
[0,∞)
Ψ(H, t)hdp(t), h ∈ dom(H). (6.27)
In general, Φ(H) is unbounded and closable such that dom(Φ(H)) ⊇ dom (H).
However, if supp (p) ⊂ (0,∞), then Φ(H) is bounded.
In [46, Theorem 9.2] Krein has shown that for a selfadjoint operatorH = H∗
and a maximal accumulative operator H ′ = H − iV+, V+ = V ∗+ ≥ 0, the trace
formula
tr
(
Φ(H ′)− Φ(H)) = −i ∫
R
Φ′(t)dτ(t)
holds where Φ(·) is given by (6.26) and τ(·) is a non-decreasing function of finite
variation such that the representation (6.24) is valid. Notice that Krein’s result
becomes comparable with those below if one changes the sign of the right-hand
side, see Remark 6.7(i).
We generalize [46, Theorem 9.2] as follows.
Theorem 6.8. Let the assumptions of Theorem 6.6 be satisfied and let Φ(·) be
a complex function in C+ of the form (6.26). Then both operators Φ(H
′) and
Φ(H) are well defined, Φ(H ′)− Φ(H) ∈ S1(H) and the following trace formula
tr (Φ(H ′)− Φ(H)) = 1
π
∫
R
Φ′(t)ω(t)dt . (6.28)
holds
Proof. We set
Hα = H(I + iαH)
−1 and H ′α = H
′(I + iαH ′)−1, α > 0. (6.29)
One easily verifies that H ′α and Hα are bounded accumulative operators. More-
over, it is easily seen that
s- lim
α→+0
(H ′α−z)−1 = (H ′−z)−1 and s- lim
α→+0
(Hα−z)−1 = (H−z)−1 (6.30)
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for z ∈ C+. Further, it readily follows from definition (6.29) that
(Hα − z)−1 = iα
1− iαz I +
1
(1− iαz)2
(
H − z
1− iαz
)−1
.
Combining this identity with a similar identity for (H ′α − z)−1 and applying
(6.20) we get that for any z ∈ C+
tr
(
(H ′α − z)−1 − (Hα − z)−1
)
= − 1
(1− iαz)2
∫
R
ω(t)
(t− z1−iαz )2
dt
= −
∫
R
ω(t)(
t− z(1 + iαt))2 dt = − 1π
∫
R
ω(t)
(1 + iαt)2
1(
z − t1+iαt
)2 dt. (6.31)
Let Γ be a simple closed curve such that its interior contains σ(H ′α) ∪ σ(Hα).
Since Hα and H
′
α are bounded, the Riesz-Dunford functional calculus yields
e−isH
′
α = − 1
2πi
∮
Γ
e−sz(H ′α − z)−1dz, s ≥ 0.
and
e−isHα = − 1
2πi
∮
Γ
e−sz(Hα − z)−1dz, s ≥ 0.
Hence
e−isH
′
α − e−isHα = − 1
2πi
∮
Γ
e−isz
(
(H ′α − z)−1 − (Hα − z)−1
)
dz
=
1
2πi
∮
Γ
e−isz(H ′α − z)−1Vα(Hα − z)−1dz,
(6.32)
where
Vα := H
′
α −Hα = H ′(I + iαH ′)−1 −H(I + iαH)−1
= (I + iαH ′)−1V (I + iαH)−1, α > 0.
(6.33)
Since V ∈ S1(H), the last identity implies Vα ∈ S1(H). Combining this fact
with (6.32) this yields e−isH
′
α − e−isHα ∈ S1(H). Moreover, we get from (6.32)
tr
(
e−isH
′
α − e−isHα
)
= − 1
2πi
∮
Γ
e−isztr
(
(H ′α − z)−1 − (Hα − z)−1
)
dz.
Combining this formula with (6.31) we obtain
tr
(
e−isH
′
α − e−isHα
)
= (6.34)
1
π
∫
R
dt
ω(t)
(1 + iαt)2
1
2πi
∮
Γ
e−isz(
z − t1+iαt
)2 dz = −isπ
∫
R
e
−is t1+iαt ω(t)
(1 + iαt)2
dt
61
Further, it follows from [37, formula (IX.2.22)] and (6.33) that for s > 0
e−isH
′
α − e−isHα = (6.35)
−i
∫ s
0
e−i(s−x)H
′
α(I + iαH ′)−1V (I + iαH)−1e−ixHαdx,
and
e−isH
′ − e−isH = −i
∫ s
0
e−i(s−x)H
′
V e−ixHdx, s > 0. (6.36)
Since V ∈ S1(H) we find e−isH′α−e−isHα ∈ S1(H) and e−isH′−e−isH ∈ S1(H),
s > 0, see above. Moreover, they imply the following important estimates∥∥∥e−isH′α − e−isHα∥∥∥
S1
≤ s‖Vα‖S1 and
∥∥∥e−isH′ − e−isH∥∥∥
S1
≤ s‖V ‖S1 . (6.37)
Since V ∈ S1(H), it follows from (6.30) and (6.33) that limα→0 ‖Vα−V ‖S1 = 0.
Combining this relation with integral representations (6.35) and (6.36) we obtain
lim
α→+0
tr
(
e−isH
′
α − e−isHα
)
= tr
(
e−isH
′ − e−isH
)
, s > 0. (6.38)
Since ω(·) ∈ L1(R) and α > 0 the dominated convergence theorem (with ma-
jorizing function |ω|) yields
lim
α→+0
−is
π
∫
R
e
−is t1+iαt ω(t)
(1 + iαt)2
dt =
−is
π
∫
R
e−istω(t)dt, s > 0. (6.39)
Taking into account (6.34), (6.38) and (6.39) we obtain
tr
(
e−isH
′ − e−isH
)
=
−is
π
∫
R
e−istω(t)dt, s > 0. (6.40)
On the other hand, since both H and H ′ are m-accumulative (6.27) yields the
representation
Φ(H ′)− Φ(H) =
∫
[0,∞)
e−itH
′ − e−itH
−it dp(t). (6.41)
Since the measure p is finite, we obtain from (6.41) and (6.37) that Φ(H ′) −
Φ(H) ∈ S1(H) and
‖Φ(H ′)− Φ(H)‖S1 ≤ ‖V ‖S1
∫
[0,∞)
|dp(t)|.
Combining (6.40) with (6.41) we finally obtain
tr (Φ(H ′)− Φ(H)) =
∫
[0,∞)
tr
(
e−itH
′ − e−itH
)
−it dp(t)
=
1
π
∫
[0,∞)
dp(t)
∫
R
e−itxω(x) dx =
1
π
∫
R
dx ω(x)
∫
[0,∞)
e−itxdp(t).
By Φ′(x) =
∫
[0,∞) e
−itxdp(t), x ∈ R, we complete the proof.
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In fact the class of functions Φ introduced above is not optimal even for
selfadjoint operators. A more optimal class of functions in case of selfadjoint
operators was introduced in [5, 54].
6.2 Pairs {H,H ′} with one m-accumulative operator
Our next goal is to prove trace formulas for pairs {H,H ′} with m-accumulative
operator H , i.e. to remove the condition (6.18). For this purpose we need
an analog of Lemma 5.12. To this end we recall a simple statement on the
behavior at infinity of a Blaschke products B(·) with non-real zeros Λ := {λj}j∈N
satisfying an additional assumption
∞∑
j=1
|Imλj | <∞ (6.42)
Lemma 6.9 ([46, Lemma 8.1]). Let Λ := {λj}∞j=1 ⊂ C \ R. If the condition
(6.42) is satisfied, then
lim
y↑∞
y2
∞∑
j=1
Im (λj)
(iy − λj)(iy − λj)
= −
∞∑
j=1
Imλj .
and the (regularized) Blaschke product
B˜(z) =
∞∏
j=1
z − λj
z − λj
converges uniformly on any compact subset K ⊂ C satisfying dist (K,Λ) > 0.
Moreover, the following relations hold
lim
y↑∞
B˜(z) = 1 and lim
y↑∞
y ln |B˜(z)| = −2
∞∑
j=1
Imλj , z = x+ iy.
Now we are ready to state a counterpart of Lemma 5.12 for additive pertur-
bations.
Lemma 6.10. Let H be a maximal accumulative operator in H.
(i) If 0 ≤ V+ = V ∗+ ∈ S1(H) and the condition
(V+f, f) ≤ −2Im (Hf, f), f ∈ dom(H),
is satisfied, then the function w+(z) := det
(
I + iV+(H − z)−1
)
, z ∈ C+, admits
the representation
w+(z) =
∞∏
j=1
(
z − z+j
z − z+j
)m+j
exp
{
i
π
∫
R
1
t− z dµ+(t)
}
, z ∈ C+, (6.43)
where µ+(·) is a non-negative finite Borel measure, {z+j }∞j=1 is the set of zeros
of w+(·) in C+, and {m+j }∞j=1 is the sequence of the corresponding multiplicities.
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(ii) If V = V ∗ ∈ S1(H) and the condition
(V f, f) ≤ −2Im (Hf, f), f ∈ dom (H), (6.44)
is satisfied, then the function w(z) = det(I + V (H − z)−1), z ∈ C+, admits
the representation (6.43) where the measure µ+(·) is replaced by a real-valued
measure µ(·) satisfying ∫
R
|dµ(t)| < ∞, {z+j }∞j=1 ⊂ C+ are the zeros of the
function w(z) in C+ and {m+j }∞j=1 their corresponding multiplicities.
Proof. (i) We set H ′ = H+ iV+. Following the proof of Lemma 5.12 with M(z)
replaced by z, we arrive at the representation (5.52). Obviously, we have
|w+(z)| = |B+(z)| exp
{
− 1
π
∫
R
y
(t− x)2 + y2 dµ+(t)
}
, z = x+ iy ∈ C+,
which yields
exp
{
1
π
∫
R
y
(t− x)2 + y2 dµ+(t)
}
= |B+(z)|
∣∣∣∣ 1w+(z)
∣∣∣∣ , z ∈ C+ \ ∞⋃
j=1
{z+j },
where σ(H ′) ∩ C+ =
⋃∞
j=1{z+j }. One easily gets
1
w+(z)
= det
(
I − i
√
V+(H
′ − z)−1
√
V+
)
, z ∈ C+ \ σ(H ′).
Combining this identity with the previous one and noting that |B˜(z)| ≤ 1,
z ∈ C+, we obtain
exp
{
1
π
∫
R
y
(t− x)2 + y2 dµ+(t)
}
≤
∣∣∣det(I − i√V+(H ′ − z)−1√V+)∣∣∣ ,
z ∈ C+ \ σ(H ′). In turn, combing this inequality with a simple known estimate
(see [32, Section IV.1]) we arrive at the estimate
exp
{
1
π
∫
R
y
(t− x)2 + y2 dµ+(t)
}
≤ exp
{∥∥V+(H ′ − z)−1∥∥S1} , z ∈ C+ \σ(H ′),
which is equivalent to
1
π
∫
R
y
(t− x)2 + y2 dµ+(t) ≤
∥∥V+(H ′ − z)−1∥∥S1 , z = x+ iy ∈ C+ \ σ(H ′).
Further, combining this estimate with the following one∥∥V+(H ′ − z)−1∥∥S1 ≤ ‖V+‖S1 1y − ‖V+‖ , y > ‖V+‖,
we obtain
1
π
∫
R
y
(t− x)2 + y2 dµ+(t) ≤ ‖V+‖S1
1
y − ‖V+‖ , y > ‖V+‖.
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Multiplying both sides by y and tending y to infinity we derive∫
R
dµ+(t) ≤ ‖V+‖S1 = tr (V+).
The zeros z+j of w+(z) lying in C+ and their multiplicities m
+
j coincide with
the eigenvalues of H ′ := H + V+ and their algebraic multiplicities. Since
Im (Hf, f) ≤ 0, f ∈ dom(H), we have
Im (H ′f, f) = Im (Hf, f) + (V+f, f) ≤ (V+f, f), f ∈ dom(H), (6.45)
Denoting by H+p the (closed) invariant subspace of H
′ spanned by the (finite-
dimensional) root subspaces Lz+j
:= ker (H ′ − z+j )mj , j ∈ N, and choose a
Schur orthonormal basis {fk}k∈N in H+p such that in this basis the matrix of the
operator H ′ ↾ H+p is triangular. Taking into account (6.45) we get
0 ≤
∑
j
m+j Im (λ
+
j ) =
∑
k
Im (H ′fk, fk)
=
∑
k
Im
(
Hfk, fk
)
+
∑
k
(V+fk, fk) ≤ tr (V+) <∞.
By Lemma 6.9 the product B˜+(z) =
∏
k
(
z−z+j
z−z+j
)m+j
converges uniformly on
compact subsets of C+. It is easily seen that B+(z) = κ˜ B˜+(z) where |κ˜| = 1.
Again by Lemma 6.9 we have limy↑∞ B˜+(iy) = 1. It follows from (5.52) that
w+(z) = κ
′ B˜(z) exp
{
i
π
∫
R
1
t− z dµ+(t)
}
, z ∈ C+, (6.46)
where
κ
′ = κ κ˜ exp
{
i
(
α+ − 1
π
∫
R
t
1 + t2
dµ+(t)
)}
Since limy↑∞ w+(iy) = 1 we immediately obtain κ′ = 1 which proves (6.43).
(ii) We set K := H − iV− where V := V+ − V−, V± ≥ 0. We note K is
maximal accumulative. Using the chain rule for perturbation determinants (see
formula (B.2)) we easily get
w(z) =
det(I + iV+(K − z)−1)
det(I + iV−(K − z)−1) =:
w+(z)
w−(z)
, z ∈ C+. (6.47)
Rewriting (6.44) in the form
(V+f, f)− (V−f, f) ≤ −2Im (Hf, f), f ∈ dom (H),
we get for any f ∈ dom (K) = dom(H)
(V+f, f) ≤ −2Im (Hf, f)+(V−f, f) ≤ −2Im (Hf, f)+2(V−f, f) = −Im (Kf, f).
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According to statement (i) the perturbation determinant w+(z) := det(I +
iV+(K − z)−1), admits the representation (6.43) z ∈ C+. Since
(V−f, f) ≤ −Im (Hf, f) + (V−f, f) = −Im (Kf, f), f ∈ dom(K) = dom (H),
Lemma 6.5(i) yields the following representation
det(I + iV−(K − z)−1) = exp
{
i
π
∫
R
η+(t)
t− z dt
}
, z ∈ C+. (6.48)
Inserting (6.43) and (6.48) into (6.47) we arrive at the representation
w(z) =
∞∏
j=1
(
z − z+j
z − z+j
)m+j
exp
{
i
π
∫
R
1
t− z dµ(t)
}
, z ∈ C+.
Here dµ(t) = dµ+(t) − η+dt, {z+j }∞j=1 is the set zeros of w+(·) lying in C+
and {m+j }∞j=1 the set of the corresponding multiplicities. Since the operator H
is m-accumulative, the function w−(z) = det(I + iV−(K − z)−1) = ∆H/K(z)
has no zeros in C+. Combining this fact with representation (6.43) for w+(·)
we conclude that the set {z+j }∞j=1 is the set of zeros of w(·) in C+ with the
corresponding multiplicities {m+j }∞j=1.
Now we are ready to obtain the trace formulas for a pair {H,H + V } with
m-accumulative operator H . A counterpart of Theorem 5.13 takes the following
form for additive perturbations.
Theorem 6.11. Let H be a maximal accumulative operator in H, V ∈ S1(H)
and let H ′ := H + V . Then the following holds:
(i) There exists a complex-valued Borel measure dν(t) := idµ+(t) + ω(t)dt on
R such that dµ+(·) is a non-negative finite Borel measure on R, ω(·) ∈ L1(R)
and the perturbation determinant ∆H′/H(·) admits the representation
∆H′/H(z) =
∞∏
j=1
(
z − z+j
z − z+j
)m+j
exp
{
1
π
∫
R
1
t− z dν(t)
}
, z ∈ C+. (6.49)
where dν(t) := idµ+(t) +ω(t)dt, {z+j }∞j=1 is the set of eigenvalues of H ′ in C+,
and {m+j }∞j=1 is the set of corresponding algebraic multiplicities.
(ii) The trace formula holds
tr
(
(H ′ − z)−1 − (H − z)−1) = (6.50)
−
∞∑
j=1
2i m+j · Im (z+j )
(z − z+j )(z − z+j )
− 1
π
∫
R
dν(t)
(t− z)2 , z ∈ C+.
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In particular, one has
tr (V ) = 2i
∞∑
j=1
m+j Im (z
+
j ) +
1
π
∫
R
dν(t)
= 2i
∑
j
m+j Im (z
+
j ) +
i
π
∫
R
dµ+(t) +
1
π
∫
R
ω(t)dt.
(6.51)
and
tr (VI) = 2
∑
j
m+j Im (z
+
j ) +
1
π
∫
R
dµ+(t) +
1
π
∫
R
ωI(t)dt. (6.52)
where VI := Im (V ) and ωI(t) := Im (ω(t)) ≤ 0, t ∈ R.
Proof. (i) Let VR := Re (V ) and VI = Im (V ). Further, let VI = V
+
I − V −I be
the spectral decomposition of VI , i.e. V
±
I ≥ 0 and V +I V −I = V −I V +I = 0. We set
K := H + V˜ and V˜ := VR− i|VI |, where |VI | = V +I +V −I . Clearly, the operator
K is m-accumulative because so are H and V˜ (∈ [H]).
We put w+(z) := ∆H′/K(z) = det(I + 2V
+
I (K − z)−1), z ∈ C+. It is easily
seen that (2V +I f, f) ≤ −2Im (Kf, f), f ∈ dom (K). Therefore applying Lemma
6.10(i) we arrive at the representation (6.43) for w+(·) with the non-negative
finite Borel measure dµ+(·), the set {z+j }∞j=1 of zeros of w+(·) lying in C+ and
the set {m+j }∞j=1 of corresponding multiplicities. However, the zeros {z+j }∞j=1
and their multiplicities {m+j }∞j=1 coincide with the eigenvalues of H ′ lying in C+
and their algebraic multiplicities, respectively (see Appendix B, property 4).
Further, since H is accumulative, we have
Im (V˜ f, f) = −(|V |f, f) ≤ −Im (Hf, f), f ∈ dom (H).
Therefore, by Theorem 6.6(i), there exists a complex-valued function ω(·) ∈
L1(R) such that the following representation holds
∆K/H(z) = det(I + (VR − i|VI |)(H − z)−1) = exp
{
1
π
∫
R
ω(t)
t− z dt
}
, (6.53)
z ∈ C+. Setting dν(t) := idµ+(t)+ω(t)dt we define a complex-valued Borel mea-
sure on R satisfying
∫
R
|dν(t)| < ∞. Finally, combining representation (6.43)
for w+(·) := ∆H′/K(·) with representation (6.53) for ∆K/H (·) and using the
identity ∆H′/H(·) = ∆H′/K(·)∆K/H (·) (see (B.2)), we arrive at representation
(6.49).
(ii) Clearly, {z ∈ C : Im (z) > ‖V +I ‖} ⊂ ρ(H ′). Therefore formula (B.3)
can be applied to the determinant ∆H′/H(z) for Im (z) > ‖V +I ‖. Taking the
logarithmic derivative of both sides of (6.43) and applying (B.3) we obtain
tr
(
(H − z)−1 − (H ′ − z)−1) =∑
j
m+j
(
1
z − z+j
− 1
z − z+j
)
+
1
π
∫
R
dν(t)
(t− z)2 ,
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for Im (z) > ‖V +I ‖ which proves (6.50). Since V is bounded one rewrites this
identity as
tr
(
(H ′ − z)−1V (H − z)−1) =∑
j
2i m+j · Im (z+j )
(z − z+j)(z − z+j )
+
1
π
∫
R
dν(t)
(t− z)2 .
Setting here z = iy, y > ‖V +I ‖, multiplying both sides by y2 and passing to
the limit as y ↑ ∞ we obtain by combining Lemma 6.1 with Lemma 6.9 and
applying the dominated convergence theorem the relation
−tr (V ) = −2i
∑
j
m+j Im (z
+
j ) + lim
y↑∞
y2
π
∫
R
dν(t)
(t− iy)2
= −2i
∑
j
m+j Im (z
+
j )−
1
π
∫
R
dν(t)
= −2i
∑
j
m+j Im (z
+
j )−
i
π
∫
R
dµ+(t)− 1
π
∫
R
ω(t)dt.
follows which implies (6.51). In turn, (6.51) yields (6.52).
7 Examples
7.1 Matrix Sturm-Liouville operators on R+
Let us consider the matrix Sturm-Liouville differential expression in L2(R+,C
n)
(Af)(x) := − d
2
dx2
f(x) +Q(x)f(x), f = col {f1, . . . , fn}, (7.1)
with n× n selfadjoint matrix potential Q(·) = Q(·)∗ ∈ L1loc(R+,Cn×n).
Denote by A = Amin and Amax the minimal and the maximal operators,
respectively associated on L2(R+,C
n) with the differential expression (7.1).
Clearly, A is symmetric. Assume also that A is limit point at infinity, i.e. the
deficiency indices are minimal, n±(A) = n. It is known (see, for instance, [52,
Section 5.17.4]) that A∗ = Amax. The latter means that the domain dom (A∗)
is locally regular, i.e.
dom (A∗) ⊂W 2,2loc (R+,Cn) and χ[0,b]dom (A∗) =W 2,2([0, b],Cn) (7.2)
for any b > 0, where χδ(·) stands for the indicator of a Borel subset δ. A∗ is
given by the differential expression (7.1) on the domain dom (A∗). Therefore
the trace operators Γ0,Γ1 : dom (A
∗)→ Cn,
Γ0f = f(0), Γ1f = f
′(0), f = col {f1, . . . , fn},
are well defined and the Green identity (2.1) holds. Moreover, one easily proves
that Π = {Cn,Γ0,Γ1} forms a boundary triplet for A∗. Hence the minimal
operator A = Amin is a restriction of A
∗ to the domain
dom(A) = ker Γ0 ∩ ker Γ1 = {f ∈ dom (A∗) : f ′(0) = f(0) = 0},
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and due to (7.2) the regularity property dom (A) ⊂W 2,20,loc(R+,Cn) holds.
Notice that dom(A∗) =W 2,2(R,Cn) whenever Q ∈ L∞(R+,Cn×n). Let
Ψj(z, x) = col {Ψj1(z, x), . . . ,Ψjn(z, x)}, j ∈ {1, . . . , n},
be a basis in Nz(A) = ker (A
∗ − z) and let Ψ(z, x) := (Ψ1(z, x), . . . ,Ψn(z, x))
=
(
Ψkj(z, x)
n
k,j=1 be the Weyl n×n-matrix solution of the equation A∗f = zf .
Then the corresponding Weyl function is
M(z) = Ψ′(z, 0)Ψ(z, 0)−1.
We note that the assumption n±(A) = n is satisfied whenever Q(·) = Q(·)∗ ∈
L1(R+,C
n×n) ∩ L∞(R+,Cn×n). In this case the Weyl matrix solution Ψ(z, x)
is proportional to the so-called Jost function F (z, ·) which solves the equation
F (z, x) = ei
√
zxIn −
∫ ∞
x
1√
z
sin
(√
z(x − t))Q(t)F (z, t)dt, z ∈ C \ {0}, (7.3)
where Im (
√
z) ≥ 0. Clearly, Ψ(z, x) = F (z, x)C(z) where C(·) is a non-singular
n× n-matrix function, detC(z) 6= 0, z ∈ C±. In this case the Weyl function is
M(z) = F ′(z, 0)F (z, 0)−1.
Let A˜′ and A˜ be proper extensions of A. Since n±(A) = n < ∞ condition
(1.6) is always satisfied. If both A˜′ and A˜ are disjoint from A0 := A∗ ↾ ker (Γ0),
then, by Proposition 2.3, there exist bounded operators B′, B ∈ [Cn] such that
A˜′ = AB′ and A˜ = AB, i.e. dom(A˜′) = {f ∈ dom(A∗) : f ′(0) = B′f(0)} and
dom(A˜) = {f ∈ dom(A∗) : f ′(0) = Bf(0)}. Thus, the boundary triplet Π is
regular for the pair {A˜′, A˜} which yields {A˜′, A˜} ∈ DΠ. By Lemma 4.1(iv) we
get
∆Π
A˜′/A˜
(z) =
det
(
B′ −M(z))
det
(
B −M(z)) = det
(
B′F (z, 0)− F ′(z, 0))
det
(
BF (z, 0)− F ′(z, 0)) , z ∈ ρ(A˜) ∩ ρ(A0).
In particular, if Q ≡ 0, then M0(z) = i√zIn and
∆Π
A˜′/A˜
(z) =
det
(
B′ −M0(z)
)
det
(
B −M0(z)
) = det(B′ − i√z)
det
(
B − i√z) , z ∈ ρ(A˜) ∩ ρ(A0).
If A˜ = A0, then the boundary triplet Π is not regular for {A˜′, A˜}. Nevertheless,
by Corollary 4.4(i), there exists a boundary triplet Π˜ = {H, Γ˜0, Γ˜1} for A∗
such that {A˜′, A˜} ∈ DΠ˜. If A˜′ is disjoint from A1, then 0 ∈ ρ(B′). Thus, by
Proposition 4.9(iii), there exists µ = 0 and a constant c ∈ C such that
∆Π˜
A˜′,A˜
(z) = c det
(
In − (B′)−1M(z)
)
=
c
det(B′)
det(B′F (z, 0)− F ′(z, 0))
det(F (z, 0))
,
for z ∈ ρ(A˜). If A˜′ = A1, then B′ = 0 and applying Proposition 4.9(iii) with
µ = 1 we find a constant c ∈ C such that
∆Π˜
A˜′/A˜
(z) = c det(M(z)) = c
det(F ′(z, 0))
det(F (z, 0))
, z ∈ ρ(A˜). (7.4)
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7.2 Sturm-Liouville operators on (0, b)
Next we consider the differential expression (7.1) in L2([0, b],Cn) with n × n-
matrix potential Q(·) = Q(·)∗ ∈ L2([0, b],Cn×n). It is well known that the
maximal operator Amax associated in L
2([0, b],Cn) with the differential expres-
sion A
(A[f ])(x) := − d
2
dx2
f(x) +Q(x)f(x)
is given by
(A∗f)(x) := (A[f ])(x), f ∈ dom(A∗) =W 2,2((0, b),Cn). (7.5)
where f = col {f1, . . . , fn}. The minimal operator A = Amin is a closed sym-
metric operator given by
(Af)(x) :=(A[f ])(x),
f ∈ dom(A) :=
{
W 2,2((0, b),Cn) :
f(0) = f ′(0) = 0
f(b) = f ′(b) = 0.
}
(7.6)
Notice that Amax = A
∗. Due to the regularity property dom(A∗) =
W 2,2((0, b),Cn) the mappings
Γ0f :=
(
f(b)
−f(0)
)
, Γ1f :=
(−f ′(b)
−f ′(0)
)
, f ∈ W 2,2((0, b),Cn), (7.7)
are well defined. Moreover, one easily checks that Π = {C2n,Γ0,Γ1} forms a
boundary triplet forA∗. Notice that A0 := A∗ ↾ ker (Γ0) andA1 := A∗ ↾ ker (Γ1)
correspond to the Dirichlet and Neumann extensions, respectively.
Let us introduce the n× n matrix solutions C(z, x) and S(z, x)
A[C(z, x)] = zC(z, x), C(z, 0) = In, C′(z, 0) = 0n
A[S(z, x)] = zS(z, x), S(z, 0) = 0n, S′(z, 0) = In.
Any fz ∈ ker (A∗− z) admits the representation fz(x) = C(z, x)ξ+S(z, x)η for
some ξ, η ∈ Cn. Hence
Γ0fz =
(
C(z, b) S(z, b)
−In 0n
)(
ξ
η
)
and Γ1fz =
(−C′(z, b) −S′(z, b)
0n −In
)(
ξ
η
)
.
Combining these relations with Definition 2.4 we find that the Weyl function
M(·) corresponding to the triplet Π is
M(z) =
(−C′(z, b) −S′(z, b)
0n −In
)(
0n −In
S(z, b)−1 S(z, b)−1C(z, b)
)
=
(−S′(z, b)S(z, b)−1 C′(z, b)− S′(z, b)S(z, b)−1C(z, b)
−S(z, b)−1 −S(z, b)−1C(z, b)
)
=−
(
S′(z, b)S(z, b)−1 S∗(z¯, b)−1
S(z, b)−1 −S(z, b)−1C(z, b)
)
, z ∈ C±.
(7.8)
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If Q ≡ 0, then the Weyl function M0(z) is
M0(z) = − 1
sin(
√
zb)
(√
z cos(
√
zb)In In
In − cos(√zb)In
)
. (7.9)
Let B′ =
(
B′11 B
′
12
B′21 B
′
22
)
and B =
(
B11 B12
B21 B22
)
where B′ij , Bij ∈ Cn×n,
i, j ∈ {1, 2}. Due to (7.7) the extensions A˜′ = AB′ and A˜ = AB are given by
A˜′ = (A[f ])(x), f ∈ dom (A˜′),
dom (A˜′) =
{
f ∈W 2,2((0, b),Cn) : f
′(b) = −B′11f(b) +B′12f(0)
f ′(0) = −B′21f(b) +B′22f(0)
}
and
A˜ = (A[f ])(x), f ∈ dom (A˜),
dom(A˜) =
{
f ∈W 2,2(0, b) : f
′(b) = −B11f(b) +B12f(0)
f ′(0) = −B21f(b) +B22f(0)
}
. (7.10)
Note that {A˜′, A˜} ∈ DΠ. By Lemma 4.1(iv),
∆Π
A˜′/A˜
(z) =
det(B′ −M(z))
det(B −M(z)) , z ∈ ρ(A˜) ∩ ρ(A0). (7.11)
If for some boundary triplet Π˜ the pair {A˜′, A˜} ∈ DΠ˜, then, by Proposition 4.5,
there exist a constant c ∈ C such that
∆Π˜
A˜′/A˜
(z) = c
det(B˜′ −M(z))
det(B˜ −M(z)) , z ∈ ρ(A˜) ∩ ρ(A0) ∩ ρ(A
′
0). (7.12)
Slightly more complicated is the case when A˜′ = AB′ and A˜ = A0. From
Corollary 4.4(i) we get the existence of a boundary triplet Π˜ such that {A˜′, A˜} ∈
DΠ˜ which is regular. By Proposition 4.9(iii), there exist a constant c ∈ C and
a real number µ ∈ ρ(B′) such that
∆Π˜
A˜′/A˜
(z) = c
det(B′ −M(z))
det(B′ − µ) , z ∈ ρ(A˜).
In particular, if B′ = 0, then A˜′ = A1. Therefore chosen µ = 1 we get
∆Π˜
A˜′/A˜
(z) = c det(M(z)), z ∈ ρ(A˜).
This yields
∆Π˜
A˜′/A˜
(z) = c
detC′(z, b)
detS(z, b)
, z ∈ ρ(A˜),
which generalizes (7.4) to the case of a bounded interval.
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Proposition 7.1. Let A be the minimal Sturm-Liouville operator on [0, b] de-
fined by (7.6) and let B ∈ C2n×2n, BI := Im (B) ≥ 0, and kerBI = {0}. Let
also AB = A
∗ ↾ dom(AB), dom(AB) := ker (Γ1 −BΓ0). Then:
(i) A is simple.
(ii) AB is a m-dissipative and completely non-selfadjoint operator with discrete
spectrum such that R ⊆ ρ(AB). Additionally, AB is complete.
(iii) AB belongs to the class C0. Moreover, the perturbation determinant d(·) =
∆ΠAB/A∗B
(·) is an annihilation function for AB, that is, d(AB) = 0.
(iv) The annihilation function d(·) is minimal if and only if
dim (ker (B −M(z))) = 1 for any z ∈ σ(AB) ∩ C+ = σp(AB).
Proof. (i) It follows immediately from the Cauchy uniqueness theorem.
(ii) The first claim follows from Proposition 5.22(i) and (ii). Further, it is
well known that the resolvent of A0 is of trace class. It follows from Proposition
2.6 that the resolvent of AB is also of trace class. Since, in addition, AB is
m-dissipative, it follows from [32, Theorem V.6.1]) that AB is complete.
(iii) and (iv) These statements follow from Proposition 5.22(iii) and (iv).
7.3 Second order elliptic operators in domains with com-
pact boundary
7.3.1 Elliptic background
Here we present some known facts on second order elliptic operators, cf. [35] and
[50], which we are need in the following . Consider the second-order formally
symmetric elliptic operator with smooth real coefficients in a domain Ω ⊂ Rn
with smooth compact boundary,
A := −
n∑
j,k=1
∂
∂xj
ajk(x)
∂
∂xj
+ q(x), ajk = ajk, q = q ∈ C∞(Ω). (7.13)
Recall that ellipticity of A means that its (principle) symbol a0(x, ξ) satisfies
a0(x, ξ) :=
∑
|α|=|β|=1
aαβ(x)ξ
α+β 6= 0, (x, ξ) ∈ Ω× (Rn \ {0}).
Let A = Amin be the minimal elliptic operator associated in L
2(Ω) with the
expression (7.13). Due to Green’s identity the minimal operator A = Amin is
symmetric in L2(Ω). Any proper extension A˜ ∈ ExtA of A is called a realization
of A. Clearly, any realization A˜ of A is closable. We equip dom (Amax) with
the corresponding graph norm. It is known (cf. [6, 48]) for bounded domains
that dom (Amin) = H
2
0 (Ω) where the graph norm of dom (Amin) and the norm
of the Sobolev space H20 (Ω) are equivalent. However, in contrast to the case of
ordinary differential operators one has instead of dom(Amax) = H
2(Ω) always
H2(Ω) ⊂ dom (Amax) ⊂ H2loc (Ω).
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Since the symbol a0(x, ξ) is real the operator A is properly elliptic (see [48]).
Hypothesis 7.2. Let A be a formally symmetric second order elliptic differ-
ential expression of the form (7.13) given on the bounded subset Ω ⊆ Rn with
smooth boundary ∂Ω which is uniformly elliptic. In addition, let aαβ(·) ∈ C2b (Ω)
for |α|+|β| ≤ 2 and aαβ(·) ∈ C∞ub(Ω), cf. notation at the end of the introduction,
for |α|+ |β| = 2.
In particular, assuming Hypothesis 7.2 we have dom (Amin) = H
2
0 (Ω). Notice
that for bounded Ω any elliptic differential expression A with C(Ω)-coefficients
is automatically uniformly elliptic in Ω.
Denote by ∂∂ν the conormal derivative:
∂
∂ν
=
n∑
j,k=1
ajk(x) cos(n, xj)
∂
∂xk
(7.14)
and set
G0u := γ0u := u|∂Ω, G1u := γ0
(
∂u
∂ν
)
=
(
∂u
∂ν
)∣∣∣∣
∂Ω
, u ∈ dom (Amax).
We define the Dirichlet and Neumann realizations ÂG0 and ÂG1 by setting
ÂGj := Amax ↾ dom ( ÂGj ),
dom( ÂGj) := {u ∈ H2(Ω) |Gju = 0}, j ∈ {0, 1}.
(7.15)
It is well known that under Hypothesis 7.2 the realization ÂGj is selfadjoint in
H0(Ω) := L2(Ω), ÂGj = Â
∗
Gj , j ∈ {0, 1}.
To apply Proposition 4.9 and Corollary 4.10 we need a boundary triplet for
A∗. Note, that the classical Green’s formula reeds now as follows
(Au, v)− (u,Av) =
∫
∂Ω
(
∂u
∂ν
· v − u · ∂v
∂ν
)
ds (7.16)
=
∫
∂Ω
(
G1u ·G0v −G0u ·G1v
)
ds, u, v ∈ H2(Ω).
Proposition 7.3 ([35]). Let the Hypothesis 7.2 be satisfied and let 0 ∈ ρ(ÂG0).
Then for any s ∈ R the operator G0 isomorphically maps the set
ZsA(Ω) := {u ∈ Hs(Ω) : Amaxu = 0}
onto Hs−1/2(∂Ω).
Definition 7.4 ([35, 63]). Assume Hypothesis 7.2.
(i) Let z ∈ ρ(ÂG0) and ϕ ∈ Hs−1/2(∂Ω), s ∈ R. Then one defines P (z)ϕ to be
the unique u ∈ ZsA−zIL2(Ω)(Ω) satisfying G0u = ϕ.
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(ii) The Poincare-Steklov operator Λ(z) is defined by
Λ(z) : Hs−1/2(∂Ω)→ Hs−3/2(∂Ω), Λ(z)ϕ = G1P (z)ϕ. (7.17)
To be precise we denote the operator Λ(·) : Hs(∂Ω) → Hs−1(∂Ω) by Λs(·).
Notice that Λs(z) ∈ [Hs(∂Ω), Hs−1(∂Ω)].
Further, let ∆∂Ω be the Laplace-Beltrami operator in L
2(∂Ω). Since
∆∂Ω ≥ 0, the operator (−∆∂Ω + I)−s/2 isomorphically maps L2(∂Ω) onto
Hs(∂Ω), s ∈ R.
Notice that the classical Green formula (7.16) cannot be extended to u, v ∈
dom(A∗) since the traces G0u and G1u belong to the spaces H−1/2(∂Ω) and
H−3/2(∂Ω), respectively (see[48, 36]). A construction of a boundary triplet for
A∗ as well as the respective regularization of the Green formula (7.16) goes
back to the classical papers by Vishik [63] and Grubb [35]. An adaptation of
this construction to the case of boundary triplets in the sense of Definition 2.2
was done in [50]. First we recall a result from [50] that modifies and completes
[35, Theorem 3.1.2 ]
Proposition 7.5 ([50, Proposition 5.1]). Let the Hypothesis 7.2 be satisfied and
let 0 ∈ ρ(ÂG0). Then the following statements are valid:
(i) The totality Π = {H,Γ0,Γ1}, where H := L2(∂Ω) and
Γ0u := (−∆∂Ω + I)−1/4G0u,
Γ1u := (−∆∂Ω + I)1/4(G1 − Λ(0)G0)u,
u ∈ dom (Amax), (7.18)
forms a boundary triplet for A∗. In particular, the Green formula
(A∗u, v)L2(Ω) − (u,A∗v)L2(Ω) = (Γ1u,Γ0v)L2(∂Ω) − (Γ0u,Γ1v)L2(∂Ω), (7.19)
u, v ∈ dom (A∗), holds and A0 := A∗ ↾ ker (Γ0) = ÂG0 .
(ii) The operator valued function Λ− 12 (z)− Λ− 12 (0) has the regularity property
Λ− 12 (z)− Λ− 12 (0) : H
−1/2(∂Ω)→ H1/2(∂Ω), z ∈ ρ( ÂG0). (7.20)
Moreover, Λ− 12 (z)− Λ− 12 (0) ∈ [H−1/2(∂Ω), H1/2(∂Ω)] for any z ∈ ρ
(
ÂG0
)
.
(iii) The corresponding Weyl function is given by
M(z) = (−∆∂Ω + I)1/4
(
Λ− 12 (z)− Λ− 12 (0)
)
(−∆∂Ω + I)1/4, z ∈ C±. (7.21)
In contrast to the mapping Γ = {Γ0,Γ1} : dom (Amax)→ L2(∂Ω)× L2(∂Ω),
the mapping
G = {G0, G1} : dom (Amax)→ H−1/2(∂Ω)×H−3/2(∂Ω)
is not surjective. The following statement describes the range ran (G).
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Corollary 7.6. Let the assumptions of Proposition (7.5) be satisfied. Then for
any pair {h0, h1} ∈ H−1/2(∂Ω) ×H−3/2(∂Ω) the system Gjf = hj, j ∈ {0, 1},
has a solution f ∈ dom (Amax) if and only if
h1 − Λ− 12 (0)h0 ∈ H
1/2(∂Ω). (7.22)
Proof. If condition (7.22) is satisfied, then it follows from Proposition (7.5)(i)
and the surjectivity of Γ = {Γ0,Γ1} : dom(Amax)→ L2(∂Ω)×L2(∂Ω) that the
system {
Γ0f = (−∆∂Ω + I)−1/4h0
Γ1f = (−∆∂Ω + I)1/4
(
h1 − Λ− 12 (0)h0
)
has a (non-unique) solution f ∈ dom (Amax). According to definition (7.18), f
also satisfies the system Gjf = hj , j ∈ {0, 1}.
Conversely, assume that there is a vector f ∈ dom(Amax) satisfying Gjf =
hj , j ∈ {0, 1}. Hence,
h1 − Λ− 12 (0)h0 = G1f − Λ− 12 (0)G0f = (−∆∂Ω + I)
−1/4Γ1f ∈ H1/2(∂Ω)
which verifies (7.22).
Let A˜ be any proper extension of A := Amin. We set
ΞA˜ := Gdom (A˜) ⊆ H−1/2(∂Ω)×H−3/2(∂Ω).
Clearly, ΞA˜ is not necessarily the graph of an operator.
Lemma 7.7. Let the Hypothesis 7.2 be satisfied.
(i) Let A˜ be a proper extension of A := Amin. There exists an operator K :
H−1/2(∂Ω) −→ H−3/2(∂Ω) such that ΞA˜ = gr (K) if and only if A˜ and ÂG0
are disjoint.
(ii) Let A˜1 and A˜2 be proper extensions of A := Amin which are disjoint from
ÂG0 . Let Ξj := Gdom (A˜j) = gr (Kj), j = 1, 2. If K1 = K2, then A˜1 = A˜2.
Proof. (i) Assume that the extensions A˜ and ÂG0 are disjoint. Let {h0, h1} ∈
ΞA˜ = Gdom (A˜), h0 ∈ H−1/2(∂Ω), h1 ∈ H−3/2(∂Ω). If h0 = 0, then 0 = G0f ,
f ∈ dom(A˜) ⊆ dom (Amax). Hence f ∈ dom( ÂG0) which yields f ∈ dom (A˜)∩
dom( ÂG0). Since dom (A˜) and dom ( ÂG0) are disjoint we find f ∈ dom (A).
Hence Γ1f = 0 which implies h1 = 0. Therefore, ΞA˜ is the graph of a linear
operator K : H−1/2(∂Ω) −→ H−3/2(∂Ω).
Conversely, if A˜ and ÂG0 are not disjoint, then there is a non-trivial f ∈
dom(A˜) ∩ dom ( ÂG0) such that f 6∈ dom (Amin). Notice that h0 = G0f = 0.
Since ΞA˜ is the graph of an operator we get 0 = h1 = G1f . Hence f ∈
dom(AG0) ∩ dom(AG1) which yields f ∈ dom (Amin).
(ii) Let {h0, h1} ∈ Ξ1 = Ξ2. Then there are elements f1 ∈ dom(A˜1) and
f2 ∈ dom (A˜2) such that h0 = G0f1 = G0f2 and h1 = G1f1 = G1f2. Setting
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f := f1 − f2 ∈ dom (Amax) we find G0f = 0 and G1f = 0. Hence f ∈
dom(AG0)∩dom (AG1) = dom (Amin). Hence f1 = f2+ f where f2 ∈ dom (A˜2)
and f ∈ dom (Amin) which yields f1 ∈ dom (A˜2). Similarly we prove f2 ∈
dom(A˜2). Therefore dom(A˜2) = dom (A˜2) which yields A˜1 = A˜2.
If A˜ is a proper extension of Amin which is disjoint from ÂG0 , then there
is an operator K : H−1/2(∂Ω) −→ H−3/2(∂Ω) such that Gdom (A˜) = gr (K).
The converse is in general not true. That means, not for every operator K :
H−1/2(∂Ω) −→ H−3/2(∂Ω) there exists a proper extension A˜ of Amin such that
gr (K) = Gdom (A˜).
Lemma 7.8. Let the Hypothesis 7.2 be satisfied and let 0 ∈ ρ(ÂG0). Further,
let K : H−1/2(∂Ω) −→ H−3/2(∂Ω). There exists a unique proper extension A˜
of Amin such that A˜ is disjoint from ÂG0 and gr (K) = Gdom (A˜) if and only
if the regularity condition ran (K − Λ− 12 (0)) ⊆ H1/2(∂Ω) is satisfied.
Proof. Let {h0, h1} ∈ gr (K). Notice that h1 = Kh0. Using the assumption
ran (K − Λ− 12 (0)) ⊆ H1/2(∂Ω) we get h1 − Λ− 12 (0)h0 = Kh0 − Λ− 12 (0)h0 ∈
H1/2(∂Ω). By Corollary 7.6 there is an element f ∈ dom (Amax) such that
hj = Gjf , j = 0, 1. We set
dom(A˜) := {f ∈ dom (Amax) : hj = Gjf, j = 0, 1, {h0, h1} ∈ gr (K)}.
Obviously, we have dom (Amin ⊆ dom (A˜) ⊆ dom (Amax). Setting A˜ := Amax ↾
dom(A˜) we define a proper extension of Amin such that gr (K) = Gdom (A˜).
By Lemma 7.7(i) we get that A˜ is disjoint from ÂG0 . The uniqueness follows
from Lemma 7.7(i).
Conversely, if there is a proper extension A˜ such that Gdom (A˜) = gr (K),
then hj = Gjf , j = 0, 1, f ∈ dom (A˜), {h0, h1} ∈ gr (K). Applying Corollary
7.6 we get h1−Λ− 12 (0)h0 ∈ H1/2(∂Ω). Hence Kh0−Λ− 12 (0)h0 ∈ H1/2(∂Ω) for
any h0 ∈ dom (K). Therefore ran (K − Λ− 12 (0)) ⊆ H1/2(∂Ω).
Let K : H−1/2(∂Ω) −→ H−3/2(∂Ω). We set
ÂK := Amax ↾ dom ( ÂK),
dom ( ÂK) := {f ∈ dom (Amax) : G1f = KG0f}.
(7.23)
Obviously, ÂK is a proper extension of Amin. Let A˜ be a proper extension
disjoint from ÂG0 and let K the operator defined by Lemma 7.7. Then a
straightforward computation shows that A˜ = ÂK . In general, for any operator
K : H−1/2(∂Ω) −→ H−3/2(∂Ω) one has only Gdom ( ÂK) ⊆ gr (K).
Corollary 7.9. Let the assumptions of Lemma 7.8 be satisfied and let K :
H−1/2(∂Ω) −→ H−3/2(∂Ω). The condition gr (K) = Gdom ( ÂK) is satisfied if
and only if ran (K − Λ− 12 (0)) ⊆ H1/2(∂Ω).
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Proof. Let {h0, h1} ∈ gr (K), then by the assumption ran (K − Λ− 12 (0)) we
get h1 − Λ− 12 (0)h0 ∈ H1/2(∂Ω). By Corollary 7.6 there is a f ∈ dom(Amax)
such that h1 = G1f and h0 = G0f . Since G1f = h1 = Kh0 = KG0f we get
f ∈ dom(Amax). Hence f ∈ dom( ÂK) and gr (K) = Gdom ( ÂK).
Conversely, if gr (K) = Gdom ( ÂK), then for any {h0, h1} ∈ gr (K) there
is f ∈ dom (A˜K) such that h0 = G0f and h1 = G1f . By Corollary 7.6 we get
h1−Λ− 12 (0)h0 = (K−Λ− 12 (0))h0 ∈ H1/2(∂Ω) which yields ran (K−Λ− 12 (0)) ⊆
H1/2(∂Ω).
Corollary 7.9 suggests besides the operator K : H−1/2(∂Ω) −→ H−3/2(∂Ω)
to consider its restriction K ′ : H−1/2(∂Ω) −→ H−3/2(∂Ω) defined by
K ′ := K ↾ dom(K ′),
dom (K ′) := {h ∈ dom (K) : Kh− Λ− 12 (0)h ∈ H
1/2(∂Ω)} ⊆ dom (K). (7.24)
Clearly, gr (K ′) = Gdom ( ÂK), i.e. ÂK = ÂK′ . For instance, if O :
H−1/2(∂Ω) −→ H−3/2(∂Ω) is the zero operator, then obviously, Â O = ÂG1 .
However, O′ := O ↾ dom (O′),
dom (O′) := {f ∈ H−1/2(∂Ω) : −Λ− 12 (0)f ∈ H
1/2(∂Ω)} = H3/2(∂Ω). (7.25)
Hence ÂG1 = Â O′ and dom ( ÂG1) = {f ∈ H2(Ω) : G1f = 0}.
Obviously, the proper extension ÂK admits a description with respect to
the boundary triplet Π = {L2(∂Ω),Γ0,Γ1} given by Proposition 7.5
Proposition 7.10 ([50, Proposition 3.8]). Assume the conditions of Proposition
7.5. Let K : H−1/2(∂Ω) −→ H−3/2(∂Ω) and let Π = {L2(∂Ω),Γ0, Γ1} be the
boundary triplet for A∗ given by (7.18). Then the following holds:
(i) ÂK = ABK , where ABK := A
∗ ↾ ker (Γ1 −BKΓ1) and
BK := (−∆∂Ω+I)1/4(K ′−Λ−12 (0))(−∆∂Ω+I)
1/4 : L2(∂Ω) −→ L2(∂Ω). (7.26)
(ii) The operator ÂK is closed and disjoint from ÂG0 if and only if the operator
K ′ − Λ− 12 (0) : H−1/2(∂Ω) −→ H1/2(∂Ω) is closed.
(iii) Let ÂK be not closed (but necessary closable). Its closure is disjoint from
ÂG0 if and only if the operator K
′ − Λ− 12 (0) is closable.
(iv) If z ∈ ρ( ÂG0), then z ∈ ρ( ÂK) if and only if the operator K ′ − Λ− 12 (z)
maps dom (K ′) ⊂ H−1/2(∂Ω) onto H1/2(∂Ω) and its kernel is trivial.
Proof. (i) From ÂK = ÂK′ and (7.24) we find that
G1f − Λ− 12 (0)G0f = (K
′ − Λ− 12 (0))G0f, f ∈ dom ( ÂK),
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which yields
Γ1f = (−∆∂Ω + I)1/2(K ′ − Λ− 12 (0))(−∆∂Ω + I)
1/2(−∆∂Ω + I)−1/2G0f
= (−∆∂Ω + I)1/2(K ′ − Λ− 12 (0))(−∆∂Ω + I)
1/2Γ0f, f ∈ dom( ÂK).
Hence, if f ∈ dom( ÂK), then f ∈ ker (Γ1 −BKΓ0). Therefore ÂK ⊆ ABK .
Conversely, if f ∈ ker (Γ1 −BKΓ0), then
(−∆∂Ω + I)1/2G1f = (−∆∂Ω + I)1/2(K ′ − Λ− 12 (0))G0f, f ∈ dom(ABK ),
which implies G1f = (K
′ − Λ− 12 (0))G0f , f ∈ dom(BK). Hence dom (ABK ) ⊆
dom( ÂK). Consequently, dom( ÂK) = dom(ABK ) or ÂK = ABK .
(ii) ÂK is closed and disjoint from ÂG0 if and only if BK is closed. However,
BK is closed if and only if K
′ − Λ− 12 (0) : H−1/2(∂Ω) −→ H1/2(∂Ω) is closed.
(iii) The closure of ÂK is disjoint from ÂK if and only if BK is closable.
However, BK is closable if and only if K
′ − Λ− 12 (0) is closable.
(iv) By Proposition 2.5 we get that z ∈ ρ( ÂK) if and only if z ∈ ρ(BK −
M(z)) where M(z) is the Weyl function given by (7.21). Obviously, we have
BK −M(z) = (−∆∂Ω + I)1/4(K ′ − Λ− 14 (z))(−∆∂Ω + I)
1/4. (7.27)
However, the operator BK −M(z) is invertible if and only if the operator K ′−
Λ− 12 (z) : H
−1/2(∂Ω) −→ H1/2(∂Ω) is invertible.
7.3.2 Perturbation determinants
To state the next result we recall the following definition.
Definition 7.11. Let Sp(H) = {T ∈ S∞(H) : sj(T ) = O(j−1/p), as j → ∞},
p > 0, where sj(T ), j ∈ N, denote the singular values of T (i.e., the eigenvalues
of (T ∗T )1/2 decreasingly ordered counting multiplicity).
It is known that Sp(H) is a two-sided (non-closed) ideal in [H]. Clearly,
Sp1 ⊂ Sp2 if p1 > p2. An important property of the classes Sp(H) needed in the
sequel is
Sp1 · Sp2 ⊂ Sp, where p−1 = p−11 + p−12 . (7.28)
Theorem 7.12 ([50, Theorem 4.13]). Assume the Hypothesis 7.2. Let A0 :=
ÂG0 and 0 ∈ ρ
(
ÂG0
)
. Further, let K : H−1/2(∂Ω) −→ H−3/2(∂Ω) be an
operator satisfying dom(K) ⊆ L2(∂Ω) and ran (K) ⊆ L2(∂Ω). Then
( ÂK − z)−1 − (A0 − z)−1 ∈ S 2n−2
3
(L2(Ω)), z ∈ ρ( ÂK) ∩ ρ(A0). (7.29)
For n = 2 the resolvent difference in (7.29) is the trace class operator.
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Lemma 7.13. Let X and Y be Banach spaces and let X : X −→ Y be a
closed operator which is boundedly invertible. Further, let X0 be another Banach
space such that X0 is a dense subset of X and the embedding J : X0 −→ X is
continuous. If dom(X) ⊆ JX0, then the operator X0 := XJ : X0 −→ Y,
dom(X0) := {f ∈ X0 : Jf ∈ dom (X)} is well defined, closed and boundedly
invertible. In particular, X−1 = JX−10 .
Proof. Let dom (X0) ∋ fn −→ f and A0fn −→ g ∈ Y as n → ∞. Obviously
we have Jfn −→ Jf and XJfn −→ g as n → ∞. Since X is closed we
get Jf ∈ dom (X) and XJf = g. Hence f ∈ dom(X0) which shows that
X0 is closed. If f ∈ ker (X0), then XJf = 0. hence Jf = 0 which yields
ker (X0) = {0}. Finally, we have ran (X) = ran (X0) = Y which shows that X0
is boundedly invertible.
In what follows we apply Lemma 7.13 with X := H−1/2(∂Ω), X0 := H0(∂Ω),
Y := H1/2(∂Ω) and Y′ := H−3/2(∂Ω). Denote by J the embedding operator,
J : H0(∂Ω) = L2(∂Ω) −→ H−1/2(∂Ω), Jf = f. (7.30)
Since dom(K) ⊆ JL2(∂Ω), we can set
K0 := KJ : H
0(∂Ω) −→ H−3/2(∂Ω),
dom (K0) := {f ∈ H0(∂Ω) : Jf ∈ dom(K)}.
Clearly, Λ0(z) = Λ− 12 (z)J , dom (Λ0(z)) := JH
0(∂Ω), and
K ′0 := K0 ↾ dom(K
′
0),
dom (K ′0) := {f ∈ dom(K0) : (K0 − Λ0(0))f ∈ H1/2(∂Ω)}.
Clearly, K ′0 = K
′J : L2(∂Ω) −→ H−3/2(∂Ω).
Now we are in position to state the first main result of this section.
Proposition 7.14. Let the assumptions of Theorem 7.12 be satisfied. Further,
let 0 ∈ ρ(A0) ∩ ρ( ÂK). Then the following holds:
(i) For any z ∈ ρ( ÂK) ∩ ρ(A0) the operator K ′ − Λ− 12 (z) : H−1/2(∂Ω) −→
H1/2(∂Ω) is boundedly invertible and
(K ′ − Λ− 12 (z))
−1 ∈ S 2n−2
3
(H1/2(∂Ω), H−1/2(∂Ω)). (7.31)
In particular, if n = 2 then
(K ′ − Λ− 12 (z))
−1 ∈ S1(H1/2(∂Ω), H−1/2(∂Ω)). (7.32)
(ii) Let n = 2. Then the boundary triplet Π˜ = {H,−Γ1,Γ0}, where
H := L2(∂Ω) and Γ0,Γ1 are given by (7.18), is regular for the pair {A˜, A0},
{ ÂK , A0} ∈ DΠ˜, and the perturbation determinant ∆Π˜ÂK/ Â 0(·) is
∆Π˜
ÂK/ Â 0
(z) = det
H−
1
2
(
I − (K ′ − Λ− 12 (0))−1(Λ− 12 (z)− Λ− 12 (0)))
= det
H
1
2
(
I − (Λ− 12 (z)− Λ− 12 (0))(K ′ − Λ− 12 (0))−1) (7.33)
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where z ∈ ρ( ÂK) ∩ ρ(A0).
(iii) Let n = 2. Then (Λ0(z)− Λ0(0))(K ′0 − Λ0(0))−1 ∈ S1(H1/2(∂Ω)) and the
perturbation determinant ∆Π˜
ÂK/A0
(·) admits the representation
∆Π˜
ÂK/A0
(z) = detH1/2
(
I − (Λ0(z)− Λ0(0))(K ′0 − Λ0(0))−1
)
. (7.34)
Proof. (i) By Proposition 2.5(i), 0 ∈ ρ(BK − M(z)) for any z ∈ ρ( ÂK) ∩
ρ(A0). Moreover, combining Proposition 2.6 with Theorem 7.12 we get (BK −
M(z))−1 ∈ S 2n−2
3
(H0(∂Ω)). Combining this fact with (7.27) we obtain
(BK −M(z))−1
= (I −∆∂Ω)−1/4(K ′ − Λ− 12 (z))
−1(I −∆∂Ω)−1/4 ∈ S 2n−2
3
(H0(∂Ω)).
Since (I −∆∂Ω)−1/4 isomorphically maps Hs(∂Ω) onto Hs+1/2(∂Ω) for s ∈ R
we arrive at (7.31). Further, for n = 2 inclusion (7.31) implies
(K ′ − Λ− 12 (z))
−1 ∈ S 2
3
(H1/2(∂Ω), H−1/2(∂Ω)) ⊂ S1(H1/2(∂Ω), H−1/2(∂Ω)).
This proves the last statement.
(ii) By Theorem 7.12, ( ÂK − z)−1 − (A0 − z)−1 ∈ S1(L2(Ω)) since n = 2.
Further, by Proposition 2.5(i), the condition 0 ∈ ρ(A0) ∩ ρ( ÂK) is equivalent
to 0 ∈ ρ(BK − M(0)) = ρ(BK). By Proposition 4.9(iii), a boundary triplet
Π˜ = {H,−Γ1,Γ0} is regular for the pair { ÂK , A0}, hence { ÂK , A0} ∈ DΠ˜,
and the perturbation determinant ∆Π˜
ÂK/A0
(·) is given by (4.17) with µ = 0 and
constant c = 1 (see formula (4.18)). Inserting in this expression formulas (7.21)
and (7.26) we arrive at the following formula for the determinant
∆Π˜
ÂK/A0
(z) = detL2(∂Ω)(I −B−1K M(z)) =
detH0
(
I − (I −∆∂Ω)−1/4(K ′ − Λ− 12 (0))
−1(Λ− 12 (z)− Λ− 12 (0))(I −∆∂Ω)
1/4
)
for z ∈ ρ( ÂK) ∩ ρ(A0). Further, according to Proposition 7.5(ii), Λ− 12 (z) −
Λ− 12 (0) ∈ [H−1/2(∂Ω), H1/2(∂Ω)]. Combining this inclusion with (7.32) we get
T2(z) ∈ S1(H0(∂Ω), H−1/2(∂Ω)) where
T2(z) := (K
′−Λ− 12 (0))
−1(Λ− 12 (z)−Λ− 12 (0))(I−∆∂Ω)
1/4, z ∈ ρ( ÂK)∩ρ(A0).
Noting that T1 = (I −∆∂Ω)−1/4 isomorphically maps H−1/2(∂Ω) onto H0(∂Ω)
we see that T2(z)T1 is well defined and T2(z)T1 ∈ S1(H−1/2(∂Ω)). Moreover,
due to the inclusion (7.32), T1T2(z) ∈ S1(H0(∂Ω)). Taking both last inclusions
into account and applying (A.1) we arrive at the equality
∆Π˜
ÂK/A0
(z) = detL2(∂Ω)
(
I − T1T2(z)
)
= c detH−1/2(∂Ω)
(
I − T2(z)T1
)
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coinciding with the first identity in (7.33). The second identity in (7.33) is
implied by combining the first one with the property (A.1). Note that the
applicability of (A.1) is possible due to inclusion (7.32) and Proposition 7.5(ii).
(iii) By Lemma 7.13, the operator (K ′0 − Λ0(0))−1 : H1/2(∂Ω) −→ L2(∂Ω)
is bounded and
(K ′ − Λ− 12 (0))
−1 = J(K ′0 − Λ0(0))−1. z ∈ ρ( ÂK) ∩ ρ(A0). (7.35)
Combining this formula with (7.32) we get J(K ′0 − Λ0(0))−1 ∈ S1(H1/2(∂Ω)).
Therefore inserting (7.35) into the second formula in (7.33) we get
∆Π˜
ÂK/A0
(z) = c detH1/2
(
I −
(
Λ− 12 (z)− Λ− 12 (0)
)
J (K ′0 − Λ0(0))−1
)
.
To arrive at (7.34) it remains to note that Λ− 12 (z)J = Λ0(z).
Combining the chain rule 4.9 with Proposition 7.14 one arrives at the fol-
lowing statement.
Corollary 7.15. Assume the Hypothesis 7.2. Let A0 := ÂG0 and 0 ∈
ρ
(
ÂG0
)
. Further, let Kj : H
−1/2(∂Ω) −→ H−3/2(∂Ω) be an operator satisfying
dom(Kj) ⊆ L2(∂Ω) and ran (Kj) ⊆ L2(∂Ω), and let Aj := AKj , j ∈ {1, 2}.
Assume also that 0 ∈ ρ(A0) ∩ ρ( ÂKj ), j ∈ {1, 2}. Then the boundary triplet
Π˜ = {H,−Γ1,Γ0} for Amax with H := L2(∂Ω) and Γ0,Γ1 given by (7.18), is
regular for the family { ÂK1 , ÂK2 , A0}, and the perturbation determinant is
∆Π
Â 2/ Â 1
(z) =
det
H−
1
2
(
I − (K ′2 − Λ− 12 (0))−1(Λ− 12 (z)− Λ− 12 (0)))
det
H−
1
2
(
I − (K ′1 − Λ− 12 (0))−1(Λ− 12 (z)− Λ− 12 (0))) , (7.36)
z ∈ ρ( ÂK1) ∩ ρ( ÂK2) ∩ ρ(A0).
Our next goal is to show that under additional restrictions on K the per-
turbation determinant ∆Π˜
ÂK/A0
(·) can be computed in L2(∂Ω). To this end we
introduce the operator-valued function Λ0,0(·) : L2(∂Ω) −→ L2(∂Ω) by setting
Λ0,0(z) := Λ0(z) ↾ dom (Λ0,0(z)),
dom (Λ0,0(z)) := {f ∈ dom (Λ0(z)) : Λ0(z)f ∈ L2(∂Ω)}
(7.37)
Lemma 7.16. Let 0 ∈ ρ( ÂG0). Then
dom (Λ0,0(z)) = H
1(∂Ω), z ∈ ρ( ÂG0), (7.38)
and, for any z ∈ ρ( ÂG0) ∩ ρ( ÂG1) the operator (Λ0,0(z))−1 exits and satisfies
(Λ0,0(z))
−1 ∈ S1(H0(∂Ω)). Moreover, if 0 ∈ ρ( ÂG0)∩ρ( ÂG1), then the opera-
tor Λ0,0(0) is selfadjoint, has discrete spectrum, and (Λ0,0(0))
−1 ∈ S1(H0(∂Ω)).
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Proof. It follows from Definition 7.4 that dom (Λ0,0(·)) ⊇ H1(∂Ω). Let us
prove the equality (7.38). Since both realizations ÂG0 and ÂG1 are self-
adjoint, ρ( ÂG0) ∩ ρ( ÂG1) ⊃ C±. Let z ∈ ρ( ÂG0) ∩ ρ( ÂG1). Then
dom(Λ1(z)) = H
1(∂Ω) and Λ1 isomorphically maps H
1(∂Ω) onto H0(∂Ω) (see
[35, Theorem 5.2]). Since Λ0,0(z)h = Λ1(z)h for h ∈ H1(∂Ω) we conclude that
dom(Λ0,0(z)) = H
1(∂Ω) and ran (Λ0,0(z)) = H
0(∂Ω).
Next let x0 = x¯0 ∈ ρ( ÂG0) \ ρ( ÂG1). We cam assume without loss of
generality that x0 = 0. Otherwise we replace the expressionA by A−x0I. Then,
by Proposition 7.5, the difference T (z) := Λ− 12 (z) − Λ− 12 (0) : H−1/2(∂Ω) →
H1/2(∂Ω) is bounded. Hence the difference Λ0,0(z)−Λ0,0(0) being a restriction
of T (z) is bounded in H0(∂Ω) and dom(Λ0,0(0)) = dom (Λ0,0(z)) = H
1(∂Ω)
for z ∈ ρ( ÂG0). Further, since ran (Λ0,0(z))−1) = H1(∂Ω) for z ∈ ρ( ÂG0) ∩
ρ( ÂG1), we have (Λ0,0(z))
−1 ∈ S1(H0(∂Ω)).
Clearly, for any x0 = x¯0 ∈ ρ( ÂG0) the operator Λ0,0(x0) is symmetric.
If, in addition, x0 ∈ ρ( ÂG1), then the operator Λ0,0(x0) is selfadjoint since
ran (Λ0,0(x0)) = H
0(∂Ω). If 0 ∈ ρ( ÂG0) \ ρ( ÂG1), then the self-adjointness of
Λ0,0(0) is implied by the self-adjointness of Λ0,0(x0) with x0 = x¯0 ∈ ρ( ÂG0) ∩
ρ( ÂG1) and the boundedness of Λ0,0(x0)− Λ0,0(0) in H0(∂Ω).
Further, since the boundary ∂Ω is compact, the spectrum of Λ0,0(0) is dis-
crete. Moreover, since by (7.38), ran (Λ0,0(z))
−1) = H1(∂Ω)) for ρ( ÂG0) ∩
ρ( ÂG1), we have (Λ0,0(z))
−1 ∈ S1(H0(∂Ω)).
Proposition 7.17. Assume the Hypothesis 7.2. Let K : H−1/2(∂Ω) −→
H−3/2(∂Ω) be an operator satisfying dom(K) ⊆ L2(∂Ω) and ran (K) ⊆ L2(∂Ω).
Assume also that 0 ∈ ρ( ÂG0 ) ∩ ρ( ÂG1 ) ∩ ρ( ÂK) and
K̂0 := KJ : L
2(∂Ω) −→ L2(∂Ω), dom (K) = Jdom (K̂0), (7.39)
where J is the embedding operator given by (7.30). If K̂ 0 is relatively compact
with respect to Λ0,0(0), then(
Λ0,0(z)− Λ0,0(0))( K̂ 0 − Λ0,0(0)
)−1 ∈ S 1
2
(H0(∂Ω)) ⊂ S1(H0(∂Ω)), (7.40)
z ∈ ρ( ÂK) ∩ ρ( ÂG0), and the perturbation determinant ∆Π˜ÂK/A0(·) given by
(7.33) admits the representation
∆Π˜
ÂK/A0
(z) = detL2
(
I − (Λ0,0(z)− Λ0,0(0))( K̂0 − Λ0,0(0))−1) , (7.41)
for z ∈ ρ( ÂK) ∩ ρ( ÂG0). In particular, representation (7.41) holds whenever
K̂0 is bounded, i.e. K̂0 ∈ [H0(∂Ω)].
Proof. (i) Let us prove the inclusion (7.40). According to (7.20), Λ0(z)−Λ0(0) :
H0(∂Ω) −→ H1/2(∂Ω). Hence
Λ0(z)− Λ0(0) ∈ S2(H0(∂Ω)), z ∈ ρ(A0). (7.42)
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Further, by definition (7.30), J∗ continuously embeds H1/2(∂Ω) into L2(∂Ω).
Therefore
J∗(Λ0(z)− Λ0(0))h = (Λ0,0(z)− Λ0,0(0))h, h ∈ H1(∂Ω). (7.43)
Combining relations (7.43) and (7.42), using J∗ ∈ S2(H1/2, H0) and taking
property (7.28) into account we obtain
Λ0,0(z)− Λ0,0(0) ∈ S1(H0(∂Ω)), z ∈ ρ(A0). (7.44)
On the other hand, by Lemma 7.16 the operator Λ0,0(0) is selfadjoint, and due to
the assumption 0 ∈ ρ( ÂG1 ), Λ0,0(0) is invertible and (Λ0,0(0))−1 ∈ S1(H0(∂Ω)).
Further, by Proposition 7.10(iv) the inclusion 0 ∈ ρ( ÂK ) is equivalent to
the inclusion 0 ∈ ρ( K̂ 0−Λ0,0(0)). Hence 0 ∈ ρ
(
I− K̂ 0(Λ0,0(0))−1
)
. Thus, the
inverse operator
(
I − K̂ 0(Λ0,0(0))−1
)−1 ∈ [H0(∂Ω)] and(
K̂0 − Λ0,0(0)
)−1
= − (Λ0,0(0))−1
(
I − K̂0(Λ0,0(0))−1
)−1
∈ S1(H0(∂Ω)).
Using (7.44) and taking into account (7.28) we arrive at (7.40).
(ii) In this step we prove formula (7.41). Since ran (K) ⊆ L2(∂Ω), the
operator K0 = KJ : H
0(∂Ω) −→ H−3/2(∂Ω) satisfies ran (K0) ⊆ L2(∂Ω).
However, we distinguish it from the operator K̂0 defined by (7.39). Since
dom(K̂0) = dom(K0) and ran (K̂0) ⊆ L2(∂Ω), one gets from definition (7.24)
and (7.37)
dom(K ′0) := {h ∈ dom (K̂0) ∩H1(∂Ω) : K̂0h− Λ0,0(0)h ∈ H1/2(∂Ω)},
and in accordance with (7.30)
J∗(K ′0 − Λ0(0))h = (K̂0 − Λ0,0(0))h, h ∈ dom (K ′0). (7.45)
Clearly, J∗(K ′0 − Λ0(0)) ⊆ K̂0 − Λ0,0(0) (in fact, the inclusion is always strict). Why?
Since K̂0 is relatively compact with respect to Λ0,0(0), dom (K̂0 − Λ0,0(0)) =
dom(Λ0,0(0)). Moreover, since 0 ∈ ρ(ÂK0) and dom (K ′) ⊆ H0(∂Ω), Proposi-
tion 7.10(iv) yields ran (K ′0 − Λ0(0)) = ran (K ′ − Λ− 12 (0)) = H1/2(∂Ω). Hence
the range ran (K̂0 − Λ0,0(0)) is dense in H0(∂Ω).
On the other hand, by Lemma 7.16, the operator Λ0,0(0) is selfadjoint and
its spectrum is discrete. In particular, Λ0,0(0) is a Fredholm operator with zero
index. In turn, since K̂0 is Λ0,0(0)-compact, the operator K̂0 − Λ0,0(0) is also
Fredholm operator with zero index [37, Theorem 4.5.26] (in fact, it has discrete
spectrum too). Therefore the range ran (K̂0−Λ0,0(0)) is closed and being dense
in H0(∂Ω), coincides with H0(∂Ω). Since ind(K̂0 − Λ0,0(0)) = 0, the latter is
equivalent to 0 ∈ ρ(K̂0 − Λ0,0(0)). From Lemma 7.13 we get the existence of
(K ′0f − Λ0(0))−1 : H1/2(∂Ω) −→ H0(∂Ω). Combining this fact with (7.45) we
find
(K̂0 − Λ0,0(0))−1J∗ = (K ′0 − Λ0(0))−1 (7.46)
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Inserting (7.46) into (7.34) we obtain
∆Π˜
ÂK/A0
(z) = c detH1/2
(
I − (Λ0(z)− Λ0(0))( K̂ 0 − Λ0,0(0))−1J∗
)
.
Using (7.40) we get by the cyclicity property (see (A.1)) that
∆Π˜
ÂK/A0
(z) = c detH0
(
I − J∗(Λ0(z)− Λ0(0))( K̂ 0 − Λ0,0(0))−1
)
,
z ∈ ρ( ÂK)∩ρ(A0). Combining this identity with (7.43) we arrive at (7.41).
Corollary 7.18. Assume the Hypothesis 7.2. Let Kj : H
−1/2(∂Ω) −→
H−3/2(∂Ω) be an operator satisfying dom (Kj) ⊆ L2(∂Ω) and ran (Kj) ⊆
L2(∂Ω), j ∈ {1, 2}. Further, let 0 ∈ ρ( ÂG0 ) ∩ ρ( ÂG1 ) ∩ ρ( ÂKj ), and
K̂j,0 := KjJ : L
2(∂Ω) −→ L2(∂Ω), dom (Kj) = Jdom ( K̂0 ), j ∈ {1, 2}.
If the operator K̂j,0 is relatively compact with respect to Λ0,0(0), then the per-
turbation determinant ∆Π
Â 2/ Â 1
(·) given by (7.36) admits the representation
∆Π
ÂK2 / ÂK1
(z) =
detL2
(
I − (Λ0,0(z)− Λ0,0(0))( K̂2,0 − Λ0,0(0))−1)
detL2
(
I − (Λ0,0(z)− Λ0,0(0))( K̂1,0 − Λ0,0(0))−1) ,
for z ∈ ρ( ÂK2 ) ∩ ρ( ÂK1 ) ∩ ρ( ÂG0 ).
Proof. The proof is immediate by combining Corollary 7.15 with Proposition
7.17.
Consider Robin-type realizations
Â σ := Amax ↾ dom( Â σ),
dom ( Â σ) := {f ∈ H2(Ω) : G1f = σG0f}.
It follows from the classical a priory estimate (see [4, Theorem 15.2]) that the
realization Â σ is closed whenever σ ∈ C2(∂Ω). Moreover, in this case ρ( Â σ) 6=
∅ and Â σ is selfadjoint whenever σ is real.
Corollary 7.19. Assume the conditions of Proposition 7.17. Let σ ∈ C2(∂Ω)
and let σ̂ denote the multiplication operator induced by σ in L2(∂Ω). If 0 ∈
ρ( Âσ ) ∩ ρ( ÂG0 ) ∩ ρ( ÂG1 ), then the boundary triplet Π˜ = {H,−Γ1,Γ0} given
in Proposition 7.14, is regular for the pair { Â σ, ÂG0 }, { Â σ, ÂG0 } ∈ DΠ˜, and
the corresponding perturbation determinant ∆Π˜
Â σ/A0
(·) is
∆Π˜
Â σ/A0
(z) = detL2(∂Ω)
(
I − (Λ0,0(z)− Λ0,0(0))( σ̂ − Λ0,0(0))−1
)
,
z ∈ ρ( Â σ) ∩ ρ( ÂG0 ).
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Proof. Setting K = σ̂ and noting that σ ∈ C2(Ω) we easily get from (1.11)
dom
(
K − Λ−1/2(0)
)
= dom (K) = dom( σ̂ ) ⊂ ran (G0) = H3/2(∂Ω).
Since Λ3/2(0) is a restriction of Λ−1/2(0) one gets from (7.17) that
ran
(
Λ−1/2(0) ↾ H3/2(∂Ω)
) ⊂ H1/2(∂Ω). Further, the assumption σ ∈ C2(Ω)
yields ran
(
K ↾ H3/2(∂Ω)
) ⊂ H3/2(∂Ω). Combing these inclusions we arrive at
the regularity property ran
(
K − Λ−1/2(0)
) ⊂ H1/2(∂Ω) (see (7.22)).
Hence K ′ = K (see definition (7.24)) and dom ( ÂK) = dom ( Â σ). More-
over, since dom (K), ran (K) ⊂ H3/2(∂Ω), then according to (7.39), K̂0 = σ̂.
Finally, since K̂0 = σ̂ ∈ [H0(∂Ω)], one completes the proof by applying Propo-
sition 7.17.
Appendix
A Infinite determinants
Let us briefly recall the definition of determinants and their basic properties
following [32].
Definition A.1. Let T be a trace class operator, i.e. T ∈ S1(H), and let
{λj(T )}∞j=1 be its eigenvalues counted with respect to their algebraic multiplic-
ity. The determinant det(I + T ) is defined by det(I + T ) := Π∞j=1
(
1 + λj(T )
)
.
The perturbation determinant has the following interesting properties.
Proposition A.2 ([32, Section 4.1]). Let T1 ∈ [H1,H2] and T2 ∈ [H2,H1].
(i) If T1T2 ∈ S1(H2) and T2T1 ∈ S1(H1), then
detH2(I + T1T2) = detH1(I + T2T1). (A.1)
(ii) If H := H1 = H2 and T1, T2 ∈ S1(H), then
det[(I + T1)(I + T2)] = det(I + T1) · det(I + T2). (A.2)
(iii) If T ∈ S1(H), then
det(I + T ∗) = det(I + T ).
For technical reasons we need a slightly improved version of the property
(A.1).
Lemma A.3. Let T = T ∗ ≥ 0 such that 0 ∈ ρ(T ). Further, let C be linear
operator such that dom (C) ⊇ ran (T ). If T−1C ∈ S1(H) and CT−1 ∈ S1(H),
then
det(I + T−1C) = det(I + CT−1). (A.3)
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Proof. LetK = K∗ be a bounded operator such that ‖K‖ < inf σ(T ) In this case
we have T +K ≥ 0 and 0 ∈ ρ(T +K). Moreover, we find (T +K)−1C ∈ S1(H)
and C(T+K)−1 ∈ S1(H). Both relations immediately follow from the identities
(T +K)−1 = (I − (T +K)−1K)T−1 = T−1(I −K(T +K)−1)
Moreover, if {Kn}n∈N is a sequence of selfadjoint bounded operators such
supn ‖Kn‖ < inf σ(T ) and limn→∞ ‖Kn‖ = 0, then
lim
n→∞
det(I + (T +Kn)−1C) = det(I + T−1C) (A.4)
and
lim
n→∞ det(I + C(T +Kn)
−1) = det(I + CT−1). (A.5)
For any ε ∈ (0, inf σ(T )) there is a Hilbert-Schmidt operator Kε such that
‖Kε‖S2 < ε and T + Kε has pure point spectrum. Let λn, n ∈ N, be an
enumeration of the eigenvalues of T + Kε where without loss of generality we
may assume that the eigenvalues are simple. Let Pm the orthogonal projection
onto the subspace which is spanned by the first m-eigenspaces. Obviously, we
have s− limm→∞ Pm = I and (T +Kε)Pm = Pm(T +Kε), m ∈ N . We find
s− lim
n→∞
det(I + (T +Kε)
−1PmC) =
s− lim
n→∞
det(I + PmC(T +Kε)
−1) = det(I + C(T +K)−1).
and
s− lim
n→∞ det(I + (T +Kε)
−1PmC) =
s− lim
n→∞
det(I + Pm(T +Kε)−1C) = det(I + (T +Kε)−1C
which yields
det(I + (T +Kε)−1C) = det(I + C(T +Kε)−1).
Choosing a sequence {εn}n∈N, εn > 0, which tends to zero as n→∞ we get
det(I + (T +Kεn)
−1C) = det(I + C(T +Kεn)
−1).
for each n ∈ N. Taking into account (A.4) and (A.5) we verify (A.3).
Corollary A.4. Let T be a densely defined closed symmetric operator such that
0 ∈ ρ(T ). Further, let C be a linear operator such that dom (C) ⊇ ran (T ). If
T−1C ∈ S1(H) and CT−1 ∈ S1(H), then
det(I + T−1C) = det(I + CT−1). (A.6)
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Proof. By the polar decomposition we have T ∗ = U |T ∗| where U is unitary.
Hence, T−1 = U |T ∗|−1. Since U∗T−1C = |T ∗|−1C one has |T ∗|−1C ∈ S1(H).
From CT−1 = C˜|T ∗|−1 ∈ S1(H) where C˜ = CU . Obviously, we find
det(I + T−1C) = det(I + U |T ∗|−1C) = det(I + |T ∗|−1C˜)
and
det(I + CT−1) = det(I + C˜|T ∗|−1).
Applying Lemma A.3 we get det(I + |T ∗|−1C˜) = det(I + C˜|T ∗|−1) which yields
(A.6)
B Perturbation determinant and their proper-
ties
Let us summarize some important properties of perturbation determinants for
additive perturbations ∆H′/H(·), cf. [65, Section 8.1] and [9, 32].
Definition B.1 ([32, Chapter I.2]).
(i) A vector ϕ ∈ H \ {0} is called a root vector of a closed operator T ∈
C(H) corresponding to its eigenvalue λ0 ∈ σp(T ) if there exists n ∈ N such
that (T − λ0)nϕ = 0. The closure of the set L′λ0(T ) of all root vectors of T
corresponding to λ0 is called the root subspace.
Lλ0(T ) = L
′
λ0
(T ), L′λ0(T ) = {f ∈ H : (T − λ0)nf = 0 for some n ∈ N}.
(ii) The dimension m0 = mλ0(A) = dimLλ0(A) is called the algebraic multi-
plicity of λ0.
(iii) An eigenvalue λ0 ∈ σp(T ) is called a normal eigenvalue of T if it is isolated
and its algebraic multiplicity mλ0(T ) is finite, mλ0(T ) <∞.
If m0 < ∞, then L′λ0(A) is closed and = Lλ0(A) is closed. An isolated
eigenvalue λ0 ∈ σp(T ) is a normal one if and only if
m0 = dimPλ0 <∞, Pλ0 = −
1
2πi
∫
|z−λ0|=δ
RT (z)dz.
We set mλ0(T ) = 0, if z0 is regular, i.e. z0 ∈ ρ(T ).
Further, if the function f(·) is analytic in a punctured neighborhood of
z0(∈ C) and z0 is not an essential singularity of it, then the order ord (f(z0)) of
f(·) at z0 ∈ C is the integer k ∈ Z in the representation f(z) = (z − z0)kg(z)
where g(z) is analytic at z0 and g(z0) 6= 0, [32, Chapter IV.3].
If H ′ and H are densely defined closed operators in the Hilbert space H such
that {H ′, H} ∈ D, then the perturbation determinant defined by (1.1) has the
following properties:
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1. If H ′, H ∈ S1(H), then {H ′, H} ∈ D and
∆H′/H(z) =
det(I − z−1H ′)
det(I − z−1H) , z ∈ ρ(H) \ {0}. (B.1)
2. If {H ′′, H ′} ∈ D and {H ′, H} ∈ D, then {H ′′, H} ∈ D and the following
chain rule holds
∆H′′,H′(z)∆H′,H(z) = ∆H′′,H(z), z ∈ ρ(H ′) ∩ (H). (B.2)
3. If {H ′, H} ∈ D, then {H,H ′} ∈ D and ∆H′/H(z)∆H/H′ (z) = 1 for z ∈
ρ(H ′) ∩ ρ(H).
4. If {H ′, H} ∈ D and z is either a common regular point or a normal eigen-
value of both H ′ and H of algebraic multiplicities mz(H ′) and mz(H),
then ord (∆H′/H(z)) = mz(H
′)−mz(H).
5. If {H ′, H} ∈ D, then
1
∆H′/H(z)
d
dz
∆H′/H(z)
−1 = (B.3)
tr ((H − z)−1 − (H ′ − z)−1), z ∈ ρ(H ′) ∩ ρ(H).
6. If {H ′, H} ∈ D and {H ′∗, H∗} ∈ D, then ∆H′∗/H∗(z) = ∆H′/H(z) for
z ∈ ρ(H∗).
7. If {H ′, H} ∈ D, then the following identity holds
∆H′/H(z)
∆H′/H(ζ)
= det
(
I + (z − ζ)(H ′ − ζ)−1V (H − z)−1) ,
z ∈ ρ(H) and ζ ∈ ρ(H ′) ∩ ρ(H).
C Logarithm
In the following we need the definition of the logarithm log(z) of a complex
number z ∈ C. We shall define the logarithm by
log(z) := −i
∫ ∞
0
(
(z + iλ)−1 − (1 + iλ)−1) dλ, z ∈ C+ \ −iR+, (C.1)
with a cut along the negative imaginary semi-axis. One proves that
log(ez) = z, ez ∈ C+ \ −iR+,
which yields
elog(z) = z, z ∈ C+ \ −iR+.
88
Let f(·) and g(·) be holomorphic functions in a domain Ω satisfying f(z) 6= 0
and f(z) = eg(z). Then for a neighborhood O of a fixed point z0 ∈ Ω such that
f(z0) does not belong to the negative imaginary semi-axis one has
log(f(z)) = g(z) + 2nπi, z ∈ O, n ∈ Z.
By analytical continuation this equality can be extended to the whole Ω. Using
definition (C.1) we find
d
dz
log(f(z)) =
1
f(z)
d
dz
f(z), z ∈ Ω.
Furthermore, we need the definition of the logarithm of a dissipative operator
G given in [26]. Let a G be a bounded dissipative operator such that 0 ∈ ρ(G).
Then we set
log(G) := −i
∫ ∞
0
(
(G+ iλ)−1 − (1 + iλ)−1) dλ (C.2)
where the integral is understood in the operator norm. One proves that
elog(G) = G, cf. [26, Lemma 2.5(e)]. Moreover, from [26, Lemma 2.6] we find
0 ≤ Im (log(G)) ≤ πI. If G ∈ S1(H) and dissipative, then log(I +G) ∈ S1(H).
Moreover, one gets
det(I +G) = etr (log(I+G)), G ∈ S1(H). (C.3)
D Holomorphic functions in C+
A holomorphic function F+(·) in C+ belongs to F+(·) ∈ H∞(C+) if
supz∈C+ |F+(z)| < ∞. Let {z+k }k∈N(⊂ C+) be the set of its zeros and mk
the corresponding multiplicities. It is well known (see for instance [38, Section
VI C]) that the set of zeros satisfy the condition
∑
k
mkIm (z
+
k )
1 + |z+k |2
<∞. (D.1)
If the sequence {α+k }k∈N ⊂ R is chosen such that eiα
+
k (i− z+k )(i− z+k )−1 ≥ 0,
k ∈ N, then the corresponding Blaschke product
B+(z) =
∏
k
(bzk)
mk :=
∏
k
(
eiα
+
k
z − z+k
z − z+k
)mk
, z ∈ C+, (D.2)
converges uniformly on compact subsets of C+.
Moreover, F+(·) admits (see [38, Section VI C]) the following representation
F+(z) = κ+B+(z) exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµ+(t)
}
eiα+z, (D.3)
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z ∈ C+, where κ+ ∈ T, α+ ≥ 0 and µ+(·) is a non-decreasing function on R
generating a non-negative Borel measure and satisfying∫
R
1
1 + t2
dµ+(t) <∞. (D.4)
If F+(z) has no zeros in C+, the Blaschke product B+(·) in (D.3) is missing.
Let µ+ = µ
s
+ + µ
ac
+ be the Lebesgue decomposition of µ+, where µ
s
+ and µ
ac
+
are the singular and the absolutely continuous measures, respectively. Setting
IF+(z) := B+(z)SF+(z)eiα+z,
SF+(z) := exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµs+(t)
}
,
(D.5)
where α+ ≥ 0 and
OF+(z) := exp
{
i
π
∫
R
(
1
t− z −
t
1 + t2
)
dµac+ (t)
}
, z ∈ C+,
one gets the unique factorization F+(z) = κ+IF+(z)OF+(z), z ∈ C+, where
κ+ ∈ T and IF+(z) and OF+(z) are the inner and the outer factors, respectively.
Note, that |IF+(t + i0)| = 1, |OF+(t + i0)| = |F+(t + i0)| for a.e. t ∈ R and
dµac+ (t) = − ln(|F+(t + i0)|)dt. Note, that F+(·) is an outer function in C+, if
and only if it admits the representation
F+(z) = κ+ exp
{
− i
π
∫
R
(
1
t− z −
t
1 + t2
)
ln(|F+(t+ i0)|) dt
}
, z ∈ C+.
(D.6)
Clearly, F+(i) is real, if and only if κ+ = 1.
A holomorphic function F belongs to the Smirnov class N+(C+) if it admits
the representation F = F+/G where F+, G ∈ H∞(C+) and G is an outer
function. Any function F ∈ N+(C+) admits the representation
F (z) =κB+(z) exp
{
i
π
∫
R
(
1
t− i −
t
1 + t2
)
dµs+(t)
}
×
exp
{
− i
π
∫
R
(
1
t− i −
t
1 + t2
)
h(t)dt
}
eiαz , z ∈ C+,
(D.7)
where κ ∈ T, α ≥ 0, µs+(·) is a non-negative Borel measure, which is singular
with respect to the Lebesgue measure, and h ∈ L1(R, 11+t2 dt). Using (D.7) one
easily verifies that the H∞(C+)-functions F+ and G can be chosen contractive.
Indeed, let η(t) := max{h(t), 0} ≥ 0, t ∈ R, and k(t) := η(t) − h(t) ≥ 0, t ∈ R.
Notice that h(t) = η(t) − k(t), t ∈ R. Setting dµ+(·) := dµs+(·) + k(·)dt,
F+(z) := κB+(z) exp
{
i
π
∫
R
(
1
t− i −
t
1 + t2
)
dµ+(t)
}
eiαz , z ∈ C+,
and
G(z) := exp
{
i
π
∫
R
(
1
t− i −
t
1 + t2
)
η(t)dt
}
z ∈ C+,
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we define contractive analytic functions, where G is an outer function, such that
F = F+/G. Summing up we have proved the following lemma.
Lemma D.1. If F ∈ N+(C+), then there exists a non-negative Borel mea-
sure µ+(·) satisfying
∫
R
dµ+(t)
1+t2 dt < ∞ and a non-negative function η(·) ∈
L1(R, 11+t2 dt) as well as constants κ ∈ T and α ≥ 0 such that the represen-
tation
F (z) = κB+(z) exp
{
i
π
∫
R
(
1
t− i −
t
1 + t2
)
dµ(t)
}
(D.8)
holds where dµ(·) = dµ+(·)− η(·)dt.
E On H1(D) functions
Let D := {w ∈ C : |w| < 1}. By ln(·) we denote a branch of the logarithm such
that ln(z) ∈ R for z ∈ R+ and Im (ln(z)) ∈ (−π/2, π/2) for Re (z) > 0.
Lemma E.1. Let H(w) be a holomorphic function in D such that Re (H(w)) ≥
0 for w ∈ D. Let G(w) := ln(1 +H(w)) for w ∈ D. Then G(w) ∈ H1(D) and
the following estimate holds
0 ≤
∫ pi
−pi
Re (G(eiθ)dθ ≤ 2π |H(0)|. (E.1)
Proof. Obviously we have |Im (G(w))| ≤ π/2, w ∈ D. Furthermore, we have
G(0) =
1
2π
∫ pi
−pi
G(reiθ)dθ, r ∈ (0, 1),
which yields
2πRe (G(0)) =
∫ pi
−pi
Re (G(reiθ))dθ.
Since Re (G(reiθ)) ≥ 0 we obtain
‖G‖H1 ≤ 2πRe (G(0)) + π2
which yields G ∈ H1(D). In particular, we have
‖GR‖L1 = 2πGR(0), GR(w) = Re (G(w)), w ∈ D. (E.2)
Using the estimate Re (G(0)) = ln(|1 +H(0)|) ≤ |H(0)| we arrive at (E.1).
The result can be carried over to upper half-plane.
Corollary E.2. Let h(z), z ∈ C+, be a holomorphic function such that
Re (h(z)) ≥ 0 for z ∈ C+. Let g(z) := ln(1 + h(z)) for z ∈ C+. Then the
following estimate ∫
R
|g(x+ i0)| dx
1 + x2
≤ 2π |h(i)| (E.3)
is valid where g(x+ i0) := limy↓0 g(x+ iy).
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Proof. We set
H(w) := h
(
i
1 + w
1− w
)
and
G(w) := ln(1 +H(w)) = ln
(
1 + h
(
i
1 + w
1− w
))
= g
(
i
1 + w
1− w
)
.
Since ∫ pi
−pi
|G(eiθ)|dθ =
∫
R
|g(x+ i0)| dx
1 + x2
and h(i) = H(0) we obtain (E.3) from (E.1).
F Riesz-Dunford functional calculus
Let T be a densely defined closed operator. We say the function Φ belongs to
the class F(T ) if there is a a simple closed curve Γ in C which does not intersect
the real axis such that
(i) its open exterior domain ΩextΓ contains the spectra of T and
(ii) there is a neighborhoodO of the closed set ΩextΓ such that Φ is holomorphic
in O including infinity.
We note that if ρ(T ) is not empty, then the class F(T ) is not an empty too. In
this case one defines Φ(T ) by
Φ(T ) := Φ(∞)I + 1
2πi
∮
Γ
Φ(z)(T − z)−1dz (F.1)
where the integral
∮
Γ
is taken in mathematical positive sense with respect to
open inner domain ΩinΓ , see [21, Section VII.9]. We note that
Φ(ξ) = Φ(∞)− 1
2πi
∮
Γ
Φ(z)
z − ξ dz, ξ ∈ Ω
ext
Γ , (F.2)
Since ∮
Γ
|Φ(z)| |dz| <∞ (F.3)
the integral
∮
Γ
Φ(z)dz is well-defined. Hence the residuum res∞(Φ), Φ ∈ F(T ),
is well defined by
res∞(Φ) := − 1
2πi
∮
Γ
Φ(z)dz (F.4)
Since the curve Γ does not intersect the real axis, we get from (F.2) and (F.3)
that supt∈R(1+t
2)|Φ′(t)| <∞ for Φ ∈ F(T ). Therefore, if ν is a complex-valued
Borel measure satisfying
∫
R
1
1+t2 |dν(t)| <∞, then∫
R
|Φ′(t)||dν(t)| <∞
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which guarantees the existence of the integral
∫
R
Φ′(t)dν(t) and∫
R
Φ′(t)dν(t) = − 1
2πi
∮
Γ
Φ(z)
(∫
R
1
(t− z)2dν(t)
)
dz (F.5)
for Φ ∈ F(T ) provided ν satisfies ∫
R
1
1+t2 |dν(t)| <∞.
Let T and T ′ be two densely defined closed operators. We set F(T, T ′) :=
F(T ) ∩ F(T ′), that is, there is a simple closed curve Γ such that ΩextΓ contains
the spectra of both T and T ′. If ρ(T ) ∩ ρ(T ′) 6= ∅, then F(T, T ′) 6= ∅.
Lemma F.1. Let T and T ′ be two densely defined closed operators in H such
that ρ(T )∩ρ(T ′) 6= ∅. If the condition (T ′− ξ)−1− (T − ξ)−1 ∈ S1(H) for some
ξ ∈ ρ(T ) ∩ ρ(T ′), then Φ(T ′)− Φ(T ) ∈ S1(H) for Φ ∈ F(T, T ′).
Proof. Obviously we have
Φ(T ′)− Φ(T ) = 1
2πi
∮
Γ
Φ(z)((T ′ − z)−1 − (T − z)−1)dz
which yields the estimate
‖Φ(T ′)− Φ(T )‖S1 ≤ sup
z∈Γ
‖(T ′ − z)−1 − (T − z)−1‖S1
1
2π
∮
Γ
|Φ(z)||dz| <∞
which proves the assertion.
G Root vectors
Let T be an unbounded operator in H. If 0 6∋ ψ ∈ ker ((T −λ)n) for some λ ∈ C
and n ∈ N, then ψ is called a root vector of T belonging to λ. The point λ
is necessarily an eigenvalue of T . The set of all root vectors belonging to λ is
denoted by VT (λ). The set VT =
⋃
λ∈σ(T ) VT (λ) is called the root vector system
of T . If VT is a total set, then the root vector system is called complete.
Lemma G.1. Let T be a densely defined closed operator such that ξ ∈ ρ(T ).
The root vector system of T is complete if and only if the root vector system of
R := (T − ξ)−1 is complete.
Proof. Using
(R − µ)nψ = (−1)nµn(T − ξ)−n(T − λ)nψ, µ := 1
λ− ξ , ψ ∈ H, (G.1)
we get that ψ ∈ VT (λ) yields ψ ∈ VR(µ). Conversely, if ψ ∈ VR(µ), then
0 = (R − µ)nψ =
n∑
k=0
(
n
k
)
µn−kRkψ = µnψ +
n∑
k=1
(
n
k
)
µn−kRkψ
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which implies
ψ = −R
n−1∑
k=0
(
n
k + 1
)
µ−(k+1)Rkψ.
Hence, ψ ∈ dom (T ), and
ψ = −R
n−1∑
k=0
(
n
k + 1
)
µ−(k+1)Rk+1(T − λ)ψ.
This yields
ψ = −R2
n−1∑
k=0
(
n
k + 1
)
µ−(k+1)Rk(T − λ)ψ.
and ψ ∈ dom (T 2). If we proceed further in this way we finally get ψ ∈ dom ((A−
λ)n). Applying again formula (G.1) we obtain ψ ∈ VT (λ0).
H The class C0
Let us briefly recall some basic concepts and facts on contractions following
[61]. In [61] Nagy and Foias using theory of dilations have extended the Riesz-
Dunford functional calculus for a contraction T to the class H∞T (D) (see [61,
Section 3.2] for precise definitions). If a contraction T is completely non-unitary,
then H∞T (D) = H
∞(D) is just the Hardy class in the unit disc D. The extended
functional calculus makes it possible to introduce concepts of C0-contractions
and minimal annihilation function.
Definition H.1 ([61]).
(i) A contraction T in H is put in the class C0· (C·0 ) if s − limn→∞ T n = 0
(s-limn→∞ T ∗n = 0). It is set C00 := C·0 ∩ C0·.
(ii) It is said that a completely non-unitary operator T belongs to the class C0
if there exists a function u(·) ∈ H∞(D) \ {0} such that u(T ) = 0. The function
u(·) is called an annihilation function for T .
(iii) An annihilation function u0(·) is called minimal if it is a divisor in H∞(D)
of any other annihilation function u(·) for T .
It is well known that C0 ⊂ C00. Moreover, it is known [61, Proposition
3.4.4] that for any T ∈ C0 the minimal function exists and is unique up to a
multiplicative constant. The minimal function is denoted by mT (·). It is always
an inner one.
Alongside a m-dissipative operator D in H we consider its Cayley transform
T := TD := (D − i)(D + i)−1 = I − 2i(D + i)−1.
Clearly, TD is a contraction. Moreover, TD is completely non-unitary if and
only if D is completely non-selfadjoint.
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For any function v(·) ∈ H∞(C+) and any completely non-selfadjoint m-
dissipative operator D we set v(D) := v˜(TD) where
H∞(D) ∋ v˜(ζ) := v
(
i
1 + ζ
1− ζ
)
, ζ ∈ D.
We say the m-dissipative operator D belongs to the class C0· (C·0, C0) if TD
belongs to C0· (resp. C·0, C0). In other words, D ∈ C0 if it is completely non-
selfadjoint and there is a function v(·) ∈ H∞(C+) such that v(D) = v˜(TD) = 0.
Clearly, there always exists a minimal function mD(·) ∈ H∞(C+) which is an
inner function.
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