With the emergence of smart mobile devices (SMDs) and mobile applications, the cloudmobile edge computing (MEC) collaborative computation offloading (CMCCO) scheme, i.e., offloading the computation-intensive task from the local SMD to either the MEC server, or the remote mobile cloud computing server (MCC), is widely identified as a promising candidate under the conflict between SMDs' limited computing ability and computing-intensive application requiring higher energy consumption. Meanwhile, the existing CMCCO scenario over integrated cloud-MEC Fiber Wireless broadband access networks (CM-FiWi) architecture, by generally fixing computing ability and transmitting power, still achieves higher computation offloading overhead in terms of task's aggregate response time and SMD's energy consumption. In light of this, the energy-aware collaborative computation offloading (EA-CCO) paradigm with very diverse types of computation tasks over CM-FiWi broadband access network is provided in this paper. An iterative searching algorithm for collaborative computation offloading scheme (ISA-CCO) is proposed as a solution to obtain minimized task offloading overhead, which jointly takes scaling computing ability, variable transmit power, and residual battery rate into considerations. Extensive numerical results demonstrate that the proposed solution outperforms the traditional paradigms, e.g., optimal enumeration collaborative computation offloading scheme (OECCO), approximation collaborative computation offloading algorithm (ACCO), and game theoretic collaborative computation offloading scheme (GT-CCO). More specially, the proposed ISA-CCO scheme obviously achieves lower overall task offloading overhead than those fixed transmit power and computational frequency scaling.
I. INTRODUCTION
As moving towards the proliferation of 5G and beyond, Internet of Things (IoTs), and Tactile Internet, the coexistence of conventional broadband traffic and emerging computation offloading task poses significant challenges for communication paradigm, key enabling technologies, and operation managements [1] - [3] . From the perspective of smart mobile devices (SMDs), the performance gain is restrained by the The associate editor coordinating the review of this manuscript and approving it for publication was Honggang Wang .
inherently physical size due to the conflict between higher energy consumption caused by computation-intensive task and limited resource provided by SMDs, which characterized by limited computation resource, storage capabilities, and battery capacity. On the other hand, the emerging applications, including Augmented Reality/Virtual Reality (AR/VR), smart video acceleration, connected cars, IoT convergence gateway, etc., take possession of the computation intensive and/or latency-sensitive task in the vicinity of the SMDs [4] - [6] . Moreover, in order to prolong the SMD's battery life and decrease the aggregated task offloading response time, we can see that offloading the computation intensive and delay sensitive task from the local SMDs to either mobile edge computing (MEC) server, or mobile cloud computing (MCC) server is an underlying solution in the aforementioned applications [7] . From the standpoint of the current MEC hosted networks architecture, it is also known that the traditional MEC networks are the networking technology combining cellular network and core network (CN), which can be generally classified into three deployment scenarios, i.e., MEC scheme merged with radio access network (RAN) based on 4G Evolved packet core (EPC), MEC scheme integrated with CN based on 4G EPC, and MEC server deployment scheme based on 5G. However, this category of network architecture is becoming increasingly prominent for mobility, accounting, and security. To the best of our knowledge, the converged Fiber Wireless access networks (FiWi) can provide multiple radio access modes, lower operation costs, as well as lower deployment costs due to the seamless integration of capacity-centric optical backhaul network with coverage-centric wireless front-end network [8] - [10] . In general, both minimizing energy consumption and maximizing revenue are targeted to provide mobile broadband access network with a satisfactory experience. In order to achieve the advantages of ultra-low latency, low energy consumption, business localization processing and customizable, as well as high reliability, MEC techniques proposed by European Telecommunication Standards Institute (ETSI) has recently received much attention. Considering that MEC server transfers cloud data center function, e.g., mobile computation,network control, and cache resource to network edge. And, it is also important to note that the term transformation from MEC to multi-access edge computing is carried out to support more access mode in the novel broadband access networks [11] .
Due to the prior hybrid wireless optical broadband access network (WOBAN) architecture meeting the bottleneck of wireless mesh network (WMN) and gateway, Reaz et al. [12] first integrated a cloud with WOBAN to optimize the resource utilization while providing better service and higher scalability for end users, which gives rise to the so-called Cloud-Integrated WOBAN (CIW)via deploying cloud component near to the wireless router. In order to make the most full use of two-level cloud-cloudlet architecture, Maier et al. first proposed the coexistence architecture of conventionally centralized clouds and emerging decentralized cloudlets over FiWi networks to decrease the cost of computation service and resource cache [13] . Although there exists some research considering the MEC enabled collaborative computation offloading in detail, e.g., Guo and Liu [14] provided deep insights into the collaborative computation offloading paradigm in cloud-MEC FiWi broadband access networks (CM-FiWi) with multiple computation tasks, proposed a promising game-theoretic solution, and then prolonged the battery life of the SMDs. However, the local SMDs in most existing cloud-MEC collaborative computation offloading (CMCCO) scheme did still consume more energy on the basis of fixed computing ability and constant transmit power. In other words, there is existing few related literature for the collaborative computation offloading in CM-FiWi access network from both computational frequency scaling and transmit power allocation perspective. In addition,the efficient cost optimization scheme for hybrid cloudlet placement over FiWi can be further bridge longer access delay and low latency application.
Toward this end, an energy-aware collaborative computation offloading problem (EA-CCO) with very diverse types of computation tasks over CM-FiWi broadband access network is formed to further save energy. Therefore, an iterative searching algorithm for collaborative computation offloading paradigm (ISA-CCO) is proposed to achieve the optimal task offloading decision profiles, which jointly takes scaling computational frequency, variable transmit power as well as residual battery rate into considerations. More specially, the main highlights of the paper are organized as follows.
• An novel energy-aware three-level collaborative computation offloading scheme with very diverse types of computation tasks is considered over integrated CM-FiWi access network to advocate the coexistence of centralized cloud and distributed cloudlet. In addition, the necessity of the proposed general architecture is demonstrated by the extensive results.
• In order to alleviate the higher task offloading overhead represented by task aggregated response time and local SMDs' energy consumption, an promising ISA-CCO solution is proposed due to the joint optimization problem of objective function is referred to as a mixed integer non-linear program (MINLP) problem, while demonstrating the profound impact of scaling computational frequency, variable transmit power and residual battery rate on the optimal task offloading decision lists.
• User association is described based on the quality of service (QoS) in term of delay constraint, and the achievable uplink data rate can be achieved. It is convenient to calculate task aggregated response time, we consider the transmitting time for offloading traffic load, the task execution time over the hosting server, and the uplink propagation time. In addition, the effect of task computational result on the task response time is neglected. The rest of this paper is organized as follows. Related work should be given the first in Section II. Section III explains the system model in detail, which contains the offloading communication model and computation offloading model. In Section IV, the joint optimization problem of optimal task offloading decision profiles is then described. Then, the ISA-CCO is proposed as our solution. Moreover, Section V discusses numerical results and findings. Finally, based on the above observation, Section VI evaluates this paper.
II. RELATED WORKS
Recently, a rather large amount of research work focusing on MEC over CM-FiWi architecture emerged as future 5G and beyond mobile network toward decentralization.
Rimal et al. first discussed current need, design challenges, and unified resource managememt of MEC over FiWi network architecture in compliance with offloading packet delay, task response time efficiency, and battery energy efficiency [15] . Here, importantly, the concept of MEC over FiWi is elaborated over design scenarios, e.g., MEC over FiWi in terms of wireless local access network (WLAN), MEC over FiWi based on 4G LTE, and MEC and cloud radio access network (CRAN) coexisting over FiWi enhanced Long Term Evolution-Advanced heterogeneous networks (FiWi enhanced LTE-A HetNets). Then, a novel cloudlet-aware computation offloading resource management scheme enabled by two time division multiple access (TDMA) layers over both capacity-and coverage-centric FiWi networks was proposed [16] , a comprehensive analytical framework was developed to demonstrate the performance gain. Next, a distributed mobile data offloading framework by adopting a non-cooperative three-level game-theoretic approach in the envisioned FiWi enhanced LTE-A HetNets was proposed in Ref. [17] . Finally, comprehensive combination MEC with centralized cloud computing over integrated FiWi access network was proposed by considering a novel two-layered TDMA based unified resource management scheme, and an two-level cloud-MEC analytical framework [7] . In addition, performance metrics and comprehensive analytical framework were developed to estimate the effect of both cloud and MEC on FiWi access networks.
Note, however, that a myriad of SMDs in a polling cycle time are associated with only an optical network unit access point (ONU-AP) in the WLAN coverage or an ONU evolved Node Basestation (ONU-eNB) in the cellular coverage by adapting the non-collaborative computation offloading solution. In addition, MCC empowered computation offloading paradigm suffers longer latency caused by offloading traffic load transmission over the wide area network (WAN), and neglects the remote task execution time due to stronger computing capabilities of centralized cloud computation. On the other hand, MEC empowered computation offloading has the demerits of limited computing and storage capabilities.
Therefore, it is only recently that the emerging paradigm, collaborative computation offloading scheme required along with resultant CM-FiWi access networks, is believed to be a feasible research approach to deal with the backhaul bandwidth bottleneck, drawback, and challenges. Guo et al. proposed three practical solutions, i.e., a icentralized optimal enumeration collaborative computation offloading scheme (OECCO) to reach optimal solution, a centralized approximation collaborative computation offloading algorithm (ACCO) to attain near-optimal solution, and a distributed game-theoretic collaborative computation offloading scheme (GT-CCO) to achieve near-optimal solution, for the NP-hard problem of CMCCO to moderate total device energy consumption and task aggregated response time [14] , [18] . In addition, the corresponding computation complexity are o (3 n ),o n 2 , and o (C · n), respectively, where n is the total number of computation task. Although, the existing studies outlined the collaborative computation offloading between SMDs, MEC server and MCC server over FiWi access network in sufficient detail, considering scaling CPU-cycle computing ability, variable device transmit power, and residual battery capacity rate can be further extended to CMCCO problem and has not been explored in the CM-FiWi access network to mitigate task offloading overhead.
III. NETWORK ARCHITECTURE
In this section, specifically, we first will describe the state-of-the-art CM-FiWi network architecture integrating MEC server, MCC server, and FiWi access networks, which empowers the energy-aware collaborative computation offloading paradigm and supports coexistence of local SMDs, MEC server and MCC server. More special, both communication model and computation offloading model are separately discussed in the proposed system model. Fig.1 describes the general architecture for energy-aware CMCCO scheme over FiWi enhanced LTE-A HetNets, which is designed to not only extend the battery life of SMDs, but also improve optical backhaul energy efficiency. It is easily seen from Fig.1 that the generic configuration consists of optical backbone network, which lies between remotely centralized MCC server and optical line terminal (OLT) located in central office (CO), and integrated FiWi broadband access network, which comprises mesh topology-centric wireless front-end network, e.g., IEEE 802.11 b/g/n/s, and tree topology-centric optical backhaul network, e.g., IEEE 802.3ah EPON or IEEE 802.3av 10G-EPON. Here, we only consider two different subsets of servers with different computation and storage capabilities in this paper, as depicted in Fig.1 . The first subset of MEC servers, such as decentralized cloud server and local data center, lie in the vicinity of the integrated ONU-APs and interconnect to the ONU-AP through dedicated optical fiber link. The second subset of MCC server, e.g., Amazon AWS, Microsoft Azure, Facebook Big Basin and Google GCE, locate in the remotely centralized cloud data center away thousands of kilometers from the multiple SMDs across the WAN and the considered CM-FiWi enhanced LTE-A HetNets. In addition, several available ONUs are further categorized into traditional ONUs to provide single fixed wired subscriber or multiple fixed wired subscribers with fiber-to-the-X (FTTX) services, integrated ONU-eNB to provide SMDs in the coverage of cellular with wireless access services, and integrated ONU-AP to provide wireless access networks to mobile uses in the coverage of WLAN. It is worth noting that each ONU-AP (or ONU-eNB) is connected to a single MEC server and provides multiple SMDs with wireless access and task offloading service.
Without loss of generality, our proposed solution is only created with the integrated ONU-AP access mode in terms of radio and fiber (R&F) in mind, which can provide the SMDs with WLAN coverage. Besides, it is assumed that wireless mesh front-end is single-hop scenarios for the delay-sensitive applications, which can be divided into fine-grained task. Let and denote the sets of SMDs and computation task types, respectively. For simplicity, the SMD randomly request type of computation task with the probability of P i,j , where 0 < P i,j < 1, i ∈ [1, 2, . . . , N ], j ∈ [1, 2, . . . , M ], and P i,j follows Poisson distribution. It is worth noting that the expressive form of the computation task j produced by the SMD i is denoted as τ i,j , and three items is generally used to depict packets of fixed size, i.e.,
where m i,j represents the size of computation task input data (in KB), c i,j expounds the necessary CPU cycles to accomplish computation task traffic (in CPU cycles), and t max i,j indicates the required delay threshold to process computation task(in second). In addition, each computation task has only three offloading strategies (i.e., λ i,j ∈ {−1, 0, 1}) in this paper, either local execution on the SMDs (λ i,j = 0) or edge execution on MEC server (λ i,j = 1), or remote execution on MCC server (λ i,j = −1) to minimize its computation offloading overhead.
A. USER ASSOCIATION MODEL
Here, it is assumed that the wireless frequency resource occupied by the integrated ONU-AP has been denoted for K orthogonal channels, alternatively, the proposed ONU-AP can be responsible for at most K SMDs at any time. We consider two categories of channel models, i.e., wireless interference channel model for cellular network coverage and wireless contention channel model for WiFi network coverage. Specifically, we formulate the achievable uplink data rate between computation task of j-th style requested by i-th SMD and integrated ONU-eNB as c i,j wl (in KB/s) via the wireless interference access channel, which can be obtained as
where ω is the channel bandwidth, σ 2 represents the background noise power, p i,j defines the transmission power for the local SMD, and φ k denotes the index of the wireless sub-channel occupied by the local SMD. Moreover, g i,j given by α · L −β i,j explains the channel gain between computation task of j-th style requested by i-th SMD and integrated ONU-eNB. Where α is the small scale fading factor, L i,j defines the path length between SMD and ONU-eNB, and β presents the path loss factor. Conversely, in this cellular network coverage scenario, multiple SMDs share the same spectrum simultaneously so that the offloading decisions should fulfill the following constraint condition, i.e., i∈N j∈M λ i,j ≤ K . In contrast, for the wireless contention channel model, the wireless uplink transmission capacity between computation task of j-th style requested by i-th SMD and ONU-AP is measured in the forms of the time scale of milliseconds/seconds, which can be derived as follows.
where γ i,j denotes the offloading traffic load transmission rate of computation task of j-th style requested by i-th SMD, and ω i,j explains the weight coefficient used for contenting sub-channel between SMD i offloading task type j and ONU-AP. In general, the larger weight coefficient ω i,j is, the larger probability SMD contents the channel resource.
B. THREE LAYER-BASED COMPUTATION OFFLOADING MODEL
One can easily see that the computation task deriving from each SMD is successfully offloaded to either the remote MCC server, or the decentralized MEC server, or executed over the local SMD. In order to achieve lower task offloading overhead indicated by both tasks aggregate response time and local SMD's energy consumption, the whole fine-grained tasks should possess optimal computation offloading decisions.
1) LOCAL SMD EXECUTION PARADIGM
First, we know that the computation task τ i,j is executed locally over the SMD with different computation capabilities (i.e., λ i,j = 0). Thus, the computation task response time only consists of local execution time, which is equal to the ratio of the necessary CPU cycles to complete computation task (i.e., c i,j ) and the SMD's computing ability (i.e., f loc i ) and then can be calculated as
As we know, the chip voltage by adjusting dynamic voltage and frequency scaling technologies can be expected to achieve optimal computing capability [19] . Here, the local computation execution energy consumption e loc i,j is then given as
where ζ is a constant depending largely upon the available chip architecture. Therefore, jointly given the Eqs. (3) and (4), the total task offloading overhead in local execution scenario (i.e., ψ loc i,j ) can be then given by Eq. (5).
where α t i,j (i.e., α t i,j ∈ [0, 1]) and α e i,j (i.e., α e i,j ∈ [0, 1]) present the weighting coefficients of task type j response time and SMD i energy consumption, respectively, and β i (i.e., β i ∈ (0, 1]) denotes the weighting coefficient, which is largely defined by the i-th SMD residual battery rate. Given the fact that the different QoS requirement deriving from the offloading task load, the SMD can set different α t i,j and α e i,j for the different task type and the different hosting SMD, respectively. More specifically, we can set α t i,j = 0 and α e i,j = 1 only if the SMD under low battery rate is sensitive to the energy consumption (e.g., interactive gaming). On the other hand, we can set α t i,j = 1 and α e i,j = 0 only if the SMD hosting offloading task is delay-sensitive (e.g., face identification and fingerprint recognition). If the SMD is more sensitive to the energy consumption than the response delay, the value of α e i,j is larger than that of α t i,j . Without loss of generality, we have in this paper conditional indentity α t i,j ·β i +α e i,j = 1, while taking the SMDs' residual battery rate into consideration. Therefore, the Eq.(5) can be recalculated as follows.
2) MEC SERVER EXECUTION PARADIGM Similarly, the SMD will migrate its computation offloading task into the hosting MEC server in close proximity to the SMDs (i.e., λ i,j = 1) via wireless frontend access and dedicated fiber link. According to the fact presented in [14] , the computation task aggregate response time by offloading to the MEC server consists of two components:(1) The computation task packet transmission delay T mec trans , which can be calculated as T mec trans =
Here, the output data size of task τ i,j is significantly smaller than the task input data size, and thus the transmission delay of computation outcome from the hosting MEC server to the local SMD is neglected. (2) More specially, the arrival and the execution of the computation task at the hosting MEC server can be modeled as M/M/1 queue. Therefore, the corresponding computation task processing time T mec process , which is composed of both the queuing waiting time and the task execution time, then can be calculated as T mec process = c i,j f mec −λ mec , where λ mec refers to the computation task's average arriving rate in the MEC server and further can be defined as
Here, I { * } is an indicator variable, where I { * } = 1, if * is true, and otherwise. In a word, the computation task aggregate response time offloading to MEC server (i.e., t mec i,j ) can be written as t mec i,j = T mec trans + T mec process (7) Moreover, the total energy consumption of the aforementioned edge execution paradigm for task type j requested by SMD i can be shown in Eq. (8) .
where p i,j presents the average energy consumed by local SMD during computation task offloading transmission and execution service due to the SMD still in active state phase. Similarly, after achieving the aggregate response time and the energy consumption, the task offloading overhead of task τ i,j in MEC execution paradigm (i.e., ψ mec i,j ) can be obtained as
3) MCC SERVER EXECUTION PARADIGM Fortunately, delay-tolerant and data-intensive computation task accompanied by an extensive of computation and storage resources is executed in MCC server by making the most of the computation resource for the mobile cloud data center, which aims to prolong the battery life and augment the computation capacity of the local SMDs. In addition, the aggregate response time for remote MCC server (i.e., λ i,j = −1 ) consists of two components:(1) The computation task packet transmission delay,which can be calculated as
The total propagation delay T mcc prop , which is equal to the round trip time crossing from the MCC server to the SMD i and vice versa, i.e., T mcc prop = 2 T prop1 + T prop2 + T prop3 . Here, the execution delay over the MCC server is assumed to be neglected due to the attractively huge capability. Therefore, it is unnecessary to define the value of the notation f mcc i . Given all this, the aggregate response time of the computation task offloading enabled by MCC, denoted as t mcc i,j , be then given by
Here, the corresponding task offloading energy consumption for MCC paradigm can be calculated as below.
As mentioned above Eqs. (10) and (11), the task offloading overhead executed over the remote MCC paradigm can be similarly expressed as follows.
IV. JOINT OPTIMAL PROBLEM TO MINIMIZE TASK OFFLOADING OVERHEAD A. PROBLEM FORMULATION
The task offloading overhead of all the SMDs in converged multi-access edge computing and FiWi access network should be minimized due to the permissible response time and energy consumption required by different task type. Obviously, according to Eq. (6), the local task execution model is mainly affected by the variable computational frequency of the corresponding SMD. Therefore, the scaling computational frequency paradigm poses a significant challenge for the optimal local computing (i.e., f loc i ). Meanwhile, the effect of the transmit power allocation (i.e., p i,j ) on both edge and remote execution model is obvious according to Eqs. (9) and (12) . In contrast, the several traditional solutions, fixing computing ability and transmit power, are beneficial for providing all the SMDs with the optimal task offloading decision lists, while satisfying the maximum permissible response delay [14] , [18] . Without loss of generality, both task aggregate processing delay and local device energy consumption should be further decreased to prolong the battery lifetime of the SMDs. Toward to deal with this issue, we introduce scaling computational frequency and variable transmit power, while taking the residual battery rate into consideration and achieve the tasks' optimal task offloading set in CM-FiWi broadband access network. Toward this end, on system architecture presented in Section III based the joint optimal problem to minimize task offloading overhead can be calculated as follows in detail.
P1
: min
where the general task offloading overhead function model ψ i,j λ i,j , f loc i , p i,j can be further formulated as
It is important to note that both the objective function and the constraints for the task offloading overhead is characterized by non-convex, the problem P1 is challenging to be addressed due to inherent non-convex and mixed integer nonlinear trait [20] . To further simplify the problem P1, the objective function by leveraging constraint C1 and Eqs. (6), (9) , and (12) can be first rewritten as follows Eq. (15) , as shown at the bottom of the next page. According to the modified paradigm of the objective function, one can easily see that the underlying problem P1 comprises three parts. Thereinto, the effect of the SMDs' CPU computational frequency scaling (i.e., f loc i ) on the first part is obvious, whereas the dependence of the latter two parts on the SMDs' variable transmit power (i.e., p i,j ). To address this issue, the problem P1 can be further classified into two irrelevant sub-problems, i.e., one paradigm of optimal local computing via scaling computing ability, and another paradigm of optimal task offloading via variable transmit power.
B. OPTIMAL LOCAL COMPUTING VIA SCALING COMPUTING ABILITY
Based on the presentations of Eq. (15), specifically, the first sub-problem P2 decomposed from the problem P1 can be expressed by Eq. (16) .
According to constraints C3 and C6, we can see that computational frequency factor f loc i is varying from
Considering that the value of the objective function in the sub-problem P2 is always positive in defined domain, and thus there must be a minimum value. The derivative of objective function F f loc i with respect to computing ability f loc i is a potential solution for the sub-problem VOLUME 8, 2020 P2, i.e., ∇F f loc
Therefore, we can get the stationary point defined as
It is worth mentioning that the second derivative of the objective function is non-negative so that the curve of the sub-problem P2 is concave. Therefore, the objective function F f loc i decreases gradually with the increasing f loc i when f loc i ≤ f loc * i , and vice versa. Therefore, the optimal task offloading overhead of the local computing paradigm (i.e., ψ loc * i,j ) can be expressed as follows.
C. OPTIMAL TASK OFFLOADING VIA VARIABLE TRANSMIT POWER
For the realization of the optimal task offloading via variable transmit power, the sub-problem P3 converted from the problem P1 by making full use of the Eq. (18) is designed to a promising candidate.
After substituting the local optimal task offloading overhead described by Eq. (18) into the generic objective function presented in Eq. (15) , it is also important to ensure that the sub-problem P3 is a NP-hard and a MINLP, which further categorized into two sub-problems, i.e., on the only combination of transmit power allocation with MEC server enabled task offloading (i.e., sub-problem P4), and on the only combination of transmit power allocation with MCC server enabled task offloading (i.e., sub-problem P9). A globally sub-optimal strategy in terms of sub-optimal task offloading decision profiles, SMDs' optimal computational frequency scaling, and SMDs' sub-optimal transmit power allocation can be achieved after the integration of two sub-problems. On the one hand, joint local SMD execution and MEC server paradigm is only considered by mathematical transformation,in which I λ i,j = 0 and I λ i,j = 1 are replaced with 1 − λ i,j and λ i,j , respectively. Therefore, the first sub-problem of the problem P3 (i.e., the problem P4) can be indicated by Eq. (20) .
Given the fact that λ i,j is a binary variable according to the constraint C9, and it is feasible to transform linear programming problem into standard form and introduce relaxation coefficient. The introduction of both Eq. (1) and relax coefficient (i.e., replacing λ i,j with α i,j · (1 − α i,j ) can be relaxed to a real number in the interval [0,1]) into problem P4 and the replacement of α i,j · p i,j with p * i,j are satisfied. Therefore, the problem P4 presented in Eq. (20) can be further represented by relaxed function P5 with respect of α i,j
and p * i,j .
P5 : min
where noise power Q denotes n / ∈i m / ∈j P n,m · p n,m · g n,m , vari-
, and P mec presents
. The introduction of both Lagrangian (i.e., L mec α i,j , p * i,j , ε ) and penalty factor (i.e., ε) into the problem P5 in Eq. (21) can be expressed by Eq. (22) .
As we know that the objective function of P5 indicated in Eq. (21) has the same optimal solution as the Lagrangian function in denoted in Eq. (22), if the value of ε is large enough. In addition, Eq. (22) can be further grouped into two parts, in which one is characterized by F 1 p * i,j , α i,j and other is formulated as F 2 α i,j , to minimize Lagrangian function iteratively.
P6 :
min
can be achieved. Similarly, the objective function is also non-convex. When it comes to an optimal solution for the non-convex objective function, the existing Frank-Wolfe algorithm is a promising paradigm [21] . Therefore, the problem P6 can be shown in Eq. (24).
P7 : min
where (l) α i,j is the value of the α i,j after l-th iteration. Specially, the introduction of D.C. programming method into the constraint C12 of the problem P7 is a promising solution due to its convex characteristics. The constraint C12 can be rewrote as
+ Q is the first-order Taylor approximation of H 2 σ 2 + Q . And, we achieve the solution as follows.
. As described in the end, the constraint C12 can be demonstrated.
The substitution of the Eq. (25) into problem P7, the problem P5 in Eq. (21) can translated into problem P8 in Eq. (26).
P8 : min
Aiming at the second sub-problem in P3 represented by Eq. (19) , i.e., on the only combination of variable transmit power with MCC server enabled task offloading is the same solution as the first sub-problem in Eq. (20) . For the sake of simplification, this sub-problem can be represented by Eq. (27). C14 :
Here, λ i,j = 0 or λ i,j = −1 means that computation task τ i,j is locally executed over the local SMD or offloaded to the remote MCC server, respectively. The similar solution of the problem P4 can be used to solve this sub-problem P9, and thus this sub-problem P9 can be transformed as Eq.(28).
P10 : min
where R mcc =
, and ϕ 2 σ 2 + Q = log 2 (σ 2 + Q) can be assumed. And, t is the iteration number in this paradigm.
Finally, iterative searching algorithm can be used to solve the P8 and P10 with an initial value of (
α i,j ). In order to differ from the Lagrangian function of the Problem P4, the Lagrangian function of the P9 can be specified by Eq. (29), and P mcc equals
On the combination of the two sub-problems of P3 with the problem P1 can be used to achieve a globally optimal solution by adapting the ISA-CCO, which are presented in Algorithm in more detail. More specially, the implementation procedure of the proposed ISA-CCO algorithm can be further classified into four process. Firstly, from step 4 to step 9, the optimal local computing ψ loc * i,j f loc i and the corresponding CPU computational frequency f loc i can be achieved according to Eq. (18). Then, from step 10 to step 15, on the only combination of transmit power allocation with MEC server enabled task offloading can be used to achieve all the tasks' offloading decisions λ i,j and all the SMDs' transmit power allocation (l) p * i,j with the help of ISA-CCO. Moreover, from step 16 to step 21, on the only combination of transmit power allocation with MCC server enabled task offloading be used to achieve all the tasks' offloading decisions λ i,j and all the SMDs' transmit power allocation (l) p * i,j by using the same ISA-CCO. Finally, an optimal task offloading decision list, the whole SMDs' scaling computational frequency and variable transmit power, and the minimize task offloading overhead can be obtained at steps from 22 to 33.
V. PERFORMANCE EVALUATION
The performance of the proposed EA-CCO scheme is demonstrated by adapting ISA-CCO algorithm, which sheds some light on scaling computing ability and variable transmit power to carry out joint task offloading optimization. Without loss of generality, a series of available parameter settings are listed in the Table 1 during our simulation. gradually with the increasing number of SMDs. In addition, the ISA-CCO solution outperforms the traditional solutions, and achieves the lowest total task offloading overhead when it comes to the same number of SMDs. Here, the reason is that ISA-CCO solution firstly meets the optimal local computing, then either the local and MEC execution model or the local and MCC execution model achieves (l) α i,j and (l) p * i,j by using Eq. (26) to achieve the minimize task offloading overhead. Therefore, the integration of computational frequency scaling with transmit power allocation can significantly alleviate local device energy consumption and offloading task processing delay. Just saying this, the superiority of the ISA-CCO to three benchmark schemes is successfully demonstrated.
2) OVERALL TASK OFFLOADING OVERHEAD VS. NUMBER OF SMDS UNDER DIFFERENT β I Except for the impact of both transmit power allocation and computational frequency scaling on ISA-CCO solution over the proposed CM-FiWi access network, we can clearly observe that the performance improvement of the ISA-CCO solution is also restrained by the residual battery rate β i from Figs. 3, 4 and 5. More specially, as depicted in Fig.3 , with the increasing number of SMDs, the overall minimize computation task response time rises gradually, due to the ISA-CCO paradigm costs more time to execute the computation tasks associated with local SMDs. In addition, as the value of β i increases, the overall minimize response time increase in the case of the same amount of SMDs. The reason is that the total aggregate response time is represented by α t i,j · β i · t λ i,j i,j , and the total aggregate response time rises with the growing β i . In other words, the bigger the residual battery rate is, the more possibility that the SMDs select the offloading execution not the local execution. Then, we also observe from Fig. 4 that the overall minimize energy consumption increases as the total number of SMDs increases due to the enormous amount of computation tasks should be collaboratively disposed. The energy consumption of the SMDs is the key impacting indicator among the parameters listed in Table 1 . And, the smaller the residual battery rate is, the lower energy consumption is. In other words, the proposed EA-CCO scheme is more sensitive energy consumption, the ISA-CCO paradigm motivates the local SMDS to offload the computation task to MEC server or MCC server and prolong the battery life. Especially given that the task offloading overhead function from Eqs. (6), (9) , and (12), the effect of β i on overall minimize energy consumption is bigger than that of on total minimize aggregate processing time from Figs 3 and 4. This is because that the factor of the former is bigger than that of the latter. Finally, the overall minimize task offloading overhead vs. Number of SMDs by taking into different β i consideration can be depicted in Fig. 5 , and the similar trend can be achieved from Fig. 5 . Therefore, the introduction of the residual battery rate into EA-CCO scheme can achieve lower total minimize aggregate processing time, where the necessity of ISA-CCO solution is valuated after carrying out a broader range of experiments. 
3) CONVERGENCE BEHAVIOR
Just our proposed ISA-CCO solution in terms of minimize task offloading overhead, there be an iterative searching in second part and three part of Algorithm 1. Therefore, the convergence behavior in terms of average iteration vs. number of SMDs should be verified the proposed ISA-CCO solution. We can observe from Fig.6 that the average iterations increases along with the increasing number of SMDs due to when the number of SMDs increases, the scalability improves significantly. As depicted in Fig.6 , on the one hand, the convergence behavior of both GT-CCO and ISA-CCO is very stable and fast. On the other hand, the average iterations approximate linear growth with the increasing number of SMDs. 
VI. CONCLUSION
The problem of the energy aware collaborative computing offloading over the CM-FiWi access network was studied in this paper in detail. In order to resolve the problem, the ISA-CCO was proposed as a solution of the existing CMCCO problem, while taking scaling computing ability, variable transmit power, and residual battery rate into consideration. To highlight the superior performance gain of the proposed ISA-CCO, joint fixed computation capacity and transmission power is identified as benchmark. More specially, the task offloading overhead is non-convex and MINLP, which can be further decomposed into two sub-problems, i.e., on the only combination of transmit power allocation with MEC server enabled task offloading, and on the only combination of transmit power allocation with MCC server enabled task offloading. The extensively experimental results demonstrated that the novel ISA-CCO solution outperforms the existing solutions in solving available EA-CCO problem. Moreover, the convergence behavior in terms of average iterations vs. number of SMDs was validated in terms of the stable scalability. In the near future work, we will take into efficient cost hybrid cloudlet placement over FiWi access network consideration. In addition, the energy consumption of all the network architecture should be evaluated in detail, which concluding energy consumed by remote cloud data, field MEC server, and local SMDs. ZEFU TAN was born in 1969. He is currently pursuing the M.S. degree with Chongqing Three Gorges University. He is also a Professor with Chongqing Three Gorges University. His research interest is hybrid optical wireless broadband access networks.
