Introduction
Predictive mathematical models of natural or engineered systems are usually based on the principles of physics and mechanics. These models -referred to as mathematical models in this article -can either be used to understand the behaviour of the systems or be used in design of those systems. Reasonably accurate models of structural systems, such as long span bridges and high-rise buildings, do exist and are used in design and evaluation of their resilience under high wind and earthquakes loads. However, even in these cases reliable and detailed models either for extreme loading condition or for the long term condition of these structures may not be available. It becomes difficult to develop a pure mathematical model that represents accurately real-world systems, either when interactions between the components of the system contribute greatly on the whole system response, or when correlation with other infrastructure and societal impacts are modelled along with physical response.
In a mathematical modelling process, decisions are made about which parts of the system to model closely and which parts to ignore or account for indirectly. The selected parts normally have features that govern the behaviour of the system. The response of a model to external stimuli is compared with an experiment or a naturally occurring event. If the response of a mathematical model significantly differs from the experiment or natural event, and if the responses can be effectively associated with specific component models, then the model is refined and the cycle is repeated until a satisfactory level of accuracy is reached. However, deciding how to represent a system in mathematical formulations is often the most difficult part of the modelling process, especially with complicated or complex systems. When observation of isolated component responses is not feasible, mathematical modelling involves selection of component models and parameterization of them based on intuition, experience, or expert opinion to fit to the real world. Moreover, solving the inverse problem to refine component models may not always be feasible.
In the mathematical modelling, idealization is the quantitative transition from complicated, experimental, and real-life situations to ideal, theoretical, and limiting cases. The degree of idealization is related to a trade-off between simplicity and accuracy of the model. The process of idealization always involves leaving out certain essential aspects. The difference between the idealized mathematical model and the real-world system may be significant.
The field of mathematics-based computational mechanics, while it has been extremely successful, has its limitation. An alternative approach is information-based modelling, which constitutes a fundamental shift from mathematical equations to data that contain the required information about the underlying mechanics. In this article, a new hybrid formulation that includes the most effective aspects both on mathematics-based and information-based methods is proposed to represent complex behaviour of real-world systems. A potential use of the proposed hybrid method is illustrated through modelling of highly pinched hysteretic behaviour of beam-to-column connections.
Information-based methods
An alternative modelling and simulation approach is data intensive/information-based methods that use machine-learning techniques, such as neural networks, to recognize patterns in the behaviour of the system. The resulting model -referred to as informational modelling in this article -can be used for predictive modelling of the system. However, information contained in data has been used in the past in ways that differ from informational modelling. For example, in structural systems the data generated in laboratory experiments or field observations is often used to verify the accuracy and reliability of the mathematics-based models and to refine those models. On the other hand, in the emerging field of structural condition monitoring the data generated either by experiments on the structure or by sensing the ambient response of a structure under wind and traffic loads is all that is available, informational (and hybrid) techniques are more relevant.
In many systems, it is not possible to observe the behaviour of components in isolation and yet it would be very informative to be able to associate aspects of behaviour with the dynamics of the underlying components. Given that component behaviours aggregate to produce system response, data on the overall system response therefore contains information on component behaviour. However, it is a difficult inverse problem to decompose system response. An example is the case of in-vivo determination of the mechanical properties of human cornea for performing individualized virtual refractive surgery to optimize the outcome of the actual refractive surgery [1] [4] . In this case in-vivo data on the corneal mechanical property is not available. Data on the response of the cornea as a system can be generated by various minimally invasive methods, including the widely used Goldman applanation tonometry. The data generated by applanation tonometry contains information on the mechanical properties of the cornea. The Autoprogressive Algorithm and Self-learning Simulation is a method of addressing the inverse problem and allowing the extraction of the information about the components of the system from the monitored response of the system [5] [7] . Schematics of this system are illustrated in Figure 1 . In essence, Self-learning Simulation uses the sensitivities of the mathematically-modelled component of the system to interpret the origin of phenomena modelled by the information component, combining training of the neural network with exploration of the sensitivities of the mathematical model under relevant conditions. Self-learning Simulation identifies the relevant conditions dynamically during the training process. Autoprogressive Algorithm and Self-learning Simulation has been successfully used in structural engineering [8] [13], geotechnical engineering [5] [14] [21], heat transfer [22] , and biomedicine [2] [4] . Autoprogressive Algorithm and Self-learning Simulation extract the information about the behaviour of the components of the system and store that information in neural networks. These trained neural networks can be used as models of the components of the system in the predictive modelling and simulation of the response of the system to external stimuli.
Informational modelling and simulation have only become practical relatively recently but they are proving extremely powerful both in predicting system responses and in identifying patterns that may suggest the nature of underlying mechanisms. However, the latter use also identifies the source of their major limitation -they exploit correlations to predict system response rather than true cause-effect relations. Thus, they are most reliable for systems in their 'normal' states and become increasingly unreliable when used to predict responses to rare/extreme events. For example, a trained neural network with given system response would not provide insight into the underlying mechanics of components and interactions between components of the system. To remedy limitations of both mathematics-based and information-based methods, a mixed formulation would be a clear option worthy of investigation.
Hybrid mathematical -informational modelling method
As illustrated in Figure 2 , mathematical and informational modelling methods can be seen as two extremes of the range of modelling methods [23] . In addition to the distinctions outlined above, mathematical based computational methods are often referred to as 'hard' computing in contrast to 'soft', 'biologically-inspired' informational methods. Hard computing methods are precise and offer insight into response under extreme conditions, while soft computing methods are often more robust and imprecision tolerant. The fundamentals of these distinctions are discussed in more detail in [7] . The significant differences in the nature of these two extremes are precisely why hybrid methods have such potential. In this article, a new hybrid method that combines the strengths of the mathematical and informational modelling methods called Hybrid Mathematical-Informational Modelling method (HMIM) has been developed. In HMIM, physics and mechanics based mathematical models are used to model what is known about the components of the system. The mathematical model is complemented by informational methods. The role of the informational method is to model aspects of system behaviour whose nature is unknown and/or hard to quantify and are hence not amenable to mathematical modelling. This hybrid modelling framework has been developed with the goal of realistically simulating natural or engineered systems. The framework of the proposed hybrid modelling is schematically shown in Figure 3 . In essence, this diagram shows that the informational method (a neural network in HMIM) is used to model the differences between observed system response and the mathematically modelled response. In the hybrid modelling framework, the key ingredient is the direct integration of measured data by using computational intelligence to complement mathematical representations. The tripartite relationship in the lower middle part of the flowchart is a unique feature of hybrid modelling that schematically describes how a hybrid model can learn the realistic behaviour of the system. However it should also be noted that, in addition to its use in the informational method, observational data may also be used directly to parameterize the mathematical model if it is practical to create experimental conditions in which scientists and engineers can directly measure outcomes needed to constrain specific parameters. Conversely, neural network approaches may be applied to model individual system components in addition to their primary application at the system level if sufficient data on the isolated response of that component is available for use in training.
In HMIM, the neural networks only store information that is contained in experimental data that the mathematical models do not capture -i.e. they are being trained to represent fewer dimensions than would be required in a purely data-driven approach. This serves to reduce the amount of training data required, making it possible to extend modelling to larger, more complex systems for a given amount of observational data. Further, the neural network model of this difference may be simpler to interpret to identify system components or interactions that the mathematical model leaves out and, in addition to improving prediction capabilities, may more effectively guide researchers towards improved understanding of system dynamics. One particularly powerful way of extracting the information on the aspects of the behaviour that mathematical models miss from experimental data is by using Autoprogressive Algorithm and Self-learning Simulation that was described in the previous section. 
Illustrative example: beam-to-column connection
The proposed HMIM method is illustrated through modelling highly pinched hysteretic response of beam-to-column connections. Kukreti and Abolmaali carried out full scale experimental tests for 12 top-and-seat angle connections in 1999 [23] . A top-and-seat angle connection which is expected to have most diverse deformation sources is chosen for the purpose of modelling and validating. Although this example demonstrates the application of hybrid method to uni-axial cyclic behaviour, the capability of neural networks in modelling of unloading in bi-axial material behaviour was demonstrated in the first application of neural networks in material modelling [29] .
Identification and classification of deformation components
The HMIM adopts the concept of a component-based modelling approach. A component could be defined as either a part or a group of parts, which comprise the system to be modelled. The components have their own constitutive relationships and their behaviours should critically affect the behaviour of the system they comprise. Therefore, identifying deformation sources is the initial step in the hybrid modelling process. Depending on the characteristics of each deformation source, the identified components are classified to mathematics-based or information-based components. Some components are suitable for the mathematical modelling because underlying mechanics are welldeveloped and efficient mathematical formulations exist so that their component constitutive relationships could be developed by only material and geometric properties. Others are suitable for the informational modelling because a background theory induces too much simplification or available representations are too complex to be implemented in current computational power. It is noted that the information-based components also cover some deformation sources if they are greatly influenced by some circumstance that are not amenable to the component mechanical properties, such as temperature, size effects, interaction between components, and other factors. ④ The slip between angles and beam flanges causes reduced moment transferring through the connection. ⑤ The bolt-hole becomes ovalized if excessive stresses are concentrated on it and therefore the slip deformation increases. ⑥ The clamping force should be considered to describe contact problems including slip and friction. ⑦ The prying effects are activated on the boundary condition of the outstanding legs of angles. ⑧ Hot-rolling process develops residual stresses of angles as well as beams and columns. In addition, geometrical imperfection is produced from fabrication processes and influences buckling strength. 
Figure 4 Deformation sources in a top-and-seat angle connection
In the top-and-seat angle connection, angles and column panel zone are classified as mathematicsbased components since their constitutive relationship are formulated from simple elastic and inelastic analysis only using their material and geometric properties. Slip and ovalization are classified as information-based components. Slip response is affected by system properties such as friction coefficient and clamping force rather than by material and geometric properties. The existing slip model using the system properties is too simplified that there are still room for improvement. The evaluation of the ovalized bolt-hole requires detailed finite element analysis. This is not suitable to incorporate into building frame analysis. Other components including prying effects, residual stress, and variability of clamping forces are more amenable for an information-based approach. Finally, although contact/detachment component represents the interaction between column and angles, the contact response is effectively idealized as simple mechanism, which sufficiently matches the reality.
Mathematical modelling
The angles, column panel zone, and contact/detachment are considered as mathematics-based components in the hybrid modelling. The brief mathematical modelling process is illustrated through the component of angle and bolts. The component is idealized by using only material and geometric properties into a one-dimensional inelastic spring, which is formulated in the force-displacement space and accounts for load reversals and reloading.
Angles are the most flexible components among connecting elements due to the L-shape geometry, provided that the thickness of an angle is relatively small. As can be seen in Figure 5 , the behaviours of the top angle and the seat angle (a) respectively can be considered as those of push-pull test specimens with double angles (b). The angles are idealized as two beams and adequate support conditions by symmetric configurations (c) [25] [26] . The deforming process is simplified into four stages such as an elastic stage, a transition stage, a mechanism stage and a post-yielding stage. A trilinear curve is employed for a force-displacement relationship (d). The key parameters such as the initial stiffness (K 0 ), the first yielding load (P y ), the transition stiffness (K t ), and the second yielding load (P s ) are formulated analytically with reasonable assumptions at each stage. The post-yielding stiffness (K u ) is defined with the steel hardening coefficient, 0.03 and the initial stiffness. In addition, the tri-linear model developed by Krawinkler et al. [27] is employed to represent a shear force and deformation relationship. The component of the contact/detachment is idealized with the stiffness and strength of the column web in compression, where the formulation proposed by Faella et al. [28] is employed.
Hybrid modelling
The slip and ovalization are key components to affect the pinching response and they are considered as information-based components. Neural networks are used to represent constitutive relationship of these components. Available data containing the information of component behaviour may not always be possible to be obtained, hence the discrepancy between the experiment and the mechanical model were used in training the neural networks. The Autoprogressive Algorithm developed by Ghaboussi et al. [6] makes it possible to extract the training data from the overall connection response. Therefore, the information-based component of this hybrid model contain the information not only of slip and ovalization but also other minor deformation sources that may not be captured by the mathematical model. pinching effects and mild deterioration of stiffness and strength. The mathematical model is improved by combining the information-based components, and the hybrid model is capable of predicting the pinching effects with satisfaction. This means that the hybrid model is capable of representing the aspects that the mathematical model leaves out. The missing aspects are mainly associated with the slip between the angle and the beam flange and other minor inelastic effects. However, there is still difference between curves at the points corresponding to radians -0.007, -0.013, and 0.02, when the slip reach at the face of bolt-hole and the overall response are stiffened. To remedy this can be to obtain more reliable training data for the information-based component.
Conclusions
In this article, a new hybrid modelling framework that capitalizes on merits of both mathematics-based formulations and data-centric techniques is proposed to improve accuracy in simulation of real-world systems. In the hybrid framework, a mathematical model is complemented by information-based components. The basic premise of the proposed hybrid methodology is that not all features of system response are amenable to mathematical modelling; hence considering information-based alternatives. This may be because (i) the underlying theory is not available or not sufficiently developed, or (ii) the existing theory is too complex and it is therefore not suitable for modelling within a complete system analysis. The role of informational components is to model aspects which the mathematical model leaves out. The missing aspects are extracted and identified through Autoprogressive Algorithms and Self-learning simulation. In a hybrid framework, experimental data is an integral part of modelling, rather than of use for validation processes. The proposed hybrid modelling framework has a wide range of potential applications in natural and engineered systems. The potential of the hybrid methodology is illustrated through modelling hysteretic behaviour of beam-to-column connections in steel frames. The mechanisms that are suited to mathematical modelling (e.g. yielding of angles) are combined with those that are more amenable to information-based characterization (e.g. slip of interfaces) to arrive at the hybrid formulation. Finally, the hybrid model is validated by use of experimental data. The validation shows that the hybrid models are capable of representing the highly pinched hysteretic behaviour of beam-to-column connections.
