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Introduction

The equations
The problem that we consider concerns the one-dimensional isentropic Euler equations, which is a classical model of gas dynamics:
(EI)
In the above equation, t is the time x is the position, ρ = ρ(t, x) ≥ 0 is the density of the fluid, m(t, x) is the momentum (v(t, x) = m(t,x) ρ(t,x) is the velocity of the fluid), the pressure law is p(ρ) = κρ γ , γ ∈ (1, 3] .
Equation (EI) is formulated in Eulerian coordinates. The problem of one-dimensional isentropic gas dynamics is also frequently studied in Lagrangian coordinates:
where here τ := 1/ρ is the specific volume. System (P) is commonly referred as the p-system. For classical solutions as well as for some classes of weak entropy equations, both systems are known to be equivalent (see [29] ) via a suitable change of coordinates, when both problems are considered on the spatial domain R. Here the problems that we will consider are posed in the interval [0, 1], and consequently the controllability problems that we will describe below are different whether we consider system (EI) or system (P). since here boundary conditions will be considered as a control, that is, a way to influence the system that we have at our disposal. We define the state of the system at time t as the whole function u = (ρ, m) (resp. u = (τ, v)) on [0, 1] in the case (EI) (resp. (P)). Now the question is the following: given two possible states of the system, say u 0 and u 1 , can we choose the control suitably, in order that the solution of the system starting from u 0 , eventually reaches u 1 at time T ?
Let us underline that the boundary conditions for such hyperbolic systems of conservation laws are in general quite involved (see for instance [14] ). To overcome this difficulty, we reformulate the controllability problem in the following underdetermined form: given u 0 , u 1 and T , can we find a solution of (EI) or (P) (which are underdetermined systems since no boundary conditions is imposed) such that u |t=0 = u 0 and u |t=T = u 1 ?
Class of solutions
It is a classical statement that systems (EI) and (P) are hyperbolic systems of conservation laws, which in general develop singularities in finite time. It is hence natural to consider discontinuous (weak) solutions. As well-known, such weak solutions are no longer unique, and it is natural to consider weak solutions which satisfy entropy conditions aimed at singling out the physically relevant solution. These entropy conditions are the following: Definition 1. We define an entropy/entropy flux couple as a couple of functions (η, q) such that ∀u ∈ R + * × R, Dη(u).Df (u) = Dq(u).
Then entropy solutions are defined as weak solutions of the system, u t + (f (u)) x = 0, which moreover satisfy that, for all (η, q) entropy couple with η convex, stands, in the sense of distributions:
Now to be more specific, the solutions that we will consider here are BV entropy solutions: precisely, the solutions have (essentially) small total variation (in x) uniformly in time, and they avoid vacuum. The method that we will use to construct solutions of the above problem is the front-tracking algorithm. Let us emphasize that the class of solutions that we consider is not, by far, the most general class of solutions in which existence theory is established. Indeed, the following general result stands:
Then for all γ > 1, there exists a global entropy solution of (EI) with initial data (ρ 0 , v 0 ).
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Basic facts on systems of conservation laws
Before giving the precise results discussed here, let us recall some basic material concerning hyperbolic systems of conservation laws in general, and systems (EI) and (P) in particular.
Basic notations
Systems (EI) and (P) can be written the following general form of hyperbolic systems of conservations laws, that is:
where f : R n → R n is a smooth flux function. The Jacobian matrix A(u) := df (u) satisfies the strict hyperbolicity conditions, viz.
A(u) := df (u) has n real distinct eigenvalues λ 1 < · · · < λ n , with corresponding eigenvectors r i (u).
To be more specific, these eigenvalues are given by
• Case (EI): u = (ρ, m):
• Case (P): u = (τ, v):
Hence systems (EI) and (P) satisfy the strict hyperbolicity condition as long as 0 < ρ < +∞. Moreover, both systems (EI) and (P) satisfy the condition of genuine non-linearity in the sense of Lax: for both i = 1 and 2, the fields (λ i , r i ) satisfy:
As a consequence, in the sequel, we normalize r i in order that ∇λ i .r i = 1.
Let us recall the celebrated result of Glimm [18] , that when the system satisfies the strict hyperbolicity condition, and has all its characteristic fields genuinely nonlinear in the sense of Lax, then if the initial condition u 0 ∈ BV (R) has small enough total variation, then there is a global entropy solution of the system starting from u 0 (on the spatial domain R).
Let us also recall that both systems can be endowed with coordinates for the states which are composed of Riemann invariants. We recall that w i is a i-Riemann invariant if it satisfies r i .∇w i = 0. Pairs of Riemann invariants for systems (EI) and (P) are given by V-3
• Case (EI):
• Case (P):
The rest of this section intends to recall shortly the principle of the construction of a solution on R by means of the front-tracking algorithm (we restrict our attention to the 2 × 2 systems which is what we need in the present work).
The Riemann problem and the front-tracking algorithm
The Riemann problem. The front-tracking algorithm is based upon the so-called Riemann problem, that is, the following one: find an autosimilar solution u = u(x/t) to the initial-value problem:
where u l and u r are constant states. The solution of this problem is very classical (see Lax [21] ), and is obtained by introducing Lax's wave curves, which consist of points that can be joined starting from u l either by a i-shock or a i-rarefaction wave, as described below.
Shock waves (associated to each characteristic family) are discontinuities satisfying Rankine-Hugoniot relations and Lax's inequalities:
where s is the speed of the shock, which gives the particular solution
Rarefaction waves are defined by introducing integral curves of r i : The state u r = R i (σ), σ ≥ 0 can be joined to u l via a rarefaction wave which is given by
Both wave curves (corresponding to each characteristic family) are known to be regular. We give in figure 2 a representation of these wave curves for system (EI), in (ρ, m) and Riemann coordinates. Critical curves are curves where one of the characteristic speeds vanishes. Front-tracking algorithm. Let us now shortly describe the construction by fronttracking algorithm. This method was introduced by Dafermos [12] in the framework of scalar equations, then extended by Di Perna [13] to 2 × 2 genuinely nonlinear systems (see also Alber [1] ), and then extended to n × n systems by Bressan [6] , Risebro [26] , . . . We briefly describe the construction in the case of 2×2 systems. The idea is to construct a sequence of piecewise constant approximations of a solution. To construct these approximations, the algorithm is the following:
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• Approximate initial condition by piecewise constant functions:
• Solve the Riemann problems at each discontinuity points of u n ,
• Replace the rarefaction waves by rarefaction fans (see below).
• At this step, we have constructed for small times a piecewise constant approximation, in which constant states are separated by straight lines called fronts. These are either shock fronts or rarefaction fronts. Points at which these fronts cross are called interaction points.
• to extend the approximation over interaction points, iterate the procedure without splitting again rarefaction fronts.
This algorithm is represented in figure 4. Replacing rarefaction waves with rarefaction fans means replacing the wave given by
with σ k = kσ/K and K is a number chosen for instance in order that σ/K ≤ ε where ε is a threshold to be determined.
Then one shows than this defines globally in time a piecewise constant function, with a finite number of fronts and discrete interaction points. A central argument is due to Glimm: consider
This allows to prove a uniform in time BV estimate on the approximations, then a Lip t (L 1 x ) estimate by using the bounded speed of propagation. This gives compactness, and one shows that we get a suitable entropy solution in the limit. For more precisions on this algorithm, we refer to [1] , [6] and [13] .
Results and previous works
Results
Let us describe the results that we discuss here. First, concerning the system in Eulerian coordinates, we have:
Consider u 0 and u 1 two states in R + * × R. Set λ 1 := λ 1 (u 1 ) and λ 2 := λ 1 (u 2 ). For any α ∈ (0, 1), there exist ε 1 = ε 1 (u 0 ) > 0, ε 2 = ε 2 (u 1 , α) > 0, and and T = T (u 0 , u 1 ) > 0, such that, for any u 0 , u 1 ∈ BV ([0, 1]) satisfying:
and ∀x, y ∈ [0, 1] such that x < y,
there is an entropy solution u of (EI) in [0, T ] × [0, 1] such that u |t=0 = u 0 , and u |t=T = u 1 .
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For the Lagrangian system, we have the following:
Theorem 3 (Lagrangian system). Consider u 0 and u 1 two states in R + * × R. Set λ 1 := λ 1 (u 1 ), λ 2 := λ 1 (u 2 ), ξ 1 := ∂λ 1 ∂w 2 (u 1 ) and ξ 2 := ∂λ 2 ∂w 1 (u 1 ). For any α ∈ (0, 1), there exist ε 1 = ε 1 (u 0 ) > 0, ε 2 = ε 2 (u 1 , α) > 0, and and T = T (u 0 , u 1 ) > 0, such that, for any u 0 , u 1 ∈ BV ([0, 1]) satisfying:
there is an entropy solution u of (P) in [0, T ] × [0, 1] such that u |t=0 = u 0 , and u |t=T = u 1 .
Remark 1.
Conditions (1)-(2) and (3)-(4) are close to Oleinik's estimates on genuinely nonlinear conservation laws. An important remark is that these conditions are not satisfied by the trajectories of systems (EI) or (P) in general, such as described in figure 5 . The interaction of two shocks of the same family generates a Figure 5 : Non-necessity of the above conditions rarefaction wave in the other family; if this takes place shortly before T , then the above Oleinik-type inequalities are not satisfied.
Remark 2. Note also that the right hand sides of (1)- (2) and (3)-(4) are always positive.
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Previous works
Before sketching the proofs of Theorems 2 and 3, let us describe some results that have been obtained in the field.
Classical solutions. There are several results concerning the control of hyperbolic systems (in particular for the system (EI) in the case γ = 2 which corresponds to the Saint-Venant/Shallow water equation). We cite the following general result which concerns even systems in nonconservative form:
Theorem 4 (Li-Rao, [23] , 2002). Consider
Weak entropy solutions. We list below several results that concern controllability problems for hyperbolic systems of conservation laws, in the framework of entropy solutions.
• Ancona and Marson [4] (1998): for the scalar equation u t + (f (u)) x = 0 with f ≥ c > 0, they give a complete description of the attainable set starting from 0.
• Horsin [20] (1998) has studied the controllability problem for the Burgers equation u t + (u 2 /2) x = 0 with general initial data u 0 ∈ BV using Coron's return method, which is also a key ingredient in the present work.
• Bressan and Coclite [7] (2002): for systems with genuinely nonlinear fields and satisfying λ 1 (·) < · · · < λ k (·) ≤ −c < 0 and 0 < c ≤ λ k+1 (·) < · · · < λ n (·), for any constant state ω, they prove that one can find u such that u(t, ·) → ω as t → +∞.
• Bressan and Coclite [7] (2002) prove that for a class of systems containing Di Perna's system:
there are initial conditions ϕ ∈ BV ([0, 1]) of arbitrary small total variation such that any entropy solution u remaining of small total variation satisfies:
for any t, u(t, ·) is not constant.
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• Ancona and Coclite [3] (2002) prove that Temple systems satisfying λ 1 (u) < · · · < λ k (u) ≤ −c < 0 and 0 < c ≤ λ k+1 (u) < · · · < λ n (u), are controllable in L ∞ provided the final state satisfies the Oleinik-type condition:
Essentially, the above condition is necessary, which contrasts with here (see Remark 1).
Sketch of the proof in the Eulerian case
Let us give the main ideas of the proof in the Eulerian case. The Lagrangian case has several differences and is discussed further.
The proof relies on Coron's return method: the idea is to connect u 0 and u 1 via a solution which which goes far away from u 0 and u 1 . (Usually, the method states to find a particular solution, with identical initial and final states, around which the linearized system is controllable; here we prefer not to use this terminology since the linearization is delicate at this level of regularity.) This method was introduced in the context of a finite-dimensional control problem [9] , and then used in several PDE problems, see for instance [5, 10, 11, 15, 16, 20] .
The proof is split in three steps:
• Drive u 0 to a constant state,
• Drive the previous state to any constant state,
• Drive a constant state to u 1 .
We describe the above steps in separate paragraphs.
First step: treating the initial condition
Considering Bressan and Coclite's negative result that we cited above, it seems natural -even if the systems considered here do not belong to the class considered in [7] -not to consider a solution that stays close to u 0 and u 1 , but rather a solution which is a strong perturbation with respect to initial and final states.
Hence, the idea is to make a strong 2-shock enter the domain through the left side.
To that purpose, one considers U l a state connected to u 0 (a constant state close to u 0 ) via a (strong) 2-shock:
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We choose U l suitably: we ask that both the shock speed of (U l , u 0 ) and the first characteristic speed at U l are larger than 2. (As a consequence the second characteristic speed at U l will also be larger than 2.) This is possible because of these simple computations valid on the left shock curve:
Now that we have chosen U l , one constructs a solution on R with initial condition: 
which is satisfied for any shock here. Moreover, Schochet [28] proved that the Riemann problem is solvable in a neighborhood of the strong shock and gave interaction estimates on the interactions Γ + γ → Γ + γ . Using Schochet's interaction estimates, one can construct a global solution with the initial condition described above (this can be done approximately as described in Section 2).
Then, the central argument that makes the solution reach a constant state, is that in the front-tracking approximations, on the left of the 2-strong shock, all characteristic speeds are positive and bounded away from 0. As a consequence, fronts leave the domain, such as described in figure 6 , which allows to conclude.
This yields a solution of the first step.
Second step: travelling between constant states
This step is very simple. In the states domain, there are three different zones:
The first point is to observe that inside each zone, one can move along (right or left) wave curves, using simple waves, such as described in figure 7 .
Then it remains to observe that one move from a zone to another one by using strong shocks such as described in figure 8. 
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Third step: reaching the final state
The idea is to construct a solution by a backward front-tracking algorithm, "starting" from the final state. To that purpose, it seems natural to solve the backward Riemann problem.
The difficulty comes from the fact that the backward Riemann problem is very ill-posed:
• Existence: Typically, two states which would generate a rarefaction wave in the usual motion of time, cannot be extended backward in a way that respects V-12 entropy criterions.
• Uniqueness: Even when a solution exists, there is no uniqueness in general. This is illustrated in the figure 9 below, where u l and u r can be connected either by a single (backward) 2-shock or by two 2-shocks then by a 1-shock. We should bear in mind that, while the lack of existence of a solution to the backward Riemann problem is a serious issue (this is the main reason why we impose Oleinik-type inequalities in Theorems 2 and 3), on the contrary, the lack of uniqueness is clearly good news. Indeed, in most controllability problems, one does not expect the control solving the problem to be unique (unless adding supplementary constraints). Hence, not only this lack of uniqueness is not disappointing, but even this is advantageous, because this means that during the implementation of the backward front-tracking algorithm, we have some kind of a choice. This choice will be used later.
Another problem comes when trying to implement a backward front-tracking algorithm: the fact that characteristic speeds can be close to 0. This is clearly an issue since fronts with null speed do not leave the domain, and we want to reach a constant state. Now both problems get better when we make use of strong shocks. The idea is to construct a solution which includes strong shocks such as described in figure 10 .
That is, according to the signs of the characteristic speeds at u 1 , we make one or two strong shocks enter the domain, that is, we complete the final state on the left of 0 and on the right of 1 by states that naturally generate shocks (backward in time), as we did in the first step.
Also, an important property that we require from the shock(s) is to have characteristic speeds "under the shocks" bounded away from 0. Figure 10 : Strong shocks on the sides Initiating the backward front-tracking algorithm. Now we can begin to set up the backward front-tracking algorithm. Using the assumptions on u 1 , we find particular piecewise constant approximations of u 1 : at each discontinuity point, we can "approximately" solve the backward Riemann problem using
• either "shock fan",
• either single rarefaction fronts with small amplitude, and with large distance between them,
• either the shocks that come from the boundary. This is described in figure 11 .
x shock fan rarefaction front single Figure 11 : Beginning of the backward front-tracking approximation Backward interactions. The next step in implementing the front-tracking algorithm backward in time is to solve backward interactions, that is, extend the approximation over interaction points (where two fronts meet). This is discussed according to the nature of the interaction.
• Interactions inside a family. We consider the case where two 1-fronts or two 2-fronts meet. Again, this depends on the nature of the incoming fronts.
-Shock/shock interactions: such interactions do not occur (as follows from Lax's inequalities).
-Rarefaction front/shock interactions: such interactions do not occur either (this follows also from Lax's inequalities, and from estimates on the sizes of the rarefaction fronts with respect to the size of the shocks).
-Rarefaction/rarefaction interactions: these interactions are likely, but must be avoided. Indeed, the only reasonable way to extend the approximation over such interaction points would be to "merge" these two fronts into a single one. But this would generate bigger rarefaction fronts, in such a way that, in the end, the extracted limit might not be entropic.
• Interactions for different families. Let us now consider the interaction of a 1-front with a 2-front. The way we solve these interactions depends on the nature of the incoming fronts, that is, whether they are rarefaction fronts, (weak) shocks or strong shocks (successors of the fronts that originally come from 0 or 1).
-Weak waves: if both waves are weak waves, one can "solve" the interactions, just as in Lax's Theorem. See figure 12 . -Strong shock/weak shock interaction: again, one can extend the solution by a strong shock and a weak shock, satisfying Schochet's interaction estimates. See figure 13 .
1 shock strong 2 shock 1 shock strong 2 shock Figure 13 : Strong shock-weak shock interactions.
-Strong shock/weak rarefaction interaction: we solve the backward interaction in terms of two incoming shocks of the same family (one strong, one weak). See figure 14 . This is where we use the fact that we have some freedom in the backward Riemann problem. We could have extended such situation in terms of a strong shock and a rarefaction front, but this is an opportunity to get rid of a rarefaction front, which as we saw earlier (when discussing interactions inside a family) is favorable to our purpose.
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1 rarefaction strong 2 shock weak 2 shock strong 2 shock Figure 14 : Strong shock-weak rarefaction front interactions.
To prove that the above algorithm is well-posed and yields an entropy solution to our problem, the main point is to estimate the distance between consecutive rarefaction fronts of the same family, since, as we saw earlier, we want to avoid the meeting of two rarefaction fronts of the same family. In fact, we prove that before possibly meeting, two such rarefaction fronts must
• either leave the domain,
• either be killed by the meeting of a strong shock of the opposite family. This is done by using Glimm and Lax's estimates [19] on the spreading of rarefaction waves. This is indeed rather natural that their estimates on the spacing of characteristics (in the usual motion of the time) gives estimates on the focussing of rarefaction fronts backward in time. This is, of course, during that part of the proof that the form of the Oleinik-type conditions in Theorem 2 appear. This is illustrated in figure 15 .
At the end, we get an approximation like is illustrated in Figure 16 .
Then once we have proved that rarefaction fronts do not merge, the rest of the proof is rather close to the usual one concerning the Cauchy problem.
The Lagrangian case
Let us now consider the case of the p-system (P). The above steps 2 and 3 are similar and even simpler because characteristic speeds are of fixed sign. The main V-16 In fact, if we tried to use the previous strategy then this would fail. Indeed, if all we do is let a strong 2-shock enter the domain, then it will certainly not make the first characteristic speed on the left of the strong shock be positive. What it will do is filter the 2-waves for a short time, that is, there will be no 2-fronts that directly emerge on the left of the 2-strong shock. But the 1-fronts cross it, and then their interactions yield 2-waves; so what we could think as a benefit of the 2-strong shock, vanishes shortly after that. This is illustrated in figure 17 . However, we can see that, during that attempt, if there were only 1-rarefaction waves above the 2-strong shock, the problem would be solved. Indeed, two rarefaction fronts of the same family do not meet when going forward in time. Hence, we would like to allow only 1-rarefaction fronts to cross the strong 2-shock, and find a way to discard the 1-shocks that emerge from the strong 2-shock.
There are two situations that can make a 1-shock enter the domain above the 2-strong shock:
• the meeting of the strong shock with a 1-shock,
• the meeting of the strong shock with a 2-rarefaction front. This is described in figure 18 . Now the main idea is that a 2-shock coming from the left and arriving exactly at the interaction point can kill the outgoing 1-shock. Hence, we prove that one can construct 2-shocks that kill the outgoing shock in the manner described in figure  19 . The previous statement is rather natural: it is known that for system (P) (as well as for (EI)), the meeting of two shocks of the same family generate a rarefaction wave in the other family. Hence gauging correctly the additional 2-shock on the left, one can hope to discard the 1-shock that would be generated by the interaction of the two fronts on the right only. Now, when we have proved that such additional 2-shocks exist, it remains to construct the approximation in which these 2-shocks come at the right time and with the right strength. This is done in two steps.
First, we construct the solution under the 2-strong shock, taking the additional 2-shocks described above in to account: see figure 20 . This is done as in the usual front-tracking algorithm, except that we do not extend the approximation over the strong 2-shock (but we do remember the state on the left of the 2-strong shock). Then, during the second step, it remains to construct the approximations beyond the strong 2-shock, that is, we have to extend the fronts that emerge from the strong 2-shock. These are of two types:
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• the 1-rarefaction fronts that travel forward in time,
• the 2-shocks (that we have added) that travel backward in time.
The main idea to construct this approximation is to use 1−x as the time variable. Hence we are led to a problem in a varying domain, with boundary conditions on the "moving boundary" given by the strong 2-shock constructed in the first step. This is illustrated in figure 21.
1 rarefaction 2 shock Figure 21 : A problem in a varying domain.
The "germs" of fronts outgoing from the strong 2-shock were determined in the first step. What we have to do to extend this approximation is to solve the "interactions".
When studying these interactions, we see that there are only two possible types:
• Interactions inside a family. There are no interactions of fronts of the same family because:
rarefaction fronts go forward in time,
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shocks go backward in time, and such fronts do not meet. Note in particular the important fact, that the extensions of the 2-shocks that we added, do not get into the strong 2-shock.
• Interactions of opposite family. These interactions can happen. It turns out that these "side" interactions of fronts of different families can be solved exactly as in Lax's Theorem. This is described in figure 22 . In this approximation, the fronts above the strong 2-shock (and going forward in time) are rarefaction fronts. Since they do not interact with each other and since there speed is negative (see the characteristic speeds of (P)), they leave the domain, which yields a constant state.
The rest of the proof is devoted to establish uniform BV bounds on the approximation that we have constructed. This is done by introducing Glimm functionals on curves that are adapted to the construction, and the rest of the proof follows the classical lines of the proof concerning the Cauchy problem.
The complete proofs are given in [17] .
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