Let "g A (respectively,g A (µ)) be the graded multi-loop Lie algebra (respectively graded twisted multi-loop Lie algebra)" associated with the simple finite dimensional Lie algebra g over C. In this paper, we prove that irreducible integrableg A (µ)-modules with finite dimensional weight spaces are either highest weight modules or their duals and classify the isomorphism classes of irreducible integrableg A -modules andg A (µ)-modules with finite dimensional weight spaces.
INTRODUCTION
Let g be a finite dimensional simple Lie algebra over C. Let A = C[t ±1 1 , · · · , t ±1 n ] be the ring of Laurent polynomials in n commuting variables t 1 , t 2 , · · · , t n . Let µ 1 , µ 2 , · · · , µ n be a set of pairwise commuting finite order automorphism of g such that µ m i i = Id g for each i. As defined in (Allison, et.all,to appear) , a multi-loop Lie algebra M(g; µ 1 , · · · , µ n ) is given by M(g; µ 1 , · · · , µ n ) = (ℓ 1 ,··· ,ℓn)∈Z n g (l 1 ,··· ,ln) ⊗ t ℓ 1 1 · · · t ℓn n (0.1) µ f in are either highest weight modules or their duals. After recalling the definitions of graded and non-graded highest weight modules in the generality of multi-loop Lie algebras from (Rao, 2004) , the one-one correspondence between them is used in Proposition 2.12 to prove that every irreducible highest weight module in I µ f in is ag A (µ) submodule of some irreducible highest weight module in I f in .
It had been proved in (Rao, 2004) , that an irreducible highest weightg A module in I f in is of the form "V(ψ (λ,a) )", where ψ (λ,a) :U(h A ) → A is an algebra homomorphism as defined in 3.1. In Section 3, we analyse the map "ψ (λ,a) " and study its effect on V(ψ (λ,a) ) in Theorem 3.4
1 . Then using Theorem 3.4, we classify the isomorphism classes of irreducible modules in I f in . In Section 4, using Proposition 2.12 and the general form "V(ψ (λ,a) )" of irreducible 1 A part of this theorem had been proved in (Yoon, 2002) , but the proof here is more elementary.
integrable highest weightg A modules, we give the general form for irreducible integrable highest weightg A (µ)-modules and classify the isomorphism classes of irreducible modules in I µ f in . Further it is shown that an irreducibleg A module V(ψ (λ,a) )∈ I f in is completely reducible as ag A (µ)-module if either the corresponding finite dimensional g A module is irreducible as a g A (µ)-module or if Image ψ (λ,a) = A.
The result on the unique factorization of tensor product of irreducible finite dimensional representations of g, as proved in (Rajan, 2004) , considerably simplifies the proofs of the main theorems, Theorem 3.8 and Theorem 4.8, wherein the isomorphism classes of irreducible modules in I f in and I µ f in have been classified.
Notation :
In the present paper all Lie algebras are defined over the complex field C. The superscript * stands for dual space, U(·) stands for the universal enveloping algebra.
Z + := {n ∈ Z | n ≥ 0}. For any integer n, I n denotes the set {1, · · · , n}. We use underlined letters m to denote a n-tuple of integers (m 1 , m 2 , . . . , m n ) and in particular for every 1 ≤ i ≤ n, e i denotes the n-tuple (0, · · · , 1 i th , · · · , 0) ∈ Z n with 1 is in the i th place and zero elsewhere.
Given an integer p, pm denotes the n-tuple (pm 1 , pm 2 , . . . , pm n ).
PRELIMINARIES
1.1. Let g be a complex finite dimensional simple Lie algebra of rank d, h a Cartan subalgebra of g and △ the set of roots of g with respect to h. Let π = { α 1 , α 2 , . . . , α d } be a set of simple roots. Let △ + (respectively, △ − ) be the set of positive (respectively, negative) roots with respect to π. g has a standard decomposition given by:
and g α is the root space corresponding to the root α ∈ △. For each α ∈ △, there exists x ± α ∈ g ±α such that [x
ǫ is a primitive k th root of unity and h i = g i ∩ h. It has been shown in (Kac, 1990, Proposition 8.3) , that the µ fixed point subalgebra g 0 of g is a simple
Lie algebra with Cartan subalgebra h 0 and Chevalley generators x ± i , i ∈ I, where I is a finite set and g 1 is an irreducible g 0 module with lowest weight θ 0 and weight vectors E 0 ∈ (g 1 ) −θ 0 and F 0 ∈ (g 1 ) θ 0 . Let △ 0 be the root system of g 0 .Then
s denote the set of long and short roots of g 0 as given in (Kac, 1990, Chapter 7) .
n ] be the ring of Laurent polynomials in n commuting variables t 1 , · · · , t n . For m = (m 1 , m 2 , . . . , m n ) ∈ Z n , we denote t Let g A = g⊗ C Abe the multi-loop algebra of g with Lie bracket given by
for all m ∈ Z n and 1 ≤ i ≤ n.g A has a decomposition given by :
Given a diagram automorphism µ of a simple Lie algebra g, it can be extended to an automorphism ofg A as follows :
The fixed point subalgebra g A (µ) = {X ∈ g A |µ(X) = X} of g A is called the twisted multiloop Lie algebra of g (see Batra, 2004) andg A (µ)= g A (µ) ⊕D is the graded twisted multi-loop algebra. For a subalgebra a of g, let a(µ) = {X ∈ a | µ(X) = X}. Theng A (µ) has a decomposition given by :
Define elements
1.2. Let △ be the set of roots for (g A , h ) with the standard base π and △ µ be the set of roots for (g A (µ), h 0 ) with the standard base π µ . Let W(g A ) and W(g A (µ)) denote the Weyl groups ofg A andg A (µ) respectively. γ ∈ △ (respectively γ ∈ △ µ ) is called a real root if γ is W(g A )-conjugate to π (respectively, W(g A (µ))-conjugate to π µ ). We shall denote the set of real roots of △ (respectively △ µ ) by △ re (respectively △ µ re ) and
shall denote the set of imaginary roots ofg A (respectivelyg A (µ)).
The root space corresponding to a root α ofg A (resp. ofg
1.3. From the theory of finite dimensional simple Lie algebras over C we know that given a root α ∈ △, there exists x ± α ∈ g ±α and α
∨ ∈ h such that S α = C-span {x
to sl 2 . It has been shown in (Rao, 2004) , that for such a choice of elements {x
) is said to be integrable if
(1). V is a weight module with respect toh = h ⊕D (resp. V (µ) is a weight module
(2). For every v ∈ V and α ∈ △ re (resp.
Let I f in (resp. I µ f in ) be the category of of integrableg A -modules (resp.g A (µ)-modules) with finite dimensional weight spaces. Proof. The proposition was proved for irreducibleg A -modules V ∈ I f in in (Rao, 2001 , Proposition 3.2). If V ∈ I µ f in is irreducible, then the proof follows from (Chari and Pressley, 1988 , Proposition 3.5).
Definition 2.3. (Rao, 2004) . Ag A -module V , is called graded (resp. non-graded) highest weight module forg A (resp. g A ) if there exist a weight vector v ∈V with respect to h ⊕ D(resp. h) such that
As shown in (Rao, 2001 , Proposition 1.4), M(ψ) has a unique irreducible quotient V (ψ).
The following criteria for irreducibility of A ψ as ah A -module had been proved in Rao, 1995: Lemma 2.5. (Rao, 1995 , Lemma 1.2) A ψ is an irreducibleh A -module if and only if each non-zero homogeneous element of A ψ is invertible.
Let Ψ ∈ (h A )
* and let h A act on the one dimensional vector space C(Ψ) by Ψ. Let n
With ψ as above, let Ψ = E · ψ : A ψ → C, where E : A → C is the evaluation map defined by E(t m ) = 1.
Proposition 2.6 (Proposition 3.5, Rao, 2004) . Let ψ and E · ψ be as above. Assume that A ψ is an irreducibleh A module. Let G be the set of coset representatives for A/A ψ . If v be a highest weight vector of V (E · ψ), then:
Lemma 2.7. Let V ∈ I f in be an irreducible highest weight g A -module such that
where v is the highest weight vector of V and Ψ ∈ (h A ) * . Then V is isomorphic to a finite dimensional g module and Ψ| h is a dominant integral weight of g.
Proof.
Follows from (Rao,2004, Lemma 3.6 and Proposition 3.20) .
We now discuss the corresponding notions for the g A (µ) andg A (µ)-modules.
Definition 2.8. Ag A (µ)-module W , is called graded (resp. non-graded) highest weight module forg A (µ)(resp. g A (µ)) if there exist a weight vector w ∈ W with respect to h 0 ⊕D(resp. h 0 ) such that Batra, 2004 , Proposition 2.1).
With
where E is the evaluation map as defined
Proposition 2.9. Let ψ µ and E · ψ µ be as above. Assume that
Proof. Follows on similar lines to the proof of (Rao, 1993, Proposition 4.8) and (Rao, 1995, Proposition 1.8) .
where w is the highest weight vector of
Proof. V (µ) being an irreducible g A (µ)-module with finite-dimensional weight spaces, by (Batra, 2004, Theorem 3.5), V (µ) is a module for the finite-dimensional Lie algebra
However under the conditions Eq (2.1) and Eq (2.2), V (µ) is a non-graded highest weight module. Consequently
.w, where w is the highest weight vector of V (µ) . Let y 1 , y 2 , · · · , y N be a vector basis for the finite dimensional Lie algebra g A (µ)(I). By definition of integrability, y 1 , y 2 , · · · , y N act as locally finite endomorphisms on V (µ) . Hence using PBW theorem, we conclude V (µ) is finite dimensional. By (Batra, 2004, Theorem 3 
and hence the lemma.
By Lemma 2.7 and Lemma 2.10, non-graded highest weight g A -modules and g A (µ)-modules are highest weight g-modules of the form V (λ 1 ) ⊗ · · · ⊗ V (λ N ), for λ i 's dominant integral and hence they are finite dimensional irreducible ⊕ N −copies g modules for some positive integer N.
Lemma 2.11. Let ψ :U(h A )→ A be a Z n graded algebra homomorphism such that Image ψ is an irreducible h A module and V(E · ψ) is a non-trivial irreducible highest weight g A -module.
Proof. Given A ψ is an irreducible h A module. Since ψ is an algebra homomorphism, Γ is closed under addition. Clearly, for h ∈ h, ψ(h ⊗ 1) = E · ψ(h ⊗ 1), where E is the evaluation map as defined above. But if V(E · ψ) is a non-trivial irreducible highest weight g A -module then by Lemma 2.7, (E · ψ)| h is dominant integral and hence there exists h ∈ h such that ψ(h ⊗ 1) = 0. Consequently, 0 ∈ Γ. By Lemma 2.5, A ψ every homogeneous element of A ψ is invertible. Hence Γ is a subgroup Z n .
Claim: Rank Γ = n. On the contrary suppose that rank Γ = k< n. Then there exists a basis vector a of Z n such that
Without loss of generality we may assume a = e n . Then it follows that in the non-graded
By Lemma 2.7, V(E · ψ) is a finite dimensional g A -module and there exists Lie algebra homomorphism
+ . This is proved by inducting on k.
by assumption and the fact that v is a highest weight vector in V(E · ψ). This implies that for a positive root α 1 and m 1 ∈ Z n , x − α 1 (e n + m 1 ).v is a highest weight vector of V(E · ψ) of weight less than E · ψ| h , which is a contradiction. Hence x − α 1 (e n + m 1 ).v = 0. Thus the claim holds for k = 1. 
Now suppose the claim holds for all
since v is a highest weight vector of V(E · ψ). Now the same weight argument as in the case k = 1 shows that x
Hence the claim holds for k = s.
Thus we get that h ⊗ t n , h ⊗ t −1 n ⊂ Ker Φ f in . But Ker Φ f in is of the form g ⊗ I for some ideal I of A and the smallest ideal of A containing t n and t −1 n is A itself. Thus rank Γ < n, would imply that V(E · ψ) is a trivial g A -module. Hence the lemma. Let w be the highest weight vector of V (λ). Then by Proposition 2.6 and Proposition 2.9, U(g A )w(0) is an irreducibleg A module and the irreducibleg A (µ) module V(ψ µ ), is theg A (µ)
Proposition 2.12. Every irreducibleg
.w(0). Hence the proposition.
ISOMORPHISM CLASSES OF IRREDUCIBLEg A -MODULES IN I f in
It had been proved in (Rao, 2004) :
Proposition 3.1. (Rao, 2004, Proposition 3.20) Suppose V (ψ) ∈ I f in is an irreducible highest weight module forg A . Then the Z n graded algebra homomorphism ψ= ψ (λ,a) :
given by
where for each 1 ≤ i ≤ n, a i = (a i1 , · · · , a iN i ) and a ij 's are distinct non-zero complex numbers
are as defined in 3.2 and each λ j is a dominant integral weight of g.
In this section we shall first recall the definition of the Z n -graded algebra homomorphism (Rao, 2004, Section 3) and then give a the isomorphism classes of the graded irreducible integrableg A -modules V(ψ (λ,a) ).
3.2.
The construction of the Z n graded algebra homomorphism ψ :
to an algebra homomorphism. Clearly ψ (λ,a) is a Z n graded homomorphism. From (Rao, 2004 , Lemma 3.11) it follows that the condition a ij = a ik for 1 ≤ j, k ≤ N i , j = k for all 1 ≤ i ≤ n, is necessary to show that non-graded highest weight g A -module V(E·ψ (λ,a) ), is an irreducible ⊕ N −copies g module. Further from (Rao, 2004 , Lemma 3.16), Lemma 2.5 and Lemma
2.11, it follows that if {λ
is a set of dominant integral weights, then
for some rank n subgroup Γ of Z n . Here, C[t Γ ] denotes the Laurent polynomial ring in the variables s i = t m i , where Γ is a subgroup of Z n with basis {m 1 , · · · m n }.
For n=1, the map ψ (λ,a) is of the form
using the following lemma, irreducible integrable modules for the Lie algebra
were classified in (Chari and Pressley, 1986 ):
Lemma 3.3. (Chari and Pressley, 1986, Lemma 4.4 
1 ] be a Z-graded algebra homomorphism as defined in Eqn (3.2) such that Image ψ (λ,a) = C[t ±r ].
Then N = rs for s ∈ Z, and there exists a primitive r th root of unity ρ, distinct non-zero complex numbers C 1 , · · · , C s and a permutation τ of {1, 2, · · · , N} such that
The following theorem generalizes the above lemma. In the theorem, pr i : Z n → Ze i denotes the projection map of Z n onto the i th coordinate. Given a rank n subgroup Γ of Z n , it is easy to see that there exists positive integers r 1 , r 2 , · · · , r n such that pr i (Γ) ∩ Γ = r i Ze i . for 1 ≤ i ≤ n, then r i divides N i for 1 ≤ i ≤ n and a N i = (a i1 , a i2 , . . . , a iN i ) is a N i -tuple of distinct non-zero complex numbers such that if ǫ i is the r i th root of unity then there exists l i
and the index of Γ in Z n divides N. Moreover, the irreducible integrableg
Proof. Since for each k ∈ {1, · · · , n}, pr k (Γ) ∩ Γ = r k Ze k therefore,
Hence by Lemma 3.3, for each i ∈ {1, · · · , n}, r i divides N i and there exists distinct non-zero complex numbers c i1 , c i2 , . . . , c iln such that Eq. (3.3) holds, where ǫ i is the r th i root of unity and
The second part of the theorem is proven by inducting on n, the number of variables of the Laurent polynomial ring C[t 
Since by Eqn (3.3) for 1 ≤ i n ≤ N n , a nin is a r th n root of a scalar and r n ≡ 0 mod m n n , therefore given l n ∈ {1, · · · , N n }, there exists m
there exists a subset S (ℓ 1 ,··· ,ℓ n−1 ) of I Nn such that |S (ℓ 1 ,··· ,ℓ n−1 ) | = m n n and λ (ℓ 1 ,··· ,ℓ n−1 ,ℓn) = λ (ℓ 1 ,··· ,ℓ n−1 ,kn) , for ℓ n , k n ∈ S (ℓ 1 ,ℓ 2 ,··· ,ℓ n−1 ) .
However for a fixed ℓ n ∈ {1, · · · , N n },
Thus by induction hypothesis, for a fixed ℓ n ∈ I Nn , there exists [Z n−1 :
I N j for which λ (ℓ 1 ,··· ,ℓ n−1 ,ln) 's are equal. Therefore if Image
As a consequence, if p=[
where N = Mp and by Proposition 2.6, V (E · ψ (λ,a) ) ⊗ A is the direct sum of p irreduciblẽ g A modules with V(ψ (λ,a) ) as one of its irreducible components. Hence the theorem.
Let V(ψ (λ,a) ) be an irreducible component of (⊗
where v i 's are the highest weight vectors of V(λ i )'s for each i and t m ∈ Image ψ (λ,a) . For X ∈ g h, s ∈ Z n we have,
and a
Proposition 3.5. Let φ, ψ : U(h A ) → A be two Z n graded algebra homomorphisms such that Λ ψ = ψ| h+D and Λ φ+D = φ| h . Then theg A -modules V(ψ) and V(φ) are isomorphic if and only if Ker ψ = Ker φ and Λ ψ = Λ φ + δ m for some m ∈ Z n such that t m ∈ Image ψ.
Proof. The proof is the same as in (Chari, 1986, Theorem 3.5(iv) ).
Corollary 3.6. If φ, ψ : U(h A ) → A be two Z n graded algebra homomorphisms such that the irreducibleg A -modules V(ψ) and V(φ) are isomorphic then V(E · ψ) is isomorphic to V(E · φ) as g modules.
Proof. The isomorphism of theg A -modules V (ψ) and V (φ) induces an isomorphism of the
By Lemma 2.7, V(E · ψ) and V(E · φ) are finite dimensional g-modules.
Since f is a g A -module isomorphism,
Identifying g ⊗ 1 with g via the map x α (0) → x α , we thus see that the map f induces a g-module isomorphism between V(E · ψ) and V(E · φ).
3.7. Recall from (Rajan, 2004, Theorem 1) ,a) ) and V(ψ (ξ,b) ) are isomorphicg A modules, then by Proposition 3.5, Corollary 3.6 and Theorem 3.4, N = N ′ , λ = ξ τ for some permutation τ of {1, · · · , N}, suitably chosen in view of Theorem 3.4.
For h ∈ h and s ∈ Z + , ψ(h(sr i e i )) = 0 if and only if φ(h(sr i e i )) = 0.
Hence if f : V (ψ) → V (φ) is ag A -module isomorphism and v is the highest weight vector in λ,a) for all 1 ≤ i ≤ n, then we shall denote the corresponding highest weight irreducible module by V(ψ (λ,a) , ̺). By convention we refer to V(ψ (λ,a) , 0) as V(ψ (λ,a) ).
With the above notations, it follows from discussion 3.7 that:
3. There exists m ∈ Γ such that (
In this section we shall give the isomorphism classes of the irreducibleg A (µ) modules in I µ f in . By Proposition 2.12, Proposition 3.1 and Proposition 2.9, every irreducibleg A (µ)-module in I µ f in is ag A (µ) submodule of V (E·ψ (λ,a) ) A , for some Z n graded algebra homomorphism ψ (λ,a) .
Since by (Rao, 2004) , action of g A on the finite dimensional module V(E·ψ (λ,a) ) is given by the surjective Lie algebra homomorphism ,a) ) is given by the restriction map Φ(a, µ) = Φ(a)| g A (µ) . It has been proved in (Batra, 2004) : E·ψ (λ,a) )) is completely reducible as a ⊕ N −copies g module, for N ≤ N. Therefore any finite-dimensional irreducible g A module is completely reducible as a g A (µ)-module under the restricted action.
and Image
,then the set {m 1 , · · · , m n−1 } can be suitably extended to form a basis of Γ µ , where E·ψ (λ,a,µ) ) is a non-trivial g A (µ)-module by Proposition 2.9. Hence the same proof as Lemma 2.11 shows that Γ µ is a rank n subgroup of Z n . Let {m 1 , · · · , m n−1 ,m} be a basis of Γ µ such that the relation matrix B µ of Γ µ with respect to the ordered base (e 2 , · · · , e n , e 1 ) is lower triangular. 
Then:
Remark. With respect to the ordered basis (e 2 , · · · , e n , e 1 ) of Z n letm = (m 1 , · · · ,m n ). If we prove that in case (1)m n = 1 and in case (2)m n = ks for some positive integer s, then the desired result will follow by the same calculations as done in Theorem 3.4.
Proof. For m ∈ Z n , if m = (m 2 , · · · , m n , m 1 ) with respect to the ordered basis {e 2 , · · · , e n , e 1 } of Z n , then,
being the tensor product of the invertible matrices Batra, 2004) . Hence by Eq. (4.2) we get,
, therefore applying (Chari and Pressley, 1988, Proposition 4.2) , in each of the above equations we conclude that:
(1).m n = 1, if µ(λ I j ) = λ I j for some for some j ∈ {1, · · · , N}. Then with notations as above, [Z n :
(2).m 1 = ks, for some s ≥ 1 if µ(λ I j ) = λ I j for all j ∈ {1, · · · , N}. Moreover from Eq. (4.3) it follows that for a fixed (n−1)−tuple of integersÎ=(i 2 , i 3 , · · · , i n ) where 1 ≤ i k ≤ N k for 2 ≤ k ≤ n, λ (i 1 ,Î) are equal in groups of s and the corresponding a k 1i 1 are proportional to the s th roots of unity. Now from Proposition 2.9 and a similar set of calculations as done in Theorem 3.4, it follows that V(ψ (λ,a,µ) ,µ) ) shall be referred to as:
• highest weightg A (µ)-modules of first type if µ(λ I j ) = λ I j for some for some j ∈ {1, · · · , N}.
• highest weightg A (µ)-modules of second type if µ(λ I j ) = λ I j for all j ∈ {1, · · · , N}.
Proposition 4.6. Let Φ(a), Φ(a, µ) and ψ (λ,a) be maps as defined above.
1. If Image Φ(a) = Image Φ(a, µ) then V(ψ (λ,a) ) is completely reducible as ag A (µ) module. Proof. To prove (1), observe that by Proposition 2.12 and Proposition 4.1, V(E·ψ (λ,a) ) = V(E·ψ (λ,a,µ) ) under the given conditions. Thus from Proposition 2.6 and Proposition 2.9 it follows that,
where ω is the highest weight vector of the irreducible g A (µ) module V(E·ψ (λ,a,µ) ) and given
Proof of (2). Let Image Φ(a) = ⊕ Notation. Given λ ∈ h * , let λ i = λ| h i for i = 0, 1 if k = 2 (resp. i = 0, 1, 2 if k = 3).
4.7. Given (λ, a)∈ (h * ) N × (C × ) N and (ξ, b)∈ (h * ) N ′ × (C × ) N ′ , such that Image Φ(a) = Image Φ(a, µ) and Image Φ(b) = Image Φ(b, µ), the same proof as Proposition 3.5 shows that, V(ψ (λ,a,µ) ) and V(ψ (ξ,b,µ) ) are isomorphicg A (µ) modules if and only if
• Ker ψ (λ,a,µ) = Ker ψ (ξ,b,µ) ;
• ψ (λ,a,µ) | (h 0 +D) = ψ (ξ,b,µ) | (h 0 +D) + δ m for some m ∈ Z n such that t m ∈ Image ψ (λ,a,µ) .
As a consequence of Proposition 2.9 and Lemma 2.10 it then follows from a similar proof as Corollary 3.6 that if V(ψ (λ,a,µ) ) and V(ψ (ξ,b,µ) ) are isomorphic asg A (µ) modules then V(E·ψ (λ,a,µ) ) is isomorphic to V(E·ψ (ξ,b,µ) ) as g modules. Consequently, by (Rajan, 2004 i 1 ) ,··· ,τn(in)) (for i=1 when k=2 and i=1,2 when k=3) whenever b 1i 1 = ε℘ 1 a 1τ 1 (i 1 ) , where ε is a k th root of unity .
