ABSTRACT Dynamic reconfiguration techniques can greatly improve the flexibility and reliability of manufacturing systems. However, different from static reconfigurable systems, system behavior during dynamic reconfiguration processes is quite complex due to possible concurrence of system structure changes and events inside unaltered components. This increases the difficulty in designing and developing dynamic reconfigurable systems. The current paper deals with the analysis and control of dynamic reconfiguration process of manufacturing systems from the perspective of discrete event systems. To this end, the authors improve the reconfigurable timed net condition/event systems formalism by assigning reconfiguration functions with extra permeating time, action ranges, and concurrent decision functions. As a consequence, nondeterministic behavior of a dynamic reconfigurable system during dynamic reconfigurations can be specified, while the system correctness, coherence, and safety during reconfigurations can be guaranteed. A reconfigurable manufacturing plant is used as a running example to illustrate the contribution of this paper.
I. INTRODUCTION
A discrete event system (DES) is a discrete-state, eventdriven system, in which the state evolution depends entirely on the occurrence of synchronous or asynchronous discrete events over time [1] - [3] . A wide variety of real-world systems can be considered as DESs from specific perspectives such as traffic control systems, communication systems, and flexible manufacturing systems [4] , [5] . Reconfigurability is a promising property of all future systems [6] - [8] . A reconfigurable system is modular, scalable, and is able to modify system configurations by adding/removing components, adjusting behavior modes of components, and updating system data or parameters [9] - [11] . There are two types of reconfigurations: static and dynamic. Static reconfigurations are applied off-line before systems cold start, which usually aim to change system functions or improve performance. Dynamic reconfigurations are applied automatically at runtime [12] , [13] in order to adapt the system with changed internal or external environment. Dynamic reconfiguration techniques receive more and more attention from academia and industry for their significance in enhancing system stability and dependability. This paper focuses on dynamic reconfigurable discrete event systems (DRDES).
A DRDES is usually priori designed with a set of configurations to respectively persistently satisfy system functional or temporal requirements in varying conditions. Events of a DRDES are divided into two types: ordinary events and reconfiguration events. The occurrence of a reconfiguration event partially/totally changes the system's configuration by adding/removing components as well as their connections, modifying internal behavior modes of activated components, and/or updating data/parameters. In contrast, the occurrence of an ordinary event only forces the system's evolution within a particular configuration.
A DRDES starts work from a particular well designed configuration, and should be able to change its configuration into other well designed ones automatically at run-time within finite time, according to changed execution conditions or user requirements. Obviously, such kind of changes involves a series of reconfiguration events [14] - [16] . Only after all these reconfiguration events terminate, is the system reconfiguration considered to be completed. Therefore, during a dynamic system reconfiguration process, the system is likely to move through several undefined configurations before reaching a final valid configuration. In addition, a more complicated situation is that, a veritable DRDES should naturally allow the concurrences of reconfiguration and ordinary events. However, the uncontrolled concurrence of them may bring deadlocks [17] or functional/temporal faults. Not only system behavior under any of these well designed configurations should be correct in a DRDES, but also the system's correctness, coherence, and safety should be guaranteed during dynamic reconfigurations.
So far, there are lots of research works on designing, analyzing, and controlling systems with potential reconfigurations [18] - [25] . Rainbow is a framework for self-adaptation which uses an abstract architecture model to monitor a running system [26] . This model is evaluated to control the violation of constraints. Kramer and Magee [27] propose a threelayer architecture for designing self-managed systems: the control component layer implements the functionality of the system, the change management layer reacts to the changes at the lower level and executes plans to adapt the behavior of the system, and the goal management layer creates plans to achieve the goals according to the specification of goals and the current state of the system. Dumitrache et al. develop a real-time reconfigurable supervised control architecture for large-scale manufacturing systems in order to evaluate and improve the performance of the control architecture [28] . Kalita and Khargonekar [29] define a hierarchical structure and a framework for modeling, specification, analysis, and design of logic controllers for reconfigurable manufacturing systems, which allows reusability and rapid reconfigurability of the controller while the machining system is reconfigured. Zhang et al. [11] report a three-level architecture to respectively handle the modification of system structure, the change of component behavior, and the updating of data. Zhang et al. [1] develop a virtual coordinator for distributed reconfigurable control systems in order to control system coherence while reconfigurable sub-systems apply local reconfigurations. These research works focus on how to realize reconfigurations from the system level without considering possible nondeterministic behavior during reconfigurations.
As far as the authors known, research works concerning dynamic reconfiguration processes are limited [30] - [32] . Gierds et al. [33] , propose a control-theory based approach to adjust communication between given services such that a certain behavioral property holds in a composed system. The authors aim to control the correct interactions among components/services by changing control synthesis. However, they do not consider the correctness of the adaptation phase. Narges et. al develop a supervisory controller to guide the behavior of a software system during adaption [32] . However, the possible concurrency of normal events and reconfiguration events is ignored and the temporal properties of reconfiguration events are out of consideration.
In order to analyze and control dynamic reconfiguration processes, a proper mathematical tool is obviously necessary. Petri nets gain much attention for their exact mathematical definitions and clear graphical notations [34] , [35] - [38] . Therefore, they have found wide applications in flexible manufacturing systems [39] , software design [9] , [10] , and communication systems [40] . However, when dealing with reconfigurable systems, they are overwhelmed. To address this issue, many researchers extend Petri nets in order to apply them to reconfigurable systems. Guan and Lim develop reconfigurable Petri nets (RPN) [41] as a modeling formalism for auto-modified multimedia and execution protocols, where a special place called a modifier is proposed to describe the reconfiguration behavior. Llorens and Oliver propose net rewriting systems [42] that extend the basic model of Petri nets, making possible the description of dynamic changes in concurrent systems. Wu and Zhou [43] present intelligent token Petri nets (ITPN). In their model, tokens representing job instances carry real-time knowledge about system states and changes just like smart cards in practice such that dynamical changes of a system can be easily modeled. In the authors' previous work [12] , the reconfigurable net condition event systems (R-TNCESs) formalism is proposed. An R-TNCES is composed of a behavior module and a control module. It has clear modularity and inherits the advantage of timed net condition/event systems (TNCESs) [44] - [51] that was proposed for modeling, analysis, and control of industrial distributed control systems. However, in R-TNCESs, a reconfiguration function corresponds to a particular system reconfiguration scenario. Therefore, the detailed system behavior during dynamic reconfigurations cannot be described at all. In addition, none of these extensions considers temporal properties of reconfiguration events.
For the purposes of representing all possible behavior of a DRDECS and performing qualitative and quantitative system analysis, this paper improves the original R-TNCES formalism. In the current work, reconfiguration functions, which correspond to reconfiguration events, are newly assigned with action ranges, permeating time, and concurrent decision functions. As a consequence, all possible behavior during dynamic reconfigurations including concurrence of ordinary and reconfiguration events can be described, while the VOLUME 6, 2018 system's correctness, coherence, and safety can be guaranteed. The whole work is illustrated by a manufacturing system. The paper is organized as follows. A brief review of the original R-TNCES formalism, together with a reconfigurable manufacturing system to be used as a running example, is presented in Section II. Then, the improved R-TNCES formalism, as well as its properties, is introduced in Section III. After that, Section IV describes the analysis and simulation of a reconfigurable manufacturing system based on improved R-TNCES. Finally, conclusions of the current paper and future research directions are given in Section V.
II. PRELIMINARY A. DYNAMIC RECONFIGURABLE MANUFACTURING SYSTEMS
A dynamic reconfigurable manufacturing system denoted by Sys is used as an illustrating example in this paper. Sys is composed of a distribution unit, a testing unit, and a processing unit. It works as follows: the distribution unit forwards cylindrical workpieces from a stack to the testing unit. The testing unit performs checking of workpieces for height, material type, and color. Workpieces that successfully pass this test are forwarded to the processing unit, where the drilling of workpieces is performed. After that, the drilled workpieces are removed out of the system. Two different configurations are considered to be supported by Sys according to the rate of input pieces as shown in Fig. 1 . • Light: This is a basic configuration of Sys with a low production rate, where only one drilling machine is used. In this case, the input parameter of the distribution unit is ρ 1 and the testing unit works in its behavior mode Test L .
• High: This is an advanced configuration of Sys with a high production rate, where two drilling machines are used to accelerate the production. In this case, the input parameter of the distribution unit is ρ 2 and the testing unit works in its behavior mode Test H . Sys should be able to automatically reconfigure itself from one configuration to the other one smoothly. Each system reconfiguration involves several reconfiguration events, whose implementation may cost different time. Take the reconfiguration scenario Light → High as an example. It should add a new drill machine and a buffer, update the input parameter of the distribution unit from ρ 1 to ρ 2 , modify the behavior mode of the testing unit from Test L to Test H , build connections among these newly added components and reserved components. These reconfiguration events change different parts of Sys and cost inequable time. Some of them are allowed to be implemented only after the completion of others. Besides, ordinary events such as workpiece testing should not be disturbed and naturally need not to be interrupted by these reconfiguration events. Therefore, before Sys arrives at configuration High, it goes through several un-defined configurations. Although the two configurations Light and High are proved to be safe and correct previously, the system's correctness during this dynamic reconfiguration cannot be guaranteed. This paper focuses on detailed system behavior analysis and control during dynamic reconfigurations.
B. RECONFIGURABLE TIMED NET CONDITION/ EVENT SYSTEMS
The reconfigurable timed net condition/event systems (R-TNCESs) formalism [1] , [12] , [50] is an extension of timed net condition/event systems (TNCESs) [44] , [45] . TNCESs are modular extensions of well-known Petri nets [34] , [52] - [54] with extra condition signals from places to transitions and event signals from transitions to transitions. They are proposed for modeling production systems of realistic sizes by building large models from smaller ones. An R-TNCES is composed of a control module and a behavior module, where the former is a set of reconfiguration functions and the latter is a set of superposed TNCESs. RTNCESs inherit all symbols and graphical representations of TNCESs. To better understand properties of an R-TNCES, TNCESs are briefly reviewed firstly in the following.
1) TNCESs
Timed net condition/event systems (TNCESs) are of modular structures. A basic module of a TNCES is a general Petri net. A composite module of a TNCES includes several basic modules or other composite modules that are interconnected by condition/event signals, as shown in Fig. 2 . An autonomous TNCES denoted by is a baisc/composite TNCES module that does not have input/output condition/event signals as a whole. Any mentioned TNCES considered in this paper means an autonomous TNCES if there are no special instructions in this context.
FIGURE 2. A TNCES.
Definition 1: A TNCES is defined by a tuple = (N , z 0 ) with N = (P, T , F, CN , EN , DC, em) is its net structure and z 0 = (m 0 , d 0 ) is its initial state, where
is the set of event signals, • DC = (DR, DL) defines time intervals to flow arcs from places to transitions, where DR is an n × m-matrix of delay time, and DL is an n×m-matrix of limitation time,
• em : T →{∨, ∧} maps an event processing mode for every transition,
• m 0 : P → {0, 1} is the initial marking of places d 0 : P → {0, 1, 2, . . .} is the initial clock status of places. Let x ∈ P ∪ T be a place or a transition of a TNCES. The preset (resp, postset) of x is defined as
. A place p is called a source place of a transition t if there is a condition signal from p to t. − t denotes the set of source places of t. A transition t is a forcing (resp, forced) transition of transition t if there is an event signal from t to t (resp, from t to t ). ∼ t (resp, t ∼ ) denotes the set of forcing transitions (resp, forced transitions) of t.
Definition 2: Given a TNCES , a transition t ∈ T is a spontaneous transition if ∼ t = ∅, otherwise it is a forced transition.
The enable condition of a transition depends on its firing mode, status of its pre-places and forcing transitions. A maximal step u is a supreme set of transitions that can fire simultaneously. For more details of dynamics of TNCES, please see [44] .
2) R-TNCESs
The formalism R-TNCESs is proposed for modeling, analysis, and control of reconfigurable discrete event systems. An R-TNCES is formally defined as follow:
Definition 3: [12] An R-TNCES is a structure RN = (B, R), where B is a behavior module, and R is a control module.
The behavior module B is a union of n superposed TNCESs. ∀i ∈ {0, . . . , n − 1}, the TNCES i is denoted by The control module R is a set of reconfiguration functions. A reconfiguration function r is a structure r = (Cond, s, x). Cond → {true, false} is the pre-condition of r. s : → is the structure modification instruction. s = N i (resp, s = N j ) denotes the TNCES net sturcture before (resp, after) the implementation of r, where The evolution of an R-TNCES depends on which events (reconfiguration functions or transitions) take place. If a reconfiguration function r = (Cond, s, x) meets its precondition, i.e., Cond = True, it is enabled. A reconfiguration function can fire, i.e., to implement it, as soon as it is enabled. The firing of a reconfiguration function is instant. Let i be the activated TNCES with i = (N i , z 0i ), where
fires, i evolves from its one inner state to another. However, if a reconfiguration function r = (Cond, s, x) fires, then i is transformed into j = (N j , z 0j ) by changing its net structure and updating its state, where s = N i and s = N j . For an R-TNCES RN , only one of TNCES net structure defined in is activated at the beginning until a reconfiguration function fires. At any time, only one of the TNCES net structures of is activated. Any undefined TNCES net structure cannot be expressed by an R-TNCES.
III. IMPROVED R-TNCESs
It is essential to build a rigorous mathematical model for a dynamic reconfigurable system in order to perform analysis and control. The execution of a reconfiguration function of the original R-TNCES directly transforms the system from one defined TNCES net structure into another one, and the reconfiguration process is considered to be instant. In addition, the concurrences of reconfiguration functions and activated transitions cannot be expressed. As a result, an R-TNCES based model for a dynamic reconfigurable discrete event system cannot express detailed system behavior during dynamic system reconfigurations; the temporal properties of reconfiguration events can neither be depicted. Therefore, the current work improves reconfiguration functions of the R-TNCES formalism.
A. IMPROVED RECONFIGURATION FUNCTIONS
Definition 5: Let N = (P, T , F, CN , EN , em, DC) be a TNCES net structure. Given P X ⊆ P and
, and ∀t ∈ T X , em X (t) = em(t). VOLUME 6, 2018 Example 1: We use a TNCES to model the distribution unit and Buffer 1 of Sys when it works in the production mode Light. It is graphically shown in Fig. 3 (a) , where P = {p 1 , p 2 , p 3 , p 4 } and T = {t 1 , t 2 , t 3 , t 4 }. Given P X = {p 2 , p 3 } and T X = {t 2 , t 3 }, its subnet generated by P X ∪ T X is graphically shown in Fig. 3 (b) .
FIGURE 3. (b) is a subnet of (a).
Definition 6: Given an improved R-TNCES iRN = (B, iR), iR is the set of improved reconfiguration functions. An improved reconfiguration function ir, ir ∈ iR, is a structure ir = (Cond, s, x, t, ). Cond → {true, false} is the pre-condition of ir. s: • s → s • is the structure modification instruction, where (ir, iZ) → T is a concurrent decision function deciding a set of transitions that can fire together with ir at a particular state iZ.
Definition 7: A state iZ of an improved R-TNCES iRN is a pair iZ = N , z , where N = (P, T , F, CN , EN , em, DC) identifies an activated TNCES net structure with N ≺ B and z = (m, d) is a state of N with m : P → {0, 1} and (P, T , F, CN .EN , em, DC) , where P = {p 5 , p 7 } and T = ∅. Its resulting net structure is s • = (P , T , F , CN .EN , em , DC ), where P = {p 5 , p 7 } and T = {t 9 } as shown in Fig. 5 drawn by thick lines. Its permeating time t 4 is 2. The initial state of its resulting net structure depends on its state correlation function and the current state. The enabled transitions that are allowed to fire together with ir 4 are decided by its concurrence decision function. 
B. POSSIBLE EVENTS OF IMPROVED R-TNCESs
Naturally, the dynamic of R-TNCESs is changed since the improvements of reconfiguration functions. An improved reconfiguration function starts to modify the current activated TNCES as soon as it gets enabled. Its firing consumes time, during which unaffected transitions or other reconfiguration functions can get enabled and fire. Obviously, the implementation of these improved reconfiguration functions are critical for the safety, correctness, and coherence of a dynamic reconfigurable system during reconfiguration processes.
Assume that the current state of an improved R-TNCES iRN is iZ = N , z with N = (P, T , F, CN , EN , em, DC) and z = (m, d). We distinguish the following three cases:
1) FIRING RULES OF SINGLE RECONFIGURATION FUNCTIONS
An improved reconfiguration function ir = (Cond, s, x, τ , ) gets enabled at iZ if and only • s ≺ N and Cond = true. A reconfiguration function can fire after it gets enabled. However, it takes τ time units for ir to finish its firing. This can be explained as follows: ir starts acting on the current activated TNCES immediately after it gets enabled. After τ time units, its work that modifies the current TNCES net structure and/or update the token state is completed.
2) CONCURRENCE OF RECONFIGURATION FUNCTIONS
Assume that two improved reconfiguration functions ir i = (Cond i , s i , x i , t i , i ) and ir j = ( Cond j , s j , x j , t j , j ) get enabled simultaneously at iZ. ir i and ir j can fire concurrently if and only if • s i ∩ • s j = ∅.
Let K be the set of enabled reconfiguration functions at state iZ. An r-step, to be denoted by γ , is a set of reconfiguration functions γ ⊆ iR that can fire concurrently at iZ. An r-step is called a maximal r-step, denoted by γ * , if it has the maximal cardinality.
Any two maximal r-steps at iZ can not fire concurrently, i.e., ∃ ir 1 ∈ γ i and ir 2 ∈ γ j (ir 1 = ir 2 ) with ir 1 = (Cond 1 ,  s 1 , x 1 , t 1 , 1 ) , ir 2 = ( Cond 2 , s 2 , x 2 , t 2 , 2 ), and
3) CONCURRENCE OF RECONFIGURATION FUNCTIONS AND TRANSITIONS
Assume that at iZ, an improved reconfiguration function ir = (Cond, s, x, τ , ) gets enabled. A spontaneous transition t, i.e., ∼ t = ∅, gets enabled at iZ if and only if it satisfies the following three conditions:
(
t ∈ (r). A forced transition t with em(t) = ∨, gets enabled at iZ if and only if it satisfies the above three conditions and ∃t ∈ ∼ t, t is enabled. Otherwise, a forced transition t with em(t) = ∧, gets enabled at iZ if and only if it satisfies the above three conditions and ∀t ∈ ∼ t, t is enabled. Transitions are fired by maximal t-steps as in TNCES, i.e., the maximal set of transitions that can fire together.
C. CONCURRENT DECISION FUNCTIONS
Obviously, at state iZ, an enabled maximal t-step u and an enabled maximal improved reconfiguration functions γ can fire together. The problem is how to decide whether a transition is forbidden by ir or not, i.e., whether t ∈ (r) is true. Given an enabled transition t and an enabled improved reconfiguration function ir = (Cond, s, x, t, ), with
, the following rules with respect to concurrence of transitions and improved reconfigurations are summarized as:
A transition t is forbidden to be concurrent with ir at iZ, i.e., t / ∈ (r) if it meets one of the following conditions:
(1) It is in the action range of ir, i.e, t ∈ T X . (2) It is not in the action range of ir, i.e., t / ∈ T X . However, its enabling conditions in N and enabling conditions in N are different (to make clear, t is marked by t in N in this case), i.e., (
It is neither in action range of ir, nor its enabling conditions are changed by ir (to make clear, t is marked by t in N in this case), i.e., t / ∈ T X , ( − t ∪ • t) =( − t ∪ • t ), where ( − t ∪ • t) ⊆ P and ( − t ∪ • t ) ⊆ P . However, its postset in N and its postset in N are different, i.e., t • =t • , where t • ⊆ P and t • ⊆ P . In addition, if t is a forced transition, although it does not meet the above three conditions, it is forbidden to be concurrent with ir at iZ, i.e., t / ∈ (r) if it meets one of the following conditions:
If em(t) = ∨, all of its forcing transitions are forbidden to be concurrent with ir, i.e., em(t) = ∨,
∀t ∈ ∼ t, and t notin (ir, iZ). (5)
If em(t) = ∧, at least one of its forcing transitions is forbidden by ir, i.e., em(t) = ∧, ∃t ∈ ∼ t, and t / ∈ (ir, iZ). VOLUME 6, 2018 FIGURE 6. t 2 and t 3 are forbidden to current with ir 10 .
FIGURE 7. t 1 is forbidden to current with ir 10 .
Example 3: Assume that at a particular state, users require to apply system reconfiguration High → Light to Sys. The reconfiguration function ir 10 is a necessary reconfiguration function to realize this system reconfiguration, which modifies the parameter of the distribution unit from ρ 2 to ρ 1 . The action range of ir 10 is flow arc f (p 2 , t 2 ). Assume that the current state of the distribution unit and Buffer 1 is z 1 = (m 1 , d 1 ) with m 1 = p 2 + p 3 and d 1 = 4p 2 , as shown in Fig. 6 . Obviously, enabled transitions are t 2 and t 3 . Since t 2 is in the action range of ir 10 , t 2 is forbidden to be concurrent with ir 10 . t 3 is a forced transition of t 2 . Since t 2 is forbidden, it is forbidden incidentally. Assume that the current state of the distribution unit is z 2 = (m 2 , d 2 ) with m 2 = p 1 + p 4 and d 2 = 0, as shown in Fig. 7 . Obviously, t 1 is enabled. However, the firing of t 1 brings one token into p 2 , which is in the action range of ir 10 . Therefore, t 1 is forbidden to fire together with ir 10 .
D. DYNAMICS OF IMPROVED R-TNCESs
Definition 8: The reachability graph of an improved R-TNCES iRN = (B, iR) is a labeled directed graph as shown in Fig. 8 . The graphic nodes are of two types: circles and diamonds. The former denote normal states, whereas the latter denote intermediate states. The arc from state iZ = N , z to state iZ = N , z is denoted by an r-step γ , a tstep u, and a time delay t, where γ = γ f ∪γ u , γ f ∩γ u = ∅, γ f is a set of reconfiguration functions that finish firing after t, and γ u is a set of reconfiguration functions that do not finish firing after t. The arc is represented by iZ [ ( t: u, γ f ), γ u iZ . 
Assume that the current state of an improved R-TNCES
). An enabled t-step is denoted by u and an enabled r-step is denoted by γ . Based on the firing conditions of transitions and reconfiguration functions of an improved R-TNCES, how a new state iZ = N , z is generated is illustrated in Algorithm 1, where
It is assumed that a local clock is assigned to an improved reconfiguration function ir as soon as it gets enabled at a particular state. The clock is used to record the firing status of ir. It shows zero in the beginning and ticks along with the system evolution. It is reset again as soon as the clock meets the permeating time of ir, i.e., the time when ir finishes firing. Obviously, the state iZ = N , z before a system reconfiguration is a normal state, since N ∈ . All reconfiguration functions in γ start firing at iZ. In this case, all their local clocks show zero and start to timing. However, the permeating time of these reconfiguration functions may be different. As a consequence, as time goes on, the system will eventually arrive an intermediate state iZ = N , z , where N / ∈ . The rest time Rest time for a reconfiguration function ir = (Cond, s, x, , τ ) to finish its firing at state iZ is denoted by Rest time = τ -clock, where clock denotes the time on the local clock of ir at iZ. The r-step γ is divided into two subset γ 1 and γ 2 , where γ 1 is the subset of reconfiguration functions with the minimum rest time time 1 , where γ 2 is the subset of reconfiguration functions with longer rest time, i.e., ∀ir∈γ 1 , Rest time = time 1 and ∀ir ∈γ 2 , Rest time >time 1 . The time delay for firing the t-step u is denoted by time 2 . The step u is divided into two subsets u 1 and u 2 , where u 1 is the set of transitions that can be concurrent with all reconfiguration functions in γ , where u 2 is the set of transitions that are forbidden to concurrent with some of the reconfiguration functions in γ , i.e., ∀t ∈ u 1 and ∀ir ∈ γ , t∈ (ir, iZ), ∀t ∈ u 2 and ∃ir ∈ γ , t / ∈ (ir , iZ). The time delay from iZ to iZ is denoted by t. We have the following three cases:
1) If time 1 <time 2 , then t = time 1 . In this case, the set of reconfiguration functions of γ 1 finishes firing after t time units to arrive at the next state iZ = N , z . However, the set of reconfiguration functions of γ 2 has not finished firing before arriving at the next state iZ = N , z . The next state iZ = N , z is computed as follows:
• . The net structure of iZ is computed as follows: First, the net structure N subtracts action ranges of all reconfiguration functions in γ . Second, the resulting net structure of the first step assembles resulting net structures of all reconfiguration functions in γ 1 .
• z = (m ,d ), m : P →{0, 1} and d : P →{0, 1, 2, . . .}. 2) If time 1 >time 2 , then t = time 2 . In this case, the set of transitions of u 1 fires after t time units to arrive at the next state iZ = N , z . All the reconfiguration functions in γ cannot finish firing before arriving at iZ . The next state VOLUME 6, 2018 
Compute the set of enabled maximal t-steps U = {u * 0 , . . . , u * |U | } that can concurrently fire with any reconfiguration function in γ * i at the current state, where ∀g, 
; % A marked state means that all its subsequent states have been computed. Update the current state with a new unmarked state according to the breadth-first search algorithm and turn to Loop. iZ = N , z is computed as follows:
• s i . The net structure of iZ is obtained by subtracting action ranges of all reconfiguration functions in γ . In this case, we have N ≺ N .
• z = (m ,d ), m : P →{0, 1} and d : P → {0, 1, 2, . . .}.
[N ] is the incidence matrix of N and ν(u 1 ) is the vector form of transitions in u 1 . This is the same with reachable state computation of TNCESs. 3) If time 1 = time 2 , then t = time 1 = time 2 . In this case, reconfiguration functions of γ 1 finish firing and the t-step u 1 fires after t time units to arrive at the next state iZ = N , z . However, the set of reconfiguration functions of γ 2 has not finish firing before arriving at the next state iZ = N , z . The next state iZ = N , z is computed as follows:
• . In this case, the net structure N is the same with the first case. It is computed as follows: First, the net structure N subtracts action ranges of all reconfiguration functions in γ . Second, the resulting net structure of the first step assembles resulting net structures of all reconfiguration functions in γ 1 .
• z = (m ,d ), m : P →{0, 1} and d : P →{0, 1, 2, . . .}.
-If p ∈ P ∩ P , P = P ∩ P , i.e., p is not deleted by any reconfiguration function, then
[N ] is the incidence matrix of N and ν(u 1 ) is the vector form of transitions in u 1 .
-If p ∈ P − P, i.e., p is a newly added place, then
) totally depends on the state correlation function of the reconfiguration function that adds the place p. Example 4: Assume that at a particular state iZ 0 = N Light , z 0 , users require Sys to increase the production rate, where z 0 = (m 0 , d 0 ), m 0 = p 2 + p 3 + p 6 + p 8 + p 11 , and d 0 = p 11 . Then the following reconfiguration functions should be implemented: ir 1 , ir 2 , ir 3 , ir 4 , ir 5 , and ir 6 in order to realize the reconfiguration. We compute a possible state path from this state, as shown in Fig. 9 . Two enabled maximal tsteps at this state are u 1 = {t 7 , t 13 } and u 2 = {t 6 , t 13 }. The time delay for u 1 and u 2 is time 2 = 3. The enabled maximal r-steps at this state is γ = {ir 1 , ir 2 , ir 3 , ir 4 }, where γ 1 = {ir 1 , ir 3 }, whose rest time is time 1 = 1. In the beginning, the four reconfiguration functions ir 1 , ir 2 , ir 3 , and ir 4 get enabled and start acting on the current net structure N Light simultaneously. The second state is iZ 1 4 . Therefore, they are not activated in iZ 1 . After one time unit delay, Sys goes into state iZ 2 , where ir 1 and ir 3 finish firing. Afterwards, the t-steps u 3 = {t 2 , t 3 } and u 4 = {t 1 } get enabled and fire consecutively, which guides Sys into the state iZ 4 . The enabled t-steps at iZ 4 are u 5 = {t 1 , t 6 } and u 6 = {t 1 , t 7 }. However, since p 5 and p 7 are in the action range of ir 4 , both t 6 and t 7 are forbidden to fire. After one time unit delay, ir 2 and ir 4 finish firing, which guides Sys into iZ 5 . At iZ 5 , the last two reconfiguration functions ir 5 and ir 6 get enabled and start firing. In this case, the t-steps u 7 = {t 7 }, u 8 = {t 8 , t 10 }, and u 9 = {t 4 , t 5 } fire consecutively, which leads to the state iZ 8 . The same case is at state iZ 6 as the state iZ 4 . The enabled t-steps are u 10 = {t 8 , t 10 } and u 11 = {t 9 , t 14 } at iZ 6 . However, t 9 and t 14 are in the action range of ir 6 , and thus u 6 can not fire at this state. Finally, after one time unit delay, the t-step u 12 = {t 2 , t 3 , t 13 } fires together with the two reconfiguration functions ir 5 and ir 6 , which leads Sys into the objective configuration High.
IV. SIMULATION AND ANALYSIS
By the proposed reachability graph computation algorithm of improved R-TNCESs, automatic analysis techniques such as model checking can be applied to analyze dynamic reconfiguration processes. Model checking is widely applied to check system properties such as boundness, liveness, and other complex functional/temporal properties based on exact system reachability graph [55] . This paper applies SESA to compute reachability graphs for each TNCES-based model of the two configurations Light and High of Sys from particular initial states. These TNCES models are well-designed and can meet particular functional/temporal requirements. This paper is mainly interested in dynamic reconfiguration processes. Therefore, the analysis of these models are ignored here (see [1] , [11] , and [12] for details).
When a system reconfiguration requirement will arise is unpredictable. Therefore, this paper simulates dynamic reconfiguration processes of Sys by selecting some particular system states, at which system reconfigurations start. In addition, it is assumed that only one reconfiguration requirement is permitted at any state and no new reconfiguration requirement is permitted before a system reconfiguration completes. 4 , ir 5 , and ir 6 . Note that ir 5 can get enabled only after the firing of ir 1 and ir 2 , whereas ir 6 can get enabled only after the firing of ir 1 and ir 3 . Only after all these reconfiguration functions finish firing, can the system reconfiguration Light→High be considered as being finished. The physical meaning of iZ 0 is that the distribution unit is feeding a new workpiece, the testing unit is testing a workpiece, and Dr 1 is waiting. After three time units of iZ 0 , t 6 or t 7 would get enabled and fire. t 6 implies that the workpiece fails in the testing. t 7 means that the workpiece passes the testing. We compute the set of reachable states of this dynamic reconfiguration process from iZ 0 . There exist thousands of pathes from iZ 0 , where each path terminates at a normal state, showing that Sys first arrives at the behavior mode High. The reachability graph of this part is graphically shown in Fig. 10 . During this whole process, 40 intermediate states are generated, in which 19 TNCES net structures are not defined previously. To make it clear, Fig. 11 shows the net structure changing diagram of this process, where the concurrent transitions are ignored.
Take the state iZ 19 as an example. iZ 19 14 , and d = 2p 6 . Its physical meaning is that the distribution unit is feeding a new workpiece, a qualified workpiece is waiting to be moved out in the testing unit, Dr 1 is waiting, and Dr 2 and Buffer 3 have been ready to be connected to Sys. At iZ 19 , the two reconfiguration functions ir 5 and ir 6 get enabled and the synchronous enabled transitions are t 8 , t 10 , t 9 , t 14 , and t 16 . Since t 9 and t 14 are in the action range of ir 6 and t 14 is in the action range of ir 5 , they are forbidden to fire together with ir 5 and ir 6 . After one time unit delay, the subsequent states of iZ 19 can be:
• iZ 19 31 has the same net structure with iZ 19 . States iZ 22 and iZ 32 have the same net structure. States iZ 24 and iZ 33 have the same net structure. States iZ 33 and iZ 26 imply that Sys arrives at the objective configuration High, in which all the involved six reconfiguration functions finish firing.
From all these initial states of Sys in production mode High, it is proved that Sys meets user requirements by using SESA. The system is bounded and it is clear from the segmental reachability graph that there are no deadlock generated in the whole dynamic reconfiguration process.
V. CONCLUSION
This paper improves the R-TNCES formalism. The benefits can be summarized as follows. First, the nondeterministic behavior during dynamic system reconfiguration processes can be expressed, since a reconfiguration scenario is considered as the firing of several synchronous or asynchronous reconfiguration functions. For this reason, reconfiguration functions are newly assigned with action ranges and permeating time. Besides, the concurrence of reconfiguration functions and transitions is allowed in an improved R-TNCES. Second, in order to control the system correctness, coherence, and safety, an improved reconfiguration function is also assigned with a concurrent decision function. As a result, dangerous concurrence of transitions and reconfiguration functions is forbidden. Accordingly, an algorithm for computing reachable states of an improved R-TNCES is proposed, such that the reachability graph based analysis method can be applied. A manufacturing system is used as a running example to show the benefits of this improvements and its analytical capability.
In the future, we will focus on coherence analysis and control of dynamic reconfigurable systems based on improved R-TNCESs. Fault diagnosis and analysis [56] can be explored in the considered systems using the learningbased methods [57] 
