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Diplomova´ pra´ce se zaby´va´ modernı´mi metodami pro popis jazyku˚. Prˇedstavuje neˇkolik rˇı´zeny´ch
gramatik, prˇicˇemzˇ podrobneˇji se veˇnuje stromem rˇı´zene´ gramatice. Je zalozˇena na relativneˇ nove´
technice syntakticke´ analy´zy, ktera´ vyuzˇı´va´ pra´veˇ stromem rˇı´zene´ gramatiky. V textu je blı´zˇe
popsa´n postup te´to analy´zy a na´sledneˇ na´vrh, jak jı´ zpracovat paralelneˇ. Dany´ na´vrh se na´m podarˇilo
implementovat a syntaktickou analy´zu tı´m posı´lit z hlediska rychlosti, cˇı´mzˇ jsme dosa´hli hlavnı´ho
cı´le te´to pra´ce.
Abstract
This thesis focuses on modern methods of language description. It introduces several controlled
grammars, describing in detail the tree controlled grammar. The thesis is based on relatively new
technique of syntax analysis using tree controlled grammars. The process of this analysis is described
in detail, followed by a design of parallel-processing of this analysis. We managed to succesfully
implement this design, speed up the syntax analysis and therefore achieve the main goal of the
thesis.
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V dnesˇnı´ dobeˇ ma´me k dispozici obrovskou vy´pocˇetnı´ sı´lu, kterou samozrˇejmeˇ chceme naplno vyu-
zˇı´t. Zrˇejmeˇ jizˇ kazˇdy´ pocˇı´tacˇ obsahuje dva a vı´ce procesoru˚. Paralelnı´ programova´nı´ je mozˇnostı´, jak
teˇchto procesoru˚ vyuzˇı´t. Ota´zkou vsˇak zu˚sta´va´, jak vyuzˇı´t paralelnı´ho programova´nı´ tak, abychom
zrychlili vy´pocˇet tzv. syntakticke´ analy´zy. Dnes je jizˇ samozrˇejmostı´, zˇe prˇekladacˇe dı´ky modulariteˇ
modernı´ch programovacı´ch jazyku˚ pracujı´ paralelneˇ a tı´m dosahujı´ lepsˇı´ch vy´sledku˚ prˇekladu z hle-
diska rychlosti, cozˇ je jednı´m z cı´lu˚ paralelnı´ch vy´pocˇtu˚. Je velmi snadne´ zameˇstnat vı´ce procesoru˚
tak, zˇe kazˇdy´ jeden procesor zpracuje pra´veˇ jeden soubor. Tedy ota´zku, jak vylepsˇit syntaktickou
analy´zu z hlediska rychlosti, za na´s vyrˇesˇila pra´veˇ modularita modernı´ch programovacı´ch jazyku˚.
Existuje vsˇak mnoho typu˚ tzv. rˇı´zeny´ch gramatik, ktere´ zlepsˇujı´ prˇeklad z hlediska sı´ly. V te´to pra´ci
se pokusı´me navrhnout paralelnı´ prˇı´stup, ktery´ provede syntaktickou analy´zu vyuzˇı´vajı´cı´ neˇktery´
z typu˚ rˇı´zeny´ch gramatik. Jelikozˇ je pra´ce zalozˇena pouze na neˇkolik meˇsı´cu˚ stare´m cˇla´nku [4],
existuje zde velky´ prostor pro vytva´rˇenı´ novy´ch, cˇi kombinova´nı´ sta´vajı´cı´ch prˇı´stupu˚ k syntakticke´
analy´ze. Ve vy´sledku tak zı´ska´me rychlejsˇı´ a silneˇjsˇı´ syntaktickou analy´zu.
Zpra´va je rozcˇleneˇna do neˇkolika logicky´ch celku˚. Kapitola 2 je veˇnova´na definova´nı´ za´kladnı´ch
pojmu˚ teorie prˇekladacˇu˚. Mimo jine´ho zde najdeme i klasifikaci za´kladnı´ch gramatik, cozˇ na´m
pomu˚zˇe le´pe se zorientovat v modernı´ch prˇı´stupech k popisu jazyku˚. Samotne´ gramatiky vsˇak
pouze generujı´ prˇı´slusˇne´ jazyky. K syntakticke´ analy´ze potrˇebujeme na za´kladeˇ teˇchto gramatik
vytvorˇit ru˚zne´ automaty, ktere´ budou prˇijı´mat generovane´ jazyky. Proto si zde definujeme jak
samotne´ automaty, tak algoritmy, umozˇnˇujı´cı´ automaticky´ prˇevod z gramatik na tyto automaty.
Nakonec si uvedeme jednotlive´ fa´ze prˇekladu, jehozˇ soucˇa´stı´ je i syntakticka´ analy´za.
Na´sledujı´cı´ kapitola (3) je veˇnova´na modernı´m metoda´m popisu jazyku˚. Je zde velmi obecneˇ
popsa´no neˇkolik typu˚ tzv. rˇı´zeny´ch gramatik, ktere´ omezenı´m pravidel bezkontextovy´ch gramatik
doka´zˇı´ zvy´sˇit jejich generativnı´ sı´lu. Du˚lezˇitou cˇa´st tohoto dokumentu prˇedstavuje tzv. stromem
rˇı´zena´ gramatika, kterou se v dane´ kapitole zaby´va´me mnohem podrobneˇji. Vysveˇtlı´me si zde na
neˇkolika prˇı´kladech, jak tato metoda funguje.
Vy´sledkem te´to pra´ce ma´ by´t na´vrh metody pro paralelnı´ syntaktickou analy´zu. Dosta´va´me se
ke kapitole 4, ktera´ se pra´veˇ tı´mto na´vrhem zaby´va´. Prˇedstavı´me si zde dveˇ metody, kde jedna
vyuzˇı´va´ prˇı´stupu shora dolu˚ a druha´ pak zdola nahoru. U obou si podrobneˇ popı´sˇeme postup, jaky´m
syntaktickou analy´zu prove´st a pote´ navrzˇeny´ postup prˇedvedeme na konkre´tnı´m prˇı´kladeˇ. Da´le si
prˇedvedeme mozˇnost paralelnı´ho zpracova´nı´ navrzˇene´ho algoritmu.
Implementaci navrzˇeny´ch metod popisuje kapitola 5. Rˇekneme si, jake´ prostrˇedky jsme pro im-
plementaci zvolili a jak vy´slednou aplikaci pouzˇı´t. Neberme vsˇak tento popis jako manua´l k prˇilozˇe-
ne´mu programu (ten je soucˇa´stı´ CD). Spı´sˇe budeme diskutovat jeho mozˇnosti. Da´le zde navrhneme




Abychom mohli da´le v tomto textu zkoumat modernı´ syntakticke´ analy´zy a obecneˇ mozˇnosti
prˇekladu, musı´me si nejdrˇı´ve zave´st za´kladnı´ definice prostrˇedku˚. Za´kladnı´ pojmy a definice zmı´-
neˇne´ v te´to kapitole jsou prˇevzaty z [6]. Da´le budeme definovat gramatiky, ktere´ vyuzˇı´va´me jak pro
generova´nı´ jazyku˚, tak pro jejich kontrolu. Le´pe rˇecˇeno, na za´kladeˇ gramatik doka´zˇeme specifikovat
na´stroje, ktere´ jazyk generovany´ danou gramatikou doka´zˇı´ kontrolovat. Abychom uzˇivateli co nej-
vı´ce zjednodusˇili pouzˇitı´ aplikace prˇilozˇene´ k tomuto textu (viz. kapitola 5), budeme automaticky
pro zadanou gramatiku specifikovat automat, ktery´ doka´zˇe prˇijı´mat pra´veˇ touto gramatikou gene-
rovany´ jazyk. Proto si zde prˇiblı´zˇı´me metody, ktere´ tento prˇevod popisujı´. Soucˇa´stı´ te´to kapitoly je
take´ popis jednotlivy´ch fa´zı´ prˇekladu a samozrˇejmeˇ detailneˇji popsany´ prˇı´stup k syntakticke´ analy´ze
(2.4.2). Konkre´tneˇji je to prˇı´stup shora dolu˚ a prˇı´stup zdola nahoru.
2.1 Za´kladnı´ pojmy
Zde se sezna´mı´me se za´kladnı´mi prostrˇedky pouzˇı´vany´mi ve spojenı´ s prˇekladacˇi a obzvla´sˇt’pak se
syntaktickou analy´zou.
2.1.1 Abeceda a symboly
Prˇı´kladem mu˚zˇe by´t bina´rnı´ abeceda, kterou prˇedstavuje mnozˇina {0, 1}. Symboly zde jsou 0 a 1.
Forma´lneˇji bychom mohli abecedu definovat na´sledovneˇ.
Definice 2.1.1. Abeceda je konecˇna´, nepra´zdna´ mnozˇina elementu˚, ktere´ nazy´va´me symboly.
2.1.2 Rˇeteˇzec
V literaturˇe se neˇkdy mu˚zˇeme setkat s oznacˇenı´m rˇeteˇzce jako rˇeteˇz nebo take´ slovo. Nezˇ si uvedeme
operace, ktere´ s rˇeteˇzci mu˚zˇeme prova´deˇt, musı´me si rˇeteˇzec nadefinovat. Pra´zdny´ rˇeteˇzec budeme
oznacˇovat jako E.
Definice 2.1.2. Necht’Σ je abeceda.
• E je rˇeteˇzec nad abecedou Σ
• pokud x je rˇeteˇzec nad Σ a a ∈ Σ, potom xa je rˇeteˇzec nad abecedou Σ
Nynı´ si forma´lneˇ zavedeme pojmy, ktere´ na´m dovolı´ s rˇeteˇzci pracovat.
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Definice 2.1.3. Necht’x je rˇeteˇzec nad abecedouΣ.De´lka rˇeteˇzcex, kterou znacˇı´me |x|, je definova´na
takto:
• pokud x = , pak |x| = 0
• pokud x = a1 . . . an, pak |x| = n pro n ≥ 1 a ai ∈ Σ pro vsˇecha i = 1, . . . , n
Definice 2.1.4. Necht’x a y jsou dva rˇeteˇzce nad abecedou Σ. Konkatenace x a y je rˇeteˇzec xy.
Definice 2.1.5. Necht’ x je rˇeteˇzec nad abecedou Σ. Pro i ≥ 0, i-ta´ mocnina rˇeteˇzce x, xi, je
definova´na: x0 = ε a pro i ≥ 1 : xi = xxi−1
Definice 2.1.6. Necht’ x je rˇeteˇzec nad abecedou Σ. Reverzace rˇeteˇzce x, kterou znacˇı´me jako
reversal(x), je definova´na:
• pokud x =  pak reversal() = 
• pokud x = a1 . . . an, pak reversal(a1 . . . an) = an . . . a1 pro n ≥ 1 a ai ∈ Σ pro vsˇechna
i = 1, . . . , n
Definice 2.1.7. Necht’x a y jsou dva rˇeteˇzce nad abecedou Σ. Potom x je prefixem y, pokud existuje
rˇeteˇzec z nad abecedou Σ, prˇicˇemzˇ platı´ xz = y.
Definice 2.1.8. Necht’x a y jsou dva rˇeteˇzce nad abecedou Σ. Potom x je sufixem y, pokud existuje
rˇeteˇzec z nad abecedou Σ, prˇicˇemzˇ platı´ zx = y.
Definice 2.1.9. Necht’x a y jsou dva rˇeteˇzce nad abecedou Σ. Potom x je podrˇeteˇzcem y, pokud
existuje rˇeteˇzec z, z′ nad abecedou Σ, prˇicˇemzˇ platı´ zxz′ = y.
2.1.3 Jazyk
Jazyk mu˚zˇe by´t konecˇny´ nebo nekonecˇny´. Jazyk L je konecˇny´, pokud L obsahuje konecˇny´ pocˇet
rˇeteˇzcu˚, jinak je nekonecˇny´. Nad jazyky mu˚zˇeme prova´deˇt hned neˇkolik operacı´. Nezˇ si je popı´sˇeme,
uvedu definici samotne´ho jazyka.
Definice 2.1.10. Necht’Σ∗ znacˇı´ mnozˇinu vsˇech rˇeteˇzcu˚ nad Σ. Kazˇda´ podmnozˇinaL ⊆ Σ∗ je jazyk
nad Σ.
Definice 2.1.11. Necht’L1 a L2 jsou dva jazyky nad Σ. Sjednocenı´ jazyku˚ L1 a L2, L1 ∪ L2 je
definova´no: L1 ∪ L2 = {x : x ∈ L1 nebo x ∈ L2}
V te´to pra´ci budeme cˇasto vyuzˇı´vat tzv. reverzaci jazyka. Definujme si tedy tento pojem.
Neforma´lneˇ mu˚zˇeme rˇı´ct, zˇe reverzace je otocˇenı´ vsˇech rˇeteˇzcu˚ patrˇı´cı´ do dane´ho jazyka.
Definice 2.1.12. Necht’L je jazyk nad Σ. Reverzace jazyka L, ktere´ znacˇı´me jako reversal(L), je
definova´na na´sledovneˇ.
reversal(L) = {reversal(x) | x ∈ L}
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2.2 Reprezentace jazyku˚
Konecˇne´ jazyky mu˚zˇeme jednodusˇe specifikovat vy´cˇtem jejich slov. Nekonecˇne´ jazyky (naprˇ. pro-
gramovacı´ jazyky) takto specifikovat nemu˚zˇeme. Pro jejich popis si zavedeme na´sledujı´cı´ gramatiky
a automaty. Tyto prostrˇedky totizˇ prˇedstavujı´ konecˇnou reprezentaci nekonecˇny´ch, ale i konecˇny´ch
jazyku˚.
Kazˇda´ gramatika obsahuje konecˇnou mnozˇinu pravidel, pomocı´ ktery´ch generujeme dany´ jazyk.
Stejneˇ tak i automaty definujı´ jazyk pomocı´ konecˇny´ch prostrˇedku˚, na jejichzˇ za´kladeˇ algoritmus
rozhodne, zda dany´ rˇeteˇzec patrˇı´ do jazyka cˇi nikoliv. Na´sleduje Chomske´ho klasifikace gramatik,
jejich definice a dalsˇı´ pojmy, ktere´ budeme potrˇebovat da´le v tomto textu.
2.2.1 Neomezena´ gramatika
Za´kladnı´ gramatika, ze ktere´ vycha´zı´ vsˇechny da´le uvedene´ gramatiky. To znamena´, zˇe ostatnı´
gramatiky jsou pouze podmnozˇinou te´to.
Definice 2.2.1. Gramatika je cˇtverˇice G = (N,T, P, S), kde
• N je abeceda netermina´lu˚
• T je abeceda termina´lu˚, prˇicˇemzˇ N ∩ T = ∅
• P je konecˇna´ mnozˇina pravidel a P ⊆ (N ∪ T )∗N(N ∪ T )× (N ∪ T )∗
• S ∈ N je pocˇa´tecˇnı´ netermina´l
Definice 2.2.2. Necht’G = (N,T, P, S) je gramatika a u, v jsou rˇeteˇzce z (N ∪ T )∗. Mezi rˇeteˇzci
u a v platı´ relace u⇒G v, nazy´va´na prˇı´ma´ derivace, jestlizˇe mu˚zˇeme rˇeteˇzce u, v vyja´drˇit ve tvaru
u = γαδ
v = γβδ
kde γ, δ ∈ (N ∪ T )∗ a α→ β je neˇjake´ prˇepisovacı´ pravidlo z P .
Definice 2.2.3. Necht’G = (N,T, P, S) je gramatika a u, v jsou rˇeteˇzce z (N ∪ T )∗. Mezi rˇeteˇzci
u a v platı´ relace u ⇒+ v, nazy´va´na derivace, jestlizˇe existuje posloupnost prˇı´my´ch derivacı´
wi−1 ⇒ wi, kde wi ∈ (N ∪ T )∗ a 1 ≤ i ≤ n, pro neˇjake´ n ≥ 1 takova´, zˇe platı´
u = w0 ⇒ w1 ⇒ . . .⇒ wn−1 ⇒ wn = v
Tuto posloupnost nazy´va´me derivacı´ de´lky n a znacˇı´me jı´⇒n.
Definice 2.2.4. Necht’G = (N,T, P, S) je gramatika a u, v jsou rˇeteˇzce z (N ∪ T )∗. Jestlizˇe platı´
relace u⇒+ v nebo identita u = v, pak pı´sˇeme u⇒∗ v.
2.2.2 Kontextova´ gramatika
Definice 2.2.5. Kontextova´ gramatika je cˇtverˇice G = (N,T, P, S), kde
• N je abeceda netermina´lu˚
• T je abeceda termina´lu˚, prˇicˇemzˇ N ∩ T = ∅
• P je konecˇna´ mnozˇina pravidel a αA β → αγβ, kdeA ∈ N,α, β ∈ (N ∪T )∗, γ ∈ (N ∪T )+
• S ∈ N je pocˇa´tecˇnı´ netermina´l
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2.2.3 Bezkontextova´ gramatika
Bezkontextova´ gramatika (2.2.6) nejcˇasteˇji popisuje syntaxi programovacı´ch jazyku˚. Pro na´zorne´
zobrazenı´ derivace (struktury veˇty) v bezkontextove´ gramatice slouzˇı´ derivacˇnı´ strom (2.2.8). Nej-
lepsˇı´ uka´zkou zrˇejmeˇ bude prˇı´klad takove´ho stromu. Nejdrˇı´ve si vsˇak uvedeme forma´lnı´ definice
bezkontextove´ gramatiky a derivacˇnı´ho stromu.
Definice 2.2.6. Bezkontextova´ gramatika je cˇtverˇice G = (N,T, P, S), kde
• N je abeceda netermina´lu˚
• T je abeceda termina´lu˚, prˇicˇemzˇ N ∩ T = ∅
• P je konecˇna´ mnozˇina pravidel ve tvaru: A→ x, kde A ∈ N, x ∈ (N ∪ T )∗
• S ∈ N je pocˇa´tecˇnı´ netermina´l
Definice 2.2.7. Necht’G = (N,T, P, S) je bezkontextova´ gramatika. Jazyk generovany´ gramatikou
G, ktery´ znacˇı´me L(G), je definova´n jako
L(G) = {w | w ∈ T ∗, S ⇒∗ w}
Definice 2.2.8. Necht’G = (N,T, P, S) je bezkontextova´ gramatika. Strom nazy´va´me derivacˇnı´
strom v G, jestlizˇe.
• Kazˇdy´ uzel je ohodnocen symbolem z N ∪ T .
• Korˇen je ohodnocen symbolem S.
• Jestlizˇe uzel ma´ nejme´neˇ jednoho na´sledovnı´ka, pak je ohodnocen symbolem z N .
• Jestlizˇe b1, b2, . . . , bk jsou prˇı´mı´ na´sledovnı´ci uzlu a, jenzˇ je ohodnocen symbolemA, v porˇadı´
zleva doprava s ohodnocenı´m B1, B2, . . . , Bk, pak A→ B1B2 . . . Bk ∈ P .
Derivacˇnı´ strom
Derivacˇnı´ strom je graf, ktery´ reprezentuje syntaktickou strukturu rˇeteˇzce a slouzˇı´ jak pro na´zorne´
zobrazenı´ takove´ struktury, tak i prˇı´mo pro analy´zu jednotlivy´ch derivacˇnı´ch kroku˚ a tedy i cele´ho
rˇeteˇzce.
Jak je uvedeno v definici, korˇenovy´m uzlem je vzˇdy startujı´cı´ symbol S. Takovy´to startujı´cı´ uzel
je spojen s dalsˇı´mi uzly, ktery´mi mohou by´t bud’to uzly oznacˇeny netermina´lnı´mi nebo termina´lnı´mi
symboly. Cı´lemderivacˇnı´ho stromu je dostat se od startujı´cı´ho uzluS s vyuzˇitı´m pravidel z gramatiky
G do uzlu˚ oznacˇeny´mi termina´lnı´mi symboly (ty nazy´va´me listy stromu). Kdyzˇ potom spojı´me
oznacˇenı´ vsˇech listu˚ zleva doprava, tak dosta´va´me rˇeteˇzec, ktery´ derivacˇnı´ strom reprezentuje.
Jak uvidı´me v kapitole 3.2, existujı´ gramatiky, ktere´ prˇı´mo vyuzˇı´vajı´ teˇchto stromu˚ pro kontrolu
syntakticke´ spra´vnosti urcˇite´ho rˇeteˇzce. My se zameˇrˇı´me na typ, kdy se v derivacˇnı´m stromeˇ hledajı´
cesty, ktere´ spadajı´ do rˇı´dı´cı´ho jazyka dane´ gramatiky. Co je to rˇı´dı´cı´ jazyk si vysveˇtlı´me v dalsˇı´ch
kapitola´ch, nynı´ si vsˇak zaved’me pojem cesta v derivacˇnı´m stromeˇ.
Definice 2.2.9. Meˇjme bezkontextovou gramatikuG = (N,T, P, S) a x ∈ T ∗. Da´le meˇjme G∆(x),
znacˇı´cı´ mnozˇinu vsˇech derivacˇnı´ch stromu˚, ktere´ reprezentujı´ rˇeteˇzec x v G a t ∈ G∆(x). Cestou
(path) v t oznacˇı´me neˇjakou sekvenci uzlu˚, kde prvnı´m uzlem je korˇenovy´ (root) uzel stromu t a
poslednı´m uzlem je list v dane´m stromu t, prˇicˇemzˇ musı´ platit, zˇe kazˇde´ dva po sobeˇ jdoucı´ uzly jsou
spojeny hranou. Rˇekneˇme, zˇe s je neˇjaka´ sekvence uzlu˚ z t. Potom word(s) znacˇı´ rˇeteˇzec zı´skany´
spojenı´m vsˇech symbolu˚ uzlu˚ v s.
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Prˇı´klad 2.2.10. Meˇjme gramatiku G = ({S,A,B}, {a, b, b}, P, S), kde P obsahuje pravidla S →
AB, A → aAb | ab, B → bBc | bc. Pak v te´to gramatice mu˚zˇeme generovat rˇeteˇzec aabbbbcc
naprˇı´klad takto:










Obra´zek 2.1: Derivacˇnı´ strom pro prˇı´klad 2.2.10
Nynı´ si popisˇme, jak budeme v tomto textu cha´pat grafickou podobu jednotlivy´ch uzlu˚ stromu.
• Cesta – V derivacˇnı´m stromeˇ oznacˇene´ jako zelene´ uzly. V tomto konkre´tnı´m prˇı´padeˇ vede
cesta od korˇenove´ho uzlu S do listu a. V neˇktery´ch prˇı´kladech mu˚zˇe by´t oznacˇena i nekom-
pletnı´ cesta. Cha´pejme tedy uzel oznacˇeny´ zelenou barvou, jako uzel patrˇı´cı´ do potencia´lnı´
cesty.
• Neprˇijata´ cesta – Takovy´ uzel oznacˇme cˇervenou barvou. Znamena´ to tedy, zˇe dany´ uzel jizˇ
prosˇel analy´zou hledajı´cı´ potencia´lnı´ cesty a byl odmı´tnuty´.
• Uzel – Pokud uzel nepatrˇı´ do zˇa´dne´ z vy´sˇe uvedeny´ch kategoriı´, pak je oznacˇeny´ oranzˇovou
barvou.
• List – List neodlisˇujeme od ostatnı´ch uzlu˚ jinou barvou. Cha´pejme jej vsˇak jako poslednı´, do
ktere´ho pouze vstupuje neˇjaka´ hrana a zˇa´dna´ z neˇj jizˇ nevystupuje.
Definice 2.2.11. Necht’G = (N,T, P, S) je bezkontextova´ gramatika. Pokud existuje rˇeteˇzec x ∈
L(G) s vı´ce jak jednı´m derivacˇnı´m stromem, potom G je nejednoznacˇna´. Jinak je G jednoznacˇna´.




Definice 2.2.13. Za´sobnı´kovy´ automat (ZA) je sedmiceM = (Q,Σ,Γ, δ, q0, Z0, F ), kde
• Q je konecˇna´ mnozˇina stavovy´ch symbolu˚ reprezentujı´cı´ch vnitrˇnı´ rˇı´dı´cı´ jednotky
• Σ je vstupnı´ abeceda
• Γ je konecˇna´ abeceda za´sobnı´kovy´ch symbolu˚
• δ je zobrazenı´ z mnozˇiny Q × (Σ ∈ {}) × Γ do konecˇne´ mnozˇiny podmnozˇin Q × Γ∗
popisujı´cı´ funkci prˇechodu˚
• q0 je pocˇa´tecˇnı´ stav rˇı´dı´cı´ jednotky
• Z0 je symbol, ktery´ je na pocˇa´tku ulozˇen do za´sobnı´ku
• Z ⊆ Q je mnozˇina koncovy´ch stavu˚
Definice 2.2.14. Konfigurace za´sobnı´kove´ho automatu P je trojice (q, w, α) ∈ Q× Σ∗ × Γ∗, kde
• q je prˇı´tomny´ stav rˇı´dı´cı´ jednotky
• w je doposud neprˇecˇtena´ cˇa´st vstupnı´ho rˇeteˇzce. Prvnı´ symbol rˇeteˇzce je pod cˇtecı´ hlavou.
Je-li w = , pak byly vsˇechny symboly ze vstupnı´ pa´sky prˇecˇteny.
• α je obsah za´sobnı´ku. Je-li α = , pak je za´sobnı´k pra´zdny´.
Definice 2.2.15. Prˇechod za´sobnı´kove´ho automatu P budeme reprezentovat bina´rnı´ relacı´ `p (nebo
jednodusˇeji ` bude-li zrˇejme´, zˇe jde o automat P ), ktera´ je definova´na na mnozˇineˇ konfiguracı´
za´sobnı´kove´ho automatu P . Relace
(q, aw, Zα) ` (q′, w, γα)
platı´, jestlizˇe δ(q, a, Z) obsahuje prvek (q′, γ) pro neˇjake´ q ∈ Q, a ∈ (Σ ∪ {}), w ∈ Σ∗, Z ∈ Γ a
α, γ ∈ Γ∗.
Definice 2.2.16. Necht’M = (Q,Σ,Γ, δ, q0, Z0, F ) je za´sobnı´kovy´ automat. Jazyk prˇijı´many´ tı´mto
automatem je definova´n jako
L(M) = {w | w ∈ Σ∗, Z0q0w `∗ f, f ∈ Q}
.
2.2.4 Linea´rnı´ gramatika
Tato gramatika prˇı´mo nepatrˇı´ mezi chomske´ho klasifikaci gramatik, avsˇak da´le v textu jı´ budeme
cˇasto vyuzˇı´vat. Jedna´ se o gramatiku, ktera´ je vlastnı´ podmnozˇinou bezkontextovy´ch gramatik a
nı´zˇe definovana´ regula´rnı´ gramatika je vlastnı´ podmnozˇinou pra´veˇ linea´rnı´ gramatiky.
Definice 2.2.17. Linea´rnı´ gramatika je cˇtverˇice G = (N,T, P, S), kde
• N je abeceda netermina´lu˚
• T je abeceda termina´lu˚, prˇicˇemzˇ N ∩ T = ∅
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• P je konecˇna´ mnozˇina pravidel ve tvaru:A→ αBβ neboA→ α, kdeA,B ∈ N a α, β ∈ T ∗
• S ∈ N je pocˇa´tecˇnı´ netermina´l
Tedy neforma´lneˇ rˇecˇeno - je to gramatika, jejı´zˇ kazˇde´ pravidlo ma´ maxima´lneˇ jeden netermina´l
na prave´ straneˇ.
2.2.5 Regula´rnı´ gramatika
Definice 2.2.18. Regula´rnı´ gramatika je cˇtverˇice G = (N,T, P, S), kde
• N je abeceda netermina´lu˚
• T je abeceda termina´lu˚, prˇicˇemzˇ N ∩ T = ∅
• P je konecˇna´ mnozˇina pravidel ve tvaru: A→ xB nebo A→ x, kde A,B ∈ N, x ∈ T ∗
• S ∈ N je pocˇa´tecˇnı´ netermina´l
2.3 Algoritmy
Popı´sˇeme si algoritmy, ktere´ budeme pozdeˇji pouzˇı´vat obzvla´sˇteˇ v aplikaci prˇilozˇene´ k te´to pra´ci.
Nejdrˇı´ve si vsˇak zaved’me dveˇ potrˇebne´ mnozˇiny First a Follow.
2.3.1 First mnozˇina
First(x) je mnozˇina vsˇech termina´lu˚, ktery´mi mu˚zˇe zacˇı´nat veˇtna´ forma derivovatelna´ z x.
Definice 2.3.1. Necht’G = (N,T, P, S) je bezkontextova´ gramatika. Pro kazˇde´ x ∈ (N ∪ T )∗ je
definova´na First(x) jako
First(x) = {a | a ∈ T, x⇒∗ ay, y ∈ (N ∪ T )∗}
Pro LL gramatiku musı´ platit, zˇe pro netermina´l A nesmı´ existovat vı´ce jako jedno pravidlo,
ktere´ zacˇı´na´ stejny´m termina´lem (prˇı´padneˇ netermina´lem, ktery´ se da´ na takovy´to termina´l prˇepsat).
Jiny´mi slovy, pokud je na vstupu termina´l a, pak musı´me by´t jednoznacˇneˇ schopni urcˇit, jake´
pravidlo pouzˇijeme. Zaved’me si LL gramatiku forma´lneˇ.
Definice 2.3.2. Necht’G = (N,T, P, S) je bezkontextova´ gramatika bez ε-pravidel.G je LL grama-
tika, pokud pro kazˇde´ a ∈ T a A ∈ N existuje maxima´lneˇ jedno pravidlo A→ X1X2 . . . Xn ∈ P
takove´, zˇe a ∈ First(X1X2 . . . Xn).
Vy´pocˇet First mnozˇiny
Algoritmus pro vy´pocˇet First mnozˇiny je rekurzivnı´, jak uvidı´me nı´zˇe. Uvazˇujme gramatiku bez
ε-pravidel.
1. Pro kazˇde´ a ∈ T je First(a) = {a}
2. Pokud A → X1X2 . . . Xn ∈ P , pak prˇidej First(X1) do First(A). Tento bod opakuj tak
dlouho, dokud bude mozˇne´ meˇnit neˇkterou z First mnozˇin.
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Prˇı´klad 2.3.3. Meˇjme gramatiku G = (N,T, P, S), kde
• N = {S,A,B}
• T = {a, b, c, d, e, k} a mnozˇina pravidel P (cˇı´sla prˇedstavujı´ jedinecˇne´ oznacˇenı´ pravidel):
1: S → AA
2: A → aAd
3: A → bBc
4: A → e
5: B → bBc
6: B → k








S {a, b, e}
A {a, b, e}
B {a, b, e}
Tabulka 2.1: Mnozˇiny First
2.3.2 Follow mnozˇina
Mnozˇina Follow(A) je mnozˇina vsˇech termina´lu˚, ktere´ se mohou vyskytovat vpravo odA ve veˇtne´
formeˇ.
Definice 2.3.5. Necht’G = (N,T, P, S) je bezkontextova´ gramatika. Pro vsˇechna A ∈ N definu-
jeme mnozˇinu Follow(A) takto
Follow(A) = {a | a ∈ T, S ⇒∗ xAay, x, y ∈ (N ∪ T )∗} ∪ {$ | S ⇒∗ xA, x ∈ (N ∪ T )∗}
Vy´pocˇet Follow mnozˇiny
I vy´pocˇet mnozˇiny Follow probı´ha´ rekurzivneˇ. Uka´zˇeme si algoritmus, ktery´m je mozˇne´ jı´ zı´skat a
pote´ uka´zˇeme vy´sledne´ mnozˇiny pro danou gramatiku.
1. Follow(S) = {$}, kde $ je symbol, ktery´ znacˇı´ konec vstupu.
2. Pokud A→ xBy ∈ P , potom:
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• Pokud y 6= ε, pak prˇidej vsˇechny symboly z First(y) do Follow(B)
• Pokud Empty(y) = {ε}, pak prˇidej vsˇechny symboly z Follow(A) do Follow(B).
Druhy´ krok opakuj tak dlouho, dokud se meˇnı´ neˇktera´ z Follow mnozˇin.
Uved’me si vy´znam mnozˇiny Empty(x). Jde o mnozˇinu, ktera´ obsahuje jediny´ prvek ε, pokud
x derivuje ε, jinak je pra´zdna´.
Definice 2.3.6. Necht’G = (N,T, P, S) je bezkontextova´ gramatika.
• Empty(x) = {ε}, pokud x⇒∗ ε, jinak
• Empty(x) = ∅, kde x ∈ (N ∪ T )∗
Prˇı´klad 2.3.7. Pro vy´sˇe uvedenou gramatiku (viz. 2.3.3) jsou mnozˇiny uvedeny v tabulce 2.2.
x Follow(x)
S {$}
A {a, b, e, d, $}
B {c}
Tabulka 2.2: Mnozˇiny Follow
2.3.3 Prˇevod gramatiky na za´sobnı´kovy´ automat
Dalsˇı´m algoritmem je prˇevod gramatiky na za´sobnı´kovy´ automat. Do aplikace prˇilozˇene´ k te´to pra´ci
bude uzˇivatel zada´vat gramatiky pro generova´nı´ neˇjake´ho jazyka. K prˇijmutı´ tohoto jazyka pak
budeme potrˇebovat pra´veˇ za´sobnı´kovy´ automat. Prˇevod mezi zadanou gramatikou a za´sobnı´kovy´m
automatem bude probı´hat automaticky podle na´sledujı´cı´ho algoritmu.
Prˇı´klad 2.3.8. Meˇjme bezkontextovou gramatiku G = (N,T, P, S). Gramatiku G prˇevedeme na
rozsˇı´rˇeny´ za´sobnı´kovy´ automatM = (Q,Σ,Γ, δ, q0, Z0, ∅) takto:
• Q = {q}
• Σ = T
• Γ = N ∪ T
• q0 = q
• Z0 = S
• Konstrukce mnozˇiny δ:
– Pro kazˇde´ a ∈ Σ bude δ(q, a, a) = δ(q, ε).
– Pro kazˇde´ A→ x ∈ P bude δ(q, ε, A) = δ(q, x).
Prˇı´klad 2.3.9. Ukazˇme si prˇevod dane´ gramatiky (viz. 2.3.3) na rozsˇı´rˇeny´ za´sobnı´kovy´ automat.
• Q = {q}
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• Σ = {a, b, c, d, e, k}
• Γ = {S,A,B, a, b, c, d, e, k}
• q0 = q
• Z0 = S
• Mnozˇina δ:
– δ(q, ε, S) = {(q, AA)}
– δ(q, ε, A) = {(q, aAd), (q, bBc), (q, e)}
– δ(q, ε, B) = {(q, bBc), (q, k)}
– δ(q, a, a) = {(q, ε)}
– δ(q, b, b) = {(q, ε)}
– δ(q, c, c) = {(q, ε)}
– δ(q, d, d) = {(q, ε)}
– δ(q, e, e) = {(q, ε)}
– δ(q, k, k) = {(q, ε)}
2.4 Fa´ze prˇekladu
Samotna´ kompilace je rozcˇleneˇna do neˇkolika fa´zı´. Teˇmito cˇa´stmi musı´ zdrojovy´ program zapsany´
ve zdrojove´m jazyce projı´t, aby se z neˇj stal cı´lovy´ program v cı´love´m jazyce.
2.4.1 Lexika´lnı´ analyza´tor
Prvnı´ fa´zı´ prˇekladacˇe je lexika´lnı´ analyza´tor (lexical analysis, scanning). Vstupem lexika´lnı´ analy´zy
je soubor se zdrojovy´m ko´dem a vy´stupem jsou tokeny. Funkcı´ lexika´lnı´ analy´zy je cˇı´st znaky ze
vstupnı´ho souboru a tvorˇit z nich lexika´lnı´ symboly. Kazˇdy´ takovy´ symbol prˇedstavuje logickou
posloupnost znaku˚ a nazy´va´ se lexe´m. Vy´stupem lexika´lnı´ analy´zy ma´ by´t vsˇak token. Ten je slozˇen
z dane´ho lexe´mu a jeho hodnoty. Token je tedy dvojice lexe´m:hodnota (naprˇ. int:20). Pokud dany´
lexe´m nema´ hodnotu, mu˚zˇeme jı´ vynechat (naprˇ. rovnı´tko). Z na´sledujı´cı´ posloupnosti znaku˚ budou
vytvorˇeny tyto tokeny:








Tabulka 2.3: Fronta lexika´lnı´ch symbolu˚
13
V tabulce 2.3 mu˚zˇeme videˇt vy´stup lexika´lnı´ analy´zy dane´ho vy´razu. Kazˇdy´ rˇa´dek prˇedstavuje
jeden token (pro lepsˇı´ prˇehlednost je v tabulce navı´c sloupecˇek porˇadı´). Syntakticky´ analyza´tor (viz.
2.4.2) by pozˇadoval tokeny postupneˇ v porˇadı´ od 1 (v nasˇem prˇı´kladu tedy od identifika´toru).
V praxi se pro implementaci lexika´lnı´ analy´zy vyuzˇı´va´ tzv. konecˇny´ automat. Symboly nepo-
trˇebne´ pro syntaktickou analy´zu (”bı´le´ znaky“, komenta´rˇe, . . . ) jsou konecˇny´m automatem vyne-
cha´ny a lexika´lnı´ analyza´tor je tedy na sve´m vy´stupu vu˚bec neuva´dı´.
2.4.2 Syntakticky´ analyza´tor
Vy´stupem syntakticke´ analy´zy je derivacˇnı´ strom nebo urcˇita´ posloupnost akcı´, ktere´ uchova´vajı´
vnitrˇnı´ reprezentaci struktury zdrojove´ho textu a se´mantiky teˇchto struktur. Pro vytvorˇenı´ takove´
struktury (prˇı´p. derivacˇnı´ho stromu) syntakticky´ analyza´tor potrˇebuje tokeny. Ty dosta´va´ od lexi-
ka´lnı´ho analyza´toru popsane´ho v prˇedchozı´ sekci. Beˇhem syntakticke´ analy´zy prˇekladacˇ kontroluje
spra´vne´ porˇadı´ lexe´mu˚. Pokud zdrojovy´ text obsahuje chyby, mu˚zˇe se vyuzˇı´t techniky pro zotavenı´
se z chyb a analy´za i po chybeˇ mu˚zˇe pokracˇovat da´le. Pokud se te´to techniky nevyuzˇije, tak analy-
za´tor skoncˇı´ s kontrolou hned na prvnı´ chybeˇ. Vhodne´ jsou i detailneˇjsˇı´ vy´pisy o nalezene´ chybeˇ,
protozˇe v praxi na´m veˇtsˇinou nestacˇı´ pouze informace o spra´vne´m cˇi sˇpatne´m za´pisu programu –
chceme naprˇı´klad veˇdeˇt i pozici chyby v souboru, abychom ji mohli pohodlneˇ opravit.
Pro implementaci te´to fa´ze jsou nejcˇasteˇji pouzˇı´vane´ principy shora dolu˚ nebo zdola nahoru.
Tyto na´zvy odpovı´dajı´ smeˇru vytva´rˇenı´ derivacˇnı´ho stromu. Vzhledem k tomu, zˇe se tento text
zaby´va´ paralelnı´ syntaktickou analy´zou, rˇekneˇme si vı´ce o teˇchto dvou prˇı´stupech. Pro oba prˇı´stupy
prˇedpokla´dejme, zˇe ma´me k dispozici neˇjaky´ za´sobnı´kovy´ automat zalozˇeny´ na gramatice 2.3.3.
Da´le si mu˚zˇeme o syntakticke´ analy´ze prˇecˇı´st v [6] nebo [2].
Prˇı´stup shora dolu˚
Jak jizˇ na´zev napovı´da´, tato metoda konstruuje derivacˇnı´ strom od nejvysˇsˇı´ u´rovneˇ po tu nejnizˇsˇı´.
Zacˇı´na´ tedy se startovacı´m symbolem dane´ gramatiky, jako s korˇenem derivacˇnı´ho stromu. Na´sledneˇ
podle pravidel gramatiky postupuje smeˇrem dolu˚ a zleva doprava, dokud nenarazı´ na listovy´ uzel
(nejnizˇsˇı´ u´rovenˇ stromu). Jakmile zı´ska´ derivacˇnı´ strom, ktery´ reprezentuje derivaci S ⇒∗ w, pro
neˇjaky´ rˇeteˇzec z gramatiky, pak koncˇı´ u´speˇchem. Syntakticka´ analy´za zalozˇena´ na prˇı´stupu shora
dolu˚, vyuzˇı´va´ tzv. LL tabulku. My si nynı´ uka´zˇeme, jak takovou tabulku vytvorˇit.
Se znalostı´ mnozˇinyFirst (viz. 2.3) je to celkem jednoduche´. Meˇjme za´znam v tabulceα(A, a),
kde A ∈ N (v tabulce oznacˇuje rˇa´dek) a a ∈ T (v tabulce oznacˇuje sloupec). Da´le meˇjme neˇjakou
gramatiku G = (N,T, P, S) a neˇjaka´ pravidla z te´to gramatiky r1, r2, . . . rj .
• Pokud existuje pravidlo ri : A → X1X2 . . . Xn ∈ P a pokud a ∈ First(X1), pakα(A, a) =
ri, kde 1 ≤ i ≤ j.
• Pokud takove´ pravidlo neexistuje, pak je α(A, a) pra´zdne´, cozˇ vede k chybeˇ prˇi syntakticke´
analy´ze.
Prˇı´klad 2.4.1. Vypocˇı´tejme nynı´ LL tabulku pro gramatiku uvedenou v 2.3.3. Vy´sledek prˇedstavuje
tabulka 2.4.
Jakmile ma´me LL tabulku a neˇjaky´ za´sobnı´kovy´ automat, pak je samotna´ syntakticka´ analy´za
jednoducha´. Jestlizˇe je na vrcholu za´sobnı´ku netermina´l A, prvnı´ vstupnı´ symbol je a a existuje
pravidlo A → a na pozici [A, a] v LL tabulce, pak automat prˇepı´sˇe A na za´sobnı´ku obra´ceny´m
rˇeteˇzcem x – tzn. reversal(x). Jestlizˇe je na vrcholu za´sobnı´ku a a na vstupu termina´l a, pak
automat odstranı´ a ze za´sobnı´ku a prˇecˇte jej ze vstupu.
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a b c d e k $
S 1 1 1
A 2 3 4
B 5 6
Tabulka 2.4: LL tabulka
Prˇı´stup zdola nahoru
Opakem prˇedchozı´ho zpu˚sobu je prˇı´stup zdola nahoru. Tato metoda zacˇı´na´ tam, kde prˇedchozı´
koncˇı´, tedy v listovy´ch uzlech stromu. Postupuje tedy zleva doprava a pokud syntakticka´ analy´za
probeˇhne v porˇa´dku, tak koncˇı´ korˇenem stromu. Cˇinnost te´to metody je zalozˇena na tzv. LR tabulce,
ktera´ je slozˇena ze dvou cˇa´stı´:
• akcˇnı´ cˇa´st – oznacˇme jako tabulka α,
• prˇechodova´ cˇa´st – oznacˇme jako tabulka β.
Uvazˇujme nynı´ opeˇt gramatiku uvedenou v prˇı´kladeˇ 2.3.3. Ukazˇme si, jak lze pro tuto gramatiku
vytvorˇit LR tabulku. Uvedeme zde pouze neforma´lnı´ postup, protozˇe konstrukce LR tabulky nenı´
hlavnı´m cı´lem te´to pra´ce, je vsˇak pouzˇita v prˇilozˇene´ aplikaci a uzˇivatel musı´ zada´vat gramatiku,
ze ktere´ lze tuto tabulku vytvorˇit. Je tedy vhodne´ alesponˇ naznacˇit, jak se LR tabulka vytva´rˇı´.
Forma´lneˇji je algoritmus vytvorˇenı´ LR tabulky popsany´ v [2].
Nejdrˇı´ve si do gramatiky zavedeme pomocne´ pravidlo Z → S, kde S reprezentuje startujı´cı´
symbol v gramatice. S tı´mto pravidlem za´rovenˇ zmeˇnı´me startujı´cı´ symbol na Z. Nynı´ budeme
konstruovat tzv. LR(0) automat, ze ktere´ho pozdeˇji zı´ska´me pra´veˇ dveˇ pozˇadovane´ cˇa´sti LR tabulky.
Vytvorˇı´me novy´ stav obsahujı´cı´ na´mi zavedene´ pravidlo Z → S. Navı´c si vsˇak toto pravidlo
oznacˇı´me jako pocˇa´tecˇnı´ polozˇku znacˇkou • (tedy Z → •S). Pro lepsˇı´ prˇehlednost si stav oznacˇme
jako S0. Do tohoto stavu budeme prˇida´vat postupneˇ dalsˇı´ pravidla takto.
1. Pokud je A→ α •Bβ ∈ S0, pak vsˇechny pravidla z dane´ gramatiky B → γ, ktere´ oznacˇı´me
takto B → •γ, jsou take´ v S0. Dodejme, zˇe α, β ∈ (N ∪ T )∗ a γ ∈ (N ∪ T )+. Tento krok
opakujeme tak dlouho, dokud lze prˇida´vat neˇjaka´ pravidla.
2. Jakmile dokoncˇı´me prˇida´va´nı´, tak vytva´rˇı´me nove´ stavy pro kazˇde´ pravidlo z aktua´lnı´ho stavu
na´sledujı´cı´m zpu˚sobem. Meˇjme pravidlo A→ α •Bγ.
• PokudB ∈ (N ∪T ), pak posuneme znacˇenı´ zaB a vytvorˇı´me novy´ stav S1 s pravidlem
A→ αB •γ. Pokud ve stavu S0 existuje vı´ce pravidel, ktere´ majı´ znacˇku pra´veˇ prˇedB,
pak i teˇmto pravidlu˚m posuneme znacˇku a vlozˇı´me je do vytvorˇene´ho stavu S1. Nakonec
povedeme hranu ze stavu S0 do S1 a oznacˇı´me ji jako B.
• Pokud Bγ = ε, pak toto pravidlo pro tuto chvı´li ignorujeme. (Znacˇka se nacha´zı´ na
konci prave´ strany pravidla.)
• Pro kazˇdy´ takto vytvorˇeny´ stav pokracˇujeme znovu od prvnı´ho kroku. Tento postup
opakujeme tak dlouho, dokud se neˇktery´ ze stavu˚ meˇnı´.
Po zı´ska´nı´ automatu na obra´zku 2.4.2 musı´me jesˇteˇ spocˇı´tat mnozˇinu Follow. Pro tento prˇı´klad
je uvedena v tabulce 2.2. Nynı´ tedy vytvorˇı´me tabulku, kde na rˇa´dcı´ch meˇjme oznacˇenı´ jednotlivy´ch
stavu˚ konecˇne´ho automatu a ve sloupcı´ch jednotlive´ termina´lnı´ a netermina´lnı´ symboly gramatiky.
























S → AA• 6 A → e• 5
A → aA • d
7
A → bB • c
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Obra´zek 2.2: LR(0) automat pro generova´nı´ LR tabulky.
• Pokud jde hrana ze stavu 0 prˇes symbol a ∈ T do stavu oznacˇene´ho jako 3, pak do akcˇnı´ cˇa´sti
tabulky zapı´sˇeme s3 na pozici (0, a).
• Pokud jde hrana ze stavu 0 prˇes symbolA ∈ N do stavu oznacˇene´ho jako 3, pak do prˇechodove´
cˇa´sti tabulky zapı´sˇeme 3 na pozici (0, A).
• Pokud stav obsahuje neˇjake´ pravidlo se znacˇkou za poslednı´m symbolem sve´ prave´ strany
(rx : B → α•), pak do akcˇnı´ cˇa´sti zapı´sˇeme rx na pozici vsˇech symbolu˚, jezˇ jsou ve Follow
mnozˇineˇ netermina´lu B.
Jakmilema´meLR tabulku a neˇjaky´ za´sobnı´kovy´ automat, pak postupujeme na´sledovneˇ. Vlozˇı´me
na za´sobnı´k 〈$, q0〉 a nastavı´me stav q0. Prˇedpokla´dejme vstupnı´ symbol a.
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a b c d e k $ S A B
0 s3 s4 s5 1 2 B
1
√
2 s3 s4 s5 6
3 s3 s4 s5 7
4 s9 s10 8




9 s9 s10 13
10 r6
11 r2 r2 r2 r2 r2
12 r3 r3 r3 r3 r3
13 s14
14 r5
Tabulka 2.5: LR tabulka
• Pokud α[q0, a] = sq, pak vlozˇı´me na za´sobnı´k 〈a, q〉, prˇecˇteme dalsˇı´ vstupnı´ symbol a
nastavı´me stav na q.
• Pokud α[q0, a] = rp, kde p : A → X1X2 . . . Xn je pravidlo dane´ gramatiky a na za´sob-
nı´ku je sekvence 〈X1, q1〉, 〈X2, q2〉, . . . , 〈Xn, q3〉, 〈x, q〉, pak vrchol za´sobnı´ku azˇ po 〈x, q〉
zameˇnı´me za 〈A, β[q, A]〉.
• Pokud α[q0, a] oznacˇuje u´speˇch, pak koncˇı´me.
• Jinak jde o chybu.
2.4.3 Se´manticky´ analyza´tor
Vstupem tomuto analyza´toru je pra´veˇ vnitrˇnı´ reprezentace struktury zdrojove´ho ko´du vytvorˇena´
syntakticky´m analyza´torem. Se´manticky´ analyza´tor prova´dı´ typovou kontrolu vy´razu. Zjisˇt’uje, zda
vsˇechny pouzˇite´ opera´tory ve vy´razu majı´ operandem povolene´ specifikace. Naprˇı´klad kontroluje,
zda rˇeteˇzcovou konstantu prˇirˇazuje do promeˇnne´, jejı´zˇ typ mu˚zˇe rˇeteˇzcovou konstantu uchova´vat.
Neˇktere´ prˇekladacˇe vsˇak dovolujı´ implicitnı´ typovou konverzi. Se´manticky´ analyza´tor tedy prova´dı´
kontrolu, zda gramaticky spra´vne´ fra´ze neporusˇujı´ kontextova´ omezenı´ (naprˇ., pouzˇite´ promeˇnne´
musı´ by´t deklarovane´).
2.4.4 Generova´nı´ meziko´du
Po lexika´lnı´, syntakticke´ a se´manticke´ kontrole na´sleduje generova´nı´ intermedia´rnı´ reprezentace
zdrojove´ho programu (meziko´d). V praxi veˇtsˇinou nejde o samostatnou cˇa´st prˇekladu. Generova´nı´
vnitrˇnı´ formy programu se prˇı´mo spojuje se syntaktickou analy´zou. Intermedia´rnı´ ko´d slouzˇı´ jako
podklad pro optimalizaci a generova´nı´ cı´love´ho ko´du.
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Kapitola 3
Modernı´ metody popisu jazyku˚
Modernı´ programovacı´ jazyky jsou uzpu˚sobeny tak, aby na jednom projektu mohlo neza´visle na
sobeˇ pracovat vı´ce lidı´, cozˇ obstara´va´ zejme´na jejich modularita. Tedy jeden projekt se skla´da´ z vı´ce
zdrojovy´ch souboru˚ (neboli modulu˚). Tato vlastnost umozˇnˇuje prˇekla´dat kazˇdy´ modul zvla´sˇt’a vyuzˇı´t
tak paralelnı´ho zpracova´nı´. V dnesˇnı´ dobeˇ je tak veˇtsˇina modernı´ch prˇekladacˇu˚ posı´lena z hlediska
rychlosti. V te´to kapitole se dovı´me o mozˇnostech, jak mu˚zˇeme prˇeklad posı´lit i z hlediska jeho
vyjadrˇovacı´ sı´ly. Popı´sˇeme tzv. rˇı´zene´ gramatiky (regulated grammars), ktere´ pra´veˇ vyjadrˇovacı´
sı´lu zvysˇujı´. Da´le se pak budeme zaby´vat nejdu˚lezˇiteˇjsˇı´m bodem te´to pra´ce – stromem rˇı´zenou
gramatikou.
3.1 Rˇı´zene´ gramatiky
Za´klady teˇchto gramatik stojı´ na bezkontextovy´ch gramatika´ch, jejichzˇ derivace jsou neˇjaky´m
zpu˚sobem bud’to omezene´ nebo rˇı´zene´. Nynı´ se budeme blı´zˇe veˇnovat neˇkolika typu˚m rˇı´zeny´ch
gramatik. Zdu˚razneˇme take´, zˇe vsˇechny gramatiky uvedene´ v te´to sekcimajı´ ekvivalentnı´ generativnı´
sı´lu.
Maticove´ gramatiky
Maticove´ gramatiky omezujı´ bezkontextove´ gramatiky pouzˇitı´m mnozˇinyM , ve ktere´ jsou rˇeteˇzce,
urcˇujı´cı´ mozˇne´ derivacˇnı´ kroky. To znamena´, zˇe prˇı´mo uda´vajı´ jake´ pravidla a v jake´m porˇadı´ musejı´
by´t derivacˇnı´ kroky provedeny, aby dany´ rˇeteˇzec patrˇil do jazyka generovane´ho touto gramatikou.
Vı´ce se o te´to gramatice mu˚zˇeme dozveˇdeˇt v [1] a [3].
Definice 3.1.1. Maticova´ gramatika je dvojice: H = (G,M), kde
• G = (N,T, P, S) je bezkontextova´ gramatika
• M ⊆ P ∗ je konecˇny´ jazyk nad mnozˇinou pravidel P
Derivacˇnı´ krok pro maticove´ gramatiky je definova´n na´sledovneˇ.
Definice 3.1.2. Pro x, y ∈ (N ∪ T )∗ am ∈M je x⇒ y[m] vH pokud existujı´ x0, . . . , xn takove´,
zˇe x = x0, xn = y a platı´ x0 ⇒ x1[p1]⇒ . . .⇒ xn[pn] je v G am = p1 . . . pn.
Zjednodusˇeneˇ bychom mohli rˇı´ct, zˇe derivace x ⇒ y bude v maticove´ gramatice, jestlizˇe v ja-
zyce m existuje takovy´ rˇeteˇzec, ktery´ je totozˇny´ s posloupnostı´ pravidel pouzˇity´ch pra´veˇ k te´to
derivaci.
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Prˇı´klad 3.1.3. Meˇjme maticovou gramatiku H = (G,M).
• G = (N,T, P, S), kde N = {S,A,B}, T = {a, b, c} a mnozˇina pravidel P je na´sledujı´cı´.
1: S → AB
2: A → aA
3: B → bBc
4: A → a
5: B → bc
• M = {1, 23, 45}
Pak derivace S ⇒ AB[1]⇒ aAbBc[23]⇒ aaAbbBcc[23]⇒ aaabbbccc[45] je v H .
Gramatiky s nahodily´m kontextem
Tyto gramatiky pouzˇı´vajı´ k omezenı´ pravidel dveˇ mnozˇiny, tzv. povolujı´cı´ kontext (permitted con-
text) a zakazujı´cı´ kontext (forbidding context). O te´to gramatice se mu˚zˇete vı´ce docˇı´st v [3] a
[9].
Definice 3.1.4. Gramatika s nahodily´m kontextem s kontrolou vy´skytu je trojice: H = (G,R, F ),
kde
• G = (N,T, P, S) je bezkontextova´ gramatika.
• R,F jsou dveˇ konecˇne´ mnozˇiny bina´rnı´ch relacı´ z P doN . NeboliR ⊆ P ×N a F ⊆ P ×N .
Notace 3.1.5. Jestlizˇe p : A → x ∈ P , R(p) = Q, a F (p) = K, tak budeme psa´t (p : A →
x,Q,K), kde mnozˇina netermina´lu˚ Q je povolujı´cı´ kontext a mnozˇina netermina´lu˚K je zakazujı´cı´
kontext.
Definice 3.1.6. Jestlizˇe pro kazˇde´ pravidlo (p : A → x,Q,K) platı´ Q = ∅, pak je H zakazujı´cı´
gramatika.
Pokud jsou ve veˇtne´ formeˇ x vsˇechny netermina´ly z mnozˇiny Q neboli Q ⊆ alph(x) a za´rovenˇ
v nı´ nenı´ zˇa´dny´ symbol z mnozˇiny K tedy K ∩ alph(x) = ∅, pak je derivacˇnı´ krok povolen.
Na´sledujı´cı´ definice zava´dı´ derivacˇnı´ krok te´to metody forma´lneˇji.
Definice 3.1.7. Prox, y ∈ (N∪T )∗, p ∈ P jex⇒ y[p] vH pokud jex⇒ y[p]v G,R(p) ⊆ alph(x)
a F (p) ∩ alph(x) = ∅.
Prˇı´klad 3.1.8. Meˇjme gramatiku s nahodily´m kontextem H = (G,R, F ), kde
• G = (N,T, P, S), kde N = {S,A,B,D}, T = {a}, a mnozˇina pravidel jako trojice
(p,R(p), F (p)):
Jedna´ se o zakazujı´cı´ gramatiku a jazyk generovany´ touto gramatikou jeL(H) = {a2n | n ≥ 1}.
Uka´zˇeme vygenerova´nı´ rˇeteˇzce aa.
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1: (S → AA, ∅, {B,D})
2: (A → B, ∅, {S,D})
3: (B → S, ∅, {A,D})
4: (A → D, ∅, {S,B})
5: (D → a, ∅, {S,A,B})
S ⇒ AA[1], {2, 4} (3.1)




Za derivacı´ je uvedena mnozˇina pravidel, ktere´ lze vyuzˇı´t pro prˇı´sˇtı´ derivaci. Je odvozena
z aktua´lnı´ veˇtne´ formy a povolujı´cı´ho a zakazujı´cı´ho kontextu.
Pro prvnı´ derivaci (3.1) je aktua´lnı´ veˇtna´ forma AA, tedy uvazˇujme pravidla 2, 4. Povolujı´cı´
kontext musı´ by´t podmnozˇinou dane´ veˇtne´ formy, cozˇ v nasˇem prˇı´padeˇ platı´, protozˇe pra´zdna´
mnozˇina je podmnozˇina mnozˇiny {A,A}. Da´le pru˚nik zakazujı´cı´ho kontextu a mnozˇiny dane´ veˇtne´
formy musı´ by´t pra´zdna´ mnozˇina. Pro pravidlo 2 je pru˚nik {S,D} a {A,A} roven ∅, takzˇe dane´
pravidlo mu˚zˇeme pouzˇı´t. Pro pravidlo 4 s mnozˇinou zakazujı´cı´ho kontextu {S,B} podmı´nka platı´
takte´zˇ - mu˚zˇeme pouzˇı´t.
Nynı´ dany´ postup zopakujeme na derivaci druhou (3.2). Aktua´lnı´ veˇtna´ forma jeAD. Uvazˇujme
pravidla 2, 4, 5. Podmı´nka pro povolujı´cı´ kontext je splneˇna pro vsˇechna trˇi pravidla. Podmı´nka pro
zakazujı´cı´ kontext vsˇak pouze pro 4. Pro pravidlo 2 je pru˚nik zakazujı´cı´ho kontextu s aktua´lnı´
veˇtnou formou {D} a pro pravidlo 5 je to {A}. Protozˇe vy´sledkem pru˚niku nenı´ pra´zdna´ mnozˇina,
jsou pro na´s tyto dveˇ pravidla zaka´za´na. Lze tedy pouzˇı´t pouze pravidlo 4.
Analogicky postupujeme i pro dalsˇı´ derivacˇnı´ kroky.
Programove´ gramatiky
Vı´ce o poslednı´ zde zmı´neˇne´ gramatice najdete v [3] a [8].
Definice 3.1.9. Programova´ gramatika je dvojice: H = (G,R), kde
• G = (N,T, P, S) je bezkontextova´ gramatika.
• R je konecˇna´ mnozˇina bina´rnı´ch relacı´ nad P .
Notace 3.1.10. Jestlizˇe p : A → x ∈ P , R(p) = Q, tak budeme psa´t (p : A → x,Q).
Derivacˇnı´ krok te´to gramatiky je forma´lneˇ definova´n na´sledovneˇ.
Definice 3.1.11. Pro (x, p), (y, q) ∈ (N ∪ T )∗ × P je (x, p)⇒ (y, q) v H pokud je x⇒ y[p]v G,
q ∈ R(p).
Tato definice rˇı´ka´, zˇe pokud bylo pouzˇito pravidlo p, pak prˇı´sˇtı´ pouzˇite´ pravidlo musı´ by´t
z mnozˇiny R(p).
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1: (S → ABC, {2, 5})
2: (A → aA, {3})
3: (B → bB, {4})
4: (C → cC, {2, 5})
5: (A → a, {6})
6: (B → b, {7})
7: (C → c, {})
Prˇı´klad 3.1.12. Meˇjme gramatiku H = (G,R), kde
• G = (N,T, P, S), kde N = {S,A,B,C}, T = {a, b, c}, a mnozˇina pravidel:
Generovany´ jazyk je L(H) = {anbncn | n ≥ 1}. Uka´zˇeme vygenerova´nı´ rˇeteˇzce aabbcc.
S ⇒ ABC[1], {2, 5}
⇒ aABC[2], {3}
⇒ aAbBC[3], {4}




Za derivacı´ je uvedenamnozˇina pravidel, ktere´ lze vyuzˇı´t pro prˇı´sˇtı´ derivaci. Je to stejna´ mnozˇina,
ktera´ je uvedena u definice pravidel te´to konkre´tnı´ gramatiky.
3.2 Stromem rˇı´zene´ gramatiky
V te´to sekci se budeme zaby´vat stromem rˇı´zenou gramatikou (tree controlled grammar), cozˇ prˇed-
stavuje velmi du˚lezˇity´ bod tohoto textu. Povı´me si, jak tyto gramatiky pracujı´ a pozdeˇji se v textu
zameˇrˇı´me na mozˇnosti paralelnı´ analy´zy za pouzˇitı´ pra´veˇ tohoto typu gramatik.
Na rozdı´l od vy´sˇe popsany´ch typu˚ se lisˇı´ tı´m, zˇe neomezuje derivacˇnı´ pravidla, ale zkouma´
urcˇite´ vlastnosti derivacˇnı´ho stromu. Jednou mozˇnostı´ je horizonta´lneˇ spojovat symboly uzlu˚ na
stejne´ u´rovni derivacˇnı´ho stromu a zkoumat, zda vznikly´ rˇeteˇzec patrˇı´ do rˇı´dı´cı´ho jazyka, cˇi nikoliv.
Existuje vsˇak i vertika´lnı´ prˇı´stup, kdy se nekontrolujı´ symboly z uzlu˚ na stejne´ u´rovni, ale naopak
symboly uzlu˚ tvorˇı´cı´ cestu od korˇene derivacˇnı´ho stromu k jeho listu˚m.
3.2.1 Gramatika rˇı´zena´ cestami
Tatometoda tedy vyuzˇı´va´ vertika´lnı´ prˇı´stup ke kontrole derivacˇnı´ho stromu.Byla navrzˇena a popsa´na
v [5].
Definice 3.2.1. Stromem rˇı´zena´ gramatika (tree controlled grammar) je dvojice (G,R), kde
• G = (N,T, P, S) je bezkontextova´ gramatika
• R ⊆ (N ∪ T )∗ je rˇı´dı´cı´ jazyk nad T
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Prˇı´klad 3.2.2. Meˇjme gramatiku s rˇı´zenou cestou H = (G,R), kde
• G = (N,T, P, S), kde N = {S,B,D}, T = {a, b, c, d}, a mnozˇina pravidel P :
1: S → aSd
2: S → aBd
3: B → bBc
4: B → D
5: D → bc
• R = {SiBiDb | i ≥ 1}














Obra´zek 3.1: Derivacˇnı´ strom pro S ⇒∗ a3b3c3d3 se zeleneˇ vyznacˇenou cestou
Na obra´zku 3.1 mu˚zˇeme videˇt derivacˇnı´ strom reprezentujı´cı´ rˇeteˇzec x = aaabbbcccddd. Zeleneˇ
vyznacˇena´ cesta s po spojenı´ symbolu˚ oznacˇeny´ch uzlu˚ vytvorˇı´ rˇeteˇzec word(s) = SSSBBBDb
neboli take´word(s) = S3B3Db. Z druhe´ho vyja´drˇenı´ zı´skane´ho rˇeteˇzce je zrˇejme´, zˇeword(s) ∈ R
a tedy zˇe x ∈ L(H).
Pro tento konkre´tnı´ prˇı´klad na´m stacˇı´ najı´t pouze jednu cestu v derivacˇnı´m stromeˇ, ktera´ spada´
do R. Existujı´ vsˇak prˇı´pady, kdy kontrola jedine´ cesty nestacˇı´. Proto se pozdeˇji budeme zaby´vat
gramatikou rˇı´zenou n cestami. Nynı´ si vsˇak jesˇteˇ rˇekneˇme neˇco o generativnı´ sı´le teˇchto gramatik.
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Generativnı´ sı´la gramatik rˇı´zeny´ch cestami
Pro kazˇdou bezkontextovou gramatiku G, existuje regula´rnı´ jazyk, ktery´ popisuje vsˇechny cesty
v derivacˇnı´m stromeˇ rˇeteˇzce w ∈ G (vı´ce prop 1. v [5]). Neexistuje kontrolnı´ regula´rnı´ jazyk, ktery´
by zvysˇoval generativnı´ sı´lu gramatiky G (vı´ce prop 1. a prop 2. v [5]). Budeme tedy zkoumat
neregula´rnı´ kontrolnı´ jazyky. Jak uvidı´me v na´sledujı´cı´m textu te´to kapitoly, dostatecˇneˇ silny´m
jazykem pro zvy´sˇenı´ generativnı´ sı´ly je jazyk linea´rnı´.
Gramatika rˇı´zena´ n cestami
Na´sledujı´cı´ definice a prˇı´klady jsou prˇevzaty z cˇla´nku [4]. Zaved’me si jazyk n−pathL(G,R), ktery´
tato gramatika generuje.
Definice 3.2.3. Pro vsˇechny x ∈ T ∗, x ∈ n−pathL(G,R) existuje derivacˇnı´ strom t ∈ G∆(x)
takovy´, zˇe existuje mnozˇinaQt, ve ktere´ je n cest ze stromu t takovy´ch, zˇe pro vsˇechny p ∈ Qt platı´
word(p) ∈ R.
Tedy pokud se na´m podarˇı´ najı´t n cest v derivacˇnı´m stromeˇ dane´ho rˇeteˇzce x, ktere´ na´lezˇı´ do
rˇı´dı´cı´ mnozˇiny R, pak x patrˇı´ do jazyka generovane´ho touto gramatikou (x ∈ n−pathL(G,R)).
Prˇı´klad 3.2.4. Meˇjme stromem rˇı´zenou gramatiku generujı´cı´ n−pathL(G,R) pro n = 2, kde
• G = (N,T, P, S), kde N = {S,X, Y, U, V }, T = {a, b, c, d, e, f}, a mnozˇina pravidel P :
1: S → aSf
2: S → aXY
3: X → bXc
4: Y → dY e
5: X → U
6: U → bc
7: Y → V
8: V → de
• R = {SiXiUb ∪ SiY iV d | i ≥ 1}
Generovany´ jazyk je 2−pathL(G,R) = {ajbjcjdjejf j | j ≥ 1}. Tento jazyk nenı´ bezkontex-
tovy´. Obra´zek 3.2 ukazuje derivacˇnı´ strom pro S ⇒∗ a3b3c3d3e3f3. Na stejne´m obra´zku lze take´
videˇt, zˇe pro rozhodnutı´, zda dany´ rˇeteˇzec patrˇı´ do jazyka 2−pathL(G,R) = {ajbjcjdjejf j | j ≥ 1}
potrˇebujeme v derivacˇnı´m stromeˇ najı´t dveˇ cesty patrˇı´cı´ do rˇı´dı´cı´ho jazyka R. Kdyby byla v deri-
vacˇnı´m stromeˇ pouze jedna cesta z R, pak bychom oveˇrˇili v podstateˇ jen ”pu˚lku“ kontrolovane´ho
rˇeteˇzce. Byli bychom schopni rˇı´ct, zda se jedna´ o rˇeteˇzec ajbjcjα, resp. αdjejf j , pro neˇjake´ j ≥ 1





















Obra´zek 3.2: Derivacˇnı´ strom pro S ⇒∗ a3b3c3d3e3f3 se zeleneˇ oznacˇeny´mi cestami
Prˇı´klad 3.2.5. Meˇjme stromem rˇı´zenou gramatiku generujı´cı´ n−pathL(G,R) pro n ≥ 2, kde
• G = (N,T, P, S), kde N = {{S} ∪ {Ai, Bi | 1 ≤ i ≤ n}}, T = {{ai | 1 ≤ i ≤ 2n+ 2}} a
mnozˇina pravidel P pro 0 ≤ i ≤ n− 1:
1: S → a1S a2n+2 | a1A1A2 . . . Ana2n+2
2: Ai+1 → a2i+2Ai+1a2i+3 | Bi+1
3: Bi+1 → a2i+2a2i+3
• R =
⋃n
i=1{SxAkiBia2i | k ≥ 1}











2n+2 ⇒n ak+11 ak+12 ak+13 . . . ak+12n ak+12n+1ak+12n+2.
Pro n ≥ 1 jsou cesty v derivacˇnı´m stromeˇ popsa´ny rˇı´dı´cı´m jazykemR a v tomto prˇı´padeˇ (G,R)
generuje n−pathL(G,R) = {ak1 . . . ak2n+2 | k ≥ 1}, prˇicˇemzˇ tento jazyk nenı´ bezkontextovy´.
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Prˇı´klad 3.2.6. Meˇjme stromem rˇı´zenou gramatiku generujı´cı´ n−pathL(G,R) pro n = 2, kde
• G = (N,T, P, S), kde N = {A,B,C,D,E, F,G,H, I}, T = {a, b, c, d}, a mnozˇina pravi-
del P :
1: A → aA | aB
2: B → Bb | C
3: C → cC | D
4: D → Dd | HHH
5: E → Ea | I
6: F → bF | E
7: G → Gc | F
8: H → dH | G
9: I → a
• R = {ArBsCtDuHuGtF sErIa | r, s, t, u ≥ 0}
Jazyk generovany´ touto gramatikou je 3−pathL(G,R) = {(arctdubs)4 | r > 0, s, t, u ≥ 0}.




Cı´lem te´to pra´ce je navrhnout metodu pro paralelnı´ syntaktickou analy´zu. Jak uzˇ bylo uvedeno drˇı´ve,
nebudeme se zaby´vat pouze klasickou analy´zou, ale zameˇrˇı´me se na stromem rˇı´zene´ gramatiky, kde
je trˇeba navı´c hledat cesty v derivacˇnı´m stromeˇ. Zı´ska´me tak rychlejsˇı´ a silneˇjsˇı´ syntaktickou analy´zu.
V te´to kapitole si podrobneˇ popı´sˇeme sekvencˇnı´metodu z cˇla´nku [4], ktera´ vycha´zı´ ze syntakticke´
analy´zy shora dolu˚ a navrhneme jejı´ paralelnı´ zpracova´nı´. Na´sledneˇ se pokusı´me navrhnout jak
sekvencˇnı´, tak paralelnı´ metodu vyuzˇı´vajı´cı´ prˇı´stup zdola nahoru.
Jesˇteˇ nezˇ zacˇneme se samotny´m na´vrhem, tak je du˚lezˇite´ si uveˇdomit za´vislost mezi samotnou
syntaktickou analy´zou a analy´zou derivacˇnı´ho stromu (hleda´nı´ cest). Abychom mohli derivacˇnı´
strom kontrolovat, tak jej potrˇebujeme nejdrˇı´ve vygenerovat. V du˚sledku tohoto je logicke´, zˇe
analy´za derivacˇnı´ho stromunemu˚zˇe nikdy skoncˇit drˇı´ve, nezˇ samotna´ syntakticka´ analy´za.A nejen zˇe
nemu˚zˇe skoncˇit drˇı´ve, ale ani beˇhem vy´pocˇtu nemu˚zˇe by´t prˇed syntaktickou analy´zou. Z toho plyne,
zˇe nemusı´me hledat rˇesˇenı´ jak urychlit analy´zu derivacˇnı´ho stromu, pokud nejdrˇı´ve neurychlı´me
syntaktickou analy´zu.
4.1 Analyzovane´ gramatiky
Na te´to gramatice si uka´zˇeme, jak jednotlive´ metody pracujı´, tedy jak prova´dı´ syntaktickou analy´zu
a jak hledajı´ cesty v dane´m derivacˇnı´m stromeˇ. Stejna´ gramatika pro vsˇechny metody na´m za´rovenˇ
poskytne jejich prˇı´me´ srovna´nı´. Stejnou gramatiku, alesponˇ pro vytva´rˇenı´ derivacˇnı´ho stromu, pak
budeme pouzˇı´vat v kapitole 5.3 pro testova´nı´.
Prˇı´klad 4.1.1. Meˇjme gramatiku G = (N,T, P, S) a stromem rˇı´zenou gramatiku generujı´cı´ jazyk
n−pathL(G,R), kde
• N = {S,A,B}, T = {a, b, c, d, e, k} a mnozˇina pravidel P (cˇı´sla prˇedstavujı´ jedinecˇne´
oznacˇenı´ pravidel):
1: S → AA
2: A → aAd
3: A → bBc
4: A → e
5: B → bBc
6: B → k
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• R = {SAmBm−1k |m ≥ 1}
Generovany´ jazyk gramatikou G je
L(G) = {ai(bjk cj + e)dias(btk ct + e)ds | i, j, t, s ≥ 0}
Nynı´ meˇjme rˇeteˇzec w = abkcdaed. Vidı´me, zˇe w ∈ L(G). Zaby´vejme se vsˇak tı´m, zda platı´
w ∈ n−pathL(G,R) pro neˇjake´ n = 1 nebo n = 2.
• Pokud pro rˇeteˇzec w platı´ i = j nebo s = t (nikoliv vsˇak obeˇ rovnosti najednou), pak
w ∈ 1−pathL(G,R).
• Pokud pro rˇeteˇzec w platı´ i = j a za´rovenˇ s = t, pak w ∈ 2−pathL(G,R).
Dodejme, zˇe pokud v derivacˇnı´m stromeˇ rˇeteˇzce nalezneme alesponˇ 1 cestu, pak dany´ rˇeteˇzec
patrˇı´ do jazyka 1−pathL(G,R), pro ktery´ platı´ 1−pathL(G,R) ⊂ L(G). Podobneˇ, pokud v deriva-
cˇnı´m stromeˇ rˇeteˇzce nalezneme alesponˇ 2 cesty, pak dany´ rˇeteˇzec patrˇı´ do jazyka 2−pathL(G,R),
pro ktery´ platı´ 2−pathL(G,R) ⊂ L(G).
Podle zna´my´ch algoritmu˚ (viz. 2.4.2) sestrojı´me LL tabulku pro analy´zu shora dolu˚ a tabulku
pro analy´zu zdola nahoru (viz. 2.4.2).
a b c d e k $
S 1 1 1
A 2 3 4
B 5 6
Tabulka 4.1: LL tabulka
a b c d e k $ S A B
0 s3 s4 s5 1 2 B
1
√
2 s3 s4 s5 6
3 s3 s4 s5 7
4 s9 s10 8




9 s9 s10 13
10 r6
11 r2 r2 r2 r2 r2
12 r3 r3 r3 r3 r3
13 s14
14 r5
Tabulka 4.2: LR tabulka
Pro lepsˇı´ prˇedstavu si uved’me i grafickou podobu derivacˇnı´ho stromu rˇeteˇzce w = abkcdaed.
Bez jake´koliv analy´zy si zrˇejmeˇ vsˇimneme, zˇe v derivacˇnı´m stromeˇ je pra´veˇ jedna cesta p, ktera´
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zacˇı´na´ v korˇenove´m uzlu S a koncˇı´ v listove´m k. Tedy word(p) = SAABk. Prˇedpokla´dejme, zˇe













Obra´zek 4.1: Derivacˇnı´ strom pro rˇeteˇzec w = abkcdaed.
Nakonec si jesˇteˇ uved’me dveˇ gramatiky, ktere´ generujı´ jazyk reprezentujı´cı´ cesty v dane´m
stromeˇ. Jedna shora dolu˚ (4.1.2) a druha´ zdola nahoru (4.1.3). V na´sledujı´cı´m textu je pak vyuzˇijeme
pro lepsˇı´ pochopenı´ navrzˇeny´ch metod. Da´le prˇedpokla´dejme neˇjake´ za´sobnı´kove´ automaty, ktere´
prˇijı´majı´ jazyky L(G1) a L(G2). Jejich konfigurace pro na´s nenı´ prˇı´lisˇ du˚lezˇita´, potrˇebujeme pouze
veˇdeˇt, zˇe existujı´ a zˇe tyto jazyky doka´zˇı´ prˇijı´mat.
Definice 4.1.2. Meˇjme gramatiku G1 = (N,T, P,O), kde
• N = {O,P,R, T, V }
• T = {S,A,B, k}
• P (cˇı´sla prˇedstavujı´ jedinecˇne´ oznacˇenı´ pravidel):
1: O → SP
2: P → AR
3: R → k
4: R → Tk
5: T → AV
6: V → TB
7: V → B
Definice 4.1.3. Meˇjme gramatiku G2 = (N,T, P,O), kde
• N = {O,P, T, V }
• T = {S,A,B, k}
• P (cˇı´sla prˇedstavujı´ jedinecˇne´ oznacˇenı´ pravidel):
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1: O → kP
2: P → AS
3: P → TAS
5: T → BV
6: V → A
7: V → TA
4.2 Prˇı´stup shora dolu˚
Podı´vejme se blı´zˇe na prˇı´stup shora dolu˚. Sekvencˇnı´ cˇa´st te´to metody a tedy i na´sledujı´cı´ text
vycha´zı´ z cˇla´nku [4]. Da´le si take´ prˇedstavı´me paralelnı´ zpracova´nı´ tohoto prˇı´stupu, nejdrˇı´ve si vsˇak
neforma´lneˇ ukazˇme zpu˚sob, jaky´m bude syntakticka´ analy´za probı´hat.
4.2.1 Princip metody
Princip metody si uka´zˇeme na konkre´tnı´m prˇı´kladeˇ. Pouzˇijeme definice gramatik z 4.1. Na obra´zku
4.2 je derivacˇnı´ strom pro rˇeteˇzec w = abkcdaed s jizˇ oznacˇeny´mi cestami. Vysveˇtleme si nynı´, jak
takovy´ vy´sledek zı´ska´me. Kazˇdou hranu budeme oznacˇovat bud’cˇı´slem 1 (patrˇı´ do potencia´lnı´ cesty)
nebo 0 (nepatrˇı´ do potencia´lnı´ cesty). Du˚lezˇite´ je uveˇdomit si, zˇe pokud neˇktery´ uzel nepatrˇı´ do cesty,
pak ani zˇa´dna´ dalsˇı´ derivace vycha´zejı´cı´ z tohoto uzlu nebude patrˇit do zˇa´dne´ cesty. Kdybychom
zjistili, zˇe hned korˇenovy´ uzel nepatrˇı´ do rˇı´dı´cı´ho jazyka, pak s jistotou mu˚zˇeme tvrdit, zˇe v dane´m
derivacˇnı´m stromeˇ neexistuje zˇa´dna´ potencia´lnı´ cesta. Jak uvidı´me pozdeˇji, tak pra´veˇ tohle je
obrovska´ vy´hoda oproti metodeˇ prˇistupujı´cı´ zdola nahoru (viz. 4.3). Nemusı´me totizˇ kontrolovat
kazˇdou cestu zvla´sˇt’, protozˇe jednotlive´ cesty se ”rozsˇteˇpujı´ “ postupneˇ v nizˇsˇı´ch u´rovnı´ch stromu.




























Obra´zek 4.2: Oznacˇeny´ derivacˇnı´ strom pro rˇeteˇzec w = abkcdaed.
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4.2.2 Postup analy´zy
Pro neˇjake´ n ≥ 1 meˇjme gramatikuH = (G,R) a jazyk gramatikouH generovany´ n−pathL(G,R),
kde G = (N,T, P, S) je jednoznacˇna´ bezkontextova´ gramatika. Da´le prˇedpokla´dejme, zˇe rˇı´dı´cı´
jazyk R je generova´n gramatikou GR = (NR, V, PR, SR), kde V = (N ∪ T ).
Budeme konstruovat oznacˇeny´ derivacˇnı´ strom s mnozˇinou oznacˇenı´ Ψ = {0, 1}, jenzˇ ma´
na´sledujı´cı´ vy´znam. Meˇjme cestu p v derivacˇnı´m stromeˇ t a hranu e mezi kazˇdy´mi dveˇma uzly
v dane´ cesteˇ. Kdyzˇ neˇjakou hranu e, ktera´ patrˇı´ do cesty p oznacˇı´me jako 0 ∈ Ψ, pak to znamena´, zˇe
dana´ cesta p nenı´ popsa´na v jazyce R. Naopak pokud jsou vsˇechny hrany v cesteˇ p oznacˇeny jako
1 ∈ Ψ, pak dana´ cesta p mu˚zˇe by´t potencia´lneˇ popsa´na rˇı´dı´cı´m jazykem R.
Konstrukce derivacˇnı´ho stromu
Nynı´ budeme konstruovat oznacˇeny´ derivacˇnı´ strom t pro rˇeteˇzec w ∈ L(G) podle zna´me´ metody
uvedene´ v 2.4.2 nebo v [6]. Tedy zacˇneme od S a da´le vytva´rˇı´me derivacˇnı´ strom t podle pravidel
vG tak, zˇe spojenı´m vsˇech termina´lu˚, ktere´ prˇedstavujı´ listy stromu, dostaneme pozˇadovany´ rˇeteˇzec
w. Tedy derivacˇnı´ strom t nynı´ prˇedstavuje derivaci S ⇒∗ w, kde S reprezentuje startujı´cı´ symbol
v gramatice G.
Znacˇenı´ hran
Prˇedpokla´dejme pravidlo r : A → A1A2 . . . Aj ∈ P, j ≥ 1, ktere´ je pouzˇito v derivacˇnı´m kroku
X ⇒ Y , kde X,Y ∈ (N ∪ T )∗. Nynı´ potrˇebujeme ohodnotit hrany mezi uzlem A a kazˇdy´m
dalsˇı´m uzlem Aj pro j = 1, 2, . . . , n. Rˇekneˇme, zˇe t′ bude derivacˇnı´ strom reprezentujı´cı´ S ⇒∗
ω1A1A2, . . . Ajω2, pro neˇjake´ ω1, ω2 ∈ (N ∪ T )∗. Vidı´me, zˇe derivacˇnı´ strom t′ je podstromem
derivacˇnı´ho stromu t. A take´ platı´, zˇe kazˇda´ cesta v t′ je pocˇa´tkem alesponˇ jedne´ cesty v t. Da´le
budeme rozlisˇovat dva prˇı´pady:
• Jestlizˇe jsou vsˇechny hrany derivacˇnı´ho stromu t′ oznacˇeny, mu˚zˇeme pokrocˇit k dalsˇı´ derivaci.
• Jestlizˇe neˇjaka´ hrana v t′ nenı´ oznacˇena, potrˇebujeme zjistit jejı´ hodnotu
Pro kazˇdou neoznacˇenou hranu e mezi uzly A a Aj cesty p′ v t′ zkontrolujeme, zda GR
mu˚zˇe generovat rˇeteˇzec formy word(p′)word(Aj). Jelikozˇ je velikost word(p′) konecˇna´ a velikost
|word(Aj)| = 1, tak mu˚zˇeme tuto kontrolu prove´st v polynomia´lnı´m cˇase. Jestlizˇe dany´ rˇeteˇzec je
vGR, oznacˇı´me hranu e jako 1 ∈ Ψ, jinak znacˇı´me jako 0 ∈ Ψ. Da´le budeme rozlisˇovat na´sledujı´cı´
prˇı´pady.
• Jestlizˇe t′ neobsahuje list se vstupnı´ hranou oznacˇenou 1, pak w /∈n−path L(G,R).
• Jestlizˇe t′ obsahuje alesponˇ jeden list oznacˇeny´ symbolem z mnozˇiny N , pak pokracˇujeme
dalsˇı´m derivacˇnı´m krokem.
• Jestlizˇe vsˇechny listy z t′ jsou oznacˇeny termina´lnı´m symbolem a pro alesponˇ n listu˚ z t
existuje hrana oznacˇena´ 1, pak w ∈ n−pathL(G,R).
Syntakticky´ analyza´tor
Syntakticky´ analyza´tor pouzˇı´va´ dva za´sobnı´kove´ automaty a mnozˇinu trojic (q, α, p), kde q je stav
druhe´ho automatu, α aktua´lnı´ obsah za´sobnı´ku a p ukazatel na symbol prvnı´ho za´sobnı´ku. Le´pe
rˇecˇeno, kazˇda´ trojice prˇedstavuje jednu cestu, potom pmu˚zˇeme cha´pat jako oznacˇenı´ symbolu, ktery´
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v dane´ cesteˇ ma´ na´sledovat. Druhy´ automat totizˇ zna´ pravidlo, ktere´ prvnı´ automat pouzˇil. Z toho
mu˚zˇe odvodit na´sledujı´cı´ symboly (prava´ strana pravidla) pro aktua´lneˇ kontrolovany´. Jakmile se
prvnı´ automat potom dostane ke kontrole symbolu na´sledujı´cı´ho symboly, ktery´ p reprezentuje, tak
se pra´veˇ tato trojice stane aktua´lnı´ a druhy´ automat pokracˇuje v jejı´ kontrole. Nynı´ prvnı´ automat
simuluje konstrukci derivacˇnı´ho stromu pomocı´ LL tabulky podle zna´me´ metody.
• Jestlizˇe je na vrcholu za´sobnı´ku netermina´l A, prvnı´ vstupnı´ symbol je a a existuje pravidlo
A → x na pozici [A, a] v LL tabulce, pak automat prˇepı´sˇe A na za´sobnı´ku obra´ceny´m
rˇeteˇzcem x - tzn. reversal(x).
• Jestlizˇe a je na vrcholu za´sobnı´ku a termina´l a je prvnı´ na vstupu, pak automat prˇecˇte a ze
vstupu a odstranı´ jej ze za´sobnı´ku
• V ostatnı´ch prˇı´padech jde o syntaktickou chybu.
Meˇjme na vstupu rˇeteˇzec abkcdaed. Na vrcholu za´sobnı´ku zacˇı´na´me se symbolem S. Jelikozˇ
a je prvnı´ vstupnı´ symbol, tak hleda´me v LL tabulce pravidlo na pozici [S, a]. Pouzˇijeme pravidlo
1 : S → AA. Automat prˇepı´sˇe S, ktere´ je aktua´lneˇ na vrcholu za´sobnı´ku na reversal(AA).
Beˇhem vy´pocˇtu druhy´ automat hleda´ potencia´lneˇ spra´vne´ cesty v derivacˇnı´m stromeˇ. Vmnozˇineˇ
trojic je ze zacˇa´tku pouze jedna polozˇka (q0, , A), kde A ∈ (N ∪ T ) je ukazatel na neˇjaky´ symbol
na prvnı´m za´sobnı´ku a  je startujı´cı´ symbol na druhe´m za´sobnı´ku. Jestlizˇe prvnı´ automat umozˇnˇuje
vy´pocˇet kroku se symbolem a a v mnozˇineˇ existuje trojice (q, α, p), kde p je ukazatel pra´veˇ na
symbol a, pak druhy´ automat polozˇı´ α na jeho za´sobnı´k, prˇesune se do stavu q a prova´dı´ kroky pro
a, dokud jej neprˇecˇte ze vstupu, resp. nepotrˇebuje dalsˇı´ vstupnı´ symbol. Naprˇı´klad po expanzi S
na AA, druhy´ automat nalezne v mnozˇineˇ trojici (q0, , S), tak se posune do stavu q0 a vlozˇı´  na
za´sobnı´k.
To simuluje krok q0S ` βq, kde q0S → βq je prˇepisovacı´ pravidlo druhe´ho automatu. Nynı´
rozlisˇujeme, zda vstupem druhe´mu automatu byl netermina´lnı´ nebo termina´lnı´ symbol.
• Na vstupu je netermina´lnı´ symbol a = A. Da´le prˇedpokla´dejme, zˇe prvnı´ automat provedl
expanzi podle pravidlaA→ A1A2 . . . An, pro neˇjake´ n ≥ 1. Syntakticky´ analyza´tor odstranil
pouzˇitou trojici z mnozˇiny a jestlizˇe druhy´ automat neodmı´tl vstup, tak zpeˇt do mnozˇiny vlozˇı´
n trojic (q, β,Am), kde 1 ≤ m ≤ n, q je aktua´lnı´ stav automatu a β je aktua´lnı´ obsah
za´sobnı´ku. Nakonec si rˇekneˇme, zˇe kazˇdy´ symbol Am je v podstateˇ jen ukazatelem na An,
kdem = n.
• Na vstupu je termina´lnı´ symbol a = a. Prˇedpokla´dejme, zˇe porovna´nı´ na prvnı´m za´sobnı´ku
probeˇhlo v porˇa´dku. Pak jestlizˇe druhy´ automat prˇijal, tak ukazatel p v aktua´lneˇ pouzˇite´ trojice
je prˇepsa´n na 0, kde 0 znacˇı´ prˇijatou cestu. Pokud automat neprˇijal, tak je aktua´lnı´ trojice
odstraneˇna.
Prˇı´klad 4.2.1. Ukazˇme si nejdrˇı´ve kompletnı´ postup te´to metody prˇi analy´ze rˇeteˇzcew = abkcdaed
a pote´ si prˇı´klad rozeberme podrobneˇji. V tabulce 4.3 je uvedena pra´veˇ kompletnı´ analy´za tohoto
rˇeteˇzce. Kazˇdy´ krok je odlisˇen jinou barvou, kde oranzˇova´ znamena´ pra´ci prvnı´ho za´sobnı´ku a
modra´ znacˇı´ pra´ci druhe´ho za´sobnı´ku. Spodnı´ indexy u neˇktery´ch symbolu˚ uva´dı´me pouze pro lepsˇı´
orientaci. Samozrˇejmeˇ nemajı´ vliv na samotnou analy´zu. Symbol A1 je pro syntaktickou analy´zou
sta´le symbol A, stejneˇ jako A2. Nakonec si uved’me, zˇe v tabulce 4.3 je uveden vzˇdy konecˇny´
stav po aktua´lnı´m kroku. V jednom kroku totizˇ mu˚zˇe automat prove´st vı´ce prˇechodu˚ (viz. kapitola
o testova´nı´ 5.3).
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Krok 1. ZA 2. ZA Aktua´lnı´ trojice Mnozˇina trojic
0 Sqabkcdaed (q0, , S)
1 A1A2qabkcdaed q0
2 q0 (q0, , S) (q1, , A1), (q1, , A2)
3 aA3dA2qabkcdaed
4 q1 (q1, , A1) (q1, A, a), (q1, A,A3),
(q1, A, d), (q1, ε, A2)
5 A3dA2qbkcdaed
6 Aq1 (q1, A, a) (q1, A,A3), (q1, A, d),
(q1, ε, A2)
7 bBcdA2qbkcdaed
8 Aq1 (q1, A,A3) (q1, AA, b), (q1, AA,B),
(q1, AA, c), (q1, A, d),
(q1, ε, A2)
9 BcdA2qkcdaed
10 q1AA (q1, AA, b) (q1, AA,B), (q1, AA, c),
(q1, A, d), (q1, ε, A2)
11 kcdA2qkcdaed
12 Aq1 (q1, AA,B) (q1, AA, c), (q1, A, d),
(q1, ε, A2), (q1, A, k)
13 cdA2qcdaed
14 q1 (q1, A, k) (q1, AA, c), (q1, A, d),
(q1, ε, A2), (q1, A, 0)
15 dA2qdaed
16 AAq1 (q1, AA, k) (q1, A, d), (q1, ε, A2),
(q1, A, 0)
17 A2qaed
18 AAq1 (q1, A, d) (q1, ε, A2), (q1, A, 0)
19 aA4dqaed
20 Aq1 (q1, ε, A2) (q1, A, a), (q1, A,A4),
(q1, A, d), (q1, A, 0)
21 A4dqed
22 Aq1 (q1, A, a) (q1, A,A4), (q1, A, d),
(q1, A, 0)
23 edqed
24 AAq1 (q1, A,A4) (q1, AA, e), (q1, A, d),
(q1, A, 0)
25 dqd
26 AAq1 (q1, AA, e) (q1, A, d), (q1, A, 0)
27 q
28 Aq1 (q1, A, d) (q1, A, 0)
Tabulka 4.3: Uka´zka algoritmu syntakticke´ analy´zy
Nynı´ si rozeberme dany´ prˇı´klad podrobneˇji. Znovu meˇjme rˇeteˇzec w = abkcdaed, ktery´ mu˚zˇe
by´t reprezentovany´ derivacˇnı´m stromem uvedeny´m na obra´zku 4.1. Da´le prˇedpokla´dejme existenci
neˇjake´ho za´sobnı´kove´ho automatu, ktery´ prˇijı´ma´ jazyk popsany´ mnozˇinou R.
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• 1. krok – Zacˇı´na´ pracovat pouze prvnı´ automat. Na vrcholu za´sobnı´ku ma´ symbol S a
na vstupu a. V LL tabulce zjistı´, jake´ ma´ pouzˇı´t pravidlo. Po zı´ska´nı´ pravidla odstranı´ ze
za´sobnı´ku S a vlozˇı´ na neˇj obra´cenou pravou stranu pravidla.
1. ZA Postup
Sqabkcdaed Pouzˇije pravidlo S → A1A2.
A1A2qabkcdaed
• 2. krok – Prˇedpokla´dejme, zˇe prvnı´ automat jizˇ provedl expanzi symbolu S na AA. Jako
vstup dostane od prvnı´ho automatu dvojici (S,AA), kde S je pra´veˇ zpracovany´ symbol (uzel
stromu) a AA je prava´ strana pravidla. V derivacˇnı´m stromeˇ prˇedstavujı´ synovske´ uzly pro
uzel S. Druhy´ automat vybere trojici, ktera´ koresponduje se vstupnı´m symbolem S a podle
nı´ nastavı´ druhy´ automat. Na jeho vstupu je nynı´ symbol S, se ktery´m prvnı´ automat provedl
expanzi. Tento symbol neodmı´ta´ a tak syntakticky´ analyza´tor mu˚zˇe odstranit pouzˇitou trojici
(q0, , S) a zpeˇt do mnozˇiny vlozˇit dveˇ (podle |AA|) nove´ trojice (q1, , A1), (q1, , A2), kde
A1, A2 jsou ukazatele´ na symboly na prvnı´m za´sobnı´ku. Podle teˇchto ukazatelu˚ se v mnozˇineˇ
vyhleda´va´. Azˇ bude prvnı´ automat zpracova´vat symbol A2, tak se druhy´ automat mu˚zˇe vra´tit
k aktua´lnı´mu nastavenı´ za´sobnı´ku, ktere´ je ulozˇene´ v dane´ trojici.
Vstup 2. ZA Trojice Mnozˇina Postup
(S,A1A2) (q0, ε, S) Vybere trojici.
q0S (q0, ε, S) Nastavı´ automat.
q1 (q0, ε, S) Prˇechod q0S → q1.
q1 (q0, ε, S) (q1, ε, A1), (q1, ε, A2) Ulozˇı´ nove´ trojice.
• 3. krok – Na vrcholu prvnı´ho za´sobnı´ku je symbol A1, ktery´ je na´sledneˇ podle pravidla
A → aAd prˇepsa´n na reversal(aAd). Analyza´tor generuje zpra´vu pro druhy´ za´sobnı´k.
Obsahovat bude dvojici (A1, aA3d).
1. ZA Postup
A1A2qabkcdaed Pouzˇije pravidlo A→ aAd
aA3dA2qabkcdaed
• 4. krok – Druhy´ automat vezme trojici z mnozˇiny (q1, , A1), posune se do stavu q1 a na svu˚j
za´sobnı´k vlozˇı´ . Jelikozˇ automat symbol A neodmı´tl, tak syntakticky´ analyza´tor odstranı´
pouzˇitou trojici (q1, , A1) a zpeˇt do mnozˇiny vlozˇı´ 3 (podle |aAd|) nove´ trojice (q1, A, a),
(q1, A,A3) a (q1, A, d).
Vstup 2. ZA Trojice Mnozˇina Postup
(A1, aA3d) (q1, ε, A1), (q1, ε, A2) Vybere trojici.
q1A1 (q1, ε, A1) (q1, ε, A2) Nastavı´ automat.
q1A1 (q1, ε, A1) Prˇechod q0A1 → Aq1.
Aq1 (q1, ε, A1) (q1, ε, a), (q1, A,A3), Ulozˇı´ nove´ trojice.
(q1, A, d), (q1, A,A2)
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• 5. krok – Opeˇt pracuje prvnı´ automat. Zde docha´zı´ ke zpracova´nı´ prvnı´ho symbolu ze
vstupnı´ho rˇeteˇzce. Na vrcholu prvnı´ho za´sobnı´ku je symbol a, ktery´ po u´speˇsˇne´m zpracova´nı´
posı´la´ na vstup druhe´ho za´sobnı´ku.
1. ZA Postup
aA3dA2qabkcdaed
A3dA2qbkcdaed Pouzˇije prˇechod aqa→ q.
• 6. krok – Vstupnı´m symbolem je a. Vsˇimneˇme si, zˇe zde neposı´la´me pravou stranu pravidla.
Du˚vod je jednoduchy´. Prˇi zpracova´nı´ listove´ho uzlu, cˇı´mzˇ a rozhodneˇ je, mu˚zˇe druhy´ automat
pouze odmı´tnou, nebo prˇijmout cestu. V dane´ cesteˇ uzˇ tedy urcˇiteˇ pokracˇovat nebude a
proto nepotrˇebuje ukla´dat svu˚j stav. V tomto konkre´tnı´m prˇı´padeˇ automat vstup odmı´ta´, cozˇ
znamena´, zˇe cestu nenalezl. Prˇesto, zˇe se nynı´ zaby´va´me sekvencˇnı´m prˇı´stupem, rˇekneˇme si
neˇco o paralelnı´m vylepsˇenı´ te´to metody. Vsˇimneˇme si trojice (q1, A, d). Tato trojice zrˇejmeˇ
take´ nepotrˇebuje zˇa´dne´ dalsˇı´ informace od prvnı´ho automatu. Pokud tedy ma´me k dispozici
volny´ procesor, mu˚zˇeme prove´st jejı´ kontrolu paralelneˇ s kontrolou trojice (q1, ε, a) uzˇ v tomto
kroku. Vı´ce si o mozˇnostech paralelnı´ho zpracova´nı´ rˇekneme v 4.2.3.
Vstup 2. ZA Trojice Mnozˇina Postup
a (q1, ε, a), (q1, A,A3), Vybere trojici.
(q1, A, d), (q1, A,A1)
q1a (q1, ε, a) (q1, A,A3), (q1, A, d), (q1, A,A1) Nastavı´ automat.
q1a (q1, ε, a) Odmı´ta´!
q1 (q1, ε, a) (q1, A,A3), (q1, A, d), (q1, A,A1), Neukla´da´ nic.
Dovolme si prˇeskocˇit neˇkolik kroku˚, ktere´ vypadajı´ velmi podobneˇ jako jizˇ zde uvedene´.
Podrobneˇji se podı´vejme azˇ na krok, kdy prvnı´ automat zpracova´va´ symbol B a pote´ k, jenzˇ
vede k nalezenı´ cesty.
• 12. krok – Vysveˇtleme si procˇ ukla´da´me pouze A jako aktua´lnı´ stav za´sobnı´ku, kdyzˇ prˇed
tı´mto krokem byl stavAA. Vsˇe je dobrˇe videˇt v tabulce pro tento krok. Je to z toho du˚vodu, zˇe
se na vstupu za´sobnı´ku objevil symbolB, ktery´ prˇedem vlozˇena´A zacˇı´na´ mazat. Samozrˇejmeˇ
za´lezˇı´ na konfiguraci druhe´ho automatu. Zrˇejmeˇ existujı´ i dalsˇı´ zpu˚soby jak dany´ jazyk
prˇijı´mat.
Vstup 2. ZA Trojice Mnozˇina Postup
(B, k) (q1, AA,B) (q1, AA, c), (q1, A, d), Vybere trojici.
(q1, A,A2)
AAq1B (q1, AA,B) (q1, AA, c), (q1, A, d), Nastavı´ automat.
(q1, A,A2)
AAq1B (q1, AA,B) (q1, AA, c), (q1, A, d), Prˇechod Aq1B → q1.
(q1, A,A2)
Aq1 (q1, AA,B) (q1, A, k), (q1, AA, c), Ukla´da´ jednu trojici.
(q1, A, d), (q1, A,A2)
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• 13. krok – Pouze prˇijı´ma´ symbol k a generuje zpra´vu pro druhy´ automat.
1. ZA Postup
kcdA2qkcdaed Pouzˇije prˇechod kqk → q.
cdA2qcdaed
• 14. krok – Po u´speˇsˇne´m porovna´nı´ termina´lu k na prvnı´m automatu i druhy´ automat prˇijı´ma´.
Na vstupuma´ k a na za´sobnı´ku je poslednı´A. Dany´ kontrolnı´ jazykR = {SAmBm−1k |m ≥
1} naznacˇuje, zˇe |Am| = |Bm−1k|, kdem ≥ 1. Automat tedy oznacˇı´ aktua´lnı´ trojici hodnotou
0, cozˇ znamena´ potenciona´lneˇ spra´vnou cestu.
Vstup 2. ZA Trojice Mnozˇina Postup
k (q1, A, k) (q1, AA, c), (q1, A, d), Vybere trojici.
(q1, A,A2)
Aq1k (q1, A, k) (q1, AA, c), (q1, A, d), Nastavı´ automat.
(q1, A,A2)
Aq1k (q1, AA,B) (q1, AA, c), (q1, A, d), Prˇechod Aq1k → q1.
(q1, A,A2)
q1 (q1, AA,B) (q1, AA, c), (q1, A, d), Prˇijı´ma´! Aktualizuje trojici.
(q1, A,A2), (q1, ε, 0)
Dalsˇı´ kroky jizˇ probı´hajı´ analogicky jako zde zmı´neˇne´ a zˇa´dny´ z nich nevede k nalezenı´ dalsˇı´
cesty. Cozˇ je patrne´ z tabulky popisujı´cı´ kompletnı´ analy´zu tohoto prˇı´kladu, kde v poslednı´m kroku
vidı´me pouze jedinou trojici s oznacˇenı´m 0. Po nalezenı´ jedne´ cesty mu˚zˇeme tvrdit, zˇe dany´ rˇeteˇzec
w = abkcdaed patrˇı´ do L(G) neboli 1−pathL(G,R), kde i = j nebo s = t. Avsˇak do jazyka
2−pathL(G,R) = L(G) by tento rˇeteˇzec nepatrˇil.
Pozna´mka 4.2.2. V tabulka´ch jednotlivy´ch kroku˚ si mu˚zˇeme vsˇimnout, zˇe automat veˇtsˇinou prova´dı´
vı´ce nezˇ jeden prˇechod. Je to tak proto, abychom byli pozdeˇji schopni porovna´vat jednotlive´ metody.
Existujı´ totizˇ jazyky, ktere´ je mozˇne´ generovat vı´cero gramatikami, kde kazˇda´ gramatika mu˚zˇe pouzˇı´t
jiny´ pocˇet pravidel pro prˇijmutı´ stejne´ho symbolu. A kdybychom pocˇı´tali kazˇdy´ takovy´ prˇechod jako
krok, potom bychom byli za´vislı´ na vlastnostech gramatik a jen teˇzˇko bychom mohli porovna´vat
metody shora dolu˚ s metodami prˇistupujı´cı´mi zdola nahoru.
4.2.3 Paralelnı´ prˇı´stup
Dnesˇnı´ mozˇnosti pocˇı´tacˇu˚ jsou teoreticky neomezene´. Zrˇejmeˇ kazˇdy´ pocˇı´tacˇ je jizˇ vybaven alesponˇ
dveˇma procesory. Neobvykle´ vsˇak nejsou ani pocˇı´tacˇe se cˇtyrˇmi nebo i vı´ce procesory. Nejlepsˇı´ by asi
bylo, kdybychom doka´zali navrhnout metodu, ktera´ vyuzˇije vesˇkery´ch mozˇny´ch prostrˇedku˚, ktere´
ma´ k dispozici. Bohuzˇel u prˇı´stupu shora dolu˚ tohle nenı´ u´plneˇ jednoduchy´ u´kol. Asi nejintuitivneˇjsˇı´
formou paralelizace je rozdeˇlenı´ vstupnı´ch dat na vı´ce procesoru˚, ktere´ nad nimi provedou vy´pocˇet
a vy´sledky se pote´ sjednotı´ do celku. Kdybychom pak doka´zali co nejvı´ce omezit komunikaci mezi
procesory, tak bychom zrˇejmeˇ dostali vy´sledekN kra´t rychleji, kdeN je pocˇet procesoru˚. Rˇekneˇme
si, procˇ to takhle udeˇlat nemu˚zˇeme.
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Rozdeˇlenı´ vstupu
Meˇjme na´sˇ prˇedchozı´ prˇı´klad a rˇeteˇzec w = abkcdaed. Pokud se podı´va´me na derivacˇnı´ strom
tohoto rˇeteˇzce (4.2), tak zjistı´me, zˇe nejlepsˇı´ by bylo rozdeˇlit vstup na w = xy, kde x = abkcd a
y = aed. Za prˇedpokladu, zˇe bychom meˇli teoreticky neomezene´ mnozˇstvı´ procesoru˚, tak nejlepsˇı´
by byla situace, kdybychom tuto operaci rozdeˇlenı´ pouzˇili v kazˇde´m uzlu stromu. To znamena´, zˇe
rˇeteˇzec x opeˇt rozdeˇlı´me v uzluA na x1 = a, x2 = bkc a x3 = d, prˇicˇemzˇ x2 by se znovu da´le deˇlil.
V tomto konkre´tnı´m prˇı´padeˇ bychom takovy´ derivacˇnı´ strom doka´zali zkontrolovat za pouhy´ch 5
kroku˚ (kazˇdou u´rovenˇ v jednom kroku) a to je obrovske´ zlepsˇenı´ oproti sekvencˇnı´m 28 kroku˚m.
Bohuzˇel my nevı´me, jak rˇeteˇzec na vstupu rozdeˇlit. Existuje pouze jedina´ mozˇnost – vyzkousˇet
vsˇechna mozˇna´ rozdeˇlenı´. U takto kra´tky´ch vstupu˚ to zrˇejmeˇ mu˚zˇeme udeˇlat, avsˇak prˇedstavme si,
zˇe bychom zkousˇeli rozdeˇlit naprˇı´klad storˇa´dkovy´ zdrojovy´ ko´d v neˇjake´m programovacı´m jazyce.
Spocˇı´tejme si mozˇnosti u rˇeteˇzce w.









To ma´me 128 mozˇnostı´, jak rozdeˇlit vstup v prˇı´padeˇ, zˇe o dane´ gramatice nic nevı´me. Znalostı´
gramatiky si vsˇak mu˚zˇeme pomoci a pocˇet mozˇnostı´ zredukovat. Naprˇı´klad vı´me, zˇe existuje
pouze jedno pravidlo S → AA, tedy mozˇnostı´ uzˇ je jen 7. Prˇesto, kdybychom chteˇli pro kazˇdou
mozˇnost pouzˇı´t jeden procesor a zkontrolovat vsˇechny mozˇnosti v jednom kroku, potrˇebovali
bychom 7 procesoru˚. Nynı´ si prˇedstavme, zˇe budeme mı´t pravidlo S → AAAA, to bychom museli
kontrolovat hned 35 mozˇnostı´, tzn. 35 procesoru˚ na jeden krok. Samozrˇejmeˇ mu˚zˇeme teˇchto 35
mozˇnostı´ zkontrolovat naprˇı´klad v 5 krocı´ch (potrˇebovali bychom pouze 7 procesoru˚), nicme´neˇ
zcela jisteˇ bychom pro veˇtsˇinu prˇı´kladu˚ dosta´vali horsˇı´ vy´sledky, nezˇ produkuje samotna´ sekvencˇnı´
metoda.
Zredukovat pocˇetmozˇnostı´ mu˚zˇeme i tak, zˇe se podı´va´me doFirstmnozˇiny pro dany´ netermina´l
a podle nı´ pak rˇeteˇzec rozdeˇlujeme. Tedy pro uzel S a jeho mnozˇinu First = {a, b, e} nema´ cenu,
abychom rˇeteˇzec deˇlili naprˇı´klad takto x = ab a y = kcdaed. Je totizˇ zrˇejme´, zˇe tato mozˇnost
nepovede k u´speˇchu. Pokud vyuzˇijeme te´to znalosti, tak jsou pouze trˇi mozˇnosti, jak dany´ rˇeteˇzec
rozdeˇlit.
Zrˇejmeˇ existujı´ i dalsˇı´ metody, jak bychom mohli redukovat pocˇet mozˇnostı´. Myslı´m si vsˇak, zˇe
rezˇie spojena´ s touto ”predikcı´ “ by byla prˇı´lisˇ vysoka´ a metoda by se na´m nevyplatila.
Paralelnı´ automaty
Podı´vejme se proto na metodu, ktera´ bude zcela jisteˇ a vzˇdy produkovat lepsˇı´ vy´sledky nezˇli metoda
sekvencˇnı´. Kazˇdy´ automat bude obsluhovat jeden procesor. Potrˇebujeme pouze vyrˇesˇit komunikaci
mezi obeˇma automaty. Komunikace musı´ by´t ”neblokujı´cı´ “. Pokud bude prvnı´ automat prˇeda´vat
informace druhe´mu automatu, ktery´ zrovna zpracova´va´ neˇktery´ prˇedesˇly´ pozˇadavek, pak nesmı´
cˇekat na prˇevzetı´ dat. Nejlepsˇı´ zrˇejmeˇ bude pouzˇı´t sdı´lenou frontu, do ktere´ bude prvnı´ automat
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zapisovat a druhy´ automat z nı´ bude cˇı´st. Kdyzˇ si uveˇdomı´me, zˇe tuto frontu nemusı´me zpracovat
postupneˇ, pak mu˚zˇeme do kontroly cest zapojit teoreticky azˇ m procesoru˚. Kde m je pocˇet vsˇech
potencia´lnı´ch cest v derivacˇnı´m stromeˇ.
Ota´zkou pak je, zda neˇcˇeho takove´ho doka´zˇeme v praxi vyuzˇı´t. Prˇedpokla´dejme na´sˇ modelovy´
prˇı´klad. Fronta dat od prvnı´ho procesoru se plnı´ podle toho, jaky´m zpu˚sobem generuje derivacˇnı´
strom. Postupneˇ jsou to dvojice (S,AA), (A, aAd), (a,∅), (A, bBc), atd. Druhy´ za´sobnı´k mu˚zˇe
zacˇı´t analyzovat, azˇ jakmile bude ve fronteˇ alesponˇ jedna dvojice. Rˇekneˇme, zˇe se pra´veˇ dostala
do fronty dvojice (S,AA), druhy´ automat zacˇne ihned s analy´zou a mezitı´m prvnı´ pokracˇuje da´le
v generova´nı´ derivacˇnı´ho stromu. Jejich pra´ce, at’uzˇ kontrola cesty nebo generova´nı´ stromu, bude
zrˇejmeˇ cˇasoveˇ velmi podobna´. Kdybychom zde spustili trˇetı´ procesor, tak by jen cˇekal na dalsˇı´
dvojici od prvnı´ho automatu a azˇ by dvojici dostal, tak by naopak zase cˇekal druhy´ procesor, ktery´
zrovna dokoncˇil analy´zu dvojice (S,AA). Zkra´tka, prvnı´ procesor nedoka´zˇe generovat pozˇadavky
takovou rychlostı´, aby je mohlo zpracova´vat vı´ce procesoru˚.
Prˇesto existuje mozˇnost, jak zapojit vı´ce jako dva procesory. Podı´vejme se na 4. krok v tabulce
4.3. Druhy´ automat pra´veˇ prˇijal uzelA a vzhledem k pravidluA→ aAd prˇidal do mnozˇiny trojic trˇi
nove´ – (q1, A, a), (q1, A,A3), (q1, A, d). Zameˇrˇme se na trojici (q1, A, d). K jejı´ kontrole se druhy´
automat dostane azˇ v 18. kroku. Pravda vsˇak je, zˇe druhy´ automat uzˇ od prvnı´ho nic vı´c nepotrˇebuje
k tomu, aby tento uzel zkontroloval ihned. Pra´veˇ ke kontrole trojic, ktere´ obsahujı´ termina´lnı´ uzly
mu˚zˇeme vyuzˇı´t trˇetı´ procesor. Samozrˇejmeˇ se mu˚zˇe sta´t, zˇe takovou kontrolu bude trˇetı´ procesor
prova´deˇt zbytecˇneˇ, protozˇe prvnı´ automat k tomuto uzlu nemusı´ vu˚bec dojı´t (naprˇ. kvu˚li syntakticke´
chybeˇ). Troufa´m si vsˇak tvrdit, zˇe ve veˇtsˇineˇ prˇı´padu˚ takove´to rozsˇı´rˇenı´ povede k lepsˇı´m vy´sledku˚m.
4.3 Prˇı´stup zdola nahoru
Derivacˇnı´ strom je generova´n zdola nahoru, od listu˚ stromu po jeho korˇen. Z pohledu prˇedchozı´
metody, od konce cesty k jejı´mu pocˇa´tku. Z prˇedesˇly´ch veˇt je patrne´, zˇe pro kontrolu cesty nemu˚zˇeme
pouzˇı´t stejnou gramatiku jako umetody shora dolu˚. Nenı´ to vsˇak takovy´ proble´m, protozˇe stacˇı´ pouze
navrhnout gramatiku, ktera´ generuje jazyk reversal(R). Urcˇita´ nevy´hoda vsˇak vycha´zı´ ze samotne´
podstaty metody. Uvedeme si nynı´ mysˇlenku tohoto prˇı´stupu.
4.3.1 Princip metody
U prˇı´stupu shora dolu˚ jsme zacˇali kontrolovat cesty v korˇeni stromu, respektive na pocˇa´tku vsˇech
potencia´lnı´ch cest. Je tedy zrˇejme´, zˇe vsˇechny cesty majı´ spolecˇny´ pocˇa´tek. Neˇktere´ cesty mohou by´t
dokonce totozˇne´ azˇ na listovy´ uzel. Pokud jsme oznacˇili hranu neˇjake´ho uzlu jako nevyhovujı´cı´, pak
uzˇ jsme nemuseli kontrolovat zˇa´dne´ dalsˇı´ derivace vycha´zejı´cı´ z tohoto uzlu. U prˇı´stupu zdola nahoru
si toto dovolit nemu˚zˇeme a kazˇdou cestu musı´me kontrolovat samostatneˇ. Pro lepsˇı´ demonstraci si
ukazˇme derivacˇnı´ strom (obr. 4.3) rˇeteˇzce w = abkcdaed, ktery´ generuje gramatika uvedena´ v 4.1.
Zjednodusˇeneˇ si nynı´ rˇekneˇme, jak bude tato metoda pracovat. Na obra´zku 4.3 vidı´me derivacˇnı´
strom vcˇetneˇ vytvorˇeny´ch Sex mnozˇin, kde x oznacˇuje cˇı´slo hrany. Mnozˇiny Sex budeme vyuzˇı´vat
k jednoznacˇne´mu rozpozna´nı´ cest, ktere´ vedou prˇes danou hranu. Pokud naprˇı´klad spojı´me mnozˇiny
Sex , ktere´ patrˇı´ hrana´m vycha´zejı´cı´m z korˇenove´ho uzlu, tak dostaneme vsˇechny potenciona´lnı´ cesty
v dane´m derivacˇnı´m stromeˇ. Pra´veˇ korˇenovy´ uzel je totizˇ pocˇa´tkem vsˇech potenciona´lnı´ch cest.
Syntakticky´ analyza´tor bude vytva´rˇet derivacˇnı´ strom s takto oznacˇeny´mi cestami. Dostane-li se
ke kontrole neˇjake´ho uzlu a tento uzel neodmı´tne, pak spojı´ mnozˇiny Sex , ktere´ patrˇı´ jeho vycha´zejı´-
cı´m hrana´m a toto sjednocenı´ posı´la´ spolecˇneˇ se svy´m oznacˇenı´m ke kontrole potenciona´lnı´ch cest.
Automat, ktery´ bude kontrolovat cesty, pak pro kazˇde´ oznacˇenı´ cesty v prˇedane´ mnozˇineˇ postupuje
na´sledovneˇ.
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• Pokud se jedna´ o termina´lnı´ uzel, pak jej zkontroluje. Jestlizˇe neodmı´tne, tak vytva´rˇı´ novy´
stav.
• Jedna´-li se o netermina´lnı´ uzel, tak hleda´ ulozˇeny´ stav, ktery´ je oznacˇen danou cestou.
– Pokud jej nenajde, pak jizˇ byla cesta odmı´tnuta v neˇktere´m z prˇedesˇly´ch kroku˚ a nema´
smysl kontrolovat dalsˇı´ uzly.
– Pokud neˇjaky´ stav najde, pak kontroluje, zda prˇijaty´ uzel patrˇı´ do dane´ cesty (ukla´da´
novy´ stav) cˇi nikoliv (pouze zahazuje aktua´lneˇ kontrolovany´ stav a da´l uzˇ danou cestu
nekontroluje).
Jednotlive´ mnozˇiny Sex na obra´zku 4.3 obsahujı´ oznacˇenı´ cest, ktere´ jsou graficky zna´zorneˇny
cˇernou, cˇervenou nebo zelenou barvou. Pokud je oznacˇenı´ cˇervene´, pak to znamena´, zˇe druhy´
automat cestu odmı´tl a pra´veˇ na dane´ hraneˇ koncˇı´ s kontrolou te´to cesty. Pokud je oznacˇenı´ zelene´,
pak dana´ hrana patrˇı´ do te´to cesty. Pokud je oznacˇenı´ cˇerne´, pak automat cestu nekontroluje, protozˇe
























Se13 = {p6, p7, p8}
Se6 = {p2, p3, p4}
Se10 = {p7}
Se4 = {p3}
Obra´zek 4.3: Derivacˇnı´ strom pro rˇeteˇzec w = abkcdaed.
S tı´mto postupem je spojena jedna velka´ nevy´hoda. Na obra´zku 4.4 vidı´me, zˇe existuje 8
potencia´lnı´ch cest v derivacˇnı´m stromeˇ z obra´zku 4.3. Pokud by vsˇechny cesty byly spra´vne´, museli
bychom zkontrolovat celkem 29 uzlu˚, prˇicˇemzˇ naprˇı´klad jen korˇenovy´ uzel S bychom kontrolovali
hned osmkra´t. Pro prˇipomenutı´, umetody shora dolu˚ jsme ve stejne´m derivacˇnı´m stromeˇ kontrolovali
pouze 13 uzlu˚. Dı´ky tomuto se mu˚zˇe zda´t, zˇe dany´ prˇı´stup nevede k uspokojivy´m vy´sledku˚m. Avsˇak
uveˇdomı´me-li si, zˇe veˇtsˇina cest nepatrˇı´ do dane´ho rˇı´dı´cı´ho jazyka a s jejich analy´zou koncˇı´me uzˇ
v listove´m uzlu (tedy na pocˇa´tku), pak na´m pro tento konkre´tnı´ prˇı´klad zby´va´ zkontrolovat 12 uzlu˚
a to uzˇ je o 1 uzel lepsˇı´ nezˇ u metody shora dolu˚. Uvidı´me, zˇe u sekvencˇnı´ metody tento proble´m
zrˇejmeˇ nedoka´zˇeme rˇesˇit a bude za´lezˇet pouze na konkre´tnı´m derivacˇnı´m stromeˇ, zda bude metoda
pouzˇitelna´, cˇi nikoliv. Avsˇak u paralelnı´ho prˇı´stupu jej mu˚zˇeme cˇa´stecˇneˇ eliminovat a tato metoda
bude porovnatelna´ s prˇedchozı´, alesponˇ co se rychlosti ty´cˇe.
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Obra´zek 4.4: Potenciona´lnı´ cesty z modelove´ho prˇı´kladu 4.1. Stejne´ pı´smeno a hornı´ index znacˇı´
totozˇny´ uzel.
4.3.2 Postup analy´zy
Pro neˇjake´ n ≥ 1 meˇjme gramatikuH = (G,R) a jazyk gramatikouH generovany´ n−pathL(G,R),
kde G = (N,T, P, S) je jednoznacˇna´ bezkontextova´ gramatika. Da´le prˇedpokla´dejme, zˇe rˇı´dı´cı´
jazyk R je generova´n gramatikou GR = (NR, V, PR, SR), kde V = (N ∪ T ).
Meˇjme neˇjake´ m ≥ 1, ktere´ znacˇı´ pocˇet potencia´lnı´ch cest v derivacˇnı´m stromeˇ (konkre´tneˇ
v nasˇem prˇı´kladeˇ z 4.1 jem = 8). Budeme konstruovat derivacˇnı´ strom a oznacˇovat jeho jednotlive´
hrany znacˇenı´m z mnozˇiny Ψ = {pi | 1 ≤ i ≤ m}.
Definice 4.3.1. Meˇjme hranu e, ktera´ je mezi dveˇma uzly konstruovane´ho derivacˇnı´ho stromu.
Mnozˇinu Se ⊆ Ψ nazy´va´me mnozˇinou potencia´lnı´ch cest pro hranu e.
Definice 4.3.2. Velikost mnozˇiny Se znacˇı´me jako |Se| a prˇedstavuje pocˇet prvku˚ v mnozˇineˇ Se.
Pokud je Se = ∅, pak je |Se| = 0.
Konstrukce derivacˇnı´ho stromu
Nynı´ budeme konstruovat derivacˇnı´ strom pro w ∈ L(G) podle zna´me´ metody uvedene´ v [2].
Zacˇı´na´me od termina´lnı´ch symbolu˚, prˇedstavujı´cı´ jednotlive´ symboly z rˇeteˇzce w. Tyto termina´ly
podle pravidel z gramatiky G spojujeme do netermina´lnı´ch symbolu˚ tak, abychom zpracovali cely´
vstupnı´ rˇeteˇzec a za´rovenˇ zı´skali jediny´ netermina´lnı´ symbol, ktery´ reprezentuje startujı´cı´ symbol
dane´ gramatiky.
Znacˇenı´ hran v derivacˇnı´m stromeˇ
Prˇedpokla´dejme pravidlo r : A → B1B2 . . . Bj ∈ P , pro neˇjake´ j ≥ 1, B ∈ (N ∪ T ) a A ∈ N .
Da´le pokud Bj ∈ N , pak prˇedpokla´dejme existenci neˇjake´ho pravidla Bj → C1C2 . . . Ck ∈ P ,
pro neˇjake´ k ≥ 1, C ∈ (N ∪ T ). Rˇekneˇme, zˇe t1 bude derivacˇnı´ strom reprezentujı´cı´ A ⇒∗
ω1B1B2 . . . Bjω2, pro neˇjake´ ω1, ω2 ∈ (N ∪ T )∗. Podobneˇ t2 bude derivacˇnı´ strom reprezentujı´cı´
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Bj ⇒∗ ω1C1C2 . . . Ckω2. Nynı´ pro kazˇdou hranu e mezi A → Bj vytvorˇı´me mnozˇinu Se, kterou
vypocˇteme takto.
• Pokud Bj je termina´lnı´ symbol, tedy listovy´ uzel.
Do mnozˇiny Se prˇida´me pi, kde pi ∈ Ψ a i volı´me tak, aby bylo jednoznacˇny´m oznacˇenı´m
dane´ cesty. Pokud jde o prvnı´ listovy´ uzel bude i = 1, pokud jde o druhy´ listovy´ uzel, bude
i = 2, pokud jde o poslednı´ listovy´ uzel, tak bude i = m.
• Bj je netermina´lnı´ symbol.
Jelikozˇ jde o netermina´lnı´ symbol, pak prˇedpokla´da´me existenci neˇjake´ho pravidla Bj →
C1C2 . . . Ck ∈ P , jak uzˇ jsme si napsali vy´sˇe. Take´ lze prˇedpokla´dat, zˇe vsˇechny hrany mezi
uzlem Bj a uzly Ck, pro neˇjake´ k ≥ 1, jsou jizˇ oznacˇeny. Pro prˇehlednost si hranu mezi
uzlemBj a kazˇdy´m jednı´m uzlem Ck oznacˇme jako ck. Mnozˇina Se bude sjednocenı´m vsˇech
mnozˇin Sck . Cozˇ je mozˇna´ le´pe videˇt na obra´zku 4.3. Tedy Se = Sc1 ∪ Sc2 ∪ . . . ∪ Sck , pro
neˇjake´ k ≥ 1.
Analy´za cesty
Drˇı´ve nezˇ zacˇneme analyzovat oznacˇeny´ derivacˇnı´ strom, zaved’me si mnozˇinu, kam si budeme
ukla´dat potenciona´lneˇ spra´vne´ cesty, respektive rˇeteˇzce, ktere´ danou cestu reprezentujı´.
Definice 4.3.3. Mnozˇinu Paths ⊆ L(R), kde R je rˇı´dı´cı´ jazyk, nazy´va´me mnozˇinou potencia´lnı´ch
cest pro derivacˇnı´ strom.
Opeˇt uvazˇujme pravidlo r : A → B1B2 . . . Bj ∈ P , pro neˇjake´ j ≥ 1, B ∈ (N ∪ T ) a A ∈ N .
Prˇedpokla´dejme, zˇe vsˇechny hrany ej mezi uzlem reprezentujı´cı´m netermina´l A a kazˇdy´m dalsˇı´m
uzlem Bj jsou jizˇ oznacˇeny mnozˇinou Sej . Pro kazˇdou mnozˇinu Sej mezi uzlem A a uzlem Bj a
pro kazˇdou jejı´ polozˇku pi postupujeme takto.
• Pokud je Bj termina´lnı´ symbol, pak zkontrolujeme, zda GR mu˚zˇe generovat rˇeteˇzec formy
word(Bj). (V tomto prˇı´padeˇ bude velikost |word(Bj)| = 1, protozˇe se kontroluje pouze
listovy´ uzel.)
– Jestlizˇe dany´ rˇeteˇzec je vGR, pak oznacˇme word(Bj) jako rˇeteˇzec pi (pi = word(Bj))
a prˇidejme jej do mnozˇiny Paths. Tedy bude platit pi ∈ Paths.
– Jestlizˇe dany´ rˇeteˇzec nepatrˇı´ do GR, pak nic neprˇida´va´me.
• Pokud je Bj netermina´lnı´ symbol, pak se pokusı´me nale´zt v mnozˇineˇ Paths rˇeteˇzec ozna-
cˇeny´ jako pi. Pokud pi /∈ Paths, pak nic nekontrolujeme a pokracˇujeme dalsˇı´ polozˇkou.
Pokud pi ∈ Paths, pak jej z mnozˇiny vybereme a vytvorˇı´me novy´ rˇeteˇzec, ktery´ vznikne
konkatenacı´ s uzlem Bj . Tedy p′i = piword(Bj). Zkontrolujeme, zda GR mu˚zˇe generovat
rˇeteˇzec p′i.
– Jestlizˇe dany´ rˇeteˇzec je v GR, pak rˇekneˇme, zˇe pi = p′i a opeˇt prˇida´me pi do mnozˇiny
Paths.
– Jestlizˇe dany´ rˇeteˇzec nepatrˇı´ doGR, pak nic neprˇida´va´me. Uveˇdomme si, zˇe jsme rˇeteˇzec
prˇed konkatenacı´ a samotnou analy´zou nejdrˇı´ve z mnozˇinu Paths vyjmuli. Danou cestu
uzˇ tedy nebudeme da´le analyzovat.
40
Postup
• Pokud je t1 derivacˇnı´ strom reprezentujı´cı´ α ⇒∗ w, kde α ∈ N+ a pokud Paths = ∅, pak
w /∈ n−pathL(G,R). Tedy pokud zpracoval cely´ vstupnı´ rˇeteˇzec (uzˇ nemu˚zˇe vzniknout nova´
cesta) a nezu˚sta´va´ zˇa´dna´ potencia´lneˇ spra´vna´ cesta, pak koncˇı´ neu´speˇchem.
• Pokud je t1 derivacˇnı´ strom reprezentujı´cı´ S ⇒∗ w, kde S reprezentuje startujı´cı´ symbol
gramatiky G a pokud |Paths| ≥ n, pak w ∈ n−pathL(G,R).
• Pokud zˇa´dny´ z prˇedesˇly´ch bodu˚ neplatı´, pak pokracˇujeme dalsˇı´ derivacı´.
Syntakticky´ analyza´tor
Syntakticky´ analyza´tor pouzˇı´va´ dva za´sobnı´kove´ automaty a mnozˇinu trojic (q, α, p), kde q je stav
druhe´ho automatu, α obsah druhe´ho za´sobnı´ku a p oznacˇuje cestu, ktere´ dany´ stav patrˇı´.
Prvnı´ automat simuluje konstrukci derivacˇnı´ho stromu pomocı´ LR tabulek podle zna´me´ metody
uvedene´ v [2]. Meˇjme na vstupu rˇeteˇzec w = abkcdaed, ktery´ generuje gramatika uvedena´ v 4.1.
Na vrcholu za´sobnı´ku je dvojice 〈$, q0〉. Na vstupu je symbol a. V LR tabulce tedy hleda´me dvojici
[q0, a], ktera´ da´va´ vy´sledek s3. Na vrchol za´sobnı´ku vkla´da´me dvojici 〈a, 3〉. V tomto mı´steˇ metoda
za´rovenˇ generuje informace o postupu prvnı´ho automatu pro druhy´ automat, ktery´ hleda´ cesty
v derivacˇnı´m stromeˇ. Konkre´tneˇji jde o dvojici (a, Se), kde a je aktua´lneˇ zpracova´vany´ uzel a Se
mnozˇina oznacˇenı´ potencia´lnı´ch cest.
Druhy´ automat dostane informaci o u´speˇsˇne´m zpracova´nı´ symbolu a a zapocˇne svou pra´ci.
(Pokud by prvnı´ automat ukoncˇil svou pra´ci neu´speˇchem, tak nema´ smysl, aby druhy´ automat
pokracˇoval v hleda´nı´ cest.) Na vstupu ma´ tedy symbol a a informaci o tom, ktere´ cesty prˇes
zpracova´vany´ symbol procha´zejı´. Nahle´dne do mnozˇiny trojic a pro kazˇde´ obdrzˇene´ znacˇenı´ cesty
pi ∈ Se zjistı´, zda jizˇ existuje trojice spojena´ pra´veˇ s touto cestou (tedy p = pi). Zde si mu˚zˇeme
vsˇimnout hlavnı´ nevy´hody te´to metody. Pro jeden symbol ze vstupu, tedy pro jeden uzel stromu,
mu˚zˇe naleznout vı´ce trojic, protozˇe Se mu˚zˇe obsahovat vı´ce znacˇenı´. Jelikozˇ jde v tomto konkre´tnı´m
prˇı´padu o termina´lnı´ symbol a, pak mohou nastat na´sledujı´cı´ dva prˇı´pady.
• Zˇa´dnou trojici nenalezne. V takove´m prˇı´padeˇ je automat uveden do startujı´cı´ho stavu a zacˇı´na´
analy´zu nove´ cesty.
• Nalezne trojici pro danou cestu. Z trojice zı´ska´ stav a obsah za´sobnı´ku. Za´sobnı´kovy´ automat
posune do tohoto stavu a nastavı´ obsah za´sobnı´ku.
Pozna´mka 4.3.4. Kdyby sˇlo o netermina´lnı´ symbol, pak pokud by nenalezl trojici, tak analy´zu dane´
cesty koncˇı´ a pokracˇuje dalsˇı´, jinak by byla reakce stejna´ jako u termina´lnı´ho symbolu.
Jakmile nastavı´ za´sobnı´kovy´ automat, tak mu˚zˇe prova´deˇt potrˇebne´ kroky za u´cˇelem zpracova´nı´
vstupnı´ho symbolu a. Pokud dany´ symbol neodmı´tne, tak si domnozˇiny trojic ukla´da´ aktualizovanou
polozˇku, prˇı´padneˇ nahraje novou, pokud zacˇı´na´ analyzovat novou cestu. Pokud by se stalo, zˇe druhy´
automat odmı´tne symbol, tak je zrˇejme´, zˇe tudy cesta nevede a nemusı´ jı´ da´le kontrolovat. To
znamena´, zˇe do mnozˇiny nic prˇida´vat nebude. Po teˇchto krocı´ch prˇeda´va´ rˇı´zenı´ zpeˇt prvnı´mu
automatu a cˇeka´ na dalsˇı´ vstupnı´ symbol.
Prˇı´klad 4.3.5. Ukazˇme si, jak by vypadalo zpracova´nı´ rˇeteˇzcew = abkcdaed pro modelovy´ prˇı´klad
4.1. Stejneˇ jako umetody shora dolu˚ i zde oranzˇovy´ krok znamena´, zˇe pracuje prvnı´ automat amodry´,
zˇe pracuje druhy´ automat.
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Krok 1. ZA 2. ZA Cesta Mnozˇina trojic
0 ($, 0)qabkcdaed
1 (a, 3)($, 0)qbkcdaed
2 Oqa p1
3 (b, 4)(a, 3)($, 0)qkcdaed$
4 Oqb p2
5 (k, 10)(b, 4)(a, 3)($, 0)qcdaed$
6 Oqk p3 (q, P, p3)
7 (B, 8)(b, 4)(a, 3)($, 0)qcdaed$
8 PqB p3 (q, V AS, p3)
9 (c, 12)(B, 8)(b, 4)(a, 3)($, 0)qdaed$
10 Oqc p4 (q, V AS, p3)
11 (A, 7)(a, 3)($, 0)qdaed$
12 V ASqA p3 (q,AS, p3)
13 (d, 11)(A, 7)(a, 3)($, 0)qaed$
14 Oqd p5 (q,AS, p3)
15 (A, 2)($, 0)qaed$
16 ASqA p3 (q, S, p3)
17 (a, 3)(A, 2)($, 0)qed$
18 Oqa p6 (q, S, p3)
19 (e, 5)(a, 3)(A, 2)($, 0)qd$
20 Oqe p7 (q, S, p3)
21 (A, 7)(a, 3)(A, 2)($, 0)qd$ (q, S, p3)
22 (d, 11)(A, 7)(a, 3)(A, 2)($, 0)q$ (q, S, p3)
23 Oqd p8 (q, S, p3)
24 (A, 6)(A, 2)($, 0)q$ (q, S, p3)
25 (S, 1)($, 0)q$
26 SqS p3 (q, ε, p3)
27 (S, 1)($, 0)q$
Tabulka 4.4: Uka´zka algoritmu syntakticke´ analy´zy
Nynı´ si projdeme dany´ prˇı´klad podrobneˇji. Znovu meˇjme rˇeteˇzec w = abkcdaed, ktery´ mu˚zˇe
by´t reprezentovany´ derivacˇnı´m stromem uvedeny´m na obra´zku 4.1. Jeho rozklad na cesty je pak
uveden na obra´zku 4.4. Postupujme podle vy´sˇe uvedene´ho algoritmu krok po kroku pro gramatiku
uvedenou v 4.1.1. Da´le prˇedpokla´dejme existenci neˇjake´ho za´sobnı´kove´ho automatu, ktery´ prˇijı´ma´
jazyk popsany´ mnozˇinou R. Prvnı´ rˇa´dek v tabulce, nebudeme blı´zˇe popisovat, protozˇe se jedna´
pouze o inicializaci prvnı´ho automatu. Druhy´ automat je inicializovany´ azˇ prvnı´ vstupnı´ informacı´.
• 1. krok – Logicky patrˇı´ prvnı´mu automatu, ktery´ generuje derivacˇnı´ strom. Na za´sobnı´ku je
dvojice ($, 0). Z LR tabulky zı´ska´me akci s3. Na za´sobnı´k vkla´da´me dvojici (a, 3). Za´rovenˇ
se zde generuje zpra´va pro druhy´ automat. Bude v nı´ vstupnı´ symbol pro druhy´ automat (a) a
oznacˇenı´ cest, ktere´ prˇes symbol (respektive uzel v derivacˇnı´m stromeˇ) procha´zejı´. V tomto
konkre´tnı´m prˇı´padeˇ jde o termina´lnı´ symbol nebo-li listovy´ uzel, zacˇı´na´me tedy novou cestu.
A jelikozˇ jde o prvnı´ listovy´ uzel, tak vybı´ra´me jednoznacˇne´ oznacˇenı´ p1. V podstateˇ jsme tak




($, 0)qabkcdaed Akce s3
(a, 3)($, 0)qbkcdaed
• 2. krok – Prˇedpokla´dejme, zˇe prvnı´ automat prˇijal symbol, vygeneroval cˇa´st derivacˇnı´ho
stromu a odeslal informace. V tomto kroku druhy´ automat zı´ska´ vstupnı´ symbol a a oznacˇenı´
cesty p1. Pokousˇı´ se nale´zt znacˇenı´ p1 v mnozˇineˇ trojic, avsˇak ten je pra´zdny´, tedy zacˇı´na´me
novou cestu. Druhy´ automat mu˚zˇe prˇijmout cesty zacˇı´najı´cı´ pouze symbolem k. Vstupnı´
symbol a neprˇijı´ma´ a to znamena´, zˇe pouze vracı´ rˇı´zenı´ zpeˇt prvnı´mu automatu.
Vstupnı´ data 2. ZA Cesty Mnozˇina trojic Postup
(a, {p1}) Hleda´ trojice s cestou p1
Oqa p1 Nenalezl. Zacˇı´na´ novou cestu.
• 3. krok – Rˇı´zenı´ opeˇt zı´ska´va´ prvnı´ automat, ktery´ bude da´le generovat derivacˇnı´ strom.
Na vstupu je symbol b. Z LR tabulky zı´ska´me s4. Vlozˇı´me dvojici (b, 4) na vrchol prvnı´ho
za´sobnı´ku a generujeme informace pro druhy´ za´sobnı´k. Zpra´va bude obsahovat vstup b a
oznacˇenı´ cesty p2.
1. ZA Postup
(a, 3)($, 0)qbkcdaed$ Akce s4
(b, 4)(a, 3)($, 0)qkcdaed$
• 4. krok – Situace v tomto kroku je pro druhy´ automat velmi podobna´ situaci z prˇedesˇle´ho
kroku, jen s tı´m rozdı´lem, zˇe na vstupu je symbol b mı´sto a. Avsˇak ani b druhy´ automat
neprˇijı´ma´, vracı´ rˇı´zenı´ zpeˇt prvnı´mu za´sobnı´ku a cˇeka´ na dalsˇı´ vstup.
Vstupnı´ data 2. ZA Cesty Mnozˇina trojic Postup
(b, {p2}) Hleda´ trojice s cestou p2
Oqb p2 Nenalezl. Zacˇı´na´ novou cestu.
• 5. krok – Pro prvnı´ automat se nic nemeˇnı´. Opeˇt nalezne akci v LR tabulce, ktera´ bude
podobna´ jako v prˇedchozı´ch dvou krocı´ch a ulozˇı´ na za´sobnı´k vstupnı´ symbol. Pote´ generuje
zpra´vu pro druhy´ za´sobnı´k.
1. ZA Postup
(b, 4)(a, 3)($, 0)qkcdaed$ Akce s10
(k, 10)(b, 4)(a, 3)($, 0)qcdaed$
• 6. krok – Na vstupu ma´me symbol k. Druhy´ automat tento symbol neodmı´tne (v tabulce jsou
rozepsa´ny kroky, vedoucı´ ke zpracova´nı´ symbolu) a proto mu˚zˇe ulozˇit svu˚j stav pro dalsˇı´
zpracova´nı´ te´to cesty. Tato trojice bude (q, P, p3). Znamena´ to, zˇe azˇ prˇı´sˇteˇ dostanu neˇjaky´
vstup oznacˇeny´ cestou p3, pak je uzel k zcela jisteˇ jednı´m se synovsky´ch uzlu˚ dane´ho vstupu.
Pra´veˇ ulozˇenı´ aktua´lnı´ho stavu na´m dovoluje prˇı´sˇteˇ nava´zat tam, kde jsme nynı´ skoncˇili.
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Vstupnı´ data 2. ZA Cesty Mnozˇina trojic Postup
(k, {p3}) Hleda´ trojice s cestou p3.
Oqk p3 Nenalezl. Zacˇı´na´ novou cestu.
kPqk p3 Prova´dı´ pravidlo O → kP .
Pq p3 (q, P, p3) Prˇechod automatu kqk → q.
• 7. krok – Prvnı´ automat opeˇt nahle´dne do LR tabulky a zı´ska´ akci. Tentokra´t se vsˇak jedna´
o redukci, cozˇ znamena´ netermina´lnı´ uzel a pokracˇova´nı´ v neˇktere´ jı´zˇ zapocˇate´ cesteˇ. Zı´ska´
vyhovujı´cı´ pravidlo (zde B → k), ze za´sobnı´ku vybere pravou stanu pravidla (k) a vlozˇı´ zpeˇt
levou cˇa´st pravidla a stav, ktery´ zı´ska´ z goto tabulky. Vygeneruje zpra´vu pro druhy´ automat.
Vstup je symbol B a oznacˇenı´ cesty je p3, protozˇe jde o otcovsky´ uzel prˇedchozı´ho k, cozˇ je
zrˇejme´ i z pouzˇite´ho pravidla.
1. ZA Postup
(k, 10)(b, 4)(a, 3)($, 0)qcdaed$ Akce r6.
(B, 8)(b, 4)(a, 3)($, 0)qcdaed$ Z goto pro (4, B) zı´ska´ 8.
• 8. krok – Na vstupu ma´B a cestu p3. V mnozˇineˇ trojic nalezne cestu, ktera´ vyhovuje oznacˇenı´
p3. Nacˇteme tedy stav a obsah za´sobnı´ku a trojici z mnozˇiny odstranı´me. Zkouma´me, zda
z dane´ho ”startujı´cı´ho“ stavu lze prˇijmou vstupB. Jak vidı´me nı´zˇe v tabulce, tak tento symbol
neodmı´ta´me. Vkla´da´me aktualizovanou trojici do mnozˇiny a vracı´me rˇı´zenı´ zpeˇt prvnı´mu
automatu.
Vstupnı´ data 2. ZA Cesty Mnozˇina trojic Postup
(B, {p3}) (q, P, p3) Hleda´ trojice s cestou p3.
PqB p3 Odebı´ra´ jı´ a nastavuje 2. automat.
TASqB p3 Prova´dı´ pravidlo P → TAS.
BV ASqB p3 Prova´dı´ pravidlo T → BV .
V ASq p3 Prˇechod automatu BqB → q.
V ASq p3 (q, V AS, p3) Ukla´da´ zpeˇt do mnozˇiny aktua´lnı´ stav.
Dovolme si nynı´ prˇeskocˇit neˇkolik kroku˚, ktere´ jsou velmi totozˇne´ z vy´sˇe uvedeny´mi. Za-
stavme se azˇ u poslednı´ho, tedy u kroku, kdy uzˇ probeˇhla analy´za korˇene stromu prvnı´m
automatem a je prˇeda´no rˇı´zenı´ druhe´mu automatu, ktery´ nacha´zı´ cestu.
• 26. krok – Nynı´ se v derivacˇnı´m stromeˇ nacha´zı´me nejvy´sˇe, tedy v korˇenove´m uzlu. V neˇm se
z podstaty definova´nı´ cest scha´zı´ vsˇechny potencia´lnı´ cesty, ktere´ derivacˇnı´ strom obsahuje.
I prˇesto vsˇak ve vstupnı´ch datech vidı´me pouze cestu p3. Je to proto, zˇe pra´veˇ tento prˇı´klad
takto vycha´zı´. Celkoveˇ je v derivacˇnı´m stromeˇ 8 cest a pouze jedina´ dospeˇla azˇ ke korˇeni
stromu (ostatnı´ druhy´ automat odmı´tl v neˇktere´m z drˇı´veˇjsˇı´ch kroku˚).
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Vstupnı´ data 2. ZA Cesty Mnozˇina trojic Postup
(S, {p3}) (q, S, p3) Hleda´ trojice s cestou p3.
SqS p3 Odebı´ra´ jı´ a nastavuje 2. automat.
q p3 Prˇechod automatu BqB → q.
q p3 (q, ε, p3) Ukla´da´ zpeˇt do mnozˇiny aktua´lnı´ stav.
Vidı´me, zˇe v mnozˇineˇ trojic na´m zu˚stala pouze jedna jedina´ trojice, cozˇ samozrˇejmeˇ znacˇı´, zˇe
v derivacˇnı´m stromeˇ existuje pouze jedina´ cesta. Po nalezenı´ jedne´ cesty mu˚zˇeme tvrdit, zˇe dany´
rˇeteˇzec w = abkcdaed patrˇı´ do L(G) neboli 1 − pathL(G,R), kde i = j nebo s = t. Avsˇak do
jazyka 2 − pathL(G,R) = L(G) pra´veˇ kdyzˇ i = j a za´rovenˇ s = t, by tento rˇeteˇzec nepatrˇil.
4.3.3 Paralelnı´ prˇı´stup
Paralelnı´ za´sobnı´ky
Podı´vejme se nynı´ na syntaktickou analy´zu podobnou te´, kterou jsme si popsali v 4.2.3. Prˇipomenˇme
si proble´m s opakovany´m kontrolova´nı´m jednoho uzlu, pokud jı´m procha´zı´ vı´ce jako jedna cesta a
zameˇrˇme se na jeho rˇesˇenı´.
Jak jsme jizˇ psali vy´sˇe v tomto textu, tak tento proble´mmu˚zˇeme rˇesˇit pouze cˇa´stecˇneˇ. Prˇedstavme
si situaci, kdy v mnozˇineˇ trojic ma´me (q, α1, p), (q, α2, p), kde q je stav automatu, αi pro i ∈ {1, 2}
je neˇjaky´ obsah za´sobnı´ku a p je oznacˇenı´ stejne´ cesty. V datech od prvnı´ho za´sobnı´ku dostaneme
dvojici (A, {p}), kdeA je neˇjaky´ symbol. Vidı´me, zˇe prˇijate´ pmu˚zˇeme asociovat se dveˇma trojicemi
a to znamena´ 2 sekvencˇnı´ kroky (pro kazˇdou trojici jeden). Uveˇdomı´me-li si, zˇe v dobeˇ prˇijetı´ dat
uzˇ ma´me vsˇe potrˇebne´ pro kontrolu obou trojic, pak lze spustit pra´veˇ dveˇ vla´kna a prove´st kontrolu
paralelneˇ v jednom kroku. Obecneˇ nynı´ prˇedpokla´dejme n vyhovujı´cı´ch trojic, kde n ≥ 1. Abychom
vsˇechny mohli zkontrolovat v jednom kroku, tak bychom potrˇebovaliN = n procesoru˚. Budeme-li
mı´t naprˇı´klad 4 vyhovujı´cı´ trojice a pouze dva procesory, pak je doka´zˇeme zkontrolovat za dva
kroky. To znamena´, zˇe dany´ proble´m rˇesˇı´me pouze cˇa´stecˇneˇ a jsme odka´za´ni na vy´pocˇetnı´ sı´lu
pocˇı´tacˇe.
Te´meˇrˇ vzˇdy budeme mı´t k dispozici alesponˇ dva procesory. Lze tedy paralelizovat generova´nı´
derivacˇnı´ho stromu (prvnı´ procesor) a hleda´nı´ cest v derivacˇnı´m stromu (druhy´ procesor). Opeˇt zde
zavedeme sdı´lenou frontu, do ktere´ bude prvnı´ automat pouze zapisovat a druhy´ z nı´ bude pouze
cˇı´st. Oba automaty tak mohou pracovat neza´visle na sobeˇ (samozrˇejmeˇ jen v prˇı´padeˇ, zˇe majı´ co
zpracova´vat). Pokud prvnı´ automat beˇhem generova´nı´ derivacˇnı´ho stromu narazı´ na syntaktickou
chybu, pak koncˇı´ a stejneˇ tak koncˇı´ i druhy´ automat. Nema´ totizˇ smysl hledat cesty v derivacˇnı´m
stromeˇ, ktery´ nenı´ kompletnı´. Navı´c i kdybychom v takove´m stromeˇ cestu nasˇli, tak rˇeteˇzec w by
stejneˇ nemohl patrˇit do jazyka n−pathL(G,R), protozˇe by logicky nepatrˇil ani doL(G) a z prˇedesˇle´ho




Soucˇa´stı´ te´to pra´ce je navrzˇene´metody implementovat a otestovat. Popı´sˇeme aplikaci, ktera´ je k pra´ci
prˇilozˇena, navrhneme metodu, jak jednotlive´ prˇı´stupy kontrolovat a take´ pomocı´ aplikace neˇkolik
syntakticky´ch analy´z spustı´me tak, abychom mohli zhodnotit dosazˇene´ vy´sledky. Necˇekejme zde
vsˇak podrobny´ manua´l pro pra´ci s aplikacı´ (ten lze najı´t na prˇilozˇene´m CD, stejneˇ jako programovou
dokumentaci), rˇekneme si spı´sˇe jake´ mozˇnosti ma´me a tedy co samotna´ aplikace umı´.
5.1 Implementace a ovla´da´nı´
Program byl vyvı´jen v prostrˇedı´ Microsoft Visual Studia 2010 v jazyce C#, jako Windows Pre-
sentation Foundation (WPF) aplikace. Samotna´ aplikace se nezaby´va´ jen porovna´nı´m metod, ale
snazˇı´ se uzˇivateli co nejdetailneˇji zprostrˇedkovat postup, jaky´m je syntakticka´ analy´za prova´deˇna
a to vcˇetneˇ vykreslova´nı´ derivacˇnı´ho stromu. Pra´veˇ k vykreslova´nı´ derivacˇnı´ho stromu je pouzˇita
knihovna GraphViz, ktera´ je volneˇ dostupna´ online na www.graphviz.org. Zajı´mave´ je take´
to, zˇe aplikace nenı´ implementova´na paralelneˇ, ale kvaziparalelneˇ. Principy kvaziparalelnı´ho zpra-
cova´nı´ jsou popsa´ny v [7]. Tato skutecˇnost na´m dovoluje testovat paralelnı´ zpracova´nı´ i na jednom
rea´lne´m procesoru. Navı´c uzˇivatel si mu˚zˇe sa´m zvolit, kolika procesory chce vy´pocˇet prove´st.
5.1.1 Spra´va gramatik
Aplikace bude jizˇ prˇi prvnı´m spusˇteˇnı´ obsahovat uka´zkove´ gramatiky, ktere´ budou uvedeny i da´le
v textu (viz. 5.3). Uzˇivatel ma´ samozrˇejmeˇ mozˇnost, jak tyto gramatiky meˇnit, tak prˇida´vat nove´.
Mu˚zˇe jednodusˇe specifikovat nove´ termina´lnı´ a netermina´lnı´ symboly, startujı´cı´ symbol a pravidla.
Takto noveˇ vytvorˇena´ gramatika se ulozˇı´ do souboru, ktery´ je prˇi prˇı´sˇtı´m otevrˇenı´ aplikace opeˇt
nacˇten. Uzˇivatel nenı´ nucen zada´vat LL tabulku nebo LR tabulku, prˇı´padneˇ definici za´sobnı´kove´ho
automatu. Vsˇe je provedeno automaticky podle vy´sˇe uvedeny´ch algoritmu˚ (viz. 2.3) a to ihned prˇi
vytva´rˇenı´ gramatiky.
5.1.2 Ovla´da´nı´
Po vytvorˇenı´ gramatik je potrˇeba neˇkterou z gramatik vybrat pro syntaktickou analy´zu a neˇkterou
z gramatik vybrat pro analy´zu derivacˇnı´ho stromu, resp. hleda´nı´ cest v derivacˇnı´m stromeˇ. Po vy´beˇru
gramatik zada´me vstupnı´ rˇeteˇzec a mu˚zˇeme sledovat jake´ vy´sledky jednotlive´ metody produkujı´.
Pokud budeme chtı´t detailneˇjsˇı´ informace o pru˚beˇhu syntakticke´ analy´zy, pak zvolı´me neˇkterou
z metod. Zobrazı´ se na´m podrobny´ vy´pis o pru˚beˇhu vybrane´ metody, da´le pak stav za´sobnı´ku˚ a
graficka´ podoba derivacˇnı´ho stromu. Navı´c mu˚zˇeme metody restartovat a zacˇı´t krokovat od zacˇa´tku
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analy´zy. Beˇhem tohoto krokova´nı´ se na´m samozrˇejmeˇ bude meˇnit stav na za´sobnı´cı´ch, derivacˇnı´
strom a vy´pis prova´deˇny´ch akcı´.
5.2 Na´vrh testova´nı´
Prˇi vy´voji paralelnı´ch aplikacı´ na´m jde zrˇejmeˇ hlavneˇ o to, abychom na vy´pocˇet neˇjake´ho proble´mu
spotrˇebovali co nejme´neˇ cˇasu. Nabı´zı´ se tedy mozˇnost porovna´vat cˇas spotrˇebovany´ jednotlivy´mi
metodami. Prˇedstavme si vsˇak jake´ cˇasove´ vy´sledky bychom zı´skali analy´zou prˇı´kladu 4.1. Vzhle-
dem k jeho velikosti by byly jednotlive´ cˇasy velmi male´. Meˇjme naopak velmi rozsa´hlou gramatiku
a velmi dlouhy´ vstup. Sice bychom zı´skali rozumne´ cˇasove´ vytı´zˇenı´, ztratili bychom vsˇak ”prˇehled-
nost“metody a za´rovenˇ i funkci, ke ktere´ je aplikace prima´rneˇ urcˇena. Teˇzˇko bychomchteˇlimanua´lneˇ
analyzovat takto rozsa´hlou gramatiku.
Mnohem le´pe se jevı´ varianta, kdy vy´sledkem bude pocˇet kroku˚ pouzˇity´ch pro syntaktickou
analy´zu. Nynı´ musı´me urcˇit, co bude prˇedstavovat jeden krok vy´pocˇtu metody. Prˇedneˇ mu˚zˇeme
vyloucˇit mozˇnost uvazˇovat jeden prˇechod za´sobnı´kove´ho automatu jako jeden krok syntakticke´
analy´zy. Stejny´ jazyk totizˇ mu˚zˇe generovat neˇkolik ekvivalentnı´ch gramatik a za´sobnı´kove´ automaty
jsou zde vytva´rˇeny pra´veˇ z teˇchto gramatik. Mu˚zˇe se tedy sta´t, zˇe pro kontrolu stejne´ho vstupnı´ho
symbolu jeden automat provede 1 prˇechod a druhy´ automat provede 5 prˇechodu˚.
Jako jeden krok vy´pocˇtu pro prvnı´ i druhy´ automat uvazˇujme kontrolu jednoho uzlu derivacˇnı´ho
stromu. Kolik prˇechodu˚ se pouzˇije k jeho kontrole na´s nezajı´ma´ a nejsme tak za´vislı´ na specifikaci
gramatiky. Jako jeden krok syntakticke´ho analyza´toru uvazˇujme kontrolu minima´lneˇ jednoho uzlu.
Nasˇim cı´lem je tedy zkontrolovat co nejvı´ce uzlu˚ v jednom kroku syntakticke´ho analyza´toru. Prˇitom
samozrˇejmeˇ kazˇdy´ uzel odlisˇny´m procesorem.
5.3 Testova´nı´
V testech pro syntaktickou analy´zu vyuzˇijeme opeˇt gramatiku, ktera´ je definova´na v 4.1. Budeme
vsˇak meˇnit rˇı´dı´cı´ jazyk tak, aby u jednotlivy´ch metod vynikly jejich vy´hody a nevy´hody.
Prˇı´klad 5.3.1. Meˇjme rˇı´dı´cı´ jazyk R = {SAmBm−1k | m ≥ 1} a rˇeteˇzec w = abkcdaed.
Na obra´zku 5.1 vidı´me vy´sledne´ derivacˇnı´ stromy pro metody shora dolu˚ (vlevo) a zdola nahoru
(vpravo).
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 1 28 14 14 14 14
Zdola nahoru 1 26 14 15 12 12
Tabulka 5.1: Pro 1 procesor.
Vidı´me, zˇe paralelnı´ metody (tabulky 5.2 a 5.3) jsou v obou prˇı´padech lepsˇı´ nezˇmetoda sekvencˇnı´
(tabulka 5.1). Prˇi pouzˇitı´ dvou a trˇı´ procesu˚ se zlepsˇila pouze metoda shora dolu˚.
• Shora dolu˚ – Veˇtsˇı´m pocˇtem procesoru˚ umozˇnˇujeme kontrolovat trojice, ktere´ uzˇ nepotrˇebujı´
vstup, protozˇe jde o listove´ uzly (viz. 4.2.3). Dı´ky tomuto vylepsˇenı´ usˇetrˇı´me neˇkolik kroku˚
ke kontrole derivacˇnı´ho stromu, cozˇ je ostatneˇ videˇt v tabulka´ch. Celkoveˇ jsme vsˇak usˇetrˇili























Obra´zek 5.1: Vlevo metoda shora dolu˚ a vpravo metoda zdola nahoru.
pozadu oproti prvnı´mu automatu, ktery´ mu doda´va´ vstupnı´ informace. Jedinou mozˇnostı´, jak
se dostat prˇed prvnı´ automat je, zˇe bude kontrolovat uzly, ktere´ prvnı´ automat jesˇteˇ nevytvorˇil
(neanalyzoval). Tohle si mu˚zˇe dovolit pouze u listovy´ch uzlu˚, protozˇe uzˇ nepotrˇebuje zˇa´dne´
dalsˇı´ informace od prvnı´ho automatu. V tomto prˇı´padeˇ jsme usˇetrˇili jeden krok pra´veˇ proto,
zˇe druhy´ automat ”prˇedbeˇhl“ prvnı´, zkontroloval poslednı´ uzel d drˇı´v, nezˇ jej prvnı´ automat
vytvorˇil a jelikozˇ to byl poslednı´ uzel v derivacˇnı´m stromeˇ, tak druhy´ automat koncˇı´ a prvnı´
pouze dokoncˇı´ jizˇ zkontrolovany´ uzel.
• Zdola nahoru – V dane´m derivacˇnı´m stromeˇ je pouze jedna jedina´ cesta spra´vna´. Abychom
mohli spustit vı´ce procesoru˚ ke kontrole derivacˇnı´ho stromu, tak by musely existovat alesponˇ
dveˇ cesty a navı´c by musely procha´zet stejny´m uzlem. To znamena´, zˇe v tomto konkre´tnı´m
prˇı´padeˇ na´m nebylo umozˇneˇno spustit vı´ce procesoru˚. Proto analy´za dveˇma a vı´ce procesory
musı´ by´t stejna´.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 1 15 14 14 14 14
Zdola nahoru 1 15 14 14 12 12
Tabulka 5.2: Pro 2 procesory.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 1 14 14 14 14 11
Zdola nahoru 1 15 14 14 12 12
Tabulka 5.3: Pro 3 procesory.
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Prˇı´klad 5.3.2. Meˇjme rˇı´dı´cı´ jazyk R = {SAmBm−1k ∪ S Ama ∪ S Amd |m ≥ 1} a opeˇt rˇeteˇzec























Obra´zek 5.2: Vlevo metoda shora dolu˚ a vpravo metoda zdola nahoru.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 5 28 14 14 14 14
Zdola nahoru 5 34 14 14 20 20
Tabulka 5.4: Pro 1 procesor.
Jizˇ u sekvencˇnı´ho prˇı´stupu mu˚zˇeme pozorovat zmeˇny oproti prˇedchozı´mu prˇı´kladu 5.3.1. Prˇi
analy´ze stejne´ho derivacˇnı´ho stromu obeˇ metody nalezly peˇt potencia´lnı´ch cest. Prˇı´stup shora dolu˚
k vy´pocˇtu potrˇeboval 28 kroku˚, cozˇ je stejne´ jako u prˇedchozı´ho prˇı´kladu. Rozdı´l je vsˇak u prˇı´stupu
zdola nahoru. Ten spotrˇeboval 34 kroku˚, tedy o 7 vı´ce nezˇ u prˇı´kladu 5.3.1. Du˚vod jsme si popsali
v 4.3.1. Zjednodusˇeneˇ jde o to, zˇe jednı´m uzlem procha´zı´ vı´ce cest a my jej musı´me kontrolovat pro
kazˇdou cestu zvla´sˇt’. V tomto prˇı´padeˇ jsme naprˇı´klad museli peˇtkra´t kontrolovat korˇenovy´ uzel S.
Na druhou stranu, nemuseli jsme kontrolovat uzel A (na obra´zku 5.2 oznacˇeny´ oranzˇovou barvou),
protozˇe prˇes neˇj evidentneˇ nevede zˇa´dna´ cesta. Avsˇak ani to na´m nepomohlo a metoda zdola nahoru
je u sekvencˇnı´ho prˇı´stupu vy´razneˇ horsˇı´, nezˇ metoda shora dolu˚.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 5 15 14 14 14 14
Zdola nahoru 5 19 14 14 20 20
Tabulka 5.5: Pro 2 procesory.
Oproti sekvencˇnı´mu prˇı´stupu je paralelnı´ te´meˇrˇ o polovinu kroku˚ lepsˇı´. Ovsˇem v porovna´nı´
s paralelnı´ verzı´ prˇedchozı´ho prˇı´kladu 5.3.1, je metoda shora dolu˚ stejna´ a metoda zdola nahoru je
horsˇı´. Abychom se dostali na stejna´ cˇı´sla, tak bychom museli pouzˇı´t minima´lneˇ 4 procesory (viz.
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tabulka 5.6). U obou vidı´me celkoveˇ 15 kroku˚ na vy´pocˇet. U prˇı´stupu zdola nahoru na´m samozrˇejmeˇ
zu˚sta´va´ nutnost zkontrolovat 20 uzlu˚, ale dı´ky veˇtsˇı´ vy´pocˇetnı´ kapaciteˇ mu˚zˇeme cesty procha´zejı´cı´
stejny´m uzlem kontrolovat paralelneˇ.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 5 14 14 14 14 11
Zdola nahoru 5 15 14 14 20 20
Tabulka 5.6: Pro 4 procesory.
Prˇı´klad 5.3.3. Upravme si nynı´ rˇı´dı´cı´ jazyk tak, abychom v derivacˇnı´m stromeˇ nenalezli zˇa´dnou
cestu, prˇicˇemzˇ chyba bude v listovy´ch uzlech. Tedy naprˇı´kladR = {SAmBm−1n |m ≥ 1}. Metoda
zdola nahoru by zde meˇla mı´t velkou vy´hodu, protozˇe v podstateˇ koncˇı´ na zacˇa´tku kazˇde´ cesty. Opeˇt






















Obra´zek 5.3: Vlevo metoda shora dolu˚ a vpravo metoda zdola nahoru.
Na obra´zku 5.3 vidı´me vlevo vy´sledek pro metodu shora dolu˚ a vpravo pak nekompletnı´
derivacˇnı´ strom pro prˇı´stup zdola nahoru. Podle algoritmu metody zdola nahoru (viz. 4.3), koncˇı´me
analy´zu, pokud selzˇe prvnı´ automat a nebo pokud je uzˇ jasne´, zˇe v derivacˇnı´m stromeˇ nebudou
zˇa´dne´ cesty. V tomto prˇı´padeˇ nastala druha´ jmenovana´ mozˇnost. Analy´zou poslednı´ho listu d jsme
dosˇli k za´veˇru, zˇe v derivacˇnı´m stromeˇ nemu˚zˇe by´t zˇa´dna´ cesta. Nema´ tak cenu, aby prvnı´ automat
pokracˇoval ve vytva´rˇenı´ derivacˇnı´ho stromu – metoda koncˇı´ neu´speˇchem.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 0 28 14 14 14 14
Zdola nahoru 0 20 12 12 8 8
Tabulka 5.7: Pro 1 procesor.
50
Prˇı´stup shora dolu˚ vykazuje opeˇt stejne´ vy´sledky jako u prˇedchozı´ch prˇı´kladu˚. Prˇı´stup zdola
nahoru zde koncˇı´ vzˇdy u listovy´ch uzlu˚ a v tabulce 5.7 vidı´me, zˇe spotrˇeboval relativneˇ ma´lo kroku˚.
Je to sice zatı´m nejlepsˇı´ vy´sledek, avsˇak vzhledem k vy´hodeˇ, jakou v tomto prˇı´padeˇ meˇl, to nenı´
velmi uspokojiva´ hodnota.
Da´le se podı´vejme na paralelnı´ prˇı´stup. Uka´zˇeme si vy´pocˇet pouze pro dva procesory (viz.
tabulka 5.8). Vy´sledky pro vı´ce procesoru˚ jsou velmi podobne´, protozˇe u prˇı´stupu zdola nahoru je
vyuzˇitı´ vı´ce procesoru˚ podmı´neˇno existencı´ alesponˇ dvou cest a u prˇı´stupu shora dolu˚ se vylepsˇı´
analy´za pouze o jeden krok (podobneˇ jako je tomu v prˇı´kladu 5.3.2). Pro dva procesory se u metody
shora dolu˚ opeˇt nic nemeˇnı´, strom se sta´le skla´da´ ze 14 uzlu˚, ktere´ musı´ metoda zkontrolovat.
Polepsˇila si vsˇak analy´za zdola nahoru. Ke kontrole jı´ stacˇilo pouze 13 kroku˚ a to hlavneˇ dı´ky tomu,
zˇe nemusela vytva´rˇet kompletnı´ derivacˇnı´ strom, jinak by se vyrovnala prˇı´stupu shora dolu˚.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 0 15 14 14 14 14
Zdola nahoru 0 13 13 13 8 8
Tabulka 5.8: Pro 2 procesory.
Prˇı´klad 5.3.4. Nakonec si upravme rˇı´dı´cı´ jazyk tak, abychom v derivacˇnı´m stromeˇ nenalezli zˇa´dnou
cestu, prˇicˇemzˇ chyba bude v korˇenove´m uzlu. Tı´mto bychom meˇli zvy´hodnit metodu shora dolu˚.















Obra´zek 5.4: Vlevo metoda shora dolu˚ a vpravo metoda zdola nahoru.
Na obra´zku 5.4 vidı´me nekompletnı´ derivacˇnı´ strom metody shora dolu˚ a vpravo pak derivacˇnı´
strom metody zdola nahoru. U prˇı´stupu shora dolu˚ mu˚zˇeme vyuzˇı´t vlastnosti, zˇe vsˇechny cesty
majı´ spolecˇny´ prefix (resp. minima´lneˇ korˇenovy´ uzel). Pokud zjistı´me, zˇe korˇenovy´ uzel nepatrˇı´
do rˇı´dı´cı´ho jazyka, pak mu˚zˇeme s jistotou tvrdit, zˇe v dane´m derivacˇnı´m stromeˇ neexistuje zˇa´dna´
potencia´lnı´ cesta. Tento prˇı´klad jsme postavili pra´veˇ na tom, zˇe korˇenovy´ uzel nebude druhy´m
automatem prˇijat. Prvnı´ automat tak nemusı´ pokracˇovat ve vytva´rˇenı´ derivacˇnı´ho stromu, protozˇe
je jasne´, zˇe zˇa´dna´ dalsˇı´ cesta neexistuje. U prˇı´stupu zdola nahoru je situace o pozna´nı´ horsˇı´. Zˇe
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v derivacˇnı´m stromeˇ neexistuje zˇa´dna´ cesta zjistı´ azˇ v poslednı´m kroku, prˇi analy´ze korˇenove´ho uzlu.
Tento uzel navı´c musı´ zkontrolovat peˇtkra´t, protozˇe v dane´m stromeˇ existuje pra´veˇ peˇt potencia´lnı´ch
cest.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 0 2 1 1 1 1
Zdola nahoru 0 34 14 14 20 20
Tabulka 5.9: Pro 1 procesor.
Podı´vejme se na vy´slednou tabulku pro sekvencˇnı´ prˇı´stup (tabulka 5.9). Zde jasneˇ vı´teˇzı´ metoda
shora dolu˚. Velmi podobneˇ je tomu tak i v paralelnı´ verzi (tabulka 5.10). Metoda zdola nahoru si
sice polepsˇila te´meˇrˇ o polovinu, avsˇak metoda shora dolu˚ sta´le zu˚sta´va´ na dvou krocı´ch. To i prˇesto,
zˇe v paralelnı´ verzi vygenerovala o jednu derivaci veˇtsˇı´ strom.
Celkem SA Cesty
Cest Kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚ Pocˇet uzlu˚ Pocˇet kroku˚
Shora dolu˚ 0 2 2 2 1 1
Zdola nahoru 0 19 14 14 20 20




V te´to pra´ci jsme v kapitole 4 navrhli prˇı´stupy, jak prove´st paralelnı´ syntaktickou analy´zu, zalozˇenou
na stromem rˇı´zene´ gramatice. Popsali jsme prˇı´stup shora dolu˚ a prˇı´stup zdola nahoru. Za´rovenˇ jsme
zde upozornili na mozˇne´ nevy´hody jednotlivy´ch metod.
V kapitole 5 jsme se zaby´vali implementacı´ a testova´nı´m popsany´ch metod. Rˇekli jsme si, jake´
na´stroje byly pro implementaci pouzˇity a jake´ funkce obsahuje vy´sledna´ aplikace. Ta samozrˇejmeˇ
prima´rneˇ slouzˇı´ k porovna´nı´ obou navrzˇeny´ch prˇı´stupu˚, avsˇak soucˇa´stı´ je i prezentace podrobne´ho
postupu obou metod – vcˇetneˇ vykreslova´nı´ derivacˇnı´ho stromu. Obsahuje take´ jednoduchou spra´vu
gramatik. Uzˇivatel si tak mu˚zˇe prˇedem prˇipravit neˇkolik gramatik a jejich postupny´m vy´beˇrem
porovna´vat dosazˇene´ vy´sledky.
Da´le jsme v te´to kapitole provedli neˇkolik testu˚, ktere´ byli zalozˇeny na syntakticke´ analy´ze
jednoho stejne´ho rˇeteˇzce, ktery´ generuje pro vsˇechny testy stejna´ gramatika. Meˇnili jsme pouze
rˇı´dı´cı´ jazyk tak, abychom postupneˇ zvy´hodnˇovali jednotlive´ metody. Jak se z testu˚ uka´zalo, tak
ve veˇtsˇineˇ prˇı´padu˚ byla rychlejsˇı´ metoda shora dolu˚. Navı´c se zda´ by´t stabilneˇjsˇı´. Tedy pro jeden
rˇeteˇzec a stejnou gramatiku produkuje velmi podobne´ vy´sledky, at’ uzˇ je v derivacˇnı´m stromeˇ
jaky´koliv pocˇet potencia´lnı´ch cest. Vy´jimkou je nulovy´ pocˇet cest. Zde za´lezˇı´ na tom, kde prˇesneˇ
metoda zjistı´, zˇe dany´ strom neobsahuje zˇa´dne´ cesty. Pokud by to bylo naprˇı´klad v korˇenove´m
uzlu, pak by metodeˇ stacˇily jen dva kroky na odmı´tnutı´ rˇeteˇzce. Prˇı´stup shora dolu˚ ma´ totizˇ oproti
prˇı´stupu zdola nahoru velkou vy´hodu v tom, zˇe se cesty postupneˇ rozcha´zejı´ v nizˇsˇı´ch u´rovnı´ch
derivacˇnı´ho stromu. Neˇktere´ cesty tak mohou by´t totozˇne´ trˇeba azˇ po listovy´ uzel. Kazˇdy´ uzel tak
stacˇı´ kontrolovat maxima´lneˇ jednou. Ovsˇem kdyzˇ procha´zı´me strom zdola nahoru, tak jeden uzel
kontrolujeme pra´veˇ tolikra´t, kolikra´t prˇes neˇj procha´zı´ neˇjaka´ cesta. Tento proble´m jsme rˇesˇili pra´veˇ
paralelnı´m prˇı´stupem, kdy jeden stejny´ uzel kontrolovalo hned neˇkolik procesoru˚ – pro kazˇdou
cestu jeden. Tı´mto se vsˇak dosta´va´me na vy´sledky, ktere´ metoda shora dolu˚ produkuje pro paralelnı´
prˇı´stup s dveˇma procesory. Prˇı´stup zdola nahoru byl lepsˇı´ pouze v prˇı´padeˇ, kdy derivacˇnı´ strom
neobsahoval zˇa´dnou cestu a chyby byly vzˇdy azˇ v listovy´ch uzlech.
Pokud bychom doka´zali le´pe rˇesˇit proble´m metody zdola nahoru, pak by se zrˇejmeˇ vyrovnala
metodeˇ shora dolu˚ i bez pouzˇitı´ vı´ce procesoru˚. Potom by za´lezˇelo pouze na specifikaci rˇı´dı´cı´ho
jazyka a konkre´tnı´m derivacˇnı´m stromeˇ. Zajı´mava´ by take´ mohla by´t kombinace teˇchto dvou metod.
Abychom vsˇak mohli analyzovat derivacˇnı´ strom za´rovenˇ shora dolu˚ i zdola nahoru, museli bychom
takto tento derivacˇnı´ strom za´rovenˇ i generovat.
Podarˇilo se na´m tedy navrhnou a implementovat dveˇ metody paralelnı´ syntakticke´ analy´zy
zalozˇene´ na stromem rˇı´zene´ gramatice. Tyto metody otestovat a zjistit, zˇe z hlediska rychlosti je
vy´hodneˇjsˇı´ pouzˇı´t metodu shora dolu˚.
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