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Realization of quantum gates by Lyapunov control
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Abstract
We propose a Lyapunov control design to achieve specific (or a family of) unitary time-evolution operators,
i.e., quantum gates in the Schro¨dinger picture by tracking control. Two examples are presented. In the
first, we illustrate how to realize the Hadamard gate in a single-qubit system, while in the second, the
controlled-NOT (CNOT) gate is implemented in two-qubit systems with the Ising and Heisenberg interac-
tions. Furthermore, we demonstrate that the control can drive the time-evolution operator into the local
equivalence class of the CNOT gate and the operator keeps in this class forever with the existence of Ising
coupling.
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1. Introduction
Quantum information processing [1] has become
an interdisciplinary research field covering the in-
vestigation of fundamental questions in quantum
physics [2], metrology [3, 4] as well as the quest
for a quantum computer. The Hadamard gate and
the Controlled-NOT (CNOT) gate are the building
blocks for quantum computing, which can be real-
ized by quantum control [5, 6]. Various techniques
have been developed for quantum control [7–14],
which can be divided into coherent and in-coherent
ones. Quantum coherent optimal control is a pow-
erful tool for designing control fields, although find-
ing the control fields is a time-consuming task. Re-
cently, it has found applications in many problems
[7, 8, 15–21].
Quantum Lyapunov control was proposed as a
good candidate for quantum state engineering. It
has been well developed in both theory and appli-
cations in the last decades [14, 22–31]. The authors
in Ref. [22–25, 30, 31] investigated different types
of Lyapunov functions, schemes of field design and
their convergence. In Ref. [26–28], Lyapunov con-
trol was applied to driving an open quantum system
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to its decoherence-free subspace, preparing entan-
glement states, and enforcing adiabatic evolutions.
In quantum Lyapunov control, the control fields
are designed to make the Lyapunov function de-
crease monotonically, while the system is asymptot-
ically steered to a desired state. The total Hamil-
tonian of the system under control takes the form
H0 +
∑
n fn(t)Hn, where H0 is the free Hamilto-
nian which can usually not be turned off. Hn stand
for the external control Hamiltonians with fn(t) the
corresponding control fields. Lyapunov control can
be understood as a local optimization [32] with the
control fields determined at every instant of time in
feedback form. Similar to quantum coherent opti-
mal control, Lyapunov control can be used to deal
with different forms of Hamiltonian systems. How-
ever, the calculation of control fields for Lyapunov
control is much easier since it does not need iter-
ation. Another merit of Lyapunov control is that
the shape of control fields is flexible [29].
Lyapunov control is mostly used to prepare quan-
tum states. This method can be extended to pro-
duce unitary operators (quantum gates) in view of
its advantages. Sklarz and Tannor studied the cre-
ation of quantum gates in the subspace of a direct
sum or direct product Hilbert space by local-in-time
control (Lyapunov control) working in the interac-
tion picture with respect to H0 [14]. However, in
the presence of the free Hamiltonian H0, the time-
Preprint submitted to Physics Lett A October 9, 2018
evolution operator can usually not reach a station-
ary one in the Schro¨dinger picture. Our goal in this
letter is to prepare desired time-evolution opera-
tors in the Schro¨dinger picture by Lyapunov control
such that quantum gates might be easier to realize
in the laboratory frame. We use a tracking strat-
egy for engineering time-evolution operators. The
Lyapunov function is designed to be a distance be-
tween the time-evolution operator U and e−iH0tO,
where O is the target quantum gate. In this way,
the control fields can steer U to the orbit (defined in
Section 2) of e−iH0tO, such that the time-evolution
operator might reach O at particular instances of
time, or stays in a desired family of operators for-
ever. Note that tracking the time-dependent opera-
tor e−iH0tO in the Schro¨dinger picture is equivalent
to tracking O in the interaction picture. However,
if UI(t)→ O in the interaction frame, the evolution
operator U(t) in the Schro¨dinger picture is gener-
ally not O and the gate time tg with U(tg) = O
is not clear. Therefore, it is more convenient to
calculate the field in the Schrodinger picture.
The letter is organized as follows. We present in
Section 2 the Lyapunov function and the design of
control fields based on a tracking strategy. In Sec-
tion 3.1, we demonstrate the implementation of the
Hadamard gate with a typical single-qubit Hamil-
tonian. In Section 3.2, the CNOT gate is realized
in two-spin systems with the Ising and Heisenberg
interactions. We show further in Section 4 that the
time-evolution operator can stay in the local equiv-
alence class of the CNOT gate forever with the same
control as in Section 3.2. This is the main differ-
ence between the present Lyapunov control and the
other strategies discussed in the literature [8, 9, 18–
21] where the aimed quantum gate is obtained at
a fixed time. Finally, we summarize our work in
Section 5.
2. General theory
Our task is to design control fields to realize a tar-
get quantum gate (or a desired family of quantum
gates) by Lyapunov control in a closed system. The
dynamical equation for the time-evolution operator
U is
i
dU
dt
= (H0 +
∑
n
fn(t)Hn)U, (1)
where H0 is the free Hamiltonian and Hn (n =
1, 2, 3, ...) are the control Hamiltonians with fn(t)
the control fields. At the initial time, U(0) = I
where I is the identity operator. For simplicity, we
set ~ = 1 throughout this letter. We restrict our
discussion to finite dimensional quantum systems
where all the operators can be represented by N×N
matrices.
If the time-evolution operator U is driven to O
(the target operator) with all the control fields be-
ing turned off, U will evolve as U(t) = e−iH0tO
which is usually different from O at a later time.
To be specific, consider anN -dimensional system in
the space spanned by the eigenstates of H0 which
is written as H0 = diag{λ1, λ2, ...λN}. Then the
time-evolution operator U(0) = O governed by H0
evolves as
U(t) = e−iH0tO (2)
=


e−iλ1tO11 e
−iλ1tO12 · · · e−iλ1tO1N
e−iλ2tO21 e
−iλ2tO12 · · · e−iλ2tO2N
· · ·
e−iλN tON1 e
−iλN tON2 · · · e−iλN tONN

 ,
where Oij (i, j = 1, 2 · · ·N) are the elements of the
unitary operator O. Clearly U(t) evolves under H0
except the trivial case, λ1 = λ2 = ... = λN . There-
fore, one can not asymptotically steer the system
to a target operator O as t → ∞. Instead, we use
a tracking strategy to steer the time-evolution op-
erator U to track the evolving operator
O˜(t) = e−iH0tO. (3)
Once U → O˜(t) or evolves into the orbit of O˜(t),
U is expected to reach O at later times. Here,
the orbit of O˜(t) is defined as a set of operators,
S = {U |U = e−iH0T O˜(t), T ∈ R} = {U |U =
e−iH0TO, T ∈ R}. It is evident that the orbit of
O˜(t) is also the orbit of O.
The Lyapunov function here is based on the fi-
delity of two unitary matrices
F =
|Tr(U †1U2)|
N
, (4)
where N = Tr(U †1U1) is the dimension of the sys-
tem. The fidelity is often used to measure the dif-
ference between two unitary operators [8, 33, 34].
If F = 1, U1 and U2 are equal up to a non-physical
global phase. With these notations, we define the
Lyapunov function as
V = 1− 1
N2
|Tr(O˜†(t)U)|2, (5)
2
which can be understood as a distance between U
and O˜(t) [35]. The function satisfies 0 ≤ V ≤ 1. If
U = eiθO˜(t) (θ ∈ R), then V = 0.
In order to determine the control fields, we cal-
culate the time derivative of V ,
V˙ = − 1
N2
d
dt
{Tr(O†eiH0tU)[Tr(O†eiH0tU)]∗}
= − 1
N2
{ d
dt
Tr(O†eiH0tU) [Tr(O†eiH0tU)]∗
+Tr(O†eiH0tU)
d
dt
[Tr(O†eiH0tU)]∗}
= − 2
N2
∑
n
fn(t)ℜ{Tr(−iO†eiH0tHnU)
· [Tr(O†eiH0tU)]∗}, (6)
where ℜ(...) denotes the real part of (...). If we
choose
fn(t) = Kℜ{Tr(−iO†eiH0tHnU) [Tr(O†eiH0tU)]∗}
= Kℜ{Tr(−iO˜†(t)HnU)[Tr(O˜†(t)U)]∗}, (7)
where K is a real positive number characteriz-
ing the strength of control fields, we have V˙ ∝
−∑n f2n(t) ≤ 0, enforcing a monotonic decrease of
the Lyapunov function. A time-dependent K could
be used as an envelope function to modulate the
amplitude of the control fields. For example, K
can be designed to avoid non-zero field at t = 0 in
order to be experimentally feasible. Constant K is
adopted in this letter for simplicity.
Tracking control can be classified by its goals into
two categories: trajectory tracking and orbit track-
ing [25]. We wish to steer the time-evolution oper-
ator U into O˜(t) or into the orbit of O˜(t) in order
to reach the target O. Our Lyapunov function is
formally designed in the same way as in the trajec-
tory tracking, i.e, U → O˜(t) with V → 0. However,
it is interesting that even if V does not decrease
to 0, such a design is still possible to steer U to
the orbit of O˜(t). To show this point, we define
U ′ = e−iH0t
′
O, which means U ′ and O˜(t) share the
same orbit. The Lyapunov function yields,
V = 1− 1
N2
|Tr[O˜†(t)U ′]|2
= 1− 1
N2
|Tr(O†eiH0te−iH0t′O)|2
= 1− 1
N2
|Tr(eiH0∆t)|2
= 1− 1
N2
|
N∑
n=1
eiλn∆t|2
≥ 1− 1
N2
(
N∑
n=1
|eiλn∆t|
)2
= 0 (8)
where λi is one of the eigenvalues of H0 and ∆t =
t− t′. Note that λn is real since H0 is Hermitian, so
|eiλn∆t| = 1. This means even V does not decrease
to 0, it is still possible to produce the target uni-
tary time-evolution operator. The Lyapunov func-
tion might also be defined as the minimum distance
between U and S (the orbit of O˜(t)). In this way,
when U is driven to S, V → 0. However, this de-
sign will require more complicated calculations due
to the minimization of the distance. We’ll show in
the following sections that the Lyapunov function
Eq.(5) is effective to produce quantum gates.
We then explain how the target operator is ob-
tained. With O˜(0) = O in mind, when O˜(t) has
a good recurrence property, it is clear that U will
reach O precisely at some finite times if U is driven
into the orbit of O˜(t). In the case of nonrecurrent
O˜(t), assume U is driven to the orbit of O˜(t) at t.
Then, U(t) can be expressed as U(t) = O˜(t − t′)
because the Lyapunov function (distance of U and
O˜(t)) does not need to be zero. If t− t′ = s < 0, we
are sure that after a finite time −s, U(t+ (−s)) =
O˜(0) = O, the desired operator can still be reached
precisely. In addition, it is worth mentioning that
the tracked operator O˜(t) is not unique in the sense
that all operators in the form of O˜(t+τ) (τ is a real
constant) are equivalent to O˜(t). The parameter τ
can be chosen freely (positive or negative) making
it easier to drive U to O˜(s) (s < 0) such that the
desired gate can be reached precisely. It is easy to
see that the orbit of O˜(t+ τ) is also S according to
our definition.
3. Quantum gates by Lyapunov control
In the circuit model of quantum computation, a
quantum gate (or quantum logic gate) is a basic
quantum circuit operating on a small number of
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Figure 1: (Color online) Time evolution of (a) the fidelity F ,
(b) the Lyapunov function V and (c) the control field f(t) for
the Hadamard gate. The operator U is driven to OH with
F ≈ 0.999 at t = 9.62. As the Lyapunov function decrease
monotonically, fidelity larger than 0.999 can be achieved at
times later than t = 9.62 . K = 0.05ω and τ = 1/ω is chosen
in this figure.
qubits. It is the building block of a quantum com-
puter, like the classical logic gate for contemporary
computers. It is proved that any unitary trans-
formation can be decomposed into single-qubit and
two-qubit gates [1]. Thus the two kinds of gate play
a fundamental role in quantum computation. In the
following, we demonstrate how to use the Lyapunov
method to achieve the single-qubit Hadamard gate
and the two-qubit CNOT gate.
3.1. Single-qubit gates
The Hadamard gate acts on a single qubit. It
maps the basis state |0〉 to 1/√2(|0〉+|1〉) and |1〉 to
1/
√
2(|0〉 − |1〉). This operation can be represented
by the following matrix,
OH =
1√
2
(
1 1
1 −1
)
. (9)
The Hamiltonian for a controlled single-qubit sys-
tem can be expressed as
H = H0 + f(t)H1 (10)
where H0 =
ω
2 σz is the free Hamiltonian and
H1 = σx represents the control Hamiltonian with
f(t) the control field. Within the time scale where
decoherence is ignorable, the time-evolution opera-
tor U is governed by
i
dU
dt
= (H0 + f(t)H1)U. (11)
We now show how to realize the Hadamard gate
OH by the Lyapunov control. According to our
theory, we can choose the Lyapunov function as
V = 1 − 1
N2
|Tr[O˜†H(t)U ]|2, where N = 2 and
O˜H(t) = e
−iH0tOH . However, this Lyapunov func-
tion leads to f(t) = 0 at the beginning of the con-
trol, an initial short non-zero control field is thus
required to trigger the control. Alternatively, this
problem can be solved by adopting O˜†(t+τ) instead
of O˜†(t) in the Lyapunov function as addressed in
Section 2, i.e.,
V = 1− 1
N2
|Tr[O˜†H(t+ τ)U ]|2. (12)
From this Lyapunov function the control field fol-
lows,
f(t) = Kℜ{Tr(−iO˜†H(t+τ)H1U)[Tr(O˜†H(t+τ)U)]∗}. (13)
Numerical simulation results are shown in Fig.1,
where we plot the fidelity between U and OH (de-
fined by Eq.(4)), the Lyapunov function and the
control field as a function of time. The time-
evolution operator U reaches OH with fidelity F ≈
0.999 at t = 9.62, see Fig.1 (a). Although the Lya-
punov function does not decrease to 0 as shown in
Fig.1 (b), the time-evolution operator U is driven
to the orbit of O˜H(t+τ), and then arrives at OH pe-
riodically with time. In this model, the Hadamard
gate with high fidelity (F → 1) can be achieved for
any value of K and τ in a finite time (except a τ
that leads to f(t) = 0).
Any single-qubit rotation can be expressed as
UR = e
−i θ2~n·~σ where θ is the rotation angle around
the axis ~n = (sinω cosφ, sinω sinφ, cosω) in the
Bloch sphere. We further simulate our model with
a large number of different target quantum gate
UR. For each UR , ω (from 0 to π), θ (from 0
to 2π) and φ (from 0 to 2π) are randomly chosen.
The results suggest that the proposed technique
can produce any single-qubit rotations. The con-
trol mechanism of implementing a single-qubit gate
U =
(
a0 a1
b0 b1
)
with the free Hamiltonian H0 =
σz is interpreted as follows. First, the Lyapunov
control (plus H0) tips the basis state |0〉(|1〉) to the
latitude on the Bloch sphere where
[
a0(a1)
b0(b1)
]
be-
4
longs. Then, free evolution (z-rotation) will drive
the states to reach
[
a0(a1)
b0(b1)
]
periodically.
3.2. Two-qubit gates
The controlled-NOT (CNOT) gate is widely used
in quantum information processing, which flips the
target qubit if and only if the controlled qubit is
in state |1〉. It together with arbitrary single-qubit
gates composes a set of universal quantum gates,
namely, any operation possible on a quantum com-
puter can be reduced as a finite sequence of gates
from the universal gates [1]. The matrix represen-
tation for this gate in the bases |00〉, |01〉, |10〉, |11〉
is,
OC =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , (14)
where the first qubit is the control qubit and the
second is the target qubit.
Consider an NMR system with two spins coupled
via Ising interaction, the Hamiltonian of such a sys-
tem reads,
H0 =
ω1
2
σ(1)z +
ω2
2
σ(2)z +
J
4
σ(1)z ⊗ σ(2)z , (15)
where ω1 and ω2 are the precession frequencies
of the two spins and J represents the coupling
strength. We show that the CNOT gate can be
realized by shinning a magnetic field on the second
spin (qubit) via the control Hamiltonian,
H1 = σ
(2)
x . (16)
The time-evolution operator U satisfies,
i
dU
dt
= (H0 + f(t)H1)U. (17)
where the control field f(t) can be realized by a
time-dependent magnetic field. In this example, we
still use O˜(t + τ) to define the Lyapunov function
where different τ may lead to different fidelity. This
is different from last example where a high fidelity
(very close to 1) can be achieved for any τ .
Now we go to the details. The Lyapunov function
is defined as,
V = 1− 1
N2
|Tr(O˜†C(t+ τ)U)|2, (18)
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Figure 2: (Color online) The implementation of the CNOT
gate with Ising coupling. The figure shows the (a) fi-
delity, (b) Lyapunov function and (c) control field versus
time t. The time-evolution operator U is driven to O with
F ≈ 0.9999 at t = 2.56 while the Lyapunov function decrease
monotonically, although not convergent to 0. The parame-
ters are, ω2 = 2ω1, J = 0.05ω1, K = 0.1ω1 and τ = 0.3/ω1
where O˜C(t + τ) = e
−iH0(t+τ)OC and N = 4. The
control fields are given by,
f(t) = Kℜ{Tr(−iO˜†C(t+τ)H1U)[Tr(O˜†C(t+τ)U)]∗}. (19)
We numerically simulate the model and plot the
fidelity F =
|Tr(O†
C
U)|
4 , the Lyapunov function V
and the control field f(t) as as a function of time in
Fig.2. We find that the fidelity reaches about 0.9999
at t = 2.56 as shown in Fig.2 (a). The parameter τ
can be found numerically for a better performance.
For example, we plot the evolution of fidelity with
different τ in Fig.3. Such a figure shows appropriate
τ as well as the time t to achieve the CNOT gate.
It is shown that the fidelity oscillates with t which
originates from the free Hamiltonian and can not
be eliminated in the Schrodinger picture. Thus the
gate time tg needs to be precisely chosen for high
fidelity. Since f(t)→ 0 before tg, in this sense, the
fidelity is robust against the switching time of f(t).
For a given gate time t, the fidelity also depends on
τ and may change dramatically at certain values of
τ (we call these values τ ′) as seen in Fig.3. How-
ever, when implementing a quantum gate, τ and
f(t) are known in advance by computer simulation.
So the robustness against τ need not be considered
in experiments. The reason for the sudden change
of fidelity is that when τ = τ ′, the tracked operator
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Figure 3: (Color online) Fidelity versus t and τ . The pa-
rameters chosen are the same as in Fig.2. The characteristic
time scale of O˜(t + τ) is 1/ω1 and 1/J (1/J ≥ 1/ω1), thus
the range of τ is chosen with a scale of 1/J and both positive
and negative τ is considered. With the help of this figure,
we can choose optimal τ and t with both high fidelity and
short time for implementing the CNOT gate.
O˜C(t + τ
′) is ineffective which leads to f(0) = 0
and f(t) ≈ 0 when t is small. Then, τ1 = τ ′ + ε
and τ2 = τ
′−ε (ε is infinitesimal) will generate sig-
nificantly different control fields as well as fidelities
although τ1 ≈ τ2. See that a typical τ ′ is 0.
The Ising coupling favors the implementation of
the CNOT gate since the time-evolution operator
governed by H = Jσz⊗σz is equivalent to a CNOT
gate up to one-qubit rotations [36]. In contrast,
more operations are needed to realize the CNOT
gate with the Heisenberg coupling [36]. Fortu-
nately, the Heisenberg coupling may be reduced to
the Ising coupling when the condition |ω1−ω2| ≫ J
is satisfied [37, 38]. We now show that the CNOT
gate can also be realized in a two-qubit system with
Heisenberg coupling in a similar manner as in the
case of Ising coupling.
Consider a two-qubit system with Heisenberg
coupling, the free Hamiltonian takes,
H0 =
1
2
ω1σ
(1)
z +
1
2
ω2σ
(2)
z +
1
4
J~σ(1) · ~σ(2), (20)
where ~σ(j) = (σ
(j)
x , σ
(j)
y , σ
(j)
z ), j = 1, 2. With the
same Lyapunov function Eq.(18), control Hamilto-
nian Eq.(16) and design of control field Eq.(19),
we simulate the model and plot the fidelity , Lya-
punov function and control field as a function of
time in Fig.4. In this simulation, a stronger cou-
pling constant J is used such that the Heisenberg
interaction can not be approximated by the Ising
one. A fidelity about 0.994 is obtained at t = 3.58.
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Figure 4: (Color online) The implementation of the CNOT
gate with Heisenberg coupling. The figure shows (a) the
fidelity, (b) the Lyapunov function and (c) the control field as
a function of t. Parameters are set as ω2 = 2ω1, J = 0.2ω1,
K = 0.2ω1 and τ = 0.2/ω1. Note that despite ω2−ω1 = 5J ,
and ω2 = 2ω1 = 10J , the Heisenberg interaction can not
be approximated by the Ising interaction, this can be found
by calculating the distance between the two time-evolution
operators, corresponding to the two interaction, respectively.
Further numerical simulations show that for the
Heisenberg Hamiltonian Eq.(20) with strong cou-
plings, say J ∼ ωi, i = 1, 2, the implementation of
the CNOT gate may have lower fidelity.
In this section, we use a single control field
designed by the Lyapunov method to realize the
CNOT gate in two-qubit quantum systems, differ-
ent types of inter-qubit coupling are considered. It
is worth noting that in these examples, the control
is also effective if the control Hamiltonian Eq.(16)
is replaced by H1 = σ
(1)
x + σ
(2)
x , this indicates that
our proposal applies to homonuclear systems where
two spins are coupled simultaneously to a single RF
field, and the precession frequencies ω1 and ω2 in
spins are replaced by the chemical shifts in the ro-
tating frame [15]. This method can also be used
to in NMR systems for other purposes to reduce
the steps of operations. For example, in a homonu-
clear two-spin system with coupling, a shaped non-
selective hard pulse acting on both spins can per-
form a local quantum gate on spin 1 while freezing
spin 2 without refocusing technology [1, 37, 38].
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4. Local equivalence operators
In the last section, we have shown that the
Hadamard gate and the CNOT gate can be imple-
mented by Lyapunov control. The fidelity reaches
almost 100% at specific times, but it would change
after the gate time. In this section, we will show
that by our method, the time-evolution operator
for the models in Section 3.2 can be steered into a
target class of operators (the local equivalence class
of the CNOT gate) and stays in this class forever
when the control fields are turned off.
Two two-qubit unitary operators U1 and U2 are
called locally equivalent if they can be connected
by local operations, i.e., U1 = L1U2L2, where
L1, L2 ∈ SU(2) ⊗ SU(2) are the combinations of
single-qubit operations. Here we denote the local
equivalence class of a unitary operator O as [O].
Usually the realization of two-qubit gates are more
costly (e.g., taking longer time, requiring more op-
erations and so on) than that of single-qubit gates,
hence a difficultly implemented two-qubit operation
can be realized through its equivalent gate. On
the other hand, any entangling two-qubit gate with
single-qubit gates forms a universal set of quantum
gates for quantum computing. Therefore, it is inter-
esting to study how to realize the local equivalence
gate for some particular two-qubit gates [21] such
as the CNOT gate.
Makhlin proposed three local invariants [39] to
characterize the non-local property of a two-qubit
gate U ∈ U(4), they are d1 = ReG1, d2 = ImG1,
and d3 = G2, where G1 = Tr
2mU detU
†/16 is com-
plex and G2 = (Tr
2mU − Trm2U ) detU †/4 is real.
mU is defined as mU = Q
TUTQ∗Q†UQ with
Q =
1√
2


1 0 0 i
0 i 1 0
0 i −1 0
1 0 0 −i

 . (21)
Two two-qubit unitary gates are locally equivalent
if they have the same di (i = 1, 2, 3). In order to
quantify the distance between a unitary operator U
and the equivalence set of the CNOT gate [OC ], we
define D =
√
(d1 − d′1)2 + (d2 − d′2)2 + (d3 − d′3)2
as a measure, where di and d
′
i are the invariants of
U and OC , respectively.
For the Ising model Eq.(15), we find that once
the time evolution operator is driven to the orbit
of O˜C(t + τ), it would stay in [OC ] forever, even
if the control fields are turned off. Now we show
this point in detail. For the Ising model without
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Figure 5: (Color online) Driving the time-evolution operator
to local equivalence class of CNOT gate with (a) the Ising
interaction and (b) the Heisenberg interaction. Blue solid
lines represent time-dependence of D under control (insets
shows D on a logarithmic scale). Green dashed lines cor-
respond to D without control (f(t) = 0). The parameters
used for (a) and (b) are the same as that in Fig. 2 and Fig.4,
respectively.
control, the time-evolution operator in the orbit of
O˜C(t+ τ) satisfies U = e
iθe−iH0t
′
OC , where θ and
t′ are real numbers. U can be decomposed as U =
eiθUaUbOC , where Ua = e
−i(
ω1
2 σ
(1)
z
+
ω2
2 σ
(2)
z
)t′ (local
operation) and Ub = e
−iJ4 σ
(1)
z
⊗σ(2)
z
t′ . If the distance
D between M = eiθUbOC and OC is zero, then
M and OC are locally equivalent. To calculate the
distance, we need mM that takes,
mM = Q
TMTQ∗Q†MQ
= ei2θ


0 sin(Jt
′
2 ) − cos(Jt
′
2 ) 0
sin(Jt
′
2 ) 0 0 − cos(Jt
′
2 )
− cos(Jt′2 ) 0 0 − sin(Jt
′
2 )
0 − cos(Jt′2 ) − sin(Jt
′
2 ) 0

 . (22)
With the definition of local invariants, we have
d1 = ℜG1 = 0, d2 = ℑG1 = 0 and d3 = G2 = 1.
which are also the local invariants of OC regardless
of t′, J and θ. Therefore, U and OC are locally
equivalent. This fact can be exploited to create the
CNOT gate at a more flexible time. Note that when
the coupling σ
(1)
z σ
(2)
z can not be switched off, the
CNOT gate can be achieved only at specific times
with the help of local operations [36]. However, if
the evolution operator keeps in [OC ], the CNOT
gate can be obtained at any time with the help of
local operations.
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Next, we numerically simulate Eq.(17) with the
same parameters (ω1,2, J,K and τ ) as in Fig.2 and
calculate the distance between the time-evolution
operator U and [OC ]. The result is plotted with
blue solid line in Fig.5 (a). We find that the time-
evolution operator is driven to [OC ] with high pre-
cision and stays in [OC ] forever. Note that without
the Lyapunov controls, the local invariants of U(t)
(obtained by setting H1 = 0 in Eq.(17) with initial
condition U(0) = I) evolve as d1 = cos
2(J2 t), d2 =
0, d3 = 2+cos(Jt). The distance between U(t) and
[OC ] is D =
√
5 cos2(J2 t), which reaches zero only
when t = (2n + 1)π/J shown by the green-dashed
line in Fig.5(a). Simulations with different ω1, ω2
and J suggest that the time-evolution operator can
be driven to [OC ] for a wide range of parameters.
For the two-spin model with the Heisenberg in-
teraction Eq.(20), the time-evolution operator U =
eiθe−iH0t
′
OC can not stay in [OC ]. Nevertheless, it
is still possible to drive the time-evolution opera-
tor approximately to [OC ] when the two spins are
weakly coupled and have a large difference at the
precession frequency. To illustrate this, we simulate
the Heisenberg model with the same parameters as
in Fig.4 and plot the distance D between U and
[OC ] in Fig.5(b) (blue solid line). We find that the
time-evolution operator can be driven to [OC ], but
the performance is not as perfect as that with the
Ising interaction. Large difference at the precession
frequencies and weaker coupling between the spins
can improve the performance.
5. Summary
We present a Lyapunov control design to pro-
duce a quantum gate (or a class of quantum gates)
in the Schro¨dinger picture. Considering that a uni-
tary operator is usually not stationary under free
evolution, a tracking strategy is adopted to steer
the time-evolution operator to the orbit of target
operator so as to reach the target. We introduce
an adjustable parameter τ into the tracked oper-
ator such that the time-evolution operator can be
easily driven to the target operator with high pre-
cision. We apply the proposal to the implementa-
tion of the Hadamard gate and the CNOT gate at
some instance of time. Besides, we find that with
the Ising interaction, the time-evolution operator
can be driven into the local equivalence class of the
CNOT gate and stay in that class forever. The ad-
vantages of the traditional Lyapunov control, e.g.,
easy and flexible design of control fields, no mea-
surement induced decoherence, will contribute to
the implementation of quantum gates. Meanwhile,
there are some limitations to be improved in our
method. First, the gate time tg is determined af-
ter the simulation which may be inconvenient when
the control is applied. Second, our method may not
be effective in general to implement other quantum
gates or realize quantum gates in other (complex)
Hamiltonian systems. At last, the fact that the evo-
lution operator can be driven into the equivalence
class of the CNOT gate may not be available with
other coupling Hamiltonians.
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