Stable numerical methods for hyperbolic partial differential equations using overlapping domain decomposition by Reichert, Adam H.
c© 2011 by Adam Harold Reichert. All rights reserved.
STABLE NUMERICAL METHODS FOR HYPERBOLIC PARTIAL DIFFERENTIAL
EQUATIONS USING OVERLAPPING DOMAIN DECOMPOSITION
BY
ADAM HAROLD REICHERT
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Computer Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2011
Urbana, Illinois
Doctoral Committee:
Professor Michael T. Heath, Co-Chair and Co-Director of Research
Assistant Professor Daniel J. Bodony, Co-Chair and Co-Director of Research
Professor William Gropp
Doctor William Henshaw
Assistant Professor Luke Olson
Abstract
Overlapping domain decomposition methods, otherwise known as overset or chimera methods, are useful
approaches for simplifying the discretizations of partial differential equations in or around complex geome-
tries. While in wide use, the methods are prone to numerical instability unless numerical diffusion or some
other form of regularization is used. This is especially true for higher-order methods. To address this,
high-order, provably stable, overlapping domain decomposition methods are derived for hyperbolic initial-
boundary-value problems. The overlap is treated by splitting the domain into pieces and using newly derived
generalized summation-by-parts derivative operators and polynomial interpolation. Numerical regulariza-
tion is not required for stability in the linear limit. Applications to linear and nonlinear problems in one
and two dimensions are presented and new high-order generalized summation-by-parts derivative operators
are derived.
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Chapter 1
Introduction
Domain decomposition methods offer an efficient way to solve initial-boundary value problems (IBVPs) for
partial differential equations (PDEs) on general domains. In this approach, an IBVP is solved by splitting
its domain into pieces, called subdomains, and then defining a new IBVP subproblem for each subdomain.
The boundary conditions for each subproblem describe how that subproblem relates to its neighbors. An
overlapping decomposition is one in which the subdomains have interior points in common. If none of the
subdomains have overlapping interiors, then the decomposition is called non-overlapping. In this thesis, we
describe new, provably stable, overlapping domain decomposition methods.
Introduced by Schwarz [77], the use of domain decomposition can be a powerful tool for solving IBVPs.
Schwarz’s original use was to solve Laplace’s equation on a domain composed of an overlapping circle and
square, like the keyhole domain in Figure 1.1. In order to construct a solution to this problem, Schwarz
transformed Laplace’s equation on the keyhole domain into a sequence of problems that could be solved
analytically, namely Laplace’s equation on the circle and on the square, in an iterative method now known
as the alternating Schwarz method.
Ω
∂Ω
(a)
Ω Ω1 2
(b)
Ω1 Ω2 Ω3
(c)
Figure 1.1: (a) Keyhole domain Ω, with dark line around outside representing boundary ∂Ω.
(b) Overlapping domain decomposition comprising a square and a circle, with darker region rep-
resenting overlap. (c) Non-overlapping decomposition.
Nearly a century later, domain decomposition was used to transform an IBVP into a set of interrelated
IBVPs that could be stored and solved on a computer. Early non-overlapping domain decomposition meth-
ods, called substructuring methods, were used to solve elliptic problems arising from structural analysis
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[71, 81]. Comprehensive theoretical results are available for overlapping domain decomposition methods for
elliptic problems [13, 72, 91]. For example, there is a provably convergent method for numerically solving
Laplace’s equation on polygons that have been decomposed into overlapping pieces [94, 95]. Others deal
with elliptic equations on regions with curved boundaries [82] or consider finite element based approaches
[44].
Overlapping domain decomposition methods have been applied to many time-dependent, nonlinear, fluid-
dynamic problems (e.g., [14, 24, 47, 69, 73, 99]) and many aerodynamic and aeroacoustic problems (e.g.,
[5, 18, 38, 78, 79, 89, 100]). Their benefits include:
• Efficient discretization and solution adaptation. Due to the lack of a need to align internal boundaries,
a global domain can be broken into pieces that can be discretized with simple grids. Generating grids
efficiently is especially important in adaptive mesh refinement, where moving subdomains require that
discretizations be updated frequently. Examples of adaptive overset methods include [32, 36, 56, 57, 76].
• Ease of use. There is a wealth of existing overlapping domain decomposition software. Software
for generating decompositions includes CMPGRD [16, 67, 68], PEGASUS-5 [75] and Beggar [48].
Software for numerically simulating partial differential equations on overlapping subdomains include
OVERFLOW [7] and INS3D [39]. The Overture framework [6, 31] combines both grid generation
and numerical simulation in order to reduce development time. Many other techniques for grid and
solution management have been developed (e.g., [8, 35, 43, 46, 65, 80, 97]).
• Inherent parallelism. Each subproblem can be assigned to a separate processor or processors. Paral-
lelization has been investigated by many authors (e.g., [9, 33, 70, 98]).
Previous theoretical work on domain decomposition methods for time-dependent problems focused on
enforcing two properties: stability and conservation. The amount of a conserved quantity modeled by a
time dependent, nonlinear, fluid dynamic IBVP will increase or decrease as it is added, removed, or flows
across boundaries. It is desirable that the numerical method behaves in a similar way. Such a method
is called conservative. For example, if the original IBVP models a problem with a fixed amount of mass,
then the “numerical mass” described by a conservative method will remain constant. Previous authors have
successfully created conservative domain decomposition methods. Conservation can be enforced locally by
balancing fluxes between non-overlapping subdomains. For example, in [73], the flow through a turbomachine
comprising a rotor and stator is modeled. Conservation of mass is enforced between the non-overlapping
rotor and the stator sections of the domain. Conservation inside the rotor and stator sections, each of
which comprises overlapping subdomains, is not discussed. Later numerical methods enforced conservation
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of mass globally on overlapping domain decompositions. Global conservation can be enforced by solving
a system of equations in order to determine interpolation coefficients [17] or by converting an overlapping
decomposition into a non-overlapping one [96]. In [4], the authors develop a fully conservative scheme for
hyperbolic problems with rectangular subdomains.
Unfortunately, conservative methods are not necessarily stable [66]. A method is stable if the growth
of the approximate solution it describes is bounded. Stability of finite difference schemes has been heav-
ily investigated, and many stable, non-overlapping domain decomposition methods have been developed.
Most relevant to this thesis are the methods developed using the simultaneous approximation term (SAT)
methodology in conjunction with summation-by-parts (SBP) derivative operators. Introduced in [42], this
set of finite difference techniques and tools has been successfully used to create stable, non-overlapping do-
main decomposition methods for many problems, including the advection equation [40], constant-coefficient
hyperbolic systems [49, 60], problems with diffusion [11, 12, 51], the second-order wave equation [50, 52],
incompletely parabolic and parabolic systems [87], the Euler equations [53], and the Navier-Stokes equations
on structured [58, 59, 61, 85, 88] and unstructured [23, 62] grids. SBP matrices were later extended to
generalized summation-by-parts (GSBP) matrices [1, 2, 15], although these were not applied in the context
of domain decomposition.
The non-overlapping proof techniques do not easily generalize to the overlapping case, and, even though
overlapping methods are widely used, few proofs are available for their stability. Major theoretical results re-
lating to the stability of finite difference methods are difficult to apply to overlapping domain decomposition
methods. For example, the Courant-Friedrichs-Lewy condition [20] and the Godunov-Ryabenkii condition
[26], both concerned with potential sources of instability, are necessary but not sufficient for stability. Nec-
essary and sufficient conditions, such as Lax stability [37, 74] and Gustafsson-Kreiss-Sundstro¨m stability
[28, 41, 92], are algebraically infeasible to apply to methods with complicated coefficients that can emerge
in problems involving high-order interpolation.
The theoretical results describing the construction of stable overlapping domain decomposition methods
for time dependent IBVPs are less complete. Overlapping numerical methods have typically been proven
stable on a method-by-method basis. Stability can be enforced by the addition of an empirically determined
amount of artificial dissipation [64]. An overlapping domain decomposition method for the specific case of
the advection equation in one spatial dimension using the Lax-Wendroff method has been proven stable [83].
This thesis derives and proves the stability of new, overlapping domain decomposition methods for
solving strictly hyperbolic IBVPs. Whereas other authors have enforced stability of overlapping domain
decomposition methods by the addition of artificial dissipation or proven that specific, low-order schemes
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are stable, we present stable methods for time-dependent hyperbolic IBVPs on overlapping domains that are
both high-order and free of artificial dissipation. This is accomplished using the SAT methodology with SBP
and GSBP matrices, previously proven stable only for single-domain and non-overlapping decompositions.
High-order, provably stable methods without dissipation can be achieved by using high-order SBP and GSBP
matrices. We proceed in the following way:
• Chapter 2 defines our terminology.
• Chapter 3 reviews the four forms of stability dealt with in this thesis: Lax, strong, strong pointwise,
and energy-based.
• Chapter 4 introduces summation-by-parts matrices, generalized summation-by-parts matrices, and the
simultaneous approximation term methodology. These will be our primary tools in constructing stable
methods.
• Chapter 5 presents the first class of methods, Lax stable methods that are constructed from summation-
by-parts parts operators. Under certain assumptions, these methods can also be shown to be strongly
pointwise stable.
• Chapter 6 presents the second class of methods, energy stable methods that are constructed from
generalized summation-by-parts parts operators.
• Chapter 7 presents numerical results utilizing both classes of methods.
• Chapter 8 addresses problems with diffusion.
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Chapter 2
Terminology and Problem
Formulation
2.1 Overlapping Domains
A domain is an open and connected subset of Rd, where d is called the spatial dimension. A decomposition
of a domain Ω is a finite set of domains {Ωi}`1 such that
Ω¯ =
⋃`
i=1
Ω¯i,
where Ω¯i and Ω¯ are the closures of Ωi and Ω, respectively. The Ωi are called subdomains. If there are i and
j 6= i such that Ωi ∩ Ωj is non-empty, then the domain decomposition is described as overlapping. In this
thesis, we frequently consider the case of two subdomains and adopt the convention that ΩL = Ω1 is on the
left and the ΩR = Ω2 on the right, as in Figure 2.1.
Ω
(a)
Ω? Ω?
(b)
Ω? Ω?
(c)
Figure 2.1: (a) Original domain. (b) Domain decomposed into two smaller overlapping rectan-
gles, with darker region representing overlap. (c) Overlapping composite grid associated with this
decomposition.
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2.2 Composite Grids
A composite grid Ωˆ is a discrete representation of a domain decomposition, specifically a collection of grids
{Ωˆi}`1, one for each Ωi, such that Ωˆi is a set of points in Ω¯i and
Ωˆ =
⋃`
i=1
Ωˆi.
Observe that Ωˆi can include points on the boundary of Ωi. If the domain decomposition is overlapping,
we describe the composite grid as overlapping. Figure 2.1 shows a progression from a simple rectangular
domain to an overlapping composite grid. We say that Ωˆi and Ωˆ are discretizations of Ωi and Ω, respectively.
We consider the case where Ωˆi are uniform grids. In one dimension, a uniform grid with n points is the
discretization of the open interval (a, b) ⊂ R comprising n equally spaced nodes, where the first and last
nodes are the end points of the interval,
h = (b− a) / (n− 1),
xi = a+ (i− 1)h, i = 1, . . . , n.
(2.1)
1 2 3 4 5 nn-1[...]
Figure 2.2: Uniform grid in one dimension.
A uniform grid in higher dimensions is defined as the Cartesian product of uniform grids in each dimen-
sion. The uniform grid discretizing (ax, bx)× (ay, by) with nx nodes in the x-direction and ny nodes in the
y-direction is defined by
hx = (bx − ax) / (nx − 1), xi = ax + (i− 1)hx,
hy = (by − ay) / (ny − 1), yj = ay + (j − 1)hy.
(2.2)
In this case, the sequential order of the nodes is shown in Figure 2.3.
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yny
yny-1
y2
y1
x1 x2 xnx
1
2
ny-1
ny
ny+1
ny+2
2ny-1
2ny
nx ny - ny
nx ny-1
nx ny
nx ny-ny+1
Figure 2.3: Uniform grid in two dimensions.
2.3 Hyperbolic Equations
Consider the following notation for a k × k, real symmetric matrix A:
• NA, the indicator of A, is a k × k matrix defined by
{NA}i,j =
 1 {A}i,j > 00 {A}i,j ≤ 0 .
• ΛA = diag (λ1, λ2, . . . , λk), where λ1 ≥ λ2 ≥ . . . ≥ λk are the (necessarily real) eigenvalues of A.
• A+ = TNΛAΛATT and A− = A−A+, where T is an orthogonal matrix that diagonalizes A,
A = TΛATT. (2.3)
The matrices A+ and A− are uniquely defined: if T1 and T2 are two matrices that both satisfy (2.3),
then the orthogonal matrix (TT1 T2) commutes with (NΛAΛA).
The problems under consideration are constant-coefficient, hyperbolic IBVPs in d spatial dimensions
with k unknowns. Let Ω ⊂ Rd and u : Ω× R→ Rk. Let A1, . . . , Ad be k × k real symmetric matrices. For
a point z on ∂Ω, let n(z) ∈ Rd be the outward pointing unit normal. Define B(z), the boundary matrix, as
B(z) = n1(z)A1 + n2(z)A2 + . . .+ nd(z)Ad,
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where n(z) = [n1(z), n2(z), . . . , nd(z)].
The system of partial differential equations under consideration is
ut =
∑d
i=1Aiuxi ∀t > 0 , z ∈ Ω,
(B(z))+u = f(z, t) ∀t > 0 , z ∈ ∂Ω,
u(z, 0) = g(z) ∀z ∈ Ω,
(2.4)
where uxi = ∂xiu, f(z) characterizes the boundary conditions, and g(z) gives the initial conditions. We
always assume that Ω, Ai, f , and g are such that the system is well-posed and has a suitably continuous
solution, as discussed in [63].
IBVP (2.4) is called energy stable because a change in the norm of the solution can be bounded by an
integral over the boundary,
‖u‖2 = ∫
Ω
u(z, t)Tu(z, t) dz,
d
dt ‖u‖2 ≤
∫
∂Ω
f(z, t)TC(z)f(z, t) dz,
where C(z) is the pseudo-inverse of B+(z) defined by the Moore-Penrose conditions [22]. It follows that
the existence of a solution implies the uniqueness that solution. Moreover, the distance between any two
solutions with different initial values never increases.
2.4 Model Problems in One Dimension
We will consider several one-dimensional, constant-coefficient instances of problem (2.4) and list them here
for future reference. In all cases, the domain Ω = (a, b).
2.4.1 Right-Moving Advection
A unit-speed, right-moving wave is described by
ut = −ux,
u(x, 0) = g(x),
u(a, t) = f(t).
(2.5)
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2.4.2 Left-Moving Advection
A unit-speed, left-moving wave is described by
ut = ux,
u(x, 0) = g(x),
u(b, t) = f(t).
(2.6)
2.4.3 General Advection
The general scalar advection problem in one dimension is
ut = λux,
u(x, 0) = g(x),
|λ−|u(a, t) = fa(t),
|λ+|u(b, t) = fb(t).
(2.7)
The values |λ−| and |λ+| “switch on” the appropriate boundary condition. The well-posedness of this
problem is discussed in [21].
2.4.4 Hyperbolic System in One Dimension
The general form of (2.4) in one dimension is
ut = Aux,
u(x, 0) = g(x),
−A−u(a, t) = fa(t),
A+u(b, t) = fb(t),
(2.8)
where A is a k × k symmetric matrix.
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2.4.5 System of Decoupled Advection Equations
A system of k decoupled advection equations is described by
ut = Λux,
u(x, 0) = g(x),
−Λ−u(a, t) = fa(t),
Λ+u(b, t) = fb(t),
(2.9)
where Λ = diag(λ1, λ2, . . . , λk).
2.5 Model Problems in Two Dimensions
We will consider two-dimensional, constant-coefficient instances of problem (2.4) and list them here for future
reference. In all cases, the domain Ω = (ax, bx)× (ay, by).
2.5.1 Advection in Two Dimensions
A simple wave moving with velocity (λx, λy) is described by
ut = λxux + λyuy,
u(x, 0) = g(x),
|λ−x |u(ax, t) = fax(t),
|λ+x |u(bx, t) = fbx(t),∣∣λ−y ∣∣u(ay, t) = fay (t),∣∣λ+y ∣∣u(by, t) = fby (t),
(2.10)
where ux = ∂xu and uy = ∂yy.
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2.5.2 Hyperbolic System in Two Dimensions
The statement of (2.4) in two dimensions for k unknowns is
ut = Axux +Ayuy,
u(x, 0) = g(x),
−A−x u(ax, t) = fax(y, t),
A+x u(bx, t) = fbx(y, t),
−A−y u(ay, t) = fay (x, t),
A+y u(by, t) = fby (x, t),
(2.11)
where Ax and Ay are k×k real symmetric matrices, fax(t) = f(ax, y), fbx(t) = f(bx, y), fay (x, t) = f(x, ay, t),
and fby (x, t) = f(x, by, t).
2.6 Approximate Solutions
Let Ωˆ = {zi}n1 , where the zi are points in Ω¯, be the set of all points in some grid, uniform or composite,
discretizing Ω. An approximate solution of problem (2.4) is denoted by
v(t) =
[
v1(t)T, . . . ,vn(t)T
]T
,
where vi(t) ≈ u(zi, t) ∈ Rk. Here the vi are continuous functions of the continuous variable t. Define the
injection fˆ of a function f : Ω× R→ Rk by
fˆ(t) =
[
f(z1, t)T, . . . , f(zn, t)T
]T
.
It is convenient to refer to approximate solution and injected true solution as
v =
 vL
vR
 , uˆ =
 uˆL
uˆR
 ,
where the superscripts L and R refer to sets of values corresponding to left and right grids, respectively.
The time evolution of v is given by a system of linear ordinary differential equations obtained by the
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method of lines [30],
v˙ = Mv + b,
v(0) = gˆ,
(2.12)
where v˙ = ddtv. The matrix M , called the system matrix, represents a finite difference operator that
approximates the differential operator
∑
Ai∂xi and the boundary operator B
+ in a form that will be made
precise later. The vector b, called the inhomogeneous term, captures the effects of the boundary function f
in (2.4).
2.7 Error Measures
We use two measures of error. The truncation error is given by
t = ˙ˆu− (Muˆ+ b) . (2.13)
The cumulative error is defined by
e = v − uˆ.
Our goal is to make e small in norms described in the next section.
2.8 Convergence
Any real symmetric, positive definite matrix H induces an inner product and norm defined by 〈x,y〉H =
xTHy and ‖x‖H =
√〈x,x〉H , respectively, where x and y are vectors of the appropriate dimension. We
measure the cumulative error in method (2.12) using the natural norm. Denoted by R, this a discrete
approximation to the L2-norm. Let Im be the m ×m identity matrix. The uniform discretization (2.1) in
one spatial dimension for a problem with k unknowns has the associated natural norm
R = hIkn.
The uniform discretization (2.2) in two spatial dimensions with k unknowns has the associated natural norm
R = hxhyIknxny .
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Observe that, in both cases,
‖uˆ‖2R ≈
∫
Ω
uTu dx.
We solve problem (2.4) by generating a sequence of approximate solutions and show that the cumulative
error goes to zero in the natural norm. Let Ωˆ1, Ωˆ2, . . . be a sequence of grids discretizing Ω. Let ni be
the number of nodes in Ωˆi. Suppose that a numerical method produces a sequence of approximate solutions
v1,v2, . . ., one for each discretization of the domain, then we say the method converges to the true solution
u at fixed time tf if
lim
i→∞
∥∥ei(tf )∥∥Ri = 0, (2.14)
where Ri ∈ Rni×ni is the natural norm associated with Ωˆi, and ei(tf ) is the cumulative error on Ωˆi at time
tf . Henceforth, we cease using sub- and superscripts to specify a sequence of discretizations. We use an
underset Ωˆ to indicate a limit over discretizations. In this new notation, we write (2.14) as
lim
Ωˆ
‖e(tf )‖R = 0. (2.15)
We say that a method converges with order p if
‖e(tf )‖R = O(hp),
where h is the maximum spacing between adjacent nodes. This asymptotic bound should be interpreted in
the limit that h→ 0.
Given a sequence of composite grids in which each comprises two uniform grids, as in Figure 2.1c, we say
the method converges to the true solution u at time tf if it converges in the sense of (2.15) on each uniform
grid,
lim
Ωˆ
∥∥eL(tf )∥∥RL = 0, limΩˆ ∥∥eR(tf )∥∥RR = 0, (2.16)
where RL is the natural norm for the left grid, and RR is the natural norm for the right. We say that a
method converges with order p on the left and order q on the right if
∥∥eL(tf )∥∥RL = O(hp), ∥∥eR(tf )∥∥RR = O(hq),
where h the maximum spacing between adjacent points on either grid.
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2.9 Uniform Convergence
A method of the form (2.12) is said to converge uniformly with order p if
‖e‖∞ = O (hp) ,
where ‖x‖∞ is the magnitude of the entry of x of the largest magnitude and h is the maximum spacing
between adjacent nodes.
2.10 Equivalent Norms
Consider a sequence of uniform discretizations, each with corresponding natural norm R. A sequence of
norms H is said to be equivalent to the natural norm if there are c1 > 0 and c2 > 0, such that for all
discretizations,
c1 ‖x‖2R ≤ ‖x‖2H ≤ c2 ‖x‖2R ∀x. (2.17)
We call c1 and c2 the lower and upper bound constants. Convergence in the natural norm and convergence
in an equivalent norm have the same order of accuracy, as the next theorem states:
Theorem 2.10.1 Consider a sequence of uniform discretizations, each with a corresponding natural norm
R. A method converges at time tf with order p if and only if ‖e(tf )‖H = O(hp), where h is the maximum
spacing between adjacent nodes.
The proof follows from norm equivalence. It can be difficult to show convergence in the natural norm
directly. Rather, we will show that a method converges in some equivalent norm and apply Theorem 2.10.1.
2.11 Kronecker Product
The Kronecker product, denoted by ⊗, offers a convenient way to express finite difference operators for
systems of PDEs in higher spatial dimensions in terms of operators for a scalar equation in one dimension.
The Kronecker product of an m× n matrix A and a p× q matrix B is the (mp)× (nq) matrix defined by
A⊗B =

{A}1,1B . . . {A}1,nB
...
. . .
...
{A}m,1B . . . {A}m,nB
 .
14
More on the Kronecker product can be found in [22, p. 180]. Here we note that the Kronecker product
satisfies the following properties, where A, B, C, and D are any matrices of appropriate dimension:
• (A⊗B)⊗ C = A⊗ (B ⊗ C). In this case, we write A⊗B ⊗ C.
• A⊗B is invertible if and only if A and B are invertible. In this case, (A⊗B)−1 = A−1 ⊗B−1.
• (A⊗B) (C ⊗D) = (AC)⊗ (BD). This is often called the mixed-product property.
Let Ωˆ be the uniform discretization of Ω = (a, b) defined by (2.1). Further, let u : Ω×R→ Rk, A ∈ Rk×k,
and Dx ∈ Rn×n be an finite difference approximation to the first spatial derivative ∂x. A finite difference
approximation to the operator (A∂x) can be written concisely as
Âux ≈ (Dx ⊗A) uˆ.
If Ω = (ax, bx)× (ay, by) and Ωˆ is the uniform discretization (2.2), then
Âux ≈
(
Dx ⊗ Iny ⊗A
)
uˆ,
Âuy ≈ (Inx ⊗Dy ⊗A) uˆ,
where Dx ∈ Rnx×nx and Dy ∈ Rny×ny are finite difference approximations to ∂x and ∂y, respectively.
Finally, we will implicitly use the following theorem:
Theorem 2.11.1 Let C be a matrix and x be a vector such that the matrix-vector product Cx makes sense.
Let y be a column vector of any dimension. Then the following equalities hold:
(C ⊗ y)x = Cx⊗ y,
(y ⊗ C)x = y ⊗ Cx.
(2.18)
For any vector x,
x = x⊗ 1 = 1⊗ x.
The identities (2.18) follow from the mixed-product property,
(C ⊗ y)x = (C ⊗ y) (x⊗ 1) = Cx⊗ y,
(y ⊗ C)x = (y ⊗ C) (1⊗ x) = y ⊗ Cx.
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2.12 Reverse of a Matrix
For convenience, we introduce the following notation for matrices. Let A be an m× n matrix. The matrix
A], called the reverse of A, is the m× n matrix containing the elements of A permuted according to
{
A]
}
i,j
= {A}m−i+1,n−j+1 .
For example,  1 2 3
4 5 6

]
=
 6 5 4
3 2 1
 .
The reversing operation satisfies the following properties, where A and B are any matrices:
• (A])] = A.
• (αA+ βB)] = αA] + βB].
• (AB)] = A]B].
• If A is invertible, then A] is also invertible, with (A])−1 = (A−1)]. In this case we write A−].
If A = A], then A is called reversible. If A = −A], then A is called antireversible. For the matrices in (4.4),
P is reversible and Q is antireversible. Note that for any reversible square matrix A and any vector of the
same dimension x,
xTAx = (x])TA(x]). (2.19)
The reversing operation behaves nicely with respect to discrete derivative operators, as the next theorem
shows:
Theorem 2.12.1 If D is a finite difference approximation to the derivative ∂x of approximation order p,
then −D] is an approximation to the derivative ∂x of the same approximation order.
Let f(x) be a differentiable function. Define g(x) = f(−x). Observe that
fˆ = gˆ], fˆx = −gˆ]x.
Computing the truncation error associated with −D] reveals that
−D]fˆ − fˆx = −D]gˆ] + gˆ]x = − (Dgˆ − gˆx)] .
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Because the natural norm R is reversible, it follows from (2.19) that
∥∥∥−D]fˆ − fˆx∥∥∥
R
= ‖Dgˆ − gˆx‖R = O(hp).
In Chapter 5, when using generalized summation-by-parts operators, we will apply the corollary:
Corollary 2.12.2 Let {P,Q} be a pair of matrices such that P−1Q is a finite difference approximation to
the first spatial derivative ∂x. Then −P−]Q] is an approximation to ∂x of the same approximation order.
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Chapter 3
Consistency and Stability
This section presents a review of stability assuming, for the moment, that Ω is discretized as a single domain.
Again, consider a sequence of uniform grids.
3.1 Consistency
A sequence of ODEs (2.12) defined by system matrices M and inhomogeneous terms b is consistent if
lim
Ωˆ
max
t∈[0,tf ]
‖t(t)‖R = 0,
where t is the truncation error (2.13). Further, if h is the maximum distance between any two adjacent grid
points, then the method is consistent with order p if
sup
t∈[0,tf ]
‖t(t)‖R = O (hp)
as h→ 0.
3.2 Lax Stable
The sequence of ODEs defined by system matrices M is said to be Lax stable at fixed time tf if
lim
Ωˆ
max
t∈[0,tf ]
∥∥etM∥∥
R
< c(tf ) <∞, (3.1)
where
∥∥etM∥∥
R
is the matrix norm induced by the natural norm applied to the matrix exponential. The Lax
equivalence theorem relates consistency, stability, and convergence:
Theorem 3.2.1 (Lax equivalence) Method (2.12) converges to the solution of a well-posed IBVP if and
only if it is consistent.
18
Demonstrating Lax stability by directly proving bound (3.1) is challenging. Instead, we will show stability
by first proving convergence and then applying Lax equivalence.
3.3 Energy Stability
A sequence of ODEs (2.12) defined by system matrices M is energy stable in the H-norm if there is a
sequence of norms H, each corresponding to a discretization, such that the following properties hold:
(a) H is equivalent to the natural norm: there are c1 > 0 and c2 > 0, such that for each discretization,
c1 ‖x‖2R ≤ ‖x‖2H ≤ c2 ‖x‖2R ∀x, (3.2)
where R is the natural norm.
(b) M is negative semidefinite in the H-norm,
xTHMx ≤ 0 ∀x. (3.3)
Note that (3.3) is equivalent to all of the eigenvalues of the real symmetric matrix (HM +MTH) being
less than or equal to zero and implies that the eigenvalues of M have non-positive real parts.
Energy stability is stronger than Lax stability, as the next theorem states:
Theorem 3.3.1 An energy stable sequence of matrices M is Lax stable for all tf > 0.
To prove Theorem 3.3.1, assume that M is energy stable in the H-norm and define
Σ = HM +MTH.
Bound (3.3) implies that λmax (Σ), the maximum eigenvalue of Σ, is nonpositive. It is shown in [19] that
the natural norm of the matrix exponential obeys
∥∥etM∥∥
R
≤
√
c2
c1
e−αt,
where c1 and c2 are the constants from bound (3.2) and α =
λmin(−H−1Σ)
2 . Note that if x is any vector of
appropriate dimension, then
xT
(
−H− 12ΣH− 12
)
x = −
(
H−
1
2x
)T
Σ
(
H−
1
2x
)
≥ 0,
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where the last inequality follows from Σ being a negative semidefinite matrix. Therefore, the spectrum of
the symmetric matrix
(
−H− 12ΣH− 12
)
is nonnegative. Because
(
H−1Ω
)
and
(
−H− 12ΣH− 12
)
are similar,
they share a common spectrum and
α = λmin
(−H−1Σ) = λmin (−H− 12ΣH− 12) ≥ 0.
Therefore,
lim
Ωˆ
max
t∈[0,tf ]
∥∥etM∥∥
R
≤
√
c2
c1
.
Because all energy stable approximations are Lax stable, it follows from the Lax Equivalence Theorem
that a consistent and energy stable method converges. An important theorem relates energy stability, the
order of the truncation error, and the rate of convergence:
Theorem 3.3.2 A consistent and energy stable method converges with bound
‖uˆ(tf )− v(tf )‖R ≤
tf
c1
(
sup
t∈[0,tf ]
‖t(t)‖H
)
, (3.4)
where c1 is the constant from bound (3.2).
A proof can be found in [10]. Note that if M is consistent with order p, then
‖uˆ(tf )− v(tf )‖R = O(hp).
The bound in (3.4) is often not tight. Making stronger assumptions on the structure of the product
of H and M allows one to derive a slightly tighter bound [40]. For some specific cases, one can derive
asymptotically tighter bounds. For example, [51] proves a tighter bound for the advection-diffusion equation
with particular approximations to the first and second derivatives.
3.4 Strong Stability
Consider the inhomogeneous right-moving advection problem
ut = −ux + F,
u(x, 0) = g(x),
u(a, t) = f(t).
(3.5)
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Applying the method of lines yields
v˙ = Mv + b+ Fˆ ,
v(0) = gˆ,
(3.6)
where the vector b captures the effects of the boundary function f , and vector Fˆ is the injection of F . A
sequence of ODEs (3.6) defined by system matrices M , inhomogeneous terms b approximating the right-
moving advection problem (3.5) is said to be strongly stable in the H-norm if there exists a K depending
on t but not on the mesh spacing h such the approximate solution v obeys the bound
‖v(t)‖2H ≤ K(t)
(
‖gˆ‖2H +
∥∥∥Fˆ∥∥∥2
H
+ max
t′∈[0,t]
f2
)
. (3.7)
A strongly stable scheme is Lax stable, as the next theorem states:
Theorem 3.4.1 If a method of form (2.12) that approximates problem (2.5) is strongly stable in a norm
equivalent to the natural norm, then the method is also Lax stable.
Let H be any norm equivalent to the natural norm, and consider a problem of form (2.5) in which f = F = 0.
Then ∥∥etM gˆ∥∥
R
≤ 1√
c1
‖v(t)‖H ≤
√
K(t)
c1
‖gˆ‖H ≤
√
K(t)c2
c1
‖gˆ‖R , (3.8)
where c1 and c2 are the upper and lower bound constants. Because bound (3.8) holds for any gˆ,
∥∥etM∥∥
R
≤
√
c2K(t)
c1
.
3.5 Strong Pointwise Stability
A sequence of ODEs (3.6) defined by system matrices M and inhomogeneous terms b approximating the
right-moving advection problem (3.5) is said to be strongly pointwise stable in the H-norm if there exists a
K depending on t but not on the mesh spacing h such the approximate solution v obeys the bound
‖v(t)‖2∞ ≤ K(t)
(
‖gˆ‖2H +
∥∥∥Fˆ∥∥∥2
H
+ max
t′∈[0,t]
f2
)
. (3.9)
Strong pointwise stability is stricter than strong stability, as the next theorem states
Theorem 3.5.1 If a method of form (2.12) that approximates problem (2.5) on domain a Ω is strongly
pointwise stable in a norm equivalent to the natural norm, then the method is also strongly stable.
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Let H be any norm equivalent to the natural norm with upper bound constant c2. The proof follows from
the fact that, for all x,
‖x‖2H ≤
1
c2
‖x‖2R ≤
2 Area(Ω)
c2
‖x‖2∞ ,
where Area(Ω) is the length of Ω in one dimension or its area in two dimensions. Figure 3.1 shows the
relationships among the four stabilities.
Lax Stable
Strongly Stable
Strongly Pointwise Stable
Energy Stable
Figure 3.1: Relationships among stabilities.
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Chapter 4
Summation-by-Parts and
Simultaneous Approximation Term
This chapter introduces summation-by-part matrices and the simultaneous approximation term method-
ology. These are the building blocks with which we will construct provably stable, overlapping domain
decomposition methods.
4.1 Summation-By-Parts
Let Ωˆ be a uniform discretization of Ω = (a, b) with n nodes and spacing h. The pair of matrices {P,Q} is
a pair of summation-by-parts (SBP) matrices of approximation order p if the following conditions hold:
(a) The matrix P is real symmetric, positive definite, and equivalent to the natural norm. That is, there
are positive constants µ1 and µ2 such that for all x,
µ1 ‖x‖2R ≤ ‖x‖2P ≤ µ2 ‖x‖2R , (4.1)
where R = hIn, the natural norm.
(b) If f : [a, b]→ R is sufficiently differentiable then
∥∥∥fˆx − P−1Qfˆ∥∥∥
P
= O(hp). (4.2)
That is, P−1Q is an order p approximation to ∂x.
(c) Q satisfies
Q+QT = diag(−1, 0, 0, . . . , 0, 1). (4.3)
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An example pair of SBP matrices is
P = h

1
2
1
. . .
1
1
2

, Q =

− 12 12
− 12 0 12
. . . . . . . . .
− 12 0 12
− 12 12

. (4.4)
The three SBP properties imply that a discrete analog of the integration-by-parts property holds, as
given in the following theorem:
Theorem 4.1.1 Let {P,Q} be a pair of n× n SBP matrices of any approximation order. For any x and y
in Rn, 〈
P−1Qx,y
〉
P
= xnyn − x1y1 −
〈
x, P−1Qy
〉
P
.
A useful corollary to Theorem 4.1.1, which is used in the next section, can be derived by setting x = y:
2xTQx = x2N − x21. (4.5)
There are many ways to construct pairs of SBP matrices {P,Q}. One can construct pairs for which
P−1Q is up to a locally eighth-order approximation to ∂x [10, 12, 27, 84]. If P is diagonal, then the operator
P−1Q is termed explicit. Otherwise, it is termed implicit. One can show that assuming a certain structure
for Q precludes P from being proportional to the identity (see Appendix C). In what follows, we shall state
any assumptions made on P and Q.
We can extend SBP matrices to higher dimensions using the Kronecker product, as introduced in Sec-
tion 2.11. Let Ωˆ be a uniform discretization of Ω = (ax, bx)× (ay, by) with nx nodes in the x-direction and
ny nodes in the y-direction. Let {Px, Qx} be a pair of nx × nx SBP matrices of approximation order p. Let
{Py, Qy} be a pair of ny × ny SBP matrices of approximation order q. Define the following,
H = Px ⊗ Py,
Gx = Qx ⊗ Py,
Gy = Px ⊗Qy.
Theorem 4.1.2 Let {Px, Qx} be a pair of SBP matrices of approximation order p and {Py, Qy} be a pair
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of SBP matrices of approximation order q. If f is sufficiently differentiable in x, then H−1Gx is an order p
approximation to ∂x in the H-norm,
∥∥∥fˆx −H−1Gxfˆ∥∥∥
H
= O(hpx).
If f is sufficiently differentiable in y, then H−1Gy is an order q approximation to ∂y in the H-norm,
∥∥∥fˆy −H−1Gy fˆ∥∥∥
H
= O(hqy).
An important analog of Theorem 4.1.1 relates inner products to boundary terms:
Theorem 4.1.3 Let {Px, Qx} and {Py, Qy} be two pairs of SBP matrices of any approximation orders. Let
x and y be any vectors in Rnxny . Then the following identities hold,
〈
x,H−1Gxy
〉
H
= 〈xE ,yE〉Py − 〈xW ,yW 〉Py −
〈
H−1Gxx,y
〉
H
,〈
x,H−1Gyy
〉
H
= 〈xN ,yN 〉Px − 〈xS ,yS〉Px −
〈
H−1Gyx,y
〉
H
,
where xW is the vector composed of the elements of x on the left boundary with order persevered, xE on the
right boundary, xN on the top boundary, and xS in the lower boundary. The vectors yE/W/N/S are defined
similarly.
The proof of Theorem 4.1.3 follows from the definition of the Kronecker product and the SBP properties.
Let ∆ = diag(−1, 0, . . . , 0, 1). To show the first identity, note that
〈
x,H−1Gxy
〉
H
= xT (Qx ⊗ Py)y
= xT
((
∆−QTx
)⊗ Py)y
= xT (∆⊗ Py)y − xT
(
QTx ⊗ Py
)
y
= xT (block diag(−Py, 0, . . . , 0, Py))y −
〈
H−1Gxx,y
〉
H
= 〈xE ,yE〉Py − 〈xW ,yW 〉Py −
〈
H−1Gxx,y
〉
H
.
The proof of the second identity is analogous.
Again, setting x = y, we derive two useful identities. Let x be any vector in Rnxny , then
2xGxx = ‖xE‖2Py − ‖xW ‖
2
Py
,
2xGyx = ‖xN‖2Px − ‖xS‖
2
Px
.
(4.6)
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The following theorem bounds the H-norm by the natural norm for a uniform discretization in two
dimensions:
Theorem 4.1.4 Let Rx = hxInx and Ry = hyIny be the natural norms associated with the uniform dis-
cretizations in each direction. By (4.1) there are µL1 , µ
L
2 , µ
R
1 , and µ
R
2 such that for any x ∈ Rnx and
y ∈ Rny ,
µL1 ‖x‖2Rx ≤ ‖x‖
2
Px
≤ µL2 ‖x‖2Rx ,
µR1 ‖y‖2Ry ≤ ‖y‖
2
Py
≤ µR2 ‖y‖2Ry .
Let R = hxhnInxny , the natural norm for the two-dimensional discretization. Then
η1 ‖w‖2R ≤ ‖w‖2H ≤ η2 ‖w‖2R ∀w ∈ Rnxny , (4.7)
where η1 = µL1 µ
R
1 and η2 = µ
L
2 µ
R
2 .
We say that a pair of matrices {Pc, Qc} satisfies the generalized summation-by-parts (GSBP) property if
it satisfies the first two SBP properties (a) and (b) and a modified third property
(c′) Qc satisfies
Qc +QTc = block diag(Q˜u, 0, 0, . . . , 0, Q˜l). (4.8)
Matrix Q˜u is called the upper symmetric block and Q˜l the lower symmetric block.
Clearly any pair of matrices satisfying the SBP property also satisfies the GSBP property.
4.2 Simultaneous Approximation Term
The simultaneous approximation term (SAT) methodology is a process for using SBP and GSBP finite
difference operators to enforce boundary conditions such that the resulting method is energy stable. It is
based on three principles [10, 42, 51]:
(a) A PDE is discretized using finite difference operators constructed using SBP or GSBP matrices.
(b) Boundary conditions are enforced weakly through the use of penalty terms.
(c) Each penalty term contains penalty parameters, values used to enforce energy stability that may or may
not directly correspond to quantities in the original PDE. These parameters are here denoted by the
letters τ and σ.
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The power of the SAT methodology is in reducing the problem of finding energy stable methods to
enforcing that a small number of penalty parameters are set to the correct values. In order to illustrate the
general approach, we present a short summary of SAT methods for several problems.
4.2.1 SBP/SAT for Advection in One Dimension
Consider the advection problem (2.5) describing right-moving flow on the interval domain Ω = (a, b). Let
{P,Q} be a pair of SBP matrices. One possible SAT formulation of this problem using these matrices is
v˙ = −P−1Qv − τP−1s(v1(t)− f(t)),
v(0) = gˆ,
s = [1, 0, . . . , 0, 0]T .
(4.9)
Observe that the three SAT properties are met:
(a) The continuous derivative operator ∂x has been replaced by the finite difference matrix P−1Q.
(b) The boundary condition at the left point x = a is enforced weakly through the penalty term τP−1s(v1−
f). The method does not require v1, the value that approximates u(a, t), to be equal to f(t). Strictly
enforcing boundary conditions can result in an unstable system [10].
(c) The penalty term contains the penalty parameter τ , a value that does not correspond to any quantity
in the original PDE (2.5).
The purpose of the penalty parameter is to enforce energy stability and convergence by being “large enough,”
as the next theorem shows:
Theorem 4.2.1 Let {P,Q} be a pair of SBP matrices of approximation order p. If τ ≥ 12 , then method
(4.9) is energy stable in the P -norm and converges to the true solution u at fixed time tf with order p,
‖e(tf )‖P = O (hp) .
The first step in the proof of Theorem 4.2.1 is establishing that the system matrix of method (4.9) is energy
stable in the P -norm. Observe that P is equivalent to the natural norm. By construction, bounds (3.2)
are satisfied with lower and upper bound constants µ1 and µ2, respectively, where µ1 and µ2 are defined by
(4.1). For method (4.9), the system matrix is
M = −P−1Q− τP−1ssT.
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If τ ≥ 12 , then M is negative semidefinite in the P -norm,
xTPMx = −xTQx− τxTssTx
=
(1− 2τ)x21 − x2n
2
≤ 0.
Therefore, the system matrix M is energy stable in the P -norm. By construction, M is also consistent with
approximation order p. Method (4.9) is consistent and energy stable, and therefore by Theorem 3.3.2, it
converges with order p.
4.2.2 SBP/SAT for Heat Equation in One Dimension
SAT methods have been extended to problems with second derivatives, but more complicated penalty terms
may be required. Consider the heat equation on the interval domain Ω = (a, b),
ut = uxx,
u(x, 0) = g(x),
u(a, t) = fl(t),
u(b, t) = fr(t),
(4.10)
where  > 0. A SAT method for this problem is
v˙ = D2v + σ1P−1
(
DTs
)
(v1 − fl) + P−1(DTr)(vn − fr),
v(0) = gˆ,
s = [1, 0, . . . , 0, 0]T ,
r = [0, 0, . . . , 0, 1]T ,
(4.11)
where {P,Q} is a pair of SBP matrices of any approximation order, and D = P−1Q. In this case, the
penalty parameters must assume specific values, as the next theorem demonstrates:
Theorem 4.2.2 Let {P,Q} be a pair of SBP matrices of approximation order p. If σ1 = +1 and σ2 = −1,
then method (4.11) is energy stable in the P -norm and converges with order p to the true solution of (4.10)
for any fixed time tf > 0.
It suffices to show negative semidefiniteness. If σ1 = +1 and σ2 = −1, then for all x
xTPMx = 
[
(σ1 − 1)x1(Dx)1 + (σ2 + 1)xn(Dx)n − ‖Dx‖2P
]
≤ 0.
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4.2.3 GSBP/SAT for Advection in One Dimension
An example GSBP method for the right-moving advection problem (2.5) is
v˙ = −P−1Qv + τP−1w(v1(t)− f(t)),
v(0) = gˆ,
w =
[
τ {Q}1,1 , {Q}1,2 + {Q}2,1 , . . . , 0, 0
]T
,
(4.12)
where {P,Q} is GSBP4, the GSBP pair given in Appendix A. We must, for the moment, restrict ourselves
to GSBP4 because this particular pair of GSBP matrices and the above penalty vector w are, in a sense,
matched. A different GSBP pair might require the choice of a different penalty vector.
Theorem 4.2.3 Let {P,Q} be GSBP4. Let Ωˆ be a uniform discretization of (a, b). If τ ≥ 1, then (4.12) is
energy stable in the P -norm and converges with fourth-order to the solution of (2.5) for any tf > 0.
The proof proceeds as before. Note that
xTPMx ≤ xGxT,
where
G =

(τ − 1) 58 0
0 − 18
. . .
− 18 − 18
− 18 − 38

.
If τ ≥ 1 then the maximum eigenvalue of G is zero, G is negative semidefinite, and system matrix M is
negative semidefinite in the P -norm.
4.3 GSBP Systems
Proofs about SAT methods constructed from GSBP operators tend to be specific to a certain set of matrices
with certain penalty terms and parameters. To abstract many of these details, we introduce the following
notation. The triplet {P,Q,w} is called a GSBP system of approximation order p and size n if the following
conditions hold:
(a) {P,Q} is a GSBP pair of dimension n× n and approximation order p.
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(b) w ∈ Rn. Vector w is called the penalty vector.
(c) The matrix G = −Q + wsT, where s = [1, 0, . . . , 0]T ∈ Rn, is negative semidefinite. G is called the
energy matrix.
The entries of w will depend on penalty parameters and the GSBP system being used. For example, if
{P,Q} is a pair of SBP matrices, w = −τs, and τ ≥ 12 , then {P,Q,w} form a GSBP system, which follows
from the proof of Theorem 4.2.1. Using GSBP systems, an energy stable method for solving (2.5) on uniform
discretization (2.1) can be stated succinctly:
Theorem 4.3.1 Let {P,Q,w} be a GSBP system of approximation order p. Then method
v˙ = −P−1Qv + P−1w (v1(t)− f(t)) ,
v(0) = gˆ
(4.13)
is energy stable in the P -norm and converges to the true solution of (2.5) at time tf with order p,
‖e(tf )‖R = O(hp).
Let G be the energy matrix associated with {P,Q,w} and M be the system matrix for (4.13). The proof
follows from the fact that PM = G.
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Chapter 5
SBP-Based Methods
In Chapters 5 and 6, we present new, provably stable overlapping domain decomposition methods for the
constant-coefficient hyperbolic system (2.8) in one dimension and the advection equation (2.10) in two
dimensions. Many domain decomposition methods transfer information between grids by interpolating the
approximate solution on one grid and overwriting the approximate solution on another (e.g., [3]). The
methods in this chapter and the next are different. Much as the single domain method (4.9) enforced
boundary conditions weakly, our overlapping decomposition methods weakly enforce continuity at the grid
interfaces and do not use overwriting.
We will start with the scalar case (k = 1 in (2.4)) and build to systems (k > 1). While these methods
are interesting in their own right, we analyze them in order to motivate their generalizations for nonlinear
problems in higher dimensions. It is often impossible to prove the stability or convergence of a method for
a nonlinear problem. We shall follow the path set by others and prove that our methods are stable and
convergent for linear problems and demonstrate empirically that they are for nonlinear ones.
5.1 Advection Systems in One Dimension
This chapter will describe provably Lax stable and convergent methods constructed from SBP matrices. We
will show in Section 5.1.3 that, under certain assumptions, these methods are also strongly pointwise stable.
The domain Ω is decomposed into Ω1 = (a = aL, bL) and Ω2 = (aR, bR = b). The sets Ωˆ1 and Ωˆ2 are uniform
discretizations defined by
xLi = aL + (i− 1)hL i = 1, . . . , n,
hL = (bL − aL) / (n− 1),
xRi = aR + (i− 1)hR i = 1, . . . ,m,
hR = (bR − aR) / (m− 1).
(5.1)
This layout is illustrated in Figure 5.1. The left grid, represented by the upper line, discretizes (a = aL, bL).
The right grid, represented by the lower line, discretizes (aR, bR = b). Numbers above grid points give the
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ordering. As the left and right discretizations are refined, the values bL and aR are constant, but the number
of nodes that are contained in the overlap interval (aR, bL) increases. In Chapter 6, we will consider the case
when the number of points in the overlap region is held fixed.
Finally, let {P,Q} be a pair of SBP matrices. For convenience, define
D = P−1Q+ τP−1smsTm,
c = τP−1s,
D˜ = P−1Q− τP−1rmrTm,
c˜ = τP−1r
s = [1, 0, . . . , 0]T ,
r = [0, . . . , 0, 1]T .
(5.2)
! " # $ %%&!'((()
! " # $ * ++&!
Figure 5.1: Interval (a, b) discretized by two overlapping grids.
5.1.1 Single Domain Bounds
Our first step in proving the stability of SBP-based SAT methods on overlapping domains is to bound the
single-domain method (4.9):
Lemma 5.1.1 If τ > 12 , then method (4.9) obeys the bound
‖v(t)‖2P ≤ ‖v(0)‖2P +
τ2
2τ − 1
∫ t
0
f2 dt′. (5.3)
Theorem 5.1.2 Assume that τ > 12 and f is bounded. Then method (4.9) is strongly stable and obeys the
bound
‖v(t)‖P ≤ ‖v(0)‖P +
√
t
τ2
2τ − 1 maxt′∈[0,t] (|f(t
′)|) . (5.4)
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The key to proving Theorem 5.1.2 is to bound the derivative of the square of the P -norm,
d‖v‖2P
dt =
〈
dv
dt ,v
〉
P
+
〈
v, dvdt
〉
P
= 2
〈
v, dvdt
〉
P
= 2
(
vTQv − τvTsnsTnv + τf(t)vTsn
)
=
(−v2N + (1− 2τ)v21 + 2τf(t)v1) .
(5.5)
We follow [51] and rewrite (5.5) in terms of values with definite sign,
−v2N + (1− 2τ)v21 + 2τf(t)v1 =
τ2
2τ − 1f(t)
2 − v2N − (2τ − 1)
(
v1 − τ2τ − 1f(t)
)2
.
Therefore,
d ‖v‖2P
dt
≤ τ
2
2τ − 1f
2. (5.6)
Integrating (5.6) proves Theorem 5.1.2. The integral in (5.3) can then be bounded, yielding,
‖v(t)‖2P ≤ ‖v(0)‖2P + t
τ2
2τ − 1 maxt′∈[0,t]
(
f2
)
. (5.7)
Therefore, method (4.9) obeys the bound
‖v(t)‖2P ≤ K(t)
(
‖gˆ‖2P +maxt′∈[0,t] f2
)
,
K(t) = max
(
1, tτ
2
2τ−1
)
and is therefore strongly stable. Finally, applying square roots to both sides of (5.7) proves bound (5.4).
5.1.2 Overlapping Domains
In this section, we present a new, stable overlapping domain decomposition method that solves problem
(2.5). We will consider the case of two overlapping domains, but the proof techniques, which are based on
propagation of discretization and interpolation errors from upwind to downwind domains, can be generalized
to cases with more than two overlapping domains.
In order to solve the advection problem (2.5) on two overlapping, uniform discretizations, we make the
following ansatz:
• Each individual discretization should be energy stable in some norm. In this case, we will approximate
the first derivative on the left and right subdomains using SBP derivative operators.
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Figure 5.2: Illustration of method (5.8) applied to right-moving advection problem (2.5). Down-
ward pointing arrow indicates interpolation.
• Problem (2.5) describes an advective flow from left to right. The initial condition restricted to the left
subdomain g|Ω1 and the boundary condition u(a, t) = f(a, t) fully specify the continuous solution to
problem (2.5) on the left subdomain u|Ω1 . Our numerical method should respect this same pattern:
gˆL and f(a, t) will fully specify the approximate solution on the left uniform grid vL. The approximate
solution on the right uniform grid vR will be specified by vL and gˆR.
Let (5.1) define two overlapping uniform grids, as in Figure 5.1. Let {PL, QL} be a pair of n × n SBP
matrices of approximation order p. Let τL be the left penalty parameter. Using PL, QL, and τL, let DL and
cL be the derivative operator and penalty vector defined by (5.2) when P = PL, Q = QL and τ = τL. The
right operators are defined similarly. Let {PR, QR} be a pair of m×m SBP matrices of approximation order
q. Let τR be the right penalty parameter. Define DR and cR by letting P = PR, Q = QR and τ = τR in
(5.2). Let I be an n× 1 matrix describing the interpolation from the left grid to the point aR on the right
grid,
IuˆL(t) ≡ u(aR, t) + einterp,
where einterp is the interpolation error. Our new method for the overlapping discretizations is given by
v˙ = −Dv + f(t)d,
D =
 DL 0n,m
−cRI DR
 ,
d =
 cL
0m
 ,
v(0) = gˆ.
(5.8)
Informally, the values of vL surrounding the leftmost node of the right domain are interpolated in order to
construct an approximation to u(aR, t). If vR1 does not equal this value, then the equation governing the
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evolution of vR is penalized. Figure 5.2 illustrates the case when three values of vL are used to approximate
u(aR, t). This would be the case if I were third-order polynomial interpolation.
With these particular choices, the eigenvalues of the system matrix of method (5.8) have nonpositive
real parts. Because the system matrix M = (−D) is block lower triangular, its spectrum is the union of the
spectra of the two diagonal blocks. Therefore, if τL ≥ 12 and τR ≥ 12 , then all eigenvalues of the system matrix
will be in the left half plane. Proving convergence requires the following slightly stronger assumptions. The
main result of this section is:
Theorem 5.1.3 Assume the following:
• τL ≥ 12 and τR > 12 .
• The pair of SBP matrices {PL, QL} approximate ∂x to order p,
∥∥uˆx − P−1L QLuˆ∥∥PL ≤ C1hLp.
• The pair of SBP matrices {PR, QR} approximate ∂x to order q,
∥∥uˆx − P−1R QRuˆ∥∥PR ≤ C2hRq.
• The interpolation I has the following properties:
– It is accurate to order r, ∣∣u(aR, t)− IuˆL∣∣ ≤ C3hLr. (5.9)
– There is a constant C such that for vectors x ∈ Rn
xITIx < CxTx. (5.10)
Let µ be the lower bound constant from (4.1) relating PL and RL = hLIn,
µ ‖x‖2RL ≤ ‖x‖
2
PL
.
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Then
∥∥eL(tf )∥∥PL ≤ tfC1hLp,∥∥eR(tf )∥∥PR ≤ tfC3hRq + S√tf
(
C3hL
r +
√
C
µ
C1tfhL
p− 12
)
,
where S =
√
τ2R
2τR−1 .
The following is an important corollary:
Corollary 5.1.4 Let h = max(hL, hR) and s = min(p− 12 , q, r). Then
∥∥eL(tf )∥∥PL = O(hp),∥∥eR(tf )∥∥PR = O(hs).
The proof of Theorem 5.1.3 proceeds in the following way:
• Due to the lower block triangular structure of the system matrix, we use the energy stability of the
left domain to show that vL converges to uˆL.
• The approximate solution on the right domain vR is the sum of three parts:
(a) a component corresponding to exact boundary conditions
(b) two components corresponding to errors
• Using strong stability, we show that (a) converges to uˆR and (b) goes to zero.
The rest of this section will concern the details. The proofs of Theorem 5.1.3 and Corollary 5.1.4 will
use the following lemma:
Lemma 5.1.5 Let eL be the cumulative error associated with the left discrete domain. Then
max
t∈[0,tf ]
∣∣IeL∣∣ ≤√ C
µhL
max
t∈[0,tf ]
∥∥eL∥∥
PL
.
The proof follows from bound (5.10),
∣∣IeL∣∣ = √eLTITIeL ≤ √CeLTeL
=
√
C
hL
∥∥eL∥∥
RL
≤
√
C
µhL
∥∥eL∥∥
PL
.
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To show convergence, consider the left and right discrete domains separately. The left approximate
solution vL is independent of the right approximate solution vR. Thus, by Theorem 4.2.1,
∥∥eL(tf )∥∥PL ≤ tfC1hLp.
Now, decompose IvL into several pieces,
IvL = I (uˆL + eL)
= u(aR, t) + einterp + IeL,
(5.11)
where einterp is the interpolation error. Consider three subproblems,
 w˙ = −DRw + u(aR, t)cRw(0) = gˆR , y˙ = −DRy + (einterp)cRy(0) = 0m , z˙ = −DRz+ (Ie
L)cR
v(0) = 0m
.
By linearity, vR = w + y + z. The error eR is equal to the error in w plus the solutions of the second and
third ODEs,
eR = vR − uˆR = w + y + z− uˆR ≡ ew + y + z.
Theorem 4.2.1 bounds ‖ew‖PR , and Theorem 5.1.2 bounds ‖y‖PR and ‖z‖PR :
‖ew(tf )‖PR ≤ tfC2hR
q,
‖y(tf )‖PR ≤
√
tf
τ2
(2τ−1) maxt∈[0,tf ] (|einterp|) = S
√
tf (C3hLr) ,
‖z(tf )‖PR ≤
√
tf
τ2
(2τ−1) maxt∈[0,tf ]
(|IeL|) ≤ S√ CtfµhL maxt∈[0,tf ] ∥∥eL∥∥PL
≤ S
√
Ctf
µhL
C1tfhL
p = S
√
tf
(√
C
µC1tfhL
p− 12
)
.
(5.12)
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Putting these together yields the desired result,
∥∥eR∥∥
PR
= ‖ew + y + z‖PR
≤ ‖ew‖PR + ‖y‖PR + ‖z‖PR
≤ tfC3hRq + S
√
tf
(
C3hL
r +
√
C
µ
C1tfhL
p− 12
)
.
Finally, we show that the requirements on the interpolation vector are satisfied by polynomial interpola-
tion:
Theorem 5.1.6 Assume that the solution u(x, t) is r times continuously differentiable in x. For each
discretization, let q be an integer such that
xL1 ≤ xLq ≤ aR ≤ xLq+r ≤ xLn .
Then the following choice of I satisfies (5.9) and (5.10) with C =√r(r − 1)2r−2:
{I}1,i =

0 i < q
`i(aR) i = q, . . . , q + r
0 i > q + r
,
where `i is the ith Lagrange polynomial,
`i(aR) =
q+r∏
j=q,j 6=i
aR − xLj
xLi − xLj
.
The proof of (5.9) can be found in [30]. To show (5.10), we use the fact that the grid is equally spaced. For
any i,
|`i(aR)| ≤
q+r∏
j=q,j 6=i
∣∣∣∣∣aR − xLjxLi − xLj
∣∣∣∣∣ ≤
q+r∏
j=q,j 6=i
h(r − 1)
h
= (r − 1)r−1.
Finally, applying the Cauchy-Schwarz inequality yields
xTITIx ≤ (IIT)(xTx) ≤ r(r − 1)2r−2(xTx).
Note that the convergence rate is bounded by the order of the interpolation less one half. For example,
if we used fourth-order SBP pairs in conjunction with fourth-order interpolation, we would find that the
downwind domain converged with order 3.5. If there were more than two domains, all downwind domains
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would also converge with order 3.5. We address this loss of one-half order in the next section.
5.1.3 Pointwise Stability
Placing stronger assumptions on the SBP pairs {PL, QL} and {PR, QR} allows stronger asymptotic bounds
on convergence, as the next theorem states:
Theorem 5.1.7 Assume all conditions of Theorem 5.1.3 hold. Additionally, assume that
• A method of form (4.9) constructed from {PL, QL} is strongly pointwise stable and uniformly convergent
with order p.
• A method of form (4.9) constructed from {PR, QR} is strongly pointwise stable and uniformly conver-
gent with order q.
• The matrix I contains at most r nonzero entries, each of magnitude bounded by B. That is, for all i,
∣∣∣{I}1,i∣∣∣ ≤ B.
Then method (5.8) is strongly pointwise stable in the H-norm, where H = block diag (PL, PR). Further, the
errors on the left and right domains obey
∥∥eL(tf )∥∥∞ = O(hp),∥∥eR(tf )∥∥∞ = O(hs), (5.13)
where h = max(hL, hR) and s = min(p, q, r).
If {PL, QL} and {PL, QL} are strongly pointwise stable, then there are K1(t) and K2(t) such that
∥∥vL∥∥2∞ ≤ K1 (∥∥gˆL∥∥2PL +maxf2) ,∥∥vR∥∥2∞ ≤ K2 (∥∥gˆR∥∥2PR +max (IvL)2) , (5.14)
where max = maxt′∈[0,t]. Observe that
(IvL)2 = ( n∑
i=1
{I}1,i vLi
)2
≤ rB2 ‖v‖2∞ .
It follows immediately that
max
(IvL)2 ≤ rB2max ‖v‖2∞ .
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Assume, without loss of generality, that K1 is monotonically nondecreasing and bound
∥∥vR∥∥2∞ by
∥∥vR∥∥2∞ ≤ K2 (∥∥gˆR∥∥2PR +max (IvL)2)
≤ K2
(∥∥gˆR∥∥2
PR
+ rB2max ‖v‖2∞
)
≤ K2
(∥∥gˆR∥∥2
PR
+ rB2K1
(∥∥gˆL∥∥2
PL
+maxf2
))
≤ K2max
(
1, rB2K1
) (∥∥gˆR∥∥2
PR
+
∥∥gˆL∥∥2
PL
+maxf2
)
.
(5.15)
Next, sum bounds (5.14) and combine with bound (5.15), yielding
∥∥vL∥∥2∞ + ∥∥vR∥∥2∞ ≤ K1 (∥∥gˆL∥∥2PL +maxf2)+K2max (1, rB2K1) (∥∥gˆR∥∥2PR + ∥∥gˆL∥∥2PL +maxf2)
≤ 2max (K1,K2max (1, rB2K1)) (∥∥gˆR∥∥2PR + ∥∥gˆL∥∥2PL +maxf2)
Noting that
‖v‖2∞ ≤
∥∥vR∥∥2∞ + ∥∥vR∥∥2∞ ,
‖gˆ‖2H =
∥∥gˆL∥∥2
PL
+
∥∥gˆL∥∥2
PL
yields the desired result.
To show the two convergence bounds (5.13), we follow a path similar that of Corollary 5.1.4. Let hL and
hR be the be the spacing on the left and right grids. Note that
∥∥eL∥∥∞ = O (hLp). We again consider three
problems and use each domain’s individual strong pointwise stability. Using the same notation as that in
the proof of Theorem 5.1.3, observe that
‖ew‖∞ = O (hRq) ,
‖y‖∞ = O (max (|einterp|)) = O (hLr) ,
‖z‖∞ = O
(
max|IeL|) ≤ O (maxt∈[0,tf ] ∥∥eL∥∥∞)
= O (hLp) .
(5.16)
The primary difference between (5.12) and (5.16) is that the uniform convergence assumption removes the
loss of a half-order of accuracy.
We conclude by noting that all strong pointwise stability and uniform convergence bounds hold for certain
low-order SBP pairs [87] and that the requirements on the interpolation operator hold if one uses polynomial
interpolation, which follows from Theorem 5.1.6. Strong pointwise stability is conjectured to hold for all
central difference based SBP pairs. Pointwise stability can be enforced by using dissipative SBP operators,
which we have not used in our work and are discussed in [54].
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5.1.4 Non-Unit-Velocity Waves
Consider the left-moving advection problem (2.6). The SBP/SAT formulation for overlapping grids is defined
by considering a left-moving wave as a right-moving wave under a change of variables. From this it can be
shown that
v˙ = D˜v + f(t)d˜,
D˜ =
 D˜L c˜LI˜
0m,n D˜R
 ,
d˜ =
 0n
c˜R
 ,
v(0) = gˆ,
(5.17)
where I˜ is a 1×m matrix that characterizes the interpolation,
I˜uˆR(t) ≈ u(bL, t),
and is consistent and bounded in the sense of (5.9) and (5.10). We now have all the tools to consider the
general advection problem (2.7):
Theorem 5.1.8 Let D, D˜, d, and d˜ denote the matrices and inhomogeneous terms, respectively, defined by
(5.8) and (5.17). If τL > 12 , and τR >
1
2 , then the method
v˙ =
(
λ−D + λ+D˜
)
v + fa(t)d+ fb(t)d˜,
v(0) = gˆ
(5.18)
converges for any finite time tf to the solution of (2.7).
The key step in this proof is to perform a change of variables by rescaling time t′ = |λ|t.
5.1.5 Systems of Advection Equations in One Dimension
First, consider a system of decoupled advection equations of form (2.9):
Theorem 5.1.9 Let D˜ and D be defined by (5.8) and (5.17). Assume τL > 12 and τR >
1
2 . Then the
following method converges to the solution of (2.9):
v˙ =
((
D˜ ⊗ Λ+
)
+ (D ⊗ Λ−)
)
v + (d⊗ fa(t)) +
(
d˜⊗ fb(t)
)
,
v(0) = gˆ.
(5.19)
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The eigenvalues of the new system are the union of the eigenvalues of the scalar systems. Therefore, all
eigenvalues of the scalar systems lie in the left half plane. The entire system converges because v is a linear
combination of k independent components, each of which converges.
Next consider problem (2.8), a system that is not in characteristic form. Let T be any orthogonal matrix
that diagonalizes A,
TTAT = ΛA.
Let w(x, t) = TTu(x, t) be characteristic variables. Note that w solves
wt = ΛAwx,
w(x, 0) = TTg(x),
−Λ−Aw(a, t) = TTfa(t),
Λ+Aw(b, t) = T
Tfb(t),
a system in the form of (2.9). Applying the diagonal method (5.19) to this new system and then transforming
back gives the following result:
Theorem 5.1.10 Assume τL > 12 and τR >
1
2 . Then the following method converges to the solution of
(2.8):
v˙ =
((
D˜ ⊗A+
)
+ (D ⊗A−)
)
v + (d⊗ fa(t)) +
(
d˜⊗ fb(t)
)
,
v(0) = gˆ.
(5.20)
We have applied a similarity transformation to the system matrix from (5.19). Because similarity transfor-
mations preserve eigenvalues, all eigenvalues of (5.20) also lie in the left half plane.
5.1.6 Brief Note on When τR =
1
2
Theorem 5.1.3 requires that τR > 12 , whereas τL ≥ 12 . The case τR = 12 is not covered by our proof. This
follows from a lack of a bound equivalent to (5.6). Observe that there is no C such that
d ‖v‖2P
dt
= −v2N − f(t)v1 ≤ Cf(t)2
for all v and f . In the proof of Theorem 5.1.3, because there is no proven strong stability, one cannot use the
bounds on einterp and eL to bound eR. We have observed empirically, however, that the convergence rates
when τR = 12 and τR >
1
2 are the same. In the next section we will construct a new method for overlapping
grids in two dimensions. The proof of stability of this method also relies on strong stability. In this context,
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strong stability will again require that some of the penalty parameters be larger than 12 .
5.2 Advection Systems in Two Dimensions
In this section, we will numerically solve (2.10) by extending the results of the previous sections. At a high
level, the construction and proof of convergence of the two-dimensional method for overlapping domains will
be the same as that of the previous section: first show strong stability of the single domain problem and use
this to bound the influence of the truncation and interpolation errors on the downwind domain.
Let Ω = (ax, bx)× (ay, by) and consider problem (2.10). Initially, let λx < 0 and λy < 0. The statement
corresponding to (2.4) is
ut = λxux + λyuy,
u(x, y, 0) = g(x),
|λx|u(ax, y, t) = f(ax, y, t),
|λy|u(x, ay, t) = f(x, ay, t).
(5.21)
We review an SBP/SAT method for solving problem (5.21) on a single subdomain, and then extend this
method to overlapping subdomains. In the second case, Ω is decomposed into left subdomain Ω1 =(
ax = aLx , b
L
x
)× (ay, by) and right subdomain Ω2 = (aRx , bRx = bx)× (ay, by). The set Ωˆ1 is defined by
hx,L =
(
bLx − aLx
)
/ (nx − 1),
xLi = ax + (i− 1)hx,L,
hy,L = (by − ay) / (ny − 1),
yLi = ay + (i− 1)hy,L,
n = nxny.
The set Ωˆ2 is defined by
hx,R =
(
bRx − aRx
)
/ (mx − 1),
xLi = a+ (i− 1)hx,R,
hy,R = (by − ay) / (my − 1),
yLi = ay + (i− 1)hy,R,
m = mxmy.
This layout is illustrated in Figure 2.1. As in the previous section, when the left and right discretizations
are refined, the area of the overlap region is fixed and the number of nodes that are contained in the overlap
region increases.
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5.2.1 Single Domain Bounds
Let Ωˆ be the uniform discretization of Ω defined by (2.2). As in the one-dimensional case, we define positive
and negative SAT derivative operators. Let {Px, Qx} and {Py, Qy} be two pairs of SBP matrices. Define the
positive (marked by an overset tilde) and negative (no tilde) SAT derivative operators and penalty vectors
as
Dx =
((
P−1x Qx + τxP
−1
x snxs
T
nx
)⊗ Iny) ,
cx = τxP−1x snx ,
D˜x =
((
P−1x Qx − τxP−1x rnxrTnx
)⊗ Iny) ,
c˜x = τxP−1x rnx ,
Dy =
(
Inx ⊗
(
P−1y Qy + τyP
−1
y snys
T
ny
))
,
cy = τyP−1y sny ,
D˜y =
(
Inx ⊗
(
P−1y Qy − τyP−1y rnyrTny
))
,
c˜y = τyP−1y rny .
(5.22)
Also define H = Px ⊗ Py.
Let fax = f(ax, y, t) and fay = f(x, ay, t). The SBP/SAT formulation for this problem is
v˙ = (λxDx + λyDy)v +
(
cx ⊗ fˆax(t)
)
+
(
fˆay (t)⊗ cy
)
,
v(0) = gˆ,
fˆax(t) =
[
f(ax, y1, t), . . . , f(ax, yny , t)
]T
,
fˆay (t) = [f(x1, ay, t), . . . , f(xnx , ay, t)]
T
.
(5.23)
Theorem 5.2.1 Let {Px, Qx} and {Py, Qy} be two pairs of SBP matrices of approximation order p. If
τx ≥ 12 and τy ≥ 12 , then method (5.23) is energy stable in the H-norm and converges to the solution of
(5.21) for any tf > 0. Moreover,
‖e(tf )‖H = O
(
hpx + h
p
y
)
.
The system is strongly stable under stricter assumptions:
Theorem 5.2.2 Assume τx > 12 and τy >
1
2 . Then method (5.23) is strongly stable and
‖v(t)‖2H ≤ ‖v(t)‖2H +
∫ t
0
τ2x
2 |λy| τx − 1
∥∥∥fˆax∥∥∥2
Py
+
τ2y
|λy| 2τy − 1
∥∥∥fˆay∥∥∥2
Px
dt′.
We will use the following corollary:
Corollary 5.2.3 Let Rx = hxIny and Ry = hyIny . Let µ1 and µ2 be grid-independent upper bound constants
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implied by (4.1) satisfying
‖x‖2Px ≤ µ1 ‖x‖
2
Rx
∀x ∈ Rnx ,
‖y‖2Py ≤ µ2 ‖y‖
2
Ry
∀y ∈ Rny .
Let µ = max (µ1, µ2). Assume that nx and ny are both larger than 2. Then
‖v(t)‖H ≤ ‖v(0)‖H +
√
2tµ
(√
τ2x
|λx|(2τx−1) (by − ay)maxt′∈[0,t]
∥∥∥fˆax∥∥∥∞ +
√
τ2y
|λy|(2τy−1) (bx − ax)maxt′∈[0,t]
∥∥∥fˆay∥∥∥∞
)
,
where ‖x‖∞ = maxi |xi| .
Define fˆ1 and fˆ2 by
fˆay = |λy| fˆ1,
fˆax = |λx| fˆ2.
Using Theorem 4.1.3, the time derivative of ‖v(t)‖2H can be related to boundary terms,
d‖v‖2H
dt = 2λyv
T
(((
Qx + τxsnxs
T
nx
)⊗ Py)v − (τxsny ⊗ Py fˆ2))
+2λyvT
((
Px ⊗
(
Qy + τysnys
T
ny
))
v −
(
Pxfˆ1 ⊗ τysny
))
= λy
(
(2τx − 1) ‖vE‖2Py + ‖vW ‖
2
Py
− 2τx
〈
vE , fˆ2
〉
Py
)
+λy
(
(2τy − 1) ‖vS‖2Px + ‖vN‖
2
Px
− 2τy
〈
vS , fˆ1
〉
Px
)
.
(5.24)
Again, we rewrite (5.24) in terms of values with definite sign,
d‖v‖2H
dt = λy
(
‖vW ‖2Py +
∥∥∥√2τx − 1vE − τx√2τx−1 fˆ2∥∥∥2Py − τ2x2τx−1
∥∥∥fˆ2∥∥∥2
Py
)
+λy
(
‖vN‖2Py +
∥∥∥∥√2τy − 1vS − τy√2τy−1 fˆ1
∥∥∥∥2
PX
− τ
2
y
2τy−1
∥∥∥fˆ1∥∥∥2
Px
)
≤ |λy| τ
2
x
2τx−1
∥∥∥fˆ2∥∥∥2
Py
+ |λy| τ
2
y
2τy−1
∥∥∥fˆ1∥∥∥2
Px
≤ τ2x|λy|(2τx−1)
∥∥∥fˆax∥∥∥2
Py
+ τ
2
y
|λy|(2τy−1)
∥∥∥fˆay∥∥∥2
Px
.
(5.25)
Integrating the bound (5.25) proves Theorem 5.2.2. Let Rx = hxInx and Ry = hyIny . Let B1 be any bound
on
∣∣fay (x, t)∣∣. Then we have the bound
∥∥∥fˆay∥∥∥2
Px
≤ µ
∥∥∥fˆay∥∥∥2
Rx
≤ µhxnxB21 = µB21 ((bx − ax) + hx) ≤ 2µB21(bx − ax).
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Deriving the analogous result for the y-direction and taking square roots proves Corollary 5.2.3.
5.2.2 Overlapping Domains
We next extend this result to a domain that has been decomposed into two subdomains, each with its own
uniform discretization. Define the following four pairs of SBP matrices:
Size Approx. Order
{Px,L, Qx,L} nx × nx p
{Py,L, Qy,L} ny × ny p
{Px,R, Qx,R} mx ×mx q
{Py,R, Qy,R} my ×my q
For simplicity, in the following definitions we will use a single penalty parameter denoted by τ . Using
{Px,L, Qx,L}, {Py,L, Qy,L}, and τ , define the four derivative operators, four penalty vectors, and a norm for
the left domain by setting Px = Px,L, Py = Py,L, Qx = Qx,L, Qy = Qy,L, τx = τ and τy = τ in (5.22), and
similarly for the right domain using {Px,R, Qx,R}, {Py,R, Qy,R}, and τ . For example, the norm for the right
domain and the negative derivative operator for the left are
HR = Px,R ⊗ Py,R,
Dy,L = Inx ⊗
(
P−1y,LQy,L + τP
−1
y,Lsnys
T
ny
)
.
The method for solving (5.21) on two overlapping uniform discretizations is
v˙ = (λxDx + λyDy)v +
 cx,L ⊗ fˆL,ax(t)
0n
+
 fˆL,ay (t)⊗ cy,L
fˆR,ay (t)⊗ cy,R
 ,
Dx =
 Dx,L 0n,m
− (cx,R ⊗ I) Dx,R
 ,
Dy =
 Dy,L 0n,m
0m,n Dy,R
 ,
v(0) = gˆ.
(5.26)
The following are the requirements for convergence:
Theorem 5.2.4 Assume the following:
• The mesh is refined in such a way that the ratio of any two step sizes is a fixed constant. Let h =
max(hx,L, hy,L, hx,R, hy,R).
46
• τ > 12 .
• The interpolation matrix satisfies the following properties:
– The interpolation is consistent,
∥∥IuˆL − uˆRE∥∥Py,R = O (hr) . (5.27)
– For all x ∈ Rnxny ,
xTITIx ≤ CxTx. (5.28)
Then method (5.26) converges to the solution of (5.21) for any tf > 0. Moreover,
∥∥eL(tf )∥∥HL = O(hp),∥∥eR(tf )∥∥HR = O(hs),
where s = min
(
p− 12 , q, r
)
.
The proof of Theorem 5.2.4 is analogous to that of Theorem 5.1.3. The analog to Lemma 5.1.5 is:
Lemma 5.2.5 Let Ry,R = hy,RImy , the natural norm for the y-discretization of the right domain. Let µ be
the upper bound constant from (4.1), so that for all y ∈ Rmy ,
‖y‖2Py,R ≤ µ ‖y‖
2
Ry,R
.
Let η be the lower bound constant from (4.7), so that for all w ∈ Rnxny ,
η ‖y‖2RL ≤ ‖y‖
2
HL
.
Then
max
t∈[0,tf ]]
∥∥IeL∥∥
Py,R
≤ O(h− 12 ) max
t∈[0,tf ]
∥∥eL∥∥
HL
.
The proof of Lemma 5.2.5 follows from the norm equivalences. For any t ∈ [0, tf ],
∥∥IeL∥∥
Py,R
≤ √µ∥∥IeL∥∥
Ry,R
≤
√
Cµhy,R
hx,Lhy,L
∥∥eL∥∥
RL
≤
√
Cµhy,R
ηhx,Lhy,L
∥∥eL∥∥
HL
= O(hp− 12 ).
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The left domain is independent of the right and converges with order p. We analyze the right domain by
considering three subproblems. The first corresponds to the exact boundary conditions. This contributes
an error of order q. The second corresponds to the error introduced by interpolation. This contributes
an error of order r. Finally, the third problem corresponds to the interpolation of eL. By Lemma 5.2.5,
this contributes an error of order (p − 12 ). The asymptotically largest of these three errors determines the
asymptotic error behavior.
The requirements on interpolation are very general. The following gives a set of sufficient conditions:
Theorem 5.2.6 Let I satisfy the following properties:
• The interpolation defined by I is locally O(hr),
∣∣u(aR, yLi )− (IvL)i∣∣ = O(hr) i = 1, . . . ,my. (5.29)
• There is a Br such that for all discretizations, each row of I contains at most Br non-zeros.
• There is a Bc such that for all discretizations, each column of I contains at most Bc non-zeros.
• There is a B such that for all discretizations, for all entries,
∣∣∣{I}i,j∣∣∣ ≤ B.
Then I satisfies (5.27) and (5.28) with
C = B2BcBr.
The proof that (5.29) implies (5.27) follows from the norm-equivalence between the Py,R-norm and Ry,R-
norm. To show (5.28), we will use facts about matrix norms, all of which can be found in [22]. Observe
that
‖I‖22 ≤ ‖I‖1 ‖I‖∞ ,
where ‖I‖2 is the matrix 2-norm of I, ‖I‖1 is the matrix 1-norm, and ‖I‖∞ is the matrix infinity norm.
The matrix 1-norm is equal to the maximum absolute column sum,
‖I‖1 = maxj
my∑
i=1
∣∣∣{I}i,j∣∣∣ ≤ BcB.
48
The matrix ∞-norm is the maximum absolute row sum,
‖I‖∞ = maxi
nxny∑
j=1
∣∣∣{I}i,j∣∣∣ ≤ BrB.
Bound (5.28) is derived from
xITIx ≤ ‖I‖22 (xTx) ≤ B2BcBrxTx.
5.2.3 General Advection
Thus far we have required λx < 0 and λy < 0. The remaining cases can be considered by applying a change
of variables. For example, if λx > 0 and λy > 0, let x′ = −x and y′ = −y. Summarizing the results,
v˙ =
(
λ+x D˜x +A−1 Dx + λ+y D˜y +A−2 Dy
)
v
+Cxfˆax + C˜xfˆbx + Cy fˆay + C˜y fˆby ,
v(0) = gˆ,
(5.30)
where
Dx =
 Dx,L 0n,m
− (cx,R ⊗ I) Dx,R
 , Dy =
 Dy,L 0n,m
0m,n Dy,R
 ,
D˜x =
 D˜x,L c˜x,L ⊗ I˜
0m,n D˜x,R
 , D˜y =
 D˜y,L 0n,m
0m,n D˜y,R
 ,
Cx =
 cx,L ⊗ Iny
0m,ny
 , Cy =
 Inx ⊗ cy,L 0n,mx
0m,nx Imx ⊗ cy,R
 ,
C˜x =
 0n,my
c˜x,R ⊗ Imy
 , C˜y =
 Inx ⊗ c˜y,L 0n,mx
0m,nx Imx ⊗ c˜y,R
 .
Note that we are applying + and − operators to the scalars λx and λy. For example, if λx = −1, then
λ+x = 0 and λ
−
x = −1. This has the effect of switching components on or off.
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5.2.4 Systems of Equations in Two Dimensions
We next consider systems of advection equations in two dimensions of the form (2.11). The generalization
of method (5.30) is
dv
dt =
(
(Dx ⊗A−x ) +
(
D˜x ⊗A+x
)
+
(Dy ⊗A−y )+ (D˜y ⊗A+y ))v
+(Cx ⊗ Ik) fˆax +
(
C˜x ⊗ Ik
)
fˆbx + (Cy ⊗ Ik) fˆay +
(
C˜y ⊗ Ik
)
fˆby ,
v(0) = gˆ.
(5.31)
If Ax and Ay are simultaneously diagonalizable, then (5.31) describes a transformed system of advection
equations in two dimensions. Therefore, by a proof similar to that of Theorem 5.1.8, method (5.31) converges
to the solution of problem (2.11). We are unable to prove convergence and stability in the case that Ax
and Ay are not simultaneously diagonalizable. However, Section 7.2 demonstrates empirically that method
(5.31) is stable and convergent in the specific case of the linearized Euler equations.
5.3 Numerical Results
In this section, we present numerical results for the methods presented in this chapter.
5.3.1 Methods for problems in One Dimension
We will solve the two model IBVPs. The domain Ω = (−1, 1) is decomposed into overlapping subdomains:
Ω1 = (−1, 0) and Ω2 = (−0.1, 1). Uniform grids are constructed that meet the following requirements:
• The leftmost node of the right domain is halfway between two nodes of the left domain,
aR = 0.1 = xR1 =
xLi + x
L
i+1
2
.
• The rightmost node of the left domain is aligned with a node on the right domain,
bL = 0 = xLn = x
R
j .
• hL = 2hR.
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I˜ and I are defined by second-order linear interpolation,
IuˆL(t) = 12
(
u(xLi , t) + u(x
L
i+1, t)
)
= u(aR, t) +O(h2L),
I˜uˆR(t) = u(xRj , t) = u(bL, t).
(5.32)
The layout is illustrated in Figure 5.3. These uniform grids were chosen in order to highlight the details of
Theorem 5.1.3 and show how interpolation error affects the approximate solutions. In the following examples,
{PL, QL} and {PR, QR} are both of approximation order 3.5, τL = 1, and τR = 1. Time integration was
performed using the standard fourth-order Runge-Kutta method. All simulations used the same time step,
which was sufficiently small to ensure stability. Results are shown in Figure 5.4.
? ?
?????? ??
? ???
Figure 5.3: Composite grid used for testing scalar problems. Downward arrow indicates second-
order interpolation I. Upward arrow indicates injection I˜.
Right-Moving Wave
We solve problem (2.5) with a Gaussian initial pulse using method (5.8). The results are shown in Figure 5.4.
Theorem 5.1.3 predicts that the convergence rate of the left domain will be 3.5 and that of the right will be
2. Note that the left domain converges at fourth-order. Reasons to expect that, although the SBP pairs are
of approximation order 3.5, the left domain still converges with fourth-order can be found in [25, 86]. The
right domain receives the second-order interpolation error and converges with second-order, the expected
rate.
Left-Moving Wave
We solve problem (2.6) using method (5.17). Observe in Figure 5.4c that both domains converge with
fourth-order because the left domain receives no interpolation error from the right domain.
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5.3.2 Methods for Problems in Two Dimensions
We next consider a problem in two spatial dimensions. The domain Ω = (−1, 1)× (0, 1) is decomposed into
overlapping subdomains: Ω1 = (−1, 0)× (0, 1) and Ω2 = (−0.1, 1)× (0, 1). Consider the hyperbolic system
ut = Axux +Ayuy,
Ax = diag
(
−1, 1, 1√
2
)
,
Ay = diag
(
0, 0,− 1√
2
)
.
(5.33)
The initial and boundary data are provided by
u = [u1, u2, u3]
T
,
u1 = e
−50
h
(x−t+ 12 )
2
+(y− 12 )
2
i
,
u2 = e
−50
h
(x+t− 12 )
2
+(y− 12 )
2
i
,
u3 = e
−50
»“
x+ t√
2
− 1
2
√
2
”2
+
“
y− t√
2
− 12+ 12√2
”2–
.
Note that each component of the solution of problem (5.33) models a Gaussian pulse that moves with unit
speed. The first component u1 describes a pulse that moves to the left, the second component u2 describes
a pulse that moves to the right, and the third component u3 describes a pulse that moves up and to the left.
We apply method (5.31) to problem (5.33). Because Ax and Ay are diagonal, they are simultaneously
diagonalizable, and method (5.31) is provably Lax stable and convergent. Both subdomains are discretized
by two-dimensional uniform grids. We use the same fourth-order SBP pair as that in Section 5.3.1 and
fourth-order interpolation at the boundaries. Time integration is performed using the standard fourth-order
Runge-Kutta method. We measure fourth-order convergence. The results are shown in Figure 5.5.
5.4 Toward Energy Stable Methods
We have been unable to prove that the methods in this chapter are energy stable. In this section, we illustrate
the challenge of satisfying both requirements (3.2) and (3.3). We use method (5.8), which numerically solves
the right-moving problem (2.5), as an example.
Consider the norm defined by H = block diag (HL,HR), where HL- and HR-norms approximate the
L2-norm. Method (5.8) is not energy stable in the H-norm. Consider the right-moving pulse shown in
Figure 5.6a. As the pulse enters the interface region, the global energy that is measured by the H-norm will
increase as the energy of the pulse is counted by both the left HL-norm and the right HR-norm, as shown
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in Figure 5.6b. Because the energy is not non-increasing, method (5.8) is not energy stable in the H-norm.
Another approach is to enforce explicitly that the system matrix of method (5.8) is negative semidefinite
in the H-norm. Method (5.8) is negative semidefinite in some norm H if and only if there is a positive
semidefinite matrix Σ such that
HM +MTH = −Σ,
where M is the system matrix of method (5.8). If all eigenvalues of M have negative real parts, then
H =
∫ ∞
0
etM
T
Σ etM dt.
We have been unable to prove that the spectrum of M lies in the strict left-half plane, but it is true in all
cases we have tested. Figure 5.4d shows the spectrum of one simulation. Assuming that the spectrum lies in
the strict left-half plane leaves the theoretical hurdle of choosing Σ in such a way that the resulting H-norm
is equivalent to the natural norm.
Our solution is to construct provably energy stable overlapping domain decomposition methods using
generalized summation-by-parts operators, which we present in the next chapter.
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Figure 5.4: (a) Approximate solution to problem (2.5) using method (5.8) at times t = 0, 0.5,
and 1. At t = 0.5, blue squares give solution on left subdomain and red asterisks give solution on
right. (b) Local convergence plot for problem (2.5) using method (5.8) with fourth-order Pade´ SBP
pairs, showing errors
∥∥eL∥∥
RL
and
∥∥eR∥∥
RR
as functions of mesh spacings hL and hR, respectively.
(c) Same, for problem (2.6) using method (5.17) with same fourth-order Pade´ SBP pairs. (d)
Spectrum of system matrix of method (5.8)
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Figure 5.5: (a) First component of approximate solution of method (5.31) when applied to
problem (5.33). (b) Same, showing second component. (c) Same, showing third component. (d)
Spectrum of system matrix of method (5.31). (e) Local convergence plot for problem (5.33) using
method (5.31) with fourth-order Pade´ SBP pairs, showing errors
∥∥eL∥∥
RL
and
∥∥eR∥∥
RR
as functions
of mesh spacings hx,L and hx,R, respectively.
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Figure 5.6: (a) Right-moving approximate solution crossing interface. (b) Energy of simulation
of right-moving advection problem (2.5) with method (5.8). (c) Energy of simulation of problem
(5.33) with method (5.31).
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Chapter 6
GSBP-Based Methods
Whereas the previous chapter presented Lax-stable methods, this chapter describes new, energy stable, over-
lapping domain decomposition methods. The assumptions about the ways in which domains are decomposed
and discretized are different than those in Chapter 5. In the last chapter, we assumed that the length of the
overlap region remained constant as the mesh was refined. In this chapter, we assume that the length of the
overlap region decreases as the mesh is refined, but the number of nodes inside this region remains fixed, as
illustrated in Figure 6.1.
? ?
?????? ????
? ??
Figure 6.1: Illustration of method (6.1) applied to right-moving advection problem (2.5). Down-
ward pointing arrow indicates interpolation. Leftmost node of right domain is always within fixed
number of nodes of rightmost node of left domain.
MATLAB-style notation is used to denote subsets of vectors,
{x}[i:j] = [xi, . . . ,xj ]T .
We use an unsubscripted norm ‖x‖ =
√
xTx.
6.1 Energy Stable Overlapping Method for Advection Equation
Again consider the overlapping domain decomposition (5.1). The main result of this chapter is:
Theorem 6.1.1 Assume that Ω = (a, b) is discretized according to (5.1). Let {PL, QL,wL} be a GSBP
system of approximation order p and size n, with energy matrix GL. Let {PR, QR,wR} be a GSBP system
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of approximation order q and size and m, with energy matrix GR. Let I ∈ Rn be an interpolation vector
satisfying
ITuˆL(t) = u(aR, t) +O(hr).
Consider the method
v˙L = −P−1L QLvL + P−1L wL(vL1 − f(t)),
vL(0) = gˆL,
v˙R = −P−1R QRvR + P−1R wR
(
vR1 − ITvL
)
,
vR(0) = gˆR.
(6.1)
Assume the following
• QL+QTL = block diag
(
. . . , 0, Q˜lL
)
, where Q˜lL is s
L× sL and sL ≥ 1. Further, Q˜lL is positive definite.
• GR+GTR = block diag
(
G˜uR, 0, . . .
)
, where G˜uR is s
R×sR and sR ≥ 1. Further, G˜uR is negative definite.
• The right penalty vector has a fixed number of entries of fixed size:
{wR}j = 0, j = sR + 1, . . . ,m,
‖w¯R‖ = C1,
where w¯R = {wR}[1:sR].
• Most entries of I are zero, and the rest have bounded size:
Ij = 0, j = 1, . . . , n− sL,∥∥I¯∥∥ < C2, (6.2)
where I¯ = {I}[n−sL+1:n].
• Define
α∗ =
−λmin(Q˜lL)λmax
(
G˜uR
)
C21C
2
2
, (6.3)
where λmin(Q˜lL) and λmax
(
G˜uR
)
denote the minimum eigenvalue of Q˜lL and the maximum eigenvalue
of G˜uR, respectively.
• Define s = min (p, q, r).
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QL +QTL IT
Figure 6.2: Nonzero patterns ofQL+QTL and I required by hypotheses of Theorem 6.1.1. Entries
that may be nonzero are represented by colored blocks.
Then method (6.1) is energy stable in the H-norm, where
H =
 PL
αPR
 (6.4)
and α is any scalar satisfying 0 < α ≤ α∗, and convergent in the sense of (2.16) with bounds
∥∥eL(tf )∥∥RL = O(hs), ∥∥eR(tf )∥∥RR = O(hs). (6.5)
Figure 6.2 illustrates the pattern of non-zero entries specified by Theorem 6.1.1. Our proof of stability
requires that QL +QTL, represented by the square in the lower right corner, is strictly positive definite and
has dimension commensurate with that of the nonzeros of I.
Both SBP-based method (5.8) and GSBP-based method (6.1) solve problem (2.5) in similar ways: values
of vL surrounding the leftmost node of the right domain are interpolated in order to construct a consistent
approximation to u(aR, t). However, the stability proof of method (6.1) will require stronger assumptions
about the discretization of the underlying domain. Proving stability of method (5.8) required that the
interpolation operator be consistent and bounded. To prove the stability of method (6.1), the interpolation
must not only be consistent and bounded, but must also have the specific nonzero structure given by (6.2).
We will make two assumptions in order to satisfy these three requirements:
• Operator I interpolates the last sL entries of vL using polynomial interpolation.
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• The length of the overlap region, bL − aR, is chosen such that
bL − aR < (sL − 1)hL. (6.6)
Bound (6.6) implies that the length of the overlap region decreases as the mesh is refined.
These two assumptions are illustrated in Figure 6.1 for the case when sL and the interpolation order are
both equal to 3.
The parameter α is neither related to the original PDE (2.5), nor does it appear in method (6.1). This
reflects that the norm matrix H is a theoretical tool used to show several properties. Its existence proves
that method (6.1) is energy stable, and by Theorem 3.3.2, it follows that method (6.1) is also convergent.
By the Lyapunov theorem [19], one can prove that all eigenvalues of the system matrix have non-positive
real parts.
We prove Theorem 6.1.1 by first proving an auxiliary lemma and then applying that lemma to method
(6.1):
Lemma 6.1.2 Let a, b, c, and β be real numbers. Assume a > 0 and c > 0. Define
fβ(x, y) = −ax2 + βbxy − βcy2.
Then there exists β∗ > 0 such that if 0 ≤ β ≤ β∗, then for all x, y ∈ R, fβ(x, y) ≤ 0.
The statement holds if b = 0 and β∗ = 1. Assume b 6= 0. Observe that
fβ(x, y) = [x, y]F
 x
y
 , F =
 −a β b2
β b2 −βc
 .
Let β∗ = 4acb2 . If 0 ≤ β ≤ β∗, then detF ≥ 0. By Sylvester’s criterion, matrix F is negative semidefinite.
Next, we apply Lemma 6.1.2 to method (6.1). We define the following vectors that represent the approx-
imate solution on the rightmost nodes of the left domain and the leftmost nodes of the right domain,
l =
{
vL
}
[n−sL+1:n] ,
r =
{
vR
}
[1:sR]
.
Observe that (
vR
)T
wRITvL = rTw¯RI¯Tl.
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If α ≤ α∗, then
d
dt ‖v‖2H = 2vTHMv
≤ −lTQ˜lLl+ 2αrTw¯RI¯Tl+ αrTG˜uRr
≤ −λmin(Q˜lL) ‖l‖2 + 2α ‖w¯R‖
∥∥I¯∥∥ ‖l‖ ‖r‖+ αλmax (G˜uR) ‖r‖2
≤ 0,
where the last inequality follows from Lemma 6.1.2. The proof of bounds (6.5) follows from the block
structure of H and norm equivalence.
6.2 Example
We illustrate Theorem 6.1.1 by using GSBP4, given in Appendix A. These GSBP matrices were chosen
because they have a simple structure with 2×2 upper and lower symmetric blocks. Assume that Ω has been
discretized by two overlapping uniform grids, as in Figure 5.1. Assume that the leftmost node of the right
domain lies between the two rightmost nodes of the left domain,
xLn−1 ≤ aR ≤ xLn . (6.7)
Let θ = 1− aR−bLhL . For this choice of GSBP pair and using second-order linear interpolation, we have
sL = 2, sR = 2,
w¯R =
[−τ 58 ,− 14] , Q˜lL =

1
4
1
4
1
4
3
4
 ,
I¯ = [θ, 1− θ] , G˜uR = diag
(
(1− τ) 54 ,− 14
)
,
where τ is a penalty parameter. Therefore,
‖w¯R‖2 = τ2
(
25
64
)
+ 116 ,
∥∥I¯∥∥2 ≤ 1,
λmax
(
G˜uR
)
= max
(
(1− τ) 54 ,− 14
)
, λmin(Q˜lL) ≈ 0.146.
Letting τ = 2, then α∗ ≈ 0.0225. This case is further investigated in Appendix D
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6.3 New GSBP Pairs
We have constructed two new GSBP pairs {P,Q}. The first is a fourth-order approximation to ∂x on the
interior and third-order at the boundary. In this case, the upper symmetric block is 4× 4, which admits the
use of fourth-order interpolation. The second pair of matrices is sixth-order on the interior and fifth-order
at the boundary. The lower symmetric block is 6 × 6 and admits sixth-order interpolation. These pairs of
matrices are constructed by simultaneously enforcing linear constraints ensuring that P−1Q is a suitable
first derivative operator and nonlinear constraints ensuring that P is positive definite and that the upper
and lower symmetric blocks are indefinite and positive definite respectively. We present the construction of
the matrices and a Fourier analysis in Appendix B.
6.4 Brief Note on Permissible Interpolation
The requirement that Ij = 0 for j = 1, . . . , n−sL is strict. The next theorem states that if it is not satisfied,
then method (6.1) is not energy stable in the H-norm:
Theorem 6.4.1 Assume that the hypotheses of Theorem 6.1.1 hold true, except that there is at least one
j ≤ (n− sL) such that
Ij 6= 0.
Then there is no α > 0 such that method (6.1) is energy stable in the H-norm.
Let Ij 6= 0, where j ≤ (n−sL), select an ` such that {wR}` 6= 0. Let M be the system matrix associated
with (6.1). Define
Σ = HM +MTH.
Through explicit computation, one finds
{Σ}[j,n+`],[j,n+`] = α
 0 Ij {wR}`
I1,j {wR}` {GuR}`,`
 , (6.8)
where {Σ}[j,ln+`],[j,nl+`] is the principal minor of Ω composed of the jth and (n + `)th elements in the jth
and (n+ `)th rows. Taking the determinant of (6.8),
det
(
{Σ}[j,n+`],[j,n+`]
)
= −α2 (Ij {wR}`)2 < 0.
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Therefore Σ is indefinite because it contains an indefinite principle minor, and system matrix M is not
energy stable in the H-norm.
6.5 Energy Stable Method for Hyperbolic Systems in One
Dimension
In this section, we show how to extend the method presented in the previous section to an energy stable
method for the hyperbolic systems. We show how to extend the GSBP method from the previous section to
scalar advection problems with arbitrary wave velocities. Finally, we solve the hyperbolic problem (2.8).
6.6 Non-Unit-Velocity Waves
The first step in extending the energy stable method (6.1) to problem (2.8) is to consider the left-moving
wave (2.6).
Theorem 6.6.1 Let {PL, QL,wL} and {PR, QR,wR} be GSBP systems of order p and q, respectively. Let
I˜ describe an order r interpolation,
I˜TuˆR(t) = u(bL, t) +O (hRr) .
Consider
v˙L = −P−]L Q]LvL + P−]L w]L(vLn − ITvR),
vL(0) = gˆL,
v˙R = −P−]R Q]RvR + P−]R w]R
(
vRm − f(t)
)
,
vR(0) = gˆR.
(6.9)
Under the same assumptions as Theorem 6.1.1 with I = I˜], method (6.9) is energy stable in the H˜-norm,
where
H˜ =
 αP ]L
P ]R
 (6.10)
and α is any scalar satisfying 0 < α ≤ α∗, and converges to the solution of problem (2.6) with order
min (p, q, r).
Note that −P−]Q] approximates the derivative +∂x on both the left and right domains, which follows from
Corollary 2.12.2. The proof follows from considering a left-moving wave as a right-moving wave under a
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change of variables.
We now proceed to systems with arbitrary wave velocity. Let {P,Q,w} be a GSBP system and define
D = P−1Q− P−1wsT,
c = P−1w,
D˜ = −P−]Q] + P−]w]rT,
c˜ = −P−]w],
s = [1, 0, . . . , 0]T ,
r = [0, . . . , 0, 1]T .
(6.11)
Consider the general advection equation in one dimension (2.7). Let {PL, QL,wL} and {PR, QR,wR} be
two GSBP systems. Using PL, QL, and wL, let DL, cL, D˜L, c˜L be the derivative operators and penalty
vectors defined by (6.11) when P = PL, Q = QL, w = wL. The right operators are defined similarly. Using
PR, QR, and wR, let DR, cR, D˜R, c˜R be the derivative operators and penalty vectors defined by (6.11)
when P = PR, Q = QR, w = wR. Further, assume {PL, QL,wL}, {PR, QR,wR}, I, and I˜ meet all the
criteria of Theorems 6.1.1 and 6.6.1. Let
v˙ =
(
λ+D˜ + λ−D
)
v − fb(t)d˜− fa(t)d,
v(0) = gˆ,
(6.12)
where
D =
 DL 0n,m
cRI DR
 , d =
 cL
0m
 ,
D˜ =
 D˜L −c˜LI˜
0m,n D˜R
 , d˜ =
 0n
c˜R
 .
Theorem 6.6.2 Let
Hλ = Nλ+H˜ + (1−Nλ+)H,
with H and H˜ defined by (6.4) and (6.10), respectively. Then method (6.12) is energy stable in the Hλ-norm
and converges to the solution of (2.7) for any tf > 0.
The key step in this proof is to perform a change of variables by rescaling time t′ = |λ|t. The factor Nλ+
“switches on” the appropriate norm.
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6.7 Systems of Advection Equations in One Dimension
A system of hyperbolic equations can be solved by decomposing it into characteristic variables and using
the scalar method (6.12). We begin with system (2.9), which is already in characteristic form.
Theorem 6.7.1 Let D˜ and D and all penalty parameters be defined as in Theorem 6.6.2. Further, let
H =
(
H˜ ⊗NΛ+
)
+ (H ⊗ (I −NΛ+)) , (6.13)
with H and H˜ defined by (6.4) and (6.10), respectively. Then method
v˙ =
((
D˜ ⊗ Λ+
)
+ (D ⊗ Λ−)
)
v + (d⊗ fa(t)) +
(
d˜⊗ fb(t)
)
,
v(0) = gˆ
(6.14)
is energy stable in the H-norm and converges to the solution of (2.9).
Method (5.19) is energy stable and thus convergent because it is the sum of k energy stable, convergent,
and independent components. Observe that v is a linear combination of k components, one for each wave
velocity λi. The time evolution of the component corresponding to λi is described by method (6.12) and
is energy stable in the Hλi-norm. The H-norm is the sum of the Hλ1 ,. . . , Hλk norms, each applied to the
corresponding component. Because the Hλi-norm of each component is non-increasing, their sum is also
non-increasing. Because H is a symmetric permutation of a block diagonal matrix and each block is either
H or H˜, H is positive definite and satisfies bound (3.2). Note also that the spectrum of the system matrix
of (6.14) is the union of the spectra of the scalar systems (6.1) and (6.9). Because both are energy stable,
all eigenvalues of the system matrix (6.14) have non-positive real parts.
Next consider a general system (2.8) that is not in characteristic form. Let T be any orthogonal matrix
that diagonalizes A,
TTAT = ΛA.
Let w(x, t) = TTu(x, t) be characteristic variables. Note that w solves
wt = ΛAwx,
w(x, 0) = TTg(x),
−Λ−Aw(a, t) = TTfa(t),
Λ+Aw(b, t) = T
Tfb(t),
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a system in the form of (2.9). Applying the diagonal method (6.14) to this new system and then transforming
back gives the following result:
Theorem 6.7.2 Let D˜ and D and all penalty parameters be defined as in Theorem 6.6.2 . Further, let T
be any orthogonal matrix that diagonalizes A and define
H =
(
H˜ ⊗ [TTNΛ+TT])+ (H ⊗ [TT (I −NΛ+)TT]) ,
with H and H˜ defined by (6.4) and (6.10), respectively. Then method
v˙ =
((
D˜ ⊗A+
)
+ (D ⊗A−)
)
v + (d⊗ fa(t)) +
(
d˜⊗ fb(t)
)
,
v(0) = gˆ
(6.15)
is energy stable in the H-norm and converges to the solution of (2.4).
We have applied a similarity transformation to the system matrix from (6.14). Because similarity transfor-
mations preserve spectra, all eigenvalues of (6.15) also have non-positive real parts.
6.8 Numerical Results
We test method (6.1) solving the right-moving wave problem (2.5), where g(x) = sin(2pix) and f(t) =
sin (2pi(1− t)). The exact solution is u(x, t) = sin(2pi(x − t)). The original domain Ω is decomposed into
overlapping subdomains: Ω1 = (−1, 0) and Ω2 =
(−hL2 , 1). In order to achieve an energy stable method
that converges with fourth-order on both domains, we must use high-order interpolation. By Theorem 6.1.1,
energy stability requires the GSBP pair to have large lower symmetric blocks. We construct a new GSBP
pair meeting this criterion in Appendix B.1. We have used this new GSBP pair in conjunction with fourth-
order interpolation to achieve fourth-order convergence on both domains. Time integration was performed
using the standard fourth-order Runge-Kutta method. The results are shown in Figure 6.3a. Appendix B.2
presents a new high-order GSBP pair with 6× 6 lower symmetric blocks. We use these matrices and sixth-
order polynomial interpolation to achieve sixth-order convergence on both domains. The results are shown
in Figure 6.3b.
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Figure 6.3: (a) Local convergence plot for problem (2.5) using method (6.1) with new fourth-
order Pade´ GSBP pairs, showing errors
∥∥eL∥∥
PL
and
∥∥eR∥∥
PR
as functions of mesh spacings hL and
hR, respectively. (b) Same, using new sixth-order Pade´ GSBP pairs.
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Chapter 7
Numerical Results
In this chapter, we will apply the methods from Chapters 5 and 6 to linear and nonlinear problems for
which we cannot prove stability. In the one-dimensional problem, the computational domain is Ω = (−1, 1).
In the two dimensional problems, the computational domain is Ω = (−1, 1) × (0, 1). In all cases, initial
and boundary data were provided by the analytic solution to the Cauchy problem. Time integration was
performed using the standard fourth-order Runge-Kutta method.
7.1 Burgers’ Equation
Nonlinear problems of the form (2.8), where A = A(u), can be solved using either explicit or implicit GSBP
pairs. However, the use of explicit GSBP pairs creates an opportunity for efficiency. For many explicit
GSBP pairs {P,Q}, the row of the discrete derivative operator P−1Q that approximates the derivative at
the interior point xi and the corresponding row of −P−]Q] are the same. Such an operator allows a discrete
approximation to Aux|xi to be calculated without diagonalizing A. We have constructed such an explicit
GSBP pair, which is shown in Appendix B.3. The operator P−1Q is a fourth-order approximation to ∂x in
the interior and second-order at the boundary. We have applied this explicit discrete derivative operator to
the inviscid Burgers’ equation with a Gaussian initial pulse,
ut = −uux,
u(x, 0) = e−10x
2
.
(7.1)
The solution, defined implicitly by
u = e−10(x−ut)
2
, (7.2)
is smooth for all x and all t <
√
5
10 ≈ 0.2236 [55]. Characteristics from the interior specify the solution at
x = 1. Our numerical method reflects this property by not enforcing boundary conditions at this endpoint.
The analytic solution to the Cauchy problem (7.2) specifies the solution at x = −1. As shown in Figure 7.1b,
we achieve greater than third-order convergence on both the left and right subdomains.
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Figure 7.1: (a) Approximate solution to problem (7.1) at time t = 0.2 (b) Local convergence plot
for problem (7.1) using nonlinear extension of method (6.1), showing errors
∥∥eL∥∥
PL
and
∥∥eR∥∥
PR
as functions of mesh spacings hL and hR, respectively.
7.2 Linearized Euler Equations
To demonstrate the efficacy of the SBP-based approach given in Chapter 5, we solve the non-dimensional
linearized Euler equations in two dimensions in the form the First CAA Benchmark, Category 3 [29]. This
problem models a Gaussian perturbation of amplitude G, width α, and center (cx, cy) to a fluid of otherwise
constant density and constant flow in the (Mx,My)-direction. Let ρ be the perturbation to the density, and
(vx, vy) be the perturbation to the velocity. The linearized Euler equations are
ut = Axux +Axuy,
Ax =

−Mx −1 0
−1 −Mx 0
0 0 −Mx
 ,
Ay =

−My 0 −1
0 −My 0
−1 0 −My
 ,
(7.3)
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where
u = [ρ, vx, vy]
T
,
ρ(x, y, 0) = Ge−αr
2
,
vx(x, y, 0) = 0,
vy(x, y, 0) = 0,
r2 = (x− cx)2 + (y − cy)2.
Problem (7.3) has the analytic solution
ρ = G2α
∫∞
0
ze−
z2
4α sin(tz)J1(zη) dz,
vx = G2αη x˜
∫∞
0
ze−
z2
4α cos(tz)J0(zη) dz,
vy = G2αη y˜
∫∞
0
ze−
z2
4α cos(tz)J0(zη) dz,
x = x−Mxt− cx,
y˜ = y −Myt− cy,
η =
√
x˜2 + y˜2,
(7.4)
where Ji is the ith Bessel function of the first kind [90]. In this normalization, the perturbation to density
ρ has the same value as the perturbation to pressure
For these simulations, (cx, cy) = (− 310 , 12 ), α = 100, and (Mx,My) = (1, 0). Derivatives are approximated
using fourth-order Pade´ SBP matrices, with fourth-order Lagrangian interpolation. We refine the mesh in
such a way that all step-sizes are fixed ratios of the x-spacing on the left grid hx,L. Figures 7.2a and 7.2b
present the results of one simulation by plotting the contour lines both before and after the pulse has crossed
the interfaces, which are represented by the hashed lines. Some distortion can be seen. Figures 7.2c and 7.2d
show velocities vx and vy, respectively, after the pulse has crossed the interface. We measure fourth-order
convergence in the natural norm RL on the left domain and in the natural norm RR on the right, which is
demonstrated in Figure 7.2e.
7.3 Euler Equations
We apply the methods presented in Chapter 6 to a two-dimensional vortex governed by the Euler equations.
In the reference frame of the vortex, fluid rotates around a stationary local pressure minimum. In the
reference frame used for this computation, the vortex advects with the mean flow to the right. After
normalization, let (x, y), t, ρ, vx, vy, E, and p be the non-dimensional coordinates, time, density, x-velocity,
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y-velocity, energy density, and pressure, respectively. With these choices, the Euler equations are
ut = Axux +Axuy,
Ax =

0 1 0 0
γˆ(v2x + v
2
y)− v2x (3− γ)v2x −γˆvy γˆ
−vxvy vy vx 0
−γ vxEρ + γˆvx(v2x + v2y) −γEρ − γˆ2 (3vx + v2y) −γˆvxvy γvx

,
Ay =

0 0 1 0
−vxvy vy vx 0
γˆ(v2x + v
2
y)− v2y −γˆvx (3− γ)v2y γˆ
−γ vyEρ + γˆvy(v2x + v2y) −γˆvxvy −γEρ − γˆ2 (v2x + 3v2y) γvy

,
u = [ρ, ρvx, ρvy, E]
T
,
γˆ = γ − 1.
(7.5)
The vortex is described by
ρ =
(
1− 2(γ−1)8pi2γ e1−β
2r˜2
) 1
γ−1
,
vx = 1− 2pi y˜e
1−β2r˜2
2 ,
vy = 2pi x˜e
1−β2r˜2
2 ,
p = ργ ,
E = pγ−1 +
1
2ρ
(
v2x + v
2
y
)
,
x˜ = x− x0 − t,
y˜ = y − y0,
r˜2 = x˜2 + y˜2,
(7.6)
where the ratio of specific heats γ = 1.4, the scaling factor β = 11, and  = 1.
We discretize the left and right subdomains with overlapping, uniform composite grids. For each simula-
tion, the discretizations of both the left and right domains are defined by equations (2.2) with node counts
given by the following table:
Left Right
nx ny nx ny
43 45 86 45
83 85 166 85
163 165 326 165
The leftmost column of the right discretization always lies halfway between the rightmost two columns of
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the left discretization. The fourth-order GSBP pair presented in Appendix B.1 is used to approximate the
derivatives ∂x and ∂y on both the left and right domains. Fourth-order polynomial interpolation is used
at the interfaces of the two regions. Figure 7.3 presents the results of the third simulation by plotting the
pressure contours both before and after the vortex has crossed the interfaces, which are represented by the
hashed lines. Observe that circular contour lines are retained.
We next quantify the error in our method by measuring the errors at points away from boundaries and
interfaces. These three discretizations were chosen because each has nodes placed at cL = (− 12 , 12 ) and
cR =
(
1
2 ,
1
2
)
. We investigate the error in the computed pressure,
pnum − pexact
δp
,
where pnum is the computed pressure, pexact is the pressure given by the analytical solution, and 1 − δp is
pressure at the vortex center. Figures 7.4a, 7.4b, and 7.4c show the scaled errors at cL and cR as functions
of time for each discretization. In Figure 7.4a, the increase in the magnitude of the error near time t = 14
corresponds to discretization error as the vortex moves over cL. Similarly in Figure 7.4c, the larger error
near t = 54 corresponds to the discretization error as the vortex moves over cR. All simulations show a peak
in the scaled error at cL and t ≈ 0.8716. Measuring this peak shows the error reflected back into the domain
from the interface. Figure 7.4d shows that this error is O (h3.9x ), where hx is the x-spacing between adjacent
nodes in the left domain.
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Figure 7.2: Numerical solution of linearized Euler equations (7.3) on overlapping domains. (a)
Pressure at t = 0. (b) Pressure at t = 0.5. (c) Velocity in x-direction at t = 0.5. (d) Velocity
in y-direction at t = 0.5. (e) Local convergence plot for problem (7.3) using method (5.31) with
fourth-order Pade´ SBP pair, showing errors
∥∥eL∥∥
RL
and
∥∥eR∥∥
RR
as functions of mesh spacings
hx,L and hx,R, respectively.
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Figure 7.3: Numerical solution of vortex problem (7.5) on overlapping domains. (a) Contour plot
showing pressure before, during, and after vortex has crossed interface. (b) Same, showing vortex
at interface.
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Figure 7.4: Errors in numerical solution of vortex problem (7.5) on overlapping domains. (a)
Scaled error pnum−pexact
δp
vs. time at
(− 12 , 12). (b) Magnification of (a). (c) Scaled error vs. time
at
(
1
2 ,
1
2
)
. (d) Scaled error vs. mesh spacing at
(− 12 , 12) and peak reflection time t ≈ 0.8716.
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Chapter 8
Toward Provably Stable Methods for
Diffusion
This chapter begins laying the groundwork for stable methods for problems with diffusion. We will restrict
our focus to a right-moving, diffusive wave on the interval Ω = (a, b) that is described by
ut = uxx + λux,
u(x, 0) = g(x),
u(a, t) = fl(t),
u(b, t) = fr(t),
(8.1)
where  > 0 and λ < 0. The well-posedness and energy stability of this problem are discussed in [21] and
[34], respectively.
8.1 Single Domain SBP-SAT Method
We begin with a method for problem (8.1) on the single uniform discretization (2.1). Let {P,Q} be a pair
of SBP matrices. An SBP-based SAT method for problem (8.1) is
v˙ = D2v + λDv
+P−1
(
σ1D
Ts+ λτs
)
(v1 − fl) + P−1(σ2DTr)(vn − fr),
v(0) = gˆ,
D = P−1Q,
s = [1, 0, . . . , 0, 0]T ,
r = [0, 0, . . . , 0, 1]T ,
(8.2)
If penalty parameters σ1 and σ2 assume certain values, then method (8.2) is energy stable, as the next
theorem states:
Theorem 8.1.1 Let {P,Q} be a pair of SBP matrices of approximation order p. If σ1 = +1, σ2 = −1, and
τ ≥ 12 , then method (8.2) is energy stable in the P -norm and converges with order p to the true solution of
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(8.1) for any fixed time tf > 0.
The proof follows from the fact that the system matrix of method (8.2) is the sum of the system matrices
of methods (4.9) and (4.11).
8.2 Overlapping GSBP-SAT Method
We next move to overlapping subdomains. Consider the overlapping discretization defined by (5.1). Let
{PL, QL} be a pair of n × n SBP matrices of approximation order p and {PR, QR} be a pair of m × m
SBP matrices of approximation order q. One possible SAT-SBP method for problem (8.1) on overlapping
domains, which results from joining two copies method (8.2), is
v˙L = D2Lv
L + λDLvL
+P−1L
(
σL1D
T
LsL + λτLsL
)
(vL1 − fl) + P−1L (σL2DTrL)(vLn − I˜vR),
v˙R = D2Rv
R + λDRvR
+P−1R
(
σR1 D
T
RsR + λτRsR
)
(vR1 − IvL) + P−1R (σR2 DTrR)(vRm − fr),
v(0) = gˆ,
DL/R = P−1L/RQL/R,
sL/R = [1, 0, . . . , 0, 0]
T
,
rL/R = [0, 0, . . . , 0, 1]
T
,
(8.3)
where I and I˜ are the interpolation matrices satisfying
IuˆL(t) = u(aR, t) +O(hLr),
I˜uˆR(t) = u(bL, t) +O(hRr).
(8.4)
We have been unable to prove that method (8.3) converges. Because the system matrix of method (8.3)
lacks the block-triangular structure of the system matrix of method (5.8), we have been unable to prove
that all eigenvalues of the system matrix of (8.3) lie in the left-half of the complex plane or construct a
convergence proof similar to that of Theorem 5.1.3.
Lacking provable convergence and stability, we test method (8.3) numerically by applying it to IBVP
(8.1). Initial and boundary data are defined by the solution to the Cauchy problem
u(x, t) =
√
δ
t+δ e
−(x+λt+12 )
2
4(t+δ) ,
δ = (4σ)−1,
(8.5)
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where diffusion constant  = 1100 , wave velocity λ = −1, and scale factor σ = 50. Both {PL, QL} and
{PR, QR} are fourth-order. Penalty parameters τL = τR = 2, σL1 = σR1 = 1, σL2 = σR2 = −1, and both
I and I˜ utilize fourth-order Lagrangian interpolation. Time integration was performed using the standard
fourth-order Runge-Kutta method. The results are shown in Figure 8.1. Both domains show convergence
with fourth-order.
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Figure 8.1: (a) Approximate solution to problem (8.1) using method (8.3) at times t = 0, 0.5,
and 1. At t = 0.5, blue asterisks give solution on left subdomain and red squares give solution on
right. (b) Local convergence plot for problem (8.1) using method (8.3) with fourth-order Pade´ SBP
pairs, showing errors
∥∥eL∥∥
RL
and
∥∥eR∥∥
RR
as functions of mesh spacings hL and hR, respectively.
(c) Spectrum of system matrix of method (8.3) when diffusion constant  = 1. (d) Same, when
 = 10−4 and  = 0.
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8.3 Single Domain GSBP-SAT Method
Let {P,Q,w} be a GSBP system of approximation order p. Assume that there is a matrix N such that if
f : [a, b]→ R is sufficiently differentiable then
∥∥∥fˆxx − P−1Nfˆ∥∥∥
P
= O(hq). (8.6)
That is, P−1N is an order q approximation to ∂xx. Further, assume that this second derivative operator
obeys 〈
v, P−1Nv
〉
P
≤ vn(Dˆv)n − v1(Dˆv)1 (8.7)
for some Dˆ. Then a GSBP-SAT method for problem (8.1) on overlapping domains is
v˙ = D2v + λDv
+P−1
(
σ1Dˆ
Ts− λw
)
(v1 − fl) + P−1(σ2DˆTr)(vn − fr)
v(0) = gˆ,
D = P−1Q,
D2 = P−1N,
s = [1, 0, . . . , 0, 0]T ,
r = [0, 0, . . . , 0, 1]T .
(8.8)
This method is energy stable and convergent:
Theorem 8.3.1 Let {P,Q,w} be a GSBP system of order p. Assume that P−1N is an order q approxi-
mation and Dˆ obeys (8.7). If σ1 = +1 and σ2 = −1, then method (8.8) is energy stable in the P -norm and
converges with order p to the true solution of (8.1) for any fixed time tf > 0.
Let G be the energy matrix associated with the GSBP system {P,Q,w}. The proof follows from the fact
that
xTPMx = 
[
(σ1 − 1)x1(Dx)1 + (σ2 + 1)xn(Dx)n − ‖Dx‖2P
]
+ |λ|xTGx ≤ 0.
Appendix B.4 gives new matrices N and Dˆ that obey (8.6) and (8.7) in the case that {P,Q,w} is given
by Appendix B.3. Figure 8.2 shows the results when these matrices are used in conjunction with method
(8.8) to solve problem (8.1). The system matrices were too stiff to permit the use of the standard fourth-
order Runge-Kutta method. Instead, time integration was performed by MATLAB’s ode23s. While we
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measure second-order convergence, the system matrix of method (8.8) is very stiff. In one simulation, shown
in Figure 8.2a, in which the domain is discretized by a uniform discretization with 50 nodes, the eigenvalue
with the most negative real part is about −1.5 × 108. Moreover, Figure 8.2a shows that this operator can
introduce distortion at the right boundary.
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Figure 8.2: (a) Approximate solution to problem (8.1) using method (8.8) at times t = 0, 0.5,
and 1. (b) Local convergence plot for problem (8.1) using method (8.8) with GSBP matrices in
Appendices B.3 and B.4, showing error ‖e‖R as function of mesh spacing h.
8.4 Overlapping GSBP-SAT Method
Again consider the overlapping discretization defined by (5.1). Let {PL, QL,wL} and {PR, QR,wR} be the
GSBP systems of sizes n and m, respectively. Let DˆL and NL be the matrices of dimension n obeying (8.6)
and (8.7) with P = PL. Similarly, let DˆR and NR be the matrices of dimension m obeying (8.6) and (8.7)
80
with P = PR. Joining two copies method (8.8) results in
v˙L = D2,LvL + λDLvL
+P−1L
(
σL1 Dˆ
T
LsL − λwL
)
(vL1 − fl) + P−1L (σL2 DˆTLrL)(vLn − I˜vR),
v˙R = D2,RvR + λDRvR
+P−1R
(
σR1 Dˆ
T
RsR − λwR
)
(vR1 − IvL) + P−1R (σR2 DˆTRrR)(vRm − fr),
v(0) = gˆ,
DL/R = P−1L/RQL/R,
D2,L/R = P−1L/RNL/R,
sL/R = [1, 0, . . . , 0, 0]
T
,
rL/R = [0, 0, . . . , 0, 1]
T
,
(8.9)
and I and I˜ are the interpolation matrices satisfying (8.4).
We test method (8.3) numerically by applying it to IBVP (8.1) when initial and boundary data are
defined by the solution to the Cauchy solution (8.5). GSBP systems {PL, QL,wL} and {PR, QR,wR} are
given in Appendix B.3. Matrices NL, DˆL, NR, and DˆR are given in Appendix B.4. As in the previous
section,  = 1100 , wave velocity λ = −1, and scale factor σ = 50. Penalty parameters σL1 = σR1 = 1 and
σL2 = σ
R
2 = −1. Both I and I˜ utilize second-order Lagrangian interpolation. The system matrix of method
(8.9) is very stiff, as seen in Figure 8.3c. Time integration was performed by MATLAB’s ode23s. The results
are shown in Figure 8.3. Figure 8.3a shows that the strong distortion occurs on left side of the boundary.
The left domain shows convergence with order 2.5. The order of convergence on the right domain tends to
1 as interface terms begin to dominate.
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Figure 8.3: (a) Approximate solution to problem (8.1) using method (8.9) at times t = 0, 0.5,
and 1. At t = 0.5, blue asterisks give solution on left subdomain and red squares give solution on
right. (b) Local convergence plot for problem (8.1) using method (8.9) with second-order explicit
GSBP pairs and new second-derivative operators, showing errors
∥∥eL∥∥
RL
and
∥∥eR∥∥
RR
as functions
of mesh spacings hL and hR, respectively. (c) Spectrum of system matrix of method (8.9) and
diffusion constant  = 10−2.
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Chapter 9
Conclusions and Future Work
Overlapping domain decomposition methods are applicable to a wide range of problems but are prone to
instability unless numerical diffusion or some other form of regularization is used. To address this, we
derived high-order, stable, overlapping domain decomposition methods for hyperbolic initial-boundary value
problems that do not require artificial dissipation. We derived two classes of methods. In Chapter 5, we
constructed Lax stable methods, which are under certain assumptions also strongly pointwise stable. The
key attributes of theses methods are that interpolation transferred information from the upwind domain
to the downwind domain, but not from the downwind to the upwind, and that the downwind domain is
strongly stable. We used this technique to create methods in both one and two dimensions, whose stability
requirements are stated in Theorems 5.1.3 and 5.2.4, respectively. We proved that the eigenvalues of the
system matrices had nonpositive real parts and empirically found that they had negative real parts, but we
were unable to find a norm in which the methods were energy stable.
Next, in Chapter 6, we constructed provably energy stable overlapping domain decomposition methods
by utilizing GSBP derivative operators. Theorem 6.1.1 shows that high-order methods can be constructed
by using high-order GSBP derivative operators and states the conditions that these operators must satisfy.
Appendix B presents new Pade´ GSBP derivative operators that meet these criteria and that can be used to
construct fourth-order and sixth-order methods, respectively. Because the methods are energy stable, the
spectra of the system matrices lie in the left half of the complex plane.
Future work includes the following tasks, which are presented here in ascending order of perceived
difficulty:
• Find a GSBP system {P,Q,w} for which the lower symmetric block of Q is positive definite and larger
than 1 × 1 and for which P = P ]. Currently, any theoretical results describing GSBP-methods in
two dimensions, even on a single domain, are limited to the case where Ax and Ay are simultaneously
diagonalizable. Let Ωˆ be a uniform discretization of Ω = (ax, bx) × (ay, by) with nx nodes in the
x-direction and ny nodes in the y-direction. Let {Px, Qx,wx} and {Py, Qy}wy be GSBP systems of
size nx and ny, respectively. Consider problem (2.11). Extending GSBP matrices on a single domain
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discretization gives rise to the system matrix
M =
(
Dx ⊗ Iny ⊗A−x
)
+
(
D˜x ⊗ Iny ⊗A+x
)
+
(
Inx ⊗Dy ⊗A−y
)
+
(
Inx ⊗ D˜y ⊗A+x
)
,
where Dx and D˜x are defined by (6.11) with P = Px and Q = Qx, and Dy and D˜y are defined by
(6.11) with P = Py and Q = Qy. If Ax and Ay are real symmetric and simultaneously diagonalizable,
we can show energy stability. Let T be any orthogonal matrix that diagonalizes both Ax = TΛxTT
and Ay = TΛyTT. In this case, M is negative definite in the H-norm, where
H =
(
Px ⊗ Py ⊗ TNΛ−xNΛ−y TT
)
+
(
P ]x ⊗ Py ⊗ TNΛ+xNΛ−y TT
)
+
(
Px ⊗ P ]y ⊗ TNΛ−xNΛ+y TT
)
+
(
P ]x ⊗ P ]y ⊗ TNΛ+xNΛ+y TT
)
.
If Ax and Ay are not simultaneously diagonalizable, then M in not negative semidefinite in the above
norm. However, if there exists a GSBP pair for which P = P ], then M is negative semidefinite in the
Hˆ-norm, where Hˆ = (Px ⊗ Py ⊗ Ik).
• Show method (5.31) is stable when Ay and Ay are not simultaneously diagonalizable. We believe this
to be true based on promising numerical results given in Section 7.2 and the fact that (5.31) is a stable
and convergent method when Ax and Ay are simultaneously diagonalizable. However, none of our
proof techniques extend to the case.
• Prove or disprove Conjecture 3.6 in [87]. Pointwise stability of the single domain SAT-SBP method
(4.9) is often assumed, but it has so far resisted proof.
• Find a local stability that is sufficient for global stability. All domain decomposition methods con-
structed using the SAT methodology are, at their core, a collection of interrelated single domain,
local SAT methods. As such, the stability of these local SAT methods is necessary, but not sufficient,
for global stability. The proofs of global stability can be complicated even for simple problems. For
example, in [11], a stable method for the one-dimensional advection-diffusion equation on two non-
overlapping subdomains containing eighteen penalty parameters is considered. Is there a form of local
stability such that an overlapping domain decomposition method that comprises methods with this
form of local stability is globally stable?
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Appendix A
GSBP4
GSBP4 is a pair of GSBP matrices that are a locally fourth-order approximation to the first derivative on
the interior and third-order at the boundary [15]. Note the factor of h multiplying P :
P = h

79
288
11
36 − 25288 5288
11
36
13
9
35
288
5
144
− 25288 35288 287288 14
5
288
5
144
1
4 1
1
4
1
4 1
1
4
. . . . . . . . .
1
4 1
1
4
1
4 1
1
4
1
48
1
96
1
4
287
288
53
288 − 13288
1
48
53
288
10
9
7
36
1
96 − 13288 736 47288

,
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Q =

− 58 451576 − 29144 25576
− 595576 18 181192 − 5144
29
144 − 181192 0 427576
− 25576 5144 − 427576 0 34
− 34 0 34
. . . . . . . . .
− 34 0 34
− 34 0 143192 − 148 5192
− 143192 0 163192 − 548
1
48 − 163192 18 4564
− 5192 548 − 2964 38

.
Explicit calculation reveals that Q+QT = block diag
(
Q˜u, 0, . . . , 0, Q˜l
)
, where
Q˜u =
 −
5
4 − 14
− 14 14
 ,
Q˜l =

1
4
1
4
1
4
3
4
 .
Define the penalty vector
w =
[
−τ 5
8
,−1
4
, 0, . . . , 0
]T
.
If τ ≥ 1, then {P,Q,w} is a GSBP system. All conditions in this thesis are satisfied if τ > 1.
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Appendix B
Matrices for Overlapping Domain
Decomposition
B.1 Low-Order Implicit GSBP
We present one possible procedure for constructing a pair of GSBP matrices {P,Q} that is a locally third-
order approximation to ∂x at the boundaries and fourth-order on the interior. The algorithm has three
high-level steps:
(a) Choose a Pade´ central difference approximation.
(b) Select the sizes of the left and right boundaries.
(c) Construct the boundary blocks of P and Q.
The problem of determining a GSBP pair for which P−1Q approximates the derivatives with a given order
of accuracy does not have a unique solution. We construct a solution by restricting ourselves to GSBP pairs
in which both matrices are banded with corrections to the upper and lower diagonal blocks. The coefficients
of the Pade´ scheme chosen in (a) determine the entries in the bands, and the sizes of the boundary blocks
selected in (b) determine the sizes of the corrections. This three-step procedure is similar to that followed
by other authors [10, 12, 15, 84], but we complete step (c) in a new way. Whereas other authors analytically
solve large systems, we use numerical optimization to improve an initial guess iteratively, in conjunction
with a perturbation step that ensures that the pair {P,Q} satisfy in exact arithmetic a set of consistency
constraints, which are defined later.
The first step is to select an appropriate Pade´ approximation. We desire P−1Q to be a fourth-order
approximation on the interior. In order to satisfy this requirement, we select the fourth-order Pade´ approx-
imation
h
4
f ′(xi+1) + hf ′(xi) +
h
4
f ′(xi−1) ≈ 34f(xi+1)−
3
4
f(xi−1), (B.1)
where xi and h are defined by (2.1). For simplicity, we have used the same Pade´ approximation used in the
construction of GSBP4, but we emphasize that this is just one of many possible fourth-order choices [45].
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Next, the sizes of the boundary blocks must be chosen. We choose all boundary blocks to be 4 × 4.
Again, one could use differently sized blocks.
The choices of Pade´ approximation and sizes of the boundary blocks assign the following structures to
P and Q,
P = h

p1 p2 p3 p4
p2 p5 p6 p7
p3 p6 p8 p9
p4 p7 p9 p10
1
4
1
4 1
1
4
. . . . . . . . .
1
4 1
1
4
1
4 p11 p12 p13 p14
p12 p15 p16 p17
p13 p16 p18 p19
p14 p17 p19 p20

,
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Q =

q1 q2 q3 q4
q5 q6 q7 q8
q9 q10 q11 q12
q13 q14 q15 q16
3
4
− 34 0 34
. . . . . . . . .
− 34 0 34
− 34 q17 q18 q19 q20
q21 q22 q23 q24
q25 q26 q27 q28
q29 q30 q31 q32

,
where the pi are unknowns in P and qi in Q. Observe that the coefficients of the Pade´ approximation (B.1)
have become the values in the bands of P and Q. Also note that the sizes of the boundary blocks determine
the number of unknowns.
We now solve for these unknowns. Define
Pˆ =

p11 p12 p13 p14
p12 p15 p16 p17
p13 p16 p18 p19
p14 p17 p19 p20

, Qˆ =

q17 q18 q19 q20
q21 q22 q23 q24
q25 q26 q27 q28
q29 q30 q31 q32

.
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P−1Q being a third-order approximation to the derivative at the right boundary is equivalent to enforcing
that
Pˆ

0 1 0 0
0 1 2 3
0 1 4 12
0 1 6 27

+
1
4

0 1 −2 3
0 0 0 0
0 0 0 0
0 0 0 0

= Qˆ

1 0 0 0
1 1 1 1
1 2 4 8
1 3 9 27

+
3
4

1 −1 1 −1
0 0 0 0
0 0 0 0
0 0 0 0

,
which can be rewritten
Qˆ = Pˆ

− 116 3 − 32 13
− 13 − 12 1 − 16
1
6 −1 12 13
− 13 32 −3 116

+

23
12 − 178 54 − 724
0 0 0 0
0 0 0 0
0 0 0 0

. (B.2)
Note that the choice of Pˆ in equation (B.2) uniquely determines Qˆ.
So far, we have proceeded as in [15]. Next we obtain a Pˆ such that both Pˆ and
(
Qˆ+ QˆT
)
are symmetric
positive definite. Work by other authors places more restrictions on system (B.2), uses symbolic math
software to determine the number of degrees of freedom, and then gives choices for these degrees of freedom
that result in Pˆ and Qˆ satisfying the desired properties. Instead, we use a numerical optimizer to improve
iteratively a random initial guess Pˆ0. To do this, we create the formal maximization problem
Pˆtrial = argmax
s.p.d. C
[
minλ
(
D +DT
)]
, (B.3)
where C is a 4 × 4 real symmetric, positive definite matrix, D is defined by letting Qˆ → D and Pˆ → C in
equation (B.2), and λ(X) is the spectrum of X. After solving (B.3) with MATLAB’s optimizer using the
random initial guess Pˆ0, we obtain the solution
Pˆtrial ≈

0.7181 −0.1581 0.7142 −0.2963
−0.1581 4.4364 −5.2697 1.8557
0.7142 −5.2697 9.3293 −3.7795
−0.2963 1.8557 −3.7795 2.623

.
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The elements of Pˆ are defined to be rational approximations of the corresponding elements of Pˆtrial,
Pˆ =

163
227 − 46291 9271298 − 827
− 46291 24455 − 46989 18097
927
1298 − 46989 79385 − 25768
− 827 18097 − 25768 16061

.
Matrix Qˆ is calculated according to equation (B.2), yielding
Qˆ =

1007857804
1157516811 − 10807577831028903832 324312701257225958 − 30661987559260134488
− 229547878546670 2545369474815 − 3350641949630 36469574273335
8735503
2678010 − 40146183939277480 474374494909685 − 318475391117832440
− 10295873565181672 213546533621204 − 540170937242408 10236440932590836

.
Note that Pˆ and
(
Qˆ+ QˆT
)
are positive definite,
λ
(
Pˆ
)
≈ {0.500, 0.781, 1.578, 14.248} ,
λ
(
Qˆ+ QˆT
)
≈ {0.258, 0.258, 1.784, 35.7689} .
It is not necessary perform an analogous procedure for the upper blocks. Because the upper blocks of GSBP4
satisfy the necessary requirements, we assign the upper blocks of P and Q to be the corresponding values
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of the GSBP4 matrices. The final matrices are
P = h

79
288
11
36 − 25288 5288
11
36
13
9
35
288
5
144
− 25288 35288 287288 14
5
288
5
144
1
4 1
1
4
1
4 1
1
4
. . . . . . . . .
1
4 1
1
4
1
4
163
227 − 46291 9271298 − 827
− 46291 24455 − 46989 18097
927
1298 − 46989 79385 − 25768
− 827 18097 − 25768 16061

,
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Q =

− 58 451576 − 29144 25576
− 595576 18 181192 − 5144
29
144 − 181192 0 427576
− 25576 5144 − 427576 0 34
− 34 0 34
. . . . . . . . .
− 34 0 34
− 34 10078578041157516811 − 10807577831028903832 324312701257225958 − 30661987559260134488
− 229547878546670 2545369474815 − 3350641949630 36469574273335
8735503
2678010 − 40146183939277480 474374494909685 − 318475391117832440
− 10295873565181672 213546533621204 − 540170937242408 10236440932590836

.
Define the penalty vector
w =
[
−τ 5
8
,−1
4
, 0, . . . , 0
]T
.
If τ ≥ 1, then {P,Q,w} is a GSBP system. All conditions in this thesis are satisfied if τ > 1.
We next present a Fourier analysis of the discrete derivative operator P−1Q defined by the above matrices.
This type of analysis provides an effective way to quantify the resolving characteristics of a finite difference
operator. Introductions to this topic as well as further reading can be found in [27, 93]. We follow [45] in
the details of our analysis.
A uniform discretization of the domain Ω = [0, 2pi) is the set n equally spaced points
h = 2pin ,
xi = (i− 1)h, i = 1, . . . , n.
(B.4)
Let f : Ω→ R. The vector fˆ , called the injection of f , is defined by
fˆ = [f(x1), . . . , f(xn)]
T
.
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The Fourier basis is the set of functions {gk(x)}k∈Z, where
gk(x) = exp (ikx) ,
and i =
√−1. The elements of fˆ can be written in terms of the Fourier basis according to
fˆj =
U∑
k=L
f˜kgk(xj),
where, if n is odd then L = − (n−1)2 and U = −L, and if n is even then L = −n2 + 1 and U = −L+ 1. The
wavenumber w ∈ [−pi, pi] is a scaled index defined by w = 2pikn . For convenience, we define gw = gk(w). Note
that
∂gw
∂x
∣∣∣∣
xj
= i
w
h
gw(xj).
An approximate first derivative D ∈ Rn×n defines a modified wavenumber w′j(w) by
{Dgˆw}j = i
w′j
h
gw(xj).
The exact differentiation operator ∂x corresponds to w′j(w) = w for all j. The value Re(w
′) − w measures
dispersive error, and Im(w′) measures dissipative error [45]. Figure B.1 plots the modified wavenumber
w′ vs. the wavenumber w for the discrete derivative operator P−1Q at the boundary point x49 and the
near-boundary point x39. Figure B.1a shows that the GSBP modifications introduce dissipative error, while
Figure B.1b shows that this error has diminished in the interior points.
In the next sections, we present two new pairs of GSBP matrices that can also be used to create en-
ergy stable methods for overlapping subdomains. The same procedure is followed except that different
Pade´ approximations and sizes of boundary blocks are used.
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Figure B.1: (a) Modified wave number vs. wave number at boundary point x49. (b) Same at
near-boundary point x39.
B.2 High-Order Implicit GSBP
The following pair of GSBP matrices can be used to construct an approximation to the first derivative that
is locally sixth-order on the interior, fifth-order at the boundaries:
P = h

6965509
27993600
30563
77760 − 2811296 51007349920 − 19075373248 192732332800
30563
77760
10875041
5598720 − 415915552 171491466560 − 2092071399680 452531866240
− 2811296 − 415915552 17861691399680 1021946656 27791466560 − 7471699840
51007
349920
171491
466560
10219
46656
1382789
1399680
1
3 0
− 19075373248 − 2092071399680 27791466560 13 56030215598720 13
19273
2332800
45253
1866240 − 7471699840 0 13 2799256927993600 13
1
3 1
1
3
. . . . . . . . .

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
. . . . . . . . .
1
3 1
1
3
1
3
298
321
34
91
2
47
1
377
13
259
2
67
34
91
28
43
29
90
3
37 − 9103 11373
2
47
29
90
83
199
5
28
19
84
4
135
1
377
3
37
5
28
87
163 − 146 − 1209
13
259 − 9103 1984 − 146 35 451
2
67
1
1373
4
135 − 1209 451 445

,
Q =
2666666666666666666666666666666666666666666666666
− 23
5545777
5598720 −
1708109
2799360
38413
93312 −
418787
2799360
27143
1119744
− 74120175598720
1
6
246851
174960 −
999373
2799360
230747
1866240 −
11383
559872
1708109
2799360 −
246851
174960 0
1009613
1399680
252707
2799360 −
5071
466560
− 3841393312
999373
2799360 −
1009613
1399680 0
129581
174960
98947
2799360
418787
2799360 −
230747
1866240 −
252707
2799360 −
129581
174960 0
4351153
5598720
1
36
− 271431119744
11383
559872
5071
466560 −
98947
2799360 −
4351153
5598720 0
7
9
1
36
− 136 −
7
9 0
7
9
1
36
. . .
. . .
. . .
. . .
. . .
37777777777777777777777777777777777777777777777776666666666666666666666666666666666666666666666664
. . .
. . .
. . .
. . .
. . .
− 136 −
7
9 0
7
9
1
36
− 136 −
7
9
160221934720031
1039568760741888
1823322782801879
4851320883462144
5828468439036149
14553962650386432−
1274863239037043
6823835967946752−
278292382087255
232863402406182912
1531531867889623
24256604417310720
− 136 −
29770625845139
36854611630200
585283142126
921365290755 −
1595135592781
5528191744530
2599134554897
3685461163020 −
1633609455661
7370922326040
145483789943
27640958722650
− 399707928283472 −
47879359
141417360
6403651
26515755 −
282899
35354340
19249987
141417360
46780673
424252080
− 57409227917918361750527120 −
53542596941
1836175052712 −
137761097569
306029175452
278915914831
918087526356
904545390139
3672350105424 −
120976857431
3060291754520
− 88599071312516848400
39157283
312921210 −
88129963
625842420 −
209162939
625842420
246728177
2503369680
1007979137
3129212100
− 17764323418220619715525
9593473514
44123943105 −
49077364697
132371829315
18284546732
44123943105 −
17929655363
44123943105
149454320494
661859146575
7777777777777777777777777777777777777777777777775
.
Define the penalty vector
w =
[
−τ 2
3
,−1
3
, 0, . . . , 0
]T
.
If τ ≥ 1, then {P,Q,w} is a GSBP system. All conditions in this thesis are satisfied if τ > 1.
Figure B.2 plots the modified wavenumber vs. the wavenumber for the discrete derivative operator defined
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by P−1Q. Figure B.2a shows that this operator introduces dissipative error near the boundary, while
Figure B.2b shows that the dissipative error is much smaller in the interior.
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Figure B.2: (a) Modified wave number vs. wave number at boundary point x49. (b) Same at
near-boundary point x39.
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B.3 Explicit GSBP
This final pair of GSBP matrices can be used to construct an approximation to the first derivative that is
locally fourth-order on the interior, second-order at the boundaries:
P = h diag
(
17
48 ,
59
48 ,
43
48 ,
49
48 , 1, . . . , 1,
7
8 ,
1
2 ,
1
8
)
,
Q =

− 12 5996 − 112 − 132
− 5996 0 5996 0
1
12 − 5996 0 5996 − 112
1
32 0 − 5996 0 23 − 112
1
12 − 23 0 23 − 112
. . . . . . . . . . . . . . .
1
12 − 23 0 23 − 112
1
12 − 23 316 512 − 148
1
12 − 12 14 16
1
16 − 14 316

.
Define the penalty vector
w =
[
−τ 1
2
, 0, . . . , 0
]T
.
If τ ≥ 1, then {P,Q,w} is a GSBP system. All conditions in this thesis are satisfied if τ > 1.
Figure B.3 plots the modified wavenumber vs. the wavenumber for the discrete derivative operator defined
by P−1Q. Figure B.3a shows that this operator introduces dissipative error near the boundary. The
derivative operator P−1Q approximates the first derivative ∂x in the interior using a fourth-order centered
finite-difference approximation. Such approximations do not introduce dissipative error at the interior points.
Figure B.3b confirms this. Note that Im(w′39(w)) = 0 for all w.
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Figure B.3: (a) Modified wave number vs. wave number at boundary point x49. (b) Same at
near-boundary point x39.
B.4 Second Derivative
Let {P,Q,w} be the GSBP system from Appendix B.3. In Section 8.3, first and second spatial derivatives
are approximated by finite difference operators P−1Q and P−1N , respectively, where
R = 1
h
266666666666666666666666666666
1
4 −
1
2
1
4
1
2 −
3
4 0
1
4
1
4 0 −
1
2 0
1
4
1
4 0 −
1
2 0
1
4
. . .
. . .
. . .
3777777777777777777777777777776666666666666666666666666666666666666666666666664
. . .
. . .
. . .
1
4 0 −
1
2 0
1
4
1
4 0 −
74500456
39
34579081
20
17425252
15 −
13983638
21
877689923
1820 −
870028451
1092
1
4
34579081
20 −
211234494
53
115659795
53 −
2102107
51
9007573771
10812 −
38790711913
54060
17425252
15
115659795
53 −
305795121
47
202183443
50 −
580270729414
186825
831231219169
373650
− 1398363821 −
2102107
51
202183443
50 −
404067409
58
913938874071
172550 −
862687119517
517650
877689923
1820
9007573771
10812 −
580270729414
186825
913938874071
172550 −
235323790651121408
33526119900
117779250494577072
33526119900
− 8700284511092 −
38790711913
54060
831231219169
373650 −
431343430346
258825
117779183442337264
33526119900 −
28573857666626972
11175373300
7777777777777777777777777777777777777777777777775
.
For all vectors v of appropriate dimension,
〈
v, P−1Nv
〉
P
≤ vn(Dˆv)n − v1(Dˆv)1,
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where
Dˆ =
1
h

−1 1
1
2 −2 32

.
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Appendix C
SBP Pairs and Natural Norms
Consider the open interval Ω = (a, b), and let Ωˆ be a uniform discretization with n nodes and associated
natural norm R. Let pi = xi be the ith monomial basis function. Let pˆi be the injection of pi. A finite
difference operator is said to be exact for all polynomials of degree r if Dpˆ0 = 0 and Dpˆi = ipˆi−1 for all
i ∈ [1, . . . , r]. If a finite difference operator is exact for all polynomials of degree r and f is a sufficiently
differentiable function, then ∥∥∥fˆx −Dfˆ∥∥∥
R
= O(hr).
The easiest way to ensure that a pair of {P,Q} is of approximation order r is to require P−1Q to be exact
for all polynomials of degree r. In [42], the original paper introducing SBP matrices, the authors show that
there exists no SBP pair {P,Q} such that P−1Q is exact for polynomials of degree 2 and P is the natural
norm. We offer a shorter proof of a slightly stronger theorem:
Theorem C.1.1 There exists no pair of SBP matrices {P,Q} that is exact for polynomials of degree 1 and
for which P = hI.
Let Ω = (0, 1) and Ωˆ be a uniform discretization of Ω with n nodes and spacing h defined by (2.1). Note
that
hn =
n
n− 1 > 1.
Assume that there exists an SBP pair {P,Q} that is exact for all polynomials of degree 1 and for which
P = hI. We will evaluate the same inner product in two different ways and show a contradiction. Observe
that 〈
pˆ1, P
−1Qpˆ0
〉
P
= 0.
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On the other hand,
〈
pˆ1, P
−1Qpˆ0
〉
P
= (pˆ0)n(pˆ1)n − (pˆ0)1(pˆ1)1 −
〈
P−1Qpˆ1, pˆ0
〉
P
= 1− 〈pˆ0, pˆ0〉P
= 1− nh
< 0.
To our knowledge, all authors construct high order SBP pairs {P,Q} by enforcing that P−1Q is exact
for polynomials of a high degree and must, as a consequence, consider complicated P -norms. It is possible
that simpler norms could be derived by considering other forms of differentiation.
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Appendix D
Better Bound
In Theorem 6.1.1, we showed that ifH = block diag (PL, αPR) and α ≤ α∗, where α∗ is defined by (6.3), then
method (6.1) is energy stable in the H-norm. In this section, we show that the hypotheses of Theorem 6.1.1
are sufficient but not necessary. Specifically, α may be larger than α∗ and the method can still be energy
stable. Consider again the example GSBP pair and interpolation operator from Section 6.2.
Lemma D.1.1 If {PR, QR} and {PL, QL} are both GSBP4, τL ≥ 1, α = 115 > α∗, and τR = 2, then (6.1)
is energy stable in the H-norm for all overlaps satisfying (6.7).
Let M be the system matrix associated with method (6.1). In order to show that M is negative semidef-
inite in the H-norm, we will examine the eigenvalues of (HM +MTH). By explicit computation, observe
that
HM +MTH = block diag (Nu, 0, . . . , 0, Nm, 0, . . . , 0, Nl) ,
where
Nu =
 2(1− τL) {QL}1,1 0
0 −2 {QL}2,2
 ,
Nm =

−2 {QL}n−1,n−1 −δLn−1 −α(1− θ)τR {QR}1,1 −α(1− θ)δR1
−δLn−1 −2 {QL}n,n −αθτR {QR}1,1 −αθδR1
−α(1− θ)τR {QR}1,1 θτR {QR}1,1 2α(1− τR) {QR}1,1 0
−α(1− θ)δR1 −αθδR1 0 −2α {QR}2,2

,
Nl = α
 −2 {QR}m−1,m−1 −δRm−1
−δRm−1 −2 {QR}m,m
 ,
δ
L/R
i =
{
QL/R
}
i,i+1
+
{
QL/R
}
i+1,i
,
θ = 1− aR−bLhL .
(D.1)
Note that (6.7) implies that θ ∈ [0, 1]. Observe that the spectrum of (HM +MTH) is equal to the union
of the spectra of Nl, Nm, and Nu. That all eigenvalues of Nl and Nu are non-positive is shown in [15]. To
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show that the spectrum of Nm is negative definite for all overlaps satisfying (6.7), we compute the maximum
eigenvalue of Nm and show that it is negative. The result is shown in Figure D.1a. Note that the largest
eigenvalue is always negative.
We stress that the choice α = 115 and τR = 2 is somewhat arbitrary. There is a region of possible choices
that has been illustrated by plotting the stability regions of different choices of θ in Figure D.1b. If a point
(τ∗R, α
∗) is below the curve marked θ∗, then Nm in (D.1) with α = α∗, τR = τ∗R, and θ = θ
∗ is negative
semidefinite. The black diamond shows that the particular choice made in Lemma D.1.1 and that this choice
is inside the stability region for the five values of θ shown. Figure D.1a shows that this point is inside the
stability region for all θ ∈ [0, 1].
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Figure D.1: (a) Maximum eigenvalue of Nm with α = 115 and τR = 2 for GSBP4 matrices.
(b) Upper boundaries for GSBP4 energy stability regions for five values of θ.
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Appendix E
Sobolev Bound
Consider the following Sobolev inequality theorems, both of which are proven in [27]:
Theorem E.1.1 If u is a continuously differentiable function on the closed interval [0, l], then for every
 > 0
‖u‖2∞ ≤
(
−1 + l−1
) ‖u‖22 +  ‖ux‖22 , (E.1)
where ‖f‖22 =
∫ l
0
f(x)2 dx and ‖f‖2∞ = maxx∈[0,l] f(x)2.
Theorem E.1.2 Let Ωˆ be the uniform discretization of Ω = (0, l) defined by (2.1) with n nodes, step spacing
h = ln−1 , and natural norm R = hIn. Define the norm Rˆ = hIn−1 and the (n− 1)× n derivative operator
D1 =
1
h

−1 1
−1 1
. . . . . .
−1 1
−1 1

.
If v ∈ Rn, then for any  > 0
‖v‖2∞ ≤
(
−1 + l−1
) ‖v‖2R +  ‖D1v‖2Rˆ . (E.2)
Theorem E.1.2 provides an important link between pointwise and global behavior. Our goal is to mimic
(E.2) using SBP operators:
Conjecture E.1.3 Let Ωˆ be a sequence of uniform discretizations of Ω = (0, l) in which each has an
associated SBP pair {P,Q}. For all discretizations, assume that there are µ1, µ2, and B such that
µ1 ‖x‖2R ≤ ‖x‖2P ≤ µ2 ‖x‖2R ,
‖Q‖R < B.
(E.3)
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In this case, there are c1 > 0 and c2 > 0, which possibly depend on µ1, µ2 and B but not on mesh spacing
h, such that
‖v‖2∞ ≤ c1 ‖v‖2P + c2
∥∥P−1Qv∥∥2
P
.
The requirements on {P,Q} stress that bound constants c1 and c2 may depend on the choice of SBP pair.
A bound of this from would provide an important link between boundedness of v and Dv and pointwise
boundedness. It is quite difficult, however, to find a suitable c1 and c2. In this section, we survey the
difficulties in this search.
A first natural step is to combine the discrete Sobolev bound (E.2) and assumption (E.3), which results
in
‖v‖2∞ ≤
(
−1 + l−1
)
µ1
‖v‖2P +  ‖D1v‖2P . (E.4)
Handling the derivative term is more difficult. In Appendix D of [11], the authors attempt to deal with
the derivative term using norm equivalence. We will outline their approach and then show where their search
for bound constants that are independent of h breaks down. Let D be any derivative operator. If the null
space of D contains the vector [1, 1, 1, . . . , 1]T, then the rows of D can be written as a linear combination
of the rows of D1, and, therefore, there is an n × (n − 1) matrix N such that D = ND1. Further, if
rank(D) = (n− 1), then NTPN in an (n− 1)× (n− 1) symmetric positive definite matrix and
‖D1v‖NTPN = ‖Dv‖P .
The next step is to bound the NTPN -norm by the Rˆ-norm. That is, determine b1 and b2 such that for
all x ∈ Rn−1,
b1 ‖x‖2Rˆ ≤ ‖x‖2NTPN ≤ b2 ‖x‖2Rˆ . (E.5)
Combining (E.4) and (E.5) yields that
‖v‖2∞ ≤
(
−1 + l−1
)
µ1
‖v‖2P +

b1
‖D1v‖2Rˆ . (E.6)
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The challenge is that b1 and b2 can depend on h. Consider the SBP pair defined by (4.4). For these
particular matrices, one can show by explicit computation that
N = 12

2
1 1
. . . . . .
1 1
2

, NTPN = h4

3 1
1 2 1
1 2 1
. . . . . . . . .
1 2 1
1 3

.
In [101], it is shown that
λ
(
NTPN
)
=
{
h
2
+
h
2
cos
(
kpi
n− 1
) ∣∣∣∣ k = 0, . . . , n− 2} ,
where λ
(
NTPN
)
is the spectrum of NTPN . It follows that, for this particular {P,Q},
b1(h) ‖x‖2Rˆ ≤ ‖x‖2NTPN ≤ b2 ‖x‖2Rˆ ,
where
b1(h) =
1+cos(pi n−2n−1 )
2 =
1+cos(pi(1−h))
2 , b2 = 2.
A Taylor series analysis shows that b1 = O(h2) as h goes to 0. Because of this, it is not possible to chose 
in (E.6) to create norm independent bounds. If  is selected so that the constant multiplying the derivative
term in (E.6) is bounded, then the
(
−1 + l−1
)
grows without bound. Likewise, if (−1 + l−1) is bounded,
then the coefficient multiplying the derivative term grows without bound. Finally, this growth is not due to
our choice of norms. In any bound of the form
‖D1x‖2Rˆ ≤ c(h) ‖Dx‖2P
that holds for all x, the bound scaler c(h) must be be larger than h−1. Let z = [+1,−1,+1, . . .]T. For this
vector
‖Dz‖2P = 4h ,
‖D1z‖2Rˆ = 4h2 ,
and ‖D1z‖2Rˆ = h−1 ‖Dz‖2P .
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