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a b s t r a c t
For Chebyshev spectral solutions of the forced Burgers equation with low values of the
viscosity coefficient, several bifurcations and stable attractors can be observed. Periodic
orbits, quasiperiodic and strange onesmay arise. Bistability can also be observed. Necessary
conditions for these attractors to appear are discussed and justification for the non
emerging of bistability for an example of a system symmetry break is presented. As
an application for the dynamical behavior of spectral solutions of Burgers equation, the
dynamics and synchronization of unidirectionally coupling of Chebyshev spectral solutions
of Burgers equations by means of a linear coupling are described and discussed. Also, a
nonlinear coupling is proposed and discussed.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The asymptotic properties of a dynamical system may change when one or more parameters are continuously changed.
Moreover, when the hyperbolicity condition is violated, a qualitative change of the system and a bifurcation occur [1–3]. As
described by [2] for a continuous-time dynamical system, the loss of hyperbolicity of an equilibrium happens, generally,
by the approach to zero of a simple real eigenvalue of the Jacobian (tangent or fold bifurcation) or by a pair of simple
complex eigenvalues crossing the imaginary axis (Andronov–Hopf bifurcation). For a discrete-time dynamical system the
hyperbolicity condition is violated, generally, by the approach to the unit circle of a simple positivemultiplier (tangent or fold
bifurcation) or by a simple negativemultiplier (flip or period-doubling bifurcation) or by a pair of simple complexmultipliers
(Neimark–Sacker or torus bifurcation). The combination of the Poincaré map and the center manifold theorem allows these
results to be applied to the study of limit cycle bifurcations in n-dimensional continuous-time dynamical systems [2].
There is no universal agreement on the definition of chaos. However, there is a general agreement that a chaotic
dynamical system should exhibit sensitive dependence on the initial conditions. One of the most common modes of
measuring the sensibility on the initial conditions, and consequently of deducing the eventual presence of a chaotic situation,
consists in the determination of the Lyapunov exponents, which measure the exponential average growth rate of tangent
vectors along trajectories.
For low values of the viscosity coefficient, the Burgers equation can developwaves with sharp slopes, and discontinuities
can appear as δ → 0 [4–8]. Hence, oscillations can occur by discretization through spectral collocation methods, due to
Gibbs phenomena.
By discretizing the following Dirichlet problem for the Burgers equation (1) with homogeneous boundary conditions, at
N + 1 points xj, 0 ≤ j ≤ N , Eq. (2) with N − 1 degrees of freedom is obtained, where D(i), 1 ≤ i ≤ 2 is the Chebyshev
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differentiation matrix of order i [9,10].
∂u
∂t
+ u∂u
∂x
= δ ∂
2u
∂x2
+ f (x) , −1 ≤ x ≤ 1 (1)
dui
dt
= −uiD(1)i u+ δD(2)i u+ f (xi) , 1 ≤ i ≤ N − 1. (2)
The dynamical behavior of Eq. (2) for different values of N was studied in [11,12] with
f (x) = pi sin (pix) [cos (pix)+ δpi ] (3)
so that an asymptotic solution is given by u (x, t) = sin (pix).
For all the cases studied by [11,12], there was a critical value of the viscosity δ, where a Hopf bifurcation took place
and a periodic orbit around the critical point arose. As δ continued to decrease the periodic orbit lost its stability and a
trapping region was obtained. Positive values obtained in [11,12] for the largest Lyapunov exponent provided support for
the existence of chaotic motions.
Further studies carried out herein, such as improvement in the accuracy of the calculation of the largest Lyapunov
exponents, total identification of the bifurcations implicated, observation of orbits in real time, change of coordinates in time
to search for patterns and Poincaré diagrams, show that only for a few cases studied does the largest Lyapunov exponent
seem to be quite positive, whereas in the other cases it is compatible with the nil value. The results also show that in most
cases the attractors are quasiperiodics or even long periodic orbits, being chaotic only for few cases.
Other phenomena were observed in [12]. In fact, besides the Hopf bifurcation and the following periodic orbits and
trapping region reported in [11], the existence of other stable attractors for lower values of δwas also observed. Additionally,
bistability was observed, which means the coexistence of two final states, attractors, for a given set of parameters, with the
coexistence of two periodic attractors, a periodic and a nonperiodic one, and even two nonperiodic attractors. Finally, other
stable equilibrium points were reported in [12].
In the present work some new results for the cases already studied in [12] are presented, and the cases where chaotic
motion is patent are pointed out. It is also observed herein that some torus type attractors lose their density with the
variation of the parameter, generating long period cycles instead of dense orbits. This bifurcation fromquasiperiodicmotions
to periodic ones is called a phase locking [2]. In the present work the necessary conditions for the spectral solutions of the
Burgers equation to generate the stable attractors described in [11,12] are also provided together with the justification for
the non-emergence of bistability situations on an example of a system symmetry break when N is odd [12].
As an application for the dynamical behavior of spectral solutions of the Burgers equation, the dynamics and
synchronization of unidirectionally coupling of Chebyshev spectral solutions of Burgers’ equations, by means of a linear
coupling, are described and discussed. Also, a nonlinear coupling is proposed and discussed.
Several authors have studied the rounding errors of spectral differentiation matrices, particularly those for Chebyshev
differentiation matrices [13–20]. The MATLAB [21] packages used in the present work were those referred to in [9,10]. For
Chebyshev differentiation matrices, the code utilized in [10] implements some strategies to improve accuracy, such as the
use of trigonometric identities to avoid the computation of differences, the use of a flipping technique to avoid computing the
sine function of arguments close to pi [19,20] and the use of a negative sum technique [13,14]. The code utilized in [9] uses
the negative sum technique and it produces amatrix with better stability properties in the presence of rounding errors [15].
Moreover, the time integration of Eq. (2) was performed using some of the ode solvers already incorporated in MATLAB
[21]. Mainly, the solvers used were ode45, ode113 and ode15s. They use an adaptive step size which is based on the local
gradients, which iterates in order to correct the solution as it progresses. The accuracy used in this work, defined in terms of
relative and absolute errors, varied from 10−10 to 10−12. Ode45 implements a version of the fourth-order Runge–Kutta
method, an explicit Runge–Kutta formula, the Dormand–Prince pair. It is a one-step solver. Ode113 is a variable-order
Adams–Bashforth–Moulton predictor–corrector solver. It can be more efficient than ode45 at stringent tolerances. It is a
multistep solver. Ode15s, in turn, is a variable-order solver based on the numerical differentiation formulas (NDFs), related
to butmore efficient than the backward differentiation formulas, BDFs. It is amultistepmethod solver to solve stiff problems.
The tools used to perform the dynamical study in the present work were MATLAB [21] and MATCONT [22].
2. Dynamics in spectral solutions of Burgers equation
As far as the previouswork of the present authors [12] is concerned, a few notesmust be added concerning the dynamical
behavior of Eq. (2) with f given by Eq. (3).
For N = 16, there is a stable period orbit not described previously in [12] for values of 0.00583 . δ . 0.00585. This
means that another phenomenon of bistability of two periodic orbits can be observed. This periodic orbit loses its stability for
δ ' 0.00583 bymeans of a Neimark–Sacker bifurcation, giving rise to a stable torus type attractor. Lowering δ, the attractor
appears to pass over a periodic orbit of long period that gives rise to a strange chaotic attractor for values of δ . 0.00579,
evidenced by a positive largest Lyapunov exponent. For the other nonperiodic attractors described in [11,12], further studies
indicate that the motion is nonchaotic, with the largest Lyapunov exponent compatible with the nil value. Fig. 1 shows one
of this attractors for δ = 0.0065 where the Poincaré map has been computed allowing for an error with a value below of
10−6 between any point of the orbit and the hyperplane orthogonal to a vector defined by two close points on the attractor.
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Fig. 1. N = 16. The attractor for δ = 0.0065 and a Poincaré map projected onto different coordinates.
Fig. 2. N = 50. The attractor for δ = 0.00062 and a Poincaré map projected onto different coordinates.
For N = 17, two different intervals for the parameter δ contain strange attractors, as already described in [12] with
the following added fact: as δ decreases the first one is only chaotic for lower values of δ, through the loss of stability of a
quasiperiodic motion.
For N = 50 and N = 51, the largest Lyapunov exponent is compatible with the nil value for the studied cases, the
majority of the attractors observed being of torus type nonchaotic or periodic. Fig. 2 shows, for N = 50 and δ = 0.00062,
the attractor and a Poincaré map projected onto different coordinates.
Fig. 3 shows, for N = 51 and δ = 0.00057, a situation of bistability with a periodic stable attractor and a torus type one.
For the case N = 50, there is a stable equilibrium not corresponding to the asymptotic solution of the Burgers equation
(2) with the occurrence of a new Hopf point not corresponding to the asymptotic equilibrium. Keeping the decrease of δ, a
stable periodic orbit arises followed by its loss of stability by a Neimark–Sacker bifurcation and by the appearance of a torus
type attractor.
To discuss the necessary conditions for the spectral solutions of the Burgers equation to give rise to the stable attractors
described above and in the work of [11,12], different simulations referring to diverse examples are performed in this work.
However, it seems already clear that the loss of stability of the asymptotic solution must occur by means of a supercritical
Hopf bifurcation and not a subcritical Hopf bifurcation or a change of the signal of a real eigenvalue of the Jacobian, so that
stable limit cycles can emerge. Also, the torus type attractors seem to appearmainly due to the loss of stability of the periodic
solutions by Neimark–Sacker bifurcations.
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Fig. 3. N = 51. Bistability for δ = 0.00057.
Let one begin by discussing the forced Burgers equation (1), with f given by Eq. (3). In this case f is odd, which means
that, for Chebyshev spectral solutions, there is an invariant transformation of coordinates T : ui  −uN−i, i = 0, . . . ,N . In
other words, the evolution equations for ui and−uN−i are invariant under T , duidt = − duN−idt .
For the Chebyshev spectral solution, one has, for 1 ≤ i ≤ N − 1,
dui
dt
= −uiD(1)i u+ δD(2)i u+ f (xi)
= −ui
N∑
j=0
(
D(1)
)
i,j uj + δ
N∑
j=0
(
D(2)
)
i,j uj + f (xi)
= uN−i
N∑
j=0
(−D(1))N−i,N−j (−uN−j)+ δ N∑
j=0
(
N∑
j=0
(
D(1)
)
N−i,N−k
(
D(1)
)
N−k,N−j
) (−uN−j)− f (xN−i)
= uN−i
N∑
j=0
(
D(1)
)
N−i,j uj − δ
N∑
j=0
(
D(2)
)
N−i,j uj − f (xN−i) = −
duN−i
dt
. (4)
As it can be observed, the Burgers equation (1) with f given by Eq. (3), being invariant under T , is a dynamical system with
symmetry.Multistability is frequently observed in dynamical systemswith symmetry [23–25], but in this case the symmetry
does not explain the bistability observed. Additionally, in this case, symmetry does not even facilitate the appearance of
bistability, which could be the case when there is an even number of degrees of freedom, the symmetry is broken and
the motion is not restricted to the invariant subspace [12]. As explained below, no bistability emerges from this break of
symmetry, and the bistability observed is not related to it.
If there is an asymptotic stable solution, such as a limit cycle, a torus type or a strange attractor, the invariant
transformation T must apply the initial conditions belonging to its basin of attraction into a second set of initial conditions,
symmetric to the first one and belonging to a basin of attraction of a second symmetric asymptotic stable solution. Suppose
that f = f1 is any function of Eq. (2). Consider a second Chebyshev discretized equation for the Dirichlet problem with
homogeneous boundary conditions, given by adding a second set of N + 1 equations, with f = f2 in Eq. (2) being a function
obtained by substituting f1 (xi) by −f1 (xN−i). Therefore, one arrives at the relation f2 (xi) = −f1 (xN−i) and gets one set of
equations with twice the number of equations, constituted by the union of the two following sets of equations:
dui
dt
= −uiD(1)u+ δD(2)u+ f1 (xi) , 0 ≤ i ≤ N (5)
dvi
dt
= −viD(1)v + δD(2)v + f2 (xi) , 0 ≤ i ≤ N. (6)
The transformation H : ui →−vN−i, i = 0, . . . ,N , is invariant for this new set of 2N − 2 equations:
dui
dt
= −uiD(1)i u+ δD(2)i u+ f1 (xi)
= vN−i
N∑
j=0
(
D(1)
)
N−i,j vj − δ
N∑
j=0
(
D(2)
)
N−i,j vj − f2 (xN−i) = −
dvN−i
dt
. (7)
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One can conclude that all the asymptotic stable solutions, such as limit cycles, torus type or strange attractors observed
for the first set of Eq. (5), must have the corresponding identical symmetric attractor for the second set of Eq. (6). In other
words, if one finds an asymptotic stable attractor for the Chebyshev solution of the Burgers equation (1), one has also to find
a symmetric one for the same equation by substituting f (x) by −f (−x). This enlarges the set of functions f where all the
above-described phenomena could be observed.
For the example studied with f given by Eq. (3), the function f is an odd function, f (x) = −f (−x), and due to that, for
attractors possessing the symmetry propriety, no other symmetric attractor has to exist. The possible exceptions arise if the
symmetry is broken, and as referred to in [12], this is the case when N is odd and there is an even number of degrees of
freedom. In such cases, where the asymptotic attractor breaks the symmetric property, new symmetric attractors should
appear. This is not the case because, although the motion is no longer restricted to the invariant subspace, looking to the
attractor as an entire entity the symmetry is preserved. To see that, let one consider an asymptotic stable attractor A. Let
p ∈ A be a point belonging to A with coordinates p y (0, u1, . . . , ui, . . . , uN−i, . . . , uN−1, 0), there being the symmetric
point q y (0,−uN−1, . . . ,−uN−i, . . . ,−ui, . . . ,−u1, 0). If the motion is restricted to the invariant subspace, then p is
equal to q. If not, and q does not belong to A, then the symmetric point q has to evolve to a symmetric attractor of A, which
does not happen in this case. This is explained because q also belongs to A. This can be shown by the superposition of the
attractors with initial conditions p and q or by the superposition of the symmetric images for x > 0 and x < 0. The plots
of symmetric points when the motion is inside the attractor also show this. Its motion is not restricted to the invariant
subspace but, globally, the attractor preserves the symmetry. Everything occurs as if the dynamics for x > 0 and that for
x < 0 evolve in a symmetric manner but with a time delay.
To further investigate the dynamical behavior of spectral discretization of the Burgers equation, more studies are
performed herein considering different functions f . It is known that for low values of the viscosity coefficient, the Burgers
equation can develop sharp discontinuities. Oscillations can occur by discretization through spectral collocation methods,
due to the Gibbs phenomenon. The Gibbs phenomenon occurs at simple discontinuities, and is an overshoot with large
oscillations, near the endpoints of the jump discontinuity, exhibited by the partial sums Sn of an eigenfunction series. At
low viscosity, the tendency for the Burgers equation to develop discontinuities, together with these oscillations, must be
responsible for this dynamic behavior. However, and although necessary, it is evident that this can not be a sufficient
condition because, otherwise, it would be a common phenomenon. The Burgers equation is a wave nonlinear equation
where the convection u is active since it depends on the equation solution itself. As the wave speed is given by the solution
itself, it increases with u and decreases when u decreases. The higher points of the nonlinear wave will travel at a higher
speed and shocks and discontinuities for low values of δ will tend to appear in the intervals where u is decreasing. The
instabilities observed in the forced Burgers equationwill then tend to appear first at intervals where the asymptotic solution
is decreasing, which are for the casewhere f is given by Eq. (3) where the asymptotic solution is given by u (x, t) = sin (pix);
that is, at the intervals (−1, 0.5) and (0.5, 1). These branches of the solution are the ones that are fixed by one extremity to
each fixed boundary for the Dirichlet problem. By numerically studying several examples, one argues that this fact, together
with the nonexistence of such branches where discontinuities tend to appear not fixed to the boundaries, is a necessary
condition to keep the asymptotic equilibrium solution stable for lower values of δ. Consequently, this gives time for the first
loss of stability to happen by the emergence of a supercritical Hopf bifurcation. Intervals where the asymptotic solution
is decreasing and are not fixed to any of the boundaries lead to a loss of stability of the asymptotic equilibrium solution
for higher values of δ, due to the positive appearance of a real eigenvalue and not by an Hopf bifurcation. In these cases,
supercritical Hopf bifurcations and the subsequent stable limit cycles for lower values of the parameter δ were observed,
but for equilibria not belonging to the asymptotic solution.
Results obtained in this work for Chebyshev solutions of the Burgers equation (2) with different functions f are presented
below.
Consider the discretized Burgers equation (2) with f (x) = 3x5 − 4x3 + (6δ + 1) x, so an asymptotic solution is given
by u (x, t) = x − x3. This example is similar to the one with f given by Eq. (3) in terms of monotony and symmetry of the
asymptotic solution. It also shows a rich behavior. For example, for N = 16, the supercritical Hopf bifurcation takes place
at δ ' 0.002281352, where a stable limit cycle emerges with a period around 1.3490472 at the onset of the bifurcation.
For lower values of the parameter, at δ ' 0.002243689, a period doubling bifurcation takes place with the emergence of a
stable periodic solution with twice its period. For even lower values of δ, for 0.0019895707 . δ . 0.0021712447, a stable
period orbit is present with a period similar to that of the cycles arising from the Hopf bifurcation. At δ ' 0.0021712447,
a period doubling bifurcation takes place. Therefore, from the Hopf point, decreasing δ, the cycle double its period and, on
keeping decreasing δ, it approximately retakes its original period. Eventually, for δ ' 0.0019895707, the periodic orbit
loses its stability by a Neimark–Sacker bifurcation with a negative normal form coefficient, which drives the appearance of
a stable torus type attractor.
For the cases where the asymptotic solution is symmetric, related to the x-axis, for the previous two examples, which
means that the asymptotic solutions are u (x, t) = − sin (pix) and u (x, t) = −x + x3, the descendent branches of the
solution are no longer fixed to the boundaries, and the asymptotic solutions lose their stability at a valuemore than ten-fold
higher than the previous value of δ. No attractors, limit cycles, torus type or strange ones, were found for these cases.
To increase or decrease the height of the waves of the asymptotic solution, consider the case where f (x) =
αpi sin (pix) [α cos (pix)+ δpi ], so an asymptotic solution is given by u (x, t) = α sin (pix). The solution is still odd, so
the function f is odd too and the symmetry is present in the system. The only difference between this case and the first
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Fig. 4. Two stable periodic orbits for the forced Burgers equation with asymptotic solution u (x, t) = sin (2pix), for N = 16 and δ = 0.0363.
Fig. 5. Two symmetric stable periodic orbits for the forced Burgers equation with asymptotic solution u (x, t) = sin (2pix), for N = 16 and δ = 0.0363,
viewed over symmetric coordinates.
example studied is the asymptotic solution is multiplied by a factor α. In this example, for |α| > 1, the waves are higher,
the path where the solution may develop discontinuities increases and so the instabilities also increase. To corroborate the
theory exposed, it is expected that a loss of stability for the asymptotic solution will occur at higher values of δ. Not only
does this happen, but also a linear relation could be established between the value of δ corresponding to the point where
the asymptotic equilibrium loses its stability and the absolute value of α. So, for α > 0, a Hopf bifurcation related to the
asymptotic solution occurs for a value of δ approximately satisfying the linear equation HP (α) = |α|HP (1), where HP (1)
is the value of δ at the Hopf point for α = 1 and HP (α) the value of δ at the Hopf point for any value of α. For α < 0, a
similar relation holds for the value of δ corresponding to the loss of stability of the asymptotic solution.
Consider now an increase on the frequency of the nonlinear waves, with f (x) = αpi sin (αpix) [cos (αpix)+ αδpi ], so
an asymptotic solution is given by u (x, t) = sin (αpix), α ∈ Z \ {−1, 0, 1}. The function f is odd, so the symmetry is kept
present in the system. Due to the presence of decreasing intervals in the asymptotic solution not fixed to boundaries, a
loss of the asymptotic equilibrium is expected for higher values of δ by one real eigenvalue. This is what really happens
and so, around asymptotic equilibrium, no periodic, torus type or strange attractors are observed. However, other stable
equilibria are observed and, for those equilibria, supercritical Hopf bifurcations are also observed with the corresponding
periodic orbits. The stable attractors found break the symmetry of the system and new symmetric attractors arise, leading
to the presence of bistability. Fig. 4 shows two periodic orbits for α = 2, δ = 0.0363 and N = 16, projected onto the space
u3−u7, and Fig. 5 shows the same two periodic attractors for symmetric points where the overall symmetry is patent. These
periodic orbits lose their stability for δ around 0.03531646 by a Neimark–Sacker bifurcation with a normal form coefficient
very slightly negative. No stable attractors were observed for lower values of the parameter δ.
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The symmetry is not a necessary condition for the phenomena observed to appear, as shown by the next examples.
Consider the discretized Burgers equation (2) with f given by
f (x) = e2x sin2 (pix)+ pie2x sin (pix) cos (pix)− δex sin (pix)− 2δpiex cos (pix)+ δpi2ex sin (pix) . (8)
In this case an asymptotic solution is given by u (x, t) = ex sin (pix). It is clear that this is not an odd function, and
consequently the transformation T is no longer invariant. Although no symmetry is present in this example, for N = 16 a
supercritical Hopf bifurcation takes place at δ ' 0.00753. For lower values of δ ' 0.00740813, the periodic orbit duplicates
its period and, for δ ' 0.00694054, it loses its stability by a Neimark–Sacker bifurcation with a normal form coefficient
positive. No other attractors were found for this case. Notice that the same behavior for symmetric coordinates must be
present when
f (x) = −e−2x sin2 (pix)+ pie−2x sin (pix) cos (pix)− δe−x sin (pix)+ 2δpie−x cos (pix)+ δpi2e−x sin (pix) (9)
where an asymptotic solution is given by u (x, t) = e−x sin (pix).
Another case without symmetry is that for
f (x) = pi
4
cos
(pix
2
) (
δpi − 2 sin
(pix
2
))
(10)
where an asymptotic solution is given by u (x, t) = cos (pix2 ). In this case there is only one descendent branch fixed to one
boundary and an ascendent branch fixed to the other. The loss of stability of the asymptotic solution seems to be done by a
subcritical Hopf bifurcation and no stable attractors were found.
All these examples show the importance of the descendent branches of the asymptotic solution to be fixed to the
boundaries, so that a supercritical Hopf bifurcation followed by periodic orbits and perhaps other attractors may arise. This
is also supported by examples performedwith Fourier spectral collocation where the solution is not fixed to boundaries and
none of these phenomena were observed.
As an application of the dynamical behavior described above, the following section presents the dynamics and
synchronization of a pair of unidirectionally coupled spectral solutions of the Burgers equation (2) under different
asymptotic regimes, by means of a linear coupling. Also, a nonlinear coupling is proposed.
3. Coupled spectral solutions of the Burgers equation
Many nonlinear phenomena are modeled by spatiotemporal systems of infinite or very high dimension, denominated as
spatially extended dynamical systems. The coupling and synchronization of spatially extended dynamical systems is an area of
present intensive research, concerning communications systems, chaos control, estimation of model parameters andmodel
identifications. Besides synchronization of periodic signals, which is a well-known phenomenon, it has been shown in the
literature that it is also possible to synchronize both low-dimensional chaotic dynamical systems and high-dimensional
ones [26–29].
To determine the threshold for chaos synchronization, the stability of the synchronized trajectories as a function of the
coupling parameter has to be studied. The two most frequently used criteria for such study of stability are the Lyapunov
functions and the transversal conditional Lyapunov exponents calculated from the linearized equations for the perturbations
transversal to the synchronization manifold [30–33]. Lyapunov functions for the vector field of perturbations transversal to
the manifold generally allow one to prove stability and also that all trajectories in the phase space are attracted by the
synchronization manifold. It is not a general method since there is no established procedure for constructing a Lyapunov
function for an arbitrary system. Unlike Lyapunov functions, the calculation of the transversal Lyapunov exponents is quite
simple, although the negativeness of all Lyapunov exponents do not guarantee strong stability.
A more general kind of synchronization can occur for non-identical coupled chaotic systems, connecting through a
function or relation the dynamical variables of one system to the variables of another system [34]. The term generalized
synchronization was first introduced by Rulkov et al. [35] for unidirectionally coupled chaotic systems. This type of
synchronization leads to richer behaviors than the simple identical synchronization, implying a collapse onto a subspace
of the overall evolution of the system dynamics. Sometimes, knowledge of the state of one system allows one to know the
state of the other, it even being possible in certain cases to predict the state of one system starting from the knowledge of
the state of the other, including the case of totally different systems. For practical applications, predictability is the most
important feature. Relying on Lyapunov functions, one can show that completely different systems can reach generalized
synchronization [36,37]. Many examples of non-synchronization due to parameter mismatch are actually examples of
generalized synchronization [38].
In this section the dynamics and synchronization of a pair of unidirectionally coupled spectral solutions of the Burgers
equation (2) are presented under different asymptotic regimes, by means of a linear coupling. Also, a nonlinear coupling is
proposed.
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Fig. 6. The cycle bifurcations on the driven system, from the period doubling bifurcation at α ' 0.23405706 up to the Hopf bifurcation, as α is increased,
projected onto the v4–v7 space. NS represents a Neimark–Sacker bifurcation, PD a period doubling one and HP a Hopf bifurcation.
3.1. Linear coupling
Consider the linear unidirectionally coupling of the discretized equation (2) for the Dirichlet problem, where α is the
coupling parameter:
dui
dt
= −uiD(1)i u+ δD(2)i u+ fi
dvi
dt
= −viD(1)i v + δD(2)i v + fi + α (ui − vi) . (11)
Before discussing synchronization, let us consider the drive system in the asymptotic stable regime and describe the
dynamics of the coupled equations. Numerical simulations show that, for all the cases studied and independently of the
value of N , as the coupling increases starting from zero, there is a threshold value of the coupling parameter α above which
one has the driven equation stabilized around the asymptotic solution.
Before reaching the asymptotic regime, as the coupling increases, several other regimes can be found: from periodic,
quasiperiodic or strange regimes to the presence of bistability. These regimes possess patterns that exhibit some similarities
with that of the uncoupled equation. Hence,with the driven equation in the strange regime and increasingα from zero, there
is a threshold above which the strange motion is suppressed. However, further increasing of the coupling parameter α may
drive the response equation to several other regimes. Similarly, with the driven equation in the periodic regime, increasing
α from zero may lead the response equation to other regimes. The behavior depends on N , on the function f and on the
value of the dissipative coefficient δ of the driven equation, which determine its regime when uncoupled.
As an example, consider Eq. (2) for N = 16, with f given by Eq. (3) and δ = 0.00576 for the driven system. Some cycle
bifurcations on the driven system, from a period doubling bifurcation at α ' 0.23405706, up to the Hopf bifurcation, are
shown in Fig. 6, as α is increased. The summary of the dynamics is presented in Fig. 7.
For the caseswhere the drive equation is not in the asymptotic stable regime and there is a parametermismatch between
the drive and driven equations, generalized synchronization can be achieved. For the present case, an adequate method
to detect this type of generalized synchronization between the drive and driven systems is the auxiliary system approach
described by [39]. It considers the dynamics of another system identical to the response system, but starting with different
initial conditions, called an auxiliary system. In the presence of generalized synchronization, the trajectories of both the
response and the auxiliary system become identical after a transient period, otherwise the orbits keep unrelated even if
they are in the same attractor. Moreover, the negativeness of the conditional Lyapunov exponents of the response system
can be used to detect this kind of synchronization [36–38]. The Jacobian matrix of the coupled discretized equation (11)
needed to perform the calculation of the conditional Lyapunov exponents is given by Eq. (12):
Jij = −viD(1)ij − δij
N−1∑
k=1
D(1)ik vk + δD(2)ij − δijα, 1 ≤ i, j ≤ N − 1 (12)
where δij is the Kronecker symbol.
Numerical experiments for synchronizationwith parametermismatch between the drive and driven equations, bymeans
of the auxiliary system approach and the negativeness of the conditional Lyapunov exponents of the response equation,
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Fig. 7. Summary of the dynamics of a linear coupled equation forN = 16, with the drive equation in the stable asymptotic regime and the driven equation
in the chaotic regime when uncoupled.
Fig. 8. Bistability in the driven equation (δ = 0.00576) with a torus type attractor and a periodic orbit for α = 0.2. The drive equation is in the periodic
regime.
confirm for this case the possibility of generalized synchronization for an adequate coupling strength α, for all the values
of N tested. For a sufficient strength of the coupling parameter α, it is possible to achieve a state of almost identical
synchronization. An example with the drive and driven equations in different asymptotic regimes is described below.
Consider the case for N = 16, with f given by Eq. (3), where the drive Eq. (2) is in the periodic stable regime, with
δ = 0.007, the one that arose from the Hopf bifurcation, and the driven equation with δ = 0.00576 (in the strange chaotic
regime when uncoupled). As α increases, the largest Lyapunov exponent of the coupled system decreases its value to zero.
For some values of α around 0.02 a first situation of bistability of two torus type attractors can be observed, only one of them
remaining stable as α is further increased.
For α & 0.1840654 a second situation of bistability is observed, due to the appearance of a stable periodic orbit, which,
for lower α values (at α ' 0.1840654) loses its stability by a Neimark–Sacker bifurcation. This second situation of bistability
is shown in Fig. 8.
For higher values of α (α & 0.22) the torus type attractor loses its stability, keeping the periodic orbit stable and
achieving almost identical synchronization with the drive for a sufficient strength of the coupling parameter α. Generalized
synchronization is only achieved for values of α for which the motion of the driven equation is periodic as in the drive
equation. The dynamics described is summarized in Fig. 9.
Changing the drive and driven equations, the drive equation being now in the chaotic regime and the driven one in the
periodic regime, by means of the auxiliary system approach and of the conditional Lyapunov exponents of the response
equation, generalized synchronization is achieved for α & 0.05.
Consider now the case forN = 17,with the same function f as above,where the drive anddriven equations are both in the
chaotic regime. For the drive equation with δ = 0.00472 and the driven one with δ = 0.0046, generalized synchronization
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Fig. 9. Summary of the dynamics of a linear coupled equation for N = 16, with the drive equation in the periodic stable regime and the driven equation
with δ = 0.00576.
is achieved forα & 0.3, and for the casewhere the coupling ismadewith δ = 0.0046 for the drive equation and δ = 0.00472
for the driven one generalized synchronization is achieved for α & 0.2.
For the case of linear coupling of two identical equations without parametermismatch, numerical calculations show that
stable identical synchronization is achieved for an adequate value of the coupling parameter α, marked by all the transverse
Lyapunov exponents being negative.
3.2. Nonlinear coupling
Coupling can be done by replacement of one or more components of the response system by the corresponding
components of the drive system, as in the complete replacement of Pecora and Carroll [32,40,41], the dimension of the
response system being reduced. The replacement of one or more components from the drive system into the driven one
can also be done in a partial way, as described in [32,42,43], a procedure that is called partial replacement. For the partial
replacement approach a variable response is replaced by the drive counterpart only in certain locations, depending onwhich
will cause stable synchronization and which are accessible in the physical device one is interested in building. In the work
of [44] a nonlinear coupling for discrete chaotic systems is discussed using the example of two coupled skew tent maps.
Combining herein the partial replacement and nonlinear coupling, one presents a nonlinear coupling for all the
discretized variables but only in one of the three locations of the response discretized equation (2), namely, wave velocity
v, ∂v
∂x or
∂2v
∂x2
. The procedure consists of replacing the discretized response variable v by v + α (u− v), where u represents
the drive variable and α the coupling parameter. For α = 1 one reaches a situation of partial replacement. It is observed
that coupling at the position corresponding to the wave velocity v can lead to identical or generalized synchronization,
but generally not allowing values of α = 1. This means that the partial replacement in certain locations may not lead to
synchronization, but the convex linear combination of the variables of the drive and driven equations in that location does.
When coupling at ∂v
∂x , generalized synchronization can only be achieved in very few cases, particularly periodic cases, and
only for low values of α. Identical synchronization for identical systems seems only possible for periodic regimes. For the
nonlinear coupling at ∂
2v
∂x2
, no synchronization was observed. This is observed for all the cases studied independently of the
dimension of the systems given by the discretized spatial points.
The equations for the case where the nonlinear unidirectionally coupling of the discretized equation (2) is made in the
wave velocity v are as follows:
dui
dt
= −uiD(1)i u+ δD(2)i u+ fi
dvi
dt
= − [vi + α (ui − vi)]D(1)i v + δD(2)i v + fi. (13)
The Jacobian matrix must be computed in order to perform the calculation of the conditional Lyapunov exponents of the
coupled discretized equation (13). The Jacobian matrix for the nonlinear coupling in the wave velocity v is given by Eq. (14)
and, for the nonlinear coupling in ∂v
∂x and in
∂2v
∂x2
, is given by Eqs. (15) and (16), respectively.
Jij = − (1− α) viD(1)ij − δij (1− α)
N−1∑
k=1
D(1)ik vk + δD(2)ij − αuiD(1)ij 1 ≤ i, j ≤ N − 1 (14)
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Fig. 10. Nonlinear coupling in thewave velocity vwith the drive equation in the asymptotic stable regime and the driven onewith δ = 0.00576. Attractors
from left to right and from top to bottom: periodic orbit, bistability with a torus type attractor and a periodic orbit, torus type attractor and periodic orbit.
Jij = − (1− α) viD(1)ij − δij (1− α)
N−1∑
k=1
D(1)ik vk + δD(2)ij − αδij
N−1∑
k=1
D(1)ik uk 1 ≤ i, j ≤ N − 1 (15)
Jij = −viD(1)ij − δij
N−1∑
k=1
D(1)ik vk + δ (1− α)D(2)ij 1 ≤ i, j ≤ N − 1. (16)
Similarly to that done for the linear coupling, and for the sake of comparison, one starts by considering the example given
for linear coupling with N = 16 and f given by Eq. (3) with the drive system in the asymptotic stable regime and the driven
one in the strange chaotic regime with δ = 0.00576.
For the nonlinear coupling in the wave velocity v, the dynamics reaches the asymptotic regime for a sufficient strength
of the coupling parameter α. The following regimes are observed on varying α: periodic orbit, torus type attractor and
periodic motion again. Between the first periodic orbit and the torus type attractor there is a situation of bistability with
both attractors coexisting for a small range of α values. The asymptotic regime is achieved for values of α in the range
0.46 . α . 1. Fig. 10 shows the different attractors observed for different values of the coupling parameter α.
For the nonlinear coupling in ∂v
∂x , the following regimes are observed as the coupling parameter varies: periodic orbit,
bistability with two periodic orbits, bistability with a torus type attractor and a periodic orbit, bistability with two torus
type attractors, torus type attractor and periodic orbit. The dynamics does not converge to the asymptotic solution. It rather
converges to a spurious stable fixed point at α ≈ 0.48. Fig. 11 shows the different attractors and situations of bistability
observed.
The nonlinear coupling in ∂
2v
∂x2
is very unstable, with the dynamics becoming unbounded with a very low value of the
coupling parameter α.
For the nonlinear coupling in the wave velocity v, and as done previously for the example N = 16 with f given by Eq.
(3), where the drive equation (2) is in the periodic stable regime with δ = 0.007, and the driven equation is in the strange
chaotic regimewith δ = 0.00576, a similar but simpler behavior (compared to the linear case) is observed. In fact, asα varies,
for values of α in the range 0.07 . α . 0.18, a bistability situation of two attractors with maximum Lyapunov exponent
compatible with the nil value is observed, only one of them remaining stable as α increases, giving rise to the appearance of
a stable periodic orbit for higher values of α in the range 0.25 . α . 1. Fig. 12 shows the bistability situation for α = 0.17.
For the other two types of nonlinear coupling, no generalized synchronization was observed with the response system
becoming very unstable and allowing only for very small values of α.
For the same example, but now with the drive equation in the chaotic regime and the driven one in periodic regime,
generalized synchronization is achieved for the nonlinear coupling in the wave velocity v for 0.05 . α . 1 and for the
nonlinear coupling in ∂v
∂x for 0.02 . α . 0.15, by means of the auxiliary system approach and of the conditional Lyapunov
exponents of the response equation.
For the case N = 17, where the drive and driven equations are both in chaotic regime with the drive equation with
δ = 0.00472 and the driven one with δ = 0.0046 and vice versa, generalized synchronization is achieved for nonlinear
coupling in the wave velocity v for values of 0.2 . α . 0.95. For the other cases of nonlinear coupling it appears to be
impossible to achieve synchronization, except when the coupling is the nonlinear one in ∂v
∂x , with δ = 0.0046 for the drive
equation and δ = 0.00472 for the driven one, and the value of α is very small. In this case a maximum negative conditional
Lyapunov exponent is observed for values of α ' 0.04.
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Fig. 11. Nonlinear coupling in ∂v
∂x with the drive equation in the asymptotic stable regime and the driven one with δ = 0.00576. Attractors from left to
right and from top to bottom: periodic orbit, bistability with two periodic orbits, bistability with a torus type attractor and a periodic orbit, bistability with
two torus type attractors, torus type attractor and periodic orbit.
Fig. 12. Bistability for nonlinear coupling in the wave velocity v with the drive equation in the periodic stable regime with δ = 0.007 and the driven one
with δ = 0.00576.
For the case of nonlinear coupling of two identical equations without parameter mismatch, numerical calculations show
that stable identical synchronization is achieved only for the case where the nonlinear coupling is in the wave velocity v,
and in periodic cases for the nonlinear coupling in ∂v
∂x .
4. Conclusions
For Chebyshev spectral solutions of the forced Burgers equation several bifurcations and stable attractors can be observed
for low values of the viscosity coefficient [11,12]. The majority of the nonperiodic attractors have the maximum Lyapunov
exponent compatible with the nil value, and only a few have that exponent positive.
For the cases where the attractors possess the symmetry property, no other symmetric attractor has to show up. Possible
exceptions arisewhen the symmetry is broken. In such cases,where the asymptotic attractor breaks the symmetric property,
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new symmetric attractors could appear. These new attractors did not appear in some cases described in a previous work of
the present authors [12], where themotion inside the attractorswas no longer restricted to the invariant subspace. However,
looking at the attractor as an entire entity, the symmetry was preserved. Everything occurred as if the dynamics evolved in
a symmetric way but with a time delay.
The instabilities observed for the forced Burgers equation tend to appear first at the intervals where the asymptotic
solution is decreasing, since such intervals are the ones where the discontinuities will tend to emerge. By numerically
studying several examples, one argued that the existence of these intervals fixed to the extremities, together with the
nonexistence of similar decreasing intervals not fixed to the boundaries, was a necessary condition to keep the asymptotic
equilibrium solution stable for low values of δ, allowing for the first loss of stability to be marked by the appearance of a
supercritical Hopf bifurcation. Intervals where the asymptotic solution is decreasing and not fixed to any of the boundaries
led to a loss of stability of the asymptotic equilibrium solution for higher values of δ, through the positive turning of a real
eigenvalue and not by an Hopf bifurcation. In these cases, Hopf bifurcations and the subsequent stable limit cycles for lower
values of the parameter δ were observed, but for equilibria not belonging to the asymptotic solution. The existence of only
one interval where the asymptotic solution is decreasing and fixed to only one of the boundaries and the nonexistence
of such decreasing intervals not fixed to any of the boundaries led to the loss of stability for lower values of the viscosity
coefficient δ but not by a supercritical Hopf bifurcation. Moreover, no stable attractors were observed.
This rich behavior indicates that the Burgers equation is a good model for the study of several dynamical behaviors that
can occur in many other situations and that it can be used to study and implement new techniques of synchronization
of high-dimensional systems. As an application for the dynamics of spectral solutions of the forced Burgers equation,
unidirectionally coupled equations with andwithout parametermismatchwere also studied. It was found out that, with the
drive equation in the stable asymptotic regime and the driven one in anymotion regime, by increasing the coupling strength
it was possible to carry out the suppression of the corresponding motion through periodic and nonperiodic windows until
the steady solution was reached. For the cases where the drive equation is not in the asymptotic stable regime numerical
studies showed and confirmed the presence of identical and generalized synchronization for different values of spacial
points and different values of the viscosity coefficient δ. Also, by combining the partial replacement [32,42,43] of one ormore
components of coupledODEs and the nonlinear coupling presented in [44] for discrete coupled systems, a nonlinear coupling
was constructed in the three locations of the response discretized equation, wave velocity v, ∂v
∂x and
∂2v
∂x2
, by replacing the
response variable discretized v by u + α (u− v), where u represents the drive variable, v the driven variable and α the
coupling parameter. It was observed that coupling at the position corresponding to the wave velocity v, by a convex linear
combination of the drive and driven variables with 0 < α < 1, identical or generalized synchronization was achieved,
allowing only values of α around 1 in very few cases. This points out the fact that although the partial replacement may not
reach synchronization, nonlinear coupling with 0 < α < 1 may do. Coupling at ∂v
∂x , synchronization was only observed in
very few cases and with low values of the coupling parameter α, whereas at ∂
2v
∂x2
synchronization was never achieved.
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