Abstract
Introduction
The advances in optical technology, such as low energy loss optical passive star couplers (OPS) [8] , as well as tunable optical transmitters and receivers [13] , have increased the interest for optical interconnection networks for multiprocessor systems because of their large bandwidth [4, 5] .
The topologies proposed for such networks can be divided in two classes, according to the number of intermediate processors a message has to visit before delivery [10, 11] . In a single-hop network, the nodes communicate with each other in only one step. Such topologies require either a large number of transmitters and receivers per node, or rapidly tunable transmitters and receivers. Unfortunately, the delay which is presently needed to tune the transmitters is quite large (roughly a micro-second) [13] compared to the transmission delay for a message, which causes important latencies in communication.
In a multi-hop architecture, there is no direct path between all pairs of nodes: a communication should use intermediate nodes to reach the destination. This allows the usage of statically tuned transmitters and receivers, but on the other hand the processing of the information by the intermediate nodes causes a loss of speed. Furthermore, it is clear that the smaller the number of intermediate nodes, the faster communications take place in the network. The choice of the topology for the network, at both physical and logical levels, is thus crucial. For a fixed number of transmitters and receivers per node, and a fixed number of nodes in the network, the number of intermediate nodes a message is required to hop through should be minimized. However, other parameters have to be taken into account, like the simplicity of control and routing protocols, as well as the easiness of the optical realization.
Networks based on OPS's can be further classified according to the number of optical couplers used, being single-OPS or multi-OPS [6] . Under current optical technology, however, the latter seem more viable and costeffective. Therefore, in this paper we address design issues in multi-hop multi-OPS architectures and introduce a new optical interconnection network for multiprocessor systems, called stack-Kautz, allowing one-to-many communications at every communication step. It is based on the Kautz graphs (constant degree d and diameter blog d Nc, for N nodes) [1, 7, 9, 12] and on the stack-graphs [4, 6] . We study design characteristics of the stack-Kautz network, its scalability, and give control protocols for accessing the shared OPS's. Finally, we show through simulation that these control protocols efficiently implement shortest path routing on this network.
Preliminaries
In this section we present the OPS coupler, the POPS network, stack-graphs and the Kautz-graph.
Optical passive star
An optical passive star coupler is a single-hop one-tomany optical transmission device. An OPS(s; z) has s inputs and z outputs. In the case where s equals z, the OPS is said to be of degree s (see Figure 1 ). When one of the input processors sends a message through an OPS coupler, the s output processors have access to it. Throughout this paper, we will use single-wavelength OPS couplers of degree s.
Consequently, only one processor can send an optical signal through it per time step. An OPS coupler is a passive optical system, i.e. it requires no power source. It is composed of an optical multiplexer followed by an optical fiber or a free optical space and an optical de-multiplexer that divides the incoming light signal into s equal signals of a s-th of the incoming optical power. Note that only one optical beam has to be guided through the circuit [8] . A practical realization of an OPS coupler using a hologram at the outputs, is described in [3] . 
A single-hop multi-OPS network
The Partitioned Optical Passive Star network P O P S t; g, introduced in [5] , is composed of N = tg processors and g 2 OPS couplers of degree t. The processors are divided into g groups of size t (see Figure 2) . Each OPS coupler is labeled by a pair of integers i; j, 0 i; j g. The input of the OPS i; j is connected to the i-th group of processors, and the output to the j-th group of processors. 
A model for multi-OPS networks
In this section we recall a model which allows us to study more easily multi-OPS networks. The stack-graphs were first defined in an early version of [4] An OPS coupler can thus be modeled as a hyper-arc as shown below. We refer the interested reader to [2] , where modeling POPS by stack-graphs can be found, as well as further applications.
Kautz graphs
Stack-graphs represent a powerful tool for modeling multi-OPS networks and also for guiding their design. Indeed, we can use them to build one-to-many lightwave networks based on graphs having good properties, like the connection of a large number of nodes with respect to the constant degree and a small diameter. The Kautz graph has such good properties and is defined as follows. to the number of nodes if d 2 [9] . As an example, K5; 4 has N = 3750 nodes, degree 5 and diameter 4.
It is important to note that routing on the Kautz graph is very simple, since a shortest path routing algorithm (every path is of length at most k) is induced by the label of the nodes [7, 12] .
A multi-hop multi-OPS network
We now have of a good model for multi-OPS networks (the stack-graphs) and also a graph having good properties as a multi-hop network model (the Kautz graph). In this section we introduce a multi-hop multi-OPS architecture based on the stack-Kautz.
Let the reflective Kautz graph K r d; k be the Kautz graph Kd; k of degree d and diameter k in which we add an arc from every node to itself (loop). The number of nodes in K r d; k is the same as in Kd; k, each node has degree d + 1 , and the node labels are the same. A reflective Kautz graph has the same properties as a Kautz graph Kd; k.
Thus, we can define the stack-Kautz graph as follows.
Definition 3
The stack-Kautz graph SK s; d; k is the stack-graph &s; K r d; k of stacking-factor s, degree d+1 and diameter k. Figure 5 ). Each node is a processor labeled by a pair x; y where x is the label of the stack in Kd; k and y is an integer 0 y s , i.e., x is the label of a processor group
of an OPS-based lightwave network. In the following we will investigate further these properties. d + 1 2 transceivers in the network. For the sake of illustration, the network P O P S t; g with g groups of size t has g 2 OPS couplers for N = tg processors and each processor has g transmitters and receivers. It is clear that, for a same number of nodes, the number of OPS couplers in SK s; d; k is smaller than in P O P S t; g and analogously for the individual and total number of transceivers.
Power budget and scalability
The power budget corresponds to the cost of sending a message from one processor to another, in terms of energy. The goal is to minimize this value, that roughly equals the number of OPS couplers crossed by the message times the degree of each coupler (i.e., sk in the stack-Kautz).
In order to proportionally decrease the power budget in a stack-Kautz network SK s; d; k, the number of groups must be large with respect to the group size. Also, it is better to increase the diameter of the network in order to minimize the number of transmitters and receivers per processor. Thus, by increasing the diameter of the network, the power budget and the resources are proportionally reduced with respect to the number of processors. However it is necessary to preserve s d to have more processors in the network than OPS couplers. Table 1 gives numerical evidence of the resources required by the two multi-OPS networks (POPS and stackKautz) in order to interconnect 1800 processors with 900 OPS's.
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Control protocols
A single wavelength OPS coupler can transmit only one message per communication step. Since s processors share d + 1 OPS couplers, s d, an efficient control protocol is required. One such protocol was proposed in [5] for the POPS network P O P S t; g with g groups of size t. It supposes that a processor can receive messages on all its receivers at the same time and that it can send a message on only one link per communication step. Each group of t processors contains one node in charge of the control of the group. The total bit complexity of the control protocol is t log g + g log t + t + g bits.
For the control protocols of our mono-wavelength stackKautz network, we suppose, as in [5] , that a processor can receive messages on all its links at the same time. By reading the header of a message, a processor can decide whether it has to process it or not. The control protocol has thus just to avoid local conflicts, inside a group of processors.
A
is increased of 1 when the corresponding processor receives a refusal. A counter is set to 0 when the corresponding processor receives an acknowledgment. The larger the counter value, the higher the corresponding processor priority. Its time complexity for a group of size s and degree d + 1 is Os.
An advanced control protocol for multi-OPS networks can be considered under the following hypothesis.
Each processor has d+ 1 buffers of messages to be transmitted, one per OPS coupler. At most d + 1 messages can be proposed per processor and per communication step.
The processor in charge of the control of the group has sd + 1 counters (d + 1 per processor), i.e., 1 per OPS coupler for each processor. It adds 1 to each counter which corresponds to a processor receiving a refusal and sets it to 0 when the processor receives an acknowledgment.
Let p 0 be the processor in charge of the control of a group of s processors. The protocol is as follows.
All processors of the group send successively a word of d + 1 bits to p 0 , encoding the presence or not of a message to be transmitted in each of its d + 1 buffers of messages (one for each OPS).
Processor p 0 realizes a maximum matching between the processors and the OPS couplers using the weight induced by the counters. This maximum matching is realized using a standard algorithm.
Processor p 0 sends a word of s logd + 2 bits to all processors in its group, encoding for each processor an acknowledgment (index of an OPS coupler) or a refusal (special word).
The bit complexity of this control protocol is sd + 1 + s logd+2bits. Since the time complexity of the maximum matching algorithm is Osd + 1 2 , we have 
Simulation
We built a simulator for the stack-Kautz network which implements a shortest path routing algorithm and guarantees that a path is shorter or equal to the diameter of the network. Our simulator can use either the simple or the advanced control protocol.
We kept the load of the network SK12; 5; 3 at = 0:5 by "injecting" new messages, during 1000 communication steps. Figure 6 shows the accumulated percentage of delivered messages out of the total number of messages (left curve), as a function of the number of steps needed, as well as the total number of the delivered messages (right curve). We remark that the percentages are the same for the two protocols, but not the total number of delivered messages. The difference between the total number of delivered messages in the right curve is explained by the fact that even though the load is kept at the same value for the two protocols, the "speed" of the messages is not the same, and therefore, the total number of injected messages is not the same either. Thus, the advanced control protocol is much better than the simple control protocol, with respect to the number of delivered messages. Finally, it is also interesting to study the load of the networks SK12; 5; 3 and SK12; 5; 2, when the probability of having a new message is sharply increasing. This models, for instance, cases where a global exchange is performed in the middle of a normal state of the network.
In Figure 7 , the load of the network is induced by the probability p that a processor creates a new message at every step. For the curve on the left, we set p = 0:1 during 200 steps, then p = 0 : 2 during another 200 steps, and finally back to p = 0 : 1 . For the curve on the right, we set p = 0 : 1 , then p = 1 for three steps and back to p = 0 : 1 . The results
show that the stack-Kautz is not blocked by either slow or sharp rises of the network load, and that the load stabilizes again in time. 
