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Abstract
We compute uniform rates of metastability for the Ishikawa iteration of a Lipschitz pseudo-
contractive self-mapping of a compact convex subset of a Hilbert space. This extraction is
an instance of the proof mining program that aims to apply tools from mathematical logic
in order to extract the hidden quantitative content of mathematical proofs. We prove our
main result by applying methods developed by Kohlenbach, the first author and Nicolae for
obtaining quantitative versions of strong convergence results for generalized Feje´r monotone
sequences in compact subsets of metric spaces.
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1 Introduction
Let H be a real Hilbert space, C ⊆ H a nonempty convex subset and T : C → C be a mapping.
We say that T is a pseudo-contraction if for all x, y ∈ C,
‖Tx− Ty‖2 ≤ ‖x− y‖2 + ‖(x− Tx)− (y − Ty)‖2. (1)
This class of nonlinear mappings was introduced in the 1960s by Browder and Petryshyn [2]. Its
significance lies in the following fact: an operator T is a pseudo-contraction if and only if its
complement U := Id− T is monotone, i.e. for all x, y ∈ C we have that
〈Ux− Uy, x− y〉 ≥ 0.
Monotone operators arise naturally in the study of partial differential equations: often such an
equation can be written in the form U(x) = 0 (or 0 ∈ U(x) when considering multi-valued
operators). Finding a zero of U is equivalent to finding a fixed point of its complement T := Id−U ,
hence the problem of finding fixed points of nonlinear operators is tightly linked to that of finding
solutions to nonlinear equations.
It is well-known that the classical method of Picard iterations, used to find the unique fixed
point of a contraction, fails in the case of nonexpansive mappings, i.e. maps that only satisfy
‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C. Nevertheless, by considering an iteration of the form
x0 := x, xn+1 := αnTxn + (1− αn)xn,
1
where (αn)n∈N is a sequence in [0, 1] satisfying some mild conditions, one obtains a sequence that
converges (in some cases only weakly) to a fixed point of T . Such a scheme is called the Mann
iteration. Efforts to extend this scheme to more general maps like pseudo-contractions were not
successful. Later, Chidume and Mutangadura [4] would exhibit an example of a Lipschitzian
pseudo-contractive map with a unique fixed point for which no Mann sequence converges.
We recall that T is said to be L-Lipschitzian (for an L > 0) if for all x, y ∈ C we have that
‖Tx−Ty‖ ≤ L‖x−y‖. Examples of Lipschitzian pseudo-contractions are strict pseudo-contractions
(defined also in [2]), hence, in particular, nonexpansive mappings.
Meanwhile, some alternate algorithms were proposed, the first of which being the one of Ishikawa
[6], who deployed it successfully in the case of Lipschitzian pseudo-contractions acting on a compact
convex subset of a Hilbert space. It is defined as follows.
If (αn)n∈N, (βn)n∈N are sequences in [0, 1], then the Ishikawa iteration starting with an x ∈ C
using the two sequences as weights is defined by:
x0 := x, xn+1 := αnT (βnTxn + (1 − βn)xn) + (1 − αn)xn. (2)
We recognize the Mann iteration in the special case where βn := 0 for all n ∈ N.
We introduce the following conditions that sequences (αn), (βn) in [0, 1] may satisfy:
(A1) lim
n→∞
βn = 0;
(A2)
∞∑
n=0
αnβn =∞;
(A3) αn ≤ βn, for all n ∈ N.
As pointed out in [6], an example of a pair of sequences satisfying all three conditions is αn =
βn =
1√
n+1
.
We can now state the exact form of Ishikawa’s 1974 strong convergence result for the above
iteration.
Theorem 1.1. Let H be a Hilbert space, C ⊆ H a nonempty convex compact subset, T : C → C
a Lipschitzian pseudo-contraction and (αn), (βn) sequences in [0, 1] that satisfy (A1)-(A3). Then,
for all x ∈ C, the Ishikawa iteration starting with x, using (αn) and (βn) as weights, converges
strongly to a fixed point of T .
Note that Ishikawa, in the above result, does not assume a priori the existence of fixed points for
T – this follows because of the compactness assumption of C, by an application of the theorem of
Schauder. In order to obtain this strong convergence result in its quantitative form, as it is done in
the last section of this paper, one must preserve this compactness assumption (in the quantitative
form of a modulus of total boundedness, as we shall see). However, compactness is not needed
to obtain the preliminary result of the modulus of liminf - only the fixed point assumption (see
Section 3).
As suggested above, our goal in this paper is to obtain a quantitative version of Theorem 1.1 using
methods of proof mining developed in [10]. The research program of proof mining in mathematical
logic – first suggested by G. Kreisel in the 1950s as ‘unwinding of proofs’ and given maturity by
U. Kohlenbach in the 1990s and afterwards – has developed into a field of study that aims to
analyze, using tools from mathematical logic, the proofs of existing mathematical theorems in
order to obtain their hidden quantitative content. A number of ‘logical metatheorems’ guarantee
that in situations that cover a significant portion of target theorems this sort of proof analysis
can actually be done and the bounds obtained are highly uniform. A comprehensive reference for
proof mining and its applications up to 2008 is [8], while a recent survey is [9]. We point out
also that the Ishikawa iteration was already approached with proof mining methods in [12, 13] for
nonexpansive mappings in uniformly convex geodesic spaces.
In our case, i.e. when analysing Ishikawa’s above result, whose conclusion states that a sequence
converges, a quantitative version would be a rate of convergence that computes the corresponding
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Nε given the ε and perhaps some additional parameters. However, the high logical complexity of
the definition of convergence makes it intractable for proofs that involve some notion of excluded
middle, as it is the case here. Therefore, an equivalent formulation (identifiable in logic as its
Herbrand normal form) introduced in this case by Tao [14, 15] under the name of metastability, is
used in its stead. The following sentence expresses the metastability of a given sequence (xn) in
a normed space:
∀k ∈ N ∀g : N→ N ∃N ∈ N ∀i, j ∈ [N,N + g(N)]
(
‖xi − xj‖ ≤ 1
k + 1
)
.
One can immediately glimpse the reduced complexity of this statement: no unbounded universal
quantifier occurs after the existential one (as it clearly does in the usual formulations of convergence
or Cauchyness). It is a simple exercise, however, to check that the sentence is equivalent to the
assertion that (xn) is Cauchy – and one should note that an appeal to reductio ad absurdum is
inevitable in the process. The main result of this paper, Theorem 5.1, exhibits an effective rate
of metastability – that is, a bound Ω(k, g) on the N in the above formulation – for the Ishikawa
iteration.
The next section enumerates and proves some basic properties of the relevant mappings and
sequences. Section 3 contains a quantitative version of the first step of Ishikawa’s proof, namely
the modulus of liminf for (‖xn − Txn‖), which also serves to obtain the approximate fixed point
bound, one of the necessary ingredients in the final analysis. The other ones are the moduli
of uniform closedness and uniform Feje´r monotonicity, introduced in [10]. The corresponding
definitions can be found in Section 4, along with the concrete values of them for the case at hand.
All these are put together in the last section, where the main result is stated and proved.
Notation: N = {0, 1, 2, . . .} and [m,n] = {m,m+ 1, . . . , n} for any m,n ∈ N with m ≤ n.
Fix(T ) is the set of fixed points of T .
2 Some useful lemmas
Let H be a Hilbert space, C ⊆ H a nonempty convex subset and T : C → C be a mapping.
Furthermore, (αn) and (βn) are sequences of reals in [0, 1] and (xn) is the Ishikawa iteration
starting with x ∈ C, defined by (2), using (αn) and (βn) as weights.
In order for the computations to be less cumbersome, we shall also set for all n ∈ N,
yn := βnTxn + (1− βn)xn,
so that we have, again for all n ∈ N,
xn+1 = (1− αn)xn + αnTyn.
Remark 2.1. It is clear that xn−xn+1 = αn(xn−Tyn), so ‖xn−xn+1‖ ≤ ‖xn−Tyn‖, and that
xn − yn = βn(xn − Txn), so ‖xn − yn‖ ≤ ‖xn − Txn‖.
Lemma 2.2. Assume that T is L-Lipschitzian. Then ‖xn − xn+1‖ ≤ (1 + L)‖xn − Txn‖.
Proof. Using Remark 2.1, we have that:
‖xn − xn+1‖ ≤ ‖xn − Tyn‖ ≤ ‖xn − Txn‖+ ‖Txn − Tyn‖ ≤ ‖xn − Txn‖+ L‖xn − yn‖
≤ (1 + L)‖xn − Txn‖.
We recall the following well-known and useful equalities that hold in Hilbert spaces.
Lemma 2.3. For any x, y ∈ H and any λ ∈ (0, 1), the following identities hold:
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1. ‖λx+ (1 − λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2;
2. ‖x+ y‖2 = ‖x‖2 + ‖y‖2 + 2〈x, y〉 and ‖x− y‖2 = ‖x‖2 + ‖y‖2 − 2〈x, y〉.
We shall denote, for any y, w ∈ C,
σ(y, w) := ‖w − Tw‖+ ‖y − Tw‖.
Lemma 2.4. Assume that T is a pseudo-contraction. Then, for every z, p ∈ C,
‖Tz − p‖2 ≤ ‖z − p‖2 + ‖z − Tz‖2 + 2‖p− Tp‖σ(z, p). (3)
Proof. Just follow the proof of [7, Lemma 3.2.(i)] (with κ = 1).
The following equalities are immediate consequences of Lemma 2.3.(1).
Lemma 2.5. For every p ∈ C, we have that:
‖xn+1 − p‖2 = αn‖Tyn − p‖2 + (1− αn)‖xn − p‖2 − αn(1 − αn)‖Tyn − xn‖2 (4)
‖yn − p‖2 = βn‖Txn − p‖2 + (1− βn)‖xn − p‖2 − βn(1− βn)‖Txn − xn‖2 (5)
‖yn − Tyn‖2 = βn‖Txn − Tyn‖2 + (1 − βn)‖xn − Tyn‖2 − βn(1− βn)‖Txn − xn‖2 (6)
Lemma 2.6. Assume that T is a pseudo-contraction and let p ∈ C.
1. We have that:
‖xn+1 − p‖2 ≤ ‖xn − p‖2 + αnβn‖Txn − Tyn‖2 − αnβn(1− 2βn)‖Txn − xn‖2
−αn(βn − αn)‖Tyn − xn‖2 + 2‖p− Tp‖
(
σ(xn, p) + σ(yn, p)
)
2. Assume, furthermore, that T is L-Lipschitzian and that (αn), (βn) satisfy (A3). Then we
have:
‖xn+1 − p‖2 ≤ ‖xn − p‖2 − αnβn(1− 2βn − L2β2n)‖xn − Txn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p)). (7)
Proof. The proof is a slightly modified version of the one from [6].
1. We get that:
‖xn+1 − p‖2 = αn‖Tyn − p‖2 + (1 − αn)‖xn − p‖2 − αn(1− αn)‖Tyn − xn‖2
by (4)
≤ αn
(‖yn − p‖2 + ‖yn − Tyn‖2 + 2‖p− Tp‖σ(yn, p))+ (1− αn)‖xn − p‖2
−αn(1− αn)‖Tyn − xn‖2
by (3) with z := yn
= αn‖yn − p‖2 + (1 − αn)‖xn − p‖2 − αn(1− αn)‖Tyn − xn‖2
+αnβn‖Txn − Tyn‖2 + αn(1 − βn)‖xn − Tyn‖2
−αnβn(1− βn)‖Txn − xn‖2 + 2αn‖p− Tp‖σ(yn, p)
by (6)
= αnβn‖Txn − Tyn‖2 + αn(αn − βn)‖xn − Tyn‖2 + (1− αn)‖xn − p‖2
+αn‖yn − p‖2 − αnβn(1 − βn)‖Txn − xn‖2 + 2αn‖p− Tp‖σ(yn, p)
= αnβn‖Txn − Tyn‖2 + αn(αn − βn)‖xn − Tyn‖2 + (1− αn)‖xn − p‖2
αn
(
βn‖Txn − p‖2 + (1 − βn)‖xn − p‖2 − βn(1− βn)‖Txn − xn‖2
)
−αnβn(1− βn)‖Txn − xn‖2 + 2αn‖p− Tp‖σ(yn, p)
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by (5)
= αnβn‖Txn − Tyn‖2 + αn(αn − βn)‖xn − Tyn‖2 + ‖xn − p‖2
−2αnβn(1− βn)‖Txn − xn‖2 + αnβn(‖Txn − p‖2 − ‖xn − p‖2)
+2αn‖p− Tp‖σ(yn, p)
≤ αnβn‖Txn − Tyn‖2 + αn(αn − βn)‖xn − Tyn‖2 + ‖xn − p‖2
−2αnβn(1− βn)‖Txn − xn‖2 + αnβn‖Txn − xn‖2
+2αnβn‖p− Tp‖σ(xn, p) + 2αn‖p− Tp‖σ(yn, p)
by (3) with z := xn
= ‖xn − p‖2 + αnβn‖Txn − Tyn‖2 − αnβn(1− 2βn)‖Txn − xn‖2
−αn(βn − αn)‖Tyn − xn‖2 + 2‖p− Tp‖
(
σ(xn, p) + σ(yn, p)
)
.
2. If (A3) holds, then αn(βn − αn)‖Tyn − xn‖2 ≥ 0. It follows that:
‖xn+1 − p‖2 ≤ ‖xn − p‖2 + αnβn‖Txn − Tyn‖2 − αnβn(1 − 2βn)‖Txn − xn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p))
≤ ‖xn − p‖2 + L2αnβn‖xn − yn‖2 − αnβn(1− 2βn)‖Txn − xn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p))
= ‖xn − p‖2 + L2αnβ3n‖xn − Txn‖2 − αnβn(1− 2βn)‖Txn − xn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p))
by Remark 2.1
= ‖xn − p‖2 + αnβn(L2β2n − 1 + 2βn)‖xn − Txn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p))
= ‖xn − p‖2 − αnβn(1− 2βn − L2β2n)‖xn − Txn‖2
+2‖p− Tp‖(σ(xn, p) + σ(yn, p)).
Let us recall some notions that are necessary for expressing our next results. Let (an)n∈N be a
sequence of nonnegative real numbers. If (an) converges to 0, then a a rate of convergence for (an)
is a mapping α : N→ N such that:
∀k ∈ N ∀n ≥ α(k)
(
an ≤ 1
k + 1
)
.
If the series
∞∑
n=0
an diverges, then a function θ : N → N is called a rate of divergence of the series
if for all n ∈ N we have that:
θ(n)∑
i=0
ai ≥ n.
A modulus of liminf of (an) is a mapping ∆ : N× N→ N satisfying
∀l ∈ N ∀k ∈ N ∃N ∈ [l,∆(l, k)]
(
aN ≤ 1
k + 1
)
.
One can easily see that lim inf
n→∞
an = 0 if and only if (an) has a modulus of liminf.
In the situation where the nonnegative sequence is of the form (‖xn−Txn‖), we are often interested
in a map Φ : N→ N such that :
∀k ∈ N ∃N ≤ Φ(k)
(
‖xn − Txn‖ ≤ 1
k + 1
)
.
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It is clear that such a map may be obtained from a modulus of liminf of (‖xn − Txn‖) by setting
l := 0. Since its existence indicates that the elements of the sequence (xn) come arbitrarily close
to being fixed points of the operator T , Φ is called an approximate fixed point bound for (xn) with
respect to T .
Lemma 2.7. Assume that (βn) satisfies (A1) and that β is a rate of convergence of (βn). Set
K := β
(⌈
1 +
√
2L2 + 4
⌉)
. (8)
Then, for all n ≥ K, 1− 2βn − L2β2n ≥ 12 .
Proof. Take n ≥ K. Since β is a rate of convergence for the nonnegative sequence (βn), whose limit
is 0, we have that βn ≤ 11+⌈1+√2L2+4⌉ ≤ 12+√2L2+4 = −2+
√
2L2+4
2L2 . It follows that βn+
1
L2
≤
√
2L2+4
2L2 ,
so β2n +
2
L2
βn +
1
L4
≤ 12L2 + 1L4 and L2β2n + 2βn ≤ 12 , hence the desired inequality.
Let us, for all n ∈ N, denote:
zn := xn+K . (9)
In particular, we have that (zn) is a subsequence of (xn).
Lemma 2.8. Assume that T is an L-Lipschitzian pseudo-contraction, (αn), (βn) satisfy (A1) and
(A3) and β is a rate of convergence of (βn).
1. If C is bounded and b is an upper bound on the diameter of C, then for all n ∈ N and all
p ∈ C,
‖zn+1 − p‖2 ≤ ‖zn − p‖2 − 1
2
αnβn‖zn − Tzn‖2 + 8b‖p− Tp‖. (10)
2. If p is a fixed point of T , then for all n ∈ N,
‖zn+1 − p‖2 ≤ ‖zn − p‖2 − 1
2
αnβn‖zn − Tzn‖2. (11)
Proof. Apply Lemma 2.7 and (7). For (i) use the fact that 2‖p − Tp‖(σ(xn, p) + σ(yn, p)) ≤
8b‖p− Tp‖.
3 An effective modulus of liminf
In this section C is a nonempty convex subset of a Hilbert spaceH , T : C → C is an L-Lipschitzian
pseudo-contraction, (αn), (βn) are sequences in [0, 1] and (xn) is the Ishikawa iteration starting
with x ∈ C.
The following result is the first step in Ishikawa’s proof of Theorem 1.1.
Proposition 3.1. Assume that T has fixed points and that (αn), (βn) satisfy (A1)-(A3). Then
lim inf
n→∞ ‖xn − Txn‖ = 0 for all x ∈ C.
The main result of this section is the following quantitative version of Proposition 3.1, giving us
an effective and uniform modulus of liminf for (‖xn − Txn‖).
Theorem 3.2. Assume that T has fixed points and that (αn), (βn) satisfy (A1)-(A3). Let β be a
rate of convergence of (βn) and θ be a rate of divergence of
∞∑
n=0
αnβn.
Let us define ∆b,θ, ∆˜b,L,β,θ : N× N→ N by
∆b,θ(l, k) := θ(l +M), ∆˜b,L,β,θ(l, k) = K +∆b,θ(l, k),
with K := β
(⌈
1 +
√
2L2 + 4
⌉)
, M := 2(b2 + 1)(k + 1)2 and b ∈ N is such that b ≥ ‖xK − p‖ for
some fixed point p of T .
Then for all x ∈ C,
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1. lim inf
n→∞
‖zn − Tzn‖ = 0 with modulus of liminf ∆b,θ;
2. lim inf
n→∞
‖xn − Txn‖ = 0 with modulus of liminf ∆˜b,L,β,θ.
Proof. Let x ∈ C, p ∈ Fix(T ) and b as in the hypothesis. We denote, for simplicity, ∆ := ∆b,θ(l, k).
1. We have to prove that
∀l ∈ N ∀k ∈ N ∃N ∈ [l,∆]
(
‖zN − TzN‖ ≤ 1
k + 1
)
. (12)
Remark first that, since θ is a rate of divergence for
∑∞
n=0 αnβn and αn, βn are sequences
in [0, 1], we have that θ(n) ≥ n− 1 for all n ∈ N. Then ∆ ≥ l +M − 1 ≥ l, as M ≥ 1.
By (11), we get that for all n ∈ N,
‖zn+1 − p‖2 ≤ ‖zn − p‖2 − 1
2
αnβn‖xn − Txn‖2. (13)
As an immediate consequence, it follows that ‖zn+1 − p‖ ≤ ‖zn − p‖ for all n ∈ N. Thus,
b ≥ ‖xK − p‖ = ‖z0 − p‖ ≥ ‖zn − p‖ for all n ∈ N.
Assume by contradiction that (12) does not hold, hence ‖zn− Tzn‖ > 1k+1 for all n ∈ [l,∆].
Adding (13) for n := l, . . . ,∆, we get that
‖z∆+1 − p‖2 ≤ ‖zl − p‖2 − 1
2
∆∑
n=l
αnβn‖zn − Tzn‖2 ≤ b2 − 1
2(k + 1)2
∆∑
n=l
αnβn.
Remark now that
∆∑
n=l
αnβn =
θ(l+M)∑
n=0
αnβn −
l−1∑
n=0
αnβn ≥ l +M − l =M.
It follows that
‖z∆+1 − p‖2 ≤ b2 − 1
2(k + 1)2
M = −1.
We have obtained a contradiction.
2. By (i), there exists N ∈ [l,∆] such that (12) holds. Let N˜ := K +N . Then l ≤ N ≤ N˜ ≤
K +∆ = K +∆b,θ(l, k) = ∆˜b,L,β,θ(l, k) and xN˜ = zN , so
‖xN˜ − TxN˜‖ = ‖zN − TzN‖ ≤
1
k + 1
.
Remark 3.3. If C is bounded, then, obviously, the above theorem holds with b ∈ N being an upper
bound on the diameter of C.
We get some immediate consequences.
Corollary 3.4. In the hypotheses of the above theorem, ∆′b,θ : N → N is an approximate fixed
point bound (with respect to T ) for (zn) and ∆˜′b,L,β,θ : N → N is an approximate fixed point bound
for (xn), where
∆′b,θ(k) := ∆b,θ(0, k) = θ(M), and
∆˜′b,L,β,θ(k) := ∆˜b,L,β,θ(0, k) = K + θ(M).
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Proof. As indicated before, we may just let l := 0 in the above theorem.
In the case when αn = βn =
1√
n+1
we get a modulus of liminf of exponential growth.
Corollary 3.5. In the hypotheses of the above theorem, assume further that αn = βn =
1√
n+1
.
Then, for all x ∈ C, lim inf
n→∞
‖xn − Txn‖ = 0 with modulus of liminf Γb,L, given by:
Γb,L(l, k) :=
(⌈
1 +
√
2L2 + 4
⌉
+ 1
)2
+ 4l+2(b
2+1)(k+1)2 .
Proof. One can easily see that β(k) := (k+1)2 is a rate of convergence for
(
βn =
1√
n+1
)
and that
θ(n) := 4n is a rate of divergence for the sequence
(
αnβn =
1
n+1
)
.
Corollary 3.6. In the hypotheses of the above theorem, we have that for all x ∈ C, lim inf
n→∞
‖xn −
xn+1‖ = 0 with modulus of liminf ∆ˆb,L,β,θ, given by:
∆ˆb,L,β,θ(l, k) := ∆˜b,L,β,θ(l, k
′),
where k′ := ⌈(1 + L)(1 + k)⌉.
Proof. We know that there is an N ∈ [l, ∆ˆb,L,β,θ(l, k′)] such that ‖xN − TxN‖ ≤ 1k′+1 . Applying
Lemma 2.2, we get that
‖xN − xN+1‖ ≤ (1 + L)‖xN − TxN‖ ≤ 1 + L
k′ + 1
≤ 1
k + 1
,
which was what we needed to show.
An important class of pseudo-contractions are the κ-strict pseudo-contractions (where 0 ≤ κ < 1),
introduced also in [2]. They are defined as mappings T : C → C, satisfying, for all x, y ∈ C,
‖Tx− Ty‖2 ≤ ‖x− y‖2 + κ‖x− Tx− (y − Ty) ‖2. (14)
It was proved in [11, Proposition 2.1.(i)] that any κ-strict pseudo-contraction is L-Lipschitzian
with L := 1+κ1−κ . Furthermore, one can easily see that nonexpansive mappings coincide with 0-
strict pseudo-contractions. Thus, as a consequence of Theorem 3.2 we get moduli of liminf for
(‖xn − Txn‖) when T belongs to these classes of mappings, too.
4 Uniform closedness and uniform generalized Feje´r mono-
tonicity
It was shown in [10] how one may derive the corresponding quantitative results of a class of
theorems stating the strong convergence of iterative algorithms. In the proofs of these theorems,
compactness goes hand in hand with a property that the iterations typically exhibit (to some
degree), called Feje´r monotonicity, so the idea consists in exploiting this notion as much as possible
in order to replace the original arguments with purely computational ones. It is this strategy that
we shall use in the last section in order to obtain our main result. Firstly, however, we need to
recall some essential notions from [10].
Let C be a nonempty subset of H and T : C → C be a mapping with Fix(T ) 6= ∅.
Notation 4.1. We denote F := Fix(T ).
We may write F :=
⋂
k≥0 AFk, where AFk is the set of all points x ∈ C such that ‖x−Tx‖ ≤ 1k+1 .
The following uniform version of closedness was introduced in a more general context in [10].
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Definition 4.2. F is called uniformly closed with moduli δF , ωF : N→ N if for all k ∈ N and for
all p, q ∈ C,
‖q − Tq‖ ≤ 1
δF (k) + 1
and ‖p− q‖ ≤ 1
ωF (k) + 1
imply ‖p− Tp‖ ≤ 1
k + 1
.
As pointed out in [10, Lemma 7.1], if T is a uniformly continuous mapping, then F is uniformly
closed with moduli ωF (k) = max{4k+3, ωT (4k+3)} and δF (k) = 2k+1, where ωT is a modulus
of uniform continuity of T – that is, a mapping ωT : N→ N such that
‖p− q‖ ≤ 1
ωT (k) + 1
implies ‖Tp− Tq‖ ≤ 1
k + 1
for all k ∈ N and all p, q ∈ C.
Proposition 4.3. Assume that T is an L-Lipschitzian pseudo-contraction with F 6= ∅. Then F
is a uniformly closed subset of C with moduli
ωF (k) = ⌈L⌉(4k + 4) and δF (k) = 2k + 1.
Proof. Since T is L-Lipschitzian, it follows immediately that T is uniformly continuous with
modulus ωT (k) = ⌈L⌉(k + 1).
Given two functions G,H : R+ → R+, a sequence (un) in C is said to be (G,H)-Feje´r monotone
w.r.t. F if for all n,m ∈ N and all p ∈ F ,
H(‖un+m − p‖) ≤ G(‖un − p‖).
This is a natural generalizations of Feje´r monotonicity, which is obtained by puttingG = H = idR+ .
As in [10], we suppose that the mappings G,H satisfy the following properties: for all sequences
(an) in R+,
(G) lim
n→∞
an = 0 implies lim
n→∞
G(an) = 0 and (H) lim
n→∞
H(an) = 0 implies lim
n→∞
an = 0.
These properties allow us to obtain in the general setting some nice properties of Feje´r monotone
sequences, needed for proving strong convergence.
Equivalent quantitative versions of (G) and (H) assert the existence of moduli αG : N → N and
βH : N→ N such that for all k ∈ N and all a ∈ R+,
a ≤ 1
αG(k) + 1
implies G(a) ≤ 1
k + 1
and H(a) ≤ 1
βH(k) + 1
implies a ≤ 1
k + 1
.
We say that αG is a G-modulus and βH is an H-modulus.
The following uniform version of (G,H)-Feje´r monotonicity was introduced in [10] and is another
of the abovementioned notions needed to get our quantitative results.
Definition 4.4. A sequence (un) in C is called uniformly (G,H)-Feje´r monotone w.r.t. F with
modulus χ : N3 → N if for all n,m, r ∈ N, for all p ∈ C with ‖p − Tp‖ ≤ 1
χ(n,m,r)+1 and for all
l ≤ m we have that
H(‖un+l − p‖)) < G(‖un − p‖) + 1
r + 1
.
Proposition 4.5. Let C ⊆ H be a bounded convex subset, T : C → C be an L-Lipschitzian
pseudo-contraction with F 6= ∅ and b ∈ N be an upper bound on the diameter of C. Assume
that (αn), (βn) satisfy (A1) and (A3) and that β is a rate of convergence of (βn). Then (zn) is
uniformly (G,H)-Feje´r monotone w.r.t. F with modulus
χb(n,m, r) = 8bm(r + 1),
where G(a) = H(a) = a2. We note that αG(k) =
⌈√
k
⌉
is a G-modulus for G and that βH(k) =
(k + 1)2 is a H-modulus for H.
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Proof. Let n,m, r ∈ N, l ≤ m and p ∈ C be such that ‖p− Tp‖ ≤ 1
χ(n,m,r)+1 =
1
8bm(r+1)+1 . As a
consequence of (10), we get that
‖zn+1 − p‖2 ≤ ‖zn − p‖2 + 8b‖p− Tp‖. (15)
It follows that
‖zn+l − p‖2 ≤ ‖zn − p‖2 + 8bl‖p− Tp‖ (by induction from (15))
≤ ‖zn − p‖2 + 8bm‖p− Tp‖ ≤ ‖zn − p‖2 + 8bm
8bm(r + 1) + 1
< ‖zn − p‖2 + 1
r + 1
.
5 A rate of metastability
In this section we give the main result of the paper, namely a finitary, quantitative version of
Theorem 1.1. As we have already pointed out, we apply methods developed in [10] for obtain-
ing quantitative versions of generalizations of strong convergence results using Feje´r monotone
sequences in totally bounded sets.
First, let us recall that a modulus of total boundedness for a nonempty subset C ⊆ H is a mapping
γ : N→ N such that for any k ∈ N and any sequence (un) in C we have that:
∃ 0 ≤ i < j ≤ γ(k)
(
‖ui − uj‖ ≤ 1
k + 1
)
.
As pointed out in [10], where two different moduli are considered, C is totally bounded if and only
if C has a modulus of total boundedness. This quantitative version of total boundedness was used
in [5] to obtain, also using proof mining, quantitative results in topological dynamics.
For any function f : N→ N, define the function fM : N→ N by:
fM (n) := max
0≤i≤n
f(i).
Obviously, fM ≥ f and f is nondecreasing.
A rate of metastability for a sequence (un) is a functional Σ : N×NN → N such that for any k ∈ N
and any g : N→ N, the followings holds:
∃N ≤ Σ(k, g)∀i, j ∈ [N,N + g(N)]
(
‖xi − xj‖ ≤ 1
k + 1
)
.
We now proceed to state our main result. Its proof can be found in the last subsection.
Theorem 5.1. Let H be a Hilbert space, C ⊆ H a nonempty totally bounded convex subset,
T : C → C an L-Lipschitzian pseudo-contraction with F := Fix(T ) 6= ∅, (αn), (βn) sequences
in [0, 1] satisfying (A1)-(A3) and (xn) be the Ishikawa iteration starting with x ∈ C. Assume,
furthermore, that γ is a modulus of total boundedness for C, b ∈ N is an upper bound on the
diameter of C, β is a rate of convergence of (βn) and θ is a rate of divergence of
∑∞
n=0 αnβn.
Let Σb,θ,γ,β,L and Ωb,θ,γ,β,L : N× NN → N be defined as in Table 1. Then
1. Σb,θ,γ,β,L is a rate of metastability for (xn).
2. There exists N ≤ Ωb,θ,γ,β,L(k, g) such that
∀i, j ∈ [N,N + g(N)]
(
‖xi − xj‖ ≤ 1
k + 1
and ‖xi − Txi‖ ≤ 1
k + 1
)
.
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Σb,θ,γ,β,L(k, g) := K + Σ˜b,θ,γ(k, h),
Σ˜b,θ,γ : N× NN → N, Σ˜b,θ,γ(k, g) := (Σ˜0)b,θ(P, k, g),
(Σ˜0)b,θ : N× N× NN → N, (Σ˜0)b,θ(0, k, g) := 0,
(Σ˜0)b,θ(n+ 1, k, g) := θ
M
(
2(b2 + 1)
(
8b(8k2 + 16k + 10)gM
(
(Σ˜0)b,θ(n, k, g)
)
+ 1
)2)
,
Ωb,θ,γ,β,L(k, g) := K + Ω˜b,θ,γ,L(k, h),
Ω˜b,θ,γ,L : N× NN → N, Ω˜b,θ,γ,L(k, g) := (Ω˜0)b,θ,L(P0, k, g),
(Ω˜0)b,θ,L : N× N× NN → N, (Ω˜0)b,θ,L(0, k, g) := 0,
(Ω˜0)b,θ,L(n+1, k, g) := θ
M
(
2(b2+1)
(
max{2k+1, 8b(8k20+16k0+10)gM((Ω˜0)b,θ,L(n, k, g))}+1
)2)
,
K := β
(⌈
1 +
√
2L2 + 4
⌉)
, h(n) := g(K + n),
P := γ
(⌈√
8k2 + 16k + 9
⌉)
, k0 :=
⌈⌈L⌉(4k + 4)− 1
2
⌉
, P0 := γ
(⌈√
8k20 + 16k0 + 9
⌉)
.
Table 1: Functionals and constants.
Theorem 5.1.(i) gives us a highly uniform rate of metastability Σb,θ,γ,β,L, which depends only
on the Lipschitz constant L, an upper bound b on the diameter of C and a modulus of total
boundedness γ for C, and the rates β, θ associated to the sequences (αn), (βn). As an immediate
consequence, we get the Cauchyness of (xn) for totally bounded convex C. Using [10, Remark 5.5],
we may see that Theorem 5.1.(ii) is indeed the true finitization of Ishikawa’s original statement,
i.e. it implies back not only the convergence of the iterative sequence, but also the fact that its
limit point is a fixed point of T .
Corollary 5.2. In the hypotheses of the above theorem, assume further that αn = βn =
1√
n+1
.
Then there exists N ≤ Ω′b,γ,L(k, g) such that
∀i, j ∈ [N,N + g(N)]
(
‖xi − xj‖ ≤ 1
k + 1
and ‖xi − Txi‖ ≤ 1
k + 1
)
,
where Ω′b,γ,L(k, g) := K0 + (Ω
′
0)b,L(P0, k, h), with K0 :=
(⌈
1 +
√
2L2 + 4
⌉
+ 1
)2
,
(Ω′0)b,L(0, k, g) := 0,
(Ω′0)b,L(n+ 1, k, g) := 4
2(b2+1)
(
max{2k+1,8b(8k20+16k0+10)gM ((Ω′0)b,L(n,k,g))}+1
)
2
.
and h, P0, k0 as in Table 1.
Proof. Use the moduli from Corollary 3.5.
5.1 Proof of Theorem 5.1
1. Claim: Σ˜b,θ,γ is a rate of metastability for (zn).
Proof of claim: By Proposition 4.5, (zn) is uniformly (G,H)-Feje´r monotone w.r.t. F with
modulus
χb(n,m, r) = 8bm(r + 1),
where G(a) = H(a) = a2 with moduli
αG(k) =
⌈√
k
⌉
and βH(k) = (k + 1)
2.
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Define Φ : N→ N by
Φ(k) := θM (2(b2 + 1)(k + 1)2) (16)
Then Φ is nondecreasing and Φ is an an approximate fixed point bound for (zn) by Corollary
3.4 and the fact that Φ(k) ≥ θ(2(b2 + 1)(k + 1)2) for all k.
We may now apply [10, Theorem 5.1] for F and (zn). Using the notations from [10, Theorem
5.1], we get in our setting that
χg(n, k) = 8(k + 1)bg(n), χ
M
g (n, k) = 8(k + 1)bg
M (n), P = γ
(⌈√
8k2 + 16k + 9
⌉)
and
Ψ0(0, k, g,Φ, χ, βH)= 0
Ψ0(n+1, k, g,Φ, χ, βH)= θ
M
(
2(b2 + 1)
(
8b(8k2 + 16k + 10)gM
(
Ψ0(n, k, g,Φ, χ, βH)
)
+ 1
)2)
.
By induction, we have that Ψ0(n, k, g,Φ, χ, βH) = (Σ˜0)b,θ(n, k, g). It follows that
Ψ(k, g,Φ, χ, αG, βH , γ) = Ψ0(P, k, g,Φ, χ, βH) = (Σ˜0)b,θ(P, k, g) = Σ˜b,θ,γ(k, g).
Thus, the claim is proved. 
Let k ∈ N and g : N → N be arbitrary. Applying the claim, we get N ≤ Σ˜b,θ,γ(k, h) such
that for all i, j ∈ [N,N + h(N)] = [N,N + g(K +N)],
‖zi − zj‖ ≤ 1
k + 1
.
Define N˜ := K + N . Then N˜ ≤ K + Σ˜b,θ,γ(k, hg) = Σb,θ,γ,β,L(k, g) and xN˜ = zN . Let
i, j ∈ [N˜ , N˜ + g(N˜)] = [K +N,K +N + g(K +N)] and take i0 := i−K, j0 := j −K. Then
i0, j0 ∈ [N,N + g(K +N)] and so:
‖xi − xj‖ = ‖xi0+K − xj0+K‖ = ‖zi0 − zj0‖ ≤
1
k + 1
.
2. We apply now [10, Theorem 5.3] for F and (zn). Using the notations from [10, Theorem 5.3]
and using Proposition 4.3 we get in our setting that
k0 =
⌈⌈L⌉(4k + 4)− 1
2
⌉
, χk,δF (n,m, r) = max{2k + 1, χ(n,m, r)}
It follows that Ψ0(n, k0, g,Φ, χk,δF , βH) = (Ω˜0)b,θ,L(n, k, g) and
Ψ(k0, g,Φ, χk,δF , αG, βH , γ)=Ψ0(P0, k0, g,Φ, χk,δF , βH)=(Ω˜0)b,θ,L(P0, k, g)=Ω˜b,θ,γ,L(k, g).
Thus, we have obtained that for all k ∈ N and g : N → N, there exists N ≤ Ω˜b,θ,γ,L(k, g)
such that
∀i, j ∈ [N,N + g(N)]
(
‖zi − zj‖ ≤ 1
k + 1
and ‖zi − Tzi‖ ≤ 1
k + 1
)
.
As in (i), one gets immediately that (ii) holds.
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