脳磁場信号源推定を用いた高時空間分解能神経電流解析による脳内情報表現の研究 by 佐藤 匡 & Masashi Sato
  
 
 
 
 
脳磁場信号源推定を用いた高時空間分解能
神経電流解析による脳内情報表現の研究 
 
 
 
 
A study on information representation in the human brain by high 
spatiotemporal resolution analysis of neural current using source estimation 
of magnetoencephalography. 
 
 
 
 
佐藤 匡 
Masashi Sato 
 
電気通信大学大学院 情報理工学研究科 
博士(学術)の学位申請論文 
2018 年 9 月 
 
 
 
 
 
 
i 
 
 
 
 
脳磁場信号源推定を用いた高時空間分解能
神経電流解析による脳内情報表現の研究 
 
 
 
 
A study on information representation in the human brain by high 
spatiotemporal resolution analysis of neural current using source estimation 
of magnetoencephalography. 
 
 
 
 
 
 
 
 
 
 
 
 
 
博士論文審査委員会        
主査 宮脇陽一  教授 
委員 横井浩史  教授 
委員 長井隆行  教授 
委員 阪口豊   教授 
委員 佐藤俊治 准教授 
委員 庄野逸   教授 
 
 
ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
著作権所有者 
佐藤匡 
2018 年 9 月 
 
 
 
 
 
 
 
 
 
 
 
 
  
iii 
 
Abstract 
Human brain has rapid information processing ability. Due to the ability, we can 
recognize environment and choose appropriate action in real time. However, majority of 
the mechanisms of the ability is still unclear. To reveal the mechanisms, it is important to 
analyze fine spatial patterns of human brain activity at high temporal resolution. However, 
current non-invasive brain imaging technology cannot measure human brain activity at 
such resolution. Source estimation of magnetoencephalography (MEG) signals is one 
method to analyze human brain activity at such resolution under the limitation. We can 
extract information represented by patterns of brain activity at high spatiotemporal 
resolution by applying neural decoding or representational similarity analysis (RSA) to 
the estimated neural current. 
However, because source estimation of MEG signals is underdetermined, spatial 
patterns of source neural current cannot be restored perfectly. Thus, researchers who use 
the technique should be familiar with its limitation. Previous studies have mainly 
quantified accuracy of the technique according to positional deviations and dispersion of 
estimated neural current, but it remains unclear how accurately MEG source estimation 
restores information content represented by spatial patterns of source neural current.  
In chapter 2, to reveal some of the mechanisms of the human rapid visual 
information processing, I compared latency that object categories are represented in 
higher visual cortex by applying neural decoding to estimated neural current in the brain 
area. As a result, no significant difference was observed in latency of object category 
representation along the level of abstraction of categories, indicating possibility that 
object category information is represented at similar latency in the higher visual cortex 
regardless of the level of abstraction.  
In chapter 3, I evaluated whether MEG source estimation can restore the 
information content represented by patterns of source neural current by using neural 
decoding. As a result, classification analysis was able to predict experimental conditions 
from estimated neural current. Thus, the information content was preserved through the 
MEG source estimation. However, accurate prediction was also possible from brain areas 
that have no information about the experimental conditions. This result indicates that 
information contained in a brain area can spread to other non-informative brain areas 
through MEG source estimation. I named this phenomenon as "information spreading". 
Next, to investigate that information spreading can happen in another situation, 
I evaluated MEG source estimation using RSA by simulation (Chapter 4). As a result, 
representational geometry constructed by patterns of cortical current in the source brain 
iv 
 
areas was restored through MEG source estimation but it spread to non-informative brain 
areas. This result indicates that information spreading can also happen in RSA. 
Information spreading may easily cause false-positive interpretation when trying 
to identify brain areas that represent target information because ones typically assume 
that a brain area is related to some kinds of function if information content about 
experimental conditions can be extracted from the brain area. Therefore, results of this 
thesis may assist to define the reliability of scientific findings based on high 
spatiotemporal analysis of brain activity by MEG source estimation.  
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要旨 
ヒトの脳は高速な情報処理能力を持ち，これによって我々は時々刻々と変化する外界
を認識し，適切な行動を取ることができる．ヒトの脳における高速な情報処理のメカニ
ズムには未だ不明な点が多く，神経科学の分野における重要な問いの一つである．ヒト
脳における情報表現には脳活動のパターンが重要な役割を果たすことが知られており，
ヒト脳における高速な情報処理のメカニズムを明らかにするためには，ヒト脳活動の詳
細な空間パターンを高い時間分解能で解析することが重要である．しかし，現状の代表
的な非侵襲的脳活動計測手法には，高時間分解能と高空間分解能を両立できるものは存
在しない． 
こうした非侵襲的脳活動計測における技術的な限界の下で，高時間分解能と高空間分
解能を両立して脳活動を解析する手法の一つが脳磁場信号に対応する神経電流の推定 
(信号源推定)である．信号源推定によって得られた脳活動の空間パターンに対して脳情
報デコーディングや representational similarity analysis (RSA)を適用することにより，高時
空間分解能で脳活動に表現される情報を抽出することが可能だと考えられる． 
しかし，脳磁場信号の信号源推定は原則として不良設定問題であり，神経電流の空間
パターンを完璧に復元することはできない．そのため，脳磁場信号の信号源推定は，そ
の限界を知った上で用いる必要がある．先行研究における脳磁場信号の信号源推定の精
度評価は，推定された信号源と原信号の信号源の位置ずれや，推定された電流値の信号
源からの空間的な漏れに基づいて行われており，信号源推定を介しても信号源の空間的
なパターンに表現されている情報が保存されるのかについては不明な点が多い． 
本論文ではまず，ヒト脳における高速な視覚情報処理のメカニズムの一端を明らかに
するべく，MEG 信号の信号源推定結果に対して脳情報デコーディングを適用すること
によって物体カテゴリがヒト高次視覚野に表現される時刻を推定した (第 2 章)．その
結果，物体カテゴリがヒト高次視覚野に表現される時刻には物体カテゴリの抽象度間で
有意差は無く，複数の抽象度の物体カテゴリが同時並列的に表現される可能性が示唆さ
れた． 
次に，信号源推定を行った時に，信号源の空間的なパターンによって表現される情報
が信号源推定を介しても保存されるのかを脳情報デコーディングを用いて検証した 
(第 3 章)．その結果，推定された神経電流の空間パターンから実験条件を予測できたこ
とから，信号源の空間的なパターンに表現されていた情報が信号源推定を介しても保存
されることが確認できた．一方で，元々何の情報も定義していなかった脳部位において
も，実験条件を予測することが可能であった．これは，MEG 信号源推定によって情報
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を持っていた脳部位からそうでない脳部位へと情報が漏れ広がっていることを示して
おり，本研究ではこの現象を情報拡散と呼ぶこととした． 
次に，同様の現象が他の多変量解析にも見られるのかどうかを検証するため，RSA に
よる MEG 信号源推定の評価を行った (第 4 章)．その結果，脳情報デコーディングの時
と同様に信号源の空間的なパターンに表現されていた情報は信号源推定を介しても保
存されることが確認されたものの，RSA における表現幾何が大脳皮質上の広い範囲へ
と漏れ広がってしまうことが確認できた．  
情報拡散は，脳のどの部位に実験条件に関する情報が表現されているのかを考える時
に偽陽性的な解釈を生む可能性がある．なぜなら，脳活動に表現される情報を調べる時
には，ある脳部位の脳活動から実験条件に関する情報が読み取れたことをもって，その
脳部位が実験条件に関する何らかの機能を持っていると判断することが多いからであ
る．本論文で得られた結果は，こういった議論の信頼度に関わる新たな見方を与えるも
のであり，今後，脳磁場信号源推定を用いて高時空間分解能で脳活動解析を行おうとす
る研究一般に対して大きく寄与するものである． 
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1 序論 
 我々は時々刻々と動的に変化する外界をリアルタイムに認識し，その結果に基づいて
行動を変化させている．時々刻々と動的に変化する外界を認識し，その変化に追従する
ことが可能なのは，ヒトの脳が高速な情報処理を行っているからに他ならない．高速な
情報処理が重要なのは危機回避の面から考えても明らかであり，ヒトが生きる上で無く
てはならない機能だと言えよう． 
ヒトの高速な情報処理の代表例として，目にした物体がどういったカテゴリに属して
いるのかを割り当てる，物体カテゴリの認識がある．ヒト脳波 (electroencephalography, 
EEG) 信号の計測結果からは，動物，非動物の画像判別時に，視覚刺激の提示から 160 
ms 程度経過したところで前頭部の脳波の大きさに動物，非動物間で有意差が見られて
おり，物体カテゴリの判別が 160 ms 以内に行われることが示唆されている (Thorpe et 
al., 1996) ． ま た ， 皮 質 脳 波  (electrocorticography, ECoG) 信 号 ， 脳 磁 場 
(magnetoencephalography, MEG)信号，EEG 信号を解析した研究では，視覚刺激の提示後
100 ms 程度経過したところから被験者に提示されていた画像の物体カテゴリが予測可
能になることが示されており (Carlson et al., 2013, 2011a; Cichy et al., 2014; Isik et al., 2014; 
Liu et al., 2009; Simanova et al., 2010)，高速な物体カテゴリ認識に対応して，ヒトの脳活
動には視覚刺激の提示から非常に短い時間で物体カテゴリの情報が表現されることが
確かめられている．しかし，物体カテゴリによって脳活動に表現されるまでの時間が異
なっているのか，もしそうであればそこにどのような意味があるのかについてはわかっ
ていない点が多い．このように，高速な情報処理のメカニズムの多くの部分は未だ明ら
かではなく，神経科学における重要な問の一つだと言えるだろう． 
ヒト脳における高速な情報処理のメカニズムを明らかにするための第一歩は，どのよ
うな情報が，いつ，脳のどの部位に表現されるのかを知ることである．このためには脳
活動のパターンが重要であり，脳活動のパターンに多変量解析を適用することで，そこ
に表現されている情報を読み取れることが多くの研究で示されている (Cichy et al., 
2014; Clarke et al., 2014; Cox and Savoy, 2003; Kriegeskorte et al., 2008b; Miyawaki et al., 
2008)．また，先程述べたように，ECoG 信号，MEG 信号，EEG 信号のパターンに対し
て多変量解析を適用することにより，脳内にいつ情報が表現されるのかについての知見
が得られつつある．機能的磁気共鳴画像法 (functional magnetic resonance imaging, fMRI)
を用いて脳活動を計測した研究では，脳活動パターンに多変量解析を適用することによ
り，視覚刺激が持つ意味特徴 (例えばウマであれば四本足，尻尾がある，動く等) が嗅
周皮質に表現されること (Clarke and Tyler, 2014)，視覚刺激や聴覚刺激等の入力される
刺激の種類に関わらずそれらが共通して持つ意味特徴が左半球の下側頭葉と前頭部に
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表現されること (Simanova et al., 2014)等が示されており，どのような情報が脳のどの部
位に表現されるのかについて研究が進んでいる． 
このように，ヒトの情報処理のメカニズムに迫ろうとする研究は数多く存在している
ものの，そのほとんどが脳内のどこに情報が表現されているか，もしくは脳内にいつ情
報が表現されるのかのいずれかのみに注目したものであり，これらの両立に注目して脳
機能を解明しようと試みている研究はほとんど無い．その理由の一つとして挙げられる
のは，現在の非侵襲的な脳機能計測の技術的限界である (図 1.1)．ヒト脳機能研究にお
いて最も頻繁に用いられている fMRI は，ミリメートルオーダの空間分解能を持ち，脳
のどの部位に情報が表現されているのかを検証するのに現状最も適した計測方法であ
る．しかし，fMRI の計測対象である脳内の血流変化は秒オーダで生じるため，ミリ秒
オーダで進むヒトの情報処理に追従することは困難だと考えられる．一方，MEG は脳
内の神経活動によって生じた電流に付随して生じる磁場を計測対象とするため，神経活
動と同程度の時間分解能を持つと言える．従って，MEG 信号を解析すれば，ヒトの高
速な情報処理を追従することができる．ただし，MEG 信号は頭部の周囲に配置した磁
気センサを用いて空間的に伝搬した磁場を計測したものであり，計測した MEG 信号を
センサ空間上で解析するだけでは，MEG 信号に表現されていた情報が脳のどの部位を
由来とするものなのかが不明確である．したがって，現在の非侵襲的な脳機能計測には，
高い空間分解能と高い時間分解能を両立したものが存在していないと言える． 
 
図 1.1 代表的な非侵襲的脳活動計測手法の時空間分解能．fMRIは高空間分解能低時間分解能，MEG
は低空間分解能高時間分解能であり，高時空間分解能を両立した非侵襲的脳活動計測手法は存在しな
い． 
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空間分解能と時間分解能を両立してヒト脳活動を計測することは難しいものの，計測
した脳活動の解析手法次第では高時空間分解能で情報を抽出できる可能性がある．その
1 つの方法が，計測した EEG 信号もしくは MEG 信号に対応する神経電流を推定し (以
下信号源推定と呼ぶ)，その推定値の空間パターンを解析することである (図 1.2)．大脳
皮質表面から頭皮上に電場が伝搬する時の各組織の誘電率は異なっているため，EEG は
空間的な歪みの大きい信号を計測することになる．対して，透磁率は組織間でほぼ一定
であると考えることができるので，MEG は空間的な歪みの小さい信号を計測すること
ができる．そのため，信号源推定を行う際には，EEG 信号と比較して MEG 信号の方が
適していると言える．信号源推定には，少数個の電流双極子のみを脳内に仮定して推定
を行う等価電流双極子モデル (equivalent current dipole model) と，多数の電流双極子 (典
型的には 103–4 個) を大脳皮質上全体に仮定する分布信号源モデル (distributed current 
dipole model) がある．分布信号源モデルを採用した場合，MEG 信号の計測に用いられ
る磁気センサの数と比較して電流双極子の数が極めて多く，不良設定問題となる．その
ため，唯一解を得るためには神経電流の推定値に対して何らかの制約条件を設ける必要
があるものの，等価電流双極子モデルと比較してより空間的に細かい脳活動パターンを
表現することができるため，高い時空間分解能で脳活動から情報を抽出するためには分
布信号源モデルの方が適していると考えられる． 
そこで本論文ではまず，分布信号源モデルを用いた信号源推定により神経電流を推定
し，推定された神経電流の空間パターンに対して多変量解析を適用することによって，
ヒト脳内における高速な情報処理のメカニズムを明らかにすることを目指す．具体的に
は，高速な物体カテゴリ認識の機能に注目し，高次視覚野において物体カテゴリが表現
される時刻が物体カテゴリの抽象度によって異なるのか検証する． 
 
図 1.2 信号源推定概要．大脳皮質上に流れた神経電流 (直接計測不可) によって生じた磁場を頭の周
りに配置したMEGセンサによって計測し，計測されたMEG信号から大脳皮質上の神経電流を推定
する．これによって直接計測が出来ない大脳皮質上の神経電流の解析が可能となる． 
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 ただし，分布信号源モデルは不良設定問題であるため，大脳皮質上の電流値を完璧に
復元することは不可能である．そのため，推定の精度を評価し，その結果に基づいて慎
重に利用する必要がある．先行研究における信号源推定の典型的な評価指標としては，
信号源からの位置ずれ (Sharon et al., 2007)，推定された電流値の空間的な広がり (de 
Peralta-Menendez et al., 1998, 1996; Hauk et al., 2011; Molins et al., 2008)，信号源が空間的
にある程度広がって定義されていた時に，推定された神経電流がそれにどの程度重なっ
ているのか (Cottereau et al., 2007; Fukushima et al., 2015; Grova et al., 2006)が挙げられる．
しかしながら，信号源推定を行った時に，信号源の空間的なパターンがどの程度正確に
復元されるのか，また，信号源推定の前後で，信号源の空間的なパターンに表現されて
いる情報が保存されているのかについては明らかになっていない．これをあらかじめ評
価しておかなければ，得られた結果を正しく解釈できずに間違った知見を得てしまう可
能性がある．そのため，信号源推定の限界を知ることは現在の非侵襲的脳機能計測によ
ってどこまでヒトの脳機能を明らかにできるのかの一つの指標を知ることにつながる
ものであるとともに，これからの脳機能計測技術やその解析技術に必要なものが何なの
かを知るために重要な課題であると言えよう． 
そこで本論文では次に，代表的な脳活動の多変量解析手法である脳情報デコーディン
グ (Cox and Savoy, 2003; Kamitani and Tong, 2005; Miyawaki et al., 2008)と representational 
similarity analysis (RSA, Nikolaus Kriegeskorte et al., 2008b; Kriegeskorte and Kievit, 2013)を
用いて，MEG 信号源推定を介しても脳活動の空間パターンに表現される情報が保存さ
れるのか，MEG 信号源推定によって情報が表現されている脳部位を正しく同定できる
のかを評価する．加えて，得られた知見に基づいて，高次視覚野に物体カテゴリが表現
される時刻の確からしさについても議論する． 
最後に，本論文で得られた成果をまとめ，考察するとともに，今後の脳機能研究の発
展のため，多変量解析と MEG 信号源推定を組み合わせた脳活動解析を行う時の注意点
について述べる． 
1.1 本論文の構成 
第 1 章 (本章) では，論文全体に関わる研究の背景，目的について述べた． 
第 2 章では，ヒト高次視覚野における物体カテゴリ表現の時間特性について述べる． 
第 3 章では，MEG 信号源推定と脳情報デコーディングを組み合わせ，パターン判別
分析の観点から MEG 信号源推定について評価する． 
第 4 章では，MEG 信号源推定と RSA を組み合わせ，表現幾何の観点から MEG 信号
源推定を評価する． 
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第 5 章では，第 2 章から第 4 章で得られた結果についてまとめ，考察し，今後の発展
を述べる． 
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2 ヒト視覚野における物体カテゴリ表現とカテゴリ抽象
度の時間的関係 
2.1 背景 
序論でも述べたとおり，ヒトは高速な物体カテゴリ認識が可能であり，そのメカニズ
ムを明らかにするために物体カテゴリによって脳活動に表現されるまでの時間が異な
っているのかについて検証が進められている．物体カテゴリが脳活動に表現される時刻
の差は，これまで物体カテゴリの抽象度に注目して研究されてきたものの，一貫した知
見は得られていない．ヒトを対象とした心理物理実験では，中程度の抽象度を持つ basic
レベルの物体カテゴリ (Rosch et al., 1976) の認識が最も高速であるという結果が得ら
れており (Jolicoeur et al., 1984; Rogers and Patterson, 2007; Rosch et al., 1976)，これは basic
レベルの物体カテゴリが最も早く脳活動に表現される可能性を示唆している．しかし，
後の心理物理実験による研究では，抽象度の高い物体カテゴリの認識が最も高速である
という異なった結果も得られている (Fabre-Thorpe, 2011; Large et al., 2004; Macé et al., 
2009)． 
心理物理実験により得られた結果が一貫していない理由のひとつとして，心理物理実
験で得られる結果には物体カテゴリが脳活動に表現されるまでの時間が必ずしも直接
表現されていないという点が挙げられる．通常心理物理実験で物体カテゴリ認識の時間
を計測する時には，視覚刺激の提示からそれに対応する何らかのタスクをこなすまでに
必要な反応時間を計測する．反応時間は物体カテゴリ認識のために脳内で必要となる情
報処理にかかる時間と，その後タスクをこなすための行動に必要な時間を合わせたもの
であるため，課されているタスクの内容が反応時間に反映されてしまう．そのため，心
理物理実験を用いた先行研究で得られた物体カテゴリ認識の時間特性は物体カテゴリ
認識ではなく，タスクの内容により得られている可能性が否定できない．したがって，
ヒトの脳活動に物体カテゴリが表現されるまでの時間は，脳活動を解析することによっ
て推定する必要があると考えられる． 
ただし，ヒトの脳活動を解析した研究においても一貫した結果は得られていない． ヒ
トの EEG 信号，MEG 信号を解析した研究には，抽象度の高い物体カテゴリが高速に表
現されることを示唆するもの (Clarke et al., 2014; Large et al., 2004)と，抽象度の低い物体
カテゴリの方が早くから脳活動に表現されることを示唆するもの (Carlson et al., 2013; 
Cichy et al., 2014)のふたつが存在している． 
7 
 
ヒト脳活動を解析した先行研究において一貫した知見が得られていない理由として，
計測した EEG 信号や MEG 信号をセンサ空間上で解析していたことが考えられる．EEG
信号や MEG 信号は，神経細胞集団が同期して活動した時に生じる電場もしくは磁場を
頭皮の周辺に配置したセンサを用いて計測するものである．電場，磁場は空間的に伝搬
するため，1 つのセンサが複数の脳部位の脳活動を計測することになり，計測した脳活
動をセンサ空間上で解析したときには，領野を限定した議論を行うことは困難である．
物体カテゴリの表現には腹側高次視覚野が大きな役割を担っていると言われているこ
とから (DiCarlo et al., 2012)，物体カテゴリが脳活動に表現される時刻を検証するために
は，腹側高次視覚野の脳活動を解析するべきだと考えられる．しかし，先行研究(Carlson 
et al., 2013; Cichy et al., 2014; Clarke et al., 2014)はセンサ空間上で脳活動を解析している
ため，結果には腹側高次視覚野だけでなく，複数の脳部位の情報処理の過程が反映され
ている可能性が高く，そのために複数の異なった知見が得られている可能性がある．  
そこで本研究では，腹側高次視覚野の脳活動のみを高い時間分解能で解析するために，
視覚刺激に対する脳活動を MEG 計測装置で計測し，得られた MEG 信号から神経電流
の推定を行う．その上で腹側高次視覚野上に推定された神経電流に対して脳情報デコー
ディングを適用し，物体カテゴリが腹側高次視覚野の脳活動に表現される時刻を推定す
る． 
脳情報デコーディング (Cox and Savoy, 2003; Kamitani and Tong, 2005; Miyawaki et al., 
2008)は，何らかの刺激を受けている，もしくは何かを想像している時の被験者の脳活
動を計測し，その実験条件と脳活動との対応関係を統計的手法を用いて学習することに
よって，計測した脳活動から被験者に提示された刺激の内容や，想像していたものを予
測する手法のことを指す．脳活動は，その時に受けている刺激や自身の認知状態に応じ
て変化するため，脳活動には刺激や認知状態が何らかの形で反映されていると考えるこ
とができる．言い換えれば，脳活動には刺激や認知状態についての情報が符号化 (コー
ド)されていると表現することもできる．したがって，実験条件と脳活動との対応関係
を学習し，脳活動から実験条件を予測することができれば，それは脳活動に符号化され
ている情報を読み解くことができた (デコードできた) と考えられる．特に脳情報デコ
ーディングにおいては，実験条件と脳活動との対応関係の学習結果をデコーダと呼ぶ． 
物体カテゴリが表現される時刻は，脳情報デコーディングによる物体カテゴリの予測
成績が有意になる時刻を求めることによって推定する．その上で，従来研究にならって
物体カテゴリをその抽象度に応じて subordinate，basic，superordinate の 3 つのカテゴリ
レベルに分け，脳活動に物体カテゴリが表現される時刻がこれらのカテゴリレベル間で
異なるのかどうかを検証する． 
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2.2 方法 
2.2.1 被験者 
本研究の実験に参加した被験者は 10 名(男性 9 名，女性 1 名)であった．実験は裸眼
もしくは実験用眼鏡を装着した矯正視力下で実施された．なお，本研究の実験は全て電
気通信大学倫理委員会，国際電気通信基礎技術研究所 (Advanced Telecommunications 
Research Institute International, ATR) 倫理委員会の承認を受けたものであり，被験者の書
面による同意のもとで実施された． 
2.2.2 物体カテゴリの階層と視覚刺激 
本研究では，ヒトの概念表現方法と対応して物体カテゴリを階層的に定義した意味辞
書である WordNet (Miller, 1995) をもとに，実験で用いる物体カテゴリの階層構造を決
定し，合計で 40 種類の物体カテゴリを用いた．まず，日常生活で目にすることのある
basic レベルの物体カテゴリの中から，動物に属するもの 6 種類，人工物に属するもの 6
種類の計 12 種類の basic レベルの物体カテゴリを選択した．次に，basic レベルの各物
体カテゴリに属する subordinate レベルの物体カテゴリの中で，画像集団を比較するこ
とで物体カテゴリの判別が可能な 2 つの subordinate レベルの物体カテゴリを採用し，
合計で 24 種類の subordinate レベルの物体カテゴリを定義した．また，いくつかの basic
レベルの物体カテゴリを統合して 4 種類の superordinate レベルの物体カテゴリを定義
した．全物体カテゴリリストと階層構造を図 2.1 に示す．  
本研究では，各 subordinate レベルの物体カテゴリに対して 96 枚の異なる画像を用意
し，それを視覚刺激として用いた．画像は ImageNet (Deng et al., 2009)より選定した．
ImageNet の画像の中には，画像中の物体が明らかにその物体カテゴリの典型例で無い
ものや，上下逆さまなどの典型的でない写り方をしているものが存在している．また，
その物体カテゴリに該当する物体が他の物体の後ろに隠れていて，一部が欠けているよ
うなものもある．そういった画像を取り除くため，まずその物体カテゴリの典型例の物
体が写った画像のみを選定した．次に，対象の物体の一部が他の物体によって隠れてし
まっている画像を除外した．この時，時計や服のような，身につける物によって隠れて
いるものに関しては例外とし除外しなかった．さらに，画像を加工して上から文字を重
ねている画像や，上下逆さ等，対象の物体が不自然な向きで写っている画像を除外した．
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図 2.1 実験で用いた物体カテゴリリストと物体カテゴリの階層構造 
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加えて，グレイスケールの画像や，対象の物体が 2 つ以上写っている画像を除外した．
次に，選定した画像の背景をグレーに塗りつぶし，対象の物体を切り出した．さらに，
切り出した画像を 500×500 ピクセルにサイズを変更し，画質が極端に低くなる画像を
除外した．最後に，本研究の実験に被験者として参加していない 3 名から各画像に写っ
ている物体と物体カテゴリ名が合致しているかどうかを判定してもらい，その結果を参
考にして最終的な画像を選定した．本研究の MEG 実験，fMRI 実験共に上記の画像を
視覚刺激として用いた． 
2.2.3 脳磁場計測実験 
2.2.3.1 視覚刺激の提示 
 視覚刺激は MEG 計測装置内に設置された半透明のスクリーンの中央に，プロジェク
タを用いて視野角で 12°×12°の大きさで提示された．被験者は実験の間，画面中央
に視野角 0.7°の大きさで提示された注視点を常に注視するように指示された．視覚刺
激は，1,000‒1,400 ms のランダムな時間間隔で 400 ms だけ提示され，実験の 1 run では
24 種類の物体カテゴリの画像を 8 枚ずつ，計 192 枚の視覚刺激を提示した (図 2.2)．
被験者には注視点のみが提示されている間に瞬きをするように指示した．1 run は約 5
分であり，1 実験で 12 run 実施した．実験中被験者は，視覚刺激への注意を維持するた
めに，提示される物体カテゴリとは無関係なタスクを遂行した．各 run の視覚刺激のう
ち 6 枚をランダムに選択し，その視覚刺激の提示時に注視点の色を緑色に変化させた．
被験者には注視点の色が緑色になるのを確認したらなるべく早く右手の人差し指でボ
タンを押すように指示し，注視点が緑色に変化してから 1 秒以内にボタンが押された時
にボタン押しが正しく行われたこととした．実験全体を通してボタン押しの正答率が
70%を超えていた時に被験者は視覚刺激に十分に注意を向けていたと判断し，実験が正
しく行われたこととした．ボタン押しによる体動の影響を考慮して，注視点の色が緑色
に変化した試行は以下の解析から除外した．なお，実験全体を通して物体カテゴリ間で
注視点の色が緑色になる画像の枚数は等しく，各物体カテゴリ 3 枚とした．視覚刺激の
提示には，Psychtoolbox-3 (http://psychtoolbox.org/)を用いた． 
2.2.3.2 MEG 計測条件 
本研究では，ATR-Promotions 脳活動イメージングセンタ附設の全頭型 MEG 計測装
置  (PQ1400RM, Yokogawa Electric Co., Japan; 210 axial gradiometers, 190 planar 
gradiometers)を使用して実験中の MEG 信号を計測した．サンプリングレートは 1000 Hz 
とし，0.05‒200 Hz のオンラインバンドパスフィルタを適用した状態で計測を行った．
被験者の頭部構造画像と，MEG センサの位置合わせを行うため，MEG 信号を計測する
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前に，3 次元のデジタルレーザースキャナ (FastSCAN, Polhemus, U.S.)を用いて被験者
の顔面の形状と，被験者の額上 3 箇所，左右の耳珠の，合計 5 箇所の位置を計測した．
さらに，頭部形状を計測するため，頭部上の約 70 点の位置を計測した．その後，先程
計測した額上 3 箇所と，左右の耳珠に微弱な電流を流すことが可能なコイルを取り付
けた．実験が 2 run 分終了するたびにコイルに微弱な電流を流し，その電流によって発
生する磁場を MEG 計測装置により計測した．計測した磁場から MEG 計測装置内のコ
イルの位置を推定し，それにより頭部位置を推定した．加えて，左目の上下と左右のこ
めかみに電極を貼り付け，眼電位の計測も行った． 
2.2.3.3 脳磁場信号の前処理 
MEG 信号計測時の環境ノイズと高周波ノイズを低減させるために，計測した MEG 信
号に対して time-shifted principal component analysis (TSPCA, de Cheveigné and Simon, 2007) 
と，100 Hz のカットオフ周波数を持つローパスフィルタを適用した．TSPCA は，MEG
計測装置に取り付けられている環境ノイズ計測用のセンサの信号値を用いて，MEG 信
号に含まれる環境ノイズを低減させる手法である．ある程度の時間窓の環境ノイズ信号
に対して主成分分析を適用し，環境ノイズ信号の正規直交基底を求める．求めた正規直
交基底に MEG 計測装置で計測された各チャネルの信号を射影し，射影された成分を元
の MEG 信号から減じることによってノイズを除去した． 
 
図 2.2 脳磁場計測実験の流れ．視覚刺激の提示 3 回分を例示した．被験者は視覚刺激を観察し，注視点の色
が緑色になったらボタン押しをするように指示された． 
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次に，各視覚刺激が提示された時刻を 0 ms として，−300 ms から 700 ms までを 1 試
行として切り取った．視覚刺激が提示されていた 0 ‒ 400 ms の区間中，全試行の 5%以
上の試行において−1 から 1 pT の範囲を超える大きさの信号値を示したチャネルはノイ
ズによる影響を大きく受けているチャネルであるとして解析から除外した．同じく 0 ‒ 
400 ms において，−1 から 1 mV の範囲を超える大きさの眼電位を示した試行，もしく
は少なくとも 1 つのチャネルで−1 から 1 pT の範囲を超える大きさの信号値が計測され
た試行は，眼球運動，瞬き，もしくはその他のノイズに大きく影響されたものとしてこ
の後の解析から除外した． 
2.2.4 事前分布取得のための fMRI 実験 
 本研究では，MEG 実験で計測した MEG 信号の神経電流を階層変分ベイズ推定法 
(variational Bayesian multimodal encephalography, VBMEG; Sato et al., 2004)を用いて推定し
た．より正確な推定結果を得るために，視覚刺激を観察した時に脳のどの部位がどの程
度の強さで活動するのかを fMRI 実験を実施して取得し，それを推定の事前分布として
用いた．  
2.2.4.1 視覚刺激の提示 
実験は，視覚刺激の提示を行う stim 期間と，視覚刺激を提示しない rest 期間を繰り
返すブロックデザインで行った (図 2.3)．Stim 期間は 24 s 固定であり，32 枚の視覚刺
激を 500 ms 間隔で 250 ms 提示した．実験は開始から 36 s を rest 期間とし，その後 stim
期間と rest 期間の組を 6 回繰り返した．Stim 期間と stim 期間の間の rest 期間の長さは
15 s とした．6 回の繰り返しの後 21 s を rest 期間とし，ここまでを実験の 1 run とした．
1 run につき各 subordinate レベルの物体カテゴリから 8 種類の画像を提示した．また，
提示の順番はランダムとした．被験者には MRI 装置内で仰向けになった状態で安静に
し，動かないように指示した．視覚刺激は MRI 装置内に設置した半透明のスクリーン
上に液晶プロジェクタを用いて投影し，視覚刺激の提示には Psychtoolbox-3 を用いた 
2.2.4.2 計測条件 
本研究では，ATR-Promotions 脳活動イメージングセンタ付設の MRI 装置  (3T 
MAGNETOM Trio A Tim, Siemens または 3T MAGNETOM Prisma fit, Siemens) を用いて
頭部構造画像と視覚刺激を提示している時の脳機能画像を撮像した．Trio と Prisma で
5 名ずつ計測を行った．頭部構造画像は，T1-weighted magnetization-prepared rapid-
acquisition gradient-echo (MP-RAGE) 法を用いて撮像した (矢状断面のスライス枚数, 208
枚; 繰り返し時間 (repetition time, TR), 2,250 ms; エコータイム (echo time, TE), 3.06 ms; 
フリップアングル (flip angle, FA), 9 deg; 有効視野 (field of view, FOV), 256 × 256 mm; ボ
13 
 
クセルサイズ, 1.0 × 1.0 × 1.0 mm; Trio と Prisma での撮像で同じ撮像パラメータを用い
た). 脳機能画像は，T2*-weighted gradient-echo echo-planar imaging (EPI)法で撮像した 
(Trio の撮像パラメータ, 横断面のスライス枚数=47 枚，TR = 3000 ms, TE = 30 ms, FA = 
80o, ボクセルサイズ = 3 × 3 × 3 mm, phase oversampling = 20%; Prisma の撮像パラメータ,
横断面のスライス枚数=47 枚，TR = 3000 ms, TE = 29 ms, FA = 80o, ボクセルサイズ = 3 
× 3 × 3 mm, phase oversampling = 20%)．Trio での脳機能画像の撮像は 20 チャネルのハ
ーフコイルを用いて行い，Prisma での脳機能画像の撮像は 20 チャネルのフルヘッドコ
イルを用いて行った． 
2.2.4.3 脳画像の前処理と事前分布の取得 
 SPM8 (Statistical Parametric Mapping, http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) を
用いて，被験者ごと，実験ごとに標準的な脳機能画像の前処理を行った．fMRI 装置で
計測された脳機能画像は DICOM (digital imaging and communication in medicine)形式で保
存されている．DICOM 形式の脳機能画像はそのままでは SPM8 では解析できないため，
まず，脳機能画像を DICOM 形式から Analyze 形式のデータフォーマットに変換した．
 
図 2.3 fMRI 実験の流れ．実験はブロックデザインで実施し，1 run の最初のブロックについて例示した． 
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また，fMRI 装置の磁場は計測を開始してから 10 s 程度経過するまでは不安定であるた
め，各実験 run の最初の 3 スキャンで得られた脳機能画像は，この後の前処理および解
析には含めずに破棄した．脳機能画像の前処理には主に 3 ステップある．最初のステッ
プは realignment と呼ばれ，脳機能画像同士の位置合わせを行う．本研究では，各実験の
最初の runで撮像した最初の脳機能画像の位置に他の全ての脳機能画像を剛体変換によ
り位置合わせした．この位置合わせを行った後，全ての脳機能画像の平均画像を作成し
た．次のステップは coregistration と呼ばれ，脳の構造画像に脳機能画像を位置合わせす
る作業である．まず，構造画像の位置を基準として，realignment で作成した平均の脳機
能画像の位置を剛体変換により位置合わせした．この時に求めたアフィン行列を他の全
ての脳機能画像に掛け合わせることによって脳機能画像を位置合わせした．なお，
coregistration を行う前に，MRI 装置の磁場の不均一性から生じる構造画像の輝度の不均
一性を補正した．3 つ目のステップは reslice と呼ばれる．Realignment，coregistration に
よって歪んだ脳機能画像の座標系のリサンプリングを行い，脳機能画像の座標を再定義
した．リサンプリングのための基準座標には，各実験の最初の run で計測した最初の脳
機能画像の座標を用いた．その後，半値全幅を 6 mm とした 3 次元のガウシアンフィル
タを用いて脳機能画像の平滑化を行った．前処理後の脳機能画像について，SPM8 を用
いて stim 期間と rest 期間の脳活動の強度を比較し，得られた全脳の t 値マップを 2.2.5
の神経電流推定における事前分布として用いた． 
2.2.5 大脳皮質上神経電流の推定 
計測した MEG 信号に対応する神経電流を VBMEG により推定した．VBMEG の詳細
については 3.2.5.3 で述べる．まず，各被験者の大脳皮質表面を FreeSurfer 
(http://surfer.nmr.mgh.harvard.edu/)とVBMEGを用いて 20,004 点のポリゴンモデルに変換
した．次に，各被験者の構造画像と，3 次元スキャナーによって計測した顔，頭部形状
の位置合わせを行い，そこに MEG 計測装置内における頭部位置を合わせることによっ
て，各被験者の大脳皮質ポリゴンモデルと，MEG センサとの位置関係を決定した．大
脳皮質ポリゴンモデルの各頂点に電流双極子を頂点の表面に対して垂直に配置し，大脳
皮質表面の内側から外側に向かう向きを正の向きとした．次に，境界要素法を用いて，
各電流双極子に単位電流が流れた時に各 MEG センサにて計測される磁場の大きさを記
述したリードフィールド行列を計算し，これを用いて VBMEG により大脳皮質上神経
電流を推定した．この際，推定の事前分布として 2.2.4.3 で得られた t 値マップを用い
た．また，variance magnification parameter と confidence parameter を 100 に設定した．加
えて，拡張ダイポール法 (Fujiwara et al., 2009; 森重 et al., 2010)を用いて眼電位による
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アーチファクトを除去するために，左右の眼球の中心に x, y, z の各方向に対し 1 つずつ
電流双極子を配置した．視覚情報処理は階層的であり，時間の経過に伴って情報処理を
行う脳部位が変化する(Schmolesky et al., 1998; Yoshor et al., 2007)ことから，神経電流の
推定は 25 ms の時間窓を 25 ms ずつずらして各時間窓で独立に実施した． 
2.2.6 関心領域 
 各被験者の高次視覚野 (higher visual cortex, HVC)の位置を Glasser et al. (2016)で定義
されている ventral streamとLO1, LO2, LO3を合わせた部位として解剖学的に定義した．
Glasser et al. (2016)における関心領域は Montreal Neurological Institute (MNI) 座標系にお
ける標準脳のポリゴンモデル上に定義されており，これを個人脳のボクセル空間に変換
した．まず，各関心領域に該当する標準脳のポリゴンモデルの頂点と最も近い MNI 座
標系のボクセルを決定し，そのボクセルを関心領域に該当するボクセルと定義した．こ
れを各被験者の個人脳の空間に変換することで各被験者の関心領域を得た． 
加えて，MEG 信号源推定により関心領域を限定した神経電流の解析ができているの
かどうかを確認するために，大脳皮質上で最初に視覚情報処理が行われる第一次視覚野 
(primary visual cortex, V1)の位置も同様に決定し用いた．視覚系では V1 以降階層的な情
報処理が行われているため (DiCarlo et al., 2012)，各関心領域に正しく神経電流が推定さ
れていれば V1 と HVC の間に神経電流の大きさの時間変化や情報表現において時間差
が観察されると考えられる．V1 の位置は Glasser et al. (2016)で定義されている primary 
visual cortex を用いて解剖学的に定義した． 
2.2.7 大脳皮質上神経電流値を用いた物体カテゴリの予測 
推定した神経電流値から，HVC および V1 に対応する頂点の電流値を抽出し，これら
を入力特徴量として視覚刺激提示後の各時刻においてその試行で提示された物体カテ
ゴリを予測した．判別器 (デコーダ)には，libsvm (http://www.csie.ntu.edu.tw/~cjlin/libsvm/)
上に実装された線形のサポートベクタマシン (support vector machines, SVM; Cortes and 
Vapnik, 1995)を用いた．SVM はマージン最大化と呼ばれる考え方にもとづいて判別を
行う手法であり，比較的高い汎化性能が得られることから多くの研究で用いられており，
本研究でも SVM を採用した．予測成績は実験を run 単位で区切った leave-one-run-out 
の交差検証法によって求めた．まず，11 run 分の試行を学習データとし，残り 1 つの run 
をテスト用データとした．時刻 t における学習用データでデコーダの学習を行い，学習
16 
 
したデコーダをテスト用 run の各試行の同時刻のデータに適用し，各試行で提示されて
いた画像に対応する物体カテゴリを予測した．これを全ての試行の全ての時刻がテスト
されるまで独立に繰り返した． 
物体カテゴリのデコーダは，予測対象の物体カテゴリが提示されたか，あるいはそれ
以外の物体カテゴリが提示されたのかを予測する 2 択の one-vs-others 判別器として構
成した (チャンスレベル 50%)．本研究では，basic レベル，superordinate レベルの物体カ
テゴリを予測対象の物体カテゴリとする時には，その物体カテゴリが包含している全て
の subordinate レベルの物体カテゴリに対する脳活動をその物体カテゴリに対する脳活
動として読み替えを行った． 
物体カテゴリの階層性を用いて物体カテゴリの読み替えを行っているので，物体カテ
ゴリの抽象度が高くなるほど予測対象の物体カテゴリの試行数が多くなる．そのため，
物体カテゴリ間で試行数に差が生じてしまい，全ての物体カテゴリを平等に比較するこ
とが難しくなる．本研究では平等な比較を行うため，学習時に使用する試行数を全物体
カテゴリで統一し，最も試行数が少ない subordinate レベルの物体カテゴリの試行数 – 8
として被験者毎に決定した (以下この試行数を learnS とする)．まず，学習用データから
予測対象の物体カテゴリが提示された試行をランダムに learnS ，それ以外の全ての物体
カテゴリが提示された試行からランダムに learnS 選択し，特徴量 (各関心領域内の神経
電流) の重みを線形 SVM により学習してデコーダを構築した．この時，オーバーフィ
ッティングを回避するために，各特徴量において予測対象の物体カテゴリとそれ以外の
 
図 2.4 ある時刻 t における物体カテゴリの予測方法．予測対象の物体カテゴリの学習サンプルとその他全ての
物体カテゴリの学習サンプルからランダムに同数の試行をサンプリングし，デコーダの訓練することを 25 回繰り
返し，平均の重みベクトルを求めた．求めた平均の重みベクトルをテスト用サンプルに適用して物体カテゴリを予
測した． 
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物体カテゴリの間の t 値を計算し，t 値の絶対値の降順に 200 個の特徴量を選択した．
デコーダの構築はランダムに選択された learnS 試行で行うため，学習結果が選択された
サンプルに依存して変化する可能性がある．そこで，試行のランダムな選択と，特徴量
の重みの学習を 25 回繰り返し，得られた特徴量の重みの平均値を計算して，最終的な
特徴量の重みとした．これをテスト用データに適用し，提示された物体カテゴリの予測
を行った (図 2.4)．  
また，物体カテゴリの予測を行う前に前処理として，関心領域内の各頂点において視
覚刺激提示前のベースライン区間 (−300–0 ms)の平均神経電流の値を減算し，10 ms の
時間窓を 5 ms ずつずらしながら神経電流の値の平均値を計算して平滑化を行った． 
本研究では，物体カテゴリの予測成績がチャンスレベルと比較して有意に高くなり始
める時刻 (onset latency)と，予測成績が最も高くなる時刻 (peak latency)をその物体カテ
ゴリが脳活動に表現される時刻として定義した．物体カテゴリの予測成績の有意レベル
は,視覚刺激提示前の時刻の全物体カテゴリの予測成績の 99 パーセンタイル値として被
験者毎に決定した．Onset latency は，物体カテゴリの予測成績が 40 ms 以上連続して有
意レベルを超えた時の最初の時刻として定義し，peak latency は 40 ms 以上連続して有
意レベルを超えた区間において最も高い予測成績が得られた時刻として定義した． 
2.3 結果 
2.3.1 MEG 実験におけるボタン押しの成績 
 MEG 実験中のボタン押しの成績に基づいて，被験者が視覚刺激に注意を向けていら
れたのかを確認した (表 2.1)．全ての被験者において正答率は 70%を超えており (平均
92%，標準偏差 7.82%)，実験中視覚刺激に注意が向けられていたことが確認できた． 
2.3.2 大脳皮質上の神経電流推定 
 MEG 信号源推定によって得られた神経電流の大きさに，視覚系の階層的な情報処理
による時間遅れが反映されているのかを検証するために，各関心領域におけるベースラ
表 2.1 MEG 実験におけるボタン押しの成績 
被験者 1 89% 被験者 6 89% 
被験者 2 94% 被験者 7 99% 
被験者 3 100% 被験者 8 96% 
被験者 4 94% 被験者 9 89% 
被験者 5 73% 被験者 10  97% 
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インからの信号値の変化を計算した．ここでは，ベースラインの神経電流値の分散と各
時刻における神経電流値の分散を比較して F 値を求め，これを信号値の変化の度合いと
した．F 値に被験者間で大きな差が認められたため (図 S 1)，被験者毎に F 値の大きさ
を 0‒1 にスケーリングしてから被験者間の平均と標準偏差を計算した．その結果，V1
で計算した F 値の方が HVC で計算した F 値と比較して立ち上がりが早く，F 値が最初
にピークを示す時刻も V1 の方が早かった(図 2.5)．これは，先行研究で得られている視
覚野に信号が到達するまでの時間関係(Schmolesky et al., 1998; Yoshor et al., 2007)と合致
するものであり，神経電流の強度は正しく推定されたと考えることができる． 
2.3.3 物体カテゴリの予測成績 
次に，大脳皮質上に推定された神経電流値の空間パターンを用いて，被験者に提示さ
れていた物体カテゴリの予測を各時刻において行った．いずれの物体カテゴリにおいて
も 100 ms 前後から物体カテゴリの予測成績が上昇していた (図 2.6)．これは時間分割
デコーディングによって物体カテゴリの予測を行っている先行研究(Carlson et al., 2013, 
2011b; Cichy et al., 2014) と 同 様 の 結 果 で あ り ， 本 研 究 に お い
 
図 2.5 各関心領域におけるベースラインからの信号値の変化．実線が被験者間平均，影の部分が被験者間の
標準偏差を表している．各被験者において値を 0–1 にスケーリングした後に平均と標準偏差を求めた． 
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図 2.6 各物体カテゴリの予測成績．実線は被験者間平均を，影の部分は標準偏差を示している．点線は各関心
領域における有意レベルの被験者間平均を示している． 
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ても時間分割デコーディングにより脳活動から物体カテゴリの情報を読み出すことが
できたと考えられる．また，多くの物体カテゴリにおいて V1 の予測成績の方が HVC
の予測成績よりも早い潜時から立ち上がる傾向にあり，物体カテゴリの予測成績にもヒ
ト視覚野における階層的な視覚情報処理による時間差が反映されているものと考えら
れる． 
加えて，male，female，human といった，ヒトに該当する物体カテゴリの HVC におけ
る予測成績は，他の物体カテゴリと比較して高い傾向にあった．先行研究では，ヒト高
次視覚野にはヒトの顔に選択的に反応する脳部位が存在することから(Kanwisher et al., 
1997)，ヒトという物体カテゴリの特別性が示唆されており，本研究で得られた結果も
これを反映したものの可能性がある． 
2.3.4 関心領域間の物体カテゴリ表現時刻の比較 
 MEG 信号源推定によって得られた神経電流の推定値に，視覚系の階層的な情報処理
の時間差が反映されているのかを検証するため，関心領域間で物体カテゴリが表現され
る時刻を比較した (図 2.7)．全被験者の onset latency，peak latency を関心領域間で比較
したところ，カテゴリレベル毎に比較した時も，全物体カテゴリをまとめて比較した時
も，V1 と HVC で有意差がみられた (ウィルコクソンの順位和検定, P < 0.05)．また，各
被験者において同様に onset latency，peak latency を比較した時も，関心領域間で有意差
が見られた (図 S 2，ウィルコクソンの順位和検定, P < 0.05)．従って，HVC の潜時の方
が V1 の潜時よりも有意に遅れており，onset latency，peak latency にも振幅の変化と同
様に，関心領域間の情報処理の時間差が反映されていると考えられる． 
2.3.5 カテゴリレベル間の物体カテゴリ表現時刻の比較 
 視覚系の階層的な情報処理による時間差が HVC と V1 の間で確認できたため，HVC にお
ける各物体カテゴリの予測成績の onset latency と peak latency をカテゴリレベル間で比
較し，物体カテゴリが表現される時刻と物体カテゴリの抽象度との関係を検証した． 
(図 2.8)．その結果，全被験者の onset latency，peak latency をまとめて比較した時には，
onset latency と peak latency にカテゴリレベル間で有意差は見られなかった (Kruskal-
Wallis 検定，P > 0.05)．同様に，各被験者において onset latency と peak latency を比較し
た時も，カテゴリレベル間で有意差は見られなかった (図 S 3，Kruskal-Wallis 検定，P 
> 0.05)．このことから，ヒト高次視覚野において物体カテゴリはその抽象度に関わらず
同程度の時刻で表現されることが示唆された． 
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図 2.7 関心領域間の各潜時の比較．(a) Subordinate レベル，(b) Basic レベル，(c) Superordinate レベル，(d) 
全物体カテゴリ．左側が onset latency，右側が peak latency である．箱ひげ図の中央の太い線が中央値，箱の
左右の端がそれぞれ 25%と 75%のパーセンタイル点を，左右のひげがそれぞれ最小値と最大値を示している．
P 値は，関心領域間の各潜時をウィルコクソンの順位和検定を用いて比較した時に得られたものである． 
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2.4 考察 
 本研究では，MEG 信号源推定と脳情報デコーディングを組み合わせ，解析対象の脳
活動を HVC に限定した上で，脳活動に物体カテゴリが表現される時刻をカテゴリレベ
ル間で比較した．その結果，ヒト HVC に物体カテゴリが表現される時刻には，カテゴ
リレベル間で有意差が見られなかった (図 2.8)．この結果は，物体カテゴリの情報が視
覚野に表現されるまでの時間は物体カテゴリの抽象度によらず同程度であり，複数の抽
象度の物体カテゴリが同時並列的に表現される可能性を示唆している． 
 ヒト脳において複数の抽象度の物体カテゴリが同時並列的に表現されるメカニズム
は，高次視覚野において物体がそれを構成するパーツの組み合わせで表現されていると
いう知見に基づくと説明がしやすい．サルの下側頭皮質においては，物体を構成する各
パーツが大脳皮質上のカラム構造に表現されており，その組み合わせによって物体が表
現されている可能性が示唆されている(Sato et al., 2009, 2013; Tsunoda et al., 2001)．本研
究で行ったように階層的に物体カテゴリを定義すると，抽象度の高い物体カテゴリは抽
象度の低い物体カテゴリを包含するように定義される．そうすると，抽象度の低い物体
カテゴリと，それを包含する抽象度の高い物体カテゴリを構成するパーツには，共通し
たものが存在するはずである．そのため，ある 1 つのパーツが表現されているときには，
抽象度の低い物体カテゴリについての情報も，それを包含する抽象度の高い物体カテゴ
リについての情報も同時に表現されていることになり，抽象度の異なる物体カテゴリが
同時に表現されることになると考えられる．この考え方は，basic レベルの物体カテゴ
 
図 2.8 カテゴリレベルによる物体カテゴリ表現時刻の比較．(a) V1，(b) HVC．左側が onset latency，右側が
peak latency である．箱ひげ図の中央の太い線が中央値，箱の左右の端がそれぞれ 25%と 75%のパーセンタ
イル点を，左右のひげがそれぞれ最小値と最大値を示している．P 値は，カテゴリレベル間の各潜時を Kruskal-
Wallis 検定を用いて比較した時に得られたものである． 
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リと，そこに含まれる典型的な subordinate レベルの物体カテゴリに対する脳活動が類
似しているという先行研究(Bauer and Just, 2017)からも支持されるものである． 
 しかし，本研究で得られた結果はヒト MEG 信号を解析した先行研究で得られている
いずれの知見とも合致しないものであった．Carlson et al., 2013，Cichy et al., 2014 では，
抽象度の低い物体カテゴリの方がより高速に脳活動に表現されるという結果が得られ
ている．この 2 つの先行研究では，1 つの物体カテゴリに対して画像は 1 枚しか用意さ
れていなかった．そのため，脳活動には物体カテゴリの情報に加えて，画像そのものの
低次特徴量も強く反映されているものと考えられる．画像の低次特徴量に対する情報処
理はまず始めに低次視覚野において行われることから，早い潜時で得られている抽象度
の低い物体カテゴリの予測成績は，各画像の低次特徴量を反映したものである可能性も
ある．また，本研究と同様に各物体カテゴリについて複数の画像を用いた先行研究 
(Clarke et al., 2014)は存在するものの，物体カテゴリのデコーディングはセンサ空間での
MEG 信号を用いて行われているため，得られた結果に低次視覚野によって抽出された
低次画像特徴量の物体カテゴリ間の差が反映されている可能性がある．本研究では上記
のような先行研究における問題点を改善するように試みており，本研究の結果が示唆し
ている同時並列的な物体カテゴリの表現も十分に考えられる． 
 また，サルの下側頭皮質の神経活動の解析結果からは，ヒトの顔，サルの顔，図形の
ような大きな分類の方が，ヒトの個体同士，サルの個体同士のような細かい分類よりも
早くから行われていることが示されている (Matsumoto et al., 2005; Sugase et al., 1999)．
一見するとこの結果は抽象度の高い物体カテゴリの方が早くから神経活動に表現され
るということを示唆するように見えるものの，この解釈には注意が必要である．これら
の先行研究における細かい物体カテゴリの分類は，同じ物体カテゴリに属する個体同士
の分類であり，本研究における subordinate レベルよりも更に抽象度の低い分類に相当
すると考えられる．そのため，これらの先行研究の結果と本研究の結果を直接対応付け
て比較することは難しく，サルとヒトの物体カテゴリ表現の時間特性を比較するために
は，ヒトにおいても同一物体カテゴリ内の個体同士を分類するようなデコーディングを
行う必要があるだろう． 
 ただし，本研究で得られた結果は，全ての物体カテゴリが同程度の時間で脳活動に表
現されるということを示唆するものではない．例えば，顔や体のパーツといった特定の
物体カテゴリに対して強く反応する脳部位が存在している  (Downing et al., 2001; 
Kanwisher et al., 1997)ことから，一部の限定的な物体カテゴリだけが高速に脳活動に表
現されている可能性がある．これを検証するためには，本研究で扱った物体カテゴリよ
りもさらに多くの物体カテゴリについてそれらが脳活動に表現されるまでの時刻を推
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定することが必要となる．また，多くの物体カテゴリについて検討することにより，特
別に高速に表現される物体カテゴリ間の共通性についてもデータ駆動的に議論するこ
とが可能になると考えられる． 
また，個人の経験の差が，物体カテゴリが表現されるまでの時間に影響を与える可能
性もある．心理物理実験においては，特定の物体カテゴリに対して高い専門性を持つ人
は，そうでない人と比較して subordinate レベルの物体カテゴリ判別時の反応時間が高
速になるという結果が得られている(Tanaka and Taylor, 1991)．そのため，特定の物体カ
テゴリに対して高い専門性を持っている人は，そうでない人と比較して subordinate レ
ベルの物体カテゴリのデコードがより高速かつより正確になるなど，脳内における物体
カテゴリの表現方法が変容している可能性があり，脳内における物体カテゴリの表現方
法を解明する上で興味深いトピックである． 
本研究では，MEG 信号源推定を用いることによって V1 と HVC の脳活動を切り分け
た脳活動解析を概ね実現できたと考えている．HVC に推定された神経電流の時間変化
が V1 に推定された神経電流の時間変化に対して遅れていたこと (図 2.5)，物体カテゴ
リの onset，peak が V1 と比較して HVC の方が有意に遅かったこと (図 2.6，図 2.7) か
ら，神経電流の推定値に視覚系における信号伝達の時間遅れが反映されている可能性が
高いと言えるだろう．ただし，実データを用いる限りは，MEG 信号源推定で得られた
結果が実際の大脳皮質上神経電流の性質を正確に反映出来ているのか確認することは
不可能である．そのため，シミュレーション等を用いて MEG 信号源推定の評価を行い，
本研究で得られた結果の信頼性についてさらに議論する必要があると考えられる．  
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3 空間パターンの解析に基づくMEG信号源推定の評価 
3.1 背景 
 分布信号源モデルを用いた MEG 信号の信号源推定は不良設定問題であり，大脳皮質
上の電流値を完璧に復元することは不可能である．そのため，推定の精度を評価し，性
能の範囲を熟知した上で利用することが重要となる．序論でも述べた通り，MEG 信号
源推定を介しても脳活動の空間的なパターンに表現されていた情報が保存されるのか
どうかについては未だ評価が成されておらず，その技術的な限界については明らかにな
っていない． 
近年では，推定された神経電流に対して脳情報デコーディングを適用し，脳活動の空
間的なパターンに表現される情報を高い時間分解能で捉えようと試み始められている 
(Ohata et al., 2016; Ramkumar et al., 2016a; Simanova et al., 2015; van de Nieuwenhuijzen et al., 
2013)．こうした研究の進展はヒト脳における高速な情報処理のメカニズムの解明につ
ながると期待できるものの，脳活動の空間的なパターンや，そのパターンに表現されて
いた情報が信号源推定を介しても保存されるのかをあらかじめ評価しておかなければ，
得られた結果を正しく解釈できずに間違った知見を得てしまう可能性がある． 
そこで本研究では，MEG 信号源推定の技術的限界に迫るため，神経電流の空間的な
パターンと，そのパターンによって表現される情報が MEG 信号源推定を介しても保存
されるのかについて，シミュレーション，実データの両面から脳情報デコーディングを
用いて検証を行う (図 3.1)． 
3.2 方法 (シミュレーション) 
3.2.1 被験者 
シミュレーションで必要となる頭部構造画像，MEG 計測装置内での頭部位置の計測
には，9 人の被験者 (男性 8 名，女性 1 名) が参加した．本実験は電気通信大学倫理委
員会，ATR 倫理委員会の承認を受けたものであり，被験者の書面による同意のもとで
実施された． 
3.2.2 大脳皮質表面のモデリング 
まず，大脳皮質上の神経電流値をシミュレートするために被験者の頭部構造画像から
大脳皮質表面のポリゴンモデルを生成した． 
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3.2.2.1 頭部構造画像の計測 
本研究では，ATR 脳活動イメージングセンタ付設の MRI 装置 (3T MAGNETOM Trio 
A Tim, または 3T MAGNETOM Prisma fit, 共に Siemens 社製) を用いて，MP-RAGE 法
により頭部構造画像を撮像した (矢状断面のスライス枚数, 208 枚; TR = 2,250 ms; TE = 
3.06 ms; FA = 9 deg; FOV = 256 × 256 mm; ボクセルサイズ = 1.0 × 1.0 × 1.0 mm; Trio と
Prisma での撮像で同じ撮像パラメータを用いた). 
3.2.2.2 大脳皮質表面のポリゴンモデルの作成 
FreeSurfer (http://surfer.nmr.mgh.harvard.edu/) を用いて，各被験者の頭部構造画像から
大脳皮質表面のポリゴンモデルを生成した．大脳皮質表面を FreeSurfer により約 300,000
点のポリゴンモデルに変換した後，Brainstorm (Tadel et al., 2011) にインポートした．
Brainstorm にインポートする際，計算コスト，メモリ使用量の削減のため，ポリゴンモ
デルを 15,002 点にダウンサンプリングした． 
 
図 3.1 シミュレーションの概要．2 種類の神経電流源のパターンを仮定し (ステップ 1)，仮定した神経電流を脳磁
場信号へと変換した (ステップ 2)．次に，脳磁場信号源推定の手法を用いて，脳磁場信号から神経電流を推定
した (ステップ 3)．神経電流のパターンを電流源と推定値で比較することによりパターンの復元度合いを評価し 
(ステップ 4)，2 種類のパターンの差によって表現される情報が保持されるのかをパターン判別を適用することに
よって評価した (ステップ 5)． 
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3.2.3 大脳皮質上神経電流信号源のシミュレーション 
各被験者の大脳皮質表面のポリゴンモデル上に，視覚刺激に対するヒト視覚系におけ
る信号の伝搬をおおよそ模倣するように神経電流の信号源を定義した．シミュレーショ
ンでは，神経電流の時間長は−100–300 ms とし， 1 試行分の長さとした．本シミュレー
ションでは，2 つの関心領域に異なる時間窓で神経電流の信号源を定義した (図 3.2)．
0 ms を視覚刺激の提示時刻として考え，25 – 75 ms の区間では第一次視覚野 (primary 
visual cortex, V1) に相当する部位に，200 – 250 ms の区間では下側頭葉 (inferotemporal 
cortex, IT)に相当する部位上に神経電流の信号源を定義した．各関心領域を標準脳上 
(ICBM152, Fonov et al., 2011) に定義し，その位置を FreeSurfer の球体変換の機能を用い
て各被験者の大脳皮質ポリゴンモデル上に投影した．V1 と IT に加え，コントロールの
解析のために，頭頂部にも関心領域を定義した (parietal cortex, PR) (図 3.2)．V1 は後頭
極を覆うように定義し，IT は側頭葉の下後部と重なる位置に定義した．また，PR は頭
頂葉の外側の中心あたりに定義した．各関心領域は，各半球上に 60 頂点を持つ，計 120
頂点とした．なお，PR はコントロールの解析用の関心領域であるため，神経電流の信
号源を定義しなかった．本研究では，25–75 ms，200–250 ms という特定の時間窓につい
てのみシミュレーションを行ったものの，シミュレーションにおいては V1，IT に神経
電流の信号源を仮定する時間窓が重ならない限り，どのような時間窓に神経電流の信号
源を配置したとしても，25–75 ms，200–250 ms の時間窓に神経電流の信号源を配置する
ことと定性的には状況は変化しないため，本研究で示す結果は時間窓の位置には依存し
ないと考えられる． 
V1，ITの各神経電流の信号源は複数の電流双極子の組み合わせから成っており，神
経電流の電流値は，半球内では同一で，半球間では異なるように定義した (図 3.2)．
電流双極子をポリゴンモデルの全頂点に，ポリゴンモデルの表面に対して垂直になる
ように配置した．この時，大脳皮質表面の内側から外側に向けて電流が流れる向きを
正の方向として定義した．なお，本シミュレーションにおいては，V1，IT内の電流双
極子のみが非零の値を持ち，他の全ての電流双極子の電流値は零として大脳皮質上神
経電流分布を定義した．各関心領域内における神経電流の値は，各時間窓において位
相が0から始まり，  で終わるsin波として定義した．従って，各関心領域の神経電流
強度は，その時間窓の中心で振幅が最大となった (V1では50 ms，ITでは225 ms)．本
シミュレーションでは，半球間で異なる電流値を示す2つの仮想的な実験条件を定義し
た：仮想実験条件1 ) 左半球では最大電流値が1nAꞏm ，右半球では m1nAꞏ となるよ
うに定義した．仮想実験条件2 ) 半球間で電流値の大小関係が条件1と逆になるように
28 
 
定義した．そのため，左右半球両方を含めた関心領域全体の平均電流値を計算する
と，条件1，条件2ともに 0nAꞏm で同じ値になる．従って，シミュレートした神経電流
の信号源においては，関心領域内全体の平均電流値を比較するような単変量解析では
仮想実験条件を見分けることができず，仮想実験条件を見分けるためには関心領域内
の電流値のパターンに注目する必要がある． 
3.2.4 MEG センサ信号の計算 
各関心領域上に定義した神経電流の信号源から生じる磁場を計測した時の MEG セン
サ信号を計算するために，MEG 計測装置内における各被験者の頭部位置を計測した． 
3.2.4.1 MEG 計測装置内での頭部位置計測とポリゴンモデルとの位置合わせ 
MEG 計測装置内での各被験者の頭部位置を計測し，MRI 画像との位置合わせを行っ
た．まず，各被験者の額に 3 つ，左右の耳珠に 1 つずつコイルを貼り付けた．3 次元ス
 
図 3.2 関心領域と神経電流のパターン．(a) 標準脳の大脳皮質表面に定義した 3 つの両側性の関心領域．(b) 
各関心領域上に仮定した神経電流源．図中の線の色と(a)で示した関心領域の色が対応している． 
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キャナー (FastSCAN Polhemus, inc., U.S.) を用いて被験者の顔と頭部の形状を計測し，
貼り付けた 5 つのコイルの位置を記録した．この後被験者には MEG 計測装置内で仰向
けになってもらい，なるべく体動が生じないように安静にしてもらった．この状態で先
程貼り付けた 5 つのコイルに微弱な電流を流すことによって磁場を発生させ，発生した
磁場を 400 チャネルの超伝導量子干渉計 (superconducting quantum interference device, 
SQUID，以下 MEG センサと呼ぶ) を持つ MEG 計測装置 (PQ1400RM, Yokogawa Electric 
Co., Japan; 210 axial gradiometers，190 planar gradiometers) を用いて計測した．計測した
磁場に基づいて MEG 計測装置内における被験者の頭部位置を推定した．3 次元スキャ
ナーによって計測した各被験者の顔と頭部形状，推定した MEG 計測装置内における頭
部位置を，3.2.2.1 で計測した頭部構造画像に対して位置合わせすることによって，各被
験者の大脳皮質ポリゴンモデルと，MEG センサとの位置関係を決定した． 
3.2.4.2 MEG 信号の計算 
MEG センサで計測される磁場は，神経電流の信号源から MEG センサへの磁場の伝
搬過程を記述した順問題を解くことにより計算することができる．この順問題は，以下
のように記述される． 
 ꞏ b G j e  (1)  
ここで，b ( 1N ベクトル; N ，MEG センサの数) は計測される MEG 信号，G ( N M
行列; M，大脳皮質表面上の頂点数) はリードフィールド行列， j ( 1M ベクトル) は大
脳皮質上の各頂点における神経電流の値，そして e  ( 1N  ベクトル) はセンサノイズ
を表している．リードフィールド行列の各列は，対応する頂点で単位電流双極子が生じ
た時に計測される MEG 信号値を示している．本研究では，G は OpenMEEG 上に実装
された境界要素法を用いて計算した(Gramfort et al., 2010; Kybic et al., 2005)．このGを用
いて，各仮想実験条件に対応するノイズが無い状態での MEG 信号を被験者ごとに計算
した．次に，センサノイズをガウス分布  20,N  に従うものとして計算し，ノイズが無
い MEG 信号に加えた (図 3.3)．本研究では，実際の MEG 計測環境における低信号対
ノイズ比を模倣するために，は全時刻，全 MEG センサにおける最大の磁場強度の 2
倍として被験者ごとに設定した．ノイズは，各時刻，各 MEG センサについて独立に付
与した．ここでは，被験者ごとに仮想実験 run を 5 run 分生成した．各仮想実験 run は，
各仮想実験条件に対応する MEG 信号に対してノイズを加える作業を 50 回繰り返した
計 100 試行で構成した． 
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3.2.5 生成した MEG センサ信号からの大脳皮質上神経電流の推定 
大脳皮質上神経電流 jの推定値を jˆと定義する( 1M ベクトル)と， jˆは主に計測され
た MEG 信号bとリードフィールド行列Gから推定される．この推定は，結果 (計測さ
れた MEG 信号)から原因 (大脳皮質上神経電流)を推定する枠組みに当てはまるもので
あり，一般的に逆問題と呼ばれる．分布信号源モデルを用いた場合，一般的に MEG セ
ンサの数は大脳皮質ポリゴンモデル上に定義した電流双極子の数と比較して極めて少
なくなる．つまり，観測変数の数が未知変数の数と比較して極めて少ない不良設定問題
となり，式(1)を満たすような j j  の解は無限に存在する．そのため，不良設定問題
を解く時は解 (ここでは j ) に何らかの性質を仮定し，その性質を解の制約条件とする
ことによって唯一解を得ることが一般的である．本研究では，広く用いられている 4 つ
の代表的な MEG 信号源手法を検証した．  
3.2.5.1 L2-ノルム正則化法 
本研究ではまず，最も広く用いられている L2-ノルム正則化法を用いた．L2-ノルム正
則化法は以下のように目的関数が定義される． 
      t tE         j b G j C b G j j R j ． (2)  
 
図 3.3 計算した MEG 信号の例．(a) 大脳皮質上神経電流源から計算した MEG 信号．1 本の線が 1 つのセン
サの信号値を表す．(b) ノイズを加えた MEG 信号． 
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ここで，Cは N N  のノイズ共分散行列，R は M M の大脳皮質上神経電流の共分散
行列，は正則化パラメータを表している．また，t は転置を示している．式(2)の右辺
の第一項は，ノイズの共分散によって重み付けされた推定誤差を，第二項は，大脳皮質
上神経電流の共分散によって重み付けされた L2-ノルムの正則化項を示している．式(2)
において，   0E j を満たす jの値は停留点を求めることによって以下のように解析的
に計算できる． 
      ˆ ˆ ˆ ˆ ˆꞏ ꞏ ꞏ ꞏ ꞏ ꞏt t
t t t
E 

   
    t t t t
j b G j C b G j j R j
b Cb b CGj j G Cb j G CGj j Rj     
 (3)  
   22 2 0E      t tj G Cb G CGj Rjj

  ． 
(4)  
   1  t tj G CG R G Cb ． (5)  
この計算の枠組みは，最小ノルム推定法 (minimum norm estimation, MNE) (Hämäläinen 
and Ilmoniemi, 1994) として広く用いられている．古典的な研究においては，CとR に
は単位行列が用いられているものの，本研究ではより精度の高い推定結果を得るために，
Cは MEG 信号の−100 – −1 ms のノイズ区間を用いて計算し，R は，皮質表面からの深
さによって重み付けした (Lin et al., 2006)．また，リードフィールド行列は空間的な白
色化処理を施した．また，本研究では，を 10-2 から 103まで指数オーダで変化させ，
異 な る 6 個 の  の 値 に つ い て 検 証 し た ． 以 上 の 処 理 は ， Brainstorm 
(http://neuroimage.usc.edu/brainstorm/)を用いて行った． 
3.2.5.2 L1-ノルム正則化法 
L2-ノルム正則化法では，j  が大脳皮質上全体に広がったものになりやすい．これは，
ベクトルの L2-ノルムはベクトル内の多くの要素が絶対値の小さな値のときに小さくな
りやすいからである． 
MEG 信号源推定の一つの目的は，ある実験条件に対して活動する脳部位を同定する
ことである．しかし，L2-ノルム正則化法のように大脳皮質上の広範囲に神経電流値が
推定された場合，特定の脳部位を同定するのが困難になるため，そのような解は望まし
くない場合がある．そこで，MNE と比較してより局在化した神経電流源の推定が行え
る手法の代表的なものとして，本研究では L1-ノルム正則化法を用いた．L1-ノルム正則
化法は，minimum current estimation (MCE) (Matsuura and Okabe, 1995; Uutela et al., 1999) 
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もしくは least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996) として
知られている．MCE の目的関数は以下のように記述される． 
   2 11ˆ ˆ ˆꞏ2NE   j b G j j ． (6)  
ここで，は正則化パラメータを， px はベクトルx の Lp-ノルムを表している．L1-ノ
ルム正則化法では， jˆ  内の少ない要素のみが非ゼロの値を持つような疎な解が得られ
やすいことが知られている．式(6)での定式化においては，は 
  max ꞏt
max N
  G b  (7)  
よりも小さい値を設定する必要があり (Ghaoui and Viallon, 2010; Kwangmoo et al., 2007)，
max よりも大きなを指定した場合，常に jˆ  はゼロベクトルとなることが示されてい
る．本研究では， max は 10-11のオーダであったため， max よりも小さい，10-16から 10-
11を指数オーダで変化させた異なる 6 個のについて検証した．本研究では，scikit-learn 
(http://scikit-learn.org/stable/) を用いて L1-ノルム正則化法を適用した． 
3.2.5.3 階層変分ベイズ推定法 
3.2.5.1，3.2.5.2 で述べた手法では，それぞれ jˆの L2-ノルム，L1-ノルムを制約条件と
して置くことによって唯一解を得ていた．L2-ノルム，L1-ノルムを制約条件とした場合，
ある実験条件下において特定の脳部位の脳活動が強いといったような， jの構造を制約
条件に盛り込むことはできない．しかし， jの構造に関する何らかの事前知識がある場
合は，それを制約条件に盛り込むことによって，より正確な jの推定が可能になること
が想定される．先行研究においては，MEG 信号を計測する際の実験条件と似た実験条
件下で計測された fMRI 信号の強度を jの事前情報として導入することによって，jの推
定精度が向上することが示されている(Kajihara et al., 2004; Sato et al., 2004)． 
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jに関する事前情報を導入するために，本研究では階層変分ベイズ推定法 (Sato et al., 
2004)を用いた．階層変分ベイズ推定法では， jˆに対する事前情報は，逆分散 r を持つ平
均が 0 のガウス分布に従うものとして以下のように導入される 
   1ˆ ˆ ˆ| exp ꞏ ꞏ2 tP     j r j R j ． (8)  
ここで、  diagR r であり，r は 1M のベクトルで，各要素 1ir が対応する神経電流の
分散を表すハイパーパラメータとして作用する．階層変分ベイズ推定法では，逆分散r
はガンマ分布に従う確率変数として，以下のように扱われる． 
    0, 0,
1
| ,
M
ii i
i
P r r 

 r ． (9)  
ここで，  0, 0,| ,ii ir r  は平均 0,ir ，自由度 0,i のガンマ分布を表している．このような
枠組みは関連度自動決定 (automatic relevance determination, ARD) (MacKay, 1992; Neal, 
1996; Sato et al., 2004) 事前分布と等価なものとして扱うことができる．fMRI によって
計測した脳活動強度は 0,ir を制御するために用いられ，大きな fMRI 信号が観測された
脳部位では，大きな電流分散が仮定されることになる．尤度関数は，MEG 信号のセン
サノイズがガウス分布に従うものとして以下のように導入できる． 
   21ˆ ˆ| exp ꞏ2P     b j b G j ． (10)  
ここで， はノイズ分散を示している．ベイズの定理を用いると， jに対する事後確率
分布は，以下のように表すことができる． 
         
ˆ ˆ| |ˆ, | P PP P
P
 b j j r rj r b b ． (11)  
ここで，  P b は周辺尤度であり，以下のようになる． 
      ˆ ˆ ˆ| dP P P b b j j j . (12)  
 ˆ, |P j r b を用いると， jˆの事後分布は以下のようになる． 
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    ˆ ˆ| , | dP P j b j r b r . (13)  
jは，この事後分布の期待値を求めることによって得られる． 
本研究では，階層変分ベイズ推定法による jの推定を，VBMEG を用いて行った．本
研究のシミュレーションでは，V1 と IT に電流源を仮定しており，電流源の位置がすで
にわかっているため，事前情報として V1 と IT における fMRI の脳活動強度を 1 とし，
他の部位では 0 とした．なお，fMRI の脳活動強度の強さに関係なく，全ての電流双極
子に対して神経電流は推定される．また，variance magnification parameter と電流分散推
定の時間窓はそれぞれ 10 と 100 ms とし，時間窓を 50 ms ずつずらしながら電流分散の
推定を行った．本研究では，全ての頂点に対して 0, 0i  とし， 0 0  と， 0 を 10−1–
103の指数オーダで変化させた計 6 個の 0 を用いて検証した． 
3.2.5.4 LCMV Beamformer 
上記 3 つの推定手法とは異なった視点から開発された MEG 信号源推定手法の代表的
なものとして，本研究では linearly constrained minimum variance beamformer (LCMV; Van 
Veen et al., 1997) についても検証した．LCMV では，i番目の頂点の神経電流 iˆjを推定
するために，bに対する空間フィルタ iw を求め，  
 ˆ ꞏti ij w b  (14)  
として計算する．LCMV では， iw を 1ꞏti i w g の制約の元で， iˆjのパワーを最小化する
ように計算する．従って，LCMV では以下のような最適化問題を解くことになる． 
 arg min  subject tꞏ ꞏ ꞏ 1o
i
t t
i i i w w Bw w g ． (15)  
ここで，Bは MEG 信号の共分散行列， ig はリードフィールド行列の i番目の頂点に対
応する列ベクトルである．式 (15)は，ラグランジュの未定乗数法を用いることによって
解くことができる．ラグランジアン  ,iL aw を 
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   ꞏ1 ꞏ, ꞏ2 t ti i i iL a a w w B w w g  (16)  
とし， iw の停留点を求めると， 
 
1
ꞏ 0
ꞏ ꞏ
i
i
L a
a 
   

i
B w gw
w B g
 (17)  
となる．ここで， iw の転置を計算し，制約条件に代入して a を求めると， 
  
1
11
ꞏ ꞏ 1
ꞏ ꞏ
t
ta
a 



g B g
g B g  (18)  
のように求められる．従って， iw は以下のように得られる． 
   11 1ꞏ ꞏ ꞏ ꞏti i i  w g B g B g． (19)  
式(15)の最適化関数における iˆj のパワーの最小化は，信号源推定による電流の漏れの抑
制と，ノイズの抑制に有効にはたらく．なぜなら，制約条件により iˆj のパワーの下限が
ij のパワーの値と一致するからである．ただし，実際に計測される MEG 信号は通常信
号対ノイズ比が低く，Bはノイズの影響を強く受けてしまうため，神経電流の推定精度
は低下する．そのため，通常得られた iw はノイズのパワーを用いて， 
  ꞏ ꞏ
i
i t
i i
 ww g C g  (20)  
のように正規化される．そのため，式(14)は 
 ˆ ꞏtiij w b  (21)  
となる．LCMV では iˆj は，neural activity index とも呼ばれる (Van Veen et al., 1997)．以
上の計算により， iw を全ての頂点について求めることによって jˆ を得ることができる．
本研究では，Bは 100 ms の時間窓を 50 ms ずつずらしながら各時間窓で計算した．ま
た，Cは MNE と同様に，MEG 信号の−100 – −1 ms のノイズ区間を用いて計算した．本
研究では，LCMV を MATLAB (MathWorks, Natick, MA) を用いて実装，適用した．  
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 また，本研究では，leave-one-run-out の交差検証法 (3.2.8 参照)において同一の試行が
学習と予測で 2 回参照されるのを避けるために，仮想実験 run ごとに独立に MEG 信号
源推定を実施した． 
3.2.6 神経電流源の位置同定精度評価 
どの程度正確に V1，IT の位置に神経電流が推定されたのかを評価するために，area 
under precision-recall curve (APR)を用いた．本研究では実際の MEG 信号計測環境におけ
る低信号対ノイズ比をシミュレートしているため，精度評価を試行毎に行うとノイズの
影響を強く受けてしまう．そのため，ここでは仮想実験条件毎に神経電流の推定値の試
行間平均を計算し，その平均値を用いて評価した．シミュレーションでは，神経電流の
電流源を一つの電流双極子ではなく，神経電流の分布として定義した．そのため，定義
した神経電流分布の位置と，推定された神経電流分布の位置がどの程度空間的に重なっ
ているのかを評価することが妥当である．そのような評価方法の代表的なものとして，
area under receiver operating characteristic curve (AUC) (Hanley and McNeil, 1982) と，APR 
(Davis and Goadrich, 2006; He and Garcia, 2009) がある．先行研究では，正例と負例の数
が大きく異なっている時には，AUC よりも APR の方がより良い評価基準であることが
示されている (Saito and Rehmsmeier, 2015)．本研究でも，関心領域内の頂点数 (正例の
数)と関心領域外の頂点数 (負例の数)が大きく異なっている (120 対 14,882) ため，
APR を用いて神経電流の信号源の位置推定精度を評価した．APR を求めるために，ま
ず， jˆ の絶対値を求め，以下のように標準化した． 
  , m
ˆˆ ˆax
i
norm i
j
j 
j
. (22)  
ここでは，閾値 を 0 から 1 までの間で変化させ，もし i番目の頂点において ,nˆorm ij 
だった場合，i 番目の頂点が ˆnormj における神経電流分布の信号源の一部だとして判定し
た．V1 もしくは IT の頂点の集合を，それ以外の頂点の集合を と定義すると，i 番
目の頂点は以下のように扱うことができる．  
⋅ True positive ሺTPሻ if ,nˆorm ij   and i. 
⋅ False positive ሺFPሻ if ,nˆorm ij   and i . 
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任意の  における TP の頂点の集合を  TP  ，FP の頂点の集合を  FP  と定義する
と，precision-recall 曲線は，precision (  PREC  )を横軸，recall (  REC  )を縦軸にプロ
ットすることにより得ることができる．Precision は，  において全正例中のうち何割
を正例として判定したのかを表す値であり，recall は  において正例だと判定したもの
の内，何割が実際に正例と合致していたのかを示す値である．  PREC  ，  REC  は，
以下のように計算される． 
      
size TP
iRE zeC s
   , (23)  
          
size TP
size TP FPPREC size
    . (24)  
ここで，  size は集合内の要素数を表す．また，APR の基準値 (baseline value)は正例
の数と負例の数の比から計算され，本シミュレーションでは 0.008 であった． 
     
sizeBasel sine value s eize iz

   . (25)  
APR は，各神経電流の電流源において電流強度が最大になる時刻 (V1 では 50 ms，IT
では 225 ms)で各仮想的な実験条件に対して計算した． 
3.2.7 神経電流源の空間パターンの復元精度の評価 
次に，推定された神経電流の空間パターンが，神経電流の電流源の空間パターンをど
れだけ復元できているのかを評価するために，2 つの分布間の相関係数を計算した．こ
こでは 3.2.6 と同様に，仮想実験条件毎に神経電流の推定値の試行間平均を計算し，そ
の平均値を用いて評価した．空間パターンの相関は関心領域ごとに計算し，V1 では 50 
ms，IT では 225 ms において計算した．本研究では，有意な相関係数 (P < 0.05, uncorrected)
が得られた場合に定義した神経電流の空間パターンが復元されたものとして扱った． 
3.2.8 関心領域毎の時間分割デコーディング 
ここでは，脳情報デコーディングを用いて，神経電流源の空間パターンの差によって
表現されていた情報が信号源推定を介しても保たれるのかどうかを検証した．線形
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SVM をデコーダとし，各関心領域に推定された神経電流の空間パターンを用いて各時
刻において，仮想実験条件を予測した．線形の SVM をデコーダとして用いた．予測成
績は，各時刻において，leave-one-run-out の交差検証法を適用することによって求めた 
(Carlson et al., 2013; Cichy et al., 2014)．4 つの run を用いてデコーダの学習を行い，残り
の 1 run 分をテストデータとして仮想実験条件を予測した．学習と予測は 5 ms 毎に独立
に行い，全ての時刻において全ての run がテストされるまで繰り返し実施した．推定さ
れた各頂点の神経電流を，デコーディングの前に，10 ms の時間窓を 5 ms ずつずらしな
がら平滑化し，平滑化された信号の各時刻において試行間の平均が 0，標準偏差が 1 に
なるように正規化した．正規化に必要となる平均値と標準偏差は，学習データのみから
計算し，学習データから計算された平均値と標準偏差を学習データとテストデータ両方
に適用した．デコーダへは，各関心領域上に推定された 120 次元の神経電流値を特徴ベ
ク ト ル と し て 入 力 し た ． こ れ ら の 解 析 は ， Brain Decoder Toolbox 
(http://www.cns.atr.jp/dni/download/brain-decoder-toolbox/)を元にしたプログラム上で行っ
た． 
3.2.9 サーチライトデコーディング 
分布電流モデルを採用した信号源推定は劣決定問題であるため，原則として元の神経
電流分布を完璧に復元することはできない．そのため，推定を行うことによって，元々
信号があった信号源の外へ電流値が漏れ広がってしまう(Hauk et al., 2011; Molins et al., 
2008)．もし，この漏れ広がった電流値が，各仮想実験条件に対応する神経電流のパター
ン間の統計的な差を保持していた場合，デコーダがこの差を検出できてしまう可能性が
ある．その場合，電流値が漏れ広がった，本来情報表現とは関係の無い脳部位において
も，仮想実験条件の予測が可能になってしまうと考えられる． 
ここでは，サーチライトデコーディング (Kriegeskorte et al., 2006) を実施し，仮想実
験条件間の神経電流のパターンの差が，信号源推定を介することによって信号源からど
の程度遠くまで広がってしまうのかを検証した．サーチライトデコーディングは，大脳
皮質上に小領域を定義し，その小領域で全脳をスキャンしながら各小領域においてデコ
ーダを構築し，実験条件の予測成績を求めるものであり，これによって全脳における仮
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想実験条件の予測成績マップを得ることができる (図 3.4)．本研究では，1 頂点と，そ
の最近傍の 119 頂点を合わせた 120 頂点を小領域として定義し，この小領域内の神経電
流の推定値を特徴ベクトルとして仮想実験条件の予測を行い，これを全ての頂点に対し
て繰り返した．なお，この頂点数は関心領域毎の時間分割デコーディングで用いられた
関心領域の頂点数を同じ数である．サーチライトデコーディングは，V1，IT の神経電
流値がピーク値をとる 50 ms と 225 ms においてのみ実施した． 
神経電流の推定値のパターンが関心領域からどの程度離れたところまで仮想実験条
件間の統計的な差を保持しているのかを確認するため，予測成績と，その予測成績が得
られた頂点と神経電流源を定義した関心領域の間の距離関係を定量化した．各頂点と信
号源を定義した関心領域との距離は，信号源を定義した関心領域の重心と各頂点間のユ
ークリッド距離として計算した．その後，得られた距離を 5 mm 間隔のビンに区切り，
各ビンにおける予測成績の平均を求めた．なお，以上の解析は被験者毎，半球毎に行っ
た． 
3.2.10 デコーディング解析における統計的有意性の検証 
本研究では，3.2.8，3.2.9 のデコーディング解析における統計的な有意レベルを，0 ms
におけるサーチライトデコーディングの結果を用いて被験者毎に決定した．0 ms にお
いては，V1 にも IT にも電流源を定義しておらず，シミュレートした MEG 信号にはノ
 
図 3.4 サーチライトデコーディング概要．右脳を膨らませ，シワを伸ばしたポリゴンモデルを外側から見たものを
示しており，暗いグレーは脳溝，明るいグレーは脳回を表している．ポリゴンモデル上の色はそれぞれ電流値と
予測成績を示しており，青から赤に変化するにつれて値が大きくなる．サーチライトデコーディングでは大脳皮質
上に小領域を定義し，その小領域で大脳皮質上全体をスキャンしながら予測成績を求めて予測成績マップを得
る． 
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イズしか含まれていない．そのため，0 ms における判別成績の集合は帰無分布として扱
うことが可能である．ここでは，この帰無分布の 99 パーセンタイル値を統計的有意レ
ベルとして定義した．また，本研究では，統計的有意レベルの定義の仕方によらず，デ
コーディング解析の結果が定性的に変化しないことを確認するために，二項分布からパ
ラメトリックに求めた統計的有意レベルと，permutation test を用いて決定した統計的有
意レベルの 2 つについても検証した．Permutation test による有意レベルは試行と仮想実
験条件の対応関係をランダムにシャッフルした時のデコーディング成績を計算し，それ
を 200 回繰り返した時の 99 パーセンタイル値として定義した．これを全時刻において
独立に実施し，全時刻において統計的有意レベルを計算した． 
3.3 結果 (シミュレーション) 
3.3.1 神経電流源の位置同定精度 
まず，各 MEG 信号源推定手法がどの程度正確に神経電流源を V1，IT 内に同定でき
たのかを APR を用いて評価した (図 3.5)．MNE，MCE，VBMEG では，少なくとも一
つのハイパーパラメータにおいて，平均の APR が V1，IT 共にベースラインを上回って
いた．また，LCMV の平均 APR もベースラインを上回っていた．VBMEG の APR が最
も高く，MCE の APR は最も低かった．さらに，推定された神経電流の全脳における分
布と，各関心領域内に推定された電流値の時間変化を示した (図 3.6)．各関心領域内に
推定された電流値の時間変化からは，比較的大きな振幅がその関心領域に電流源が仮定
されていた時間帯 (V1, 25 ‒ 75 ms; HVC，200 ‒ 250 ms) に推定されていることが確認で
きる．LCMV においては，200 ‒ 250 ms の間 V1 で，25 ‒ 75 ms の間 IT で小さな振幅の
変化が確認された．また，MCE は，IT においては該当する時間帯に大きな電流値を推
定できていない場合があった (図 3.6a)．推定された神経電流の空間分布を見ると，50 
ms においては MNE，MCE，VBMEG は V1 周辺に大きな振幅をもつ電流値を推定して
いた一方，LCMV は脳の広い範囲に広がった電流値を推定することが多かった．225 ms
においては，VBMEG のみが IT 周辺に大きな振幅を推定しており，その他の手法では，
脳の広い範囲に広がった，もしくは点々とした神経電流が推定されることが多かった 
(図 3.6b)．したがって，全 MEG 信号源推定手法において APR は baseline value を超え
たものの，神経電流源を V1，IT 内に同定する精度には手法間で大きく差が存在するこ
とが確認できた．また，VBMEG は比較的高い精度で神経電流源の位置を同定すること
ができた．  
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3.3.2 V1，IT 上に定義した神経電流と推定された神経電流の空間パタ
ーンの相関 
次に，MEG 信号源推定がどの程度正確に信号源の空間的なパターンを復元できるの
かを検証するために，V1，IT 上に定義した神経電流の空間的なパターンと，V1，IT 上
に推定された神経電流の空間的なパターンとの間の相関を計算した (図 3.7)．MNE は，
1 0110 0   周辺において，両方の関心領域で平均の相関係数が最も高くなった．MCE
では，V1 においては 1210  で最も平均の相関係数が高くなり，有意レベルを超えた
ものの，IT においては平均の相関係数はチャンスレベルと比較して有意に高いとは言
えなかった．VBMEG は他の 3 つの信号源推定手法と比較して，全体的により高い相関
係数を示しており，相関係数は
2
0 10  の時に両方の関心領域で最も高くなった．LCMV
は MNE と同程度の相関係数を示した．以上をまとめると，MEG 信号源推定は，MCE
 
図 3.5 Area under precision-recall curve．棒グラフとエラーバーはそれぞれ被験者間平均と被験者間の標準
偏差を表す．ここで，0*は γ0 = 0 を表す． 
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図 3.6 最も高い APR を示したハイパーパラメータにおける電流変化と電流マップ．(a) 大脳皮質上神経電流の
推定値の時間変化．例として仮想実験条件 1 における被験者 4 の結果を示している．(b) 大脳皮質上神経電流
の推定値のマップ．各マップの電流値は見やすさのために 0 ‒ 1 に正規化している．なお，0 の値を示した頂点は
透明であり，その部分については脳溝 (暗いグレー)と脳回 (明るいグレー)が見えている．こちらの結果について
も(b)と同じ被験者 4 の結果を例として示している． 
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を除き，信号源の空間パターンと有意な相関が得られる電流値を推定しており，今回の
シミュレーションにおいては信号源の空間パターンを復元できたと考えられる． 
3.3.3 関心領域ごとの時間分割デコーディング 
3.3.2 では，MEG 信号源推定手法がどの程度正確に信号源の空間パターンを復元でき
るのかを検証した．ここでは，さらに，パターン判別分析を用いて，V1，IT に定義し
た神経電流の空間パターンの差に表現されていた情報が，MEG 信号源推定を介しても
保存されるのかどうかを検証した．信号源の空間パターンの差は，V1 では 25 – 75 ms，
IT では 200 ‒ 250 ms にのみ表現されていたため，これらの関心領域と時間窓の組み合
 
図 3.8 各関心領域に推定された電流値から得られるべき理想的な予測成績． 
 
図 3.7 関心領域内に定義した信号源の空間パターンと，大脳皮質上神経電流値の推定値の空間パターンとの
間の相関係数．棒グラフは被験者間平均，エラーバーは被験者間の標準偏差を示し，グレーの破線は有意とな
る相関係数の値を示している (uncorrected P < 0.05)．なお，0* は 0  = 0 を表す. 
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図 3.9 関心領域毎の時間分割デコーディング (シミュレーション)． (a) MNE，(b) MCEについての各関
心領域における予測成績の時間変化．黒の実線は予測成績の被験者間平均を示しており，網掛けは被験者
間の 1パーセンタイル値と 99パーセンタイル値を示している．赤の点線は予測成績の有意レベルを示し
ている． 
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わせでのみ有意な予測成績が得られることが期待される (理想的な場合の結果を図 3.8
に示した) ． 
上記の関心領域と時間窓の組み合わせにおいて，全ての MEG 信号源推定手法で有意
な予測成績が得られた (図 3.9，図 3.10)．ただし，MCE は他の 3 つの信号源推定の手
法と比較して予測成績が低い傾向にあった．従って，定義した神経電流の空間パターン
に表現されていた情報は MEG 信号源推定を介しても保存されることが確認できた． 
しかし，特に MNE，VBMEG，LCMV において，信号源の空間パターンの差が定義さ
れていなかった関心領域と時間窓の組み合わせ (V1 の 200 ‒ 250 ms，IT の 25 ‒ 75 ms) 
においても，有意な予測成績が得られた (図 3.9，図 3.10)．さらに，全ての時刻で常に
 
図 3.10関心領域毎の時間分割デコーディング (シミュレーション)．(c) VBMEG，(d) LCMVについての
各関心領域における予測成績の時間変化．黒の実線は予測成績の被験者間平均を示しており，網掛けは被
験者間の 1パーセンタイル値と 99パーセンタイル値を示している．赤の点線は予測成績の有意レベルを
示している． 
46 
 
信号源の振幅が 0 であった PR においても，有意な予測成績が得られた．MCE は，信号
源の空間パターンの差が定義されていなかった関心領域と時間窓の組み合わせにおい
て，他の MEG 信号源手法と比較すると有意な成績が得られることが少なかったものの，
判別成績は全体的に低い傾向にあった．これらの結果は，ある特定の脳部位に含まれて
いた仮想的な実験条件についての情報が信号源推定によって元々情報を含んでいなか
った脳部位へと空間的に拡散しているということを示しており，本研究ではこの現象を
「情報拡散」と呼ぶこととした． 
しかしながら，実際には V1 や IT といったひとつの特定の脳部位だけが活動するわ
けではなく，自発脳活動等により，その他の脳部位が実験条件とは無相関に活動し，そ
れがノイズ成分としてはたらくことが想定される．そのため，PR に神経電流の電流源
としてガウス分布  0,1N に従うノイズを加えて同様に関心領域ごとの時間分割デコー
ディングを実施し，実験条件と無相関なノイズ成分が予測成績にどのような影響を及ぼ
すかを検証した．その結果，予測成績は全体的に低下したものの，信号源の空間パター
ンの差が定義されていなかった関心領域と時間窓の組み合わせにおいて有意な予測成
績が得られるという結果に定性的な変化は無かった (図 3.11). 
 
図 3.11 PRにノイズ信号源を仮定した時の関心領域毎の時間分割デコーディング．実線は予測成績の
被験者間平均，網掛けは被験者間の 1 パーセンタイル値と 99 パーセンタイル値を示している．黒は
PRにノイズ信号源を仮定しない時，青は PRにノイズ信号源を配置した時の予測成績．赤の点線は統
計的有意レベルを示している． 
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3.3.4 サーチライトデコーディングと情報の空間的拡散度合い 
各関心領域上に表現されていた情報が情報拡散によってどの程度空間的に拡散して
しまうのかを検証するために，サーチライトデコーディングを行った．図 3.12 には，
得られた予測成績を大脳皮質上にマップした例を示している．MCE を除いた全ての
MEG 信号源推定手法において，100%に近い予測成績が大脳皮質上の広い範囲で得られ
た．MCE はそのような広い範囲での高い予測成績は示さなかったものの，他の MEG 信
号源推定手法と比較すると，V1，IT 内であっても予測成績が低い傾向にあった (図 3.9，
図 3.10 も参照)．次に，予測成績の空間的な広がりを定量化した (図 3.13)．MNE，
VBMEG，LCMV においては，V1，IT から大きく離れた位置であっても高い予測成績が
得られており，情報拡散が大脳皮質上の広い範囲で生じていることが確認できた．MCE
は情報拡散の度合いが最も小さかったものの，これまでの結果で示したように，予測成
績は MEG 信号源推定手法の中で最も低かった．これらの結果は，MEG 信号の信号源
推定を行い，その推定結果に対して判別分析を適用した時に，予測成績のみを用いて情
報が表現されている脳部位を同定しようとすると，本来情報が表現されていないはずの
脳部位において情報が表現されているという偽陽性的な解釈が生じる可能性があるこ
とを示している． 
 
図 3.12 サーチライトデコーディングによって得られた予測成績のマップ．50 ms と 225 ms における，最も高い
相関係数が得られたハイパーパラメータ (図 3.9，図 3.10)について，被験者 4 の結果を例として示した． 
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図 3.13 サーチライトデコーディングにより得られた予測成績と関心領域からの距離の関係．(a ‒ d) それぞれ左
V1，右 V1，左 IT，右 IT の重心を原点とした時の距離と予測成績の関係．実線は被験者間平均，網掛けは被験
者間の 1 パーセンタイル値と 99 パーセンタイル値を示している．破線は予測成績の有意レベルを示す．(a)，(b)
は 50 ms，(c), (d)は 225 ms における結果を示している． 
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図 3.14 統計的有意レベルの定義方法による結果の比較．各関心領域における時間分割デコーディングで
統計的有意レベルを超えた時刻の数を示している (棒グラフは被験者間平均，エラーバーは標準偏差)．(a), 
(b) はそれぞれ図 3.7 の V1，実験条件 1 の結果において最も高い相関係数と 2 番目に高い相関係数を示し
たハイパーパラメータについての結果である．統計的有意レベル間で結果に有意差は見られなかった(P > 
0.05, Kruskal-Wallis test). 
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なお，0 ms におけるサーチライトデコーディングの予測成績から求めた統計的有意
レベル (55.6±1.0%, 平均±標準偏差)，二項分布からパラメトリックに求めた統計的有意
レベル(54.5%, P < 0.05)，permutation test により求めた統計的有意レベル (56.1±0.8%)に
定性的な差は見られなかった．加えて，統計的有意レベルを超える予測成績を示す時刻
の数を求めて 3 つの統計的有意レベル間で比較したところ，有意差は見られなかった(P 
< 0.05, Kruskal-Wallis test) (図 3.14)．統計的有意レベルの定義方法による結果の定性的
な変化が確認できなかったことから，本研究においてはサーチライトデコーディングに
よって求めた有意レベルを採用した． 
本研究ではさらに，広範囲に渡る情報拡散が多変量解析だけでなく単変量解析におい
ても同様に生じるのかどうかを検証した．始めに，仮想実験条件間における神経電流の
推定値の差の t 値を各頂点において求めた．その結果，有意な t 値が情報源の関心領域
から遠く離れた頂点においても得られた (図 3.15). 次に，多変量解析と単変量解析を
より直接的に比較するために単変量でのサーチライトデコーディングを実施した．ここ
では，1 頂点と，その最近傍の 119 頂点を合わせた 120 頂点の神経電流の推定値の平均
値を入力特徴量とした．その結果，情報源の関心領域から離れた脳部位においても高い
予測成績が得られたものの，多変量のサーチライトデコーディングの結果と比較すると
予測成績は低かった (図 3.16)．例えば，多変量のサーチライトデコーディングの
VBMEG では，ハイパーパラメータに関わらず情報源の関心領域から少なくとも 0.04 m
離れるまでは予測成績は 10 0%を維持していているものの，単変量のサーチライトデコ
ーディングでは，情報源の関心領域から離れるに従って急速に予測成績が低下していた．
これは他の例においても同様であった．これらの結果から，情報拡散は MEG 信号源推
定と単変量解析を組み合わせた時にも生じうるものの，その効果は多変量解析において
より大きいことが示された． 
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図 3.15 t 値と関心領域からの距離の関係．(a ‒ d) それぞれ左 V1，右 V1，左 IT，右 IT の重心を原点とした
時の距離と t 値の関係．実線は被験者間平均，網掛けは被験者間の 1 パーセンタイル値と 99 パーセンタイ
ル値を示している．破線は予測成績の有意レベルを示す  (t-test, uncorrected P < 0.05; degrees of 
freedom, 499).(a)，(b)は 50 ms，(c), (d)は 225 ms における結果を示している． 
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図 3.16 単変量のサーチライトデコーディングにより得られた予測成績と関心領域からの距離の関係．(a ‒ 
d) それぞれ左 V1，右 V1，左 IT，右 IT の重心を原点とした時の距離と予測成績の関係．実線は被験者間平
均，網掛けは被験者間の 1 パーセンタイル値と 99 パーセンタイル値を示している．破線は予測成績の有意レ
ベルを示す．(a)，(b)は 50 ms，(c), (d)は 225 ms における結果を示している． 
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3.4 実データ解析 
次に，情報拡散が実データにおいても生じるのか検証した．この解析では，本研究で
用いた MEG 信号源推定手法のうち，最も高精度に信号源位置の推定と信号源のパター
ンの再構成を行うことのできた VBMEG を使用した (3.3.1，3.3.2 参照)． 
3.4.1 被験者 
男性 4 名が実験に参加した．本実験は電気通信大学倫理委員会，ATR 倫理委員会の
承認を受けたものであり，被験者の書面による同意のもとで実施された．実験は裸眼も
しくは実験用眼鏡を装着した矯正視力下で実施された． 
3.4.2 視覚刺激 
本研究では，回転する白と黒のチェッカーボード模様の扇形の対を視覚刺激として用
いた．扇形の中心角は 30°であり，視覚刺激を 30° ずつ離散的に時計回りに回転させた 
(図 3.17)．視覚刺激は，半透明のスクリーン上にプロジェクタを用いて，視野角で 18 × 
18°の範囲内に灰色の背景と共に提示した．なお，視覚刺激の提示には，Psychtoolbox-3 
を用いた．視覚刺激の提示前に，1,500 ms 間黒と白の同心円で構成された注視点を画面
の中心に提示した．その後，視覚刺激の提示を開始した．まず，被験者に視覚刺激の提
示が始まることを通知するために，注視点の白い部分を赤色に変化させ，それをランダ
ムに 700 – 1,200 ms 提示した．被験者には，注視点が赤くなっている間，なるべく瞬き
を我慢するように指示した．その後，各視覚刺激が 300 ms 間隔で 300 ms 間提示された．
一連の視覚刺激の提示後，注視点の色を赤から白に戻した．実験の 1 run は 20 回の白色
の注視点の提示と視覚刺激提示から構成されており，約 2 分程度であった．また，各実
験は 12 run で構成された． 
3.4.3 脳磁場計測と前処理 
視覚刺激提示時の MEG 信号を，シミュレーションで用いたものと同じ MEG 計測装
置を用いて計測した．MEG 信号は 1000 Hz で計測し，0.05–200 Hz のバンドパスフィル
タをオンラインで適用した．MEG 計測装置内における被験者の頭部位置の推定は
3.2.4.1 と同様に行った．実験中被験者にはなるべく体動が生じないように安静にしても
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らった．また，眼球運動によるノイズの影響が大きい試行を除外するために，眼電位を
同時に計測した．MEG 計測装置内における頭部位置は各 run が始まる直前に計測した． 
MEG 信号計測時の環境ノイズと高周波ノイズを軽減するために，計測した MEG 信
号に対して TSPCA を適用した．次に，各視覚刺激が提示される時刻を 0 ms として，
−100 ms から 400 ms までを 1 試行として切り取った．全試行の 5%以上の試行において
−1 から 1 pT の範囲を超える大きさの信号値を示したチャネルはノイズによる影響を大
きく受けているチャネルであるとして解析から除外した．また，−1 から 1 mV の範囲を
超える大きさの眼電位を示した試行，もしくは少なくとも 1 つのチャネルで−1 から 1 
pT の範囲を超える大きさの信号値が計測された試行は，眼球運動，瞬き，もしくはそ
の他のノイズに大きく影響されたものとしてこの後の解析から除外した． 
3.4.4 fMRI を用いた脳部位同定実験 
 信号源推定の際に事前分布として用いる脳部位として，第一次視覚野 (primary visual 
cortex, V1)と，高次視覚野 (higher visual cortex, HVC)を被験者毎に脳活動計測実験によ
り同定した．これら 2 つの関心領域は，MEG 信号源推定によって漏れ広がった神経電
流のパターンが実験条件に関連した統計的な違いを持っているかどうかを検証するた
めに選択した (3.4.6 参照)． 
 
図 3.17 実データ解析用実験デザイン．時計回りに回転する白と黒のチェッカーボード模様の扇形の対を視覚刺
激として用いた． 
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3.4.4.1 視覚刺激提示装置 
 被験者は MRI 装置内で仰向けになった状態で安静にし，なるべく体動を生じさせな
いように指示された．視覚刺激は，半透明のスクリーン上にプロジェクタを用いて，灰
色の背景と共に提示した．視覚刺激の提示には，Psychtoolbox-3 を用いた． 
3.4.4.2 脳活動計測条件 
 視覚刺激を提示している時の脳機能画像を ATR-Promotions 脳活動イメージングセン
タ付設の fMRI 装置により計測した．2 名の被験者は 3T MAGNETOM Trio (Siemens)で
20 チャネルのハーフコイルを用いて撮像し，もう 2 名の被験者は 3T MAGNETOM 
Prisma fit (Siemens)で 20 チャネルのフルヘッドコイルを用いて撮像した．脳機能画像は，
EPI 法で撮像した (Trio の撮像パラメータ, TR = 3000 ms, TE = 30 ms, FA = 80o, resolution 
= 3 mm, axial slices = 47, phase oversampling = 20%; Prisma の撮像パラメータ, TR = 3000 
ms, TE = 29 ms, FA = 80o, resolution = 3 mm, axial slices = 47, phase oversampling = 20%)．
また，各被験者の頭部構造画像を，シミュレーションでの頭部構造画像の計測の際に用
いたパラメータと同じパラメータを用いて撮像した． 
3.4.4.3 脳機能画像の前処理 
2.2.4.3 と同様に，SPM8 を用いて被験者ごと，実験ごとに脳機能画像の前処理 
(realignment, coregistration, reslice)を行った．Reslice のための基準座標には，各実験の最
初の run で計測した最初の脳機能画像の座標を用いた． 
 
図 3.18 V1 同定実験で提示した視覚刺激 (a) 扇形の対の刺激．時計回りに回転する．(b) 輪の形状をした視覚
刺激．中心から外側に向かって輪が大きくなる． 
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3.4.4.4 V1 の同定 
 標準的な先行研究の手順(Engel et al., 1997)に従い，網膜部位再現性に基いて被験者毎
に V1 の位置を同定した．視覚刺激には，白黒のチェッカーボード模様の回転する扇形
の対と，拡大する輪を用いた．扇形の中心角は 30°で，チェッカーボードを 6 Hz で点滅
させた．扇形は視野角で 0.5 ‒ 9°の範囲に上下左右対称の位置に提示し，36 s で 1 周す
るように回転させた．輪の形状をした視覚刺激も同様にチェッカーボードを 6 Hz で点
滅させ，視野角で 0.5 ‒ 9°の範囲を視野の中心から外側に向けて 36 s で 1 周するように
提示した (図 3.18)． 
 実験では，最初の 15 s 画面の中央に白と黒の同心円で構成した小さな注視点を提示
した．その後，360 s 視覚刺激を提示し，これを実験の 1 run とした．実験では全ての被
験者で最初に扇形の視覚刺激の提示を 5 run，その後に輪の形状をした視覚刺激の提示
を 5 run 行った．実験中被験者には，注視点を見続けるように指示をした．実験中の被
験者の脳機能画像を MRI 装置により計測した． 
 計測した脳機能画像はまず，2.2.4.3 で述べた前処理を適用した後，Brain Voyager QX 
(http://www.brainvoyager.com/products/brainvoyagerqx.html)を用いて解析を行った．視覚刺
激を提示している視野内の任意の位置について考える．その位置に視覚刺激が提示され
ている時間を 1，残りの時間を 0 とした周期的な時系列信号を考え，その信号に血液動
態反応関数 (hemodynamic response function, HRF)を畳み込み，これと視覚野内の各ボク
セルの fMRI 信号との相互相関の値を計算し，ボクセルごとに相互相関の値が最も高く
なる視覚刺激の初期位置からの位相のずれを求めた．ここでは特に扇形の視覚刺激につ
いて，視覚野内で位相が反転する部分を V1 と V2 の境界として，V1 の位置を同定した
(Sereno et al., 1995)． 
3.4.4.5 HVC の同定 
 標準的な先行研究の実験手順(Epstein and Kanwisher, 1998; Kanwisher et al., 1997; 
Kourtzi and Kanwisher, 2000)に従い，被験者毎に物体の形状に対して反応すると言われ
る lateral occipital complex (LOC)，顔に選択的に反応すると言われる fusiform face gyrus 
(FFA)，そしてシーンに対して選択的に反応すると言われる parahippocampal place area 
(PPA)の 3 つの部位を同定し，これらを合わせて HVC とした．視覚刺激には，コップや
時計，歯ブラシなどの物体が写った物体画像，ヒトの顔が写った顔画像，街中や森の中
等の風景画像と，それらの画像を 15×15 に分割し，位置をシャッフルしたスクランブル
画像を用いた． 
 実験は，注視点のみを提示する期間 (rest 期間)と，視覚刺激を提示する期間 (stim 期
間)を繰り返すブロックデザインで行った．物体画像，顔画像，風景画像のいずれか 1 種
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類の画像を 20 枚提示し，その直後に同じカテゴリのスクランブル画像を 20 枚提示する
ものと，順番を逆にして，スクランブル画像を先に提示する 2 通りの stim 期間を同じ
数ずつ実施した．各画像は 500 ms 間隔で 250 ms 提示された．実験は，開始から 36 s を
rest 期間とし，その後 stim 期間を開始した．stim 期間の後 15 s を rest 期間とした．Stim
期間と rest 期間の組み合わせを 6 回繰り返し，物体画像，顔画像，風景画像と，各カテ
ゴリのスクランブル画像を 2 回ずつ提示した．その後 21 s を rest 期間とし，ここまでを
実験の 1 run とした．1 回の実験で 8 run 実施し，各 run 中の脳機能画像を fMRI 装置に
より計測した (図 3.19)． 
 この実験では，計測した脳機能画像に 2.2.4.3 で述べた前処理を適用した後，賦活し
た脳部位を検出しやすくするために，3 次元のガウスフィルタ (半値全幅 6 mm) を用い
て平滑化処理を行った．この脳機能画像について，SPM8 を用いて物体画像，顔画像，
風景画像それぞれが写った画像が提示された時の脳活動の強度と同一カテゴリのスク
ランブル画像が提示された時の脳活動の強度を比較し，脳活動の強度に有意差が見られ
た脳の部位をそれぞれ LOC，FFA，PPA として同定した． 
3.4.5 信号源推定 
各被験者の大脳皮質表面を FreeSurfer と VBMEG を用いて 20,004 点のポリゴンモデ
ルとして取り込み，3 次元スキャナーによって計測した各被験者の顔と頭部形状，MEG
 
図 3.19 HVC 同定実験．(a) 実験で用いた視覚刺激の例．顔，物体，風景が写った画像と，それらを 15×15 に分
割してスクランブルした画像を用いた．(b) 実験デザイン．実験は刺激を提示する stim 期間と，注視点のみを提
示する rest 期間を繰り返すブロックデザインで実施した． 
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計測装置内における頭部位置との位置合わせを各 run で行った．位置合わせによって得
られた，各被験者の大脳皮質ポリゴンモデルと，MEG センサとの位置関係にもとづい
て，各 run において境界要素法を用いてリードフィールド行列を計算した．  
次に，事前分布として V1 と，HVC における fMRI の脳活動強度を 1 とし，他の部位
では 0 に設定して神経電流の推定を行った．視覚刺激提示後のどの時間帯で V1 と HVC
が活動するのかを正確に求めることはできないため，ここでは推定の全時間帯において
V1 と HVC を同等に扱った．高時間分解能で神経電流の推定を行うために，推定の時間
窓の大きさは 10 ms とし，時間窓を 5 ms ずつずらしながら推定を行った．本解析にお
いては，シミュレーションにおいて最も高い相関を示す傾向にあった
2
0, 10i  を全て
の頂点に対して設定した．加えて，拡張ダイポール法(Fujiwara et al., 2009; 森重 et al., 
2010) を用いて眼電位によるアーティファクトを除去するために，左右の眼球の中心に
1 つずつ電流双極子を配置した．VBMEG による信号源推定は各被験者の各実験 run に
おいて独立に実施した． 
3.4.6 関心領域毎の時間分割デコーディング 
実データにおいても情報拡散が生じるか検証するために，関心領域毎の時間分割デコ
ーディングを行った．V1 もしくは HVC 上に推定された各時刻の電流パターンにパタ
ーン判別分析を適用し，2 つの実験条件の予測を行った．視野内の右上と左下にあたる
部分に提示された 3 つの視覚刺激をまとめて実験条件 1 とし，その他の視野内の右下と
左上にあたる部分に提示された 3つの視覚刺激をまとめて実験条件 2 とした (図 3.20)． 
 視覚刺激に対する V1 の反応の潜時は HVC よりも早いことが期待される (Yoshor et 
al., 2007)．そのため，HVC 上の神経電流の推定値から実験条件の予測が可能になるより
も早い潜時から V1 上の神経電流の推定値から実験条件の予測が可能になると考えられ
る．したがって，もし HVC において有意な予測成績が V1 とほぼ同じ時刻に得られた
時には，HVC 内に推定された V1 からの漏れ電流が実験条件に関する情報を含んでい
たと考えることができる．本解析では判別器として SVM を用いて，各時刻において
leave-one-run-out の交差検証法によって実験条件の予測成績を求めた．本研究では，視
覚刺激に対して V1 が活動し始めるよりも前の時間帯 (ベースライン区間)を先行研究
にもとづいて−100 ms ‒ 40 ms とした(Schmolesky et al., 1998; Yoshor et al., 2007)．デコー
ディング解析を行う前に，各試行の各頂点においてベースライン区間の平均の電流値を
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減じた．また，デコーディング解析の際には，シミュレーションと同様に各時刻におい
て試行間の平均が 0，標準偏差 1 になるように正規化した．本解析においてもシミュレ
ーションと同様に，0 ms におけるサーチライトデコーディングから得られた予測成績
の分布の 99 パーセンタイル値を統計的有意レベルとして定義した (2.3.8 参照)．また，
各関心領域において視覚刺激に関する情報が表現され始める潜時 (onset latency)を，先
行研究 (Carlson et al., 2013) にならい 40 ms 以上連続して予測成績が有意であった区間
の最初の時刻として定義した． 
3.4.7 実験条件の予測成績と関心領域内信号値の時間差 
各関心領域において，ベースライン区間と比較した神経電流の振幅の時間変化の度合
いを定量化し，デコーディング成績の時間変化と比較した．まず，3.4.6 と同様に，各試
行の各頂点においてベースライン区間の平均の電流値を減じた．その後，神経電流の推
定値の全試行間平均を計算した．各関心領域におけるベースライン区間と比較した神経
電流の推定値の時間変化を得るために，各時刻における F 統計量を計算した．各時刻に
おける F 統計量は，その時刻の関心領域内の神経電流の推定値の頂点間分散と，ベース
ライン区間全時刻，全頂点間の神経電流の推定値の分散を比較することによって求めた．
次に，デコーディング成績と F 統計量の時間差の定量化を行った．各関心領域において
ベースライン区間以降の時間帯の予測成績と F 統計量との相互相関を計算し，最も高い
正の相関が得られる時間ずれを求めた．このずれの値が正の値を取る場合，デコーディ
ング成績の時間変化が F 統計量の時間変化よりも先行していることを示している． 
 
図 3.20 視覚刺激と実験条件の対応付け．視野内の右上と左下にあたる部分に提示された 3 つの視覚刺激を
まとめて実験条件 1 とし，その他の視野内の右下と左上にあたる部分に提示された 3 つの視覚刺激をまとめて
実験条件 2 とした． 
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3.4.8 サーチライトデコーディング 
 実データにおいて情報拡散の影響がどの程度遠くまで及ぶのかを検証した．シミュレ
ーションと同様に，1 頂点とその最近傍の 119 頂点を合わせた 120 頂点を小領域として
定義し，この小領域内の神経電流の推定値をデコーダへの入力特徴量とした．サーチラ
イトデコーディングは 3.4.6 で得られた V1 の onset latency において実施した．V1 の
onset latency のような早い潜時においては，V1 が主に視覚刺激に対応する情報を表現し
ており，V1 以外の視覚皮質はほとんど活動していないと考えることができる．従って，
V1 の onset latency において V1 以外の広い範囲の脳部位で有意な予測成績が得られた
場合，情報拡散が生じていることを意味している．ここではシミュレーションと同様に，
 
図 3.21 実データにおける視覚刺激の予測．(a) 視覚刺激の予測成績の時間変化．破線は有意レベルを示して
いる．(b) 有意な予測成績が得られる平均の潜時．エラーバーは被験者間の標準偏差． 
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各被験者において 0 ms においてサーチライトデコーディングを実施し，得られた予測
成績の 99 パーセンタイル値を統計的有意レベルとして定義した．なお，ここで定義し
た統計的有意レベルを 3.4.6 においても用いた． 
3.4.9 結果 (実データ解析) 
実データにおいても情報拡散が生じるのかを検証するために，各被験者の V1，HVC
に推定された神経電流に対してパターン判別分析を適用し，実験条件の予測を行った．
実験条件の予測成績の時間変化は V1，HVC で類似しており，全ての被験者において，
 
図 3.23 視覚刺激の予測成績と F 統計量の時間変化の平均の時間差．エラーバーは被験者間の標準偏差を示
す． 
 
図 3.22 F 統計量の時間変化．見やすくするために，最小値が 0，最大値が 1 になるように正規化している．垂直
な破線は有意な予測成績が得られ始めた潜時を示す． 
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有意な予測成績が得られはじめる潜時は両関心領域においてほぼ同時であった (図 
3.21)．この結果は，HVC における神経活動の潜時が V1 における神経活動の潜時よりも
遅れるという先行研究の結果にそぐわないものである (Schmolesky et al., 1998; Yoshor et 
al., 2007)．V1 と HVC において予測成績がほぼ同時刻に変化し始めるのに対して，HVC
における F 統計量の時間変化は，V1 における F 統計量の時間変化よりも遅れていた 
(図 3.22)．これと対応して，予測成績の変化と F 統計量の変化の時間差は V1 よりも
HVC の方が大きく，HVC では F 統計量の変化と比較して予測成績の変化がより先行す
る傾向にあった (図 3.23)．つまり，HVC が活動するよりも前に有意な予測成績が得ら
れたこととなる． 
 
図 3.24 実データにおけるサーチライトデコーディング．統計的に優位な予測成績を示した部位に色付けをし
た．白と黒の実線で囲まれた部位はそれぞれ V1 と HVC を表す． 
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加えて，サーチライトデコーディングは V1 が情報源だと仮定できるような早い潜時
において実施したのにも関わらず，V1 以外の広い脳部位において有意な予測成績が得
られた (図 3.24)．これらの結果は，HVC において早い潜時から有意な予測成績が得ら
れているのは，V1 からの漏れ電流によるものであることを示唆しており，情報拡散が
実データにおいても生じることを示している． 
3.5 考察 
本研究では，MEG 信号源推定を介しても元々の神経電流の空間パターンに表現され
ていた情報が保たれるのかどうかを検証した．シミュレーションでは，信号源の位置の
推定が高い精度で行われていたとしても (図 3.5,図 3.6)，MEG 信号源推定を介するこ
とによって，元々何の情報も表現されていなかった脳部位でも高い予測成績が得られて
しまうという情報拡散という現象を発見した (図 3.9，図 3.10，図 3.11)．また，サーチ
ライトデコーディングにより，情報拡散が大脳皮質上のかなり広い範囲にまで及んでい
ることが確認できた (図 3.12, 図 3.13)．実データ解析においては，被験者に提示され
た視覚刺激を予測するために，V1，HVC に推定された神経電流に対してパターン判別
分析を適用し，実データにおいても情報拡散が生じることを確認した (図 3.21)．V1，
HVC における神経活動の潜時は異なっていると考えられるのにも関わらず 
(Schmolesky et al., 1998; Yoshor et al., 2007)，V1，HVC において有意な予測成績が得られ
る潜時はほぼ同時であった．これに加えて，HVC における予測成績の時間変化は，HVC
における神経電流の推定値の時間変化よりも先行していた．つまり，HVC では有意な
神経電流が推定される前から視覚刺激が予測可能であったということを示唆している 
(図 3.22，図 3.23)．また，視覚皮質内では V1 にしか情報が表現されていないと考えら
れる早い潜時にも関わらず，V1 以外の大脳皮質の広い範囲で有意な予測成績が得られ
た (図 3.24)．これらの結果は，MEG 信号源推定は元々の神経電流の空間パターンに表
現されていた情報を保持することができるものの，元々情報を含んでいない部位へと情
報を拡散させてしまうことを示している．従って，もし推定された神経電流のデコーデ
ィングの結果のみに基づいて脳のどの部位に情報が表現されているのかを同定しよう
とした場合には，本来情報処理が行われていない脳部位において情報が表現されている
という，偽陽性的な解釈が生じてしまう可能性があることを留意しなくてはならない． 
また，MEG 信号源推定によって推定された神経電流を用いて，被験者に提示された
視覚刺激のシーンの時間分割デコーディングを行った先行研究では，視覚皮質内に定義
された多くの関心領域において得られた時間分割デコーディングの予測成績が，ほぼ同
様の時間変化を示していた (Ramkumar et al., 2016a)．この傾向は，本研究で得られた結
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果 (図 3.21) と類似したものであり，MEG 信号源推定による情報拡散の影響が強く現
れた例の一つだと考えられる．この他にも情報拡散の影響に気づかずに結果を解釈して
しまっている研究が存在することは否定できず，MEG 信号源推定とデコーディングを
組み合わせた先行研究について議論する時には，情報拡散の影響をどのくらい強く受け
ているのか点について注意深く観察する必要があるだろう． 
先行研究においては，典型的には MEG 信号源推定手法は推定された信号源位置の位
置ずれの大きさ，もしくは推定された神経電流値が信号源からどの程度空間的に拡散し
たのかにもとづいて評価されてきた (e.g., de Peralta-Menendez et al., 1996; Grova et al., 
2006; Hauk et al., 2011; Molins et al., 2008)．従来，MEG 信号源推定の主な目標はこの 2 点
を最小化することであり，これまでは推定された神経電流値の空間的なパターンについ
てはほとんど注目されてこなかった．本研究では初めて MEG 信号源推定の評価を推定
された神経電流の空間パターンに拡張した．本研究で検証した代表的な 4 つの MEG 信
号源推定手法によって神経電流を推定した時には，情報を表現していた関心領域に推定
された神経電流の空間パターンから実験条件を読み取ることができた．しかしながら，
推定された神経電流の大きさに関わらず，本来情報を表現していない脳部位からも実験
条件を読み取れてしまい，情報が表現されている脳部位を正確に同定することが困難で
あることがわかった． 
情報の位置の同定の不完全さ，もしくは情報拡散の原因は，MEG 信号源推定が不良
設定問題であることに起因すると考えられる．多くの MEG 信号源推定手法は，神経電
流の推定値 jˆ を計測された磁場bから線形逆フィルタL を用いて推定するように，以下
のように記述することができる． 
 ˆ ꞏj L b ． (26)  
さらに，bは観測ノイズが無いと仮定した線形計測モデルの場合，以下のように記述で
きる． 
 ˆ ꞏ ꞏ ꞏ ꞏ  j L b L G j A j  (27)  
ここでA は M M の行列であり，resolution matrix と呼ばれる (de Peralta-Menendez et al., 
1996)．MEG 信号源推定によって，完璧に jを復元するためには，A は単位行列になら
なければならない．しかし，実際にはA を単位行列とすることは不可能である．なぜな
ら，複数の信号源の位置がお互いに近い位置に存在する場合，それらの信号源が MEG
センサに対して与える影響が似通ってしまうからである．こういった状況が大脳皮質上
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の全域で起こることにより，A の非対角要素は非ゼロの値となる．そのため，A を j に
かけることによって，j の各要素がその要素に対応していない皮質上の他の部位へと拡
散してしまうことになる．この拡散した電流の大きさが極めて小さかったとしても，デ
コーダが対応する実験条件を判別するのに十分な情報を持っている可能性があり，それ
によって情報拡散が生じてしまうと考えられる． 
 これに加えて，情報拡散を生じさせてしまう原因として，リードフィールド行列の不
正確さが挙げられる．MEG 装置内における被験者の頭部位置は顔面に取り付けた 5 つ
のコイルから発せられる磁場を元にして推定されているため，頭部位置と MEG センサ
位置の位置関係には必ず誤差が生じる．このため，リードフィールド行列には誤差が多
く含まれてしまい，リードフィールド行列を用いて計算される MEG 信号源推定の逆フ
ィルタも誤差を多く含むこととなる． Resolution matrix はこの 2 つの行列の掛け算とし
て構成されるため，神経電流の原信号と推定値との間の変換に不正確な部分が発生して
しまい，情報拡散の影響を大きくしているものと考えられる． 
このような神経電流の漏れを抑制するために，本研究では代表的な手法である，L2-
ノルムもしくは L1-ノルム最小化に基づいた MEG 信号源推定手法について検証した．
両手法共に，神経電流の漏れを十分に抑制することができたものの (図 3.6)，情報拡散
の抑制には不十分であった (図 3.9)．また，本研究では，ARD 事前分布を用いた階層変
分ベイズ法についても検証した．この手法は最も正確に信号源の位置を同定することが
できたものの (図 3.6)，こちらもL2-もしくはL1-ノルム最小化に基づく手法と同様に，
情報拡散を抑制することはできなかった (図 3.10)．また，これらとは異なった考え方
に基づいて設計された MEG 信号源推定手法である LCMV においても，情報拡散が生
じていた (図 3.10)．従って，本研究で検証した手法には，情報拡散を抑制するものは
存在しなかった． 
本論文では，代表的な 4 つの MEG 信号源推定手法に限定して評価を行ったものの，
信号源の位置を正確に同定してかつ，情報拡散も抑制できるような手法が存在する可能
性は否定できない．例えば，L2-ノルムと L1-ノルムの最小化を組み合わせたモデルであ
る elastic net (Zou and Hastie, 2005) が候補の一つである．Elastic net では，疎な解を好む
L1-ノルム最小化と，空間的に広がった解を好む L2-ノルム最小化の両方の性質を組み
合わせているため，それぞれを単独で用いるよりもより良い結果が得られる可能性があ
る．また，VBMEG も神経電流の共分散行列としてパラメータ同士のグループ構造や類
似度を明示的に導入することによってより性能が高められる可能性がある．パラメータ
同士のグループ構造や類似度は，大脳皮質を区画分けする解剖学的な知識 (Glasser et al., 
2016) や，構造的もしくは機能的な脳部位同士の結合関係 (Fukushima et al., 2015) とし
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て導入できるかもしれない．ただし，こういったモデルの改善はハイパーパラメータの
数を増やすことにつながり，モデルの複雑度や，ハイパーパラメータのチューニングの
難しさを増すことにつながるので注意が必要である．この他にも，各電流双極子を信号
源とみなした時の位置ずれの大きさが必ず 0 になる standardized low resolution brain 
electromagnetic tomography (sLORETA, Pascual-Marqui, 2002) など，様々な性質を持った
MEG 信号源推定法が存在する．そのため，今後の研究においては，なるべく多くの MEG
信号源推定法に対して本論文で実施したような評価を適用し，多変量解析と組み合わせ
るのに最も適した MEG 信号源推定法を選択することが重要だと考えられる．加えて，
情報拡散の影響を回避するために 2 つの関心領域間で神経電流推定値の時系列信号の
直交化を行ったものの，情報拡散の影響を回避しながら真に情報を表現している関心領
域を同定することはできなかった (Appendix B)．時系列信号の直交化は脳部位間の機能
的結合を検証する際に問題となる，zero-lag correlation と呼ばれる信号源推定による神
経電流の漏れに伴うアーチファクトを除去する方法である．時系列信号の直交化を適用
することによって，情報拡散の影響を受けていた関心領域の予測成績は大きく低下した
ものの，同時に実験条件に関する情報を元々表現していた関心領域における予測成績も
低下した．これは，時系列信号の直交化が関心領域に表現されている情報を破壊してし
まうことを示しており，この方法により情報拡散の影響を回避することは難しいと考え
られる． 
神経電流の推定値に対して多変量解析を適用している研究では，多変量解析の結果の
みが示されていて，推定された振幅値の変化について議論していないものが多い 
(Ramkumar et al., 2016b; Simanova et al., 2015; Su et al., 2014; van de Nieuwenhuijzen et al., 
2013; Vida et al., 2017)．3.4.9 で示したように，関心領域内における振幅値の変化が情報
の拡散についての議論の助けになることもあるため，MEG 信号源推定と多変量解析を
組み合わせる時には，多変量解析の結果だけでなく，推定された振幅値についても議論
するのが有効だと考えられる． 
本研究で扱った実データでは，実験条件の予測成績の立ち上がり時刻が V1，HVC 間
で同程度であり，情報拡散の影響が顕著に見られたのに対して (図 3.21，図 3.24)，第
2 章で得られた onset, peak については，HVC の方が V1 よりも有意に遅く，視覚系にお
ける信号伝達の時間差を反映した，情報拡散の影響を受けていないかのように見える結
果が得られた．情報拡散の原因が，MEG 信号源推定が不良設定問題であることに起因
しているとするならば，ある特定の場合でだけ情報拡散が生じないということは考えに
くいだろう．むしろ，情報拡散には影響の強弱が存在し，視覚刺激の複雑さや，どうい
った判別問題に対してデコーディングを適用するのかによってその影響の強弱が変化
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し，情報拡散を無視することができるくらい弱い影響しか及ぼさないことがあるのかも
しれない．すなわち，第 2 章で用いた実験デザインや判別問題の問題設定が情報拡散の
影響が弱く現れるような性質のものであった可能性がある．もしこの考察が正しいとす
るならば，第 2 章で得られた HVC における onset，peak についても，情報拡散の影響が
無いとは言い切れないものの，ある程度の妥当性が認められるのではないかと考えてい
る． 
本研究では，MEG 信号源推定では神経電流の漏れを防ぐことは難しく，もしその漏
れた神経電流の振幅が無視できるくらい小さかったとしても，それが複数の実験条件に
対応する脳活動間の差を含んでしまうことを示した．この差はパターン判別分析により
簡単に検出されてしまうため，元々情報が含まれていない部位でも高い予測成績が得ら
れてしまう．それにより，どの脳部位で情報が表現されているかという問に対する偽陽
性的な解釈を与えてしまう可能性があることを示した．なぜなら，どの脳部位が実験条
件に関する情報処理を行っているのかを脳情報デコーディングを用いて検証する時に
は，統計的に有意な予測成績が得られた部位において情報処理が行われていると解釈す
るためである．従って，MEG 信号源推定と脳情報デコーディングを組み合わせた解析
を行う時には，偽陽性的な解釈の危険性について十分に留意しなくてはならない．  
68 
 
4 表現幾何に基づく脳磁場信号源推定の評価 
4.1 背景 
 脳情報デコーディングと並び，脳活動から情報を抽出しようとする時に用いられる
代表的な多変量解析手法が representational similarity analysis (RSA, Kriegeskorte et al., 
2008a)である．RSAでは，複数の実験条件に対する脳活動を計測し，各実験条件ペア同
士の脳活動パターンの非類似度を計算する．この時に得られた各実験条件ペアの非類
似度の関係性を表現幾何 (representational geometry，図 4.1)と呼び，非類似度を定量化
し，行列として表現したものをrepresentational dissimilarity matrix (RDM) と呼ぶ．RDM
は脳活動からのみならず，実験時に使用した画像の画像特徴量や行動実験の結果から
も得ることが可能である．RSAは，複数のRDMを比較することによって脳内のどの部
位にどういった情報が表現されるのかを明らかにするための手法である．例えば，脳の
ある部位の脳活動から得られたRDMと，行動実験によって得られたRDMが類似してい
る時には，その脳部位はその行動を発現するのに関与していると解釈する(図 4.2)． 
 脳内における情報表現を明らかにしようとする時に，脳情報デコーディングでは主
に脳活動のパターン同士が分離可能かどうかに注目していた．一方でRSAはパターン
同士が分離可能かどうかに関わらず，脳活動パターン同士の非類似度に注目するため，
これらの2手法は脳活動パターンの異なる側面に注目していると考えることができる． 
これらの2手法について，MEG信号源推定前後で脳活動に表現されている情報が保た
れるというのがどのような状況なのかを考えてみる (図 4.3)．脳情報デコーディングで
は脳活動のパターン同士が分離可能かどうかに注目するので，脳活動パターン同士の
距離関係が変化しても，分離可能であれば情報が保存されたとして扱うことができる．
一方でRSAはMEG信号源推定の前後で表現幾何が保たれていなくてはならないため，
MEG信号源推定の前後で脳活動パターンに表現されている情報が保存されているとし
て扱うためには，脳活動パターン同士の距離関係が保たれていなくてはならない (図 
4.3)．従って，RSAは脳情報デコーディングと比較して，情報が保存される条件がより
厳しくなっていると考えられる． 
また，近年では神経電流の推定値に対してRSAを適用するような研究も始まっており 
(Su et al., 2014, 2012; Tyler et al., 2013; Vida et al., 2017)，RSAにおいても情報拡散現象が
起こってしまうのか検証することが重要である．したがって本研究では，MEG信号源
推定の前後で脳活動パターンに表現される情報が保存されるのかどうか，また，脳情報
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デコーディングと同様に，情報拡散が生じてしまうのかどうかをRSAの観点から検証
を行う． 
4.2 手法 
4.2.1 神経電流源のシミュレーション 
 各被験者の大脳皮質上に神経電流の空間パターンを 30 種類シミュレートした．ここ
では，3.2.2 で得た大脳皮質モデルを使用した．まず，ICBM152 の標準脳 (Fonov et al., 
2011)の右頭頂部に 300 頂点をもつ関心領域を定義し，この関心領域を各被験者の大脳
皮質モデル上に FreeSurfer の球体変換の機能を用いて投影した．投影した関心領域を以
下 informative ROI と定義する (図 4.4)．次に，脳活動のパターンを生成するために，投
影した informative ROI の分割を行った．Informative ROI に含まれる頂点の中からラン
ダムに 16 頂点を選択し，選択された各頂点に最も近い他の頂点をその頂点と同じグル
ープだとして informative ROI を 16 個のパッチに分割した．各パッチ内における電流値
は，−100 ms から 200 ms の範囲で定義し，25 ms で位相が 0，75 ms で位相が π となり，
50 ms でピーク値を取る sin 波を定義した．これ以外の時間帯では電流値は常に 0 とし
た．ピーク値は，各パッチに対して−1 – 1 の範囲でランダムに決定した．また，1 つの
パッチ内では全ての頂点が同じ電流値を持つこととした．ここまでで得られた
informative ROI 内の脳活動パターンが 1 つの仮想実験条件に対応する脳活動パターンと
 
図 4.1 表現幾何．図中左の座標軸は 1 つ 1 つが 1 脳部位の脳活動強度を表している．各物体は N 次元の脳
活動パターンとして表現されるとし，N 次元空間中の 1 点に位置している．の大きさと対応する．図中右の行列は
物体同士の距離を行列 (非類似度行列)として表現したもの．図中の画像は ImageNet (http://www.image-
net.org/)よりダウンロードしたものを改変した． 
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なる．これに加え，自発脳活動を再現するために，informative ROI を含む皮質全体に対
して，信号対ノイズ比が 20 dB になるように平均が 0 のガウスノイズを加えた．上記の
手順を 30 回繰り返し，30 種類の仮想実験条件に対する脳活動パターンを生成した． 
 次に，informative ROI 内に定義した 30 種類の神経電流の空間パターンを用いて，RDM
を計算した．RDM の計算には，神経電流値の空間パターン同士の相関距離 (1−ピアソ
ンの相関係数)を用いた．相関距離の計算には，informative ROI 内の 300 頂点の電流値
全てを用いた．ここで計算された RDM を以下 source RDM と定義し，source RDM が
MEG 信号源推定後の神経電流においても保存されるのかを検証した． 
4.2.2 MEG 信号の計算 
 4.2.1 でシミュレートした神経電流源から生じる磁場を計測した時の MEG 信号を順
問題を解くことにより計算した．ここでは，3.2.4 で求めたリードフィールド行列を用
 
図 4.2 RSA 概要．RSA では，脳活動から構築した RDM と，画像特徴量，脳を模したモデルや行動実験から得
られた RDM を比較する．RDM 同士に高い相関がみられた時には，脳活動にはその情報が表現されたとして解
釈する．この図では脳活動の RDM と行動実験の RDM の相関が高い例を示している．図中の画像は ImageNet 
(http://www.image-net.org/)よりダウンロードしたものを改変した． 
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いた．センサノイズは，3.2.4 と同様に，ガウス分布  20,N  に従うものとして計算し，
ノイズが無い MEG 信号に加えた．本研究においても，実際の MEG 計測環境における
低信号対ノイズ比を模倣するために， は被験者ごとに全時刻，全 MEG センサにおけ
る最大の電流強度の 2 倍として設定した．ノイズは，各時刻，各 MEG センサについて
独立に付与した．ここでは，上記の計算を各仮想実験条件に対して 50 回繰り返し，ノ
イズを加えた MEG 信号を計 1,500 試行分作成した． 
 
図 4.3 表現幾何から考える脳情報デコーディングと RSA との違い．図中の座標軸は 1 つ 1 つが 1 脳部位の脳
活動の大きさと対応する．図中の画像は ImageNet (http://www.image-net.org/)よりダウンロードしたものを改変
した． 
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4.2.3 生成した MEG センサ信号からの大脳皮質上神経電流の推定 
 ここでは，3.2.5 で用いたものと同じ 4 つの代表的な MEG 信号源推定手法 (MNE, 
MCE, VBMEG, LCMV)を用いて神経電流分布を推定した．また，推定の際に各手法で設
定するハイパーパラメータや，ノイズ，神経電流の共分散行列についても，3.2.5 と同様
の設定とした． 
4.2.4 MEG 信号源推定の精度評価 
本研究においても，まず始めに APR と，informative ROI 内に定義した神経電流とそ
の推定値の空間パターンの相関係数を用いて MEG 信号源推定の精度評価を行った．な
お，APR，相関係数の両方について，informative ROI 内の各パッチの神経電流値がピー
ク値をとる 50 ms でのみ評価を行った．本研究でも，実際の MEG 信号計測環境におけ
る低信号対ノイズ比をシミュレートしているため，精度評価を試行毎に行うとノイズの
影響を強く受けてしまう．そのため，仮想実験条件毎に神経電流の推定値の試行間平均
を計算し，その平均値を用いて評価した． 
 
図 4.4 各被験者における Source RDM の定義．Informative ROI 上に 30 種類の脳活動パターンを定義し，全パ
ターンペアの相関係数を求めて source RDM を計算した． 
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4.2.5 Searchlight RSA 
 MEG 信号源推定を行った時に，表現幾何が保持されるのか，また情報拡散が生じて，
表現幾何が informative ROI から他の脳部位へと拡散してしまうのかどうかを searchlight 
RSA (Su et al., 2012) (図 4.5)を用いて検証した．Searchlight RSA についても，informative 
ROI の電流値がピーク値をとる 50 ms で評価を行った．まず，ノイズによる影響をなる
べく抑えるため，また，source RDM と同じ 30×30 の RDM を構築するために，各仮想
実験条件において神経電流の推定値の試行間平均を計算した．その上で，大脳皮質上の
頂点を 1 つ選択し，informative ROI と同じ頂点数になるように，選択した頂点に最も近
い 299 頂点を加えて 300 頂点を持つ関心領域 (scanning ROI) を定義した．次に，scanning 
ROI 内に推定された神経電流を用いて RDM を計算し (estimated current RDM)，estimated 
current RDM と source RDM の類似度をスピアマンの順位相関係数を用いて求めた．相
関係数の計算の際には行列の対角要素を除外し，行列の上三角部分のみを用いた．上記
の手順を全脳全ての頂点に対して繰り返し行い，各被験者の大脳皮質モデル上に相関係
数のマップを構築した．Searchlight RSA における informative ROI の同定の精度は，APR
によって評価した． 
4.2.6 RDM の信頼度による searchlight RSA の重み付け 
 もし脳活動のパターンに実験条件に関する何らかの情報が表現されているのであれ
ば，同一の実験条件に対する神経電流パターン同士の距離は，異なる実験条件間の神経
 
図 4.5 Searchlight RSA 概要．図中の物体画像は ImageNet (http://www.image-net.org/)よりダウンロードした
ものを改変した． 
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電流パターンの距離と比較して小さくなるはずである (Ritchie et al., 2017)．従って，も
しこういった距離の差が神経電流の推定値から構築された RDM で観察されなければ，
たとえ RSA を実施した時に RDM 同士に強い正の相関が見られたとしても，脳活動に
実験条件に関する情報が表現されているかどうかが疑わしくなるため，その結果をもっ
てして脳内における実験条件に関する情報の表現に関して議論することは難しいと考
えられる．そこで，神経電流の推定値を用いた RSA の結果がどの程度信頼できるのか
を検証するために，RDM の信頼度を定義した． 
RDM の信頼度は，RDM 中の同一実験条件に該当する部分の相関距離と，異なる実験
条件間に該当する部分の相関距離を比較した時の t 値として定義した．RDM の対角要
素は全く同じデータ同士の相関距離になるため，常に 0 となる．そのため，RDM の対
角要素を含めて計算した場合，非対角要素の相関距離の値に関係なく t 値が負の値へと
バイアスされる．従って，RDM の対角要素は t 値の計算には用いなかった．ただし，
4.2.5 と同じ RDM を用いて t 値を計算しようとすると，同一実験条件同士の相関距離は
対角要素にしか存在しないため，t 値を計算することができない．これを回避した上で，
同一実験条件内，異なる実験条件間両方における試行間の脳活動の分散を考慮して t 値
を計算するために，ここでは全試行ペア間で相関距離を計算して RDM を構築した 
(single trial RDM)．全試行ペアで計算するため，single trial RDM の大きさは 1,500×1,500
となる．ここでは，4.2.5 の searchlight RSA で用いた scanning ROI 上の神経電流の推定
 
図 4.6 Area under precision-recall curve．棒グラフとエラーバーはそれぞれ被験者間平均と被験者間の標準偏
差を表す．ここで，0*は γ0 = 0 を表す．グレーの点線は APR の baseline value を示す． 
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値を用いて single trial RDM を全脳に渡って計算し，大脳皮質上に RDM の信頼度マップ 
(t 値マップ)を構築した． 
 RSA は複数の RDM 同士の類似度を求める一方，RDM の信頼度は単一の RDM のみ
から求めるものであるため，RSA において RDM 同士の強い正の相関が得られる脳部位
において，同時に RDM の信頼度が高くなるかどうかは明らかではない．そこで，RDM
の信頼度を RSA の結果に含めて議論するために，RDM の信頼度を用いて RSA の結果
の重み付けを行った．まず，得られた RDM の信頼度マップを t 値の絶対値の最小値と
最大値を用いて 0‒1 にスケーリングした．次に，大脳皮質上の各頂点において，RSA で
得られた相関値にスケーリングした RDM の信頼度を掛け合わせることによって，RDM
の信頼度で重み付けした相関マップを計算した．Searchlight RSA の結果を RDM の信頼
度で重み付けした時に informative ROI をどれだけ正確に同定できたのかについても
APR を用いて評価した． 
4.3 結果 
4.3.1 神経電流源の位置同定精度 
まず，各 MEG 信号源推定手法がどの程度正確に informative ROI 内にのみ神経電流
を推定できたのかを APR を用いて評価した (図 4.6)．MNE，MCE，VBMEG では，少
なくとも一つのハイパーパラメータにおいて，平均の APR がベースラインを上回って
いた．また，LCMV の平均 APR もベースラインを上回っていた．VBMEG の APR が最
も高く，MCE の APR は最も低かった．さらに，推定された神経電流の全脳における分
布を示した (図 4.7)．VBMEG のみが informative ROI 内にのみ大きな振幅をもつ電流値
を推定できており，MNE, LCMV は informative ROI とその周辺に大きな振幅をもつ電流
 
図 4.7 神経電流の推定値のマップ．各マップの電流値は見やすさのために 0 ‒ 1 に正規化している．なお，0 の
値を示した頂点は透明であり，その部分については脳溝 (暗いグレー)と脳回 (明るいグレー)が見えている．例
として，被験者 1 の結果を示している．黒い線で囲まれた部分が被験者 1 の informative ROI を示している． 
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値を推定していた．MCE は他の 3 つの手法と異なり，疎な推定結果を示しており，大
きな振幅を持つ電流値が推定される場所は全脳にまんべんなく分布していた．以上の結
果をまとめると，MCE を除いた 3 つの手法においては，概ね informative ROI 内に大き
な振幅を持つ電流値を推定できることが示された． 
4.3.2 Informative ROI 上に定義した神経電流の空間パターンと，推定
された神経電流の空間パターンの相関 
次に，MEG 信号源推定がどの程度正確に神経電流の空間的なパターンを復元できる
のかを検証するために，informative ROI 内の神経電流の空間パターンと推定された神経
電流の空間パターンとの相関係数を計算した (図 4.8)．MNE は， 010  において平均
の相関係数が最も高くなり，このパラメータの値においてのみ平均の相関係数が有意レ
ベルを超えた．VBMEG では，他の 3 つの信号源推定手法と比較して，全体的により高
い相関係数が得られた． 00 10  以上の 0 の値では平均の相関係数が有意レベルを超え，
3
0 10  で最も高い相関係数が得られた．MCE，LCMV では平均の相関係数は有意レベ
ルを超えず，特に MCE では他の 3 つの信号源推定手法と比較して，全体的に低い相関
係数が得られた．以上の結果を比較すると，MNE，VBMEG は他の 2 手法よりも電流値
 
図 4.8 Informative ROI 内に定義した神経電流の空間パターンと，推定された神経電流の空間パターンとの相関
係数．棒グラフは被験者間平均，エラーバーは被験者間の標準偏差を示し，グレーの破線は有意となる相関係
数の値を示している (uncorrected P < 0.05)．なお，0* は 0  = 0 を表す. 
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の空間パターンの復元能力が高く，この 2 手法においては，本シミュレーションで定義
した空間パターンを復元できていると考えられる． 
4.3.3 Searchlight RSA 
ここでは，searchlight RSA を用いて，表現幾何が MEG 信号源推定を介しても保存さ
れるのかどうかを検証した．神経電流の空間パターンは informative ROI 内にのみ定義
したため，source RDM と estimated current RDM 間の相関は，informative ROI 内でのみ
有意になることが理想的な結果である． 
多くの被験者において，informative ROI 内において有意な正の相関が得られていたた
め，脳磁場信号源推定を介しても，脳活動の表現幾何は保存されることが示された．一
方で，多くの場合，最も高い正の相関が得られる脳部位は informative ROI から離れた位
置であった．また，informative ROI を含む広い脳の範囲で最も高い正の相関が得られる
場合が存在した (図 4.9)．これらの結果は，informative ROI 上に定義された神経電流の
表現幾何が informative ROI 以外の脳部位へと拡散していることを示しており，第 3 章
と同様に，RSA においても情報拡散が生じることが示された． 
 
図 4.9 Searchlight RSA で得られた相関値マップ．有意な相関係数が得られた脳部位にのみ色付けをしている．
黒い線で囲まれた部分は各被験者の informative ROI を表している．ここでは，例として被験者 1, 2, 3 の結果を
示している． 
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4.3.4 RDM の信頼度を用いた Searchlight RSA の結果の重み付け 
RSA において RDM 間で強い正の相関が得られた時に，その脳部位において同時に
RDM の信頼度も高くなるかは明らかでない．そこで，searchlight RSA で得られた相関
係数のマップを，RDM の信頼度で重み付けした (図 4.10)．重み付けして得られた値の
マップは，searchlight RSA で得られた相関係数のマップとは異なっており，searchlight 
RSA で得られた相関係数のマップと比較するとより局在化していた．また，MCE 以外
の 3 つの手法では，最も高い値を示す部位が informative ROI へと近づいていた． 
次に，informative ROI をどれだけ正確に同定できたのかについて APR を用いて評価
した (図 4.11)．wMNE，VBMEG，LCMV では，searchlight RSA のみの場合と比較して，
RDM の信頼度で重み付けしたマップの方が APR の値が有意に高くなった．従って，
RDM の信頼度で重み付けした方がより高い精度で informative ROI を同定できることが
示唆された．一方で MCE においては searchlight RSA と重み付け後のマップで有意差は
見られなかった．以上のことから，wMNE，VBMEG，LCMV においては，searchlight RSA
 
図 4.10 RDM の信頼度で重み付けした Searchlight RSA の相関値マップ．正の値が得られた部分にのみ色を付
けている．黒い線で囲まれた部分は各被験者の informative ROI を示している．ここでは，例として被験者 1, 2, 3
の結果を示している． 
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だけではなく，RDM の信頼度で重み付けすることによって偽陽性的な解釈を生む危険
性を低減させられることが示された． 
4.4 考察 
 本章では，MEG 信号源推定を介しても神経電流の空間パターンに表現されていた表
現幾何が保存されるのか，また，searchlight RSA を用いて，情報が表現されていた関心
領域を正しく同定できるのかを検証した．その結果，MEG 信号源推定を介しても表現
幾何は保存されることが示された．しかし， informative ROI 以外の広い脳部位におい
て source RDM と estimated current RDM の間で有意な相関が得られたことから，脳情報
デコーディングの時と同様に，RSA においても情報拡散が生じることを発見した (図 
 
図 4.11 RSA による informative ROI の同定精度．箱ひげ図の太い線は被験者間の中央値，箱の上下はそれ
ぞれ 75%点と 25%点を示しており，上下の端の線は最大値と最小値を示している．箱ひげ図の上の p 値はウィ
ルコクソンの符号順位検定により得られたものである．各パネル下部のグレーの破線は APR のチャンスレベル
を表している． 
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4.9)．これは脳情報デコーディングの場合と同様に，脳のどの部位に情報が表現されて
いるのかについての偽陽性的な解釈を招いてしまう可能性をはらんでいる．したがって，
MEG 信号源推定によって推定された神経電流に対して RSA を適用するときにも，情報
拡散の影響について十分に注意をはらう必要がある．RSA における情報拡散も脳情報
デコーディングと同様に，分布電流モデルを用いた MEG 信号源推定が不良設定問題で
あることが最も大きな原因だと考えられるため，この現象を回避するのは困難であると
想定される．  
 本研究では，これまでの標準的な RSA に加えて，RDM の信頼度を導入した．RSA で
得られた相関値マップを RDM の信頼度で重み付けした結果，RSA の相関値マップとは
異なるマップが得られた (図 4.10，図 4.11)．この結果は，MEG 信号源推定で得られた
推定値に対して RSA を適用する場合，RDM 同士の相関が高くなる場所であったとして
も，RDM の信頼度が必ずしも高くならないことを示すものである．また，RDM の信頼
度での重み付けにより informative ROI の同定精度が向上したことから，RDM の信頼度
は informative ROI に近いほど高いと考えられる．従って，RDM の信頼度で重み付けす
ることによって，情報拡散による偽陽性的な解釈の危険性を低減できるものと考えられ
る． 
 RSA による informative ROI の同定精度が MEG 信号源推定のハイパーパラメータの
値に依存して大きく変化したことから (図 4.11)，情報拡散の影響を最小限に抑えるた
めには，ハイパーパラメータの調整が重要だと考えられる．ハイパーパラメータの調整
を実際の実験で計測されたデータで行う方法として，実験で計測した MEG 信号から信
号対ノイズ比の推定値を求め，その信号対ノイズ比を持つような MEG 信号を本研究と
同様にシミュレートしたうえで MEG 信号源推定を行い，最も APR の値が高くなるパ
ラメータを採用することが考えられる．図 4.6 と図 4.11 から考えると，信号源位置の
推定における APR が最も高くなるハイパーパラメータと，searchlight RSA による
informative ROI の位置の推定における APR が最も高くなるハイパーパラメータが似通
っていることから，searchlight RSA を実施する時には，各 MEG 信号源推定手法におい
て最も APR の値が高くなるハイパーパラメータを用いるのが有効だと考えられる． 
 また，神経電流に表現される情報を正確に復元するためには，適切な MEG 信号源推
定手法を選択することが必要である．図 3.7 と比較すると，図 4.8 で得られた相関係数
は全体的に低く，被験者間平均の値が有意レベルを超えない例も多かった．これは，RSA
のシミュレーションで定義した脳活動の空間パターンが脳情報デコーディングのシミ
ュレーションで定義した脳活動の空間パターンよりも複雑だったことが原因だと考え
られる．シミュレートする脳活動の空間パターンが複雑になると相関係数が低くなるこ
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とから，MEG 信号源推定には復元できる空間パターンの空間解像度の限界が存在する
と予想できる．加えて，信号源推定の手法によって相関係数が異なっていたことから 
(図 4.8)，各 MEG 信号源推定手法はそれぞれ異なった空間解像度の限界を持っており，
より正確に神経電流のパターンに表現されている情報を復元するためには，神経電流の
空間パターンの空間解像度が最も高い信号源推定を選択することが重要となる． 
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5 まとめ 
 本論文では，ヒトの高速な視覚情報処理のメカニズムを明らかにするために，高い時
間分解能と高い空間分解能を両立して脳活動を解析できる可能性の高い MEG 信号源推
定に着目し，MEG 信号源推定と多変量解析を組み合わせることによって，ヒト高次視
覚野における物体カテゴリ表現の時間特性を解明することを試みた．一方で，MEG 信
号源推定は原則として不良設定問題であることから，MEG 信号源推定では，原信号を
完璧に復元することはできない．そのため，MEG 信号源推定と多変量解析を組み合わ
せた時に何が起こるのかを評価し，その限界を知った上で用いる必要がある．本論文で
は，MEG 信号源推定と多変量解析を組み合わせた時の評価を行い，どういった現象が
起こるのかを検証した． 
 第 2 章では，物体カテゴリを subordinate，basic，superordinate の 3 つの抽象度のカテ
ゴリレベルに分類し，カテゴリレベル間で，物体カテゴリが高次視覚野に表現される時
刻に差があるのかどうかを検証した．その結果，カテゴリレベル間で物体カテゴリが高
次視覚野に表現される時刻に有意差は無く，複数の抽象度の物体カテゴリが同時並列的
に表現される可能性が示唆された． 
第 3 章，第 4 章では，MEG 信号の信号源推定と，脳活動の多変量解析の代表例であ
る脳情報デコーディング，RSA を組み合わせた解析のシミュレーションを行い，信号源
推定を介しても信号源に表現されている情報が復元されるのか，また情報を表現してい
た脳部位を正しく同定できるのかを検証した．その結果，信号源推定を介しても信号源
に表現されている情報は保存されるものの，元々情報を表現していない，無関係な脳部
位にまで脳活動の空間パターンに表現されている情報が拡散してしまうことを発見し
た．これは MEG 信号源推定と多変量解析を組み合わせると，どの脳部位に情報が表現
されているかを解釈しようとした時に，偽陽性的な解釈が生じる可能性を示唆するもの
であった． 
MEG 信号源推定の多変量解析だけでなく，その精度評価まで実施したのは本論文が初
めてである．実データ (第 2 章，第 3 章)，シミュレーション (第 3 章，第 4 章)の両面
において，MEG 信号源推定によって得られた神経電流から脳活動に表現される情報を
読み取れたことから，MEG 信号源推定は非侵襲的脳活動計測において高時空間分解能
で脳活動解析を行うための有効な手段の一つであることを示すことができた．一方，本
論文で実施した精度評価により，情報拡散という，MEG 信号源推定と多変量解析を組
み合わせた時に生じる問題点を初めて明らかにした．この現象は，MEG 信号源推定が
不良設定問題である限り避けられず，より信頼度の高い科学的な知見を得るためにこの
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現象に対してどう対処していくか，MEG 信号を扱う全ての研究者に対して新たに問題
提起をするものとなった．第 2 章で得られた物体カテゴリが表現される時刻について
は，onset, peak ともに V1，HVC 間で有意差があったことから，この場合は情報拡散の
影響が弱く現れ，MEG 信号源推定で得られた神経電流にヒト視覚野における階層的な
情報処理の時間遅れが反映された結果になったのではないかと考えている．ただし，あ
らゆる実データ解析においてこのように情報拡散の影響が弱くしか現れないとは限ら
ないため，得られた神経電流を多面的に解析し，偽陽性的な解釈を避ける方法を検討し
なくてはならない． 本研究で示したように，情報拡散が生じている時には，同一の時
刻で脳の広い範囲から情報を読み取ることが可能となる (図 3.12，図 3.24，図 4.9)．
ただし，実データにおいてこの逆は必ずしも成り立つとは限らず，同一時刻に複数の脳
部位が原信号において情報を表現している可能性もある．例えば，ヒトの視覚系では，
V1 から高次の視覚野に向けた順方向の信号の伝搬だけでなく，高次の視覚野から低次
の視覚野へとフィードバックの信号が送られていることが知られている (DiCarlo et al., 
2012)．フィードバックの効果により，低次視覚野と高次視覚野が情報処理を行う時間
に重なりができて，情報拡散が起こっていなくても，低次視覚野と高次視覚野から同時
刻に情報を読み取れる可能性は十分にある．このような性質が仮定される脳部位や時間
においては，得られた結果が情報拡散の影響を強く受けたものなのか，それとも情報拡
散の影響は弱く，単に複数の脳部位が同時に情報を表現しているだけなのかを注意深く
検証する必要があるだろう． 
 得られた結果が情報拡散の影響を強く受けたものなのかどうかを判断する方法の一
つとして，3.4.9 で示したように，振幅の変化を考慮するのが有効だと考えられる．ある
脳部位が情報を表現している，もしくは何らかの情報処理を行うときには神経細胞が活
動するはずなので，変化の大きさが有意で無かったとしても，情報を表現していない時
と比較すると神経電流の振幅の大きさが変化すると考えられる．そのため，ベースライ
ン区間と比較して神経電流の振幅が変化しないのにも関わらずデコード成績や RSA の
相関係数だけが高くなるような時は情報拡散の影響が強いと考えることによって偽陽
性的解釈を避けられるだろう． 
また，情報拡散はある特定の脳部位に表現されている情報が他の方部位へと拡散して
いく現象であることから，これらの影響を受けている脳部位間では，そこに表現されて
いる情報の種類が似通ると考えられる．したがって，情報を読み取ることが可能であっ
た脳部位にどういった情報が表現されているのかを検証することで情報拡散の影響の
強弱を判断できるかもしれない．Deep convolutional neural network (DCNN)と fMRI で計
測したヒト視覚系の脳活動を比較した近年の研究では，ヒトの低次視覚野の脳活動は
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DCNN の浅い層の出力によってより良く説明され，高次視覚野の脳活動は深い層の出力
によってより良く説明されることが示されている (Güçlü and van Gerven, 2015)．また，
MEG 信号を解析すると，比較的早い潜時では MEG 信号と DCNN の浅い層の性質が似
ており，時間が経つにつれて深い層と性質が似てくることが知られている (Cichy et al., 
2016)．そのため，MEG 信号源推定によって得られた視覚野の脳活動が同様の性質を示
していた時には，それは情報拡散の影響は弱く，原信号において各脳部位が表現してい
た情報を解析できていると考えられる．もし同様の解析が他の脳部位でも可能であれば，
情報拡散の影響の強弱について議論ができるだろう． 
 加えて，MEG 信号源推定で得られた神経電流の後処理によって情報拡散の影響を回
避しようと試みたものの，従来の直交化法の素直な拡張では，真に情報を表現している
脳部位の情報を壊してしまうことから，情報拡散の影響を抑制しながら真に情報を表現
している関心領域を同定することはできなかった  (Appendix B)．しかし，これは
resolution matrix を直交化に導入することによって改善される可能性がある．式 (28)で
は，関心領域 Y の n 番目の頂点の時系列 ny を関心領域 X に対して直交化するときに，
関心領域 X の全ての頂点を等しい重み 1 で扱っていた．しかし，実際には ny に含まれ
る関心領域 X の各頂点の割合は異なっており，それは resolution matrix 中の ny に対応す
る行の行ベクトルによって表されている．したがって， ny を 1x … Mx に対して逐次的に
直交化する時に， ,1 01 n
x x y … MM ,M 1n x x y を resolution matrix 中の対応する成分で重み付
けすることによって，関心領域 Y の原信号が表現していた情報を壊すことなく，関心
領域 Y を関心領域 X に対して直交化できるかもしれない．ただし，多くの場合 resolution 
matrix の各要素の大きさは 10-2や 10-3のオーダである．そのため，resolution matrix の各
要素の値をそのまま重みとして用いたのでは， ny から 1x … Mx の成分がほんの少ししか
除去されず，関心領域 Y と関心領域 X の直交化が不完全になる可能性があるため，
resolution matrix の値を何らかの方法でスケーリングするなどの工夫が必要となるだろ
う． 
情報拡散の影響を回避するために，MEG 信号源推定が優決定になるまで分布信号源
モデルにおける電流双極子の数を減らすことも操作的には可能であるが，そうすると原
信号に表現されていた情報の多くを失ってしまう可能性がある．MEG センサの数は 102
のオーダであるものの，各センサが空間を伝搬した磁場を計測しているため，各センサ
において計測された磁場同士の相関が高くなりやすく，リードフィールド行列のランク
は，MEG センサの数よりも小さくなると考えられる．そのため，優決定の状態にしよ
うとすると，大脳皮質全体を少ない数の電流双極子で近似する必要がある．その場合，
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V1 や HVC といった特定の関心領域内に複数の電流双極子を配置することが難しくな
り，元々多変量で表現されていた情報が失われてしまう可能性が否定できない．したが
って，脳内情報表現の解明を目指すという観点からすれば，多変量での情報表現に十分
な数の電流双極子を仮定する必要があるだろう． 
一方で，大脳皮質上に配置する電流双極子の数はそのままに，観測変数の数を増加さ
せることで，MEG 信号源推定の精度を向上させたり，情報拡散による影響を弱められ
たりする可能性があるかもしれない．観測変数を増加させるための一つの候補は MEG
信号と EEG 信号の同時計測である．MEG 信号は，大脳皮質上における神経細胞の配置
と MEG センサの配置の関係上，脳溝に位置する神経細胞から生じる磁場を主に計測し
たものであり，脳回の神経細胞から生じる磁場は計測されにくい (Purves et al., 2012)．
一方で EEG では神経細胞が脳溝，脳回のどこに位置しているのかに関係なく神経細胞
から生じる電場を計測できるため，MEG 信号と EEG 信号を組み合わせることによって
MEG 信号とは独立した成分を追加で計測できる可能性があり、それによりリードフィ
ールド行列のランクを向上させられる可能性が高いと考えられる．先行研究 (Liu et al., 
2002) においては，MEG 信号を単独で用いるよりも，MEG 信号と EEG 信号を組み合
わせたときのほうが，電流双極子同士が相互に影響を及ぼす範囲が狭くなることを示し
ており，同時計測が情報拡散の影響を弱めるのに有効な可能性は高いと言えるだろう． 
 MEG 信号源推定と多変量解析を組み合わせた解析は神経科学全体を眺めてみても非
常に新しい解析方法であり，今後高い時空間分解能で脳内情報表現を明らかにするため
により重要となることが想定される．ただし，その技術的限界を十分に把握して用いる
ことが重要であると共に，その限界を回避するための研究も同様に重要になると言える
だろう．したがって，本論文で示した研究結果は，MEG 信号源推定と多変量解析を組
み合わせた解析を行う研究者一般に対して警鐘を鳴らすものであると共に，MEG 信号
源推定を用いて得られた科学的な発見の信頼度を高めるための議論の一助となるもの
だと言えよう． 
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Appendix A 被験者個人の結果 
 
図 S 1 各関心領域におけるベースラインからの信号値の変化．P1から P10は被験者番号を表す．  
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図 S 2 関心領域間の各潜時の比較．P1 から P10 は被験者番号を表す．箱ひげ図の中央の太い線が中央
値，箱の左右の端がそれぞれ 25%と 75%のパーセンタイル点を，左右のひげがそれぞれ最小値と最大値
を示している．P値は，関心領域間の各潜時をウィルコクソンの順位和検定を用いて比較した時に得られ
たものである． 
88 
 
 
 
図 S 3 各被験者における，カテゴリレベル間の物体カテゴリ表現時刻の比較．P1 から P10 は被験者番
号を表す．箱ひげ図の中央の太い線が中央値，箱の左右の端がそれぞれ 25%と 75%のパーセンタイル点
を，左右のひげがそれぞれ最小値と最大値を示している．P値は，カテゴリレベル間の各潜時を Kruskal-
Wallis検定を用いて比較した時に得られたものである． 
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Appendix B. 信号漏れ抑制手法の検証 
MEG 信号源推定を用いて脳内における機能的結合を調べる時には，MEG 信号源推定
によって生じる神経電流の漏れが複数の脳部位間に zero-lag correlation と呼ばれる現象
を引き起こすことが知られている．Zero-lag correlation は，複数の脳領域の信号の時系
列が同期して変化するような現象を指す．複数の脳領域が共通した脳部位からの入力を
受け取っている場合を除き，機能的結合のある複数の脳部位では信号の伝搬による時間
差が生じるはずであることから，zero-lag correlation は，MEG 信号源推定によって生じ
たアーチファクトだと言える．Zero-lag correlation の問題を解決するため，信号漏れを
抑制するような手法が考案されており (Brookes et al., 2012; Colclough et al., 2015; Hipp et 
al., 2012)，ここでは，同様の手法によって，情報拡散を抑制することが可能であるか検
証した． 
信号漏れを抑制する手法 (Brookes et al., 2012; Colclough et al., 2015; Hipp et al., 2012)の
基本的な考え方は，脳内のある一箇所に推定された神経電流値の時系列波形を他の脳部
位の神経電流値の時系列波形に対して直交化するというものである．複数の電流双極子
を含むような関心領域同士の直交化では，各関心領域内の神経電流の推定値に対して主
成分分析を適用し，神経電流の推定値の分散の大部分を説明するような主成分の係数を
用いて 1 次元の時系列波形を構成し，それに対して直交化を行っている (Colclough et 
al., 2015)． 従って，先行研究において直交化は単変量解析の範疇で行われていたと考
えることができる．しかしながら，多変量解析においては関心領域内における神経電流
のパターンを考慮する必要があるため，先行研究で用いられていたような直交化をその
まま適用することはできない． 
この問題を解決するために，本研究では先行研究 (Brookes et al., 2012)で提案された
直交化の拡張として，逐次的直交化を適用した．ここでは，頂点数がM と N の関心領
域 X と関心領域 Y を考え，関心領域 Y に推定された神経電流を関心領域 X に対して直
交化することを目指す． mx ， ny をそれぞれ関心領域 X のm番目,関心領域 Y の n 番目
の頂点の時系列とし，この 2 つの時系列は等しい長さだとする ( 1T ，T は時系列の長
さ)．逐次的直交化は以下のようになる: 
 Step 0: ,0n ny y , 
Step 1: 1,1 0 ,01,n n n y y x x y  
(28)  
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⁝ 
Step m: , , 1 , 1n m n m m nm m  y y x x y  
⁝ 
Step M: , , 1 , 1n M n M M nM M  y y x x y  
ここで, mx は mx の擬似逆を表す． 1x … Mx は互いに直交しないため， 1x … Mx のそれ
ぞれに対して並行な成分を , 1 1 2 2n M n n n M M n
     y y x x y x x y x x y のように同時に
減じた場合， 1x … Mx 間で相関している成分を ny から重複して減じることになってしま
う．逐次的直交化では，step m において 1 step 前に 1mx に平行な成分を既に減じている
ため， mx と 1mx 間で相関している成分は 1 度しか減じられない．したがって, 1x … Mx
のそれぞれに対して並行な成分は ny から一度だけ減じられる．これを関心領域 X の全
ての頂点に対して適用することによって，関心領域 X に含まれる神経電流の成分が ny
から減じられる． 
 しかしながら，この直交化の方向には任意性がある．何故なら，どの関心領域が真に
情報を表現しているのか，どの関心領域が情報拡散によって情報を表現しているように
見えてしまうようになるのかということは，解析を行う前に知ることが出来ないからで
ある．こういった状況においては，IT を V1 に対して直交化，V1 を IT に対して直交化
の双方向の直交化を行い，直交化した後でどちらの関心領域がより良く実験条件につい
ての情報を保存しているのかを比較するということが任意性を回避する一つの方法で
ある． 
 本研究ではまず，シミュレーションのデータに対して逐次的直交化を適用した．ここ
では，25–75 ms の区間において IT に推定された神経電流を V1 に対して直交化，また
その逆方向の直交化を行った．始めに V1 内に推定された神経電流と，直交化後の IT の
神経電流の推定値との相関，直交化後の V1 の神経電流の推定値と IT 内に推定された
神経電流の相関を用いて直交化を評価した．各実験条件において神経電流の試行間平均
を計算した後，2 つの関心領域の全頂点ペアの組み合わせで相関係数を計算した． 
 直交化の方向に関係なく，検証した全ての MEG 信号源推定手法において V1 と IT 間
の神経電流の推定値の相関が逐次的直交化適用後に大きく低下した (図 S 4a)．したが
91 
 
って，時系列の逐次的直交化によって関心領域間の zero-lag correlation を取り除くこと
が出来たと考えられる． 
 次に，直交化済みの V1 と IT の神経電流の推定値に対して，50 ms において脳情報デ
コーディングを適用したところ，V1，IT の両関心領域において直交化後予測成績が大
きく低下した (図 S 4b)．これらの結果は，逐次的直交化は情報拡散の影響を取り除く
ことができるものの，真に情報を表現している関心領域に表現されている情報も消失さ
せてしまうということを示している． 
 このような情報の消失が生じるのは，MEG 信号源推定では神経電流を完璧には再構
成できないからだと考えられる．MEG 信号源推定は完璧ではないため，IT に推定され
た神経電流は，V1 と IT の原信号両方に相関する成分を含んでいると考えることができ
る．そのため，V1 を IT に対して直交化した時には，V1 内の神経電流の推定値から V1
の原信号の成分が減じられることとなる．このような自分自身の成分の減算により関心
領域内の情報が失われ，予測成績が大幅に低下してしまったものと考えられる． 
 このような情報の消失が実データでも生じるのかについて検証するために，実データ
に対しても同様の逐次的直交化を適用した．ここでは，HVC と V1 を互いに直交化し
た．直交化は，50 ms の時間窓を 50 ms ずつずらしながら全時間帯において実施した． 
 実データにおいてもシミュレーションと同様の結果が得られた．V1 と HVC 間の神
経電流の相関は直交化後に大きく低下した (図 S 4c)．それと同時に，両関心領域のほ
ぼ全ての時刻において，直交化後には実験条件の予測成績がチャンスレベル付近まで低
下した (図 S 4d)．この結果は,自分自身の成分の減算による情報の消失が実データにお
いても生じていることを示している．加えて，逐次的直交化における mx の順番をラン
ダムに入れ替えて直交化，デコーディングを行ったものの，それらについて結果に違い
は見られなかったことから，直交化の結果は mx には依存しないと考えられる． 
 まとめると，信号の直交化手法は 2 つの関心領域内の神経電流の推定値の類似性を減
少させることができるものの，その関心領域自身の原信号の成分まで減じてしまうため，
情報拡散の影響を回避しながら真に情報を表現している関心領域を同定することは難
しいと考えられる．  
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図 S 4 逐次的直交化の検証．(a) シミュレーションにおける逐次的直交化適用後の相関の変化．棒グ
ラフは被験者間平均，エラーバーは標準偏差．(b)シミュレーションにおける逐次的直交化適用後の予
測成績の変化．棒グラフは被験者間平均，エラーバーは標準偏差．(c) 実データにおける逐次的直交化
適用後の相関の変化．棒グラフは被験者間平均，エラーバーは標準偏差．51–100 ms，101–150 msに
おける結果を例として示した．(d) 直交化後の予測成績の時系列波形．実線は V1 (赤)，HVC (青)にお
ける予測成績を，グレーの破線は統計的有意レベルを示している． 
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