Abstract-Distributed source coding is traditionally viewed in a block coding context wherein all source symbols are known in advance by the encoders. However, many modern applications to which distributed source coding ideas are applied, are better modeled as having streaming data. In a streaming setting, source symbol pairs are revealed to separate encoders in real time and need to be reconstructed at the decoder with subject to some tolerable end-to-end delay. In this paper, a causal sequential random binning encoder is introduced and paired with maximum likelihood (ML) and universal decoders. The latter uses a novel weighted empirical suffix entropy decoding rule. We derive a lower bounds on the error exponent with delay for each decoder. We also provide upper bounds for the special case of streaming with decoder side information and discuss when upper and lower bounds match. We show that both ML and universal decoders achieve the same (positive) error exponents for all rate pairs inside the Slepian-Wolf achievable rate region. The dominant error events in streaming are different from those in blockcoding and result in different exponents. Because the sequential random binning scheme is also universal over delays, the resulting code eventually reconstructs every source symbol correctly with probability one.
. Streaming distributed source coding. At time i a source pair (x i , y i ) is received at the encoder, R x and R y bits are sent by the respective encoders to the joint decoder, and an estimate of the jth pair (x j [i],ŷ j [i]), for all j ≤ i, is made. The delay on this estimate is = i − j. We bound individual and joint error probabilities as a function of source statistics, R x , R y , and .
distributed source coding to streaming sources which, in its lossless variant, is the focus of this paper.
The streaming version of the Slepian-Wolf problem studied in this paper is illustrated in Fig. 1 . The sources are modeled as being embedded in time, integrating the idea that all physically realizable encoders/decoders must obey some form of causality. Encoders do not have access to the entire source realization in advance, rather source symbols continue to arrive at the encoder during the course of transmission.
Within the model of Fig. 1 we desire a probability of error that goes to zero for every source symbol, but at the cost of variable delay. In other words, consider the j th pair (x j , y j ). At any time i ≥ j we want the probability that the estimate we can make at that time (x j [i ],ŷ j [i ]) is not correct to drop exponentially in the delay = i − j . Achieving such "anytime" reliability turns out to be key in a number of distributed control and coordination problems (see, e.g., [21] , [23] ). While those earlier works on anytime reliability focused on channel coding, herein we ask analogous questions of distributed source coding.
In this paper, we formally define a streaming SlepianWolf code, and develop coding strategies both for situations when source statistics are known and when they are not. The new tool we introduce is a sequential binning argument that parallels the tree-coding arguments used to study convolutional codes. We characterize the performance of the streaming schemes through an error-exponent analysis and demonstrate the same exponents can be achieved regardless of whether the system is informed of the source statistics (in which case we use maximum-likelihood (ML) decoding) or not (in which case we use universal decoding). The universal decoder we design for the streaming problem is somewhat different from those familiar from the block coding literature, as are the nature of the error exponents in both the universal and ML cases. The end results is that, essentially, every source symbol can eventually be recovered correctly with probability one. In Fig. 2 . The achievable tradeoff between rate, delay, and probability of error for an i.i.d. source that has a 50% chance of emitting a 0 and a 12.5% chance of emitting a 1, 2, 3, or a 4. The entropy is 2 bits. The surface represents what the bounds in this paper achieve. particular, at any time the decoder can make a causal estimate of any specific symbol. The decoder can continue to refine these estimates over time. The bound on erroneous estimation decays exponentially in the delay, . The choice of acceptable delay is up to the user, based on application requirements.
From an engineering perspective, four desirable qualities of our scheme would be: (i) low-rate transmission, (ii) small end-to-end latency, (iii) low probability of error, and (iv) low implementational complexity. As is often the case in information theoretic investigations, we will not consider implementation complexity. The theory we develop does tell us about the tradeoffs among the first three of these qualities. In Fig. 2 we illustrate the tradeoff between rate, latency, and error probability that is revealed by our analysis for a bursty discrete memoryless source. For simplicity we plot results for a point-to-point streaming system which can be understood as the system illustrated in Fig. 1 in the special case where y is independent of x. In the example, with probability 0.5 the realization of each i.i.d. source symbols x i is 0 and with probability 0.5 the realization is uniformly distributed across {1, 2, 3, 4}. The entropy of this source is 2 bits. The surface plotted in the figure depicts the upper bound on achievable error probability derived in this paper as a function of rate and delay.
A. Relation to Prior Work
The system depicted in Fig. 1 is related to models of delay-constrained source coding studied previously. Perhaps the most closely related work is that by Weissman and El Gamal [29] . In [29] the authors consider a variant of the source coding with side-information problem wherein the "side-information" sequence y i is revealed directly to the decoder (rather than through a rate-limited channel as in Fig. 1 ). In [29] the encoder observes the full length-n source realization non-causally. The decoder, however, must operate causally (or with some look-ahead), estimating source symbol x i based on the message from the encoder and the side-information sequence up to some l steps in the future: y 1 , . . . , y i+l . The authors find the somewhat pessimistic results that any finite look-ahead of l is useless in the sense that the encoding rate R x must satisfy R x > H (x) (rather than R x > H (x|y )) to ensure that lim n→∞ Pr(x n =x n ) = 0. This may seem at first to be at odds with the results of this paper. We show that we can attain an exponential decay in error, i.e., Pr(x i [i + l] = x i ) ≤ 2 −l E(R x ) with positive exponent E(R x ) > 0 as long as R x > H (x|y ). The resolution is that our reliability is exponential in delay and not in the absolute position of the symbol to be estimated in the sequence so, indeed, lim i→∞ Pr(
Another relevant set of work concerns variable-length Slepian-Wolf coding. In this setting either codeword lengths or the number of bits transmitted are a function of the realized source sequence. Our setting is slightly different as our encoders operate at fixed rates and it is the decision time that can be variable. While one use of variable-length coding in classic source-coding is to attain zero-error compression (e.g., by using Huffman codes) variable-length coding does not, in general, enable zero-error Slepian-Wolf coding at rates close to the conditional entropy. This result can be inferred from the interactive data compression setting of [13] where it is shown that, in general, a zero-error variant of the source-coding with side-information problem is possible only if R x ≥ H (x).
Applying the result twice reveals that R x + R y ≥ H (x)+ H (y )
to get zero-error for the Slepian-Wolf problem of Fig. 1 . One should note that, just as is the case for zero-error channel coding, when certain symbol pairs are known to have zero probability, there are special cases where zero-error SlepianWolf coding is possible [17] . But, while not getting to zero error, variable-length coding can sometimes help in a secondorder sense. A Slepian-Wolf code with codewords of different lengths is used in [15] to reduce the redundancy of the code, i.e., the rate above the conditional entropy used at finite n. The extra usefulness of variable over fixed-length coding depends somewhat naturally on a combination of the non-uniformity of the x-source and the conditional deviation of the output from its marginal given each source observation. These two effects interact, see Remark 10 of [15] and some remarks following Theorem 5 in Section III. Finally, we note that if interaction is allowed between the encoder and decoder, then variable-length approaches have been studied that adapt the encoding rates in an on-line manner to deal with, say, unknown statistics. See, e.g., [7] , [10] , [26] , [32] .
Finally, we note that recently constructions of causal encoders of the type considered in this paper have been considered. Since the analysis herein depends only on pairwise error probability, linear codes suffice. Causal encoding and a linear structure means that the parity-check matrix of the code must have a lower-diagonal design. Such a design in the somewhat different context of interactive source coding with decoder side information is considered in [18] . More closely related is the discussion of linear anytime codes considered recently in [28] . By constraining the codes to have a Toeplitz structure, which in effect means that the codes are timeinvariant convolutional codes of growing constraint length, the authors demonstrate the existence of semi-infinite causal linear codes for the binary-erasure and binary-symmetric channels. The erasure channel also affords an efficient decoding algorithm. This allows the selection of deterministic codes, in contrast to the random constructions considered in this paper. Efficient decoding of the family of codes considered herein was also considered in [25] .
B. Outline
In Section II we review classic results on error exponents for fixed-block Slepian-Wolf source coding. In Section III we state the main result of the paper on error exponents for streaming Slepian-Wolf source coding and connect back to the form of the block coding exponents provided in Section II. In Section IV we present illustrative numerical results, including more detailed discussion of the example of Fig. 2 . The theorems of Section III are proved in Sections V and VI. Section V begins by deriving results for point-to-point streaming source coding. This is the simplest case and provides insights into the nature of sequential source coding problem and associated error events. We show that the streaming error exponent is the same as the random block source coding error exponent. In Section V-E we consider point-to-point streaming source coding when side-information is available at the decoder. In Section VI we present the proof of the main result of the paper on the error exponents of distributed streaming source coding for correlated sources. For all three scenarios, point-to-point source coding, decoding with sideinformation, and distributed source coding, both maximum likelihood (ML) and universal decoding rules are studied. We defer the proofs of some lemmas to the appendices where, in addition we show that the error exponents achieved by the ML and universal decoders are, in fact, the same.
C. Notation
We use serifed-fonts, e.g., x to indicate sample values, and sans-serif, e.g., x, to indicate random variables. Bolded fonts are reserved to indicate sample or random vectors, e.g., x = x n and x = x n , respectively, where the vector length (n here) is understood from the context. Subsequences, e.g., x l , x l+1 , . . . , x n are denoted as x n l where x j i ∅ if i > j . Distributions are indicated with lower-case p, e.g., x is distributed according to p x (x). We use script font to denote sets, X , F , W, etc., their cardinality by, e.g., |X |, and reserve E and D to denote encoding and decoding functions, respectively. We use standard notation for types, see, e.g., [5] . Let N(a; x) denote the number of symbols in the length-n vector x that take on value a. Then, x is of type P if P(a) = N(a; x)/n. The type-class, or set of length-n vectors of type P is denoted T P . A sequence y has conditional type V given x if N(a, b; x, y) = N(a; x)V (b|a) = n P(a)V (b|a) for every a, b. The set of sequences y having conditional type V with respect to x is called the V -shell of x and is denoted by T V (x). When considered together, the pair (x, y) is said to have joint type V × P. We always use upper-case, e.g., P and V , to denote length-n types and conditional types. As we often discuss the types of subsequences we add a superscript notation to remind the reader of the length of the subsequence in question. If, for instance, the subsequence under consideration is x n l we write x n l ∈ T P n−l . Similarly we use V n−l for the conditional type of length-(n − l + 1), and V n−l × P n−l for the joint type. Given a joint type V × P, entropies and conditional entropies are denoted as H (P) and H (V |P), respectively. Alternately, the empirical joint entropy of a pair of sequences (x n , y n ) is denoted H (x n , y n ). The entropy of a Bernoulli-p distribution is denoted as H B ( p). Generally we assume the natural-base for our logarithms, expressing entropies in nats. The one exception is in Section IV where we use bits since one of our prominent examples is binary. The Kullback Leibler (KL) divergence between two distributions q and p is denoted by D(q p). Finally, | · | + is used as shorthand to denote max(·, 0).
II. BACKGROUND RESULTS
In this section we review classical definitions and error exponent results for distributed block coding. In later sections we refer back to these results to contrast them with the results from the streaming framework.
In the classic block-coding Slepian-Wolf paradigm, length-N vectors x and y are observed by their respective encoders before communication commences. In this situation a rate-(R x , R y ) length-N block source code consists of an encoder-
where common randomness, shared between the encoders and the decoder is assumed. This allows us to randomize the mappings independently of the source sequences. While we state Definition 1 only for Slepian-Wolf coding, it immediately specializes to source coding with decoder side information (dropping the E y N and revealing y N to the decoder), and point-to-point source coding without side information (dropping the E y N ). The standard error probability considered in SlepianWolf coding is the joint error probability, Pr[(
In this paper we also consider the marginal error events Pr[x N =x N ] and Pr[y N =ŷ N ]. Distinguishing between these events is of interest in applications where x and y are decoded jointly, but used individually. All probabilities are taken over the random source vectors as well as the randomized mappings. A joint error exponent E is said to be achievable if there exists a family of rate-(R x , R y ) encoders and decoders
Similarly, a marginal exponent E is achievable for source
In this paper, we study random source vectors (x, y) that are i.i.d. across time but may have dependencies at any given time:
For such i.i.d. sources, upper and lower bounds on the achievable error exponents are derived in [5] , [12] , [16] . These results are summarized by the following theorems.
Theorem 1: Given rate pair (R x , R y ), there exists a randomized encoder-decoder triplet (per Definition 1) that satisfy the following three decoding criteria:
In the above,
As long as (R x , R y ) is in the interior of the achievable Slepian-Wolf region, i.e., R x > H (x|y ), R y > H (y |x) and R x + R y > H (x, y ), cf. [4] , [27] , all the above exponents are positive. Upper bounds on the error exponents are provided in [5] , and match the lower bounds when the rate pair (R x , R y ) is within, but close to the boundary of, the achievable region. This is analogous to the high-rate regime in channel coding where the random coding and sphere-packing bounds match.
Theorem 1 can be used to generate bounds on the exponent for source coding with decoder side information (i.e., y observed at the decoder), and for source coding without side information (i.e., y is a constant). These corollaries will serve as a basis for comparison as we build toward the complete solution for streaming Slepian-Wolf systems. (9) there exists a family of randomized encoder-decoder mappings as defined in Definition 1 such that (2) is satisfied.
The proof of Corollary 1 follows from Theorem 1 by letting R y be arbitrarily large. Note that the exponent in (9) is identical to E x|y (R x , ρ) in (6), which given an operational meaning to that exponent. That exponent bounds the event that x is decoded incorrectly while y is decoded correctly.
Next let y be deterministic, e.g., p x,y (x, y) = p x|y (x|y)1[y = a] for some a ∈ Y where 1[·] is the indicator function. Then it follows that H (x) = 0, H (x|y ) = H (x) and, specializing the form of E x|y (R x , ρ) to this distribution, we get the following random-coding bound for the point-to-point case of a single source x.
Corollary 2: Consider a Slepian-Wolf problem where y is deterministic, i.e., y = y. Given a rate R x , then for all
1+ρ (10) there exists a family of randomized encoder-decoder triplet as defined in Definition 1 such that (2) is satisfied.
Gallager [12] and Koshelev [16] initiated the study of the error exponents of ML decoding for Slepian-Wolf systems, Gallager for source coding with decoder side information, and Koshelev for the two-encoder Slepian-Wolf problem. The joint decoding bound (5) is from [16] where (in the case of ML decoding considered therein) the constant K = 1. Koshelev did not consider the marginal exponents (3) and (4), but those can be extracted immediately from his derivation. As might be guessed from the discussion following Corollary 1, Koshelev partitions the joint error event (1) into three constituent events: (a) bothx N andŷ N are erroneous, (b) onlyx N is erroneous, (c) onlyŷ N is erroneous. Respectively, the exponents bounding each of these events are given in (6)- (8) . By ignoring either of the latter two events one get the marginal error bounds. For example, ignoring event (c) and accounting for events (a) and (b) leads to a bound on the event that onlyx N is erroneous, and to the error exponent of (3).
It is well known in the literature [5] that the results of Theorem 1 and Corollaries 1 and 2 can be achieved by universal decoders as well as ML decoders. Universal decoding results are often derived using the methods of types, e.g., in [5] . The "Csiszár-style" exponents of [5] take a different form from the "Gallager-style" form of the exponents given in this section, due to the use of type-based arguments. The equivalence of the two forms of the exponents for these problems is a classic result. See, e.g., [5, 
III. MAIN RESULTS
In this section we present the main results of the paper. We define the functionality of streaming source coding for both point-to-point and distributed systems. We present results for both maximum likelihood (ML) and universal decoding. The error exponents achieved are equal for both. We compare the forms of the streaming exponents with their block coding counterparts and in Section IV illustrate the differences through numerical examples. Proofs of the results are provided in Sections V and VI, while we defer to the appendices proofs not needed to understand the fundamental differences between block and streaming coding.
A. Code Definitions and Error Events for Streaming Systems
We start by defining sequential fixed-rate encoder/decoder pairs for streaming source coding systems. As we comment, in this paper we exclusively focus on encoders that employ random binning.
for example,
and where if ( j − 1)R x + 1 > j R x the null sequence is produced. Common randomness, shared between encoders and decoder, is assumed. This allows us to randomize the mappings independently of the source sequence. Finally, the decoder mapping
At each time j the decoder D j outputs estimates of all the source symbols that have entered the encoder by time j . Note that sometimes we will allow an extra "failure" symbol "?" so thatX = X ∪ {?}. In understanding these definitions it may help to recall the discussion of linear constructions in Section I-A and the lower-triangular nature of the parity-check matrix of those constructions.
As for block coding, while we state Definition 2 only for Slepian-Wolf coding, it immediately specializes to source coding with decoder side information (dropping the E y N and revealing y N to the decoder), and point-to-point source coding without side information (dropping E y N and y N completely). In this paper, the sequential encoding maps will always work by assigning random "parity bits" in a causal manner to the observed source sequence. That is, the bits generated in (11)- (12) , are i.i.d. Bernoulli-(0.5). Since parity bits are assigned causally, if two source sequences share the same length-l prefix, then their first l R x parity bits must match. Subsequent parities are drawn independently. Such a sequential coding strategy is the source-coding parallel to tree and convolutional codes used for channel coding [11] . In fact, we call these "parity bits" as they can be generated using an infinite constraint-length time-varying randomized convolutional code.
We will often restrict our attention to the set of source sequences that are compatible with the received parities up to time n. Given that x n = x n this set is denoted as
An analogous definition holds for B y (y n ).
We define the pair of source estimates at time n as
indicates the full n R x bit stream from encoder x up to time n. We use (x n− ,ŷ n− ) to indicate the first n − symbols of each estimate, where for conciseness of notation both the estimate time, n, and the decoding delay, , are indicated in the superscript. With these definitions the two marginal error probabilities are
A pair of exponents E x > 0 and E y > 0 is said to be achievable if there exists a family of rate-(R x , R y ) encoders and decoders
lim
In contrast to the block-coding error event of (1) this error exponent is in delay, , rather than total observation time, n. While the definitions of the exponents (14)-(15) and of (1) are asymptotic in nature, the error bounds stated in the theorems hold for finite n and . Finally, we note that, as in the block coding case, the error exponent of the joint error event can be found by taking the minimum of the individual exponents, i.e.,
We can now see why the use of randomized maps is important. This is due to the infinite operating horizon of our system and the fact that we require exponential decay in error probability at all times and for all delays. We will show that the desired performance can be achieved over the ensemble of tree codes through the use of commonly randomized encoders and decoders. However, the standard argument that because the ensemble of codes satisfy some measure of performance therefore a single code must exist that does also cannot be applied as there is now a countable number of measures of performance (all times and all delays).
B. Point-to-Point Streaming
Our first results concern streaming coding in the point-topoint setting. The first theorem provides achievable bounds on the random coding error exponents both for ML and universal decoding.
Theorem 2: Given any rate R, there exist both ML and universal randomized sequential rate-R point-to-point encoderdecoder pairs (per the specialization of Definition 2) such that
where in (17) x is a random variable on X with distribution px and entropy H (x). Proof: In Section V-C a Gallager-style analysis of ML decoding yields the form of the exponent specified in (16) . This analysis is the source-coding parallel to the traditional one for convolutional channel codes. In Section V-D a typesbased analysis of a novel universal decoder yields the form of the exponent specified in (17) . Here, the crucial issue that must be side stepped is the non-additivity of empirical entropy. The equality of the two forms of the exponent in (16) and (17) is a classic result. For example, see [5, pg . 44] exercise 13.
The error exponent of Theorem 2 equals the random source coding exponent for block-coding (10). The main difference in the formulation is that the error probability in a streaming system decays with delay rather than block length N. For any fixed source symbol with time index j , as time progresses (n → ∞) the delay = n − j also increases without bound. Thus all symbols are eventually recovered with probability one.
A companion upper-bound to Theorem 2 is proved in [2] . We state the theorem next, sketch the proof, and refer the reader to [2] for details.
Theorem 3: Any (randomized or deterministic) sequential rate-R point-to-point encoder-decoder pair satisfies
where
Proof sketch: Consider the decoding of the tth symbol x t at time t + for any arbitrary t by a delay-constrained decoder.
Consider an encoder/decoder pair aided in the following ways: (i) we tell the decoder symbols x t +1 , . . . , x t + ; (ii) we tell the decoder symbols x 0 , . . . x t −L for some L to be determined; (iii) we tell the encoder the L symbols x t −L+1 , . . . , x t all at time t − L + 1; (iv) we don't require the decoder to decode any of the symbols x t −L+1 , . . . , x t until time t + . A pair so enabled is strictly more powerful than our usual delayconstrained encoder/decoder pair since these stronger pairs can emulate our usual pairs. Further, since
and t is arbitrary, by lower bounding the block-errorprobability of the more powerful encoder/decoder pair, we gain a lower bound on the error probability of our usual pairs. Note that by (i) and (ii) we are able to ignore the distance past (before time t−L+1, where L is yet to be determined) and the future. Further by (iii) and (iv) we have transformed the problem into an equivalent block coding problem. The length of this block code is L. The rate
The block error probability of such a block code is lower bounded by classic results for block coding, cf. [5] . Since the classic bounds hold both for deterministic and random coding, the current bound also holds for both deterministic and random strategies. Namely,
where E up pt,x (·) is the classic source coding bound for block codes specified in (19) . By≥ we mean the relation holds to the first order in the exponent [4] (if a good source code is used≥ can be replaced by . =). We state the result in this way to suppress non-exponential factors that will do affect the exponent, thereby simplifying the presentation. Recalling that L is a free parameter yet to be specified, we get the tightest bound by finding the (worst-case) L that maximizes the bound:
Taking the log, normalizing, and recalling that this bound holds for all we get the result in (18) . The idea of the proof is that there is some atypicality event that starts L samples in the past. The worst-case time in the past is L * = /α * where α * is the optimizer. Even if we ignore the distant past and the future symbols and concentrate all our resources, over the entire interval of length L + from time t − L +1 to time t + , on correcting this error, correction is not possible. By converting the problem into an equivalent block coding problem we are able to leverage existing results for such systems.
We note the the derivation assumes that t > and t > L. However, the first isn't restrictive since we are only interested in ≤ t. The second isn't restrictive since if the optimizing L * > t we can add dummy symbols spanning time t − L * to time 0. Forcing the decoder to decode these will simply worsen the performance, further lowering the lower bound.
C. Streaming With Decoder Side Information
Our result for distributed streaming source coding when the side information is observed at the decoder, but not the encoder, is encapsulated in the following theorem:
Theorem 4: Given any rate R, there exist both ML and universal randomized sequential rate-R source coding with decoder side-information encoder-decoder pairs (per the specialization of Definition 2) such that for all
and (x,ȳ ) are random variables with joint distribution px ,ȳ and H (x|ȳ ) is their conditional entropy. Similar to the point-to-point case in Theorem 2, the error exponent of Theorem 4 equals its random block-coding counterpart (9) . Similarly, (20) and (21) can be shown to be equal. We do not prove this equivalence herein but, as a first step, the interested reader could consider [5, pg. 192 ] exercise 23. We sketch the proof of this theorem in Section V-E, which requires only small modifications of the techniques used to prove Theorem 2.
The following companion upper bound is proved in [2] : Theorem 5: Any (randomized or deterministic) sequential rate-R source coding with decoder side-information encoderdecoder pair satisfies
and (x,ȳ ) are random variables with joint distribution px ,ȳ and H (x|ȳ ) is their conditional entropy. The proof approach here is similar to that sketched for Theorem 3. The main difference is that there are now two possible sources of error: there is the possibility of atypicality in the x-source and there is possibility of joint atypicality in the (x, y )-source pair. Either one type can dominate (as in the first case of (22) where joint atypicality dominates), or a combination of errors can occur (as in the second case of (22)). When the encoder can tell that such atypicality is taking place the encoder can take remedial action, e.g., by momentarily ignoring the recently arrived symbols (whose deadline is not yet close) and focusing resources (parity bits) on the symbols that are behaving atypically. Note that the rate is fixed throughout, it is simply a question of when each source symbol observed is allowed to start to affect the encoded parity symbols. In certain situations it is not possible for the encoder to detect that such atypicality is taking place. An example of this is a uniformly distributed source and a conditional relationship p y |x (y|x) that corresponds to a symmetric channel. This is akin to the condition given in in Remark 10 of [15] (mentioned in Section I-A) that characterizes when variable-rate source coding with decoder side information is no better than fixed-rate source coding, i.e., that
is constant in x ∈ X . We also remark that when side information is also available at the encoder the upper bound on the exponent is, naturally, increased. In the latter setting one can apply the exponent of (19) to each conditional probability with an average across the various side information symbols. See [2] for details.
As an example of a special case where the upper bound reduces to a simpler form (equivalent to an upper bound for block coding) is when the side information y is uniformly distributed and x = y ⊕ e where e is independent of y (and |X | = |Y| = |E| so we can define the addition operator). Note that for this case (23) is constant. For such situations (22) simplifies to
For such sources, e.g., a doubly-symmetric binary source, the upper bound of (24) and lower bounds of (20) and (21) match at rates close to the conditional entropy H (x|y ). We direct the reader to Appendix I of [2] where this example is fully developed.
D. Distributed Coding of Streaming Sources
In contrast to streaming point-to-point coding and streaming source coding with decoder side information, our results for the general case of streaming Slepian-Wolf coding with two separate encoders results in achievable error exponents that differ from their block coding counterparts.
Theorem 6: Given any rate pair (R x , R y ), there exist both ML and universal randomized sequential rate-(R x , R y )
Slepian-Wolf encoder-decoder triplets (per Definition 2) that satisfy the following three criteria:
There are two alternate, but equivalent, ways to specify the above error exponents. The first is the "Gallager-style"
where E xy (·, ·, ·), E x|y (·, ·), and E y|x (·, ·) are defined as in (6)- (8), repeated here for convenience:
Alternately, the second "Csiszár-style" form of the exponents is
where the random variables (x,ỹ ) and (x,ȳ ) have joint distributions px ,ỹ and px ,ȳ , respectively. Proof: In Section VI-C a Gallager-style analysis of ML decoding yields the form of the exponents specified in (29) . In Section VI-D a types-based analysis of a novel universal decoder yields the form of the exponent specified in (30) . The equality of the two forms of the exponent is considered in Lemma 5, stated and proved in Appendix C.
We first note that the exponents are strictly positive for any rate-pair (R x , R y ) within the Slepian-Wolf achievability region. This is easiest to see by considering the Csiszár-style results of (30) . By separately considering the case γ = 0, γ = 1, and 0 < γ < 1 one can confirm that there is always at least one term in E x (R x , R y , γ ) and in E y (R x , R y , γ ) that must be strictly positive.
It is revealing to compare the form of the exponents of block coding (3)-(5) with those of streaming (25)- (28) . The streaming exponent contains an extra degree of freedom in the parameter γ . If γ were restricted to be either zero or one, then the block and streaming exponents would be the same. The minimization over γ where 0 ≤ γ ≤ 1 results from a fundamental difference in the types of events that can cause errors in streaming as opposed to the block setting. In block coding there are only 3 error events (error in x n , error in y n , and errors in both), regardless of block length. In contrast, there are n 2 mutually exclusive error events when decoding x n and y n . These arise from the n 2 pairs of time indexes at which the error patterns can commence, i.e., l, k ∈ {1, 2, . . . , n} such
We examine these error events in Section VI.
While the error exponents of block coding are always at least as large as the streaming exponents due to the lack of the γ parameter, direct comparison of the two is not really appropriate for two reasons. The first is that buffering delay is not accounted for in block coding. Streaming data must first be packetized into "chunks" of data of the appropriate length to which the block-encoding can be applied. Such packetization delay is not accounted for in the block coding exponents and, at worst, would double the delay on a particular symbols (those at the beginning of each block). The second reason is that in block coding the block length is fixed and therefore so is the resulting error probability. In the streaming context the error probability on the estimate of any fixed source symbol continues to decrease as time increments and the decoding delay (for that particular symbol) increases.
Finally, as in the point-to-point setting, the two forms of the exponents in (29) and (30) are equal. But, due to new classes of error events possible in streaming, this equivalence now requires proof. This proof is provided in Lemma 5.
IV. NUMERICAL RESULTS
In this section we detail two examples. The first example is presented in part in Fig. 2 in the Introduction and helps us understand how source "burstiness" relates to the achievable error exponent in delay. For simplicity we present these results for lossless point-to-point streaming, i.e., Theorem 2. The second example illustrates the difference between the block-coding and streaming exponents for a simple distributed asymmetric binary source. In this section we express entropy in bits.
The source considered in the first example is a discrete memoryless source with alphabet {0, 1, . . . , L} where p x (0) = (1 − β) and p x (x) = β/L for all x = 0. The β parameter specifies the "burstiness" of the source and the entropy of this source is H (X) = H B (β) + β log L. In Fig. 2 we consider L = 4 and β = 0.5, hence H (X) = 2 bits. Fig. 2 plots the trade-off between rate, delay, and probability of error for ML decoding. (We note that the results for universal decoding would differ little as they are equal to ML in an exponential sense.) As would be expected, the probability of decoding error drops both as a function of communication rate and delay.
The source of Fig. 2 is only mildly bursty, half the time it emits a 0 and half the time some other letter. In Fig. 3 we plot the error exponent of the same family of sources for a range of burst probabilities β and alphabet sizes L + 1 where we hold the entropy constant at H (X) = 2 bits. As the source becomes more bursty (smaller β) we increase the alphabet size to maintain the equality H (X) = 2 = H B (β) + β log L. The figure shows that that the more bursty the source (smaller β and large L) the smaller the error exponent for any given rate.
Our second example illustrates a distributed source coding situation where the streaming and block coding error exponents differ. The reason for the difference is the new type of Fig. 3 . The effect of burstiness on the error exponent as a function of the excess rate beyond the entropy. The source is 0 with probability 1 − β and, with probability β, the source is uniformly distributed on {1, 2, . . . , L}. We scale L with the burst probability β to hold the source entropy constant at 2 bits. A lower burst probability β means more variability in the instantaneous rate, the effect of which is a lowered exponent. error event (reflected in the minimization over γ in Theorem 6) that can dominate in the distributed streaming setting. However, it turns out that when the distributed source has uniform symmetric marginals there is no gap between the streaming and block coding error exponents. Thus, we consider the following asymmetric example (asymmetric marginals and asymmetric channel relating x to y ). The pair of sources x i and y i are binary i.i.d. sources where p x,y (0, 0) = 0.1, p x,y (0, 1) = p x,y (1, 0) = 0.05 and p x,y (1, 1) = 0.8. For this source H (x) = H (y ) = 0.61 bits, H (x|y ) = H (y |x) = 0.42 bits and H (x, y ) = 1.02 bits. The Slepian-Wolf achievable rate region is shown in Fig. 4 . We consider various error exponents for this source as a function of R x where we keep R y fixed. We consider both a low R y -rate situation where R y = 0.45 = H (y |x) + 0.03 bits and a high R y -rate situation where R y = 0.58 = H (y ) − 0.03 bits. Fig. 5 plots the streaming exponent E st,x (R x , R y ) for source x from Theorem 6, the block coding exponent E bl,x (R x , R y ) 
, and point-to-point source coding E pt,x (R x ) at two rates: R y = 0.68 and R y = 0.45 bits per sample.
from Theorem 1, and the point-to-point exponent E pt,x (R x ) from Theorem 2. All are plotted as a function of R x , and the first two for both R y = 0.45 and R y = 0.58. A note on the plots: since E st,x (R x , R y ) = E bl,x (R x , R y ) for many choices of R x and R y , we choose to plot the block coding exponents with solid or dashed lines and the streaming exponents with circles or diamonds. Both are, of course, continuous functions of R x . Our choice of plotting the streaming exponents at a discrete set of points was made purely to aid in making visual comparison between the exponents.
There are a few observations to make about Fig. 5 . Perhaps the most significant is that, in order to recover the x-source with the greatest likelihood, it can be better not to use joint decoding if R y is too low. For example, when R y = 0.45 and R x > 0.65 bits, E pt,x (R x ) is larger than either E st,x (R x , 0.45) or E bl,x (R x , 0.45). This occurs because joint decoding errors are more likely due to atypical behavior of source y . Thus, it can be better to ignore the y -source and decode the x-source individually. As R y is increased, e.g., to R y = 0.58 bits, the information about the y -source is more reliable and the joint decoding exponents dominate that of point-to-point source coding without side information up to higher rates, about R x = 0.84. The next observation to make is that the difference between the block and streaming error exponents is small and often zero. In Fig. 5 the difference between the two is only apparent about R x 0.75 for the R y = 0.45 case. To see more clearly where the streaming and block coding exponents differ, in Fig. 6 we plot the ratio E bl,x (R x , R y )/E st,x (R x , R y ). In this figure we see that at the higher rate R y = 0.58 the exponents are the same for the entire range.
Figs. 7 and 8 plot the corresponding results for E st,y (R x , R y ), E bl,y (R x , R y ), and E pt,y (R y ) for R y = 0.45 and R y = 0.58. Note that E pt,y (0.45) = E pt,y (0.58) = 0 since both rates are below H (y ) = 0.61 bits and E pt,y (0.71) is constant at about 0.01. Thus, joint decoding is required to get any positive exponent on the y -source. Next note that when R x is sufficiently high, the the error exponent for y saturates Fig. 6 . Ratio of block-coding to streaming exponents for source-x. The block coding exponent is always at least as large due to the extra possibility error events in the streaming setting. to what it would be if source x were known perfectly to the decoder. Recalling the discussion in Sections II and III, this is the contribution of the E y|x (R y , ρ) term to the exponents in (4) and (26) . As before, to help visualize the difference between the block and streaming exponents, in Fig. 8 we plot the ratio E bl,y (R x , R y )/E st,y (R x , R y ). In this plot we note a feature that didn't appear in Fig. 6 ; namely, that for certain ranges of R x (that don't overlap) the ratio of the exponents is greater than one both for the high-and low-R y examples.
V. STREAMING POINT-TO-POINT CODING VIA SEQUENTIAL RANDOM BINNING
In this section we prove Theorems 2 and 4. While the emphasis of the paper is on distributed source coding, the strategy of causal random binning, the appropriate ML and universal decoders, and the associated analysis techniques, are most easily developed in the point-to-point context.
A. Sequential Scoring Decoders
In this section we introduce the class of decoders used for streaming source coding and streaming source coding with decoder side information. Both ML and universal decoders can be cast as a type of decision-directed sequential scoring decoder, where different scoring functions are used in each case.
Definition 3: A sequential scoring decoder constructs its estimate in a sequential manner starting from l = 1 wherê
where we recall that B(x) is defined in (13) and where S l (·) is a (possibly time-dependent) scoring function and the (failure) symbol "?" is included in case such ax does not exists for some l. Randomly resolve any ties that occur.
Since the sequential scoring decoder is a decision-directed decoder, it considers as candidates only those sequences whose parities match the received bit stream up to time n, i.e., if the length-n source sequence is x = x then the set of such candidates is {x s.t.x ∈ B x (x)}. The lth symbol of the estimate,x l , is made with the estimates of the first l − 1 symbols already fixed. One should note that as soon as the next set of parities arrive at the receiver, all symbols are estimated anew since n is now replaced by n + 1 and B x (x n+1 ) will be different from B x (x n ).
For ML decoding case we use the scoring function
Note that this scoring function simply leads to the ML estimatê
being constructed in a sequential manner. This is the case since the decision regarding which of a pair of sequences is more likely depends only on which sequence has the more likely suffix. Another way of saying this is that, if we were to consider the log-probability score 
On the other hand, since empirical entropy is not additive (think of a sequence of all 0s followed by a sequence of all 1s) the use of sequential scoring decoders will be more crucial in universal decoding.
For universal decoding we use the reciprocal of the empirical suffix-entropy as the score
and term the resulting decoding the "minimum empirical suffix entropy decoder". The reason for using this decoder instead of the standard minimum empirical block-entropy decoder is because (due to the summing over type classes) the probability of error bound for the block-entropy decoder has a pre-multiplier term that grows polynomially in n. Since our bound on error probability will decay exponential in , for n large, the polynomial can dominate. This would prevent us from deriving a bound on the probability of error that depends only upon the decoding delay . Using the minimum empirical suffix-entropy decoder results in a term that grows polynomially only in .
B. Error Analysis of Sequential Scoring Decoders
To show Theorem 2 we first develop the common core of the proof that applies to both ML and universal decoding. The proof strategy is as follows. A decoding error can only occur if there is some spurious source sequencex n that satisfies three conditions: (i)x n ∈ B x (x n ), i.e., it must be in the same bin (share the same parities) as x n , (ii)x l = x l for some l ≤ n− , and (iii) for the time index l of event (ii) it must have a score at least as large as the correct sequence, i.e., S l (x n ) ≥ S l (x n ).
To help track condition (ii) and to keep notation compact we introduce a partition of all length-n source sequencesx n ∈ X n into non-overlapping sets F n (l, x n ) defined by the time index l of the first sample in which each sequence differs from the realized sequence x n . Formally,
where we define
With these definitions we rewrite the error probability as
After conditioning on the realized source sequence in (35), the remaining randomness is only in the binning. In (36) the error event is decomposed into mutually exclusive events based on the discussion of conditions (i)-(iii) above, and the partitioning of all length-n sources sequences into the sets
and substituting the results into (37) yields the relation
C. Maximum-Likelihood Decoding
The following lemma provides an upper bound on p n (l) for ML decoding with the score function S l = p x n l (x n l ) specified in (32) . The proof is given in Appendix A and uses a Chernoff bounding argument similar to [12] .
Lemma 1:
where the form of E pt,x (R) is given in (16) . Using Lemma 1 in (39) gives
In (41) we pull out the exponent in . The remaining summation is a geometric sum over decaying exponentials and can thus can be bounded by some constant K 0 , into which we've also incorporated the exp{1} scaling, which resulted from noninteger rates. This proves Theorem 2 for ML decoding. The derivation illustrates the insight that sequential decision made for each symbol is analogous to a classic block-coding problem. This is because we only need to decide between sequences that start to differ in the symbol we are trying to estimate -previous symbols have been fixed, and subsequent symbols are not yet in question. Thus, all sequences that could lead to different estimates of symbol l are binned independently for the remainder of the block. This is why the error exponent we derive equals Gallager's block coding exponent [12] . Since the error exponent for each blockdecoding problem is the same, the dominant error event is the hard-decision with the shortest block-length. This corresponds to the last symbol we need to estimate and its block-length equals the estimation delay .
In the remainder of the paper we will assume that all rates are integer. This will greatly simplify notation and, as we have seen above non-integer rates only slightly affect the constant in front of the exponential decay, i.e., the K 0 in (41).
D. Universal Decoding
The following lemma provides an upper bound on p n (l) for universal decoding with the score function
and the following lemma bounds p n (l). Lemma 2: For minimum empirical suffix-entropy decoding,
Proof: We define P n−l to be the type of length-(n −l + 1) sequence x n l , and T P n−l to be the corresponding type class so that x n l ∈ T P n−l . Analogous definitions hold forP n−l andx n l . We rewrite the constraint
In going from (44) to (45) first note that the argument of the inner-most summation (overx n l ) does not depend on x. We then use the following relations: (i)
which is a standard bound on the size of the type class, (ii) H (P n−l ) ≤ H (P n−l ) by the minimumsuffix-entropy decoding rule, and (iii) the polynomial bound on the number of types, |{P n−l }| ≤ (n − l + 2) |X | . In (46) we recall the function definition | · | + max{0, ·}. We pull the polynomial term out of the minimization and use
It is also in (46) that we see why we use a minimum empirical suffix-entropy decoding rule instead of a minimum empirical block-entropy decoding rule. If we had not marginalized out over x l−1 in (43) then we would have a polynomial term out front in terms of n rather than n − l, which for large n could dominate the exponential decay in n − l. As the expression in (47) no longer depends on x n l , we simplify by using |T P n−l | ≤ exp{(n − l + 1)H (P n−l )}. In (48) we use the form of E pt,x (·) specified in (17) together with the polynomial bound on the number of types.
Starting from (39) together the definition of p n (l) for minimum-suffix decoding from (42) and Lemma 2 provides a bound on the probability of error for universal decoding. Using the definition of p n (l) in (42) we have
In (49) we incorporate the polynomial into the exponent, resulting in the constants K 1 and η. Namely, for all a > 0, b > 0, there exists a C such that z a ≤ C exp{b(z − 1)} for all z ≥ 1. We then make explicit the delay-dependent term. Pulling out the exponent in , the remaining summation is a sum over decaying exponentials, and can be bounded by a constant. Together with K 1 , this gives the constant K 2 in (50). This proves that universal coding achieves the exponent specified in Theorem 2. Note that the η in (50) does not enter the optimization because η > 0 can be picked equal to any arbitrarily small constant. The choice of η only effects the constant K in the theorem.
E. Comment on Streaming Source Coding With Side Information at the Decoder
If a random sequence y n , related to the source x n through a discrete memoryless channel, is observed at the decoder, then this side information can be used to reduce the rate of the source code. In the model we study
The source x n is observed at the encoder, and the decoder, which observes y n and a bit stream from the encoder, wants to estimate each source symbol x i with a probability of error that decreases exponentially in the decoding delay .
The earlier analysis of this section applies to this problem with a few very minor modifications. For ML decoding, we need to pick the sequence with the maximum conditional probability given y n . The error exponent can be derived using a similar Chernoff bounding argument as in Section V.
For universal decoding, the only change is that we now use a minimum suffix conditional-entropy decoder that compares sequence pairs (x n , y n ) and (x n , y n ). In terms of the analysis, one change enters in (35) where we must also sum over the possible side information sequences. And in (44) the entropy condition in the summation overx changes to H (x n l+1 |y n l+1 ) < H (x n l+1 |y n l+1 ) (or the equivalent type notation). Since y n is observed at the decoder, there is no ambiguity in the side information. Therefore, this condition is equivalent to
We do not include the full derivation as no new ideas are required.
VI. STREAMING SLEPIAN-WOLF SOURCE CODING
In this section we prove ML decoding yields the form of the error exponent specified in (29) and that universal decoding yields the form of the exponent specified in (30) . The equivalence of the two forms is deferred to Appendix C. As with the proof of Theorem 2 we first develop the common core of the proof that pertains to both ML and universal decoding. The development for more than l > 2 sources would essentially be the same, just with more notation and additional minimization parameters γ 1 , γ 2 , . . . , γ l−1 .
A. Sequential Joint Scoring Decoders
We now introduce the class of decoders needed for joint decoding. As in Section V both ML and universal decoders can be cast as a type of decision-directed sequential scoring decoder, where different scoring functions are used in each case. The definition is a bit more involved for joint decoders as all possible pairings betweenx andȳ sequences, respectively in B x (x) and B y (y), must be considered.
Definition 4: A sequential joint scoring decoder constructs its estimate in a sequential manner starting from l = 1 wherê
where S l,k (·, ·) is a (possibly time-dependent) joint scoring function and the (failure) symbol "?" is included in case such anx does not exist for some l. Ties are resolved randomly. Just as with the (non-joint) sequential scoring decoders of Definition 3 the estimate of x is built up sequentially, but now all possible pairings with sequences in B y (y) are considered. The "error" symbol "?" is allowed in case there is nox ∈ B x (x) that satisfies the definition. In such an event all subsequent symbol estimates, i.e.,x n l+1 are also equal to "?", at least until the next parity symbols become available to the decoder.
In the case of known statistics, we use the scoring function
where, since we only consider i.i.d. sources, the dimension of the subscripts in p x,y (·, ·) can be inferred from the arguments.
Just as was the case for (32) , this scoring function leads to the ML estimate being constructed in a sequential manner. In the case of unknown statistics, we use the scoring function
where H S (·, ·, ·, ·) is the "weighted empirical suffix-entropy" function, defined as
Due to the fact that H S (l, k,x,ȳ) weights the empirical suffix entropies differently, based upon the values of l and k, we term the resulting decoder the "minimum weighted empirical suffix entropy" decoder.
Note that the form of the two scoring functions (52) and (54) is more similar than may initially appear. For instance compare the ML scores of two pairs (x,ȳ) and
and l < k. Then the question of whether S l,k (x,ȳ) is larger than S l,k (x,ỹ) is the same as asking whether
. The analog to the weightings of (54) comes from the dimensions of the various subsequences.
An error can only occur if there is some erroneous source pair (x,ỹ) ∈ B x (x)×B y (y) such that S l,k (x,ỹ) ≤ S l,k (x, y) for some l ≤ n − . Otherwise, the realized source x will matcĥ x n at least through the n − th symbol. For both our choices of score functions we show in the following sections that the probability of such an event decays exponentially in .
B. Error Analysis of Sequential Joint Scoring Decoders
We follow the same approach to prove Theorem 6 that we used for lossless streaming source coding in Section V. We first develop the common core of the proof for sequential joint scoring decoders in general. We then specialize the scoring function to the ML and universal scoring functions, (52) and (54), respectively.
In Theorem 6 three error events are considered:
, and (c) Pr[(x n− , y n− ) = (x n− ,ŷ n− )]. We develop the error exponent for event (a). The exponent of event (b) follows from a similar derivation, and that of event (c) from an application of the union bound resulting in an exponent that is the minimum of the exponents of events (a) and (b).
For there to be a decoding error there must be some spurious source pair (x n ,ỹ n ) that satisfies three conditions: (i)x n ∈ B x (x n ) andỹ n ∈ B y (y n ), (ii)x l = x l for some l ≤ n − whilex l−1 = x l−1 and (iii) for the time index l of event (ii) and for the k ∈ {1, . . . , n} such thatỹ k−1 = y k−1 butỹ k = y k , the spurious source pair has a higher score than the true pair, i.e.,
As in (34) we again introduce a partition of source sequences to track condition (ii). This time we partition all source pairs (x n ,ỹ n ) ∈ {X n , Y n } into sets F n (l, k, x n , y n ) defined by the times l and k at whichx n andỹ n respectively diverge from the realized source sequences. Formally,
and
In contrast to streaming pointto-point or side-information coding (cf. (55) with (34)), the partition is now doubly-indexed. To find the dominant error event, we will need to search over both indices. This search is the reason why the streaming exponents differ from the block coding exponents, manifesting itself in the γ parameter of Theorem 6. We now bound the marginal error probability Pr[x n− = x n− ].
where in (56) we decompose the error event according to conditions (i)-(iii) discussed above, and the equality results from the fact that
and substituting the definition into (57) we get
C. Maximum Likelihood Decoding
To develop our results for ML decoding we use use the joint score function of (52) in (58). With this choice the following lemma, proved in Appendix B, provides an upper bound on p n (l, k).
where E x (R x , R y , γ ) and E y (R x , R y , γ ) are defined in (29) . Notice that l, k ≤ n and that for l ≤ k the fraction k−l n−l+1 ∈ [0, 1] serves as γ in the error exponent E x (R x , R y , γ ). An analogous discussion holds for l ≥ k.
We use Lemma 3 together with (59) to bound Pr[x n− = x n− ] for two distinct cases. The first, simpler case, is R y , γ ) . To bound Pr[x n− = x n− ] in this case, we split the sum over the p n (l, k) into two terms, as is visualized in Fig. 9 . There are (n + 1) × (n − ) such events to account for. In Fig. 9 these are inside the box. The probability of the event within each oval are summed together to give an upper bound on Pr[x n− = x n− ]. We add extra probabilities outside of the box but within the ovals to make the summation symmetric thus simpler. Those extra error events do not impact the error exponent because this case assumes that
The possible dominant error events are highlighted in Fig. 9 . Thus,
Equation (61) follows directly from (59), in the first term l ≤ k, in the second term l ≥ k. In (62), we use Lemma 3. In (63) we use the assumption that inf γ R y , γ ) . In (64) the α > 0 results from incorporating the polynomial into the first exponent, and can be chosen as small as desired. Combining terms and summing out the decaying exponential yield the bound (65). 
, we could use the same bounding technique used in the first case. This gives the error exponent inf γ ∈[0,1] E y (R x , R y , γ ) which is generally smaller than what we can get by dividing the error events in a new grouping shown in Fig. 10 . In this situation we split (59) into three terms, as visualized in Fig. 10 . Just as in the first case shown in Fig. 9 , there are (n + 1) × (n − ) such events to account for (those inside the box). The error events are partitioned into 3 regions. Region 2 and 3 are separated by k * (l) using a dotted line. In region 3, we add extra probabilities outside of the box but within the ovals to make the summation simpler. Those extra error events do not affect the error exponent as shown in the proof. The possible dominant error events are highlighted in Fig. 10 . Thus,
Where 0 k=1 p k = 0. The lower boundary of Region 2 is k * (l) ≥ 1 as a function of n and l:
For compactness in the ensuing development we use G (always non-negative) to denote the ceiling of the ratio of exponents, 
i.e.,
Note that when inf
then G = 1 and region two of Fig. 10 disappears. In other words, the middle term of (66) equals zero. This was the first case considered. We now consider the situation in which G ≥ 2.
The first term of (66), i.e., region one in Fig. 10 where l ≤ k, is bounded in the same way that the first term of (61) is, giving
In Fig. 10 , region two is upper bounded by the 45-degree line, and lower bounded by k * (l). The second term of (66), corresponding to this region where l ≥ k,
In (70) we note that l ≥ k, so define
The third term of (66), i.e., the intersection of region three and the "box" in Fig. 10 where l ≥ k, can be bounded as,
In (73) we note that l ≤ n− thus k
This can be visualized in Fig. 10 as we extend the summation from the intersection of the "box" and region 3 to the whole region under the diagonal line and the horizontal line k = k * (n − ) − 1. In (74) we simply switch the order of the summation.
Finally when G ≥ 2, we substitute (69), (72), and (75) into (66) to give
To get (77), we use the fact that k (67) to upper bound the second term. We exploit the definition of G to convert the exponent in the third term to inf γ ∈[0,1] E x (R x , R y , γ ). Finally, to get (78) we gather the constants together, sum out over the decaying exponentials, and are limited by the smaller of the two exponents. One might note that in this proof we regularly double count the error events and add some extra small probabilities to simplify sums. The error exponent is not modified by these manipulations.
D. Universal Decoding
To develop our universal results we use the joint universal
The following lemma bound the contributions of each p n (l, k) to the overall error probability.
Proof: Starting from (79) we have the steps shown in (80)-(81). In (81) we enumerate all the source sequences in a way that allows us to focus on the types of the important subsequences. We enumerate the possibly misleading candidate sequences in terms of their suffixes types. We restrict the sum to those pairs (x n ,ỹ n ) that could lead to mistaken decoding, defining the compact notation
, which is the weighted empirical suffix entropy condition rewritten in terms of types.
Note that the summations within the minimization in (81) do not depend on the arguments within these sums. Thus, we can bound this sum separately to get a bound on the number of possibly misleading source pairs (x,ỹ). We bound this sum starting in (82).
In (83) we sum over allx
). In (84) we use standard bounds, e.g.,
We also sum over all x n k ∈ TṼ n−k (ỹ n k ) and over allỹ n k ∈ TP n−k in (84). By definition of the decoding rule (x,ỹ) can only lead to a decoding error
In (87) we apply the polynomial bound on the number of types.
We substitute (87) into (81) and pull out the polynomial term, giving (88). In (89) we use the memoryless property of the source, and exponential bounds on the probability of observing (x
. In (91) we minimize the exponent over all choices of distributions px ,ỹ and px ,ȳ . In (92) we define the universal random coding expo-
where 0 ≤ λ ≤ 1 andλ = 1 − λ. We also incorporate the number of conditional and marginal types into the polynomial bound, as well as the sum over k, and then push the polynomial into the exponent since for any polynomial F, ∀E, > 0, there
A similar derivation yields a bound on p n (l, k) for l ≥ k. Using Lemma 4 in (59) and following the same steps as in the derivation for ML decoding of Section VI-C yields (30) .
VII. FUTURE DIRECTIONS

Stationary-Ergodic Sources and Universality:
In [3] the block-coding proofs of the Slepian-Wolf problem are extended to stationary-ergodic sources using AEP arguments. To have a similar extension to the streaming context it is possible that additional regularity conditions will be required so that error exponents can be achieved. To additionally achieve universality over non-memoryless sources further technical restrictions will be required. For the specific case of distributed Markov sources however, all the arguments in this paper should generalize easily by following an approach similar to that taken in [24] : the source can be "segmented" into small blocks and the endpoints (for a Markov source of known order k, the endpoint is just k successive symbols at the end of the block) of the blocks can be encoded perfectly at an arbitrarily small rate by making the "small" blocks long enough. Conditioned on these endpoints, the blocks are then i.i.d. with the endpoints representing a third stream of perfectly known side-information.
Upper Bounds and Demonstrating Optimal Delays: This paper focused on achievable exponents for the two-encoder case and presented upper bounds for the side-information at the decoder case. The upper bounds followed by extending single encoder arguments from [22] and do not immediately generalize to the case of multiple encoders.
Trading Off Error Exponents for the Different Source Terminals: For multiple terminal systems, different error exponents can be achieved for different users or different sources. For channel coding, the encoders can choose different distributions while generating the randomized code book to achieve an error exponent trade-off among different users. In [30] , the error exponent region is studied for the Gaussian multiple access channel and the broadcast channel within the block-coding paradigm. It is unclear whether similar trade offs are possible within the streaming Slepian Wolf problems considered here since there is nothing immediately comparable to the flexibility we have in choosing the "input distribution" for channel coding problems.
Adaptation and Limited Feedback: A final interesting extension is to adaptive universal streaming Slepian Wolf encoders. The decoders we use in this paper are based on empirical statistics. Therefore they can be used even if source statistics are unknown. The current proposal will work regardless of source and side information statistics as long as the conditional entropy H (x|y ) is less than the encoding rate. Even if there is uncertainty in statistics, the sequential nature of the coding system would enable the system to adapt on-line to the unknown entropy rate if some feedback channel is available. The feedback channel would be used to order increases (or decreases) in the binning rate. An increase (or decrease) could be triggered by examining the difference between two quantities: the minimal empirical joint entropy between the decoded sequence and observation, and the empirical joint entropy between the particular sequence and observation yielding the second-lowest joint entropy. If there is a large difference between these two entropies, we are using rate excessively, and the rate of communication can be reduced. If the difference is negligible, then it's likely we are not decoding correctly. Our target should be to keep this difference at roughly . In the current context, this is analogous to the rate margin by which we choose to exceed the known conditional entropy.
APPENDIX
A. Proof of Lemma 1
In this section we provide the proof of Lemma 1.
In (93) the union bound is applied. In (94) we use the fact that after the first symbol in which two sequences differ, the remaining parity bits are independent. The number of such symbols is n R − (l − 1)R ≥ (n − l + 1)R − 1. In (95) 1(·) is the indicator function, taking the value one if the argument is true, and zero if it is false. We get (96) by limiting ρ to the range 0 ≤ ρ ≤ 1 since the arguments of the minimization are both positive and upper-bounded by one. We use the i.i.d. property of the source, exchanging sums and products to get (97). The bound in (98) is true for all ρ in the range 0 ≤ ρ ≤ 1. Maximizing (98) over ρ gives p n (l) ≤ exp{−(n −l +1)E pt,x (R)} where E pt,x (R)} is defined in Theorem 2, in particular in (16) .
B. Proof of Lemma 3
In this section we provide the proof of Lemma 3. We refer to (99)-(106) in the following discussion. The bound depends on whether l ≤ k or l ≥ k. Consider the case l ≤ k, In (99) we explicitly indicate the three conditions that a suffix pair (x n l ,ỹ n k ) must satisfy to result in a decoding error. In (100) we sum out over the common prefixes (x l−1 , y l−1 ), and use the fact that the random binning is done independently at each encoder, see Definition. 2. We get (101) by limiting ρ to the interval 0 ≤ ρ ≤ 1, as in (96). Getting (102) from (101) follows by a number of basic manipulations. In (102) we get the single letter expression by again using the memoryless property of the sources. In (103) we use the definitions of E x|y and E xy from (7) and (8) of Theorem 6. Noting that the bound holds for all ρ ∈ [0, 1] optimizing over ρ results in (105). Finally, using the definition of (29) gives (106). The bound on p n (l, k) when l > k, is developed in an analogous fashion.
C. Equivalence of the Two Forms of the Error Exponent for Streaming Slepian-Wolf
In this section we prove the following lemma.
Lemma 5:
where E x|y (·) and E xy (·) are defined in (7) and (8) . For notational simplicity, we write q xy and o xy as two arbitrary joint distributions on X × Y (instead of pxȳ and p¯x¯ȳ ). We retain p xy to indicate the joint distribution of the source.
The equivalence between the forms of E y (R x , R y , γ ) in (29) and (30) can be proved using the same approach. The proof of Lemma 5 is given in Section E. We start by giving some preliminary definitions in Section D. The proofs of a number of technical lemmas are deferred to Section F.
D. Preliminaries
We recall that the first form of the exponent specified in (107) resulted from the analysis of ML decoding. To help establish the lemma we define the function
, and define
In addition, we use E un,x (R x , R y , γ ) to denote the "universal" form (108) of the exponent, i.e.,
To increase compactness we have defined
We note that in the achievable rate region we have the relation
Finally, before starting the proof, we define a pair of distributions that we will need. 
The marginal distribution for y is 
We introduce A(y, ρ), B(ρ), C(x, y, ρ), D(y, ρ) to simplify the notations. Some of their properties are shown in Lemma 9.
While tilted distributions are common optimal distributions in large deviation theory, it is useful to contemplate why we need to introduce these two tilted distributions. In the proof of Lemma 5 we show through a Lagrange multiplier argument that { p ρ xy : ρ ∈ [−1, +∞)} is the family of distributions that minimize the Kullback-Leibler distance to p xy with fixed entropy and {p ρ xy : ρ ∈ [−1, +∞)} is the family of distributions that minimize the Kullback−Leibler distance to p xy with fixed conditional entropy. Using a Lagrange multiplier argument, we parametrize the universal error exponent E un,x (R x , R y , γ ) in terms of ρ and show the equivalence of the universal and maximum likelihood error exponents.
E. Proof of Lemma 5
The proof of the lemma splits into two cases. Case 1 is
Case 1: First, from Lemma F and Lemma 14:
Then, using Lemma 6 and Lemma 10, we have:
So ρ maximize E ml,x (R x , R y , γ, ρ), if and only if:
and the entropy functions monotonically-increase over ρ, we can find ρ * ∈ (0, 1), s.t.
Using Lemma 13 and Lemma F we get:
Where γ H (p Secondly,
The last equality is true because, as we now show,
cannot be the optimizing choice of b. To see this note that the inner infimum in (114) is at least as large as max(0, R (γ ) − b), which can be lower bounded as:
which can be achieved in (114) through choosing 
The resulting optimization problem is:
The above optimization problem is convex because the objective function and the inequality constraint functions are convex and the equality constraint functions are affine [1] . The Lagrange multiplier function for this convex optimization problem is:
where ρ, μ 1 , μ 2 are real numbers and ν i ∈ R |X ||Y| , i = 1, 2, 3, 4. According to the KKT conditions for convex optimization [1] , q xy , o xy minimize the convex optimization problem in (115) if and only if the following conditions are simultaneously satisfied for some q xy , o xy , μ 1 , μ 2 , ν 1 , ν 2 , ν 3 , ν 4 and ρ:
For all x, y and
Solving the above standard Lagrange multiplier equations (116) and (117), we have:
Where ρ b satisfies the condition 
Applying the results of Lemma 12 and Lemma 8 to the first term of (121) we get: Finally, in (128)-(129) we complete the derivation. where the equality in (128) is true by setting ρ = 1 in Lemma 13 and Lemma F.
Thus, as for case 1, for this case we again find that E ml,x (R x , R y , γ ) = E un,x (R x , R y , γ ), finishing the proof. = − x C(x, y, ρ) log(C(x, y, ρ)) 1 + ρ .
F. Proofs of Lemmas Used to Prove Lemma 5
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