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Abstract
An acceptability measure is a number that summarizes information on monetary out-
comes of a given position in various scenarios, and that, depending on context, may
be interpreted as a capital requirement or as a price. In a multiperiod setting, it is
reasonable to require that an acceptability measure should satisfy certain conditions of
time consistency. Various notions of time consistency may be considered. Within the
framework of coherent risk measures as proposed by Artzner et al. (1999), we establish
implication relations between a number of different notions, and we determine how each
notion of time consistency is expressed through properties of a representing set of test
measures. We propose modifications of the standard Tail-Value-at-Risk measure that
have stronger consistency properties than the original.
Keywords: coherent risk measures; acceptability measures; nonlinear expectations; cap-
ital requirements; incomplete markets; time consistency.
1 Introduction
Consider a position1 giving rise to monetary outcomes that may be different in different
scenarios. After a set of scenarios has been constructed and outcomes in each scenario
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1We use the term “position” here to refer to any project or contract subject to evaluation on the basis of
positive or negative future payoffs. A position may for instance consist of a derivative contract, a portfolio
of insurance policies, or the collection of assets and liabilities of a pension fund.
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have been determined, one frequently needs to summarize all of this information in a single
number (an “acceptability measure”) which, depending on the particular application, may
for instance be interpreted as a capital requirement or as a price. To determine which
acceptability measure is appropriate for a given situation, one may make use of axiom
systems and representation theorems. The specification of axioms helps to clarify differences
between various acceptability measures that may be proposed. Given a collection of axioms,
it is sometimes possible to prove a representation theorem providing a concrete form for all
measures that satisfy the given axioms.
The discussion of axiom systems for acceptability measures has received a new impulse
after capital adequacy rules proposed in the Basel Accord and elsewhere were investigated
from an axiomatic point of view by Artzner et al. (1999). The proposed set of axioms defining
“coherent” acceptability measures2 is different from the sets of axioms traditionally used in
statistical decision theory and admits a relatively simple representation theorem. Although
the work of Artzner et al. (1999) is formulated in a supervisory framework, the principles
of the approach may be applied as well to insurance premium determination and to asset
pricing, so that there are connections to the extensive literature on premium principles and
to the more recent work on “good-deal pricing” in incomplete markets. From a mathematical
point of view, acceptability measures may be viewed as nonlinear expectations, which brings
in a connection to yet another strand of research. For an entry to the related literature, see
for instance Carr et al. (2001), Cˇerny´ and Hodges (2002), Fo¨llmer and Schied (2004), Frittelli
and Rosazza Gianin (2002), Jaschke and Ku¨chler (2001), Kaas et al. (2003), Landsman and
Sherris (2001), Peng (1997), and Wang et al. (1997).
The work of Artzner et al. (1999) is formulated in a single-period setting. In many ap-
plications, though, it may be envisaged that acceptability measures for a given position will
be computed at more than one moment in time, and that acceptability may be enhanced by
the use of dynamic strategies. Considerable effort has recently been spent on the develop-
ment of axiom systems and representation results that apply to dynamic settings (Artzner
et al. 2004, Epstein and Schneider 2003, Frittelli and Scandolo 2004, Wang 2003, Riedel
2004, Roorda et al. 2004, Weber 2004). In the extension to the dynamic case, a key role is
played by notions of time consistency. It is the purpose of the present paper to establish
the relations between a number of different axiomatizations of the idea of time consistency,
working in a finite context (for simplicity) and within the setting of coherent acceptability
measures. Straightforward multiperiod extensions of single-period coherent acceptability
2The cited paper actually employs an opposite sign convention to the one used here and the term “risk
measure” is used rather than “acceptability measure”. In later work by Artzner and co-authors (Artzner et
al. 2004), the same sign convention is used as we do in this paper, and the term “risk-adjusted value” is
used for what we call “acceptability measure”.
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measures may well give rise to consistency problems, as noted by Artzner (2002) (see also
Artzner et al. (2004)) for the case of the Tail-Value-at-Risk measure. We discuss adaptations
of this measure which enjoy better consistency properties.
The paper distinguishes essentially three different notions of time consistency, which
under mild assumptions are ordered by implication relations. The weakest notion is called
conditional consistency. This notion requires that the evaluation of a conditional version of
a given payoff should be in line with the conditional evaluation of that payoff. The second
notion we consider is called sequential consistency. This form of time consistency requires
that a position cannot be evaluated positively if all conditional evaluations at later stages
are negative. The third and strongest notion is called dynamic consistency. This notion has
been used extensively in the recent work on dynamic risk measures. It is shown here to be
closely related to what might be called the tower law of conditional evaluations, which holds
for a given acceptability measure if evaluations under this measure do not change when the
payoffs following a given future event are replaced by their evaluation conditional on that
event.
The paper is organized as follows. In Section 2 we summarize the framework. Section
3 introduces the notions of time consistency that we discuss in this paper and that were
already mentioned above. Characterizations of these concepts in terms of single-step prop-
erties are provided in Section 4. In Section 5 we establish implication relations between
different notions of consistency, and we show by examples that the notions we introduce are
indeed not equivalent. A major theme in the theory of coherent acceptability measures is
representation by means of collections of probability measures. Various representation forms
of this type for multiperiod acceptability measures are discussed in Section 6. Subsequently,
in Section 7, relations are established between consistency notions and representation prop-
erties. Applications to TailVaR are discussed in Section 8, and conclusions follow in Section
9. Most of the proofs of the results of this paper have been collected in an Appendix.
Throughout the paper, we assume that payoffs are represented in terms of a suitable
nume´raire so that effectively we may suppose that interest rates are zero. This assumption is
commonly made in the literature on dynamic acceptability measures; it simplifies exposition
considerably without imposing any essential constraint. As a matter of notation: given a
set S ⊆ Rn, its closure in the usual topology of Rn is denoted by clS or S, its convex hull
is written as chS, and its closed convex hull is indicated by cchS := cl chS.
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2 Mathematical framework
2.1 Single-period acceptability measures
Let Ω be a finite set, say with n elements. The set of all functions from Ω to R will be
denoted by X (Ω) (' Rn). An element X of X (Ω) represents the position that generates
outcome X(ω) when the state ω ∈ Ω arises. A (single-period) acceptability measure defined
on Ω is a mapping from X (Ω) to R. The number φ(X) that is associated to the position
X ∈ X (Ω) by an acceptability measure φ is interpreted as the “degree of acceptability” of
the position X; if φ(X) ≥ 0, X is called acceptable. An acceptability measure is said to be
coherent (Artzner et al., 1999) if it satisfies the following four axioms, where 11 : Ω → R is
defined by 11(ω) = 1 for all ω:
• translation property: φ(X + η11) = φ(X) + η for all η ∈ R
• superadditivity: φ(X + Y ) ≥ φ(X) + φ(Y )
• positive homogeneity: φ(λX) = λφ(X) for all λ ≥ 0
• monotonicity: X ≥ Y implies φ(X) ≥ φ(Y ).
Here we write X ≥ Y if X(ω) ≥ Y (ω) for all ω ∈ Ω. Instead of η11, we also often write
simply η.
A general motivation for the above principles is provided in Artzner et al. (1999). The
translation property, together with the positive homogeneity property applied with λ = 0,
implies in particular that φ(η) = η for all η ∈ R. Consequently, we have φ(φ(X)) =
φ(X) for all positions X which means that φ(X) may be seen as a certainty equivalent of
X. The positive homogeneity and superadditivity axioms may be relaxed to a convexity
axiom (Fo¨llmer and Schied 2002). We do not consider this generalization here. Positive
homogeneity may be justified in cases where risks can be split between many parties if
necessary.
The basic representation theorem of coherent acceptability measures can be stated as
follows.
Theorem 2.1 (Artzner et al. (1999, Prop. 4.1); Huber (1981, Prop. 10.2.1)) An acceptabil-
ity measure φ defined on a finite set Ω is coherent if and only if there exists a family P of
probability measures on Ω such that, for all X ∈ X (Ω),
(2.1) φ(X) = inf
P∈P
EPX.
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The acceptability measure associated to a test set P does not change when P is replaced by
its closed3 convex hull cchP. It follows from a standard separating hyperplane argument that
the closed convex set of test measures representing a given coherent acceptability measure
is determined uniquely.
2.2 Multiperiod setting
Throughout the paper, the following structure is assumed. Time is discrete and runs from
0 to T ; the initial state at time 0 is fixed. The sample space (scenario set) Ω is the set of all
sequences (α1, . . . , αT ) with αi ∈ A, where A is a given finite set of “events.” The set of all
probability measures on Ω is denoted by Pr.
In this context, we use the following notation. The symbols Ω′ and Ω′′ denote the
collections of all sequences (α1, . . . , αt) of length t ≤ T and of length t < T respectively.
The length of a sequence ω′ ∈ Ω′ is denoted by T (ω′). The set Ω0 of sequences of zero length
consists of a single element that we denote by 0. Elements of Ω′ are referred to as partial
histories or (with the tree interpretation in mind) as nodes.
We say that ω′ ∈ Ω′ precedes ω ∈ Ω if there are αt+1, . . . , αT ∈ A such that ω =
(ω′, αt+1, . . . , αT ), and in this case we write ω º ω′. We also write F (ω′) := {ω ∈ Ω |ω º ω′},
and use Ft to denote the algebra generated by the sets F (ω′) with ω′ in the set Ωt of
sequences of length exactly t. The restriction of ω to the time period of length t is denoted
by ω|t. The notion of a stopping time is defined in the usual way: a stopping time τ is a
mapping from Ω to {0, . . . , T} such that, for all t ∈ {0, . . . , T}, we have {ω | τ(ω) ≤ t} ∈ Ft.
The notation ω|t can be extended in a natural way to stopping times, and Ωτ := {ω|τ(ω)}ω∈Ω
denotes the set of stopping nodes corresponding to τ . The set of all probability measures
on F (ω′), for given ω′ ∈ Ω′, is denoted by Pr(ω′).
The following definition was proposed in Roorda et al. (2004).
Definition 2.2 A multiperiod acceptability measure on the sequence space Ω is a mapping
that assigns to each partial history ω′ ∈ Ω′ an acceptability measure on F (ω′).
The acceptability measure on F (ω′) that is provided by a multiperiod acceptability measure
φ will be denoted by φ(· |ω′); the element of the real line associated by this mapping to a
position X on F (ω′) is denoted by φ(X |ω′). When X is a position on Ω, we also write
φ(X |ω′) instead of φ(X|F (ω′) |ω′). The situation at the initial time is represented by the
sequence of zero length; instead of φ(X | 0), we also write φ(X). We say that a multiperiod
3Closure is understood here in the sense of the usual topology on Rn. In more general settings where Ω
is infinite, this topology needs to be replaced by an appropriate weak topology, cf. Delbaen (2002), Fo¨llmer
and Schied (2004).
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acceptability measure is coherent if all partial-information acceptability measures φ(· |ω′)
are coherent on F (ω′).
The definition above defines a multiperiod acceptability measure as a family of restricted
acceptability measures parametrized by partial histories ω′. Equivalently, one can consider
the acceptability measures φ(· |ω′) as being defined on the set of all positions F (0) = X (Ω),
if one adds the requirement that
(2.2) φ(X |ω′) = φ(11F (ω′)X |ω′)
for all X and all ω′. Indeed, the positions X1 and X2 are the same when restricted to
F (ω′) if and only if the equality 11F (ω′)X1 = 11F (ω′)X2 holds. We call (2.2) the soundness
property.4 An alternative phrasing of Def. 2.2 is therefore the following.
Definition 2.3 A multiperiod acceptability measure on the sequence space Ω is a mapping
from X (Ω)× Ω′ to R that satisfies the soundness property (2.2).
Below we often simply use the term “acceptability measure” rather than “multiperiod
acceptability measure.”
2.3 Conditional evaluations
Instead of considering a family of acceptability measures parametrized by sequences ω′
(which may be thought of as representing both current state and current time), one can
also approach the notion of multiperiod acceptability by introducing a family of evaluation
operators parametrized only by time. Specifically, for a mapping φ : X (Ω)× Ω′ → R and a
given position X one may introduce for each t = 0, 1, . . . , T the real-valued function Eφt (X)
defined on Ω by
(2.3) Eφt (X) : ω 7→ φ(X |ω|t).
We also sometimes write Eφt X (without brackets) instead of Eφt (X). In this manner, one
associates to any FT -measurable function X an Ft-measurable function Eφt (X). Mappings
of this type are generalizations of conditional expectation operators; they are called “condi-
tional evaluations” by Peng (2004).
To a family of conditional evaluation operators {Et}t, one can associate a mapping φE :
X (Ω)× Ω′ → R defined by
(2.4) φE(X |ω′) = ET (ω′)(X)(ω) (ω º ω′).
4The notion of “regularity” introduced in Scandolo (2003, p. 32) is similar but not entirely the same; in
particular Scandolo’s notion implies that φ(0 | ·) = 0 whereas there is no such implication from the soundness
property.
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This mapping is indeed unambiguously defined because of the requirement that Et(X) must
be Ft-measurable. The two associations (2.3) and (2.4) establish a one-to-one relationship
between conditional evaluation operators and mappings from X (Ω) × Ω′ to R. To ensure
that the soundness property (2.2) holds, an additional condition has to be imposed. Such a
condition is presented in the lemma below.
Lemma 2.4 Suppose that a family of operators {Et}t is given which map FT -measurable
functions to Ft-measurable functions. If this family is such that
(2.5) Et(11FX) = 11FEt(X)
for all t ∈ {0, 1, . . . , T}, X ∈ X (Ω), and F ∈ Ft, then the mapping φE defined by (2.4)
satisfies the soundness property (2.2).
Proof Take ω′ ∈ Ω′ and X ∈ X (Ω). For ω º ω′, we have
φE(11F (ω′)X |ω′) = ET (ω′)(11F (ω′)X)(ω)
= 11F (ω′)(ω)ET (ω′)(X)(ω)
= ET (ω′)(X)(ω)
= φE(X |ω′). ¤
The condition (2.5) is taken as an axiom for conditional evaluations by Peng (2004); see
also Prop. 2.2.iv in Coquet et al. (2002). Within the context of a finite sample space Ω, the
condition may alternatively be formulated as follows.
Lemma 2.5 Consider a family {Et}t of evaluation operators satisfying Et(0) = 0. The
property (2.5) is satisfied for all t, F ∈ Ft, and X if and only if for all ω′ and all X the
following holds:
(2.6) ET (ω′)(11F (ω′)X) = 11F (ω′)ET (ω′)(X).
Proof It is clear that (2.5) implies (2.6). Assume now that (2.6) holds for all ω′. Take
t ∈ {0, . . . , T}, G ∈ Ft, and ω ∈ Ω. Define ω′ = ω|t. If ω ∈ G, then in fact F (ω′) ⊂ G and
so we can write
Et(11GX)(ω) = 11F (ω′)(ω)Et(11GX)(ω)
= Et(11F (ω′)11GX)(ω)
= Et(11F (ω′)X)(ω)
= 11F (ω′)(ω)Et(X)(ω)
= Et(X)(ω).
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On the other hand, if ω 6∈ G, then F (ω′)∩G = ∅, and therefore the same reasoning as above
shows in this case that Et(11GX)(ω) = Et(0)(ω) = 0. So in both cases we find
Et(11GX)(ω) = 11G(ω)Et(X)(ω)
which shows that (2.5) holds. ¤
The definition (2.3) can be extended to stopping times in the obvious way. Moreover, we
have, for any stopping time τ ,
(2.7) Eφτ (X) = Σω′∈Ωτφ(X |ω′)11F (ω′).
Here the right hand side can be viewed as the position that is obtained by replacing, at each
stopping node ω′, the position X|F (ω′) by its certainty equivalent φ(X |ω′).
In this paper we work mainly with formulations in terms of acceptability measures, but
it is seen from the above that equivalent formulations in terms of conditional evaluation
operators can always be given.
3 Consistency conditions
In this section we introduce a number of different notions of time consistency. The concepts
that we use were already described briefly in the Introduction.
Definition 3.1 A multiperiod acceptability measure φ is said to be conditionally consistent
if, for all positions X and for all partial histories ω′ ∈ Ω′, we have φ(X |ω′) ≥ 0 if and only
if φ(11F (ω′)X) ≥ 0.
Definition 3.2 A multiperiod acceptability measure φ is said to be sequentially consistent
if, whenever the relation φ(X |ω′) ≥ 0 holds for some position X and some partial history
ω′ ∈ Ω′, there exists a full history ω ∈ F (ω′) such that φ(X |ω|t) ≥ 0 for t = T (ω′), . . . , T ,
and the same conclusion holds with the direction of the inequality reversed when φ(X |ω′) ≤
0.
Definition 3.3 A multiperiod acceptability measure φ is said to satisfy the tower law of
conditional evaluations if for all positions X, all partial histories ω′, and all stopping times
τ ≥ T (ω′) we have φ(X |ω′) = φ(Eφτ X |ω′).
Definition 3.4 A multiperiod acceptability measure φ is said to be dynamically consistent
if, for all partial histories ω′ ∈ Ω′ and for all positions X and Y such that φ(X |ω′α) =
φ(Y |ω′α) for all α ∈ A, we have φ(X |ω′) = φ(Y |ω′).
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Versions of the notion of dynamic consistency have been used extensively in the recent
literature on dynamic acceptability measures, see for instance Artzner et al. (2004; Defini-
tion 5.2), Frittelli and Gianin (2004; Definition 18). It was shown in Roorda et al. (2004,
Prop. 2.6) that for coherent risk measures the notion of dynamic consistency is equivalent
to the property of “stepwise monotonicity” that is defined as follows:
(3.1) if φ(X |ω′α) ≥ φ(Y |ω′α) for all α ∈ A, then φ(X |ω′) ≥ φ(Y |ω′).
The tower law as formulated above may also be written in the form Eτ1Eτ2X = Eτ1X for
stopping times τ1 ≤ τ2, which makes it an obvious extension of the tower law of conditional
expectations. The notions of conditional and sequential consistency do not seem to have been
formally defined before in the literature. Sequential consistency expresses the requirement
that an initially acceptable position remains acceptable along at least one full path ω ∈ Ω.5
Conditional consistency requires that a conditional version of a payoff is initially acceptable if
and only if it is acceptable at the moment the condition would become reality. An alternative
phrasing might be that conditioning in terms of payoff has the same effect as conditioning
in terms of information.
A natural requirement to impose is that a given acceptability measure should be sensitive
at least to some degree to each of the scenarios in a given model. This requirement can be
formulated as follows:
(3.2) φ(X |ω′) < 0 for all ω′ ∈ Ω′ and X ≤ 0 such that 11F (ω′)X 6= 0.
This condition corresponds to the axiom of relevance in Artzner et al. (1999).6 A slightly
stronger version is:
(3.3) φ(X |ω′) > 0 for all ω′ ∈ Ω′ and X ≥ 0 such that 11F (ω′)X 6= 0.
We refer to this property as strong relevance; it corresponds to the relevance condition in
Fo¨llmer and Schied (2002, Definition 4.27). For coherent measures we always have φ(X) ≤
−φ(−X) so that strong relevance indeed implies relevance.
5It is easily verified that, assuming the translation property, the non-strict inequalities in the definition
can be replaced by a strict inequalities without effect, and hence the same interpretation is valid for initially
unacceptable positions.
6 A given scenario set can be adapted as follows to satisfy the relevance condition. Instead of Ω, consider
the set of initially relevant states Ω0 := {ω ∈ Ω |φ(−11ω) < 0}. Under the assumption that these states
remain relevant, i.e., φ(−11ω |ω|t) < 0 for all ω ∈ Ω0 and t > 0, the condition (3.2) holds on Ω0, and the
restriction of Ω to Ω0 only involves some obvious adaptations of notation.
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4 Single-step formulations
In a discrete-time setting it is a natural idea to specify consistency in terms of single-step
conditions; this would correspond to infinitesimal characterizations in a continuous-time
framework. We provide single-step characterizations for all notions of time consistency
that were introduced in the previous section. The proofs of the theorems in this section are
given in the Appendix.
Our first result shows that the time consistency property expressed by the tower law of
conditional evaluations is in fact the same as dynamic consistency. Condition 1 in the theo-
rem below furthermore provides a recursive way of computing evaluations under dynamically
consistent acceptability measures.
Theorem 4.1 Let φ be a coherent multiperiod acceptability measure that satisfies the
relevance condition. The measure φ satisfies the tower law of conditional evaluations if and
only if the following equivalent conditions hold.
1. φ(X |ω′) = φ(EφT (ω′)+1X |ω′) for all X ∈ X (Ω), ω′ ∈ Ω′′.
2. φ is dynamically consistent.
The next result concerns sequential consistency (Def. 3.2). Condition 4 in the theorem below
immediately implies that any dynamically consistent acceptability measure that satisfies the
relevance condition is sequentially consistent.
Theorem 4.2 Let φ be a coherent multiperiod acceptability measure that satisfies the
relevance condition. The measure φ is sequentially consistent if and only if the following
equivalent conditions hold.
1. For all X ∈ X (Ω), ω′ ∈ Ω′′, the following relations are valid:
(a) φ(X |ω′) ≥ 0 only if there exists α ∈ A such that φ(X |ω′α) ≥ 0
(b) φ(X |ω′) ≤ 0 only if there exists α ∈ A such that φ(X |ω′α) ≤ 0.
2. φ(X |ω′) ∈ [minα∈A φ(X |ω′α),maxα∈A φ(X |ω′α)].
3. φ satisfies the following implication: φ(X |ω′α) = 0 for all α ∈ A ⇒ φ(X |ω′) = 0.
4. φ satisfies (3.1) for all pairs X,Y with X = 0 or Y = 0.
The third main result of this section provides single-step characterizations for conditional
consistency (Def. 3.1). Condition 2 below can be viewed as a confirmation rule: initially
(un)acceptable positions associated to a future event become even more (un)acceptable
when that event does take place.
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Theorem 4.3 Let φ be a coherent multiperiod acceptability measure that satisfies the
relevance condition. The measure φ is conditionally consistent if and only if the following
equivalent conditions hold for all X ∈ X (Ω) and ω′ ∈ Ω′′.
1. For all α ∈ A, φ(X |ω′α) ≥ 0⇔ φ(11F (ω′α)X |ω′) ≥ 0.
2. For all α ∈ A, φ(11F (ω′α)X |ω′) ∈ cch{0, φ(X |ω′α)} (the closed interval with endpoints
0 and φ(X |ω′α)), and φ(11F (ω′α)X |ω′) = 0 implies φ(X |ω′α) ≥ 0.
If φ is strongly relevant, the second condition in item 2 may be replaced by the following
condition: φ(11F (ω′α)X |ω′) = 0 implies φ(X |ω′α) = 0.
For future reference we mention the following implication of conditional consistency.
Lemma 4.4 Let φ be a coherent multiperiod acceptability measure that satisfies the rele-
vance condition. If φ is conditionally consistent, then
(4.1) φ(X |ω′) ≥ min
α∈A
φ(X |ω′α).
Proof We have to prove that φ(X |ω′) − cmin ≥ 0 with cmin := minα∈A φ(X |ω′α), if φ
is conditionally consistent. From superadditivity of φ, it follows that φ(X |ω′) − cmin =
φ(X − cmin |ω′) = φ(Σα∈A11F (ω′α)(X − cmin) |ω′) ≥ Σα∈A11F (ω′α)φ((X − cmin) |ω′), and
according to Condition 1 in Theorem 4.3, each term φ(11F (ω′α)(X−cmin) |ω′) is nonnegative
if and only if φ(X − cmin |ω′α) ≥ 0, which indeed holds true for all α ∈ A. ¤
So conditional consistency implies the lower bound in Theorem 4.2.2 for φ(X |ω′). A similar
observation is made in Artzner et al. (2004; remark following Definition 5.2).
5 Relations between consistency types
One of the main purposes of this paper is to show that, under mild conditions, the tower
law of conditional evaluations implies sequential consistency, and sequential consistency in
turn implies conditional consistency. The precise formulation reads as follows.
Theorem 5.1 The following implication relations hold for properties satisfied by coherent
multiperiod acceptability measures. Under the relevance condition (3.2), the tower law of
conditional evaluations entails both sequential and conditional consistency. Under the strong
relevance condition (3.3), sequential consistency implies conditional consistency.
The proof is given in the Appendix. Here we discuss a few examples that demonstrate
differences between the various notions of consistency. Some notation will be required. In
all examples, we consider two-period binomial trees, so that, with A = {u, d}, we have
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Ω = {uu, ud, du, dd}. Suppose that numbers pi ∈ [0, 1] have been given. Let Pi denote
the probability measure on A that assigns probability pi to event u and probability 1 − pi
to event d. Denote by Pijk the probability measure on Ω that is obtained by making the
first step subject to Pi, and the second step subject to Pj conditional on u and to Pk
conditional on d, so that for instance the probability of uu is pipj and the probability of
dd is (1 − pi)(1 − pk). The position X ∈ X (Ω) with payoffs X(uu) = x1, X(ud) = x2,
X(du) = x3, X(dd) = x4 is denoted by [x1 x2 x3 x4]. In view of the representation
theorem (Thm. 2.1) and the definition of multiperiod acceptability measures as families of
restricted acceptability measures, a coherent multiperiod acceptability measure on the two-
period binomial tree may be given by specifying three collections of probability measures
Pω′ on F (ω′) for ω′ = 0, u, d. We write φ(· |ω′) ∼ Pω′ . In all examples except the last one,
we take p1 = 0.6, p2 = 0.4. As far as consistency claims in the examples below are not
proved explicitly, they follow easily from the characterizations of the next section.
Example 5.2 First, we present an example to show that a coherent multiperiod accept-
ability measure need not be conditionally consistent. Take X = [−1 1 0 0]. Define φ
by
(5.1) φ(· | 0) ∼ {P111}, φ(· |u) ∼ {P2}, φ(· | d) ∼ {P2}.
We then have φ(X |u) = 0.2 and φ(11F (u)X) = −0.12, so that conditional consistency does
not hold. Under φ, the payoff “X if u occurs” is not acceptable initially, but after u does
occur, the payoff X becomes acceptable.
Example 5.3 Our second example shows a conditionally but not sequentially consistent
acceptability measure. This example is taken from Roorda et al. (2004). Define φ by
(5.2) φ(· | 0) ∼ {P111 ,P222}, φ(· |u) ∼ {P1,P2}, φ(· | d) ∼ {P1,P2}.
This measure is conditionally consistent. To see that it is not sequentially consistent, take
X = [−44 56 56 −44]. We then have φ(X) = 4, while φ(X |u) = φ(X | d) = −4.
Example 5.4 The measure φ given by
(5.3) φ(· | 0) ∼ {P111 ,P112 ,P221 ,P222}, φ(· |u) ∼ {P1,P2}, φ(· | d) ∼ {P1,P2}
is sequentially consistent, but it does not satisfy the tower law of conditional evaluations. To
see that the tower law does not hold, consider the position X = [−1 4 0 0]. The conditional
evaluation of this position at time 1 is given by φ(X |u) = 1 and φ(X | d) = 0, so its certainty
equivalent may be described by X ′ = [1 1 0 0]. We have φ(X | 0) = 0.6 (the minimum is
reached for test measures P111 and P112), while φ(X
′ | 0) = 0.4 (the minimum is reached for
test measures P221 and P222).
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Example 5.5 Finally, an example is given of a sequentially consistent but not conditionally
consistent acceptability measure. In this example, the relevance axiom is not satisfied. Take
p3 = 0. Define φ by
(5.4) φ(· | 0) ∼ {P111 ,P331}, φ(· |u) ∼ {P1,P3}, φ(· | d) ∼ {P1}.
For X = [1 −1 0 0], φ(11F (u)X) = min(0, 0.12) = 0, while φ(X |u) = −1, so conditional
consistency does not hold. Sequential consistency is satisfied, however; this can be seen
as follows. If φ(X) ≥ 0, then EP331X ≥ 0 so that (writing Xα for X restricted to F (α))
φ(X | d) = EP1 [Xd] ≥ 0. If φ(X) ≤ 0, then EP111X ≤ 0 or EP331X ≤ 0, so that 0.6EP1 [Xu] +
0.4EP1 [Xd] ≤ 0 or EP1 [Xd] ≤ 0. In the latter case, it follows immediately that φ(X | d) ≤
0. In the former case, if φ(X | d) > 0 we must have EP1 [Xu] < 0 so that φ(X |u) =
min(EP1 [Xu], EP3 [Xu]) < 0.
6 Representation by collections of probability measures
It follows from the representation theorem quoted above (Thm. 2.1) that any coherent mul-
tiperiod acceptability measure φ can be represented in the form
(6.1) φ(X |ω′) = inf
P∈Pω′
EP[X|F (ω′)]
where, for each ω′ ∈ Ω′, Pω′ is a nonempty collection of probability measures on F (ω′). A
collection of probability measures that is parametrized in this way by partial histories will be
referred to as a test set family and generally denoted by T . Being collections of collections
of probability measures, test set families are somewhat complicated objects. This is one of
the motivations to consider simpler and more restricted representation forms. In this section
we discuss such representation forms and associated properties of test set families.
The following terminology and notation will be used. The probability that ω occurs is
denoted by P(ω). The marginal probability of a partial history ω′ ∈ Ω′ is given, with some
(further) abuse of notation, by
(6.2) P(ω′) =
∑
ω′¹ω
P(ω) = P(F (ω′)).
The conditional probability, given a partial history ω′ ∈ Ω′ with P(ω′) > 0, of a sequence
ω º ω′ is given by
(6.3) P(ω |ω′) = P(ω)
P(ω′)
.
We will also need the “single-step conditional probabilities” defined by
(6.4) Ps(α |ω′) = P(ω
′α)
P(ω′)
.
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Given a collection P of probability measures on Ω, there is an induced collection, denoted
by Ps(ω′), of single-step conditional probabilities at a given partial history ω′ ∈ Ω′′:
(6.5) Ps(ω′) = {Ps(· |ω′) |P ∈ P with P(ω′) > 0}.
Likewise, at each ω′ ∈ Ω′′ there is an induced collection of probability measures on F (ω′):
(6.6) P(ω′) := {P(· |ω′) |P ∈ P with P(ω′) > 0}.
It should be noted that even when P is a closed and convex collection of probability measures
on Ω, the induced collection P(ω′) of conditional measures at a given node ω′ need not be
closed, and the same is true for the induced collection Ps(ω′) of single-period probability
measures. This is demonstrated in the following simple example.
Example 6.1 Consider a two-period binomial tree. Define a collection of probability mea-
sures on Ω = {uu, ud, du, dd} by
(6.7) P = {P | ∃p ∈ [0, 1] s. t. P(u) = P(u |u) = P(u | d) = p }.
The set P is closed; however, the induced collection P(u) of probability measures on F(u)
consists of the measures that assign positive probability to the event u, and consequently
P(u) is not closed.
We say that a collection P of probability measures on Ω is fully supported if for each ω ∈ Ω
there is at least one P ∈ P such that P(ω) > 0. From such a collection one can form a test
set family by the rule
(6.8) T (P) = {P(ω′)}ω′∈Ω′ .
This provides a way to specify a test set family just by means of specification of a collection
of probability measures on Ω. The associated multiperiod acceptability measure is denoted
by φP ; we have
(6.9) φP(X |ω′) = inf
P∈P, P(ω′)>0
EP[X |ω′]
for positions X and partial histories ω′.
Definition 6.2 A multiperiod acceptability measure φ is said to be globally representable
if it admits a representation of the form (6.9), i.e. if there exists a fully supported collection
P of probability measures on Ω such that φ = φP . The collection P is called a global test
set of φ.
If there is no danger of confusion, we will sometimes speak of just a “test set” rather than
a “global test set.” Only acceptability measures that are relevant in the sense of (3.2) can
be globally representable; compare Artzner et al. (1999, Remark 4.3).
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A specific way to specify a global test set is the following. Suppose that one provides, at
each node ω′, a collection of probability measures on the event set A. Let these collections
of single-step probabilities be denoted by Psω′ for ω′ ∈ Ω′′. Then one can define a test set P
by
(6.10) P = {P ∈ Pr | for all ω′ ∈ Ω′′ : Ps(· |ω′) ∈ Psω′}.
In a test set formed in this way, probabilities associated to full histories ω º ω′ by test
measures at a given node ω′ are obtained as products of single-step probabilities at nodes
intermediate between ω′ and ω. Test sets of this type are known by various names in the
literature; the terminology in the definition below follows Roorda et al. (2004). Note that
if a test set is constructed as in (6.10), then necessarily Psω′ = Ps(ω′) for all ω′ ∈ Ω′′. The
definition may therefore be stated as follows.
Definition 6.3 A test set P on a sequence space Ω is said to be of product type if
(6.11) {P ∈ Pr | for all ω′ ∈ Ω′′ : Ps(· |ω′) ∈ Ps(ω′)} = P.
The final property of test sets that we need is based on the relation between conditional
and joint distributions. This may be discussed in a more general context first. If we have two
random variables V andW both taking only finitely many values, then the joint distribution
of V and W is related to the conditional distributions of W given V by
(6.12) P(V = i, W = j) = P(V = i)P(W = j |V = i).
Conversely, given a collection of probability distributions Pi for the variable W , one might
consider the set of all joint distributions that are related to the given collection by means of
the rule above. Obviously, this set is parametrized by the set of all probability measures that
may be placed on the conditioning variable V . This observation gives rise to the following
definition, in which we adapt the notation to some extent to the intended application. Given
a finite set Ω and a collection {Pα}α∈A of probability measures on Ω, where A is another
finite set, we will say that a probability distribution P on A× Ω is a junct of the collection
{Pα}α∈A if there exists a probability distribution P˜ on A such that for all α ∈ A and ω ∈ Ω
we have
(6.13) P(α, ω) = P˜(α)Pα(ω).
Note that the definition allows that P˜(α) = 0 for some α. We now return to the specific
framework of this paper.
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Definition 6.4 A family {Pω′}ω′∈Ω′ of collections of probability measures is said to be
juncted at ω′ ∈ Ω′′ if each selection {Pα}α∈A with Pα ∈ Pω′α admits a junct in Pω′ . The
family is said to be juncted if it is juncted at every ω′ ∈ Ω′′.
The expectation operator EP associated to a probability measure P ∈ Pr(ω′) is an operator
on X (F (ω′)); we can extend it to an operator on X (Ω), still denoted by EP, by defining
(6.14) EPX = EP[X|F (ω′)] =
∑
ωºω′
P(ω)X(ω) (X ∈ X (Ω)).
In terms of this notation, the property of junctedness may alternatively be formulated as
follows: for each selection {Pα}α∈A with Pα ∈ Pω′α, there exists P ∈ Pω′ such that
(6.15) EP ∈ ch{EPα}α∈A.
Comparing the notion of junctedness to the product property, we see that the latter
property implies that at every node ω′ ∈ Ω′′ there is a nonempty collection of marginal
(i.e. single-step) distributions such that the combination of any of these with any selection
of conditional distributions (i.e. elements of Pω′α) gives rise to a simultaneous distribution
that belongs to Pω′ . Junctedness means that for any selection of conditionals there is at
least one marginal such that the induced simultaneous distribution belongs to Pω′ , but in
general different marginals may be used for different selections. The product property may
therefore be viewed as a uniform version of junctedness. In particular, any product-type
test set family is juncted.
It has already been noted above that conditioning in general does not preserve closedness
of test sets. Therefore we define junctedness for global test sets as follows.
Definition 6.5 A global test set P ⊂ Pr is said to be juncted if the family T (P) :=
{P(ω′)}ω′∈Ω′ is juncted.
The following example shows that the presence of the closure operator in the above definition
does indeed make a difference.
Example 6.6 Consider a three-period binomial tree with single-step event set A = {u, d}.
Let P be the collection of all probability measures on Ω that satisfy
(6.16) P(u |uu) + P(u |ud) ≥ 2P(u)
and
(6.17) P(u |ω′) = P(d |ω′) = 12 for ω′ = u, d, du, dd.
Clearly, the collection P is closed. The convexity of P is seen by rewriting the requirement
(6.16) in terms of unconditional probabilities as follows:
(6.18) P(uuu) + P(udu) ≥ (P(u))2.
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The set described by this inequality is convex, since it is a sublevel set of a convex function.
The constraints added by (6.17) are linear and so they preserve convexity. It can be verified
that the collection P is juncted according to Def. 6.5. Note that the collections of conditional
test measures P(uu) and P(ud) both consist simply of all probability measures on the set
{u, d}. Select the measures P1 ∈ P(uu) and P2 ∈ P(ud) that assign zero probability to u.
Since the collection of conditional measures P(u) is described by
(6.19) P(u |u) = P(d |u) = 12 , P(uu |u) + P(du |u) > 0
the selection (P1,P2) does not admit a junct in P(u). Therefore, the family {P(ω′)}ω′∈Ω′ is
not juncted.
7 Characterizations in terms of test sets
The purpose of this section is to establish connections between the notions of consistency
that were introduced in Section 3 and the representation forms discussed in the previous
section. The main results are summarized in the theorem below. We use the notion of global
representability (Def. 6.2) and other definitions of the previous section.
Theorem 7.1 Let φ be a coherent multiperiod acceptability measure that satisfies the
relevance condition (3.2).
1. The measure φ is conditionally consistent if and only if it can be globally represented.
2. The measure φ is conditionally and sequentially consistent if and only if it can be
globally represented by a juncted test set.
3. The measure φ satisfies the tower law property if and only if it can be globally repre-
sented by a test set of product type.
Proof
Claim 1.
Concerning the “if” part, assume φ = φP as defined in (6.9). In particular, P represents
φ(· | 0), cf. (6.1), and hence
φ(11F (ω′)X) ≥ 0 ⇔
EP[11F (ω′)X] ≥ 0 ∀ P ∈ P ⇔
EP[11F (ω′)X] ≥ 0 ∀ P ∈ P s.t. P(ω′) > 0 ⇔
EP[11F (ω′)X]/P(ω′) ≥ 0 ∀ P ∈ P s.t. P(ω′) > 0 ⇔
EP[X |ω′] ≥ 0 ∀ P ∈ P s.t. P(ω′) > 0 ⇔
φ(X |ω′) ≥ 0.
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Conversely, assume that φ is conditionally consistent and that φ(· | 0) is represented by P as
in (2.1). From the definition of conditional consistency it immediately follows that in (6.1)
we can indeed take Pω′ = P(ω′), cf. (6.6).
Claim 2.
First assume that φ is representable, via (6.9), by a juncted test set P. We verify Condition
3 of Theorem 4.2. From Claim 1 it follows that φ is conditionally consistent, so Lemma 4.4
is applicable, and hence
(7.1) φ(X |ω′α) = 0 for all α ∈ A⇒ φ(X |ω′) ≥ 0.
Next we prove the implication with the reversed inequality. Let ² > 0 be given. By assump-
tion, φ(X |ω′α) = 0 for all α ∈ A, so for each α ∈ A, there is a test measure Pα ∈ P(ω′α)
such that EPαX < ². By the junctedness assumption, there is a test measure P ∈ P(ω′)
such that EPX ∈ ch{EPαX}, so that EPX < ². It follows that infP∈P(ω′)EPX ≤ 0. To-
gether with (7.1) this implies Condition 3 of Theorem 4.2, so the characterization in Claim
2 is sufficient for sequential consistency.
Conversely, let φ be coherent, conditionally consistent, and sequentially consistent. It
follows from Claim 1 that φ is globally representable by a test set P which we may assume to
be convex, by Lemma A.2 in the Appendix. Suppose that P is not juncted. By definition,
this means that there is a node ω′ ∈ Ω′′ and a corresponding selection {Pα}α∈A, with
Pα ∈ P(ω′α), such that this selction admits no junct in P(ω′). Let C denote the set
of all juncts of {Pα}α∈A in Pr(ω′). The set C is closed and convex, and the same holds
for P(ω′). Consequently, there is a hyperplane strictly separating P ′ and C. Since the
acceptability measure associated to P(ω′) is φ(· |ω′), this means that there is an X ∈ X (Ω)
with φ(X |ω′) > 0 and EPX < 0 for all P ∈ C. The set C contains in particular all tests
P with P(α) = 1 and P(· |α) = Pα, so the latter inequality implies that φ(X |ω′α) < 0 for
all α ∈ A. This means that Condition 1 in Theorem 4.2 does not hold, and hence φ is not
sequentially consistent. In this way, the “only if” part of Claim 2 is proved.
Claim 3.
In view of Thm. 4.1, the claim is immediate from the fact that dynamic consistency is
characterized by the product property (see for instance Roorda et al. (2004), Theorem
2.12). ¤
The proof of Claim 2 shows that any convex global test set of a sequentially consistent
φ must be juncted, and hence that junctedness is preserved under taking the convex hull of
a test set. Another conclusion that may be drawn is that the stability property introduced
in Artzner et al. (2004) is, at least in the case of a finite scenario set, equivalent to the
product property; this follows because the tower law property is taken as the definition of
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time consistency in the cited paper and proved there to be characterized by the stability
property.
8 Multistep Tail Value at Risk
We apply our results to develop multiperiod versions of Tail Value at Risk (TVaR). In this
context we need a reference measure. Throughout this section we assume, as an extension
of the standard framework described in Subsection 2.2, that a fixed reference measure P∗
on Ω is given, and that P∗(ω) > 0 for all ω ∈ Ω.
Our starting point is the definition in Artzner et al. (2004), which applies to settings in
which Ω is not necessarily finite. For a given reference measure P∗, Artzner et al. define the
single-period TVaR of level λ ∈ (0, 1] by
TVaRλ(X) = infP
{EP[X] | dP
dP∗
≤ λ−1}(8.1)
= inf
Z
{EP∗ [ZX] | 0 ≤ Z ≤ λ−1, EP∗ [Z] = 1}
where dPdP∗ denotes the Radon-Nikody´m (RN) derivative of P with respect to P
∗, and ZX
is the position ω 7→ Z(ω)X(ω). As synonyms or slightly different variants, also the terms
Expected Shortfall, Conditional Value-at-Risk, Average Value-at-Risk, Tail Conditional Ex-
pectation, and Worst Conditional Expectation are used in the literature. Usage across
different papers is not entirely systematic. In this paper, the term TVaR refers to a co-
herent risk measure, as is obvious from the expression (8.1) and the representation result
Thm. 2.1.
In our setting with finite outcome space Ω, the bound on the RN derivative can be
written as a restriction on the probabilities of individual scenarios:
(8.2)
dP
dP∗
≤ λ−1 ⇔ λP(ω) ≤ P∗(ω) for all ω ∈ Ω.
We define the level of a given test measure as the inverse of the infinity norm of its RN
derivative:
(8.3) λP :=
∥∥∥ dP
dP∗
∥∥∥−1
∞
= max
λ∈[0,1]
{λ | λP(ω) ≤ P∗(ω) for all ω ∈ Ω} = min
ω∈Ω,P(ω)>0
P∗(ω)
P(ω)
.
Similarly we define for conditional measures
(8.4) λP(· |ω′) = max
λ∈[0,1]
{λ | λP(ω)P∗(ω′) ≤ P(ω′)P∗(ω) for all ω ∈ F (ω′)}.
This implies in particular that λP(· |ω′) = 1 in case P(ω′) = 0.
A natural idea, also considered in Artzner et al. (2004) in a setting in which Ω is infinite,
is to define a multi-period version by taking φ(· |ω′) as the TVaR measure of level λ ∈ (0, 1],
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conditioned on ω′, over the remaining period:
(8.5) TVaRλ(X |ω′) = infP∈Pr{EP[X |ω
′] | λP(· |ω′) ≥ λ}.
The measure obtained in this way is in general not even conditionally consistent. This fact
is illustrated by the following example, taken from Artzner et al. (2004).
Example 8.1 Let Ω = {uu, um, ud, du, dm, dd},7 and let the reference measure assign equal
probabilities to all paths. Define φ as the measure TVaRλ with λ = 2/3. In notation
similar to previous examples, consider the position G given by G = [−10, 12, 14,−20, 22, 22].
Computation shows that φ(G | 0) = −1, while φ(G |u) = φ(G | d) = 1. Since we know that
under a conditionally consistent measure the evaluation at any node cannot be less than
the minimum of the evaluations at all successor nodes (Lemma 4.4), it follows that φ is not
conditionally consistent. Consequently, φ does not admit a representation in the form (6.9).
Indeed, as observed in Artzner et al. (2004), different test sets are used in different states.
In order to avoid conditional inconsistency, one can consider the acceptability measure
φ′ represented by the test set corresponding to TVaRλ in (8.1) via (6.9). The resulting
measure is conditionally consistent by construction, but not sequentially consistent. In fact,
one finds that φ′(G) = −1 as before, but now φ′(G |u) = −10 and φ′(G | d) = −20. So the
position G + 2 is initially considered acceptable, while it is obviously unacceptable in the
next period.
The example illustrates that conditional consistency alone is too weak to rule out con-
sequences that would be considered undesirable in many applications. In this section we
develop two alternative versions of TVaR that satisfy the stronger consistency conditions
considered in this paper.
8.1 Dynamically consistent TVaR
With the test set characterization of Theorem 7.1 in mind, it is an obvious idea to define a
dynamically consistent variant considering the product-type test set constructed from single-
period test sets of TVaR type. If the same level λ for TVaR is used at all nodes, the test
set obtained in this way is
(8.6) P×λ := {P ∈ Pr |λPs(· |ω′) ≥ λ for all ω′ ∈ Ω′′}.
Definition 8.2 For a given reference measure P∗ and a given real number λ ∈ (0, 1], the
multiperiod acceptability measure φP×λ is called dynamically consistent TVaR (DTVaR) of
level λ.
7To bring this in line with our notation, take event set A = {u,m, d}, and let the event m have zero
probability in the first step.
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To facilitate comparison with the definition (8.5) of TVaRλ, we can also write
DTVaRλ(X |ω′) = infP∈Pr{EP[X |ω
′′] | λPs(· |ω′′) ≥ λ for all ω′′ ∈ F (ω′)}(8.7)
= inf
Z
{EP∗ [ZX] | 0 ≤ EP∗ [Z |ω′′α] ≤ λ−1EP∗ [Z |ω′′]
∀ ω′′ ∈ F (ω′) ∩ Ω′′, EP∗ [Z] = 1 }.
The relevance condition (3.2) is clearly satisfied, since P∗ ∈ P×λ for all λ. It follows directly
from Theorem 7.1.3 that DTVaRλ satisfies the tower law. According to Theorem 4.1, it hence
also satisfies the stepwise monotonicity condition, which clearly rules out the type of time
inconsistency observed in Example 8.1, as illustrated below. In addition, a computational
advantage of DTVaR is that it can be evaluated by dynamic programming, see Roorda et
al. (2004).
Example 8.3 Continuing the previous example, we now consider φ× := DTVaRλ, with
λ = 23 as before. Because the reference measure is uniform and we have two branches at
the first step and three at the second step, the corresponding test set family is given by
(8.8) P×λ = {P ∈ Pr | λP(α) ≤ 12 , λP(α′ |α) ≤ 13 for all α, α′ ∈ A}.
In the second step the evaluations are the same as the ones produced by the TVaR measure,
so φ×(G |u) = φ×(G | d) = 1. From the tower law (or Condition 1 in Theorem 4.1) it follows
immediately that also φ×(G | 0) = 1, which demonstrates that the inconsistency in Example
8.1 has disappeared. Note that the combination of two single step tests with minimum level
2
3 leads to an initial level of
4
9 .
8.2 Sequentially consistent TVaR
Next we introduce a sequentially consistent version of TVaR. The idea is to impose a bound
not only on the initial level of a test, as in (8.5), but also on its tests conditional on future
information. We define
Pλ = {P ∈ Pr |λP(· |ω′) ≥ λ for all ω′ ∈ Ω′′}(8.9)
= {P ∈ Pr | for all ω′ ∈ Ω′′, ω º ω′ : λP(ω)P∗(ω′) ≤ P(ω′)P∗(ω)}.
Definition 8.4 For a given reference measure P∗ and a given real number λ ∈ (0, 1], the
multiperiod acceptability measure φPλ is called sequentially consistent TVaR (STVaR) of
level λ.
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Correspondingly, we write
STVaRλ(X |ω′) = infP∈Pr{EP[X |ω
′] | λP(· |ω′′) ≥ λ for all ω′′ ∈ F (ω′)}(8.10)
= inf
Z
{EP∗ [ZX] | EP∗ [Z] = 1 and 0 ≤ Z(ω) ≤ λ−1EP∗ [Z |ω|t]
for all t and all ω º ω′}.
Under our standing assumption that the reference measure P∗ assigns positive weight to all
trajectories ω ∈ Ω, the relevance axiom is always satisfied, since P∗ ∈ Pλ for all λ. To see
that STVaRλ is indeed sequentially consistent, we first state a relation between the level of a
conditional measure at a given node and the levels of the conditional measures at successor
nodes.
Lemma 8.5 Let {Pα}α∈A (Pα ∈ Pr(ω′α)) be a collection of conditional measures at the
successor nodes of a given node ω′ ∈ Ω′′. Let P be a junct of this collection in Pr(ω′). The
level of P is given by
(8.11) λP = min
α∈A, pα>0
p∗α
pα
λα
where λα := λPα , pα := Ps(α), and p∗α := P∗s(α). Among the set of all juncts of the collection
{Pα}α∈A, the one whose level is maximal is obtained by taking
(8.12) Ps(α) =
p∗αλα
Σα∈A p∗αλα
(α ∈ A).
The corresponding maximal level is λmax = Σα∈A p∗αλα.
Proof By definition (8.3), we have
λP = max
λ
{λ | λP(ω) ≤ P∗(ω) for all ω ∈ F (ω′)}(8.13)
= max
λ
{λ | for all α ∈ A : λP(α)P(ω |α) ≤ P∗(α)P∗(ω |α) for all ω ∈ F (ω′α)}
= min
α∈A
max
λ
{λ | λP(α)P(ω |α) ≤ P∗(α)P∗(ω |α) for all ω ∈ F (ω′α)}
= min
α∈A,P(α)>0
P∗(α)
P(α)
max
λ
{λ | λP(ω |α) ≤ P∗(ω |α) for all ω ∈ F (ω′α)}
= min
α∈A,pα>0
λαp
∗
α/pα.
Maximizing λP over pα subject to the constraint
∑
α pα = 1 is a standard optimization
problem; the maximum is obtained by taking the pα’s proportional to p∗αλα, which gives
rise to the result stated in the theorem. ¤
On the basis of the lemma, sequential consistency of STVaR can be proved easily.
Proposition 8.6 The multiperiod acceptability measure STVaRλ (λ ∈ (0, 1]) is sequen-
tially consistent.
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Proof In view of Thm. 4.2, what we have to show is that the global test set Pλ is juncted.
Take ω′ ∈ Ω′′, and let {Pα}α∈A be a selection of conditional tests with Pα ∈ Pλ(ω′α), so
that λα := λPα ≥ λ for all α ∈ A. According to the lemma, the maximal level of juncts of
the given selection is
∑
α∈A p
∗
αλα, and since λα ≥ λ for all α and
∑
p∗α = 1 this maximum
is equal to or larger than λ. In other words, there is a junct in Pλ(ω′). In fact, the lemma
shows that it suffices to construct a junct using the single-step probabilities of the reference
measure at ω′. ¤
Obviously STVaRλ ≥ TVaRλ, and STVaRλ is in fact the smallest conditionally consis-
tent multiperiod acceptability measure not involving conditional test levels below λ. This
follows directly from the fact that Pλ is the largest test set with the property that Pλ(ω′)
is contained in the test set corresponding to TVaRλ(· |ω′) for every ω′ ∈ Ω′.
From the computational point of view, it should be noted that STVaR is not necessarily
dynamically consistent, and hence cannot be evaluated by Dynamic Programming in general.
However, the test set Pλ is a polytope, as is seen from the second expression in (8.9), so
STVaR can be computed by linear programming methods.
Example 8.7 Consider the setting of Example 8.1 again. Let φ+ denote the acceptability
measure STVaRλ with λ = 23 . As noted above, the associated test set P2/3 is a polytope.
It can be shown, for instance by an application of the Avis-Fukuda algorithm,8 that P2/3
has in fact 15 vertices, which may be described as follows. Nine vertices are characterized
by P(u) = P(d) = 1/2 and by equal weights placed on two out of the three successor states
for each of the two possible states at time 1. In three tests, P(u) = 3/4, P(· |u) is uniform,
P(d) = 1/4, and P(· | d) puts equal weights on two out of the three successor states to d.
The remaining three vertices are of the same type with the roles of u and d interchanged.
It follows that φ+(G |u) = φ+(G | d) = φ+(G | 0) = 1. As in the previous example, TVaR’s
time consistency problem has been eliminated.
8.3 Is DTVaR better than STVaR?
The acceptability measure DTVaR satisfies a stronger notion of time consistency than
STVaR does. The question may be posed whether this means that DTVaR should be
preferred to STVaR as a basis for taking decisions under uncertainty. More generally, one
may ask in which situations dynamic consistency is an appropriate requirement to impose.
In the context of individual decision making, examples have been given by Wu (1999)
and Epstein and Schneider (2003) to show that dynamic consistency may well be violated
8See http://library.wolfram.com/infocenter/MathSource/440/ for an implementation of this algorithm in
Mathematica.
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by agents who are subject to ambiguity aversion or anxiety. Eichberger et al. (2005, p. 150)
state that there is in fact very little experimental evidence that human decision making is
dynamically consistent. But even if dynamic consistency may fail for descriptive purposes,
the axiom may still be important in a normative context.
There are various normative uses of acceptability measures, such as derivative pricing,
insurance premium setting, and regulatory applications. Of course, the appropriateness of
imposing dynamic consistency may depend on the specific application at hand. For instance,
in a regulatory context an acceptability measure may be used to determine the amount of
economic capital that is needed in connection with a given position. If a coherent risk
measure is used, the capital charge is viewed as a certainty equivalent; for instance, if the
charge for a certain risky position is 100, then the position is equivalent (from the point of
view of the acceptability measure) to a sure loss of 100. One may ask, however, whether
these positions should still be considered equivalent when looked at from an earlier point in
time. The presence of a small chance of arriving at a situation in which a capital reservation
of 100 has to be made may not have the same impact as the presence of an equally small
chance of incurring a loss of 100. This point is worked out more quantitatively in the
following example.
Example 8.8 Consider a two-step model with A = {u, d}. The reference measure P∗ is
defined by P∗(d) = 0.01 and P∗(d |α) = 0.01 for α ∈ A. We evaluate positions by DTVaR
and by STVaR, both at level λ = 0.05. First consider a position X that leads to a loss of 20
if du or dd occurs, and that has zero payoff in the other two cases. The two acceptability
measures completely agree in their evaluation of this position, which is no surprise since we
essentially have a single-period problem. Both measures generate evaluations −20 and 0 at
nodes d and u respectively, and they evaluate the position X to −4 at time 0. Now consider
a position Y that generates a loss of 100 if the event dd occurs and that has zero payoff in
other cases. With respect to this position, DTVaR and STVaR still agree at nodes u and
d; moreover, their evaluations at these nodes are the same for position Y as they are for
position X. The dynamic consistency of DTVaR then implies that the evaluation of Y at
time 0 under DTVaR is also the same as the evaluation of X, namely −4. In contrast, we
have STVaR0.05(Y ) = −0.2.
One may debate which one of the evaluations of the position Y at time 0 is more ap-
propriate. Note that Y represents (according to the reference measure) a 0.01% probability
of a loss of 100, whereas X represents a 1% probability of a loss of 20. The two positions
lead to equal capital charges under DTVaR, whereas STVaR places a much lighter charge
on the first position. Due to the low value of λ, the DTVaR measure is subject to a strong
multiplicative effect which is unavoidable if this value of λ is considered appropriate for
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single-period risk aversion at all nodes.
In the example, we used a rather low value of the parameter λ, which puts great emphasis
on negative outcomes. Such a low value of λ may be justifiable in a regulatory context. If
DTVaR would be used for pricing, then it is more likely that a value of λ close to 1 would
be chosen, so as to give more weight to upward potential relative to downward risk. The
multiplicative effect that was mentioned in the example would then not be felt as strongly. It
appears that the effect of TailVaR-related measures can be varied considerably by changing
the level parameter λ.
9 Conclusions
It has been the purpose of this paper to discuss a number of different notions of time consis-
tency for multiperiod acceptability measures, and, in the case in which we consider coherent
measures, to provide characterizations of these notions in terms of families of test mea-
sures. Under a nondegeneracy assumption expressing that each scenario has some impact
on acceptability, and assuming that we consider coherent measures, our results can be sum-
marized as follows. One notion of time consistency is what we call conditional consistency ;
it expresses that a position that has a payoff only when a certain event occurs is acceptable
initially if and only if it is acceptable in the situation when this event actually does take
place. This condition is weaker than a second notion called sequential consistency. Under
the latter notion of consistency, it cannot happen that a position would be considered ac-
ceptable in a given state whereas it is unacceptable in each of its successor states, or vice
versa. Sequential consistency in turn is weaker than dynamic consistency which means that
positions cannot be evaluated differently in a given state when their evaluations in each of
the successor states are the same. Finally, dynamic consistency is equivalent to the tower law
of conditional evaluations, which requires that the evaluation of a position is not changed
when its payoffs on scenarios following a certain event are replaced by the evaluation of the
position conditional on that event.
From the basic representation theorem for coherent acceptability measures, it follows that
any coherent multiperiod acceptability measure can be represented by a family of collections
of restricted probability measures. Extending earlier results concerning the representation
of dynamically consistent measures, we have established which special properties should be
satisfied by the representing family so that the corresponding acceptability measures should
be time consistent in weaker senses. Conditional consistency, the weakest notion of time
consistency, holds if and only if the representing family of collections of probability measures
is derived by conditioning from a given collection of probability measures on the complete
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scenario set. This means that specification of conditionally consistent coherent acceptability
measures is much simpler than specification of coherent multiperiod acceptability measures
in general; instead of specifying collections of probability measures on future scenarios at
each separate node, it suffices to specify just one collection. In the case of a dynamically
consistent acceptability measure, a further restriction is imposed in that the collection of
overall probability measures should be constructed as a product of single-step probability
measures. This characterization is already known from earlier work. The product property
implies a certain relation between the collection of induced measures at a given node and the
collections at its successor nodes, which is not in general satisfied by test set families obtained
by conditioning from a global test set. This relation, which we have called “junctedness”,
has been shown in this paper to characterize sequential consistency.
As an application, we have considered various dynamic extensions of the well known Tail-
Value-at-Risk measure. One such extension was already discussed in Artzner et al. 2004 and
was shown in that paper not to be dynamically consistent. Here it has been shown that
this dynamic version of TVaR is actually not even conditionally consistent. Other dynamic
variants of TVaR can be considered, however, and we have discussed several possibilities
that satisfy stronger consistency axioms.
Several questions suggest themselves as directions for further research. For many appli-
cations in finance, it would be convenient to work with continuous-time and continuous-state
versions of acceptability measures. In the continuous-time continuous-state context, the ax-
iomatic approach is much more challenging than in the finite framework that we have used in
this paper. Nevertheless, the results that have been obtained here may to some extent pro-
vide hints for the specification of continuous-time measures, even when a rigorous axiomatic
framework is lacking. The appropriateness of a given risk measure of course depends on the
intended application (such as regulation, pricing in incomplete markets, or insurance pre-
mium setting), and depends also on whether one takes a normative or a descriptive point of
view; this motivates more study of concrete dynamic acceptability measures and their prop-
erties. In this paper we have mainly considered coherent risk measures; it may be expected
that most of the results have generalizations for convex acceptability measures as discussed
for instance in Fo¨llmer and Schied (2004). Similarly, we have not considered acceptability
under hedging, but extension of our results to this case would seem promising (cf. again
Fo¨llmer and Schied (2004), Staum (2004), and Roorda et al. (2004)). The computation of
hedge policies that are optimal with respect to a given acceptability measure is a major
research issue; for instance, optimization in a multiperiod framework but with respect to an
atemporal notion of TVaR is discussed in Rockafellar and Uryasev (2002).
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A Appendix
The following lemma will be used in the proof of Thm. 4.1.
Lemma A.1 Let φ be a dynamically consistent acceptability measure, and let X and Y be
given positions. Suppose there exists a stopping time τ such that
(A.1) φ(X |ω′) = φ(Y |ω′) for all ω′ ∈ Ωτ .
Under these conditions, we have φ(X) = φ(Y ).
Proof If τ = 0, the conclusion is immediate, since Ω0 = {0}. Suppose now that τ 6= 0.
Define a sequence τ0, τ1, . . . of stopping times recursively by
τ0 = τ(A.2a)
τk+1 = τk ∧ [0 ∨ ((max τk)− 1)](A.2b)
where, of course, max τk = maxω τk(ω). A simple inductive argument shows that each τk
is indeed a stopping time, using the fact that the minimum of two stopping times (and, in
particular, the minimum of a deterministic time and a stopping time) is again a stopping
time. Since max τk+1 = (max τk) − 1 for all k such that max τk ≥ 1, it is clear that the
sequence above reaches 0 in finitely many steps. Therefore, it is sufficient to show that, if
φ(X |ω′) = φ(Y |ω′) for all ω′ ∈ Ωτk , then the statement also holds for all ω′ ∈ Ωτk+1 .
To prove this claim, take ω′ ∈ Ωτk+1 . If ω′ ∈ Ωτk , then the conclusion already follows from
(A.1); so assume that ω′ 6∈ Ωτk . Take ω ∈ F (ω′). We cannot have τk(ω) = T (ω′) because
that would imply that ω′ ∈ Ωτk , but on the other hand we must have τk(ω) ≤ T (ω′)+1 by the
definition of τk+1. Therefore, τk(ω) = T (ω′) + 1. From this it follows that ω|T (ω′)+1 ∈ Ωτk .
Since this reasoning applies to all ω ∈ F (ω′), it follows that ω′α ∈ Ωτk for all α ∈ A. Using
now the assumption that φ is dynamically consistent, we obtain the desired conclusion that
φ(X |ω′) = φ(Y |ω′). This completes the proof. ¤
Proof of Theorem 4.1
Condition 1 ⇒ Condition 2.
Condition 1 implies, together with the soundness property, that the certainty equivalent of
a given position at a given node is determined in terms of its certainty equivalents at all
successor nodes. So if φ(X |ω′α) = φ(Y |ω′α) for all α, then φ(X |ω′) = φ(Y |ω′); in other
words, Condition 2 holds.
Condition 2 ⇒ Condition 1.
Assume that φ is dynamically consistent. Take X ∈ X (Ω) and ω′ ∈ Ω′′; define Y :=
EφT (ω′)+1X. We have to prove that φ(X |ω′) = φ(Y |ω′). Since φ is dynamically consistent,
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it suffices to show that φ(X |ω′α) = φ(Y |ω′α) for all α ∈ A. By definition of Y , we have
indeed, for any α ∈ A, φ(Y |ω′α) = φ(φ(X |ω′α) |ω′α) = φ(X |ω′α).
Necessity of Condition 1.
This is obvious.
Sufficiency of Condition 1.
Assume that φ satisfies Condition 1. TakeX ∈ X (Ω) and ω′ ∈ Ω′. Without loss of generality,
we can take ω′ = 0; for other ω′ ∈ Ω′, the proof is essentially the same (use F (ω′) instead of
Ω). Let τ be a stopping time. We have to prove that φ(Eφτ X) = φ(X). Define a sequence of
stopping times (τ0, τ1, . . . ) as in (A.2). Since φ(Eφ0X) = φ((φ(X))) = φ(X), it is sufficient
to show that φ(Eφτk+1X) = φ(EφτkX) for all k. By Lemma A.1, this follows if
(A.3) φ(Eφτk+1X |ω′) = φ(EφτkX |ω′) for all ω′ ∈ Ωτk+1 .
This claim holds true by Condition 1.
Equivalence of Conditions 2 and 3.
This has been proved in Roorda et al. (2004), Proposition 2.6.
Proof of theorem 4.2
Necessity and sufficiency of Condition 1.
Sequential consistency clearly implies Condition 1. Conversely, whenever φ(X |ω′) ≥ 0,
a full path ω ∈ F (ω′) can be constructed for which X remains acceptable, by exploiting
Condition 1 repeatedly. A similar result holds for the reversed inequality, and it follows that
φ must be sequentially consistent.
Equivalence of Conditions 1 and 2.
Condition 2 clearly implies Condition 1. Conversely, assume Condition 2 does not hold.
Then there exist ω′ ∈ Ω′′, X ∈ X (Ω), for which φ(X |ω′) outside the interval [cmin, cmax],
with cmin := minα∈A φ(X |ω′α) and cmax := maxα∈A φ(X |ω′α). Clearly then X−φ(X |ω′)
violates Condition 1.
Equivalence of Conditions 2 and 3.
Condition 3 is clearly implied by Condition 2. To prove the opposite implication, assume
Condition 3 holds. Consider for any position X ∈ X (Ω) and any ω′ ∈ Ω′′, the position
X ′ := X − Y with Y := EφT (ω′)+1(X) = Σα∈A11F (ω′α)φ(X |ω′α). Then φ(X ′ |ω′α) = 0 for
all α ∈ A, and Condition 3 hence implies that φ(X ′ |ω′) = 0. With cmin, cmax defined as
before, clearly cmin11F (ω′) ≤ Y ≤ cmax11F (ω′), so X ′ + cmin11F (ω′) ≤ X ≤ X ′ + cmax11F (ω′).
Translation invariance and monotonicity of φ(· |ω′) now imply that cmin ≤ φ(X |ω′) ≤ cmax,
hence Condition 2 holds.
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Condition 4 ⇒ Condition 3.
This implication is easily established by using (3.1) twice, once with X = 0 and once with
Y = 0.
Condition 2 ⇒ Condition 4.
This is trivial.
Proof of Theorem 4.3
Necessity of Condition 1.
Assume φ is conditionally consistent. We have to prove that that for all ω′ ∈ Ω′′, α ∈ A,
(A.4) φ(X |ω′α) ≥ 0⇔ φ(11F (ω′α)X |ω′) ≥ 0.
Applying the conditional consistency property in Definition 3.1 shows that the left-hand side
is equivalent to the condition φ(11F (ω′α)X) ≥ 0, and that the right-hand side is equivalent
to φ(11F (ω′)11F (ω′α)X) ≥ 0. The equivalence (A.4) is now a direct consequence.
Sufficiency of Condition 1.
We prove that Condition 1 cannot hold if φ is not conditionally consistent. If φ is condition-
ally inconsistent, there exists an ω′ ∈ Ω′, X ∈ X (Ω), for which either (i) φ(11F (ω′)X) ≥ 0
and φ(X |ω′) < 0, or (ii) φ(11F (ω′)X) < 0 and φ(X |ω′) ≥ 0. Assume case (i); case (ii) is
similar. Define X ′ := 11F (ω′)X, and consider the sequence {φ(X ′ | ω′|t)}t=0,...,T (ω′). This
sequence must contain at least one transition from nonnegative to negative, say from ω′′ to
ω′′α ¹ ω′. Then φ(X ′ |ω′′) = φ(11F (ω′′α)X ′ |ω′′) ≥ 0 and φ(X ′ |ω′′α) < 0, contradicting
Condition 1.
Equivalence of Conditions 1 and 2.
Condition 2 clearly implies Condition 1. Also, the second part of Condition 2 is immediate
from Condition 1. We now prove the first part of Condition 2 from Condition 1. Assume
first that φ(X |ω′α) ≥ 0. By Condition 1, we then have φ(11F (ω′α)X |ω′) ≥ 0. Let ² > 0
be given, and define η = φ(X |ω′α) + ². We want to show that φ(11F (ω′α)X |ω′) ≤ η.
From φ(X |ω′α) < η we have φ(X − η |ω′α) < 0, so that, by Condition 1, φ(11F (ω′α)(X −
η) |ω′) < 0. By monotonicity and the translation property, and because η ≥ 0, we have
−φ(−11F (ω′α)η |ω′) ≤ η. Therefore we can write, using superadditivity,
φ(11F (ω′α)X |ω′) ≤ φ(11F (ω′α)(X − η) |ω′)− φ(−11F (ω′α)η |ω′) < η.
Similarly, it can be shown that φ(X |ω′α) < 0 implies 0 > φ(11F (ω′α)X |ω′) ≥ φ(X |ω′α).
Additional claim
Assume that φ is strongly relevant and that Condition 1 holds. Let X, ω′, and α be such
that φ(11F (ω′α)X |ω′) = 0, and write η := φ(X |ω′α). Condition 1 implies that η ≥ 0. By
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the translation property, we have φ(X − η |ω′α) = 0. Using Condition 1 again, we find
that φ(11F (ω′α)(X − η) |ω′) ≥ 0. On the other hand, we also have φ(11F (ω′α)(X − η) |ω′) ≤
φ(11F (ω′α)X |ω′) = 0. It follows that
(A.5) φ(11F (ω′α)X − 11F (ω′α)η |ω′) = 0 = φ(11F (ω′α)X |ω′).
Generally speaking, if we have X ≤ Y and φ(X) = φ(Y ) where φ is a strongly relevant
coherent acceptability measure, then it follows that X = Y . Indeed, from superadditivity
we know that φ(Y ) = φ((Y − X) + X) ≥ φ(Y − X) + φ(X) so that from Y ≥ X and
φ(Y ) = φ(X) we obtain φ(Y − X) = 0. Again because Y − X ≥ 0, strong relevance now
implies that Y = X. Applying this general rule to the situation in (A.5), we conclude that
11F (ω′α)η = 0 so that η = 0, which is what we needed to prove.
Proof of Theorem 5.1
Tower Law ⇒ Sequential Consistency.
As shown in Roorda et al. (2004, Prop. 2.6), dynamic consistency is equivalent to stepwise
monotonicity (3.1), and this property clearly implies Condition 4 in Theorem 4.2.
Tower Law ⇒ Conditional Consistency.
This implication follows directly from Theorem 7.1. An alternative direct proof can be
given as follows, by verifying Condition 1 in Theorem 4.3 for an acceptability measure φ
that satisfies the tower law property. From the rule (2.7) and Condition 1 in Theorem 4.1,
it follows that
φ(11F (ω′α)X |ω′) = φ(EφT (ω′)+1(11F (ω′α)X) |ω′) = φ(11F (ω′α)φ(X |ω′α) |ω′).
Write Y := 11F (ω′α)φ(X |ω′α). Condition 1 in Theorem 4.3 is proved if we show that
φ(X |ω′α) ≥ 0 if and only if φ(Y |ω′) ≥ 0. This is done as follows. If φ(X |ω′α) ≥ 0,
then Y ≥ 0, so that by monotonicity of φ we have φ(Y |ω′) ≥ 0. On the other hand, if
φ(X |ω′α) < 0, then Y ≤ 0 while 11F (ω′)Y 6= 0, and consequently the relevance condition
(3.2) implies that φ(Y |ω′) < 0.
Sequential Consistency ⇒ Conditional Consistency (under strong relevance).
We verify Condition 1 in Theorem 4.3 from the single-step formulation of sequential consis-
tency in Condition 2 of Theorem 4.2, assuming strong relevance.
Suppose first that φ(X |ω′α) ≥ 0. Obviously, then φ(11F (ω′α′)X |ω′α′) ≥ 0 for all α′ ∈ A,
and from Condition 2 of Theorem 4.2 it follows that also φ(11F (ω′α)X |ω′) ≥ 0.
Similarly, if φ(X |ω′α) < 0, then φ(11F (ω′α′)X |ω′α′) ≤ 0 for all α′ ∈ A, and it follows
that φ(11F (ω′α)X |ω′) ≤ 0. To arrive at Condition 1 in Theorem 4.3, we finally have to show
that the last inequality is strict. Assume to the contrary to that φ(11F (ω′α)X |ω′) = 0. From
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superadditivity of φ, this assumption implies that
for all η > 0 : φ(11F (ω′α)(X + η) |ω′) ≥ φ(11F (ω′α)X |ω′) + φ(η11F (ω′α) |ω′) > 0,
since, by assumption, the first term is zero, and the second term is strictly positive because of
the strong relevance condition (3.3). However, then Condition 2 of Theorem 4.2 is violated,
since for 0 < η < φ(11F (ω′α)X |ω′α), we have
max
α′∈A
φ(11F (ω′α)(X + η) |ω′α′) = 0 < φ(11F (ω′α)(X + η) |ω′).
This completes the proof.
We end with a lemma that is needed in the proof of Thm. 4.2. The lemma shows that,
when a global test set is replaced by its convex hull, the conditional test sets at the tree nodes
are replaced by their convex hulls, so that the associated acceptability measure remains the
same.
Lemma A.2 Let P be a global test set on Ω. For all ω′ ∈ Ω′, we have (chP)(ω′) =
ch(P(ω′)).
Proof Take ω′ ∈ Ω′. We first prove that ch(P(ω′)) ⊂ (chP)(ω′). So, take P ∈ ch(P(ω′));
we need to show that there exists P˜ ∈ ch(P) such that P = P˜(· |ω′). By Carathe´odory’s
theorem, the probability measure P can be written as a convex combination of finitely many
measures in P(ω′):
(A.6) P =
N∑
i=1
λiPi(· |ω′), Pi ∈ P, Pi(ω′) > 0, λi ≥ 0 (i = 1, . . . , N),
∑
i
λi = 1.
The numbers µi (i = 1, . . . , N) defined by
µi =
λi(Pi(ω′))−1∑N
i=1 λi(Pi(ω′))−1
satisfy µi ≥ 0 and
∑
i µi = 1. Note that∑
i
µiPi(ω′) =
∑
i λi∑N
i=1 λi(Pi(ω′))−1
=
1∑N
i=1 λi(Pi(ω′))−1
so that for all i
µi∑N
i=1 µiPi(ω′)
=
λi
Pi(ω′)
.
Now, define P˜ =
∑N
i=1 µiPi. For each ω º ω′, we have
P˜(ω |ω′) = P˜(ω)
P˜(ω′)
=
∑
i µiPi(ω)∑
i µiPi(ω′)
=
∑
i
λiPi(ω)
Pi(ω′)
=
∑
i
λiPi(ω |ω′) = P(ω).
In other words, P =
∑
µiPi(· |ω′) ∈ (chP)(ω′).
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The reverse inclusion is proved in a similar way. Take P ∈ chP; then there exist non-
negative numbers λ1, . . . , λN and probability measures P1, . . . ,PN in P such that
∑
i λi = 1
and P =
∑
i λiPi. Define numbers µi satisfying µi ≥ 0 and
∑
i µi = 1 by
µi =
λiPi(ω′)∑N
i=1 λiPi(ω′)
.
We have, for ω º ω′,∑
i
µiPi(ω |ω′) =
∑
i
µi
Pi(ω)
Pi(ω′)
=
∑
i λiPi(ω)∑
i λiPi(ω′)
=
P(ω)
P(ω′)
= P(ω |ω′).
Consequently, P(· |ω′) =∑i µiPi(· |ω′) ∈ ch(P(ω′)). ¤
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