Abstract. The aim of this paper is to prove a Mahler measure formula of a four-variable Laurent polynomial whose zero locus defines a Calabi-Yau threefold. We show that its Mahler measure is a rational linear combination of a special L-value of the normalized newform in S 4 (Γ 0 (8)) and a Riemann zeta value. This is equivalent to a new formula for a 6 F 5 -hypergeometric series evaluated at 1.
Introduction
For a nonzero n-variable Laurent polynomial P with complex coefficients, the Mahler measure of P is defined by m(P ) = If P is a monic polynomial in one variable, then it follows by Jensen's formula that m(P ) = n j=1 max{0, log |α j |}, where α j 's are the roots of P , and thus if P is the irreducible polynomial of an algebraic number α over Q, then m(P ) is the logarithmic Weil height of α. When P has more than one variable, however, there is no general closed form for m(P ), and its explicit value is usually difficult to compute. On the other hand, in some particular cases when P is a two-variable polynomial with rational coefficients whose zero set define a genus-one curve C, it turns out that m(P ) is a rational multiple of L ′ (E, 0), where E is the elliptic curve arising from C. The first known example of polynomials having this property is the family
where k ∈ Z\{0, ±4}. This phenomenon was first observed by Deninger [12] and has been studied extensively by Boyd, Rodriguez Villegas, and many others [10, 18, 21, 24] . Note that, unlike the other values of k ∈ N, P 4 = 0 define a curve of genus 0, and it was shown in [21] that m(P 4 ) = 4G/π, where G = L(χ −4 , 2), also known as Catalan's constant. Applying the definition of the Mahler measure directly, it is easy to show that m((x + x −1 )(y + y −1 ) − k) = m(P k )
for every k, so we have (1.1) m((x + x −1 )(y + y −1 ) − 4) = 4G π = 2L ′ (χ −4 , −1).
As a higher dimensional analogue of the family P k , Bertin and others [4, 5, 6, 7] studied the three-variable polynomials
whose zero loci define K3 surfaces X k over Q. They proved that, for certain values of k defining singular K3 surfaces, their Mahler measures are of the form
where c 1 , c 2 ∈ Q, g is the weight 3 newform associated with X k , and χ is a quadratic character. Afterwards, the second and third authors [22, 25, 26] established similar results for other families of three-variable polynomials, including the formula
where h(τ ) = η 6 (4τ ), and η(τ ) is the Dedekind eta function. Therefore, it is natural to consider whether a four-variable analogue of (1.1) and (1.2) can be expressed in terms of some special L-values. Namely if we let
then the main purpose of this paper is to prove the following result about m(R 16 ).
Theorem 1.1. The following identity is true:
where f (τ ) = η 4 (2τ )η 4 (4τ ) is the unique normalized newform in S 4 (Γ 0 (8)), and ζ(s) denotes the Riemann zeta function.
Observe that, by the well-known functional equations:
the formula in Theorem 1.1 can be rephrased as
To prove (1.4), we require some new formulas for the L-value and ζ(3)/π 2 . These formulas will be verified in the subsequent sections. It is worth pointing out that the Wilf-Zeilberger method plays an important role in simplifying parts of the proofs involving difficult integrals. Another example of the WZ method applied to proving relations between Mahler measures can be found in [17] . Whereas most of the proved formulas in the lower dimensional cases involve CM newforms, we note also that f is a non-CM newform. This is a major reason why we require new techniques in the proof that differ from the CM case.
Let us conclude this section by stating a crucial result relating Mahler measures to hypergeometric series, which will be used later. Combined with (1.4) 
where
and (c) n = Γ(c + n)/Γ(c).
Throughout this paper we will use the notation
and we also employ the classical notations for elliptic integrals:
We first give some integral representations for L(f, 4) and Apéry's constant ζ(3) in terms of the product KK ′ . The main idea of the proof below essentially comes from [23] .
Theorem 2.1. The following formulas are true:
Proof. Formula (2.4) is a trivial rearrangement of the following identity:
due to Wan [29] . For any positive real number u, let q = q(u) := e −2πu . Then
. Applying a result from Ramanujan's notebooks [3] ,
we can write the cusp form as a four-dimensional series:
Taking the Mellin transform both of sides yields
Next, we use the transformation u → (2j + 1)u/(2n + 1) to obtain:
n,r≥0
du.
Let u = 1 4
. Then the new region of integration is α ∈ [1, 0]. We also have the formulas
.
Finally, formula (2.3) follows by setting α = k 2 .
Corollary 2.2. The following formulas are true:
Proof. Add formulas (2.3) and (2.4). Then formula (2.6) follows immediately by applying the transformation k → (1 − k)/(1 + k), and the identities
Formulas (2.7) and (2.8) are merely trivial consequences of (2.6) and (2.5).
Now we proceed to the most difficult part of the calculation. The following lemma is derived by the Wilf-Zeilberger method.
Lemma 2.3. The following identities are true when n ≥ 0:
Proof. We say that f (n, k) and g(n, k) are a WZ pair if they satisfy the relation:
Since the function g telescopes, summing both sides from k = 0 to k = n and adding f (n + 1, n + 1) to either side yields
Thus, if we let
then the relation above is equivalent to
Finally, iterate down to zero, and let n → n − 1, to obtain
Now we substitute the following WZ pairs into (2.11), to recover equations (2.9) and (2.10):
and also
Theorem 2.4. The following formulas are true:
Proof. Expand the logarithm in a Taylor series, and then apply Wan's formula for the moments [29] : 
The last step follows from setting n = m + k. Then we apply Lemma 2.3 to the inner summation to complete the proof of (2.12). To prove formula (2.13), first recall that the square of any infinite series can be written as (2.14)
Since the elliptical integral K(k) can be expressed as
formula (2.14) becomes
Next, integrate both sides for k ∈ [0, 1]. We then appeal to Wan's result
and simplify the resulting double-sum on the right with (2.10). This completes the proof of (2.13).
To complete the proof of Theorem 1.1, we need an additional formula for ζ(3)/π 2 , which will be proved in the next section.
A formula for ζ(3)/π
2 and proof of the main theorem
The goal of this section is to evaluate a certain hypergeometric series in terms of ζ(3)/π 2 and log 2. Equation (3.1) is the last ingredient that we need to complete the proof of our main result, Theorem 1.1. While this formula is essentially a 'byproduct' of the Mahler measure considerations, it is actually interesting in its own right. It is quite significant that the hypergeometric series has four binomial coefficients in the numerator. It turns out that there are very few instances where hypergeometric functions with more than three binomial coefficients have been explicitly evaluated. Ramanujan proved many formulas for cases with three binomial coefficients; those results are closely tied to questions about modular forms and class numbers [9, 11, 20] . More recently, Guillera discovered many conjectural formulas for constants like 1/π 2 using numerical searches. Most of Guillera's identities involve four or more binomial coefficients, and only a select few of his results have been rigorously proved. A full survey of recent developments is beyond the scope of this paper, but we refer the interested reader to [8, 16, 30] .
Theorem 3.1. The following formula is true:
We need several auxiliary results to prove this theorem. First, define the following Mahler measures:
Our strategy is to reduce R(α) to trilogarithms immediately. Then we prove an integral representation for R(α) involving m(α) and an elliptical integral. Substituting Fourier series expansions then leads to an expression for R(1) in terms of hypergeometric functions. We complete the proof of (3.1) by comparing the two different formulas for R(1).
Lemma 3.2. Suppose that 0 ≤ α ≤ 1. The following formula is true:
Proof. Setting u = e 2πit and z = e 2πis in the definition of R(α) above, with a little work we find Therefore, R(α) becomes
where the final step uses the formula
Thus for any α ∈ C:
Proof. To prove (3.6), notice that by an elementary change of variables:
The second step follows from setting k = uv and eliminating u. We then use the change of variables v → 1 − (1 − k 2 )t 2 to identify the nested integral as K ′ (k). Finally, formula (3.7) follows from applying (3.6) to (3.5).
Lemma 3.4. We have the following Fourier series expansions:
Proof. Formulas (3.8) and (3.9) follow immediately from results in [29] . The 3 F 2 series expansion for m(α) is equivalent to
We then recover (3.10) by integrating (3.8).
Proof of Theorem 3.1. Equation ( Finally, we obtain (1.4) using (3.1) and (3.11).
Concluding remarks
With Theorem 1.1 in mind it is natural to relate m(R k ) to special values of L-functions for other values of k, though this remains a challenge. Through work of Deninger [12] , we expect the Mahler measure to encode information about the L-series of the zero locus of the polynomial. If we define a family H t of hypersurfaces in four-dimensional affine space by
then it is shown in [13] that for any odd prime p we can find a formula for the number of points on H t over F p in terms of finite field hypergeometric functions. In particular,
where if φ is the Legendre symbol modulo p and ε is the trivial character modulo p (taking value 0 at 0), then 4 F 3 (x) = 4 F 3 (φ, φ, φ, φ; ε, ε, ε; x) and 2 F 1 (x) = 2 F 1 (φ, φ; ε; x) are the finite field hypergeometric functions originally defined by Greene [15] . Ahlgren and Ono showed in [1, 2] that p where f = ∞ n=1 a n q n is the Fourier expansion of the modular form f = η 4 (2τ )η 4 (4τ ) ∈ S 4 (Γ 0 (8)) from Theorem 1.1. Thus the L-function of f appears in the L-function of H 1 , which led us to hypothesize that m(R 16 ) should be related to L(f, 4) in the first place (t = 1 ↔ k = 16).
For other values of k, work of McCarthy and the first author [19] shows that 4 F 3 (−1) can be expressed in terms of eigenvalues of a Siegel eigenform of degree 2, whose L-function is a tensor product L-function L(f 2 ⊗ f 3 , s), for classical newforms f 2 ∈ S 2 (Γ 0 (32)) and f 3 ∈ S 3 (Γ 0 (32), χ −4 ) (see [14] ). Comparing with (4.1) this led us to investigate relations between m R 16 √ −1 ←→ L(f 2 ⊗ f 3 , 4), but after several attempts by the authors to search for such a relationship, the question of finding one remains open.
On the other hand, let us consider the four-variable Laurent polynomial x + x −1 + y + y −1 + z + z −1 + w + w −1 , studied in [1, 2, 28] . By an elementary change of variables, we have (4.2) m(x + x −1 + y + y −1 + z + z −1 + w + w −1 ) = R(1) = 7ζ(3) 2π 2 . It would be quite interesting to explain why ζ(3)/π 2 appears on the right, rather than a special value of the L-function attached to the three-fold, which also coincides with L(f, s). From examples involving elliptic curves, it seems plausible that there are some arithmetic conditions which the polynomial fails to satisfy, which are necessary to produce formulas such as (1.4). Notice that ζ(3)/π 2 is essentially an analogue of G/π, which appears in connection with the genus zero curve in equation (1.1). In summary, it would be interesting to fully explain The latter can be viewed as a four-dimensional analogue of the Hesse family of elliptic curves x 3 + y 3 + 1 − kxy and the family x 4 + y 4 + z 4 + 1 − kxyz of K3 surfaces, whose Mahler measures are known to be related to special L-values [21, 22, 25, 26] .
