In this paper, we establish representation theorems for generators of backward stochastic differential equations (BSDEs in short) in probability spaces with general filtration from the perspective of transposition solutions of BSDEs. As applications, we give a converse comparison theorem for generators of BSDEs and also some characterizations to positive homogeneity, independence of y, subadditivity and convexity of generators of BSDEs. Then, we extend concepts of g-expectations and conditional g-expectations to the probability spaces with general filtration and investigate their properties.
Introduction
Let T > 0 and (Ω, F, F, P ) be a filtered probability space with F = {F t } t∈[0,T ] satisfied the usual condition, on which a d-dimensional standard Brownian motion {W t } t∈[0,T ] is defined. When F is the natural filtration (generated by the Brownian motion {W t } t∈[0,T ] and augmented by all the P -null sets), Pardoux and Peng ([22] ), established the well-posedness of a backward stochastic differential equation (BSDE for short) of the type
provided the generator g satisfies Lipschitz and square integrable conditions and the terminal ξ is square integrable. With the solutions of BSDEs, Peng ([23] ) introduced a type of dynamically consistent nonlinear expectations-g-expectations and conditional g-expectations. Similarly to the classical case, it is also proved that g-expectations and conditional g-expectations preserve all properties of classical expectations (except the linearity) in [23] . Since then, the properties and applications of BSDEs or g-expectations under the natural filtration probability spaces have been widely studied, see for example [1, 2, 3, 6, 11, 20, 21, 24] . Since BSDE theory is under the framework of natural filtration, it has extensive applications in the area of complete financial market, such as, the pricing of contingent claims, the theory of recursive utilities and the risk measurement. However, when the filtration is a non-natural filtration, the financial market is incomplete , the classical BSDE theory can not be applied. On the other hand, it's well known that stochastic differential equation (SDE for short) theory is built on general complete filtered probability spaces, not only on the natural filtration space which is the BSDE theory built on. So, whether in theory or in application, it is meaningful to study the properties of BSDEs in general filtration spaces. However, 2 Transposition Solution of BSDE Firstly, we introduce some notions which will be used in this paper. For x, y ∈ R n , |x| denotes its Euclidian norm and xy denotes the usual scalar product in R n . An n × d matrix will be considered as an element z ∈ R n×d ; note that its Euclidean norm is given by |z| = trace(zz * ). For any t ∈ [0, T ], define Let us consider a function g, defined on Ω × [0, T ] × R n × R n×d , with values in R n , such that the process (g(t, y, z)) t∈[0,T ] is progressively measurable for each (y, z) ∈ R n × R n×d . From this point onwards, for notational simplicity, we shall regard ω as implicit in the function g, whenever this does not lead to confusion. In this paper, we may use the following assumptions for the function g:
(A1). There exists a constant K ≥ 0 such that dP × dt-a.s.
Under the assumptions (A1) and (A2), Lü and Zhang ([18] ) proved that the following BSDE has a unique transposition solution,
Ft (Ω, R n ), the following identity
is the unique strong solution of the following SDE
Fs (Ω, R n ), the following identity
Proof. This result follows directly from Definition 2.1, so we omit the details. . For any given Y T ∈ L 2 F T (Ω, R n ) and given function g satisfied assumptions (A1) and (A2), the BSDE (2.1) admits a unique transposition solution (Y · , Z · ) ∈ L 2 F (Ω, D([0, T ]; R n ))× L 2 F (Ω, L 2 (0, T ; R n×d )). Furthermore, there is a constant C K,T > 0, depending only on K and T , such that
Remark 2.1. From the proof of Theorem 4.1 in [18] , we can see that C K,T can be uniformly bounded when T is bounded. Thus, in the proof of Lemma 3.1 in this paper, we say that C K,T only depends on K, and denoted by C K .
Remark 2.2. In [18] , the dimension of the Brownian motion is considered as d = 1. All the definitions and results in [18] can be extended to the case d > 1 (see [19] ).
From now on, we consider 1-dimensional BSDEs, that is n = 1. The following theorem give a comparison theorem by transposition solutions which is a little improved version of Theorem 5.1 in [18] . The proof makes no essential difference, so we omit it.
, i = 1, 2 be the transposition solutions of the following BSDEs respectively,
where ξ i ∈ L 2 F T (Ω, R) and g i satisfy assumptions (A1) and (A2). If for ξ 1 ≥ ξ 2 P -a.s. and
then, for any t ∈ [0, T ] 
Representation Theorem for Generators of BSDEs
Based on the framework of transposition solution of BSDEs, we obtain the representation theorem for the generator of BSDE, which extends the representation theorem (Proposition 2.3) of [1] with weaker conditions to the general filtration spaces. From now on, with out special notification, we always denote (Y t (g, T, ξ) , Z t (g, T, ξ)) t∈[0,T ] the unique transposition solution of BSDE with generator function g and terminal condition ξ at terminal time T .
Let b(·, ·, ·) : Ω × [0, T ] × R m → R m and σ(·, ·, ·) : Ω × [0, T ] × R m → R m×d be two functions such that for any x ∈ R m , b(·, ·, x) and σ(·, ·, x) are both progressively measurable; and let b and σ satisfy the following assumptions (H1)-(H3), for notational simplicity, we also regard ω as implicit in b and σ. (H1). Lipschitz condition: There exists a constant L 1 > 0 such that P -a.s.
(H2). Linear growth condition: There exists a constant L 2 > 0 such that P -a.s. the solution of the following m-dimensional SDE
with the usual convention Γ t,x s = x if s < t. For any ε > 0 small enough, without loss of generality we always suppose ε < 1 in this section, the transposition solution of the BSDE  
. Theorem 3.1. Let b, σ be two functions satisfied assumptions (H1)-(H3). (1) . If g satisfies assumptions (A1) and (A3), then, for any (x, y, p) ∈ R m × R × R m , we have
holds for almost every t ∈ [0, T [. (2) . If g satisfies assumptions (A1)(A3) and (A4), then (3.2) holds for any (t, x, y, p)
The proof of Theorem 3.1 requires the following lemmas, which was motivated by [13] . 
(2). g(t, y, σ * (t, x)p) = lim
Proof. We only prove "(2) ⇒ (1)", "(1) ⇒ (2)" is similar. For notational convenience, in this proof, we
. By the classical results on SDEs, the terminal condition of the BSDE (3.1) is square integrable and
is the unique strong solution of the following SDE with any fixed
Putting them into (3.3) and noticing that Y ε t+ǫ = 0, we have
Using Itô's formula, we have
Thus, by Theorem 2.1, we have the following estimate,
where C K is a constant depend on K. It can be deduced from (A1) and (H2) that
where constant C x,y,z depends on x, y, p, K, L 2 .
In (3.5), let s = t, and u r = 0, v r = 0, for all r ∈ [t, t + ε], we have
Further more, we have
where R ε t , Q ε t , P ε t are denoted by
. Due to assumption (A1),(H2) and estimate (3.6), we have
where constant C ′ x,y,z depends on x, y, p, K, L 2 . Combining with the assumption (A3) and the classical result of SDEs ([25, Theorem 1.
So, in order to deduce statement (1) from statement (2), we only need to prove
Due to the assumption (A1) and the estimate (3.6), with the Hölder's inequality, we have
Similarly, it follows from assumptions (A1),(H1) and Hölder's inequality that
Since the function r → E[|Γ t,x r − x| 2 ] is continuous ([25, Theorem 1.6.3] ), and this function is equal to 0 at time t, we get E[|Q ε t |] → 0 as ε → 0 + . By Hölder inequality, we also have
With the assumption (H3), 1
s., further more, by assumption (H2) we have,
For the case q = 1, we just let η = 1, the other proof is similarly as the case 1 < q ≤ 2. The proof is completed. 
Combining with the assumption (A3), we have {| 1 ε t+ε t g(r, y, σ * (t, x)p)dr| 2 ; ε > 0} are uniformly integrable. It also can be checked that | By Jensen's inequality we know that
Then, by Lemma 3.1, we can finish the proof of (1) in Theorem 3.1.
(2). With the assumption (A4), for any t
Follows from Lebesgues dominated theorem, we have
Then, by Lemma 3.1, we can finish the proof of (2) in Theorem 3.1.
Corollary 3.1. If g satisfies assumptions (A1) and (A3), then, for any (y, z) ∈ R × R d , we have Since the representation theorem holds for almost every t ∈ [0, T ], from now on, for any (y, z) ∈ R×R d we denote S y,z (g) the set of t that makes the representation theorem of g hold at (y, z), that is,
We are now in a position to present a converse comparison theorem for transposition solutions of BSDEs which extends the Theorem 4.1 in [1] with weaker condition to the general filtration case. Theorem 3.2. Let g 1 , g 2 be two functions satisfied assumptions (A1),(A3). If for all
If further, g 1 , g 2 satisfy assumption (A4), then we have P -a.s., for all (t, y, z)
Proof. For any fixed (y, z) ∈ ×R × R d and t ∈ S y,z (g 1 ) ∩ S y,z (g 2 ), we have
Then for any t ∈ S y,z (g 1 ) ∩ S y,z (g 2 ), there exists a subsequence {n k } ∞ k=1 of {n} ∞ n=1 such that,
On the other hand, by the hypothesis we deduce that
Then for any t ∈ S y,z (g 1 ) ∩ S y,z (g 2 ), we obtain, the inequality g 1 (t, y, z) ≤ g 2 (t, y, z), P -a.s. By Corollary 3.1 we know that µ ([0, T ] \ (S y,z (g 1 ) ∩ S y,z (g 2 ))) = 0, where µ denotes the Lebesgue measure. Then we have, for all (y, z) ∈ R × R d , g 1 (t, y, z) ≤ g 2 (t, y, z), dP × dt-a.s. Then for all T ′ ∈]0, T ] any ξ ∈ L 2 F T ′ (Ω, R),
(2). (Translation invariance) If g is independent of y, then for any
(3). (Sub-additivity) If g is sub-additive in (y, z), that is, for all (y 1 , z 1 ), (y 2 , z 2 ) ∈ R × R d , g(t, y 1 + y 2 , z 1 + z 2 ) ≤ g(t, y 1 , z 1 ) + g(t, y 2 , z 2 ) dP × dt-a.s.
Then for any T ′ ∈ [0, T ] and ξ 1 ,
Proof. We only give the proof when T ′ = T , the other situation is similar. For notational convenience, we will write (Y g,ξ t , Z g,ξ t ) t∈[0,T ] instead of (Y t (g, T, ξ) , Z t (g, T, ξ)) t∈[0,T ] to denote the transposition solutions of BSDE with generator g and terminal condition ξ in this proof.
(1). For any α ≥ 0, t ∈ [0, T ], due to the positive homogeneity of g and identity (2.2), we have
By the definition of transposition solution (Definition 2.1), we have 
. Since g is sub-additive in (y, z), we have, g(t, y, z) ≤ḡ(t, y, z) dP × dt-a.s. It follows from the comparison theorem (Theorem 2.2) that for all t ∈ [0, T ],
t P -a.s. (4) . For any α ∈ [0, 1], t ∈ [0, T ], thanks to (2.2), we have
For any ξ 1 , ξ 2 ∈ L 2 F T (Ω, R), it can be easily checked that
. It follows from the convexity of g in (y, z) that
Then, by the comparison theorem (Theorem 2.2), we have for all t ∈ [0, T ],
Remark 3.1. The positive homogeneity and subadditivity of g together are also known as sublinearity, which implies the convexity of g. Furthermore, from a remark of Briand et al. [1] , the assumption (A1) and (A5) and the convexity of g imply that g does not depend on y.
If the assumption (A2) in Theorem 3.3 is strengthened to (A3), then the necessary conditions can also be sufficient. Then g is positive homogeneous in (y, z).
(2). (Translation invariance) If for any T ′ ∈ [0, T ], ξ ∈ L 2 F T ′ (Ω, R), and c ∈ R,
Then g is independent of y.
(3). (Sub-additivity) If for any T
Then g is sub-additive in (y, z).
Then g is convex in (y, z).
Proof. (1) . For the case α = 0, it is trivial. For the case α > 0, for any T ′ ∈ [0, T ] and (ω, t, y, z)
It is clear that g α also satisfies assumptions (A1) and (A3). By the definition and the uniqueness of transposition solution (Definition 2.1, Theorem 3.3), we have that, for any ξ ∈ L 2 F T ′ (Ω, R),
. Combining this equality with (3.9), we obtain for any t ∈ [0,
Then by the converse comparison theorem Theorem 3.2, we have for any α > 0, for all (y, z) ∈ R × R d , g(t, y, z) = g α (t, y, z) = 1 α g (t, αy, αz) , dP × dt-a.s. It is easy to check that g c also satisfies assumptions (A1) and (A3). By the definition and the uniqueness of transposition solution (Definition 2.1, Theorem 3.3), we have that, for any ξ ∈ L 2
. Combining this equality with (3.10), we obtain for any t ∈ [0,
Then by the converse comparison theorem Theorem 3.2, we have for any c ∈ R,
That is, g is independent of y.
(3). For any fixed (y 1 , z 1 ), (y 2 , z 2 ) ∈ R × R d , and t ∈ S y 1 +y 2 ,z 1 +z 2 (g) ∩ S y 1 ,z 1 (g) ∩ S y 2 ,z 2 (g), we have g(t, y 1 + y 2 , z 1 + z 2 ) = lim n→∞ n Y t g, t + 1/n,
g(t, y 2 , z 2 ) = lim n→∞ n Y t g, t + 1/n,
Thanks to Corollary 3.1 and (3.11), we can deduce that g is sub-additive in (y, z).
(4). The proof of (4) is similar to (3), so we omit it.
Extended g-expectation and Conditional g-expectation with General Filtration
To well define g-expectation on L 2 F T (Ω, R), g is required to satisfy assumptions (A1) and (A5) as in Peng [23] . 
be the unique transposition solution of BSDE (2.1) .
to be a constant (P -a.s.) as the the classical expectation or nonlinear expectations be, we can restrict F 0 to be F ′ 0 . Proposition 4.1. Suppose that g satisfies assumptions (A1) and (A5). For any
Proof. We only need to prove that for any t
In other words, we need to prove that for
Fs (Ω, R), the following identity holds
where X · ∈ L 2 F (Ω, C([s, T ]; R)) is the unique strong solution of SDE (2.3) starting from s. If s > t, because of the assumption (A5), we have
If s ≤ t, due to the assumption (A5), we have
It follows from Proposition 2.1 that
which shows the identity (4.1) hold.
Further more, we could introduce the conditional g-expectation of Y T with respect to F t , t ∈ [0, T ]. By analogy with the notion of the classical expectation and Peng's g-expectation (see [23] ), we are looking for a random variable ζ satisfying (4.2)
Actually, we have Remark 4.2. When F is the natural filtration generated by the Brownian motion {W t } t∈[0,T ] , the definition of g-expectation and conditional g-expectation here are coincident with the definition introduced by Peng [23] since the transposition solution of BSDE coincides with the usual strong solution in this case ( [18] ).
Proof of Theorem 4.1. Uniqueness: If both ζ 1 , ζ 2 satisfy (4.2), then we have for all A ∈ F t
In particular, setting 
It follows from (4.3) that
Due to assumption (A5), we obtain Comparing (4.4) and (4.5), we have (
The proof is completed.
Theorem 4.2. For any given function g satisfied assumptions (A1) and (A5), we have the following properties:
(1). (Monotonicity) For any ξ 1 , ξ 2 ∈ L 2 F T (Ω, R), and if ξ 1 ≥ ξ 2 P-a.s., then for any t ∈ [0, T ] we have
s. if and only if for all
(3). For any ξ 1 , ξ 2 ∈ L 2 F T (Ω, R) and t ∈ [0, T ], there exists a conxtant C > 0 such that (2). If for all ξ ∈ L 2 F T (Ω, R), E g 1 [ξ] = E g 2 [ξ], then for all t ∈ [0, T ], E g 1 [ξ|F t ] = E g 2 [ξ|F t ] P -a.s. (3) . If for all ξ ∈ L 2 F T (Ω, R), t ∈ [0, T ], E g 1 [ξ|F t ] ≥ E g 2 [ξ|F t ] P -a.s., then we have for all (y, z) ∈ R × R d , g 1 (t, y, z) ≥ g 2 (t, y, z), dP × dt-a.s.
In particular, for any ξ ∈ L 2 F T (Ω, R), E g 1 [ξ] = E g 2 [ξ] if and only if for all (y, z) ∈ R × R d , g 1 (t, y, z) = g 2 (t, y, z), dP × dt-a.s.
Proof.
(1). The proof follows directly from Theorem 2.2.
(2). By the definition of conditional g-expectation, for any fixed ξ ∈ L 2 F T (Ω, R), any t ∈ [0, T ] and A ∈ F t , we have
From the uniqueness in Theorem 4.1, we have E g 1 [ξ|F t ] = E g 2 [ξ|F t ], P -a.s.
(3). The proof follows directly from Theorem 3.2
For studying dynamic risk measures, Rosazza Gianin [24] and Jiang [15] studied the positive homogeneity, translation invariance, sub-additivity and convexity of classical g-expectations and conditional gexpectations. Thanks to Theorem 3.3 and 3.4, we also establish the necessary and sufficient conditions for positive homogeneity, translation invariance, subadditivity and convexity of the extended g-expectations, respectively, which extend the Theorem 3.1-3.4 of [15] to the general filtration probability spaces. Corollary 4.1 (Positive homogeneity). Let g be any given function satisfied assumptions (A1) and (A5), then the following statements are equivalent, (1) . E g [·] is positive homogeneous; (2) . E g [·|F t ] is positive homogeneous for any t ∈ [0, T ], that is, for any ξ ∈ L 2 F T (Ω, R) and α ≥ 0, E g [αξ|F t ] = αE g [ξ|F t ] P -a.s.;
(3). g is positive homogeneous in (y, z).
Corollary 4.2 (Translation invariance). Let g be any given function satisfied assumptions (A1) and (A5), then the following statements are equivalent, (1) . For any ξ ∈ L 2 F T (Ω, R), c ∈ R, we have E g [ξ + c] = E g [ξ] + c;
(2). For any t ∈ [0, T ], ξ ∈ L 2 F T (Ω, R), β ∈ L 2 Ft (Ω, R), we have E g [ξ + β|F t ] = E g [ξ|F t ] + β P -a.s.;
(3). g is independent of y.
Corollary 4.3 (Sub-additivity). Let g be any given function satisfied assumptions (A1) and (A5), then the following statements are equivalent, (1) . E g [·] is sub-additive; F T (Ω, R) and α ∈ [0, 1],
|F t ] P -a.s.;
(3). g is independent of y and g is convex with respect to z.
Proof. Due to Theorem 3.3 (4), we only need to prove (1) ⇒ (3). We first prove that (1) implies the translation invariance property. Suppose that (1) holds for E g [·], then for any ξ ∈ L 2 F T (Ω, R) , c ∈ R and n ≥ 1, we have
Then, it follows Theorem 4.2 (3) that
thus, E g [ξ + c] = E g [ξ] + c. Then g is independent of y follows from Theorem 3.4 (2). Then we can prove (1) ⇒ (2) similarly as the proof of Corollary 4.3. Therefore, we get (3) from (2) and Theorem 3.4 (4).
