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Abstract
The Productivity Paradox initiated a heated debate in the IS scientific community in
the early 1980s. Many theories followed to address the paradox. Resource-Based Theory
(RBT), drawn from the strategy field, provided the foundations for a stream of scientific
papers that elucidated the contributions of IT to firms’ performance. However, the primary
focus of RBT in explaining the relationship between IT and firm performance was found to
be static. Therefore, RBT was unable to provide convincing arguments to explain the IT-firm
performance linkage in turbulent environments.
The Dynamic Capabilities (DC) perspective extended RBT. Scholars in the DC
tradition stated that continuously refreshing its bundle of resources, any firm could produce
synergetic effects. These synergetic effects enabled the firm to create and sustain competitive
advantage. Another element highlighted by the DC perspective is the need to account for the
web of intermediate processes where the first order effects of IT are created.
Despite extensive Information Systems (IS) literature drawing on the RBT and DC
frameworks to explain the business value of IT, there are still gaps to be addressed. Most of
the IS literature does not account for the aggregated effect of IT at the business process level.
Rather, most research has examined the direct effects of IT. Much of the IS research has also
limited the definition of firm performance to consider only a firm’s financial performance.
Hence, the aggregated effect of IT at the organisational level is not well understood. This
research seeks to address these knowledge gaps.
This research is based on the argument that examining the direct and indirect effects
of IT, and thereby accounting for the collective effects of IT at both the process level and the
organisational level, informs a deeper understanding of the contribution of IT to a firm’s
performance. In considering this argument, this research draws heavily on prior work about
RBT, DC and the process-oriented approach. The key research questions addressed in this
research project are: (1) Do capabilities of IT influence organisational performance? (2) Do
capabilities of IT affect performance at the business process level? and (3) Does performance
at the business process level affect organisational performance?.
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Chapter 1: Introduction
Carr's (2003) article titled "IT doesn’t matter" that was published in the Harvard

Business Review sparked heated debate among practitioners and academics. In the article,
Carr argues that IT should be treated as a general commodity, and asserts that organisations
should limit their IT investments to minimise vulnerabilities and avoid risk taking. Carr
(2003) argues that IT infrastructures are becoming generic (e.g. enterprise resource planning
systems and customer relationship management systems) and that IT investments do not
provide firms with any strategic advantage because it is commonplace for most firms within
any industry to implement similar innovations. By treating IT in the same way as any other
commodity, such as electricity, water supply or rail roads, Carr concludes that IT does not
create sustained competitive advantage, but it is essential to sustain competitive advantage;
on this basis, IT is inconsequential to the strategies of firms. In another article titled "The end
of corporate computing" published in MIT Sloan Management Review, Carr (2005)
proclaimed that IT will be purchased as a utility service from external suppliers in the near
future. Carr's opinions ignited widespread debate among practitioners and academics, and
initiated the publication of many articles expressing different perspectives on the topic.
Despite the criticisms that Carr's opinions have attracted, there is some empirical
support underpinning his positions. A large body of prior research suggests that investments
in IT do not address organisational goals (Brynjolfsson and Hitt, 1996). For instance, during
the late 1980s and early 1990s, firms spent enormous amounts of money on IT. However,
these investments failed to increase productivity growth. This lead the American economist
Robert Solow to state "You can see the computer age everywhere but in the productivity
statistics" (Solow, 1987). Solow’s observation was later labelled the ‘Productivity Paradox’
or ‘Solow Paradox’. Therefore, the question "How does IT enable firms to attain competitive
advantage?" remains a major quandary for practitioners and academics.
The relationship between IT, firm performance and competitive advantage has been
investigated extensively since the late 1980s. Highly cited publications in this area include
those by Brynjolfsson and Hitt (1996), Brynjolfsson and Hitt (2000), Brynjolfsson and Yang
(1996), Hitt and Brynjolfsson (1996), Barney (1991), Barney et al. (2001), Barney and
Arikan (2001), Augier and Teece (2007), Helfat et al. (2007) and Teece et al. (1997). The
findings from this stream of research generally contradict the Productivity Paradox and
confirm IT's contribution to firm performance and competitive advantage. In addition to
1
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investigating the contributions of IT, these researchers have also acknowledged certain gaps
for which further research is needed to support the effects of IT on competitive advantage and
firm performance.
The Resource-Based View (RBV) or Resource-Based Theory (RBT) has been one of
the key theoretical perspectives employed to explain the relationship between IT and firm
performance (Barney, 1991). According to this perspective, firms achieve competitive
advantage and superior firm performance through the synergetic mix of valuable, rare,
inimitable and non-substitutable (VRIN) resources that they posses (Barney, 1991). RBT
posits that the resources that enable firms to achieve competitive advantage are
heterogeneously distributed across firms and that these differences between firms remain
stable over time (Barney, 1991). Further, RBT asserts that firms use these resource to
implement strategies by effectively and efficiently developing capabilities that can be
leveraged to sustain competitive advantage (Barney, 1991).
The Dynamic Capability (DC) perspective extends RBT by emphasising the
importance of the continuous renewal of resources for improved firm performance (Teece et
al., 1997, Eisenhardt and Martin, 2000). This contrasts with RBT, where the role of resource
picking is emphasised (Barney, 1991). The DC perspective focuses on the rapid creation of
situation-specific knowledge, which usually involves interaction between a firm’s resources
(Eisenhardt and Martin, 2000). DC asserts the significance of organisational and strategic
routines in firms. A firm's strategic routines must integrate, reconfigure, gain and release
available resources to adapt to the changing external environment (Teece et al., 1997,
Eisenhardt and Martin, 2000).
A key finding from this stream of research is that there is no direct relationship
between IT and firm performance (Barua et al., 1995). Rather, the effect of IT on firm
performance is mediated through a complex chain of intermediate variables (Mooney et al.,
1996). Firms must utilise IT to enhance their web of intermediate processes; this is where the
first order effects of IT emerge. Examining the effects of IT at a firm’s process level has been
shown to provide deeper insights on the contributions of IT towards firm performance
(McAfee and Brynjolfsson, 2008, Mooney et al., 1996).
The process-oriented framework advocates a process view approach to the
examination of IT business value. It takes into account the complex chain of intermediate
variables when examining the relationship between IT and firm performance. The basic

2
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notion of the process-oriented framework is the examination of the changes to a firm's
business processes based on the influence of IT (Mooney et al., 1996). This framework
provides a measurement scheme to evaluate the effects of IT on firm performance (Mooney
et al., 1996).
In the present competitive environment, IT has become an integral element of
business strategy (Brynjolfsson and Yang, 1996, McAfee and Brynjolfsson, 2008,
Bharadwaj, 2000), underscoring practitioners' confidence in the ability of IT to provide
competitive advantage. Prior research has advanced a number of theoretical perspectives
useful for understanding the effects of IT on firm performance (Eisenhardt and Martin, 2000,
Martin, 1996, Barney, 1991, Barney et al., 2001, Barney and Arikan, 2001, Augier and
Teece, 2007, Helfat et al., 2007, Teece et al., 1997). However, there still remains a need to
extend these perspectives. In particular, there remains a need to examine the direct and
indirect effects of IT on firm performance and to understand how IT influences firm
performance through a complex chain of intermediate variables. This research seeks to
address this research gap by empirically examining the mediating effects of process level
changes on the relationship between IT capabilities and organisational performance.

1.1 Research Questions
The key research questions to be addressed in this research project are:
(1) Do capabilities of IT influence organisational performance?
(2) Do capabilities of IT affect performance at the business process level? and
(3) Does performance at the business process level affect organisational
performance?
To address these questions, this research explores literature on RBT and DC to
develop a research model. A process-oriented framework has been adopted to examine the
mediating effect of process level performance on the relationship between IT and firm
performance. This thesis empirically tests the model, which is presented in the next chapter.

1.2 Outline
To achieve the above aims and answer the research questions, the rest of the thesis is
organised as follows:
3
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Chapter 2 presents a review of relevant literature and establishes the conceptual
context of this research. An in-depth discussion is made surrounding the underpinning
concepts of interest: productivity paradox, resource based theory and dynamic capabilities.
Research gap is identified and the research model is proposed to answer the identified gap.
Chapter 3 describes the research design and methods that were used to collect the
required empirical evidence for this research. The discussion of this chapter involves
describing the theory and techniques involved within each methods adopted.
Chapter 4 presents the discussions and results pertaining to qualitative analysis. This
chapter provides sample excerpts from the case studies. This is followed by the dataset
extracted from the cases for the quantitative analysis. The results from the descriptive
analysis from the dataset are presented. Finally, the key results identified from the cases are
presented.
Chapter 5 presents the discussions and results pertaining to quantitative analysis. This
chapter provides the initial statistical results. Discussion on regression diagnostics and
validity threats arising from the methodology adopted is presented. Finally, the key results
are presented after accounting for the validity threats.
Chapter 6 discusses the overall implications of the results based on the qualitative and
quantitative analysis performed in this research.

4
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Chapter 2: Literature Review

2.1 Productivity Paradox
An extensive stream of research has examined the impacts of investments in IT on
productivity at the firm, industry and economy levels (Roach et al., 1987, Strassmann, 1990,
Solow, 1987, Bharadwaj, 2000). One early and intriguing finding was that, despite heavy
investments in IT, significant productivity gains were not evident in the aggregate output
statistics (Barua et al., 1995). This counter intuitive finding has been dubbed the
"Productivity Paradox" (Dedrick et al., 2003, Brynjolfsson and Hitt, 1996, Solow, 1987).
Subsequently, a substantial amount of research effort has focused rigorously on
understanding and explaining this complex phenomenon (Brynjolfsson and Hitt, 1996,
Brynjolfsson and Hitt, 2000, Brynjolfsson and Yang, 1996, Hitt and Brynjolfsson, 1996).
Several research findings support Solow's (1987) conclusion that "You can see the
computer age everywhere but in the productivity statistics". For instance, Roach (1987)
reported that, although IT investments designed to benefit service sector white collar workers
rose drastically between 1977 and 1989, worker output did not increase at a notable rate.
Similarly, Barua et.al. (1995) reported that the correlation between the IT spending and firm
performance was not significant. The analyses from these findings were also consistent with
Strassmann’s (1990) conclusion that there was no positive relationship between IT
investment and firm performance. Together, these findings provide strong empirical support
for Solow's Productivity Paradox conclusion.
Brynjolfsson and Hitt (1996) reported a positive correlation between IT investments
and productivity. They estimated the gross marginal product (MP) for IT investment on a
firm's output to be 81%. They also estimated that the MP of IT investment was at least as
large as the MP for other capital investments, such as non-computer capital investments and
other labour and expenses. Brynjolfsson and Hitt (1996) argued that these findings
undermined Solow's conclusion, and claimed that their findings (drawn from a larger and
more current data set) were more robust than previous findings in support of the Productivity
Paradox.
Based on a comprehensive review of over 150 studies examining the relationship
between IT and productivity, Brynjolfsson and Yang (1996) concluded that the Productivity
Paradox was not valid. They argued that measuring the relationship between IT investments
5
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and productivity in the late 1980s and 1990s, when the paradox was articulated, was
practically impossible due to the unavailability of appropriate data. They also identified a
number of other reasons that may have led to previous incorrect findings in support of the
Productivity Paradox. These included the possibility of inaccurate measurements, time lags
due to learning and adjustment, redistribution and dissipation of profits, and mismanagement
of information and technology (Brynjolfsson and Yang, 1996). The authors concluded that
their use of better data and more rigorous methods unambiguously demonstrated the
productivity benefits of IT investments, arguing that the benefits from IT investments are
much more widespread than merely "productivity" as previously understood.
Kelley (1994) argued that measuring productivity at an organisational level,
aggregated unit of analysis makes it difficult to separate the impact of any individual
technology. Prior research on the Productivity Paradox has primarily focused on measurable
and tangible outputs like financial performance and return on investments. Barua et.al. (1995)
found that IT investments affected the intermediate outputs rather than the final output. In
contrast, Brynjolfsson and Hitt (2000) argued that intermediate benefits of IT investments –
such as improved quality, new products, customer service and responsiveness – have been
ignored in prior literature. Following Brynjolfsson and Hitt’s (2000) research, this thesis
investigates broader aspects of performance rather than limiting analysis to financial
performance only.
Devaraj and Kohli (2003) argued the importance of distinguishing between IT
investments and IT usage in explaining the impact of IT investment on organisational
performance. They emphasise that the driver of IT impact is not the investments in the IT per
se, but the actual usage of IT. They stress that examining the dollar investments is not a
reliable assessment of the effectiveness of IT, because IT usage can vary across organisations
and industries. They argue for investigating the effect of IT usage, rather than that of IT
investment, on productivity. In other words, it is important and necessary to consider how
organisations deploy IT.
Brynjolfsson and Hitt (2000) and Devaraj and Kohli (2003) both highlight another
important issue: any clear effects of IT investment on firm performance are not seen until
significantly after the investments in IT are made. The effects of IT depend on the diffusion
and adoption of the technologies within the organisations. Brynjolfsson and Hitt (2000)
further argue that factors such as preparations, extensive learning, organisational and
workflow related restructuring also influence the effects of IT investments on firms. Devaraj
6
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and Kohli (2003) make a similar argument, highlighting the moderating effect of factors such
as business process changes.
The literature investigating the Productivity Paradox has also identified a number of
measurement issues that need to be addressed. In particular, it argues for clearer and more
inclusive definitions of IT and productivity (Oz, 2005, Ravichandran and Lertwongsatien,
2005). There has been much debate on how IT investments and productivity have been
defined and measured in prior research. Oz (2005) identified that productivity has been
defined in many inconsistent ways, and has included concepts such as profitability, market
value of the firm, revenue and return on investment. He concluded that the term
‘productivity’ has been employed in a more generalised manner in econometrics-based
analysis of the Productivity Paradox.

2.2 Process-Oriented Perspective
From the analysis above, it can be seen that previous investigations seeking to
understand the effects of IT investments on productivity at the industry level may suffer from
methodological shortcomings. However, analyses at the firm level may also suffer from
methodological and theoretical flaws (Mooney et al., 1996). Mooney et al. (1996) argued that
focusing on firm-level output may provide only a limited understanding of how value is
created from IT investments. In particular, he argued that firm-level analysis does not account
for the effects of IT on the intermediate processes. Barua et al. (1995) also concluded that
"studies that attempt to relate IT expenditures directly to firm level output variables ignore
the web of intermediate process, where first order effects exists". These results imply a need
for investigating the effects of IT on both performance accounting and intermediate
processes.
Mooney et al. (1996) found that prior research had not focused extensively on the
relationship between IT and organisational processes. Their research used a micro-level
approach to assess the effects of IT on intermediate processes. In particular, a processoriented framework for assessing the productivity and business value of IT was proposed.
Their framework includes that mediating effects of IT on intermediate processes, such as
operational and management processes. Operational processes comprise the firm's value
chain. Management processes include information processing, control, coordination and
communication. Mooney et al. (1996) argue that IT-enabled changes and enhancements to

7
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these intermediate processes are critical for enhancing productivity and realising business
value from IT investments.
Although Mooney et al. (1996) highlight the importance of considering the effects of
IT on intermediate processes, their framework still contains certain limitations. In particular,
their framework does not consider the factors that affect changes to the intermediate
processes. For instance, they argue that modifications in the intermediate processes result in
the creation of new organisational structures, which in turn moderate the effects on
productivity at the organisational level. Further, the framework does not account for interfirm heterogeneity in successfully carrying out changes to intermediate processes. Prior
research argues that the ability to implement these modifications to intermediate processes
depends on the resources and the capabilities of individual organisations. To address the
above limitations, this thesis draws on the literature on Resource-Based Theory (RBT) and
Dynamic Capabilities (DC) theory in the following sections.

2.3 Resource-Based Theory
The Resource-Based Theory (RBT) has been derived from the primary works of
Schumpeter (1938, 1939), Chamberlin (1962), Penrose (1959) and Wernerfelt (1984). Recent
developments in RBT have been significantly influenced by Penrose's (1959) writings.
Prior economic theory had largely treated the firm as a "black box" that could be
described by a production function. In contrast, Penrose (1959) focused on an internal view
of the firm to explain its performance and competitive dynamics. In particular, she focused on
the collection of productive resources that firms possess and the distinctive use of those
resources to produce goods and services. Productive resources include both physical
resources and human resources. Physical resources include tangible assets such as
equipments, geography, land, natural resources, raw materials, goods and products. Human
resources include the organisation's labour, clerical, administrative, financial, legal,
managerial and technical staff. Resources can be deployed for different purposes, in different
ways and in different configuration to produce the goods and services that firms offer.
A key insight from Penrose's (1959) work, which underpins the development of the
RBT, is that a firm’s growth and the sustainability of its competitive advantage are dependent
on specific properties of the resources that the firm possesses. In particular, firms that possess
resources that are valuable, rare, inimitable and non-substitutable are likely to perform better.
In other words, every firm owns a bundle of resources that enables it to participate in the
8
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competitive environment; the properties of those resources act as the drivers of firm
performance and sustainability in the competitive environment. According to Barney (1991),
RBT helps to understand the sources underpinning a firm's competitive advantages. RBT
rests upon two assumptions. First, it assumes that the distribution of strategic resources across
firms is heterogeneous. Different firms may own and control different bundles of resources.
Second, it assumes that these strategic resources are not perfectly mobile across firms and
thus firm heterogeneity can be sustained.
The focus of RBT is on firm resources, competitive advantage and the sustainability
of competitive advantage. Barney (1991) offers multiple perspectives on what constitutes a
firm’s resources. Based on the works of Daft (1983), firm resources are defined as "all assets,
capabilities, organisational processes, firm attributes, information, knowledge, etc.
controlled by a firm that enable the firm to conceive of and implement strategies that improve
its efficiency and effectiveness" (p.101). Drawing on Porter (1981) and Learned et al. (1969),
Barney (1991) defined resources as "strengths that firms can use to conceive of and
implement their strategies".
Establishing an agreed definition of ‘resources’ has been one of the key challenges in
RBT (Wade and Hulland, 2004). In general, resources are classified as tangible (e.g. financial
capital, physical assets), intangible (e.g. reputations, brand value) and personnel-based
resources (e.g. technical knowledge of personnel) (Grant, 1991). Tangible resources include a
firm’s financial capital (e.g. equity capital, dept capital or retained earnings) and physical
capital (e.g. machines and buildings). Intangible resources generally include a firm’s human
capital (e.g. the training, experience, judgement, intelligence, relationships, and insights of
individual managers and workers) and organisational capital (e.g. attributes of collections of
individuals associated with a firm, a firm’s culture or its reputation) (Barney, 1991, Barney
and Arikan, 2001).
Barney (1991) concluded that not all aspects of a firm's tangible and intangible
resources contribute to the creation of competitive advantage and sustained competitive
advantage. Based on the resource necessity perspective (Barney, 1991), only the resources
that contain the attributes required to create a sustained competitive advantage are considered
in RBT. In other words, whether a bundle of resources can create sustained competitive
advantage depends on its properties. Specifically, RBT argues that resources can contribute to
sustainable competitive advantage if they are valuable, rare, inimitable and non-substitutable
(VRIN) (Barney, 1991).
9
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Resources need to be valuable for them to contribute to competitive advantage.
Valuable resources enable firms to conceive and support strategies to improve efficiency and
effectiveness (Barney, 1991). The value of a resource arises from its fit with the firm’s
strategy as well as the fit of the strategy with the external environment (Black and Boal,
1994). Barney (1991) drew this conclusion from his analysis of the traditional SWOT
(strength, weakness, opportunities and threats) model. He concluded that the value of a
resource depends on the degree to which it potentially enables a firm to exploit opportunities
and neutralise threats in that firm's environment.
In addition to being valuable, a firm’s resources (or bundle of resource) should also be
rare for them to contribute to sustainable competitive advantage. If a resource is possessed
by a large number of competing or potentially competing firms, its deployment is not likely
to deliver sustained competitive advantage. Any unique value delivered from a valuable
resource that is also possessed by competitors is likely to be competed away. The value
created by a resource that is valuable but not rare is likely to be captured by the firm’s
customers, rather than by the firm. Hence, firms with similar valuable resources will have a
similar capability to exploit the resources and those firms are also likely to deliver similar
levels of performance. This also hold true for firms with similar bundles of resources
(Barney, 1991).
Firms with valuable and rare resources enjoy competitive advantage, but only until
the competitors remain unable to imitate those resources. Such resources are said to be
imperfectly imitable by other firms. Hence, resources should posses the property of being
perfectly inimitable (Barney, 1991) if they are to contribute to competitive advantage. The
final attribute that a resource capable of generating potential competitive advantage should
posses is non-substitutability. A firm with valuable, rare and perfectly inimitable resources
can generate a value driven strategy. However, if other competing or potentially competing
firms can achieve the same level of performance by employing a strategy generated by a
substitutable set of resources, then any competitive advantage is quickly eroded (Barney,
1991).
To summarise, valuable and rare resources enable firms to generate competitive
advantage. The perfectly inimitable and non-substitutable properties of resources enable
firms to sustain their competitive advantage.
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RBT has been extensively employed in the field of IS (Ravichandran and
Lertwongsatien, 2005, Conner, 1991, Mata et al., 1995, Ray et al., 2005, Hitt et al., 2000,
Bharadwaj, 2000). It has served as a theoretical framework for identifying the IT resources
responsible for firm performance and the business value delivered by IT resources1. It has
also been extensively used to examine the relationship between IT and competitive
advantage, and to explain the Productivity Paradox (Wade and Hulland, 2004, Ravichandran
and Lertwongsatien, 2005). Wade and Hulland (2004, p.131) assert that that "the resourcebased view of the firm is a useful tool for researchers to understand if, and how, particular
parts of the firm affect the firm at large…the RBV provides a way for researchers to
understand the role of information system within the firm".
However, the prior research about RBT has also been criticised for certain
shortcomings (Augier and Teece, 2007, Helfat et al., 2007, Teece et al., 1997). Penrose
(1959) was criticised for failing to address the question of how firms develop sustained
superior performance. Stinchcombe (2000) argued that RBT ignores the factors surrounding
the resources, criticising RBT for simply assuming that the resources exist. RBT does not
account for how the resources are developed, how they are integrated within the firm or how
they are released in the firm. Stinchcombe (2000) emphasised the lack of exploration
surrounding these questions in the RBT literature. Teece et al. (1997) and Eisenhardt and
Martin (2000) discussed how RBT fails to address a firm's ability to sustain competitive
advantage in dynamic environments. They argued that once competitive advantage is
attained, the resources, capabilities and competency configurations can only sustain
competitive advantage over a short period; they may become outdated once the environment
changes. Similarly, Ambrosini, Bowman and Collier (2009) argued that resources with VRIN
properties hold good only in stable environment. They also critique RBT for failing to
address the question of how firms create resources with VRIN properties over time and how
VRIN resources are replaced with a different set of VRIN resources in unstable environments
(e.g. Schumpeterian Shocks).
Schumpeterian Shocks are described as the structural revolutions in an industry that
radically redefine which of a firm’s attributes are resources and which are not. Schumpeterian
shocks are generally viewed from the perspective of destruction of firms or requiring firms to
be protected and rebuilt through a form of nationalisation. For instance, a bundle of resources
1

The terms competitive advantage, business value and firm performance do not necessarily refer to the same construct.
However, prior literature have used these terms interchangeably (Bharadwaj, 2000, Wade and Hulland, 2004).
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enabling firms to sustain competitive advantage in the current business environment may
become redundant and of little use when there is a radical change in the business environment
(Barney, 1991, Schumpeter, 1938).
In order to address the above criticisms of RBT, we draw on the Dynamic Capabilities
(DC) perspective of competitive advantage; this is discussed in the following section. The
notion of DC seeks to bridge these gaps by adopting the process approach, which acts as a
mediator between the core resources and the changing business environments. It assists a firm
to adjust its mixture of resources to maintain sustainability of the firm's competitive
advantage which otherwise might erode over time (Eisenhardt and Martin, 2000, Teece et al.,
1997).

2.4 The Dynamic Capabilities Perspective on Firm
Performance
The Dynamic Capabilities (DC) perspective was introduced by Teece, Pisano and
Shuen (1997). The term "dynamic" refers to a firm's capacity to refresh its competencies in a
changing business environment in order to keep up with its competitors. The authors
highlight this as a primary foundation that firms should posses in order to offer innovative
solutions in unpredictable and rapidly changing markets. The term "capability" refers to the
aspects of a firm's management skills. It emphasises the significance of strategic management
in adapting, integrating and reconfiguring the firm's internal and external skills, resources and
functional competences to cope with the changing environment. Dynamic capability is
defined as the "firm's ability to integrate, build and reconfigure internal and external
competences to address rapidly changing environments" (Teece et al., 1997, p.516). In this
definition, the presence of changing environments is implied to be essential for dynamic
capabilities to exist. Helfat (2007, p.1) re-defined DC as "the capacity of an organisation to
purposefully create, extend, or modify its resource base". Eisenhardt and Martin (2000,
p.1107) also re-defined DC, describing it as "the firm's processes that use the resourcesspecifically the processes to integrate, reconfigure, gain and release resources to match and
even create market change and the organisational and strategic routines by which the firms
achieve new resources and configurations as markets emerge, collide, split, evolve and die".
The DC perspective draws on different theoretical foundations to RBT (Schumpeter,
1938, Penrose, 1959, Nelson and Winter, 1982, Barney, 1991). It aims to provide a consistent
framework for the understanding of competitive advantage. Teece, Pisano and Shuen (1997)
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adopted the “efficiency approach” from the earlier works of Nelson and Winter (1982); these
original works addressed the roles of routines, and their influences on sharing and
constraining the ways firms grow and adapt to changing environments. Firm performances
are evaluated on efficiency aspects rather than market positions. Both Nelson and Winter
(1982) and Teece, Pisano and Shuen (1997) asserted evaluating these internal factors (rather
than external factors) as sources of competitive advantage.
Wang and Ahmed (2007) argued that dynamic capabilities are the ultimate
organisational capabilities that underpin long term performance. They organised dynamic
capabilities into three conceptually distinct but related categories: adaptive, absorptive and
innovative capability.
Adaptive capability refers to the ability of a firm to identify and capitalise on
emerging markets. Based on changes in the external environment, a firm's primary focus
should be on aligning its resources and strategies accordingly, thereby enabling the firm to
survive in the long term. A firm's dynamic capabilities are reflected through its adaptive
capability (Wang and Ahmed, 2007, Teece et al., 1997).
Absorptive capability refers to the ability of a firm to learn from changes in the
external environment and to embed that knowledge into the firm. The ability of a firm to
transform external knowledge is a function of its prior knowledge. Hence, the ability to
absorb new knowledge reflects a firm's dynamic capabilities (Wang and Ahmed, 2007).
Innovation capability is the ability of a firm to develop new products and/or markets
by aligning strategic innovative orientation with innovative behaviours and processes (Wang
and Ahmed, 2007). Although there has not been any empirical work examining the effects
resulting from the conduct of these three activities, Wang and Ahmed (2007) argued that a
firm’s ability to integrate, reconfigure, renew and recreate its resources and capabilities in
line with external environments is underpinned by these three components.
The DC framework is based on the three competence and resource related elements:
organisational and managerial processes, strategic position and path dependencies.
Organisational and managerial processes refer to those competencies that coordinate and
integrate firm resources. These processes also drive learning and the reconfiguration of the
resources and competencies possessed by the firm. Strategic positions refer to distinctive and
unique valuable assets of the firm, such as its current endowments of technology, intellectual
property, complementary assets, customer base and its external relations with suppliers and
13
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complementors. The firm's strategic position depends on these specific assets that are difficult
to trade; these assets determine competitive advantage. Path dependencies refer to the
strategic alternatives available to the firm, and the presence or absence of increasing returns
and attendant path dependencies (Teece et al., 1997). The firm's processes are shaped by the
assets the firm possesses, and these asset positions are moulded by the paths the firms has
travelled. Teece, Pisano and Shuen (1997) affirm that the essence of the competences and
capabilities responsible for competitive advantage is rooted within the firm's processes. The
basic notion of DC is that, in order for a firm to achieve sustained competitive advantage, it is
not only necessary for the firm to possess the relevant resources, it should also possess the
capability to alter, integrate and reconfigure its resource base continuously. This evidently
extends the static framework of the RBT. RBT contributes to the understanding of the
competitive advantage of a firm based upon the possession of resources with VRIN
properties. The DC perspective sees innovation to be the core capability for both creating and
sustaining competitive advantage (Schumpeter, 1938, Teece et al., 1997).
Teece, Pisano and Shuen (1997) claim the DC perspective covers issues not addressed
by RBT. As discussed earlier, RBT has been criticised for being static and not accounting for
changes in external environments (Augier and Teece, 2007, Helfat et al., 2007, Teece et al.,
1997, Ambrosini et al., 2009). The DC perspective extends RBT by capturing the
evolutionary nature of the resources and the capabilities of the firm to enhance and renew its
resource base (Eisenhardt and Martin, 2000, Wang and Ahmed, 2007).
Drawing on the theoretical frameworks from RBT and the DC perspective, IT can
contribute to competitive advantage in two ways. First, IT is a resource that can possess
VRIN properties and can directly contribute to a firm’s performance and competitive
advantage. Second, IT contributes to firm performance by enabling the firm's capacity and
supporting the building, refreshing and reconfiguration of new organisational capabilities and
competences. The following section provides a detailed discussion of how IT can contribute
to competitive advantage by enabling dynamic capabilities.

2.5 RBT and DC Perspectives on IT in IS Research
IS research investigating the relationship between IT and firm performance includes
diverse conceptual, theoretical and analytical approaches; this is especially evident in
research investigating the business value of IT (Melville et al., 2004). Conceptually, the
research has investigated competitive advantage as a dependent variable mediated through
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firm performance, productivity enhancements, financial gains and process enhancements. The
financial investments in IT, IT capabilities and IT support for core competences have
commonly been employed as independent variables in this literature. The Productivity
Paradox, RBT and the DC perspective are three major theoretical frameworks that have been
used for investigating the relationship between IT and competitive advantage (Table 2.1).
Table 2.1: Synopsis of the Theoretical Frameworks

Theoretical
Framework
Productivity
Paradox

ResourceBased
Theory
(RBT)

Dynamic
Capabilities
(DC)
Perspective

Common
Common
Unit of
Findings
Dependent Independent
Analysis
Variable
Variable
Firm
IT
Financial
Financial
Performance Investments Investments gains were
considered at
firm level
performance.
Grounded the
findings as
inaccurate and
encouraged
further
research.
Competitive IT resource, Resources
Combination
Advantage
IT
in the firms of IT resources
capabilities,
leads to
IT support
complimentary
for core
effects, these
competences
effects enable
competitive
advantages.
Competitive IT resource
Processes,
IT enables
Advantage
flexibility, IT Position
dynamic
capabilities, and Path
capabilities
IT support
within the
for core
firms
competences

Seminal
Works
(Hitt and
Brynjolfsson,
1996,
Brynjolfsson
and Hitt, 1996)

(Mata et al.,
1995,
Bharadwaj,
2000,
Ravichandran
and
Lertwongsatien,
2005)
(Pavlou and El
Sawy, 2006,
Bharadwaj et
al., 1999)

IS literature that has adopted RBT to investigate IT and competitive advantage has
employed three key constructs: IT resources, IT capabilities and IT support for core
competences (Ravichandran and Lertwongsatien, 2005). Literature has examined these three
constructs and their relationships with firm performance. The three constructs have primarily
been treated as independent variable (Bharadwaj, 2000, Bharadwaj et al., 1999, Kim et al.,
2011); in some cases, IT capabilities and IT support for core competences are considered as
mediators between IT resources and firm performance (Ravichandran and Lertwongsatien,
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2005). However, the distinction between the constructs is not clear. One set of distinctions
differentiates IT resources into input based resources, transformational and managerial
capabilities, and output-based competences (Ravichandran and Lertwongsatien, 2005). This
classification is similar to the terms resources, capabilities and competences, which have
often been used interchangeably in the RBT literature. This reflects one of the key criticisms
of RBT – it is tautological (Eisenhardt and Martin, 2000).

2.5.1 IT Resources in IS Research
Much of the existing research does not clearly distinguish between Information
Technology (IT) and Information Systems (IS). IT processes, transmits and stores
information. It is assets based. IS represents a combination of assets and capabilities around
the productive use of IT (Wade and Hulland, 2004). Therefore, IS has a wider focus; it
includes IT, but also incorporates personal and business goals along with managerial and
transformational IT capabilities. IS literature has often used the terms interchangeably or used
IT as a generic term that includes IS. However, for the purpose of simplification, this research
uses the common term IT to incorporate both IT and IS.
The RBT literature closely links capabilities and IT resources. For instance, Amit and
Schoemaker (1993) define capabilities as the ability of an organisation to combine its
resources in such a way that it achieves better quality and performance at the organisational
level. The capabilities possessed by a firm differentiates it from competitors and are
responsible for differences in firm performance. Amit and Schoemaker (1993) argue that
capabilities are information-based, tangible or intangible firm-specific processes. In other
words, capabilities enable firms to bind resources to extract maximum productivity. These
complementary effects, shaped from the complex interactions between tangible and
intangible resources, lead to competitive advantage. The notion of complementary effects is
also expressed by Ravichandran and Lertwongsatien (2005), who define capabilities as the
firm's ability to deploy resources using organisational processes. They assert that capabilities
should be viewed as a bundle of resources that enable the firm to perform specific tasks or
activities. This is often achieved by combining physical, human and technological resources.
The "strategic necessity perspective" from Clemons and Row (1991) argues that IT resources
enable firms to gain competitive advantage, provided that the IT resources possess the VRIN
attributes. They argue that VRIN attributes are produced when firms leverage multiple
resources (tangible or intangible) to create synergetic effects. When firms align these
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synergetic effects to influence their structures and processes, competitive advantage is
attained. This notion of synergetic (complementary) effects is also supported by many other
scholars including Bharadwaj (2000), Santhanam and Hartono (2003) and Bharadwaj et
al.(1999).
Various classifications have been employed in IS research to define what constitutes
resources at the organisational level of analysis. While organisational resources are typically
distinguished as tangible (e.g. financial capital, physical assets), intangible (e.g. reputation,
brand value, managerial skills) and personnel-based resources (e.g. technical knowledge of
personnel) (Grant, 1991), another categorisation of physical capital, human capital and
organisational capital resources (Barney, 1991) has also been used. Kim et al. (2011)
identified that both these classifications fall under three basic categories: organisational
aspects (e.g. rules, relationships and culture), human aspects (e.g. individuals skills and
knowledge) and physical aspects (e.g. networks, devices).

2.5.2 IT Capabilities in IS Research
Many studies have proposed multiple dimensions of capabilities of IT, including
organisational, human and physical capabilities (Bharadwaj et al., 1999, Bhatt and Grover,
2005, Bharadwaj et al., 2010). Bharadwaj et al. (1999) reported a Delphi study that identified
the factors leading to IT capabilities. The Delphi panel included experts on IT management
drawn from academia, consulting and industry. A set of 30 capabilities was identified and
categorised into six groups: IT business partnerships, external IT linkages, business IT
strategic thinking, IT business process integration, IT management and IT infrastructure. This
study provided a basis for treating IT capability as an organisation-wide dynamic capability,
and presented a better understanding of the influences of intangible IT resources within the IT
capability construct.
Bharadwaj (2000) directly linked IT capabilities to firm performance. Employing
Grant’s classification model, she categorised the capabilities of IT as: IT infrastructure
(tangible resources), human IT resources, and intangible IT resources (e.g. knowledge assets,
customer orientation and synergy). IT capabilities were found to be directly associated with
firm performance. Firms with effective IT capabilities were able to obtain superior financial
performance. She argued that firm performance is achieved through the complementary
effects of complex interactions between tangible, human and intangible IT resources.
Santhanam and Hartono (2003) extended and confirmed Bharadwaj's (2000) findings,
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establishing that firms with strong IT capabilities had superior current and sustained
performance when compared to average industry performance. Capabilities of IT had a
sustained impact on firm performance, which was a phenomenon that had not been examined
in prior research.
Bhatt and Grover (2005) identified the factors leading to IT capabilities, such as IT
infrastructure, IT business experience, relationship infrastructure and intensity of
organisational learning. They identified that IT infrastructure was not a significant constituent
for attaining competitive advantage. The authors argued against the conventional view that IT
infrastructure, IT business experience and relationship infrastructure were essential
components for competitive advantage. Rather, they claimed that IT infrastructure and IT
capabilities across organisations were largely similar. This may be due to the open standards,
modular development approaches and openly available software and hardware. In contrast,
they emphasised the importance of IT personnel expertise as an inimitable and valuable asset
for firms. Organisations with highly competent IT personnel are able to create greater
sustainable competitive advantage than organisations that fail to regularly hire well-informed,
IT savvy people.
Rindova and Kotha (2001) conducted a case study on the firms Yahoo! and Excite to
study co-evolution of organisational form, function and competitive advantage in the
dynamically changing environment. Their study introduced the concept of continuous
morphing, which describes firms’ transformations undertaken to sustain and/or renew
competitive advantage in the rapidly changing environment of Internet-based business. They
found that both Yahoo! and Excite changed their function and form to respond to the
changing markets and competitive conditions, and concluded that it was essential for firms to
redefine themselves and renew their outputs offered. They asserted that dynamic capability
and strategic flexibility (i.e. the ability of the firm to respond to the demands of dynamic
competitive environment) both play a significant role in a firm's ability to sustain competitive
advantage.
Woiceshyn and Daellenbach (2005) conducted a comparative case analysis between
four firms to study the effects of absorptive capability. A study of the adoption process for
the same technology in four firms (i.e. two efficacious and two less efficacious adopters)
revealed that the efficacious firms had a stronger strategic commitment to early technology
adoption, and these firms also experienced easier adoption of the technology. Absorptive
capability also facilitated the efficacious firms’ integration of external and integral activities.
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When they investigated the two efficacious firms, the authors found that these firms had
superior employee skills, technical and managerial systems, and values and norms when
compared to the two less efficacious firms. Further, these differences enabled the efficacious
firms to effectively adopt the new technology, which led to positive performance outcomes.
These findings support the role of dynamic capabilities (absorptive capability) in enabling
firms to adapt in turbulent environments.
D'Este (2002) examined the relationship between capabilities of the firm and firm
performance. The degree of capability accumulation in manufacturing, R&D and marketing
functions in 67 Spanish domestic pharmaceutical firms was investigated. The study found
that firms that had managed to build technological capabilities to enhance product quality
were able to differentiate themselves from their competitors with traditional strategies.
Innovative capabilities, such as the capacity to build new products, was positively associated
with enhanced firm performance.
The RBT and DC perspective have yielded substantial literature exploring the role of
IT in relation to the ability of organisations to attain and sustain competitive advantage. Table
2.2 provides a summary of the literature.
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Table 2.2: Literature Summary

Authors

Paper
Findings/Focus
RBT/ Process Level Effects
Type/Approach
DC and Firm Performance
(Clemons
Conceptual
IT by itself cannot lead a firm to sustain competitive advantage. RBT and
Row,
However, IT is essential to generate complementary effects when
1991)
leveraged with other resources.
(Mata et al., Conceptual
1995)

Adopting RBT, it logically argues that IT managerial skills are the only RBT
resources that can lead firms to sustained competitive advantage

-

(Ross et al., Conceptual
1996)

Identifies that IT human resources, technology assets and relationship RBT
assets combined with IT processes lead firms to sustained competitive
advantage

-

(Helfat,
1997)

Examines the roles of complementary know-how and other assets in DC
relation to R&D capabilities within the dynamic environment of
petroleum industry

Investigates the impact
of complementary
technological and
physical assets on the
coal conversion process

(Zaheer and Empirical
Zaheer,
1997)

Based on RBT frameworks, underlines that alertness and RBT
responsiveness lead to market influence within the global finance
industry

-

(Feeny and Conceptual
Willcocks,
1998)

Nine core IT capabilities are identified to achieve sustained competitive RBT
advantage. These are further grouped into four categories: (a) Business
and IT vision, (b) Delivery of IS services, (c) Design of IT architecture
and (d) Core IS capabilities

-

(Jarvenpaa
Empirical
and Leidner,
1998)

Investigates how firms compete in new environments against foreign RBT
competitors. The research provides insights on strategic foresights and
flexibility, coupled with a trust affecting the internal and external
changes in turbulent environments.

-

Empirical
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Paper
Findings/Focus
RBT/ Process Level Effects
Type/Approach
DC and Firm Performance
Empirical
Identifies the characteristics for differentiating between what constitutes RBT resources and what constitutes capabilities. Drawing from the existing
RBT literature, empirically scrutinises six IT capabilities.

(Deeds
et Empirical
al., 2000)

Investigates the product development process in the biotechnology DC
industry from a DC perspective.

-

(Bharadwaj,
2000)

Defines IT capability construct. Based on the archival data, firms with RBT
higher IT capabilities were found to be larger than firms with lower IT
capabilities.

-

(Rindova
Empirical
and Kotha,
2001)

The co-evolution of organisational form, function and competitive DC
advantage in the dynamic environments are examined. Introduces
"continuous morphing" concept to study the firm's ongoing
transformations to sustain their competitive advantage.

-

(D'Este,
2002)

Empirical

Firms are clustered into three categories: (a) manufacturing, (b) R&D DC
and (c) marketing. Examines variations in firm performance based on
the set of capabilities firms posses.

-

(Zhu and
Kraemer,
2002)

Empirical

Develops several constructs to measure e-commerce capabilities and RBT/
distinguishes e-commerce capability metrics into: (a) information, (b) DC
transaction, (c) customisation and (d) supplier connection for empirical
tests. Findings revealed that traditional companies had to enhance their
alignment between IT infrastructure and e-commerce capability in order
to reap benefits through e-commerce.

-

Adopting the DC perspective, studies the evolution of the capabilities in DC
the Hollywood movie industry between the studio era and post-studio
era.

Assumes the practices
and routines of the firm
vary in mobilizing and
transforming
capabilities.

Empirical

(Lampel and Empirical
Shamsie,
2003)
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Authors

Paper
Findings/Focus
RBT/ Process Level Effects
Type/Approach
DC and Firm Performance
(Santhanam Empirical
Empirically confirms and extends the works of (Bharadwaj, 2000). RBT and Hartono,
Supports the findings confirming that firms with superior IT capabilities
2003)
display superior firm performance.
(Kearns and Empirical
Lederer,
2003)

Examines the influences of knowledge sharing on the alignment of IT RBT
and business strategies based on the frameworks of RBT. They identify
that CIOs of the firms contribute more than CEOs during strategic IT
alignment.

-

(Wade and Literature
Hulland,
Review
2004)

Provides a review of the previous RBT literature and possible RBT
extensions to make RBT more stable in IS research. Provides a
framework built on previous constructs from RBT literature. The
framework consists of outside-in, spanning and inside-out capabilities.

Identifies the limitations
of RBT. Suggests DC
perspective to
investigate the process
level effects.

(Zhu, 2004)

Empirical

Based on RBT, a theoretical framework is developed to investigate the RBT
main effects and interaction effects of e-commerce and IT on firm
performance. They identified that the synergy of IT infrastructure and ecommerce capability affected firm performance in terms of sales per
employee, inventory turnover and cost reduction.

-

(Bhatt and Empirical
Grover,
2005)

IT infrastructure was not found to be a critical component in creating RBT/
competitive advantage. This may be due to open standards, modular DC
development and availability of IT resources. Emphases IT personnel
expertise as an inimitable and valuable asset for firms to create
competitive advantage.

-

(Woiceshyn
and
Daellenbach
, 2005)

Comparative study on technology adoption between efficacious and less DC
efficacious firms. Efficacious firms reaped more benefits due to early
adoption. Efficacious firms had better skilled employees, better
technical and managerial skills, and values and norms that enabled
easier adoption.

-

Empirical
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Authors

Paper
Findings/Focus
RBT/ Process Level Effects
Type/Approach
DC and Firm Performance
(Ravichandr Empirical
Provides a framework for integrating IT resources, IT intangibles and RBT an
and
competitive advantage. The framework enabled the authors to
Lertwongsat
investigate the relationship between these elements. They identify that
ien, 2005)
variations in firm performance depend on the degree to which the firm's
IT supports its core competences.
(Ray et al., Empirical
2005)

Identifies that effects of IT are best observed at the process level of the RBT
firm. Results indicate that tacit, socially complex, firm specific
resources explain variations in the process performance. On the other
hand, IT resources and capabilities that are lacking these attributes are
prone to failure.

Performance at the
process level is said to
mediate between IT
capabilities and firm
performance.

(Huang
et Empirical
al., 2006)

Grant’s (1991) classification of IT resources is adopted and used to
investigate the association between IT investments and firm
performance. Superior IT infrastructure and human-IT resources had a
strong positive relationship with IT-enabled intangibles but not with
firm performance. IT enabled intangibles had a positive influence on
firm performance.

RBT

-

(Rivard et Empirical
al., 2006)

Adopts and tests Spanos and Lioukas’ (2001) model which integrates
the strategy from a positioning perspective and resource-based
perspective to investigate the role of IT in business performance.
Results indicated that there was a strong influence between IT support
for strategy and IT support from firm assets.

RBT

-

(Wu et al., Empirical
2006)

The authors investigated the mediation role of IT-enabled supply chain
capabilities between IT investments and firm performance. They found
that, with higher supply chain capabilities, firms were able to integrate
knowledge from multiple resources, enabling firms to respond quickly
and more effectively than their competitors in turbulent environments.

RBT

-
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Authors

Paper
Findings/Focus
Type/Approach
(Zhuang and Empirical
Adopting RBT, this research examines the effects of humans, business
Lederer,
and e-commerce technology on firm competitiveness. The results
2006)
partially support RBT. Only business and e-commerce technology
resources affected the firm level performance.

RBT/ Process Level Effects
DC and Firm Performance
RBT Their analysis did not
find any influence of
human resources on
firm performance.
Effects of process
redesigns contributed to
firm performance.

(Celuch et Empirical
al., 2007)

Integrates and examines the relationship between IT investments,
strategic alignment of IT, strategic flexibility and firm performance in
small businesses. Findings indicate IT investments directed towards the
strategic alignment of IT lead to strategic flexibility, which in turn leads
to firm performance.

RBT

-

(Karimi et Empirical
al., 2007)

Draws on RBT to investigate the failures in ERP implementation.
Categorises IS resources as knowledge, relationship and infrastructure
resources. Presence of IS resources in the firms moderates the strength
of ERP capability, which in turn has direct impacts on the business
process outcomes.
Defines IS competencies as Knowledge Management, Collaboration,
Project Management, Ambidexterity, IT/Innovation Governance and
Business-IS Linkages. RBT frameworks are utilised to examine the
effects of IS competencies on process innovation. The findings showed
that IS competencies affected conception, development and
implementation of process innovation.

RBT

Examines the effects of
ERP (IT) capability on
business process
outcomes

RBT

Examines the impact of
IT at the process level

(Tarafdar
Empirical
and Gordon,
2007)
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Paper
Findings/Focus
Type/Approach
(Byrd et al., Empirical
Examines the direct effects (IT infrastructure and firm performance)
2008)
and indirect effects (IT infrastructure impact on logistics IS
(intermediate variable) which impacts on firm performance). The
findings identified both the effects to be significant.

(Tangpong,
2008)

Conceptual

RBT/ Process Level Effects
DC and Firm Performance
RBT Identifies the first order
effects of IT on the
intermediate variables
in the process level, i.e.
the impact of Logistics
IS on supply chain
process

Investigates the IT Productivity Paradox through RBT and Game RBT
Theory perspectives. Points towards IT vendors as those who benefit
most when firms make commitments on IT investments.

-

(Lai et al., Empirical
2008)

Investigates the relationship between IT capability and competitive RBT
advantage in the 3PL industry based on the RBT perspective. The
results indicate that IT capability significantly affects the three
dimensions of competitive advantage: (a) reducing costs, (b) providing
innovative and customised services and (c) improving service quality.

-

(Jeffers
et Empirical
al., 2008)

Based on the frameworks on RBT, examines the relationship between RBT
IT capabilities and firm performance. Complementary effects between
shared IT business knowledge and business work practice, and scope of
IT application and open communication culture affected the
performance at the process level.

Customer service
process at the process
level mediates the
impact of IT on firm
performance
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Authors

Paper
Findings/Focus
RBT/ Process Level Effects
Type/Approach
DC and Firm Performance
(SotoEmpirical
Based on RBT, examines the relationship between the Internet RBT States that process
Acosta and
resources, IT enabled e-business capabilities, and e-business value (firm
oriented approach
Meroñoperformance). The survey results indicated that IT resources alone do
provides better
Cerdan,
not contribute to value creation, but enable in the creation of IT enabled
estimation of e-business
2008)
e-business capabilities. The e-business capabilities enable e-business
value creation.
value
Considers effectiveness
of online procurement
process to measure the
e-business value.
(Wang and Review
Ahmed,
2007)

Based on the prior research on RBT and DC, extends the construct of DC
DC. Identifies three component factors: (a) Adaptive, (b) Absorptive
and (c) Innovative Capability, which includes the common features of
DC.

-

(Fink
and Empirical
Neumann,
2007)

Examines the strategic payoffs from IT infrastructure (ITI) enabled RBT/
flexibility. The findings emphasised that IT personnel knowledge and DC
skills affect physical and managerial capabilities. They identify that
managerial capability influences the firm's competitive advantage.
Reporting to CEOs in large organisations lessens the effects of the
managerial capability on competitive advantage.

Process elements are
influenced by firm's
managerial and physical
capabilities.

(Liang et al., Meta2010)
Analysis

Examines the RBT literature to test for direct and in-direct effects. They RBT
identified that value of IT can be better explained by examining the
indirect effects. They also identified that technology resources enhance
efficiency aspects of the firm but not financial performance directly.

-

(Kim et al., Empirical
2011)

Identifies primary dimensions of IT capabilities. Examines the DC
influences of IT capabilities on firm performance mediated through
process oriented dynamic capabilities.

The radical alterations
in the business process
of the firm measures the
variation in firm
performance.
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2.6 Synthesis and Theoretical Framework
The Productivity Paradox, which argued that IT investments do not relate directly to
productivity, stimulated a substantial body of research devoted to examining the relationship
between IT investments and firm performance. This body of research has generated many
insights. For instance, the benefits from IT investments were found to be more widespread than
could be measured through only productivity or firm performance (Brynjolfsson and Yang,
1996). It also found that focusing on benefits such as financial gains ignores important
intermediated benefits such as improved quality, new products, customer service and
responsiveness (Brynjolfsson and Hitt, 2000, Kelley, 1994). A key conclusion is that it is
important to investigate the chain of intermediate variables between IT investment and
productivity (Barua et al., 1995, Mooney et al., 1996).
The focus on developing expanded nomological literature linking IT to firm
performance has generated a substantial research effort concerned with a deeper understanding
of key constructs. In particular, RBT has been employed as a theoretical framework to
investigate the constructs of IT resources, IT capabilities and firm performance (Santhanam
and Hartono, 2003). RBT suggests that firms combine IT resources to create distinct IT
capabilities, which contribute to firm performance (Figure 2.1). The DC perspective extends the
static orientation of RBT to account for firm performance in turbulent environments. The DC
framework focuses on the firm's ability to adapt, integrate, build and reconfigure internal and
external competencies to address changes in the environment. This perspective highlights the
firm's ability to change and adapt as a key factor in explaining performance. Figure 2.1
summarises the overall approach of the three perspectives.

IT Investment

Productivity
(a) Productivity Paradox

IT Resources

IT Capabilities

Competitive
Advantage/Firm
Performance

(b) Resource Based Theory

IT Resources/IT
Capabilities

Process
Changes

Competitive
Advantage/Firm
Performance

(c) Dynamic Capability

Figure 2.1: Different views to examine the relationship between IT and firm performance
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The significance of investigating the value of IT at the process level has been
extensively highlighted in the IS literature (Hammer, 1990, Davenport, 1993, Banker and
Kauffmann, 1991). In their review, Barua et al. (1995) identified the key role of variables at the
process level (such as product quality, inventory turnover, labour hours, impact of business
processes) in explaining organisational performance. They argued that this web of intermediate
level contributors, or the "lower level impacts", affects performance at the organisational level.
The process view approach argues that the value of IT within organisations is reflected
by how IT renews existing ways of performing activities in the intermediate processes of the
organisation. Those intermediate processes include operational (value chain of the
organisation) and management processes (control, coordination, information processing)
(Mooney et al., 1996). Organisations enhance their intermediate processes through IT-enabled
continuous improvements. Therefore, understanding the effects of IT capabilities introduced at
the process level provides a more valid evaluation of the effects of IT on firm performance
(McAfee and Brynjolfsson, 2008).
The literature review (Table 2.2) reveals that only a few studies investigating the
relationship between IT and firm performance have accounted for the impacts of IT at the
process level (e.g. Fink and Neumann (2007), Soto-Acosta and Meroño-Cerdan (2008), Jeffers
et al. (2008), Tarafdar and Gordon (2007), Karimi et al. (2007), Zhuang and Lederer (2006),
Ray et al. (2005)). However, these studies too have some limitations. For instance, Soto-Acosta
and Meririo-Cerdan (2008) focused solely on the online procurements process and its impact
on the creation of business value. Similarly, Jeffers et al.(2008) focused narrowly on the effects
of customer service process performance on firm performance. Anand and Fosso Wamba
(2013) were concerned only with the effects of RFID capabilities on firm performance
mediated through intermediate variables. While these studies investigate the first order effects
of IT, they tend to focus narrowly on specific processes or technology. There remains a need to
conduct further research to investigate the impact of IT on performance at the process level.
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2.7 Research Model and Hypotheses
Based on the above review, this research proposes the following conceptual research
model (Figure 2.2) to address the research questions raised in Chapter 1:
(1) Do capabilities of IT influence organisational performance?
(2) Do capabilities of IT affect performance at the business process level? and
(3) Does performance at the business process level affect organisational performance?
Capabilities of IT possessed by the firm can be leveraged to create variations in performance at
the process level of the firm; these influence the variation of performance at the organisational
level. These linkages form the basis of the research hypotheses, which are indicated by arrows
in Figure 2.2. The next section provides an overview and explains the linkage between these
theorised constructs.

H1

Capabilities of IT

Performance
Improvement at the
Process Level
Automational Effect
Informational Effect
Transformational Effect

IT Management Capability
IT Personnel Expertise
IT Infrastructure Flexibility

H2

H3

Performance
Improvement at the
Organisational Level
Financial Performance
Marketing Performance
Administrative Performance

Figure 2.2: Conceptual Research Model and Hypotheses

2.8 Hypotheses Development
2.8.1 Capabilities of IT
In the context of organisations, “capabilities” reflects the ability of the organisation to
combine its resources in such a way that better quality and performance at the organisational
level are achieved (Amit and Schoemaker, 1993). Capabilities of IT refer to the ability of an
organisation to combine its IT resources to quickly adapt to changing environments and to
sustain its competitive advantage (Section 2.4). Based on Grant’s (1991) and Barney's (1991)
classification of resources, Kim et al. (2011) categorised capabilities and resources as the
organisational (e.g., rules, relationships and culture), human (e.g., individuals skills and
knowledge) and physical (e.g., networks, devices) aspects. Hence, capabilities of IT can be
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defined as “the ability of the organisation to combine its organisational, personnel and
physical IT resources in order to create value to the organisation”.
Kim et al. (2011) identified IT management capabilities, IT personnel expertise and IT
infrastructure flexibilities as the primary dimensions of IT capabilities, in parallel with the
taxonomies (physical, human, organisational aspects) developed by Barney (1991). They also
claimed that these dimensions are interrelated and the synergy from these dimensions
influences the rapid changes in a firm's business process which lead to superior firm
performance. This categorisation appears to contrast with some of the prior research, where:
some literature classified all three dimensions as IT resources; some classified IT infrastructure
as IT resources, with IT personnel considered to be a higher order capability of IT; and others
identified IT infrastructure and IT personnel skills as capabilities (Ravichandran and
Lertwongsatien, 2005, Fink and Neumann, 2007). Given the lack of a broadly agreed
classification structure, this research uses the classification presented by Kim et al. (2011).
IT management capabilities refer to the ability of an organisation's IT and
management staff to administer IT resources and transform them for the creation of business
value for the organisation (Peppard, 2007). IT management capability refers to the
management of all heterogeneous IT components within the firm. IT management capability is
noticeable in the areas of planning, investment decision making, coordination and control
(Bhatt and Grover, 2005, Kim et al., 2011). Management staff within a firm must observe the
transitions and changes in external markets to identify opportunities and threats. Changes in the
external environment may necessitate manipulation of existing business strategies to sustain
competitive advantage. In order to support these renewed strategies, IT management must take
appropriate actions to ensure the alignment of IT resources with business strategies. The
importance of this alignment has been highlighted in the literature (Table 2.2). IT resources and
business strategies are interwoven; Feeny and Willcocks (1998) assert that IT resources
influence business strategies, and that business strategies have an influence on IT resources.
Ravichandran and Lertwongsatien (2005) identify that when a firm's IT resources are
controlled by a higher level of management, they receive better support. This, in turn,
influences the effectiveness of changes in the business processes, products and services of the
firm. Melville (2004) noted that successful implementation of business process innovations
requires the deployment of the right IT in the right business process.
IT personnel expertise is defined as the fundamental skills that IT staff possess in an
organisation (Lee et al., 1995). It is critical that a firm’s IT staff hold a combination of skills
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(e.g. awareness and management of IT), knowledge of IT elements (e.g. knowledge about
operating systems, databases, networks security and programming), and knowledge of
technology management for the efficient management of a firm’s IT resources. However, IT
personnel expertise becomes an intangible asset for firms when IT personnel understand how
the firm’s business strategies are combined with IT skills (Feeny and Willcocks, 1998, Rockart
et al., 1996, Ross et al., 1996). As IT becomes an integral part of business operations, IT
personnel who hold business knowledge are able to formulate effective IT solutions and
leverage their technical skills to align the firm’s strategies to changing environments.
Therefore, firms with competent IT personnel have a higher chance of meeting the demands of
changing environments by aligning IT strategies with business strategies, developing reliable
and cost effective systems, and anticipating IT needs for business services better than their
competition (Rockart et al., 1996, Bhatt and Grover, 2005, Kim et al., 2011).
IT infrastructures in organisations are composed of all IT assets such as software (e.g.
CRM, SCM, HR payroll), hardware (e.g. computers, servers, network and communication
devices) and data to support the information systems. Duncan (1995) identified the strategic
potential of IT resources as sharable and reusable possessions of a firm. Flexibility in the IT
infrastructure tends to evolve independently, integrating with new technologies and supporting
the continuous changes in the alignment of IT resources to business strategies. This flexibility
enables the IT resources that provide the foundation for a firm’s existing business processes to
support future applications also (Duncan, 1995).

IT infrastructure flexibility enables

organisations to develop, diffuse and maintain various information systems efficiently in the
context of changing business environments, market needs and strategies (e.g. partnerships,
mergers, strategic alliance) (Weill et al., 2002). For a firm to have the ability to reengineer its
business processes, it must rely on the flexibility of its resources and their applications. Greater
IT infrastructure flexibility enables firms to accommodate required changes and maximise the
advantages provided by their existing resources more effectively than their competition.
Studies indicate that flexible IT infrastructure can facilitate the achievement of integration and
modularity among and within information systems (Byrd and Turner, 2001).

2.8.2 Performance Improvements at Process Level
From a process oriented perspective, prior research argues that first order effects of IT
resources/IT capability occur at the process level of the firms by pointing to process efficiency,
effectiveness and flexibility (Barua et al., 1995, Mooney et al., 1996, Grant, 1991). The
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primary influences of IT at the process level can be understood based on Zuboff’s (1988)
conceptualisation. Zuboff (1988) categorises the effects into three distinct categories: automate,
informate and transformate. Automate effects refer to replacing human labour through the
automation of a business process. Informate effects refer to providing information on business
processes to senior management. Transformate effects refer to firms redefining their business
processes and relationships. An alternative categorisation involving nine types of process level
effects was proposed by Davenport (1993): automational, informational, sequential, tracking,
analytical, geographical, integrative, intellectual and disintermediating effects. These nine
types of effects were used to describe the indicators of improvements at the process level.
Based on the works of Zuboff (1988) and Davenport (1993), Mooney et al.(1996) proposed
three complementary types of IT-enabled effects related to business processes: automational
effect, informational effect and transformational effect.
Automational effect refers to the efficiencies resulting from utilising IT, primarily by
replacing human labour in the firm's business processes. In other words, efficiency in the
organisation is primarily captured by automating manual processes and substituting labour
based activities. Automational effects are directly associated with the performance of
operational processes and are reflected by savings in labour costs and inventory costs, and in
increased reliability, throughput and routinisation (Mooney et al., 1996).
Informational effect follows from IT’s capability to collect, store, process and
disseminate information. Improvements through automation at the operational level are also
associated with enhanced data capture. Firms with centralised data are able to exert enhanced
control over information processing, thereby making information and analyses available across
the firm. This enables greater transparency and control over business processes. It also
improves the timeliness and quality of decisions, which is reflected by improved decision
quality, responsiveness, empowerment and effectiveness of resource use. Further, effective use
of information improves the efficiency of administrative tasks and improves the effectiveness
of control, communication and planning processes (Mooney et al., 1996). Informational effects
are reflected primarily in improvements to management processes (Mooney et al., 1996).
Transformational effect refers to the value derived from IT capabilities to facilitate
and enable process innovation and transformation. The effects of transformation are reflected
by firms reengineering and redesigning existing organisational structures. They support new
and existing business processes, such as customer relationship management and new product
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development (Mooney et al., 1996). Transformational effects are concerned with the synergies
between management processes and operational processes.
Firms respond to changing external environments through renewed business strategies.
Business strategies become effective when firms align their available IT resources/IT
capabilities to support their renewed business strategies. During this course of action, firms
reengineer and innovate their business routines through the application of IT resources,
allowing them to adapt to external demands. Hence, performance improvements at the process
level refer to changes in the business process of an organisation from its previous state to a
newer state.
Following from the discussions above, the following hypothesis is proposed:
H1: Capabilities of IT have a significant positive effect on performance improvement at the
process level

2.8.3 Performance Improvements at Organisational Level
Firms’ financial performance has been the primary reference point used in prior studies
for evaluating the effects of IT capabilities on process level improvements (Table 2.2).
Financial performance measurements represent the variations in a firm's financial gains, cost
cutting, budget reductions and profitability. For example, Kim et al. (2011) measured the
indirect effects of IT capabilities through firms’ financial performance mediated through
changes in firms’ business processes. Santhanam and Hartono (2003) investigated the direct
effects of IT capabilities and firm performance. In their research, firms’ financial indicators
such as variations between the profit ratios and cost ratios were employed to operationalise
firm performance. They reported that firms with superior IT capabilities exhibited superior
current and sustained firm performance. In a similar study where performance was
operationalised in terms of various profit and cost based performance measures, Bharadwaj
(2000) reported that firms with high IT capability outperformed firms with low IT capability.
Another perspective on firm-level performance was provided by Tallon et al.,(2000),
who identified four different foci of performance: operations focus, market focus, dual focus
and unfocused approach from a survey data from 304 business executives worldwide. These
foci of performance were used to describe how firms utilised IT resources/IT capabilities. In an
operations focus, the focus of IT investments is to reduce operating costs while improving the
quality, speed and time to market. Market focused firms utilise IT to create and enhance value
propositions for their customers. Dual focused firms employ a mixture of operations focus and
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market focus, while unfocused firms do not have specific focus. Their research confirmed that
the identified corporate goals are useful indicators of IT payoff at the process level. Tallon et
al.’s (2000) perspective opened up many more dimensions in the investigation of the effects of
IT capabilities on performance improvement at the process level. This perspective contrasted
with prior research that had focused on improvements in financial performance at the
organisational level. They argue for a contingency approach towards selecting firm-level
measures of performance when investigating the relationship between IT and firm
performance. Specifically, Tallon et al. argued that financial performance measures can be
appropriate when investigating firms that are operations focused; however, utilising the same
measures to investigate firms that are market focused would be inappropriate.
Evan (1966) and Damanpour and Evan (1984) investigated the linkage between
technological innovations and administrative innovations. They emphasise that firms introduce
changes in their structures and processes to maintain or improve performance. While IT
resources/IT capabilities enable firms to improve financial performance and marketing
performance, they also enable firms to achieve better control over their resources, enhance
better coordination across a firm and allow firms to better plan for the future. Hence, IT
investments also result in improved administrative performance.
Building on the above discussions, this research focuses on performance improvement
at the organisational level as a multidimensional construct consisting of three dimensions:
financial performance, marketing performance and administrational performance. Financial
performance is reflected in a firm's profitability, cost cutting and budget reductions.
Marketing performance is reflected in an organisational focus towards creating value for
customers through customer satisfaction, price reduction, and providing new products and
services. Administrational performance is reflected in a firm's improved control over their
resources, enhanced co-ordination among and within organisations, and the ability to foresee
the future and prepare for changes.
Following from the discussions above, the following hypotheses are proposed:
H2: Capabilities of IT have a significant positive effect on performance improvement at the
organisational level
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2.8.4 Performance Improvements at the Process Level as a Mediator
Variable
Examining the effects of process level improvements on firm performance in prior
literature were limited to only specific processes or technologies. Further, these studies
provided limited insights on the role of process level improvements acting as a mediator
between the effects of capabilities of IT on performance improvements at the organisational
level. We hypothesised that the effects of capabilities of IT will have a significant positive
effect on performance improvements at the process level and on performance improvement at
the firm level. Building on the previous discussion from Section 2.8.1, Section 2.8.2 and
Section 2.8.3, we propose the following hypothesis:
H3: Capabilities of IT have a significant positive indirect effect on performance
improvement at the organisational level, which is mediated through a positive effect on
performance improvement at the process level

2.9 Summary
RBT and the DC perspective have provided researchers with a theoretical foundation
for investigating the Productivity Paradox. This chapter has examined the literature on RBT
and DC, and provided a theoretical framework for this research. The debate on the relationship
between IT and firm performance has generated a significant amount of research. Scholars
have investigated both the direct and indirect effects of IT on firm performance at the various
levels. However, the literature review revealed that few studies have investigated the
aggregated effect of the capabilities of IT on performance at the process level of the
organisation. Also, prior research has focused on examining only the financial aspects of firm
performance, to the exclusion of other aspects of performance such as marketing and
administrative performance. The research model developed in this chapter (Figure 2.2)
addresses this limitation of the extant literature.
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Chapter 3: Research Methodology

3.1 Introduction
Creswell (2009) identifies three types of research methods: Qualitative, Quantitative
and Mixed methods.
Qualitative research focuses on examining and understanding the meaning individuals
or groups ascribe towards a social or human problem. It allows the researcher to
systematically generate new insights from the observations. The nature of the data is soft
data, which comprises impressions, words, sentences, photos, symbols and so forth.
Qualitative research enables researchers to gain a multifaceted perspective of the phenomena
being investigated in its natural setting (Neuman, 2006, Yin, 2003, Creswell, 2009).
Quantitative research focuses on the issues being measured and causal relationships
between variables. Emphasis is given to the relationship the variables share rather than
concern with the meaning. These variables are measured through developed instruments such
that the numerical data can be analysed using statistical analysis. Hence the nature of the data
is hard data, in the form of numbers (Creswell, 2009, Zikmund, 2010, Kervin et al., 2006).
Mixed methods refers to the combination of qualitative and quantitative approaches. It
blends the philosophical assumptions and approaches from both qualitative and quantitative
research methods (Creswell, 2009), providing the researcher with multiple perspectives on
the phenomenon being studied. The triangulation typical of mixed methods provides
complementary strengths and is more comprehensive due to the partial overlap of methods.
Mixing methods can be achieved in two ways: (a) using the methods sequentially, one after
the other and (b) using both the methods in parallel (Neuman, 2006).
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Table 3.1: Summary of Qualitative and Quantitative Research (Neuman, 2006)









Qualitative Research
Researcher captures and discovers
meaning from the data.
Concepts are built in the form of themes,
motifs, generalisations and taxonomies.
Data extracted is specific to individual
settings.
Data formats are in the form of words,
images, documents, transcripts and
observations.
Enables systematic generation of theories
and is inductive.
Context based and research procedures are
systematic.









Quantitative Research
Researcher tests the constructed
hypotheses/propositions.
Concepts are in the form of variables.
Robust control of variables.
Data collection is systematic and
standardised.
Data is in the form of numbers.
Theory is mainly casual and is deductive.
Research procedures are standard and
frequently replicated.

Neuman (2006) described popular data collection techniques for both qualitative and
quantitative research methods. In qualitative research, data is primarily collected in two ways:
field research and historical-comparative research. In quantitative research, data is also
collected in two ways: experimental and survey techniques.
Field research is qualitative research in which the researcher directly observes and
records notes on people (or phenomenon being observed) in a natural setting for an extended
period of time. Case studies are the most widely used form of field research. Historicalcomparative research is qualitative research in which the researcher examines the data about
events and conditions in the historical past and/or in different societies. It examines aspects of
social life from a past historical era. Researchers who use this technique may focus on one or
several historical periods (Neuman, 2006).
Experimental research involves the researcher manipulating the conditions under
which research participants engage, and then analysing the data to establish a relationship
between the manipulations and the outcomes. Experimental techniques use logic and
principles found in natural science research, which is conducted in the labs or in real life
settings (Neuman, 2006). Using survey research, the researcher systematically records
responses about the same questions from a large number of respondents. In survey research,
questionnaires or interviews are developed to study people's beliefs, attitudes, behaviours and
opinions (Neuman, 2006).
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In order to answer the research questions established for this study, this research
utilises archived case study analysis complemented by survey techniques. This methodology
is discussed further in the following sections.

3.2 Qualitative Research Method - Archived Case Studies
Case studies allow researchers to extract information based on the experience and
observations made by the researcher from the research settings. This enables deeper
penetration and analysis to facilitate an understanding of the dynamics within that specific
setting (Eisenhardt, 1989). Case studies can be conducted through field studies, interviews,
direct observations, questionnaires and analysis of documents and records (Benbasat, 1987,
Eisenhardt, 1989).
Another qualitative research method is archival analysis. Archival analysis is a
technique for gathering and analysing content and text. Content refers to words, meanings,
pictures, symbols, ideas, themes or any messages that can be communicated. Text can relate
to anything written, visual or spoken that serves as a medium to communicate (Neuman,
2006). Since archival analysis deals with the analysis of the documented and preserved
materials, the primary data is likely to be more stable and can be reviewed repeatedly (Yin,
1999). Qualitative research methods, specifically case studies and archival analysis, enable
the researcher to understand the nature and complexity of the processes taking place and
allow valuable insights to be gained (Benbasat, 1987). This is particularly helpful in studying
contemporary and emerging topics.
However, case studies also have certain limitations. The very process of allowing
researchers to extract information from its natural setting can be subjective. This can lead to
difficulties in establishing the reliability and validity of observations. There are no controlled
mechanisms to prevent or detect biases induced by researchers. In addition, the data gathered
can also be subjected to biases arising from the observer. The data obtained from this method
can be too rich, broad and complex for analysis. The analysis of rich and complex data can be
limited by the skills of the researcher. Further, as the information is usually extracted from a
smaller group or population, the generalisability of the findings may be limited (Neuman,
2006).
In archival analysis, documents are usually created for a specific purpose or objective.
For instance, the archived cases in a corporate website are more likely to be designed for
marketing purposes. The text and description are usually selected such that the documents
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depict the vendor in a positive light. Hence, these cases may not account for all information a
researcher needs. The researcher has no control over of the data collection methodology used
to document the information. The data from the sources may also fail to address the issues
being studied. Lastly, archived documents are often not tailor-made to address the objectives
being studied, therefore investigators may be forced to conduct their analysis based on partial
information (Neuman, 2006, Yin, 2003).
In this research, archival data analysis of case studies is employed. This method can
provide some unique advantages. Investigators conducting case study research are required to
conduct fieldwork such as interviews and observations in order to study the phenomenon.
The fieldwork often requires a substantial amount of researcher time. If the data collected is
not in line with the research objective, the researcher is usually forced to re-conduct the
fieldwork. However, analysing archival reports of previously conducted case studies
eliminates the need for primary fieldwork by the researcher. Further, it also provides an
opportunity for researchers who do not have access to fieldwork to be able to analyse
interview and observation data.
The utility of archival analysis has been demonstrated in prior research and
specifically in the healthcare sector (Kohli and Hoadley, 2006, Bhakoo and Chan, 2011,
Kshetri and Dholakia, 2011, Mehrjerdi, 2011). For instance, Kohli and Hoadley (2006) used
archived document reviews to analyse the implementation of process reengineering projects.
Their archival analyses enabled them to identify the key issues for measuring the emerging
concepts in BPR projects. The archival analyses provided a basis for forming questionnaires
for the semi-structured interviews that were conducted in the latter part of their research.
Similarly, Kshetri and Dholakia (2011) conducted archival analysis to investigate the
relationships between outsourcing healthcare services and ICT infrastructure. The archival
analysis enabled the researchers to identify the critical issues for enhancing productivity in
the healthcare services through outsourcing. They also identified key factors needed to
increase the international linkages between the outsourced countries and healthcare industry.
Mehrjerdi (2011) utilised archival analysis to evaluate the success of RFID
implementation in the healthcare industry. In his study, archived cases were analysed to
determine the extent of RFID applications and usage in the healthcare industry. The archival
analysis also enabled the researchers to identify areas in the healthcare organisation that
could reduce operational costs through successful implementation of RFID.
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3.3 Data Collection
The aim of this research is to test the research model developed in Figure 2.2. The
data required to measure the constructs and test the hypotheses comes from a series of
documented and archived case studies. The methodology applied in this research is adopted
from Seddon and colleagues (Bhattacharya et al., 2010, Seddon et al., 2010), who employed
presentations and cases from the SAP website to investigate the implementations of ERP
systems. The case studies are limited to organisations in the healthcare industry, documenting
their experiences with the adoption of healthcare IT applications, such as electronic health
records, computerised physician order entry, picture archiving and communication systems,
ERP and enterprise application integration. The cases have been collected from the websites
of leading vendors and consultants in the IT products and solutions industry. These include
Thomson Reuters, SAP, IBM, Cisco, TCS, McKesson, Cerner, Microsoft, iSoft and RFID
Journal (Appendix 1 provides the online links for the cases). These cases were selected from
vendors' databases because all have been endorsed by the client firms (i.e. healthcare
organisations) and are published as cases of business transformation by the vendors' and/or
consultants' customer organisations. These cases contain verifiable facts such as the contact
details of the healthcare organisations, its members involved in these cases and quotes from
their interviews. This greatly enhances the credibility of the information being provided and
the conclusions drawn from the analysis.
This research is based on 100 case studies. 70 cases were retrieved from corporate
databases and an additional 30 cases have been included from the candidate's previous
research (Anand, 2011). A recent review of industry research identifies Thomson Reuters,
SAP, IBM, Cisco, TCS, McKesson, Cerner, Microsoft, iSoft and RFID Journal as the leading
providers of healthcare IT solutions (USmetros, 2012). The websites of the leading vendors
were searched using the keyword "case study", with the results limited to case studies
documented between 2002 and 2012. The identified case studies were then manually checked
against the established criteria, and only those pertaining to the healthcare industry were
selected for analysis. This search protocol provided us with recent data. The distribution of
cases across the vendors is as follows: SAP (7 cases), Cisco (4 cases), RFID Journal (20
cases), TCS (3 cases), IBM (6 cases), McKesson (6 cases), Cerner (13 cases), Thomson
Reuters (4 cases), iSoft (10 cases) and Microsoft. Since Microsoft’s website contained a large
number of cases, only the most recent 27 cases were selected to restrict the total number of
cases to 100.
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3.4 Quantitative Research Method - Survey Techniques
Kramer (1991) argued that the validity of results from survey-like techniques can be
greatly improved when these techniques are used in conjunction with other qualitative
research methods. Survey-like techniques deal with numerical data and investigate the
relationships between independent/predictor variables and dependent/criterion variables.
Quantitative research methods are used in this thesis to triangulate the results drawn from the
archival data analysis.
The utility of statistical analysis within the field of IS research has been demonstrated
in prior literature (Kohli and Sherer, 2002, Bhattacharya et al., 2010, Placide, 2012, SotoAcosta and Meroño-Cerdan, 2008, Bharadwaj, 2000, Bharadwaj et al., 1999). An example of
the utility of quantitative research methods is seen in a study by Kim et al. (2011), which
presented an examination of how IT Capabilities (IT management capability, IT
infrastructure flexibility and IT personnel expertise) influenced a firm to innovate its business
process and improve the financial performance of the firm. Quantitative research methods
enabled the researchers to capture the significance of IT Capabilities in enhancing the firm’s
performance. In another case, Deveraj and Kohli (2003) utilised quantitative research
methods to examine the relationship between IT (based on the actual usage of IT) and
performance measurements in the healthcare sector. This enabled the identification of the
significant relationship between IT usage in hospitals and each hospital’s financial
performance.
Surveys are used to capture beliefs, opinions, characteristics, and past or present
behaviour. Surveys can be reactive or non-reactive. Surveys that actively engage with people
to examine the phenomenon being studied through experimental conditions or by asking
direct questions are referred to as reactive surveys. In contrast, in non-reactive surveys the
participants or the unit in the study are unaware that information about them is being
collected for analysis (Neuman, 2006).
This research employs a non-reactive survey. Neuman (2006) identifies secondary
data analysis as one of the most popular non-reactive survey techniques. He defines
secondary data analysis as the statistical analysis of data that has been collected and stored
previously. Two types of non-reactive surveys are considered: existing statistics, and the
study of documents or content analysis.
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Existing statistics research involves the investigator re-examining and analysing
quantitative data that has been gathered by government agencies or other organisations. For
existing statistics, the investigator utilises previously generated reports or surveys. The
investigator extracts information to address the phenomenon being studied or the specific
research questions through a process of reorganising or combining the various quantitative
data which has been gathered (Neuman, 2006).
Content analysis involves extracting statistical information through the analysis of the
information and symbols contained in the documents and other communication mediums
(e.g. photographs, videos, advertisements). Extracting quantitative data from the content
analysis often allows the researcher to identify new information and insights that might
otherwise go unnoticed (Neuman, 2006). In order to address the research questions of this
study, this research adopts the non-reactive survey technique, extracting data through content
analysis. Applying qualitative methods, archived case studies were selected to study the
relationship between capabilities of IT, performance improvements at the process level and
performance improvements at the organisational level. Employing a non-reactive survey
method will assist in triangulation to confirm the conclusions drawn from this qualitative
analysis of the case studies.
When conducting the non-reactive survey through the application of content analysis,
careful measures are required to ensure that the quantitative data extracted from the raw
information presented in the documents is valid. Identification of the constructs and
development of the coding schemes to operationalise these constructs also need to be
developed thoughtfully. The coding schemes are comprised from procedures to
systematically observe and record the content of the texts. Based on the research approach,
there were two appropriate coding mechanisms that could have been applied: manifest coding
and latent coding (Neuman, 2006).
Manifest coding refers to the coding of the visible and surface content of the text. In
this type of coding, the researcher usually counts the frequency or the number of times a
word or a phrase appears in the raw data present in the documents. In latent coding, the
researcher examines the underlying, implicit meaning of the content of the text. Latent coding
is guided by a general set of rules for researchers to categorise extracted information.
Although latent coding appears to be less reliable then manifest coding, the reliability of its
application depends on the researcher's knowledge. Neuman (2006) states that the existence
of proper training, practice and robust rules to guide the researcher improve the reliability. He
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also underlines that the validity of the latent coding surpasses manifest coding as the meaning
is extracted based on the context rather than specific words or phrases.
Neuman (2006) suggests four steps for conducting content analysis research:
(1) Question Formulation,
(2) Units of Analysis,
(3) Sampling, and
(4) Variables and Constructing Categories.
Question formulation refers to identifying the research questions and construct development;
these issues have been discussed in Chapters 1 and 2 of this thesis. Unit of analysis refers to
the amount of text to which the researcher assigns a code. Often, the unit of analysis is books,
newspapers or articles. In our research, the unit of analysis is the individual case study.
Sampling refers to the population and the sampling elements considered for extracting the
data. In this research, all the contents for the analysis is taken from the case studies collected
from the websites of leading IT vendors and consultants, as discussed in Section 3.3. In the
Section 2.8, we discussed the development of constructs and hypotheses, which covers Step
4.
Table 3.2 below provides the definitions of the constructs and items employed in this

research.
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Table 3.2: Constructs Developed

Construct

Definition

Capabilities of IT The ability of the organisation
to combine its organisational,
personnel and physical IT
resources in order create value
to the organisation.

Performance
Improvements at
the Process Level

Continuous changes in the
business process of an
organisation from its previous
state to a newer state.

Item

Definition

Example

IT Management
Capability

The capability of the
organisation's IT and
management staff to administer
IT resources and transform
them towards creating business
value for the organisation’s
sustainability.

Strategic planning and enhancing
relationships within and across firms.
IT management capability is
noticeable in the areas of planning,
investment decision making,
coordination and control.

IT Personnel
Expertise

The fundamental skills of the
IT elements that staff possess
in the organisation.

Skills to combine IT resources
(software, hardware, networking etc.)
and business strategies.

IT Infrastructure
Flexibility

The ability of the IT
infrastructure in the
organisation to support
continuously changing
business strategies while being
able to add, reconfigure and
evolve easily.

Ability to develop, diffuse and
maintain multiple information
systems efficiently to changing
business environments.

Automational
Effect

Refers to the efficiency
perspective of value derived
from utilising IT to replace the
human based process in the
firms.

Utilising machines to do labour
works, automating processes.

Informational
Effect

Refers to IT’s capability to
collect, store, process and
disseminate information within
and among organisations.

Ability to draw and share any kind of
data within and across firms. Reflects
quality decisions and quick
responsiveness.
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Improvements at
the
Organisational
Level

Ability of the organisation to
achieve financial/marketing/
administrational performance
to sustain their position in
competitive environments.
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Transformational Refers to the value derived
Effect
from IT capability to facilitate
and enable process innovation
and transformation.

Reengineering and redesigning the
existing organisational structure to
support enhanced customer
relationships, improve
products/services, form new
products/services and make
advancements in competitive
capability.

Financial
Performance

Ability of the firm to attain
financial gains.

Profitability, Cost cuttings, Labour
savings and Budget reductions.

Marketing
Performance

Organisational focus towards
creating value for the firm’s
customers.

Enhanced customer satisfaction, price
reduction, providing new products
and services.

Administrational
Performance

The firm's renewed control
over resources, enhanced coordination among and within
organisations.

Enhanced co-ordination among
departments and management’s
control over firm’s resources.
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3.5 Data Collection and Measurement of Constructs
The methodology selected to measure the constructs was adopted from Seddon and
colleagues (Bhattacharya et al., 2010, Seddon et al., 2010, Shang and Seddon, 2000).
Bhattacharya, Seddon and Scheepers (2010) utilised non-reactive survey research to
investigate the strategic potential of enterprise systems and the ability of enterprise systems to
enable business transformations. Specifically, they examined 94 archived cases that had
adopted enterprise systems. These cases were drawn from the website of SAP, a leading
vendor of enterprise systems. The authors examined the texts of the cases to measure the
constructs in their proposed model. The structure of the data generated in the Bhattacharya,
Seddon and Scheepers study was similar to that which might have been generated through a
reactive based survey, such as that employed by Soto-Acosta and Meroño-Cerdan (2008),
Byrd et al.(2008) and Karimi et al.(2007). The research subsequently analysed the data to
assess the extent of statistical association between the constructs. Spearman's correlation
analysis was employed.
Following the methods of Bhattacharya et al. (2010), Seddon et al. (2010) and Shang
and Seddon (2000), this research performed a survey-like study on the archived case studies
to test the hypotheses presented in Section 2.8. A 3-point scale (2-4) was employed. A value
of 2 corresponds to “Low” and a value of 4 is “High”; missing values were labelled as 1 and
excluded from the analysis. The scale (Table 3.3) used for measuring the item indicators in
this research is similar to the scales developed by Bhattacharya, Seddon et al. (2010) and
Seddon (2010).
The cases were analysed one at a time by the research candidate. Analysis involved
coding the following variables: IT Management Capabilities (ITMC), IT Personal Expertise
(ITPE), IT Infrastructure Flexibility (ITIF), Automational Effect (AE), Informational Effect
(IE), Transformational Effect (TE,) Financial Performance (FP), Marketing Performance
(MP) and Administrational Performance (AP).
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Table 3.3: Scoring Rules

Score
1
2
3
4

Scoring Rules
Meaning
Missing value: Inferred by no evidence (ideas associated with the construct are not
mentioned anywhere)
Low (indistinct, unclear or vague mention of construct)
Medium (clear mention of the construct)
High (clear and repeated mention of the construct)

Measurement of IT management capabilities:
For coding the cases on IT management capabilities, the case text was searched
manually for evidence of creating business value utilising IT. Quotes and text providing a
clear mention of the use of IT towards, for instance, better planning, investments, decision
making, coordinating or control of activities were treated as evidence of a high level of IT
management capability. For instance, the following quote from a case study was scored as
high (=4) because it reflects the ability of IT management to utilise IT resources to enhance
operations by collaboration, coordinating information and automating processes. Further
supporting evidence was also found in the case, confirming the judgement that the case
evidence reflected a high level of IT management capabilities.
“To enhance the operational efficiencies, Indraprastha Apollo felt the need to improve its
procurement system. Srinivasan Raman says, “We knew what the bottlenecks were. After we
looked closely at the IT systems, it became obvious that we had some infrastructure related
issues. What we needed was a solution that would facilitate collaboration, automate internal
processes, provide a central location for sharing information and, above all, provide
complete transparency.” - Case 54
A case was assessed as reflecting medium (=3) IT management capabilities when
there was clear but limited mention of the use of IT to create business value. Such cases did
not provide extensive and/or direct evidence when compared to the cases that were assigned a
score of 4. The following excerpt from a case shows that IT was being used to support
collaboration. However, the case does not provide further evidence of the firm using IT
extensively for other business functions and operations.
Michael Gold, Executive Vice President of the Hawaii Medical Service Association (HMSA),
explains why access to care is so important to all Hawaii residents: “We are essentially a
rural state. Often, you can't just drive into town to get to the medical system that exists in
Honolulu—you are separated by water. This technology gives us the opportunity to connect
people over distances so they can get the kind of care they need.” – Case 50
Similarly, a score of 2 (=low) was assigned to cases where there was limited evidence
of the firm's IT management capabilities. This could be reflected, for instance, by only a
47

Chapter 3: Research Methodology

MIST(R)

limited use of IT to support operations, or the extensive use of legacy systems. A sample
excerpt from a case that is rated as low is below.
“After years of working with disparate or non-existent IT systems across its 70 radiology
centres, Euromedic decided to implement a standard radiology information system (RIS) in
an effort to streamline operations” – Case 69
In the quote above, the existence of a fragmented and legacy IT architecture, and
evidence of repeated IT failures, can be seen.
Finally, all cases with no evidence in relation to the constructs under study were given
a score of 1.
Measurement of IT personnel expertise:
Cases reflecting a high level of expertise of IT personnel were rated as 4 (=High). For
instance, the excerpt below clearly reflects a high level of IT personnel expertise. The
description informs the reader that IT personnel were involved in maintaining and supporting
the organisation’s core infrastructure. In addition, ability to manage and build several
software solutions reflects the ability of the IT personnel. The case also provided further
evidence to support this assessment.
“The hospital has 2,300 employees in addition to 16 dedicated IT staff for managing core
infrastructure and nearly 50 software applications that support care management and
hospital administration.” – Case 83
“The IT staff at Ruijin Hospital knew that the groundwork for intelligent healthcare services
depended on effective collection, analysis, and use of data. So hospital staff worked with
Microsoft solution experts to create several solutions, all built around Microsoft SQL Server
2012 data management software.” – Case 77
A score of 3 (=Medium) was assigned to cases where the level of IT personnel
expertise could be assessed as competent, but not extensive as would be required to manage
emerging technologies.
“When IT personnel complete the Active Directory accounts for new employees, they do so
using the prepopulated personal data provided by Identity Lifecycle Manager 2007, such as
name, address, and phone number. The IT personnel need to add only information specific to
Active Directory, such as associating the employee with an organisational unit to provide
role based rights to network resources” – Case 51
A score of 2 (=Low) was assigned to cases that provided evidence of a weak level of
IT personnel expertise. This could be indicated, for instance, by relying on contractors and
vendors to perform core activities. These cases did not present any specific evidence of the IT
staff’s tasks or skills possessed. For example:
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“TCS consultants performed a full analysis of the SmartScript application and created
comprehensive documentation for Boots and its technology partners” – Case 24
Measurement of IT infrastructure flexibility:
Cases were assessed as reflecting a high (=4) level of IT infrastructure flexibility if
there was extensive mention of the organisation’s ability for developing, diffusing and
supporting existing as well as new IT infrastructures.
For instance, the text below clearly mentions a number of infrastructure technologies
being employed in the organisation, as well as the ability to develop and maintain IT
infrastructure.
“In deploying RFID, MSKCC wanted to capitalise on its existing wireless infrastructure,
based on the 802.11 specifications, from Cisco Systems. It supported the hospital's Voice over
Internet Protocol (VoIP) telephony system, medical devices and computer workstations. The
biomedical engineering and IT groups reviewed RFID providers, assessing such factors as
operational capabilities, technical specifications, fit with the existing infrastructure and cost.
The team decided to launch a pilot program with technology provider AeroScout, to ensure
system functionality and capability within the hospital's environment” – Case 98
A score of 3 (=Medium) was assigned, for instance, to cases that provided evidence
of existing high end IT infrastructure, but limited evidence of flexibility to enhance existing
infrastructure to support operations.
“At the core of KDL Test is the lab management solution, iSOFT Laboratory. With its multilanguage capabilities, comprehensive functionalities and ﬂexible system architecture, iSOFT
Laboratory was able to meet the complex requirements of KDL Test, with no special
adjustments necessary” - Case 72
Finally, a score of 2 (= low) was assigned to cases that provided weak evidence of a
low level of IT infrastructure flexibility. For instance, in the excerpt below, the existence of
fragmented IT and a low level of support from the IT infrastructure for an integrated
application portfolio were considered as evidence of low IT infrastructure flexibility.
“TCS analysed 15 MSMC applications that catered to the administrative, clinical and
financial functions and studied the requirements for the new system in detail” – Case 23
Measurement of automational effect:
The scoring for the automational effect was assigned based on the efficiency gains
that organisations were able to capture by employing the capabilities of IT. Cases that
provided clear evidence of organisations that automated previously manual/paper based
processes, increased efficiency in operations and routinisations, and increased reliability were
assigned a score of 4. For example:
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“With the implementation of the Store Indent Management system developed on SharePoint,
the hospital can now automate the full cycle of putting in a requisition for approval along
with real time information of stock availability... With process automation, we have
streamlined our internal procurement operations, so that we can focus on our strategic
work… Indraprastha Apollo has eliminated several manual IT tasks and saves considerable
time through process automation” – Case 54
A score of 3 was assigned to cases with descriptions that reflected automational
effects, but that did not specify any aspects of the automation effects such as automating
manual/paper based processes, increasing efficiency in operations, routinisations and
increased reliability. The following description from one case reflects the replacement of
manual processes by automated processes, eliminating the requirement for supervision and
filing paper based forms.
“With the automated processes in SQL Server 2012 and in SQL Server 2012 Analysis
Services and Reporting Services, we’ve cut the time needed to maintain some reports from
one or two days to a few hours per month.” – Case 59
A score of 2 was assigned to cases that provided some discussion reflecting the level
of automational effect. Some of the cases mentioned automation as the result of
implementing IT. Other cases depicted the influences of automation effects such as an
increase in efficiencies, reliability and throughput from the implementation of IT. These cases
provided evidence of weak automational effects. A sample excerpt is shown below.
“Our meetings are more productive and focused because we get some things done in real
time using this collaborative tool (IT system) that has us all engaged”- Case 37
Measurement of informational effect:
Cases were assessed for informational effect based on the organisation’s ability to
collect, store, process and disseminate information. Additionally, the informational effect is
reflected in improvements in decision quality, responsiveness and resource utilisation. Cases
that clearly displayed these aspects were assigned a score of 4. Some excerpts from a case
assigned a score of 4 are shown below.
“The biggest benefit of Power Pivot for Excel is how it will give our information workers
much more access to CareGroup data,” Shammout says. “They can import and analyse vast
quantities of data from disparate sources. They can personalise the information, slice and
dice the data, and then produce their own reports for publication on SharePoint Server
2010” - Case 81
“WebSphere Business Glossary enables the understanding of BioGrid data for community
collaboration by allowing staff to create, manage and share information about the types of
research and data that is available with researchers worldwide. Researchers can browse the
categories of data available by description and understand the technical composition of those
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structures” – Case 25
A score of 3 was assigned to cases that reflected informational effects, but mentioned
only a few aspects of the informational effects, such as the organisation’s ability to collect,
store, process and disseminate information. Sample text from a case assigned a score of 3 is
provided below.
“Through it (IT system) physicians receive system updates, share information, collaborate
and communicate with their peers in real time” – Case 37
A score of 2 was assigned to cases that provided weak evidence of informational
effects. Text and quotes covering one attribute of informational effects with weak evidence
were also assigned a score of 2. For instance, the following excerpt describes the reliability of
the data available from the IT system.
“We no longer have debates about the validity of data – everyone trusts that the information
is accurate. We’ve managed to eliminate data as a variable - Fred Ford, Senior Vice
President, Sisters of Mercy Health System” – Case 6
Measurement of transformational effect:
The score for the transformational effect was evaluated based on the organisation’s
ability to derive process innovations from IT. Enhancing products/services, relationships with
customers, and advancements in competitive capability were the main metrics for scoring this
construct. Cases that clearly displayed these aspects were assigned a score of 4. An excerpt
from a case assigned a score of 4 is shown below.
“With innovation in medicine and support from technology, we are able to offer dialysis at
least 30 percent lower than our competition…We have competitive advantage by being in the
position to provide dialysis services at a competitive price.” Gaurav wraps up, “The solution
is flexible enough to scale up to multiple centers” - Case 58
A score of 3 was assigned to cases with descriptions reflecting only a few aspects of
the transformational effects. The sample text below reveals that IT was implemented to
enhance services to the patients. Another case mentions the improvement in turnaround time
after improving the process through new IT services.
“..systems to enable doctors and nurses to access Electronic Health Records (EHRs) at the
patient’s bedside; deployment of wireless phones in surgery suites; and a variety of clinical
solutions designed to help clinicians deliver the best of care to their patients.” – Case 11
“When the hospital introduces a new IT service, the application team can provision a virtual
server in just 30 minutes, compared to 90 minutes for a physical server” – Case 9
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A score of 2 was assigned to cases that mentioned transformational effects indirectly.
The following excerpt mentions the enhancements and improvements that were achieved
after redesigning the processes.
“The improved metrics (on IT implementation) include: bad debt declined to less than 2%
from nearly 7% of gross revenue, accounts receivables aging (DAR) dropped from 129 days
to 48 days, accounts receivables >120 days fell from 46.4% to 18.5%.” – Case 31
Measurement of financial performance:
Evidence of revenue gains, reduced costs, budget reductions and profitability at the
organisational level resulting from improvements in process level performance were
considered in assigning the score for financial performance. Cases that clearly displayed
these aspects, and were supported with extensive evidence, were given a score of 4. An
excerpt from a case assigned a score of 4 is shown below.
“Children’s Hospital estimates this saves the hospital $630,000 per year. KIDS has led to the
following HIM team benefits: A 2.6-day-decrease in accounts receivable and annual savings
of $120,000 because the majority of the inpatient record is online, 39% decrease in loose
filing, which saves $43,500 per year, improved completeness and legibility of documentation
with the EMR, which speeds chart closure by 30 % to 50 %...estimates hard cost savings due
to decreased adverse drug events at $811,439 annually. Combined with other resulting
savings and efficiencies, KIDS is credited with saving the hospital $4.6 million annually. “We
believe we will experience an additional $1.4 million savings per year with two upcoming golive projects,” – Case 38
A score of 3 was assigned to cases that mentioned only some aspects of financial
performance. A sample text from the case mentioned cost savings of 50% in IT support costs,
achieved through implementation of new systems and process innovation. However, this case
did not provide any evidence of gains in other aspects of financial performance, such as
profitability or revenue gains.
““Significant cost savings thanks to a reduction in the number of point-to-point
connections… we have reduced our IT support costs by 50 %” says Devaud” – Case 82
A score of 2 was assigned to cases that mentioned only a few aspects of financial
performance. The excerpt from the case shown reveals only that cost savings were one of the
results upon implementing IT; the case did not specifically mention the extent of savings.
“Eliminating paper clutter has also allowed the practice to realise a tremendous space
savings, which translates into further cost savings” - Case 40
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Measurement of marketing performance:
Cases providing evidence of achieving higher customer satisfaction through the
provision of new services/products that met customer needs were assigned a score of 4. For
instance, the case excerpts below reflect the ability of the organisation to provide enhanced
customer services and achieve customer satisfaction.
“Dr. Sajjad A. Yacoob, Childrens Hospital’s chief medical information officer, said the
primary focus of the project is patient safety. “It’s not about the software,” Yacoob said.
“It’s about the baby in the bed. Ultimately, our focus and goals have always been, and
continue to be, to care for our patients.””
“The system provides a longitudinal record with clinical decision support rules across
inpatient and outpatient venues. Since the implementation of KIDS, the hospital has realised
numerous benefits. These include: 1) Improved patient safety and quality of care 2) Enhanced
operational efficiency 3) Increased customer satisfaction (staff, faculty and patients)
4) Integrated the electronic medical record (EMR)” – Case 38
A score of 3 was assigned to cases with descriptions that supported marketing
performance. These cases specifically mentioned only a few aspects of marketing
performance and provided evidence of improvement in only some aspects of marketing
performance. For example:
“Improving customer service is a key strategic objective for Boots, and this is underpinned
by a modern pharmacy system with reliable support” – Case 24
A score of 2 was assigned to cases that indirectly mentioned some aspects of
marketing performance. For instance, the excerpt from the case below informs us about the
organisation’s vision for implementing EMR (new services) to change its routine activities in
order to deliver a high standard of treatment quality, but did not specifically mention how
EMR was actually implemented.
“Because we can be more efficient, we feel that patients may have a higher level of
satisfaction” - Case 83
Measurement of administrational performance:
Cases that provided evidence of an organisation gaining control over its resources,
staff and processes, and enabling superior coordination and control between them at the
organisational level, were assigned a score of 4. The following excerpt was assigned a score
of 4.
“The combination of administrative, medical and radiological data in a joint system allows
improved planning and control at the touch of a button, as well as comprehensive
performance analyses related to individual facilities across different countries” – Case 69
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A score of 3 was assigned to cases that provided evidence of improvement in some
aspect of administrational performance but did not specifically mention or cover most of the
aspects of the administrational performance. For instance, the excerpts below provide
evidence of the benefits achieved by revising a specific process but they do not provide any
evidence to support improvements in other aspects of administrative performance.
“… it enables the hospital to know when specimen tubes are moved from one location to
another, thereby helping the facility to keep track of them. Managers can also monitor the
time it takes for a particular tube to be moved from the pathology lab to the biobank” – Case
14
“It improves administrative functions such as billing and registration. And, reduces
resources dedicated to these functions while continually improving quality care standards” Case 55
Finally, a score of 2 was assigned to cases that provided evidence of only weak
improvements in administrative performance. For instance, the following excerpt mentions
control over patient care but provides no evidence of the level of improvement.
“Tracking and monitoring each dialysis machine ensures control over patient care across all
locations” – Case 58

3.6 Data Analysis
This section describes the data analysis conducted to test the hypotheses. The analyses
performed include correlation analysis, multiple regression analysis and tests for mediation.

3.6.1 Correlation Analysis
Before describing the mechanics of the correlation technique, a brief overview of the
concept should prove helpful. Correlation analysis will help to determine whether the
variables in our research model (i.e. capabilities of IT, performance improvements at the
process level and performance improvements at the organisational level) are related to each
other. The simplest method to determine whether the two variables are associated with each
other is to see whether they covary, i.e. if a change in one variable is associated with a change
in the other variable. For instance, consider the two variables X and Y. Intuitively, two
variables, referred to as X and Y, covary if the values of X deviate from its mean in a similar
fashion as the values of Y (Figure 3.1). Mathematically, the covariance between the two
variables is defined by the following equation (Pedhazur and Schmelkin, 1991, Field, 2009):
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Eq. 3.1

where
syx is the covariance of Y with X,
N

 (Y
i 1

i

 Y )( X i  X ) or ∑yx is the sum of the cross product deviations of pairs of Yi and Xi

scores from their respective means and
N is the sample size.
Covariance is a symmetric index i.e. syx=sxy.

(a) Negative Correlation

(a) Positive Correlation

(a) Zero Correlation
Figure 3.1: Sample Correlation Graph

If a positive value is returned by the equation, this indicates that the changes in one
variable deviating from its mean are accompanied by changes in the other variable deviating
from its mean in the same direction (see Figure 3.1 (a)).
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If a negative value is returned by the equation, this indicates that the deviations of one
variable from its mean are accompanied by changes in deviation of the other variables, but in
the opposite direction (see Figure 3.1 (b)).
If a zero value is returned by the equation, it indicates that the deviations of one
variable from its mean have no relation with the changes in deviation of the other variable
(see Figure 3.1 (c)).
The magnitude of covariance returned by the Eq. 3.1 is influenced significantly by the
scale on which X and Y are measured. The dependence on the measurement scales is
overcome by converting the deviance scores (i.e. the Yi  Y and X i  X scores) into a
standard set of units by dividing the deviance scores by their respective standard deviations
(i.e. by Sx and Sy). This process is known as standardisation. Standardised scores are not
affected by the units of measurement. The covariance of the standardised scores is known as
the correlation coefficient. The correlation coefficient can be obtained by dividing the
covariance of the two variables (Eq. 3.2) by the product of the standard deviations of the two
variables, as follows (Pedhazur and Schmelkin, 1991, Field, 2009).
N
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s yx
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Eq. 3.2

Eq. 3.3

Eq. 3.4

where
ryx is the sample correlation coefficient between Y and X,
syx is the sample covariance,
sy and sx are the sample standard deviations of Y and X respectively.
This standardised correlation coefficient is also referred to as the Pearson productmoment correlation or Pearson correlation coefficient (r). The value of the standardised
covariance, i.e. the correlation coefficient, lies between -1 and +1. The correlation coefficient
enables us to estimate the extent of association between two variables: a correlation
coefficient of -1 indicates a perfect negative association; a correlation coefficient of +1
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indicates a perfect positive association; and a correlation coefficient of 0 indicates no
association.

3.6.2 Multiple Regression
Correlation analysis estimates the association between two variables proposed in the
research model. However, in cases where more than one independent variable is employed to
predict the dependent variable, correlation analysis is not suitable. In such cases, multiple
regression analysis is employed (Figure 3.2). Multiple regression enables researchers to
examine the size of the joint effects of multiple independent variables on a dependent
variable (Field, 2009).
A special case of multiple regression is simple regression, which involves one
independent variable. Simple regression is equivalent to correlation analysis.

X1
X2
Y

Xn
Independent Variables

Dependent Variable

Figure 3.2: Multiple Regression and Graph

Considering the case of two independent variables, X1 and X2, the size of the effects
on the dependent variable Y can be represented as follows:
Y' = a+ b1X1 + b2X2 + error

Eq. 3.5

where
Y' is the predicted score,
Xi is the ith independent variable,
a is the intercept, and
bi's are (partial) regression coefficients as shown in the above graph.
The gradient/slope of the line defines the value of regression coefficients (Figure 3.2). The
slope touching the Y-axis is the intercept (a). However, there is usually considerable variation
of the observed points around the fitted regression line. The deviation of a particular point
from the slope (its predicted value) is called the residual value. The points that lie above the
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slope are the overestimated values and the points that lie below the slope are the
underestimated values. The smaller the variation of the residual values around the regression
line relative to the overall variability, the better is the prediction model. For instance, if there
is no relationship between the independent and dependent variables, then the ratio of the
variations of residual values of the dependent variable to the original variance will be 1. If
independent and dependent variable are perfectly related then there will be no residual
variance and the ratio of the variances would be 0 as all the points are expected to be on the
slope (Pedhazur and Schmelkin, 1991).
Returning to the equation, the intercept (a) and slope (b) are computed using the
following equation (Pedhazur and Schmelkin, 1991, Field, 2009):

a  Y  b1 X 1  b2 X 2
b1 

ry1  ry 2 r12 s y
.
2
s1
1  r12

b2 

Eq. 3.6

ry 2  ry1 r12 s y
.
2
s2
1  r12

Eq. 3.7

where
ryi is the Pearson’s correlation between the dependent variable and the ith independent
variable,
r12 is the Pearson’s correlation between the two independent variables,
sy are the sample standard deviations of Y,
s1 and s2 are the standard deviations of X respectively, and
Y , X are the means of Y and X.
In the discussion of correlation above, the importance of the standardisation process
was highlighted. Similarly, the b values calculated above refer to the unstandardised
regression coefficients; these are in the units of the raw scores. The magnitude of b is
determined by dividing the standard deviation of the dependent variable by the standard
deviation of the respective independent variable. Earlier, it was explained that the unit of
measurement affects the magnitude of the standard deviation; hence, it is important to
compute standardised regression coefficients in multiple regression analysis as well to make
them more interpretable. The standardised regression coefficients are computed as follows
(Pedhazur and Schmelkin, 1991):

1 

ry1  ry 2 r12
1  r12

2

2 

ry 2  ry1 r12
1  r12

2

Eq. 3.8

Comparing the equations of the unstandardised (b) (Eq. 3.5) and standardised
regression coefficients (β) (Eq. 3.8), we see the equation for β is in terms of r’s, which are
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standardised. Thus, βi is interpreted as the effect of change of the standard deviation of Xi on
Y, expressed in terms of the number of standard deviations. To interpret the direction of the
relationship between variables in multiple regression analysis, the signs (+/-) of the
regression or β coefficients are considered. If the β coefficient is a positive value, then the
relationship between the dependent variable and the independent variable in question is
positive, if the β coefficient is negative then the relationship between the variables in question
is negative and, if the β coefficient is equal to zero then there is no relationship between the
variables (Pedhazur and Schmelkin, 1991).
Test for Significance:
Correlation: Pearson's correlation (r) requires the data to be in an interval/ratio scale
for precise measurement of association between the two variables. Further, an assumption is
made that the distributed data is normal when calculating the significance of the correlation
coefficient. It is inappropriate to use Pearson's correlation if the data is not normal or not
measured at the interval level. In this research, the included data pairs use an ordinal scale. In
such cases Spearman's correlation coefficient is recommended. Spearman's correlation
coefficient is a non-parametric approach that can be utilised when the normality assumption
on the data is not made. It is more suitable for measurements taken on an ordinal scale. The
calculations behind Spearman's and Pearson's correlations are similar; however, Spearman's
correlation is calculated from first ranking the data and then applying Pearson's correlation.
Kendall's tau is another method, similar to Spearman's correlation, for using a non-parametric
approach. Kendall's tau is specifically suited to a smaller data set consisting of a large
number of tied values (Field, 2009).
Conducting tests to determine significance allowed the researcher to support or reject
the hypotheses being tested, based on the sample data. A test of significance estimates
whether the regression coefficients are significantly greater than zero, or whether the
magnitude of the coefficient obtained could have been obtained by chance if a small sample
were drawn from a population with a true regression coefficient of zero.
Two types of tests for significance can be performance through multiple regression
analysis: test for R2, and tests of partial regression coefficient (b's).
Test for R2: R2 represents the proportion of variance in Y that is explained by the
estimated regression equation. A test for R2 is performed by testing the significance of Fstatistics calculated from the following equation:
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R2 / k
(1  R 2 ) /( N  k  1)

Eq. 3.9

where R2 is the squared multiple correlation of the dependent variable with all the
independent variables, k is the number of independent variables, and N is the sample size.
The application of the equation tests for the statistical significance of the proportion of the
variance accounted by all the independent variables. If the value from the F ratio is larger
than the critical value of the pre-specified α level, then the proportion of variance in Y
explained by the independent variable is said to be significantly different from zero
(Pedhazur and Schmelkin, 1991).
Examining the equation above, the numerator measures the proportion of variance
accounted for by the individual variables divided by its df (degrees of freedom, N-k-1). The
denominator measures the proportion of the variance not accounted for by the independent
variables divided by the df of the residual variance. Alternatively, the same values obtained
from the equation above can be attained from the following equation (Pedhazur and
Schmelkin, 1991).

F

ssreg / df1
ssres / df 2



ssreg / k

Eq. 3.10

ssres /( N  k  1)

where ssreg is the sum of the squares regression and ssres is the sum of the squares residuals.
Hence, it can be said that testing for R2 and /or regression sum of the squares will provide the
same values. Testing for the significance of R2 indicates whether the regression coefficients
together explain a statistically significant proportion of the variance of Y. However, it does
not inform which of the regression coefficients are statistically significant. This is evaluated
by conducting significance tests of b's (Pedhazur and Schmelkin, 1991).
The test for b: It has been suggested that more valuable interpretation can be
obtained from regression coefficient b's than from r2. The statistics for testing the
significance of b are calculated by dividing b by its standard error. The formula for
calculating the test statistics for b is as follows (Pedhazur and Schmelkin, 1991):
t = b/sb,

Eq. 3.11

where t is the studentised t ratio, and
sb is the standard error of b.
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The formula for calculating sb in the case of multiple regression of any order is
(Pedhazur and Schmelkin, 1991):

sby1.2..... k 

s 2 y.12...k
2
2
 x1 (1  R1.2...k )

Eq. 3.12

where
sby1.2..k is the standard error of b1,
s2y.1.2…k is the variance of the estimate, and
R21.2…k is the squared multiple correlation of the independent variable in question with the
rest of the independent variables.
Computing the standard errors for the individual regression coefficients and
substituting in Eq. 3.12 will return the t-value for that particular regression coefficient. The
significance of b is evaluated by comparing the value of its t-statistics against the critical
value of these t-statistics, given the prespecified Type I error (α, usually 95% two tailed) and
the number of degrees of freedom for the t-statistics. If the t ratio is above the critical value,
the regression coefficient is interpreted to be significantly different from zero; if the t value is
below the critical value, the regression coefficient is interpreted to not be significantly
different from zero (Pedhazur and Schmelkin, 1991).

3.6.3 Tests for Mediation
The research model (Figure 2.2) presented in this thesis was developed to test for the
direct and indirect effects of IT on firm performance. In general, to test this type of model
(Figure 3.3), a test for mediation must be performed. It should be noted that the form of this
model is different to that depicted in Figure 3.2. Hence, the analysis and significance testing
for this model are different to those presented for the multiple regression analysis.
Mediation analysis will help to evaluate whether performance improvements at the
process level (mediator variable in Figure 3.3) act as a full or partial mediator between
capabilities of IT (predictor variable in Figure 3.3) and performance improvements at the
organisational level (outcome variable in Figure 3.3). Full mediation occurs when the
performance improvements at the process level (mediator variable) are controlled for
capabilities of IT (predictor variable) to determine whether there is a significant influence on
the performance improvements at the organisational level (outcome variable), and it is
determined that the predictor variable has no residual effect on the outcome variable. In this
case, the strength of path C' (Figure 3.3) between the capabilities of IT and performance
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improvements at the organisational level will not be significant. Partial mediation occurs
when the performance improvements at the process level (mediating variable) that are
controlled for capabilities of IT have only partial influence on the performance improvements
at the organisational level (outcome variable), and the strength of path C' is statistically
different from zero.

Mediator Variable

Path A

Predictor Variable

Path B

Path C’

Outcome Variable

Figure 3.3: Paths to Test for Mediation

There are four broad methods to test for mediation:
(a) Baron and Kenny's Multiple Regression Procedure (test for mediation)
(b) Sobel's Test
(c) Preacher and Hayes’ Bootstrapping Procedure, and
(d) Structural Equation Modelling (SEM).
Baron and Kenny's Multiple Regression Procedure
The procedure outlined by Kenny and colleagues (Baron and Kenny, 1986, Kenny et
al., 1998, Judd and Kenny, 1981) to test for mediation involves three rounds of multiple
regression analyses. In the first round, the outcome variable is regressed against predictor
variable to estimate whether a significant relationship exists. This step estimates the total
effect (path C, Figure 3.4). If a significant relationship exists, then the analysis moves to the
subsequent steps. If there is not a significant relationship, the analysis is stopped.
In round two, the mediating variable is regressed against the predictor variable to
estimate the strength of the relationship (path A). If a significant relationship exists, then the
analysis moves to the proceeding steps. If there is no significant relationship, the analysis is
stopped.
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In the third round, an estimation of the mediator variable’s influence (if any) on the
outcome variable (path B, Figure 3.4), along with the influences of the predictor variable, are
evaluated. This estimation is performed by regressing the outcome variable against the
predictor and mediator variables. If the mediator variable has any influence on the outcome
variable, the strength of the relationship between the predictor and the outcome variable will
be reduced. In other words, the magnitude of the total effect will be reduced (path C', Figure
3.4). This reduction determines the strength of the influence between the mediator and the
outcome variable. If the total effect is reduced to zero, then it is said to be full mediation; if
the total effect is reduced to a nontrivial number, it is said to be partial mediation.

Capabilities of IT

Performance
Improvements at the
Organisational Level

Path C

Performance
Improvements at the
Process Level
Path A

Path B

Capabilities of IT

Path C’

Performance
Improvements at the
Organisational Level

Figure 3.4: Reference for Mediation Model

While the steps above help us in estimating the influence of the mediating variable,
Kenny and colleagues (Baron and Kenny, 1986, Kenny et al., 1998, Judd and Kenny, 1981)
suggest that the reduction of strength from the total effect (Path C') does not indicate whether
the reduction itself has a significant effect in the model. They recommend performing the test
for significance on the mediated effects.
The significance of the mediated effects, as described by Kenny (1998), is by
determining the z score. The z score is obtained by dividing the mediated effect (product of
path A and B) by a standard error term (SE). The standard error term proposed by Kenny and
associates (Kenny et al., 1998, Baron and Kenny, 1986) is calculated as:
z

ab
SE

Eq. 3.13
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Eq. 3.14

where,
a and b are the unstandardised regression coefficient, and
sa and sb are their respective standard errors.
If the obtained z score is greater than 1.96, the effect is said to be significant at .05
level.
Limitations: The procedures proposed by Kenny and colleagues (Baron and Kenny,
1986, Kenny et al., 1998, Judd and Kenny, 1981) have been criticised on a number of
grounds. A Type I error is likely to occur where a significant X-Y (predictor-outcome) path
becomes non-significant upon addition of the mediator to the model, but with a very small
change in the absolute size of the coefficient of the X-Y path. This pattern of results has been
argued to lead investigators to erroneously conclude the presence of a mediation effect.
Conversely, there is also evidence of the possibility of a large change in the X-Y path upon
addition of a mediator to the model without observing the drop in the statistical significance
(Type II error) (Preacher and Hayes, 2004).
This method has been criticised for failing to address the suppression effects. It has
been suggested that if step 3 was met without satisfying step 1, it would suffice in
establishing mediation effects (Kenny et al., 1998). However, concerns arise when Path C' is
opposite in sign to Path A and Path B when the mediator variable acts as a suppressor. This is
referred as inconsistent mediation. This has been attributed to the non-significant relationship
in Step 1, even in the presence of mediation effects.
This method also suffers from low statistical power. The procedure requires both Path
A and Path B be statistically significant for the presence of mediation. However, in cases
where the sample sizes are small, it has been shown that both the paths tend to be nonsignificant due to low statistical power (Preacher and Hayes, 2004). Considering the fact that
both the paths need to be significant in order to test for mediation, the investigator cannot
claim any mediation effects. This limitation raises validity threats in relation to the
conclusions drawn from this analysis.
Sobel's Test
Sobel's Test (1982) is another popular method that has been widely discussed in prior
literature. The procedure for conducting Sobel's Test is similar to that for Baron and Kenny's
Multiple Regression Procedure discussed in the previous section. However, the difference
64

Chapter 3: Research Methodology

MIST(R)

between Sobel's Test and Baron and Kenny's procedure is that it gives the standard errors of a
and a,b coefficient as follows:
2

SE  b 2 s a + a 2 s b

2

Eq. 3.15

When compared to Eq. 3.14, it can be seen that this version is the standard error
equation with the last term (sa2sb2) omitted. The last term (sa2sb2) in the standard error
equation is perceived to be small, hence the steps in Baron and Kenny's Multiple Regression
Procedure and Sobel's Test are said to be performed in a similar fashion (Frazier et al., 2004).
Sobel's Test assumes a normal sampling distribution and requires a large sample size. Sobel's
Test is said to be more conservative when applied to smaller sample sizes, thus it is suggested
that larger sample sizes be used when conducting the test. It is more often used when
researchers do not have access to raw data.
Preacher and Hayes’ Bootstrapping Procedure
Preacher and Hayes (2004) argue that limitations encountered in the procedures
proposed by Kenny and colleagues (Baron and Kenny, 1986, Kenny et al., 1998, Judd and
Kenny, 1981) and in Sobel's Test can be avoided by employing a bootstrapping procedure
(Preacher and Hayes, 2004). Bootstrapping is an alternative non-parametric approach, in
which there are no assumptions made on sampling distributions and on the shape of the
distributions of the variables (Shrout and Bolger, 2002). To perform bootstrapping, it is
essential to have access to raw data. Bootstrapping is based on resampling with replacements
performed many times, i.e. drawing a large number of samples from the data and computing
the indirect effect in each sample, then generating the sampling distribution based on the
findings of individual samples. Preacher and Hayes (2004) provide a SPSS macro to test the
mediation through bootstrapping. This macro has been employed in a number and range of
studies, from evaluating the mechanism of decision making during risks (Tom et al., 2007),
enhancing self-management among diabetic patients (Gregg et al., 2007) to examining
narcissism manifested on a social networking web site (Buffardi and Campbell, 2008).
Preacher and Hayes’ macro also reports the results from their bootstrapping procedure
to test the indirect effects. The macro circumvents the assumptions of normality distribution
and measurement errors encountered in Baron and Kenny's Multiple Regression Procedure
and Sobel's Test. The results from the macros provide the bootstrap estimate of the indirect
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effect (Path A and B), an estimated error and confidence intervals at 95% and 99% for Paths
A and B.
In this research, since it is possible to access the raw data, the plan is to test for
mediation employing all the three methods: Baron and Kenny's Multiple Regression
Procedure; Sobel's Test; and Preacher and Hayes’ Bootstrapping Procedure. Performing
multiple tests will allow us to check for consistency of results across the different methods.
Structural Equation Modelling
Tests for mediation can also be performed through Structural Equation Modelling
(SEM). Prior to applying the three methods listed above, it is important to explain the utility
of these methods versus SEM for testing mediation. Although testing mediation can be
performed by SEM, prior research suggests that SEM analysis requires larger data sets (at
least 200 data elements) (Quintana and Maxwell, 1999, Frazier et al., 2004). The main
advantage of SEM is that it can control for measurement errors. For instance, if performance
improvements at the process level are measured with less than perfect reliability, then the
effects on path B and C' are expected to be biased. This will affect the measurement of the
performance improvements at the process level (usually they will be underestimated). In the
same way, if any variables are measured with less reliability, this is likely to also affect other
variables in the research model. In order to retain the advantages provided from SEM, Baron
and Kenny (Kenny et al., 1998, Baron and Kenny, 1986) suggest a way of minimising or
removing the measurement error: utilising multiple indicators to tap the latent variables.
Given that (a) we have used multiple indicators in tapping our variables, (b) the logic of
analysis behind SEM and multiple regression methods are the same (Frazier et al., 2004), and
(c) our test for mediation is a simple mediation model as coined by Preacher and Hayes
(2004), the analysis from SEM and multiple regression will yield us the same results.
Moreover, in order to perform SEM, the sample size in our case is less than the suggested
value. Considering these facts, we have chosen to adopt multiple regression to test for
mediation as it is the most common method for testing mediation on simple models
(MacKinnon et al., 2002).

3.7 Summary
This chapter has highlighted the key research methodologies and procedures that have
been employed in this research. A hybrid methodology incorporating both qualitative and
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quantitative methods is adopted in this research to examine the research questions. The
following chapters serve as a complete report to present the analysis and findings from the
qualitative and quantitative methods. Chapter 4 provides the results based on a qualitative
analysis of all the 100 archived case studies. Chapter 5 provides the results based on a
quantitative analysis of the non-reactive survey data. Chapter 6 provides a discussion of the
findings and presents the conclusions arising from this research.
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Chapter 4: Results from Qualitative Analysis

4.1 Introduction
This chapter describes the results from the qualitative analysis conducted in this
research. The objective of this research is to identify the effects of IT capabilities on
performance improvements at the process level and the organisational level. An archival
analysis was employed to collect data from archived case studies. The texts and descriptions
in the archived case studies were analysed for evidence to test the research model (Figure
2.2). For each case, the text in the case studies was analysed to see whether the hypotheses

were supported, were not supported, or there was insufficient evidence to draw inferences.
Significant information that was found in the cases to support the hypotheses is highlighted
and extracted to create the excerpts of the cases presented in the following section (See
Appendix 2 for excerpts of all the case studies).

4.2 Data Analysis - Sample Excerpts from Selected Cases
4.2.1 Case Study 31: Brigham and Women’s Hospital
Brigham and Women’s Hospital is one of the elite hospitals that dominates the eastern
Massachusetts area, and is considered one of the largest healthcare providers in US. At the
time of the case study, it accommodated 747 beds and employed 85 surgical specialists
within the Brigham and Women’s physicians organisation (BWPO) department of surgery.
The department of surgery generated approximately 40% of the physician organisation’s
revenue accounting for $39 million in net cash receipts in 2005 and $43.6 million in the
following year.
The BWPO department of surgery faced some challenges related to rising expenses,
employee turnover and retention issues, and degradation in key performance metrics. For
instance: days in accounts receivable were 129, with 46.4% of receivables greater than 120
days; bad debt rates exceeded 7%; and a lack of budget to conduct the additional hiring
required.
“It was clear that we needed to be more efficient,” - David Francis, director of Billing
Operations and Compliance
BWPO decided to collaborate with McKesson to outsource the entire revenue cycle
operations for the maintenance of its operations as a unified and efficient reporting structure.
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McKesson’s Revenue Management Solution was chosen to address the problems faced. With
the identification of error rates of nearly 50% in the insurance registration information, the
automation of this process increased accuracy by 15%, providing a dramatic improvement.
During the four-year collaboration between the Brigham and Women’s Hospital and
McKesson, there were significant changes in performance: bad debt was reduced to 2% from
7% of gross revenue; accounts receivables came to 48 days from 129 days (a reduction from
46.6% to 18.5%); and the firm deduced aged A/R by more than $10 million.
The above statistics from the case study provide significant evidence that the hospital
management was able to identify the benefits of the available technology, and was then able
to recognise the most suitable technology for their situation. With this information, they were
able to automate several processes and reduce error rates significantly. This case provided
evidence for financial saving for the organisation, and these savings prompted the
organisation to reduce prices for their services. Hence, it is possible to say that this case study
clearly shows there are effects of capabilities of IT on performance at the organisational
level. With this case study, it is possible to support H2 of our research hypotheses; there is
insufficient data to test H1 and H3.

4.2.2 Case Study 32: University of Kansas Physicians
University of Kansas Physicians is the largest multispecialty group practice in Kansas
City. It is affiliated with the University of Kansas Medical Centre and at the time of the case
study it employed nearly 300 physicians. With the continuous growth they had experienced,
those responsible for the centre’s billings faced difficulties in overseeing the claims and
invoicing process; they could not keep up with the centre’s growth. As the accounts
receivables kept on increasing and cash flow declined, the centre needed to move towards a
better solution. The group turned to McKesson to manage the medical billings and accounts.
With McKesson assigned full responsibility for all back-end revenue management
issues (e.g. claims processing, accounts receivable reporting, insurance follow-up, payment
posting, denial review, private pay collections and customer service), they managed to
stabilize the processes and eliminate redundancies between the departments. As a result of
McKesson staff working with a group of the centre’s account managers, full time equivalent
staff costs were reduced. Using devoted high-end servers for offsite storage and establishing
real time connectivity with front-end management applications, it was possible to empower
managers with the essential tools for rendering raw claims data into meaningful information.
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This information was made available to all staff immediately, providing improved staff
productivity and enhanced patient care.
“They’re very good at identifying problems early so that we can minimize denials and
rejections” - Barbara Timberlake, Director of Medical Billing Services
“In today’s environment, it makes sense to focus on your core offerings and then find expert
suppliers to address the elements of your business that are outside that core” - Kirk Benson,
M.D, President
Overall, accounts receivable dropped from 110 to 49 days, while the percentage of
accounts receivable 120 days or greater fell from 46% to 17.3%. Financial performance
between 1999 and 2004 increased from $10.7 million to $18.5 million per month. By 2007,
monthly charges were running at over $23 million, and the redesign of the patient statements
led to an additional $12,000 being collected from patient remittances every week. Hence, this
mini case study supports our H2 hypothesis by showing the effects of IT management and
personnel capabilities on process performance and on performance at the organisational level.
However, the case contained insufficient data to test H1 and H3.

4.2.3 Case Study 33: Boston Emergency Physicians Foundation
Boston Emergency Physicians Foundation (BEPF) serves a 547-bed (at the time of the
case study) non-profit hospital called Boston Medical Centre. This hospital is situated in
Boston, Massachusetts. Billing operations at BEPF had been identified as weak, and were
becoming incapable of handling the necessary operations, thereby putting the organisation’s
cash flow in jeopardy. With approximately 25% of its patients being uninsured and 25%
being covered by Medicaid, the BEPF needed a strong financial system to serve its diverse
patient base.
“We needed a larger billing vendor with more depth,” - Diane Barry, Administrative
Director
“We need to do the best job we can to collect every dollar owed…”- Jonathan Olshaker,
Chairman, Department of Emergency Medicine
After extensive consultation, they turned towards McKesson to streamline the group’s
medical billing and accounts receivable management, with a focus on maximizing
reimbursements. McKesson’s academic strength backed by wide experience solved coding
complexities that were creating revenue deficiencies. The revenue management solutions
improved productivity drastically. An on-site tutorial eliminated deficiencies in chart
documentation from 7.5% to just over 3% within the first year, and averaged only 1.6% after
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physician education and EHR implementation was complete. Gross collection increased to
$5.8 million in 2007 from $3.2 million in 2005 due to improvements in coding and fewer
denied claims.
“...reporting tools have allowed us to redesign a number of workflow processes to improve
cash flow” - Paul Drew, Executive Vice President of Boston Medical Center
The solution enabled managers to monitor key financial metrics (e.g. average daily
billings, days in accounts receivable, denials and cash flow), track reports and charts for
individual physicians, and use this information to build more effective financial performance,
make proactive interventions and provide timely feedback on the center's performance.
From this case study, it is possible to conclude that the capabilities of IT management
to foresee technological implementations and the expertise of IT personnel played a
significant role in automational, informational and transformational effects, thus leading to
enhanced financial and administrational performance. Hence, this case study supports H3 of
the research hypotheses.

4.2.4 Case Study 34: Mary Lanning Memorial Hospital
Mary Lanning Memorial Hospital is situated in Hastings, Nebraska and has been
providing healthcare services to the community for 91 years. It includes a 183 bed acute care
hospital, 29 medical specialities, 5 primary care clinics and 4 behavioural health clinics (at
the time the case study was written). With its prime focus on quality patient care, it has
achieved a medication error rate of only 10 errors per 10,000 doses. However, due to an
incident in 2001 where the administration of an incorrect drug administration led to the coma
and subsequent death of a patient, Mary Lanning Memorial Hospital reviewed its related
processes. This analysis highlighted significant variances in medication delivery and
administration. The management and staff proposed significant changes to revamp
medication delivery. These included the addition of barcode technology linked with
investments in pharmacy technology, wireless networks, unit-dose barcode packaging
services, bar-coded patient wristbands and bar-coded staff badges.
A number of solutions were selected: McKesson for the implementation of the
Horizon Admin-Rx for point of care scanning system; Horizon Meds Manager for its
pharmacy information system; and PakPlus-Rx barcode for packaging services and other
infrastructure upgrades. The effects of the automated labelling of all medications with bar
codes were quickly observed. Pharmacy managers were able to screen the medications for
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allergies, interactions and therapeutic duplications. It enabled nurses and therapists to prevent
medication errors. These outcomes resulted in improvements to overall consistency, legibility
and billing accuracy. All nurses were provided with the correct training.
“Medication complexity has changed so much over the past 10 years that having the barcode double check gives us all a greater sense of comfort that we’re administering the right
medicine every time.” - Roger Glen, Pharmacy Director
Overall, it was possible to reduce medication errors by 91% and medication
administration procedures were shortened by 50%. The pharmacy system enabled effective
monitoring of drug therapies and interactions, and helped to standardize pharmacy practice.
This improved staff productivity. Automation eliminated the nurses’ maintenance of
administration records, freeing up 4,927 nursing hours each year that are now dedicated to
direct patient care. Integration between the departments in the hospital improved the accuracy
of medication charging by 86%, and the barcodes increased the availability of medication
from 30% to 98% while eliminating 70% of healthcare maintenance costs. Hence, the
capabilities of IT clearly created automational effects, informational effects and
transformational effects, thus leading to enhanced financial, marketing and administrative
performance and clearly supporting H3 of the research hypotheses.

4.2.5 Case Study 35: Ohio Health
Ohio Health is a not-for-profit healthcare system that encompasses eight member
hospitals, six affiliate hospitals and 30+ ambulatory facilities. It is one of the largest
healthcare groups in Ohio, and is renowned for treating patients with cardiovascular,
neurological and orthopaedic conditions. It has leveraged IT for years to provide the best
treatment to its patients. When news of medication errors began to appear in healthcare and
consumer media, Ohio Health immediately took notice and began to take action.
“Patient safety has always been an important issue and has become even more pressing as
the topic has appeared in the media during recent years” - Michael Krouse, Senior Vice
President and CIO
Ohio Health had already partnered with McKesson technologies and decided to
extend its partnership into patient safety too. They knew that IT alone could not make a
difference. They were aware that management had to examine how each hospital was
handling its medication and lab administration processes, identify the changes required to
improve those processes, and establish goals towards achieving them. A team of consultants
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from McKesson, along with managers and other staffs from each tier from Ohio Health were
assigned the responsibility of optimising clinical product performance through process
redesign, standardisation and change management. In addition, more than 3000 staff were
trained before full implementation of the pharmacy information system, barcode medication
administration solution and lab information system.
“We wanted everyone who touches the medication and lab administration processes to have
a say in the improvements” – Suzanne DeWoody, Vice President, Systems Integration.
This technological deployment enabled Ohio Health to achieve 97% compliance in
scanning and medications and an almost 100% reduction in medication errors related to
patient, medication, dose and route. In addition, from the process redesign perspective,
overall medication errors were reduced by 92% with the use of a point of care application
implemented by McKesson. With Horizon Admin-Rx, medication administration is captured
and charted electronically at the bedside. Horizon Lab has eliminated transfusion errors while
reducing mislabelled blood specimens by 98%. It also reduced patient-identification errors by
20% and eliminated duplication of lab orders. Automating lab processes resulted in a
$310,000 saving in labour costs by eliminating redundant process and also banked $100,000
in revenues that would have been missed using the former processes.
“We remain steadfast in our long held commitment to patient safety and have focused our
efforts on implementing technologies that will reduce medication and lab errors” - Michael
Krouse, Senior Vice President and CIO.
Hence, this case study clearly shows that IT management capabilities, personnel
expertise and infrastructure flexibility led to significant automational, informational and
transformational effects, which reaped high financial, marketing and administrational
performance, therefore supporting H3 of the research hypotheses.

4.3 Statistical Distributions
Table 4.1 presents the statistical distributions of the constructs. The column N presents

the number of valid observations for each constructs. Minimum is the smallest value in the
individual constructs and maximum is the largest value in the individual constructs. Mean is
the arithmetic mean across the observations and measures the central tendency. Standard
deviation is the square root of variance which measures the spread of the set of observations
for the constructs. Lastly, variance measures variability of the constructs. The variance is
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presented in the squared units and generally, it is the standard deviation, which is used to
measure the index of spread in the data.
Table 4.1: Statistical Distributions of the Constructs
N

Minimum Maximum

Mean

Std.
Deviation

Variance

90

2.00

4.00

2.8185

.64846

.421

Performance Improvements at 99
the Process Level

2.00

4.00

2.9242

.58674

.344

Performance Improvements at 91
the Organisational Level

2.00

4.00

2.8590

.58104

.338

Capabilities of IT

Valid N (listwise)
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4.4 Results
The key results identified from the case studies are presented in Table 4.2. Column 1
lists the case study number and Column 2 provides the name of the case study. The
challenges identified or the services needed for the cases are provided in Column 3. Column
4 presents the key findings from the cases. The last column provides information about
whether, in relation to that case study, each of the research hypotheses was supported, not
supported/rejected or there was insufficient evidence to draw a conclusion.
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Table 4.2: Summary of the Mini Case Studies

No

Case Study

Challenges Identified or Services Needed

Paper-based orders, Low visibility of sales
and customer info, Limited call cycles, Poor
efficiency
Scattered data, Outdated systems, Low
visibility of requests generated, Poor
customer experience

1

Integria
Healthcare

2

Cardinal Health

3

University
Hospital Aachen

4

SSM Healthcare

5

Orbis Healthcare
Group

Poor human resources management, Manual
operations, Data incompatibility, Inefficient
processes, plans and scheduling,
Overstaffing issues

6

Sisters of Mercy
Health System

Scattered data, Legacy systems
consolidation, Multiple healthcare

Data redundancy, Scattered data, Poor
performance, Time-consuming tasks, Nonintegrated process
Retiring legacy systems, Independent
management systems and databases (silos),
Low visibility of process performance

3

Key Findings and Outcomes2

Automation of complete sales force (A, T), Enabled fast and
easy access to all information and activities on the road (I)
Track and monitor customer needs and performances (T, A),
Ability to identify and improve business processes’ efficiencies
(A, T), Increased compliance by more than 10% along with
knowledge base (M, T), Quick responsiveness and productivity
(A, I, Ad)
Fully automated clinical and administrative process (A, I Ad),
Unified information system to process entire medical treatment
of its patients with increased service quality (Ad, M)
Fully automated financial operations and accounting process
(A, F), Centralised information system (Ad, T), Eliminated
legacy systems (T), Reduced maintenance cost (I), Enabled
better tracking of contracts (Ad), Reduced invoice errors (Ad),
Huge financial savings (F)
Enabled scheduling process with 85% less staff at 50% faster
rate (A, Ad, I), Reduced costs from overstaffing (F), Eliminated
manual operations and error rates (A, Ad), Faster data transfers
with full compatibility (T, Ad), Optimised overall workflow
and talent pooling processes (Ad)
Established standardised enterprise-wide data (T, Ad),
Achieved high response time (I, Ad), Consistent and accurate

Hypotheses

H1 H2 H3
ISE ISE S
S

ISE ISE

ISE ISE S
ISE ISE S

ISE ISE S

S

ISE ISE

2

A: Automational effect, Ad: Administrational performance, F: Financial performance, I: Informational effect, M: Marketing performance, T:
Transformational effect
3

S: Supported, NS: Not Supported/Rejected, ISE: Insufficient Evidence to Draw Conclusion
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No

Key Findings and Outcomes2

Case Study

Challenges Identified or Services Needed
management applications, Inconsistent and
inaccurate data, Lacked competitive edge
Heterogeneous IT environment,
Decentralised IT structures, Individual
information systems, Complex process,
Inefficient administrative operations, Data
redundancy
Experienced strain on its data systems,
Relocation of sensitive servers, Reliability
concerns with data centres

7

Klinikum
Mittelbaden
gGmbH

8

Virtua

9

Salem Hospital

Data allocation issues, Low visibility on
business continuity, High energy
consumption, Insufficient data centre

10

Sentara
Healthcare

11

Blessing Health
System

Low access to clinical and knowledge
expertise, Superfluous spending and time
consumption in meetings and travel, No
offsite access to travelling staff
Unsecured networks, Integration issues,
Paper-based processes, Poor productivity,
Low turnaround time, Less visibility of data

12

Integris Health

Manual processes, Low visibility in tracking
products, Financial losses

reporting (Ad, A), Faster processing (I), Enterprise-wide
performance tracking (Ad), Solutions can be scalable (M, Ad)
Integrated multiple IT environment and structures (A, I), High
level of automation (A), Improved data quality and
transparency (Ad, I), Lowered expenses and turnaround time
(F, M, Ad)

Hypotheses3

ISE ISE S

High financial gains with relocation savings for $100,000 (F),
Service provider savings of $360,000 annually (F), Enhanced
disaster and recovery management (Ad, I), Increased reliability
in data centres (A), Saved IT resources (I), Faster processing
and storage of information (A, I)
Virtualised its data centre (A), Highly agile processes (I),
Reduced equipment and operational costs (F), Reduced energy
consumption (Ad, A), Increased availability of its data centre
for core services (M, T), Reduced system downtime (M, Ad),
Larger throughput of data exchange (T, Ad)
Collaborated with its entire staff for better patient care and
accelerated processes (A, Ad, M), Reduced financial losses
caused by travelling and meetings (F, A, T)

ISE ISE S

Elimination of manual process and delays in moving patients
(A,M), Reduced length and cost of a patient’s stay (F, M, Ad),
Savings of $1.4 million annually (F), Faster turnaround time of
orders (I), Elimination of time consuming activities (A, I, Ad),
Optimised network security and maintained uptime (T, Ad)
Elimination of manual processes (A), Faster processing (I),
Continuous tracking of products movements (Ad, I), Optimised
care and safety (M, Ad), Prevented financial losses (F)

ISE ISE S

ISE ISE S

ISE ISE S

S

ISE ISE

76

Chapter 4: Qualitative Results

MIST(R)

No

Challenges Identified or Services Needed

Key Findings and Outcomes2
Eliminated manual and paper-based processes (A), Complete
automation of patient check ins and treatment (A, M, Ad),
‘Plug-and-play’ systems (Ad), Increased productivity (Ad, A),
Enhanced patient safety (M), Elimination of treatment errors
(M, Ad)
Eliminated manual and paper-based processes (A), Improved
traceability and security of the samples (Ad, I), Better data
security and management (Ad, I), Elimination of timeconsuming activities (A)
Elimination of manual processes (T), Fully automated
processes (A), Quicker turnaround time (I), Consistent and
error free (A, Ad), Better tracking (I, Ad), Lessen workforce
needs (Ad, I), Consumed less physical space (I)
High granularity of tracking patients in real time along with
hospital equipment (Ad, M), Integrate with other systems to cut
down routine (A, I), Effective medical dispensing system (Ad,
I), Bed turnover time down to 30 min from 2 hours (Ad, M)
Tracking patients in real time (Ad, M), Reducing waiting time
and better scheduling (Ad, A, I), Personalised treatments for
patient needs (M, T), Reduced patient anxiety (M)
Complete automation of paper based processes (A), Faster
exchange of patient’s data (M, Ad), $1 million savings annually
(F), Freed staff from superfluous work (I, T)
Automated manual processes (A), Real time tracking of
products (I, Ad), Reduced theft (Ad, I), Increased access to
materials (I, T), Reduced product price (F)
Real time tracking (A), Enhanced integration of multiple
systems (A, Ad), Elimination of distribution problems (Ad, M,
T), Automated process from packing to shipping (A, I)

Case Study

13

Commonwealth
Newburyport
Cancer Center

Manual and paper-based process, Improving
patient safety and treatment methods,
Ensuring quality standards, Eliminating
treatment errors

14

French Biobank
(Nice University
Hospital)

15

Intermountain
Healthcare

Manual and paper-based process, Improving
traceability and security of the samples,
Eliminating error-prone processes,
Improving data security and management
Manual process, Low turnaround time, Less
visibility to track samples

16

Memorial
Hospital Miramar

Tracking of patients, Eliminating routine
processes, Freeing staff time from
administrational work for better patient care

17

Disney Family
Cancer Center

18

Jacobi Medical
Center

Tracking of patients, Making patient visits
easy, Personalizing treatments to patient’s
needs, Reducing waiting time
Manual paper-based processes, Free up staff
time, Simplify patient identification

19

Terso and Texas
Lab

20

Mississippi Blood
Services

Manual processes, Low visibility on
tracking products, Theft of products,
Redundant processes, Loss of revenue
No real time tracking of products, Low
system integration, Distribution problems,
Low efficiency processes

Hypotheses3
ISE ISE S

S

ISE ISE

S

ISE ISE

ISE ISE S

ISE ISE S
ISE ISE S
ISE ISE ISE
ISE ISE S
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No

Challenges Identified or Services Needed

Key Findings and Outcomes2
Freed up beds in less time (Ad, I), Elimination of data entry (A,
T), Less training needed (M, Ad), Real time patient visibility
(A, M), Integrated data (A), Quick ROI (151% in 12 months)
(F), Net revenue increase of $2.58 million (pilot phase) and
additional $5.5 million in the next few months (F)
Improved accessibility, accuracy, security, quality and
documentation of the data (A, Ad, I), Digitised records (T),
Smoother and quicker productivity (I, Ad), Reduced cost and
time required for trials conducted (F,M)
Unified and centralised database (A), High visibility of patient
data (Ad, M), Integrate reports and analysis (Ad, I), Easy
access and managing data (Ad), Better decision quality (I),
Enhanced processes (T), Reduced cost of IT services (F)
Automation of manual processes (A), Quicker database updates
(14 days to 3 nights) (I), Enhanced dispensing systems which
are safe and accurate (Ad), Increased data security (T, Ad),
24x7 off-shore support with low cost services (F)

ISE ISE S

Virtually a single data repository (A, Ad), Increased cash flow
of approx. $19 million AUD in project and research grants (F,
T), High visibility of research data (I, A), Enhanced results in
patient care (T, M)
Single reliable source (Ad), Better decision making (I),
Enhanced data accuracy and consistency (T), Clear staff
management visibility (Ad, I)

ISE ISE S

Critical data and applications completely virtualised (A, Ad),
Automated disaster recovery in less time (A, T), Reduced
power consumption (I), Financial savings (F)

ISE ISE S

Case Study

21

St. Vincent's
Hospital

Lacked information about free beds, Patients
were diverted to other hospitals, Low patient
visibility, Few manual processes

22

Cadila
Pharmaceutical

Difficulty in handling large data, Paper
based records, Exhaustive procedures and
processes

23

Mount Sinai
Medical Center
(MSMC)

24

Boots

25

Melbourne Health

Scattered data, Silo information systems,
Delayed and inaccurate decision making,
Low quality research analysis, Difficult to
administer the data
Paper-based manual processes, Existing
application lacked flexibility, Updates of
databases were time consuming,
Performance problems with application,
Inefficient dispensing system
Silo information, Problems in accessing
treatment protocols and effects, Limited
samples, Stumpy research results

26

Mater Health
Services

27

Memorial
Hospital and
Health System

Multiple decision support systems, Data
inconsistency, Data inaccuracy and
conflicts,
Low visibility of staff management,
Difficulties in decision making
Sprawling servers, Managing difficulties,
More space consumption

Hypotheses3

ISE S

ISE

ISE S

ISE

ISE ISE S

ISE ISE S
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No

Case Study

Challenges Identified or Services Needed

Key Findings and Outcomes2

28

Horison
BlueCross
BlueShield of New
Jersey
Melbourne Royal
Children’s
Hospital
Shin Kong Wu
Ho-Su Memorial
Hospital

Intensive paper-based manual process, Low
visibility of processes, Less efficient

High visibility and availability of processes (A), Achieved best
practices (Ad, M), Eliminated manual processes (A), Lowered
expenses (F), Generated 300% ROI (F), Reduced processing
times for claims made (I)
Eliminated all the paper-based processes (A), Ability to access
right people and information at any time (I, Ad), Increased
patient care (M), Faster and wiser decision quality (I)
High visibility of real-time operations (A), High resource
utilisation from 70% to 92% (I), Treat patients better and faster
(Ad, M), Elimination of duplicate exams (A, T), Revenue
generation increased by 5% each month (F)
Reduced accounts receivables from 129 days to 48 days and
more than $10 million (A), Lowered bad debt to less than 2%
(from 7%) of gross revenue (F, M), improved net collection
from 93.2% to greater than 98% (A, I)
Average days for accounts receivables was dropped to 48 days
(A, T), Cash balance increased by 72% (F), Responsible patient
care (I, M)
Detailed reporting for financial insight (I), Speed
reimbursement (T, F), Reduced denials (A), Gross collections
rose from $3.2 million in 2005 to $5.8 million in 2007 (F),
Enabled managers to monitor all the financial metrics (Ad)

29
30

Paper-based manual processes, Difficulty in
communication among staff, Time
consumption; Affected decision quality
Manual and paper-based process, Scattered
data, Silos information systems, Poor
resource utilization, Errors in medication,
Poor patient care
High accounts receivable days, Inefficient
operational process, Poor financial
management

31

Brigham and
Women’s Hospital

32

University of
Kansas Physicians

High accounts receivable days, Huge credit
balances, Exhaustive procedure and process

33

Boston
Emergency
Physicians
Foundation

34

Mary Lanning
Memorial
Hospital

Coding complexities leading to revenue
deficiencies, Inefficient billing system,
Documentation deficiencies that were
slowing collections, Incomplete reporting
slowing the decision making
Low clinician efficiency, Medication charge Reduced medication errors by 91% (A, T), Improved drug
accuracy and availability issues, Medication monitoring and pharmacy efficiency (A, I), Increased
safety issues, Poor resource management
productivity by 4,927 nursing hours annually (M, F), Improved
medication charge accuracy by 86% (A, M), Reduced
medication administration steps by 50% (A), Increased
availability of medications to 98% (M, T), Saved $96,000 in
healthcare costs (F)

Hypotheses3
ISE ISE S

S

ISE ISE

ISE S

ISE

ISE S

ISE

ISE S

ISE

ISE ISE S

ISE ISE S
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No

Key Findings and Outcomes2

Case Study

35

Ohio Health

36

Wheaton
Franciscan
Healthcare

37

Carolinas
Healthcare

38

Children’s
Hospital Los
Angeles

39

Children’s
National Medical
Center

40

Cleveland
Surgical
Associates

Challenges Identified or Services Needed

Compliance with the use of IT, Issues with Achieved 97% compliance in scanning medications prior to
Patient safety, Medication errors, Lab administration (A, T), Reduced medication errors by 92%
safety, Low financial performance
overall (A), Decreased mislabelled blood specimens by 98%
(A, Ad), Lessened identification errors by 20% (I, T), Saved
$310,000 eliminating redundant process (F), Saved $100,000 in
previously missed revenues (F, M), Improved clinician
satisfaction (M)
Paper based processes, Compliance with the Elimination of all paper based processes and automation of
use of IT, Silo systems, Issues of patient
complete workflow schedule (A, I), Achieved 97% compliance
safety (particularly medication and lab
in medication administration (A, T), Reduced medication errors
safety), Low clinician satisfaction, Financial by 92% (I, M), Decreased misidentification of specimens by
health
98% (Ad, A, T), Reduced patient identification errors by 20%
(A), Saved $310,000 due to the shortening of lab processes and
captured $100,000 in missed revenue (F)
Disintegrated systems, Low productivity,
Fully integrated collaborative and communication systems
Communication and collaboration problems, across many platforms (A, T), Improved responsiveness of
Low system responsiveness
process (A, I), Faster productivity (Ad, A), Enhanced workflow
(A)
Paper based process, High turnaround time, Fully automated process by elimination of paper based process
High cost maintenance, Inefficient processes (A), Improved decision making (I, M, Ad), Quick response (T,
M), High productivity (Ad), Financial gains of more than $4.6
million annually (F)
Vision to improve healthcare quality
Reduced prescribing errors (32%) (A) and transcribing errors
outcomes
(90%) (A), 100 % reduction in labelling-related errors (A),
Turnaround time from STAT antibiotic order to administration
decreased 22% (A, T), Patient weight documented in 100% of
orders placed by CPOE (M, Ad, I)
Paper based manual process, Difficulty in
Automated processes (A), Anytime anywhere patient
accessing patient information, Low clinical
information access (T, Ad), Patient satisfaction (T, M)
efficiency

Hypotheses3
ISE ISE S

ISE ISE S

ISE ISE S

ISE ISE S

ISE S

ISE

ISE S

ISE
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Challenges Identified or Services Needed

Key Findings and Outcomes2
Automated processes (A), High visibility of patient information
for patients and physicians (A, T, M), Improved decision
quality (I), Enhanced communication among patients (Ad)
Highly efficient and quick turnaround time of processes (A, T),
100% compliance with nursing standards (Ad, M, I), 40%
reduction in time between dictation and physician signature
(A), Order to medications cabinet access time reduced by 50%
(A), 30% reduced time in code to bill (A), High decision
quality and patient satisfaction (M, Ad, I)
Fully automated process (A), Elimination of paper charts (Ad,
A), Enabled collaboration (I, T), Full ROI within 10 months
(F), Patient and Staff satisfaction (M), Less time consuming
processes (A)
Automated seamless integration across the organisation (A, T),
Better control and administrated data (Ad), Increased
productivity (A, Ad), Quicker turnaround time for all the
imaging process (A, I)
Automated streamlined processes (A, T), High visibility and
anytime anywhere information (A, Ad, I), Low upfront costs
and maintenance (F), More patient focused (M)
Fully automated and complete elimination of paper based
processes (A, T), High quality patient care and treatment (M, I,
T), High visibility of patient’s data in real time across the
organisation (A, I, Ad), 94% of the orders are placed directly in
the system, Automatic documentation creates 99.4% of patient
records (A, T, I)

Case Study

41

Heartland Clinic

42

Penn State Milton
S. Hershey
Medical Center

Paper based manual process, Inefficient and
elongated procedures, Lower patient
satisfaction scores
Vision to enhance quality care, Professional
preparation, Towards discovery of
knowledge

43

Raritan Family
Healthcare

Manual process, Paper charts, Time
consuming processes

44

St. James’s
Hospital

Fulfilling government initiatives, Unifying
integration of systems, To increase the
visibility of the data

45

United Medical

46

Children’s
Hospital of
Pittsburgh of
UPMC

Workflow efficiency, Integration of multiple
systems, Increase the quality of care, Paper
based processes
Improve workflow efficiency, Safety and
quality of patient care, Elimination of paper
based process completely

Hypotheses3
ISE S

ISE

ISE ISE S

ISE S

S

ISE

ISE ISE

ISE ISE S
ISE ISE S
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Case Study

Challenges Identified or Services Needed

Key Findings and Outcomes2

47

University of New
Mexico Hospital

To enhance operational efficiencies, Reduce
costs

48

Walnut Lake
Ob/Gyn

Need a system to exchange data from
multiple hospitals

49

West Broadway
Clinic

Required a better disaster (emergency flood)
plan, To increase the accountability of
patients’ data, To treat patients without any
disruptions

50

Hawaii Medical
Service
Association

Improve access to care, Provide convenient
and quality care for all residents of Hawaii
and those in remote locations

51

Alabama
Medicaid Agency

Manual process, Decentralised credential
management, Legacy systems, Data
inconsistency data, Redundant processes

Eliminated paper based records (A), Reduced chart requests to
HIM by 75% (A, Ad), Reduced turnaround time in accessing
patient information by 67% (I, Ad), High financial saving of
more than $200,000 per year (F), Cut down overtime expenses
by 39% (I, F), Reduced unbilled changes by 60% in hospitals
and 97% in psychiatric centre (M, T), Enhanced patient care
(M), Efficient resource and staff allocation (I, T)
Eliminated paper charts (A, T), Easier and faster information
exchanges and notifications to patients (A, Ad), Enabled
patients to have control treatments (M, Ad), Saved costs
relating to paper based works (F), Availability of information
anytime anywhere (I), Quick turnaround time (A, I)
Centralised data repository (A, Ad), Access of patient
information anytime and anywhere (A, I), Optimised processes
(A), Eliminated errors and variance (A), Enabled better
preparedness for disasters (Ad, M), Enhanced patients’
treatment quality (M)
Centralised exchanges of patient data (A, T, Ad), Immediate
access to doctors (I, M), Reduced costs of treatments (F, M),
Enhanced quality of services (T, M), Minimised risks, errors
and duplicate tests (A)
Automated process and data entries (A), Save staff time from
superfluous work (I, Ad), Reduced credential management time
by 75% (A), Enhanced consistency of data through
centralisation (A, I, Ad), Increased system security (Ad),
Compliance with regulations (M), Provided flexible foundation
for future growth (T)

Hypotheses3
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Challenges Identified or Services Needed

Key Findings and Outcomes2

52

Allina Hospitals &
Clinics

Maintain competitive capability, Increase
the affiliation and collaborations outside the
organisation, Reduce costs, Lower the
burden on IT department

53

Ambulance
Service of New
South Wales

Boost efficiency in send the situation
reports, Reduce cost of clinical training

54

Indraprastha
Apollo Hospital

Manual paper based procurement, Low
visibility of inventory, Time consuming
activities, Performance degradation

55

CIIGMA Hospital

Needed end to end IT solution to manage all
medical and patient data and all hospital
processes, Lower costs and increase
operational efficiency

56

Specialists On
Call (SOC)

Manual processes, Ineffective customer
management solution

Fully automated, centralised communication and collaboration
system (A, I, Ad), Reduced deployment time by 80% (A, T),
Lowered burden on IT department (Ad), Required very limited
maintenance (Ad, M), Reduced collaboration costs by 44% (F),
Increased reliability and availability of the system (A, Ad),
Secured patient data (T, I)
Easier installations saved time and money (Ad, F), Effective
utilisation of IT resources (I, Ad), Switched from paper to
electronic forms (A), Situation reports filed in 2-3 mins
compared to 30 min manually (T, I), Cost effective training (M,
T), Tight integration and strong foundation for future
development (Ad, T)
Fully automated inventory with real time stock visibility (A, I,
Ad), Simplified data access (T), Enabled business intelligence
(Ad, M), Reduced errors and delays (A, I), Effective resource
utilisation (I), Cut down expenses by 25-30% in labour works
(F), Provided infrastructure for future scaling and development
(Ad, T)
Reduced operational costs by 25-35% (F, M), Automated and
integrated operations across the hospital (A, Ad), Reduced
resources by 50% required in registrations (I, Ad), Instant
access and visibility to accurate data (T, A), Enhanced quality
of care (M), Provided future scalability of technological
upgrades (T, M), Patient wait time cut by 60-70% (M, Ad),
Higher control and coordination (Ad)
Quick deployment (M, Ad), Automated customer management
solutions (A, I), Enabled critical information for compliance
and business analytics (Ad, T), Financial savings of $200,000
(F), Enhanced customer satisfaction (M)
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No

Key Findings and Outcomes2

Case Study

Challenges Identified or Services Needed

57

Razi Healthcare

Standardise clinical protocols across all
clinics, Optimise service delivery, Reduce
patients’ costs

58

Renaccess
Healthcare

Improve dialysis facility through IT, Reduce
operation costs, Simplify operations,
Standardise clinical processes, Centralise
patient information for better access,
Administer efficient working across all
centers

59

Beth Israel
Deaconess
Medical Center
(BIDMC)
Loyola University
Health System

Eliminate manual activities, Isolate servers,
Faster processing of server implementation
requests, Increase availability of the servers
and data
Old, silo legacy applications, Inaccurate
data, Manual reporting processes, Minimal
data analysis capabilities

University
Hospital East

Had high financial losses of $10 million,
Needed to save $15 million from projects’
financial losses, Improve bottom line
performance and productivity

60

61

Optimised service quality (T), Reduced patient wait time from
5 min to 2 min (A, M), Standardised clinical protocols (Ad, I),
Consistent and accountable patient care (M, Ad), Centralised
and synchronised patient data across clinics and headquarters
(A, I, Ad), Enhanced administrational control (Ad), Optimum
inventory management (A, I), Built trust and patient
satisfaction (M, T), Saved operational costs (F)
Centralised patient information enabled doctors to keep track of
patient care quality (Ad, M, I, A), Enhanced visibility of
inventory and consumables across all centers (I, T), Reduced
patient treatment cost by 30% (M, F), Competitive edge (T, M),
Quick ROI (F), Cumulative saving close to 22,000 annually
(F), Enabled better resource, quality and patient management
(Ad, I), Provided scalability (A, Ad), Standardised clinical
treatments and process (A, M)
99.999% availability (A, I), Reduced staff workload (I, Ad),
Unlocked more value in data (Ad, M), Enhanced performance
(A, I), Rapid provision of new virtual machines with IT control
(Ad, I), Simplifies IT management and support (Ad)
Automated centralised easy to access reporting processes (A, I,
Ad), Improved business analytic abilities (Ad, M), 50%
reduction in billing lag time from 28 days to 15 days (Ad, M,
I), Doctor pay tied to performance (I, T), Improved cash flows
(F), Boost production by 15% (A, Ad)
Improved bottom-line performance by $15 million (A, F),
Reduced paid hours per adjusted admission by 5% (I, Ad, F),
Annual labour expenses were reduced by $4.1 million without
layoffs (F, M, Ad), Improved productivity of patient
registration from 50th to 25th percentile (A, Ad),
Environmental Services productivity up from 60th to 40th
percentile (A, Ad), High staff satisfaction (M)
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Case Study

Challenges Identified or Services Needed

62

BayCare Health
System

Improve strategic planning, Market
initiatives, Evaluate and compare service
lines

63

Saint Cloud
Hospital

Improve core measure compliance, Catch up
with other organisations on publicly
reported measures

64

Crozer-Keystone
Health System

Weak data mining capabilities, Insufficient
data to predict market value and trends

65

Salford Royal
Hospitals

Silo systems, Multiple data formats,
Increase operational efficiency and
availability, Enable exchange of information

66

AZ ST Jan
General Hospital

Multiple silo systems, Time consuming
administrative process

67

HSC Medical
Center

Manual processes, Time consuming paper
work, Poor data availability

Established inpatient and outpatient service lines and its
financial potential (A, F, Ad), Ability to analyse its market
share, future growth and contribution margin (Ad, M, I),
Enabled comparison of service lines and prioritisation (T, I)
Enabled evaluation of failure patterns and compliance (A, I),
Empowered staff to deliver better patient treatment (Ad, M),
Achieved pneumococcal immunisation rates of 98.3% (A, Ad),
Increased discharge instructions to 86.82% (A, Ad), Achieved
100% evaluation of heart failures (A, Ad)
Provided data and information for staff on current, past, and
expected patient demand and best services (A, I), Discrete
quantification of the entire market (Ad, M), Assisted planning
groups to understand current market and patient consumption
(I, Ad), Strategic initiatives for market shares and community
needs (Ad, M)
Integrated database for entire set of departments across the
entire hospital and external systems (A, I , Ad), Centralised
EHR for every patient that will be maintained over their
lifetime (A, T, M), Eliminated silo systems (A, Ad), Enabled
exchange of information between external entities and the
hospital with greater availability (A, I, T)
Automated scheduling (A, Ad), Reduced administrative
workload (Ad), Integrated multiple silo systems and data (I),
Empowered patients with information (M)
Automated processes (A), Availability of patient information
instantly (A, I), Eliminated paper based and manual data entry
(A, Ad), Highly enhanced administrative work (A), Newer
process flows (T, M)
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Key Findings and Outcomes2

Case Study
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68

Dritter Orden
Hospital

Lacked integration among HIS, Isolated
applications, Time consuming activities

69

Euromedic
International

Need for an integrated system, Standardise
process, Support complex health services
settlement and accounting procedures in
various countries

70

Hessing
Foundation

Needed a universal solution to integrate and
digitise patient information and records

71

Ingolstadt Clinic

Improve turnaround of laboratory analyses
and simultaneously reduce costs

72

KDL Test

Decentralised systems, In need of high
healthcare standards

Redefinition and optimisation of the processes (A, T),
Complete RIS/PACS integration (A, I, Ad), Faster diagnosis (I,
M, Ad), Shorter waiting times (A, Ad), Higher Radiology
efficiency (A, M), Constant access to research results (Ad, T,
I), Complete integration of Radiology in the hospital process
(A, Ad, I)
Optimised and automated processes (A, Ad), Faster diagnosis
(A, I), Shorter waiting times (Ad, M), Higher radiology
efficiency (A, T), Instant access to patient information and tests
(I, T, Ad), Lower administrative costs (F), Improved planning
and control (Ad), Highly scalable (Ad)
Integrated system with uniform user interface (A, Ad),
Seamless view of all work processes (A, Ad), High
performance and stability (A, T), High capacity electronic
patient files (I, Ad), Superior data security and transparency
(Ad, M), Offers access to complete patient information based
on location and time data (A, M), Meets the highest quality
standards (M), Smooth, fast transition and cost accounting (Ad,
F), High acceptance among users (M)
Integrated complete system (A, I), Workflow optimisation (A,
T), Reduction of turnaround time (M, Ad), Electronic creation
of requests and transfer of reports (Ad), Quality assurance (A,
Ad, M), Flexibility due to parameter ability (T, M), Cost
savings (F)
Fully automated and centralised systems to manage all centers
(A, Ad), Standardised data model (M, Ad), Complete
transparency in process (A, I), Real time visibility of patient
information and lab results for staff (A, M, Ad), Rapid
responsiveness (I)
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73

DuisburgDinslakenMülheimOberhausen Lab
Association

Needed a centrally managed process,
Distribution of workload among its labs

74

Wimmera Health
Care Group

75

Nationwide
Children’s
Hospital

Resource consuming and laborious
processes, Insufficient data, Lacked
analytical tools
Speed up image analysis, Faster retrieval of
results

76

Kamineni
Hospitals

Outdated HIS, Silo systems, Manual
processes, Data redundancy affecting
decision quality, Needed centralised control
system

77

Ruijin Hospital

Use technology to improve diagnostic
accuracy and consistency, patient safety,
staff efficiency and resource usage

Workflow optimisation across multiple locations (A, Ad),
Reduction of personnel (Ad, I), Better utilisation of analytic
devices (Ad, I), High system reliability without costly backup
systems (Ad, M, F), Quicker lab diagnostics (I, T), Supported
future device enhancements (Ad), Easier maintenance of the
existing hardware and software landscape (Ad, T), Quick
online access to complete patient information for medical
personnel (A, Ad)
Captured and analysed multiple data sources (A, I, Ad), Indepth information enabled better view of incidents (A, Ad),
Filtered contents (Ad)
Greater scalability and availability (A, T, Ad), On demand
computation of resources (A, I), Increased pathologist
productivity (A, M), Timely results (I), Fine tuned for faster
placement of patients in time-sensitive clinical trials (Ad, M)
Efficient patient care (M), Reduced costs by 40 percent (F),
Eased decision making (I), Improved performance (A, Ad),
High availability of patient information (Ad, T), Integrated
multiple departments and synchronised patient information in
real time (A, Ad, I), Compliance with HL-7 standards (M, T),
Reduced patient wait time (M), Enhanced billing and
accounting process (Ad, A)
Enhanced patient safety and physician efficiency (M, Ad, I),
More accurate and consistent diagnoses (A, T, Ad), Better use
of limited hospital resources (I, Ad), Greater billing staff
efficiency (Ad, M), Integrated multiple departments with
unified data platform (A, Ad)
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78

Mason
General Give patients easier access to their visit
summaries and medical histories, Engage
Hospital
patients, families and referring physicians in
more-coordinated ongoing care

79

Uppsala
University
Hospital

80

Monitor critical servers, Ensure servers
work efficiently, Locate potential errors and
hardware failures before they happen, Find
and fix errors quickly, before they cause
downtime (to establish more control over
the network)
Bambino
Gesù Replace existing email software, Provide the
Pediatric Hospital hospital staff with a better IT solution for
communication

81

CareGroup
Healthcare
System

Tools to provide more self-service BI,
Empowering end users with more and better
information without needing to come to the
IT department

82

Freiburger Spital

Disparate systems, Reduce duplication of
process, Cut down IT expenses, Merge the
silo systems

Improved patient experience and coordination of care (M, Ad),
Increased organisational efficiency (A, I), Supported future
enhancements with minimal risk (A, T), Gave patients full
access to their treatment information (A, M), Built patient trust
and loyalty (M, T), High financial savings (F), Enhanced
resource management and reduced labour hours (I, Ad)
Identifying and troubleshooting of problems was quick and
effective (Ad, A), Predicted the failing and overloading of
servers (I, Ad), Automated generation of server reports (A, T),
Reduced hardware checks (A, I), Reduced workload on IT staff
(Ad, I), High uptime and availability of critical applications (A,
M, I), Ensured patients received high quality services (M, A)
Saved 60% of financial expenses (F), Reduced workload by
100 hours a month (Ad, I), Built trust with doctors (T, M),
Enabled collaboration for better patient treatment and decision
quality (A, M, Ad), Improved communication with patients (M,
A, Ad)
Integrated data from disparate systems (A, I), Self service BI
tools made abundant data available for staff (Ad, A), Enabled
personalised report generations (Ad, M), Reduced workload on
IT department (I), System simple and easy to use (M), Enabled
monitoring of information enforcing security policies on
sensitive information (A, I, Ad)
Simple low-cost integration of heterogeneous systems (A, F),
Significant cost savings (F), Fully automated data
synchronisation of multiple systems (A, I, Ad), Centralised hub
for transactions of data (A, T), Enhanced decision quality (I),
Scalability for future growth (Ad), Enhanced patient care (M),
Easy maintenance and deployment (M, A)
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83

Hospital de Faro

Manually aggregated data from multiple
sources, Lacked tools to perform in-depth
analysis, Lacked effective patient
management service

84

St. Joseph Health
System

Needed remote access to patient
information, Single system log on for
multiple applications

85

Sutter Health

Redundant data capturing processes, Errors
during validation of data

86

Affymetrix

Manual processes, Legacy document
management system, Costly internal and
external audits, Difficult maintaining
separate portals

87

Conceptus

88

Karl Storz

Legacy communication tools, Frequent
system failure causing financial loses, Poor
communication between sales force,
Existing service was cumbersome,
expensive and limited
Heterogeneous IT environment, Difficulties
in reaping services from IT, Increase
productivity and work experience for
employees

Optimised scheduling in line to patient demands (A, Ad),
Increased revenue by 23% (F), Faster completion of projects
(T, I), Enhanced patient care and follow ups (M, Ad),
Enhanced resource allocation (I, Ad), High patient satisfaction
(M), Effective decision making (I)
Integrated access to multiple systems (A, Ad), Boosted
physicians’ productivity (I, Ad), Enhanced patient treatment
(M), After hours assistance (A, M), Anytime and anywhere
access to information (A, I), Reduced delays (I)
Data collection increased by 36% (A, I), Reduced time
consumption on data entry (A, T), Highly accurate data (A,
Ad), Data extraction was reduced from weeks to minutes (A, I),
Enhanced and quick patient treatment and care quality (M, Ad)
Automated change order process (A, Ad), Automated
notifications replacing the forms (A, T, Ad), Payback period of
10 months (F), Search time reduced by 1/3 (A, I, M), Faster
search saved man power (I, Ad), Estimated to save 50%
compared to manual processes (F, A)
Faster communication and collaboration (A, I, Ad), Reducing
the wait time (A, T), Multiple tools and wider options on
communication (Ad, T), Financial saving close to $300,000
(F), Improved productivity (Ad, M), Less maintenance of the
system (M, Ad)
Less deployment time (Ad), Rapid increase in productivity and
performance (A, T), Enhanced speed and responsiveness (I, A),
Installation time reduced from 90 mins to 20 mins (Ad, I),
Saved hardware costs of approximately $87,700 and $6000
annually from the third party utilities (F), High employee work
experience (M)
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89

Royal Adelaide
Hospital

Experienced difficulties during demand for
services and high occupancy, Significant
cost constraints, Ineffective resource
management

90

Good Shepherd
Medical Center

Inefficient patient flow, Diversion of
incoming patients, Shortage of staff,
Ineffective resource management

91

University of
Amsterdam's
Academic Medical
Centre

Inefficient processes, Improve patient safety
and services, High revenue consumption,
Low visibility of patients, assets, medical
records, blood products and beds

92

Pantai Hospital

High patient load, Scarcity of skilled
resources, Paper based inefficient processes,
Time consuming tasks

93

Tan Tock Seng
Hospital

Low visibility of tracking patients, Slow
information flow across the organisation,
Time consuming processes

94

Texas Tech
University Health
Sciences Center

Poor manual inventory management, Loss
of assets, Inefficient processes, Low
visibility of assets

95

Lucile Packard
Children’s
Hospital

Tracking and securing newborns, patients,
staff and medical assets

Improved operational performance (A, Ad), Cross hospital
awareness on patient flows (A, T), Resources are aligned with
patient demands (I, Ad), Empowered staff with better control
(T, M), Savings accounted for several millions (F, M),
Immediate access to information enabling better strategies and
decision quality (Ad, I, T)
Unified view of patient flow throughout the hospital (A, Ad),
Enhanced patient safety and 40% rise in satisfaction (M, T),
Real time information enabled improved responsiveness (I,
Ad), Effective utilization of nurses (I, Ad), Bed assignment
time reduced by 20 min (A, M)
Automated and efficient processes (A), High resource
utilisation (I, Ad), Real time patient tracking (A, M, I),
Accurate billing (Ad, T), High visibility of inventory and
stocks (I, Ad), Reduced supply related cost by 5% (F), Blood
tracking and tracking for patient’s safety (A, T)
Streamlined efficient workflow (A, I), Elimination of paper
based and time consuming processes (A, T), Increased patient
safety (M, A), Anywhere and anytime data availability (M, Ad,
A), Real time visibility of patients and their data (A, I)
Complete visibility of patient movements and vital signs (A, I,
M), Increased staff efficiency (I), Faster bed turnover, reduced
waiting time and enhanced productivity (Ad, T, M), Enhanced
integration of patient data (T, I)
Automated inventory management (A, I), Reduced loss of
assets (Ad), Elimination of theft (A, Ad), Real time visibility of
total inventory, missing inventory and reports (A, T, M),
Elimination of paper work and errors (A), Substantial financial
savings (F)
High visibility of tracking, safe guarding and securing
newborns (A, M, Ad), Real time location information of staff,
patients and assets (I, T), Improved patient safety (M)
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96

Lahey Clinic
Medical Center

Poor inventory management, Inefficient
resource utilization, Time consuming
redundant process, Low visibility of assets

97

East Savo
Hospital District

Improve process, Ensure data security and
patient safety, Enhance accuracy and save
time, Improve asset tracking, Staff safety

98

Memorial Sloan- Manual process, Poor inventory
Kettering Cancer management, Loss of equipment and assets,
Inefficient workflow
Center

99

Shady Palms

100 Cephalon

Patient safety and security, Monitoring
dementia patients
Improve patient safety, Anti-counterfeiting
of products, Improve data flow and
integration, Low data visibility

Automated inventory management (A, I), Real time visibility
of assets (I, Ad), Efficient process and resource management
(A, I, Ad), Freed up staff time (M, T), Centralised equipment
location information (I, M), Enhanced patient care quality (M)
Stringent access controls to maintain data security and patient
safety (Ad, M, I), Elevated real time patient monitoring and
immediate access to accurate patient records (A, I, M), Saved
54 nurse hours per month from redundant process (A, T),
Enhanced personnel safety, resource and asset management (M,
Ad, I), Quick ROI in 12 months (F)
Dynamic inventory management (A, Ad), Minimised theft and
accidental loss of assets (Ad, I), Optimised staff performances
and equipment usage (M, I, T), ROI in 1.5 years (F), High data
visibility across the organisation (I, T)
Centralised monitoring of the movements of dementia patients
(A, I), Enhanced patient care and security (T, M), Asset
management (A, Ad), Increased assistance for patients (M),
Better resource utilisation (I, Ad)
High visibility of data and data integration across the
organisations (A, I), Regulatory compliance (M, Ad), improved
patient safety (M)
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4.5 Conclusion
This chapter has provided an in-depth description of the qualitative analysis employed
in this research. Table 4.3 below presents a summary of the results of this analysis. The first
two columns list the hypotheses. The next two columns indicate, for each of the three
research hypotheses, the number of cases that supported and did not support/rejected that
hypothesis. The final column indicates how many cases included insufficient evidence to
draw a conclusion.
No

Table 4.3: Cases Supporting our Hypotheses from Qualitative Analysis
Hypothesis
No. of cases in which Hypothesis is
Supported

NotSupported/
Rejected

Insufficient
Evidence

H1 Capabilities of IT have a significant positive effect
on performance improvement at the process level

21

-

79

H2 Capabilities of IT have a significant positive effect
on performance improvement at the organisational
level

23

-

77

H3 Capabilities of IT have a significant positive

55

-

45

indirect effect on performance improvement at
the organisational level, which is mediated
through a positive effect on performance
improvement at the process level
Reviewing Table 4.3, 21 cases provided supporting evidence for Hypothesis 1, 23 cases
supported Hypothesis 2 and 55 cases supported Hypothesis 3. Insufficient evidence was found in
79 cases with respect to Hypothesis 1, 77 cases had insufficient evidence to draw a conclusion
regarding Hypothesis 2 and 45 cases had insufficient evidence to draw a conclusion regarding
Hypothesis 3.
It is noticeable from Table 4.3 that none of the case studies provided evidence that did not
support or that rejected any of the hypotheses. This may be due to the restriction in the
methodology itself. As discussed in Sections 3.2 and 3.6, archival analysis limits the researcher's
control over the data and the collection methodologies employed in creating the documents. The
cases that are included in this analysis were primarily prepared for promotional purposes by the
vendors. Hence, the information in the cases may be more skewed towards promoting a success
story and the benefits of IT rather than highlighting any negative outcomes. This is an inherent
drawback of this particular methodology. This limitation poses significant validity and reliability
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threats to the results obtained. However, the cases do provide clear evidence of performance
improvements in many healthcare organisations as a result of the use of IT. Hence, from the
archival analysis, it is evident that capabilities of IT have significant positive influences on
performance at the process level and at the organisational level.
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Chapter 5: Results of Quantitative Analysis

5.1 Introduction
The data set generated from the coding of the cases (see Chapter 4) was employed to
test the research model using statistical analysis, as previously explained in Chapter 3. The
complete data set is provided in Section 4.3. The collection and manipulation of data was
completed in Microsoft Excel 2007. All statistical analyses were conducted using the Statistical
Package for Social Sciences (SPSS, V20) computer program.

5.2 Results from Quantitative Analysis
This section is organised as follows. Commencing with an analysis of instrument
reliability, a correlation analysis is then presented to determine the strength of the relationships
between the independent and dependent variables. Multiple regression is then applied to test a
direct effects model. Multiple tests were performed to check for mediation effects as
hypothesised in the research model. The results of the diagnostics conducted to check for validity
threats are then presented. Finally, the results are reported; these are supported by discussion.

5.2.1 A Note about Treating Missing Values
Before performing any analysis, the data set was checked for the frequency of missing
values. As discussed in Chapter 4 (see Table 4.2), a large number of missing values were
encountered. Consistent with this, frequency analysis (Section 4.4) reported a large number of
missing values. Various procedures for dealing with missing values (Cohen et al., 2002) are
reviewed below:
Dropping Items: The data set was checked to see whether any instances of missing values
constituted a substantial proportion of data for an item. This analysis revealed that the item ‘IT
personnel expertise’ had 66 missing values, and the item ‘financial performance’ had 58 missing
values. For other items, the number of missing values ranged from 14 to 48. One option is to drop
items with a large number of missing values from the analysis. However, given the nature of the
data set generated by the methodology employed, this option is likely to exclude all items from
the analysis. Cohen et al. (2002) argued that, under the assumption that items are related to each
other, the partial information available for data sets that have items with a large number of
missing values can be employed to generate valid construct scores.
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Dropping Subjects: Dropping the cases with missing data would result in a significant
reduction in the number of cases that could be included in the analysis. Pairwise and Casewise
deletion both result in deletion of a large number of cases. Pairwise deletion results in deletion of
10 cases for ‘capabilities of IT’, 11 cases for ‘performance improvements at the process level’
and 18 cases for ‘performance improvements at the organisational level’. Casewise deletion
results in the deletion of 19 cases from the analysis. Hence, this solution of dropping subjects was
also eliminated (Cohen et al., 2002).
Mean Substitution: When neither items nor subjects can be dropped, the missing values
can be appropriately substituted to create a more complete data set for analysis. One method to
replace the missing values is to compute construct score based on the mean values of the items
for which the data is available (Cohen et al., 2002). This is valid procedure under the assumption
that items reflect the same construct. Following this protocol, all the missing values were replaced
with mean substitutions (Section 4.3).

5.2.2 Instrument Reliability
Reliability is defined as "the ability of a measure to produce consistent results when the
same entities are measured under different conditions" (Field, 2009). It refers to the degree to
which a test can be measured consistently. Instrument reliability has a significant impact on the
validity of conclusions drawn in a research study. Estimating the reliability measure is based on
the idea that all the items measure the said phenomenon, i.e. the items are said to be homogenous
(Gay and Airasian, 1999, Pedhazur and Schmelkin, 1991). The most frequently used metric for
estimating internal consistency and reliability of an instrument is Cronbach’s alpha (Pedhazur and
Schmelkin, 1991). Arguably, as concluded by Nunnally and Bernstein (1994), anything with a
Cronbach’s alpha above .70 can be considered as an acceptable indicator.
Table 5.1 shows the reliability analysis for the construct capabilities of IT. The items

comprising this construct are IT management capabilities, IT personnel expertise and IT
infrastructure flexibility. Cronbach's alpha for this construct was found to be .83, which is an
acceptable value. The inter-item correlation matrix (which refers to the correlations between each
item) and the total score are reported in Table 5.1. The acceptable range for inter-item correlation
value is between .3 and .7 (Ferketich, 1991). Item correlations outside this acceptable range are
usually dropped from the measurement scale. In this analysis, all the results (as shown in the
inter-item correlation matrix) fell within the acceptable range. The values in the column
‘Cronbach's alpha if item deleted’ show the overall alpha if that particular item gets dropped from
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the measurement scale. None of the alpha values in this column are higher than original construct
value of .83, hence any deletions of items will only result in alpha values less than .83, resulting
in decreased reliability.
Table 5.1: Inter-Item Reliability of the Capabilities of IT (N=90)
Reliability Statistics
Cronbach's
Cronbach's
Alpha
Alpha Based
on
Standardised
Items
.83
.83

N of
Items

3

Inter-Item Correlation Matrix
IT
Management
Capabilities
IT Management
Capabilities
IT Personnel
Expertise
IT Infrastructure
Flexibility

IT Personnel
Expertise

IT
Infrastructure
Flexibility

1.00

-

-

.66

1.00

-

.55

.65

1.00

Item-Total Statistics
Scale Mean
if Item
Deleted
IT
Management
Capabilities
IT
Personnel
Expertise
IT
Infrastructure
Flexibility

Corrected
Item-Total
Correlation

Squared
Multiple
Correlation

Cronbach's Alpha if Item
Deleted

5.52

Scale
Variance
if Item
Deleted
1.82

.66

.46

.79

5.69

1.82

.743

.55

.71

5.70

1.86

.66

.45

.79

Table 5.2 shows the reliability analysis for the construct performance improvements at

the process level. The items comprising this construct are automational effect, information effect
and transformational effect. Cronbach's alpha for this construct was found to be .7, which is an
acceptable value. The inter-item correlations between each item are greater than .3, indicating
values of an acceptable level. The value of Cronbach's alpha does not improve significantly by
deleting any items. Hence, all items in the scale were retained.
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Table 5.2: Inter-Item Reliability of the Performance at the Process Level (N=99)
Reliability Statistics
Cronbach's
Cronbach's
Alpha
Alpha Based
on
Standardised
Items
.70

.71

Inter-Item Correlation Matrix
Automational
Effect

N of
Items

Automational
Effect
Informational
Effect
Transformational
Effect

3

Informational Transformation
Effect
-al Effect

1.00

-

-

.39

1.00

-

.42

.49

1.00

Item-Total Statistics

Automational
Effect
Informational
Effect
Transformational
Effect

Scale Mean
if Item
Deleted
5.75

Scale
Variance if
Item Deleted
1.52

Corrected
Squared
Cronbach's
Item-Total
Multiple
Alpha if
Correlation Correlation Item Deleted
.48
.24
.66

5.88

1.61

.52

.28

.60

5.93

1.63

.56

.32

.56

Table 5.3 shows the reliability analysis for the construct performance at the organisational

level. The items comprising this construct are financial performance, marketing performance and
administrational performance. Cronbach's alpha for this construct was found to be .82, which is
an acceptable value. The inter-item correlation matrix shows correlation values within the
acceptable range (i.e. between .3 and .7). Deleting any item does not provide any improvements
in the alpha values. Hence, all items in the scale were retained.
Table 5.3: Inter-Item Reliability of the Performance at the Organisational Level (N=90)
Reliability Statistics
Cronbach's
Cronbach's
Alpha
Alpha Based
on
Standardised
Items
.82

.82

Inter-Item Correlation Matrix
Financial
Performance

N of
Items

Financial
Performance
Marketing
Performance
Administrational
Performance

3

Marketing
Performance

Administrational
Performance

1.0

-

-

.67

1.000

-

.49

.63

1.000

Item-Total Statistics

Financial
Performance
Marketing
Performance
Administrational
Performance

Scale Mean
if Item
Deleted
5.63

Scale
Variance if
Item Deleted
1.33

Corrected
Item-Total
Correlation
.65

Squared
Multiple
Correlation
.45

Cronbach's
Alpha if Item
Deleted
.77

5.66

1.30

.75

.56

.64

5.79

1.66

.61

.40

.80
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5.2.3 Correlation Analysis
Bivariate correlations between the constructs were computed to measure the strength
of their relationships. As discussed in Section 3.6, Spearman's correlation is the most
appropriate statistic for conducting this analysis because ordinal scales were employed to
measure each construct (Field, 2009). Table 5.4 shows the results obtained. Additionally,
Kendall's tau and Pearson's correlation are also reported for comparison purposes.
Table 5.4: Correlations Among the Variables
Capabilities
IT

Capabilities of IT
Performance at the
Process Level
Performance at the
Organisational
Level

1.000
.26*
N = 89
.18
N = 82

Correlation
Coefficient

Spearman's Correlation

Capabilities
IT

Capabilities of IT
Performance at the
Process Level
Performance at the
Organisational
Level

1.00
.20*
N = 89
.15
N = 82

Correlation
Coefficient

Kendall's Tau

Pearson's Correlation

Capabilities
IT

of Performance at the
Process Level
1.000
.28*
N=90
of Performance at the
Process Level
1.000
.22*
N=90
of Performance at the
Process Level

Pearson
Correlation

Capabilities of IT
1.00
Performance at the
1.00
.28**
Process Level
N = 89
Performance at the
.18
.31**
Organisational
N = 82
N=90
Level
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

Performance at the
Organisational
Level
1.000

Performance at the
Organisational
Level
1.000

Performance at the
Organisational
Level
1.00

It is clear from the results that there are significant correlations among the constructs:
capabilities of IT is correlated significantly with performance improvements at the process
level (r=.26, p-value ≤ .01); and performance improvements at the process level is correlated
significantly with performance improvements at the organisational level (r= .28, p-value ≤
.01). Capabilities of IT is not correlated significantly with performance improvements at the
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organisational level (r=.18, p-value > .10). The conclusions drawn from the three alternative
statistical analyses presented in Table 5.4 (i.e. Spearman's correlation, Kendall's tau and
Pearson's correlation) are identical.

5.2.4 Tests for Mediation
Baron and Kenny's Multiple Regression Procedure
Table 5.5 reports the results obtained from Baron and Kenny's Multiple Regression

Procedure (Baron and Kenny, 1986, Preacher and Hayes, 2004) for testing the mediation
effects in the research model. This procedure was outlined in Section 3.6. Following Baron
and Kenny's Multiple Regression Procedure, in Step 1 we regressed performance
improvements at the organisational level on the capabilities of IT. This determined that the
unstandardised regression coefficient (B = .16, p > 0.10) is not significant. Hence, the direct
effect is not significant. Baron and Kenny's Multiple Regression Procedure requires this path
to be significant to proceed further to Step 2 and 3, where tests for mediation are conducted.
However, as discussed earlier, prior research suggests that Paths A and B to be significant.
Hence, following the procedure of Kenny et al. (1998), Steps 2 and 3 are conducted to test the
significance of Paths A and B.
In Step 2, we regressed the performance improvements at the process level with the
capabilities of IT. The unstandardised regression coefficient (B = .25, p < 0.01) is significant.
Step 3 evaluated the indirect effects and required regressing performance
improvements at the organisational level on both performance improvements at the process
level and capabilities of IT. The unstandardised regression coefficient associated with
performance improvements at the process level and performance improvements at the
organisational level (controlling for capabilities of IT) is not significant (B = .22, p > .05).
The unstandardised regression coefficient associated with performance at the organisational
level on capabilities of IT is also not significant (B = .12, p > 0.05).
From these findings, it can be concluded that meditation effects or indirect effects are
not significant.
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Table 5.5: Baron and Kenny's Multiple Regression Procedure

Testing Mediator Effect using Multiple Regression B
Path C
Path A
Path B
Path C'

.16
.25
.22
.12

SE B 95% CI

β

.10
.10
.12
.10

.18
.28**
.21
.13

-.034, .360
.063, .427
-.013, .449
-.085, .318

Where a= .25, b= .22, sa= .10, sb= .12.
2

2

2

Standard Error term = SE  b 2 s a + a 2 s b + s a s b
Substituting for z 

2

= .037

ab
= 1.47< 1.96.
SE

Capabilities of IT

Path C

Performance
Improvements at the
Organisational Level

Performance
Improvements at the
Process Level
Path A

Capabilities of IT

Path B

Path C’

Performance
Improvements at the
Organisational Level

Figure 5.1: Mediation Model

Following Baron and Kenny's Multiple Regression Procedure (Baron and Kenny,
1986, Preacher and Hayes, 2004), the z score was estimated by dividing the product of Path A
and Path B by the standard error term. The z score is 1.47, which is less than the critical value
of 1.96. The mediation effect is not significant.

Sobel's Test
Sobel's Test (Figure 5.2)for mediation was also conducted to corroborate the findings
from Baron and Kenny's check for consistency. Sobel's Test (Preacher and Leonardelli, 2001)
returned a non-significant z score of 1.54 (p > 0.05). Findings from Sobel's Test are
consistent with those from Baron and Kenny's test.
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Figure 5.2: Sobel's Test (Preacher and Leonardelli, 2001)

Both the tests suggested that the mediation effect is non-significant.

Preacher and Hayes' Bootstrapping Procedure
Preacher and Hayes’ Bootstrapping Procedure was performed utilising SPSS-based
macros obtained from Preacher and Hayes (2004). The results are reported in Table 5.6.
The descriptive statistics and Pearson's correlation generated by the macros (Table
5.6) are consistent with those obtained earlier (Table 5.4). The direct and total effects,

reported as unstandardised regression coefficients estimated based on Baron and Kenny's
procedure, are also reported. The statistics are interpreted as:


b(YX) is the total effect of the capabilities of IT on the performance
improvements at the organisational level (Path C, Figure 5.1)



b(MX) is the effect of the capabilities of IT on the performance improvement at
the process level (Path A, Figure 5.1)



b(YM.X) is the effect of the performance improvements at the process level on the
performance improvements at the organisation level, controlling for the
capabilities of IT (Path B, Figure 5.1)



b(YX.M) is the direct effect of the capabilities of IT on the performance at the
organisational level, controlling for performance at the process level (Path C',
Figure 5.1).
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Table 5.6: Results from Preacher and Hayes Bootstrapping Procedure
Run MATRIX procedure:
*************************************************************************
Preacher and Hayes (2004) SPSS Macro for Simple Mediation
Written by Andrew F. Hayes, The Ohio State University
http://www.comm.ohio-state.edu/ahayes/
For details, see Preacher, K. J., & Hayes, A. F. (2004). SPSS and SAS
procedures for estimating indirect effects in simple mediation models
Behavior Research Methods, Instruments, and Computers, 36, 717-731.
VARIABLES
Y
X
M

IN SIMPLE MEDIATION MODEL
Performance at the Organisational Level
Capabilities of IT
Performance at the Process Level

DESCRIPTIVE STATISTICS AND PEARSON CORRELATIONS
Mean
SD
Y
X
Y
2.9033
.5779
1.0000
.1825
X
2.8477
.6424
.1825
1.0000
M
3.0021
.5606
.2439
.2506

M
.2439
.2506
1.0000

SAMPLE SIZE
81
DIRECT AND TOTAL EFFECTS
Coeff
s.e.
b(YX)
.1641
.0995
b(MX)
.2187
.0950
b(YM.X)
.2180
.1159
b(YX.M)
.1165
.1012

t
1.6494
2.3011
1.8804
1.1509

Sig(two)
.1030
.0240
.0638
.2533

INDIRECT EFFECT AND SIGNIFICANCE USING NORMAL DISTRIBUTION
Value
s.e.
LL95CI
UL95CI
Z Sig(two)
Sobel
.0477
.0346
-.0200
.1154
1.3800
.1676
BOOTSTRAP RESULTS FOR INDIRECT EFFECT
Data
Mean
s.e.
Effect
.0477
.0480
.0335

LL99 CI
-.0232

UL99CI
.1618

LL95CI
-.0041

UL95CI
.1245

NUMBER OF BOOTSTRAP RESAMPLES
5000
********************************* NOTES **********************************
------ END MATRIX -----

The results of Baron and Kenny's procedure that were reported earlier are consistent
with those generated by Preacher and Hayes’ macros. This provides evidence that our manual
computation is accurate. The results suggest that Paths C, B and C' (Figure 5.1) are nonsignificant, and that path A is significant.
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Preacher and Hayes' macros also report the results of Sobel's Test; the mediation
effect is not significant. The results from Sobel's Test reported earlier are consistent with
those computed by Preacher and Hayes' macros.
The results of the bootstrapping analysis report include zeros, thereby indicating that
at the 95% confidence interval accounting for the mediation effect still produces a result that
is non-significant. The results obtained from the bootstrapping parallel the results obtained
from Sobel's Tests and also from the result obtained from the conventional regression
analysis from the raw data. The results of all the tests performed on the data to assess the
mediation effects are consistent; all point towards the absence of any mediation effects.

5.2.5 Multiple Regression Analysis
The analysis of mediation effects suggests that they are non-significant. This section
reports the results of a multiple regression, estimating the direct effects on performance
improvements at the organisational level of both capabilities of IT and performance
improvements at the process level (Figure 5.3).

Figure 5.3: Direct Effects Model
Table 5.7: Summary of the Regression Results (Model Testing)
Unstandardized
Standardized
Regression Analysis
Coefficients
Coefficients

t

Sig

B

Std. Error

Beta

(Constant)

1.917

.397

Capabilities of IT

.116

.101

.13

1.151 .253

Performance at the Process
Level

.218

.116

.21

1.880 .064

4.826 .000

Dependent Variable: Performance at the Organisational Level
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Table 5.7 indicate the effect of capabilities of IT on performance improvements at the

organisational level is non-significant (β= .13, p>0.05). The effect of performance
improvements at the process level on performance improvements at the organisational level is
non-significant (β= .21, p>0.05).

5.3 Regression Diagnostics and Validity Threats
Several assumptions underpin the computation of regression coefficients as well as
the critical values employed in estimating the statistical significance of the regression
coefficients.
(a) Linearity - It is assumed that the relationship between dependent and independent
variables is linear. This assumption can be tested by plotting the data points of the dependent
variable against the independent variables. Other methods to test for linearity are outlier
analysis and residual plots.
(b) Independence - Absence of autocorrelation, where the errors are independent of each
other. This assumption is tested through a Durbin-Watson test for the time series data.
(c) Homoscedasticity - The residuals satisfy the conditions for homoscedasticity, i.e. the
variance of the residuals remains constant for all levels of the independent variables. This
assumption can be tested using residual plots.
(d) Normality - It is assumed that residuals are normally distributed. This assumption can be
tested by outlier analysis and residual plots.
A violation of the assumptions above could pose a threat to the validity of the
conclusion drawn from regression analysis. In particular, it is recommended that the
following assumptions are tested in a post-hoc analysis (Pedhazur and Schmelkin, 1991,
Field, 2009).
The following sections investigate the validity threats raised above. Pedhazur and
Schmelkin (1991) suggest a number of diagnostic techniques, such as data plots, residual
analysis and influential analysis to evaluate validity threats. The application of these methods
assists to evaluate validity threats arising from the presence of outliers, data anomalies and
departures from the assumptions underpinning regression analysis.
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5.3.1 Data Plots
The estimation of regression coefficients is based on the assumption that the
relationship between the dependent and independent variables is linear. One way to verify
this is through analysis of data plots. Data plots provide a visual representation to assess the
linearity of the data. Plotting of the data can detect patterns and/or departures. The data plot
(Figure 5.4 (a), (b) and (c)) was generated when regressing the performance improvements at
the organisational level against the performance improvements at the process level and the
capabilities of IT. From the data plots below, the trends in the data points appear to be
random. However, the assumption of linearity is further tested and examined through the
outlier analysis and residual analysis in the next section.

(a)
Figure 5.4: Data Plots
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(b)

(c)
Figure 5.4: Data Plots

5.3.2 Outlier Analysis
An outlier refers to unusual data points that stand out from the rest of the data as
anomalies. Outliers may unduly affect the computation of regression coefficients. This may
result in inappropriate conclusion being drawn from the regression analysis (Pedhazur and
Schmelkin, 1991).
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In regression analysis, outliers are defined as the data points with large residuals. The
residuals refer to the differences between the values of the predicted outcome and the
observed outcome. If a model fits the data well, the residual values will be small; if the model
fits the data poorly, the residuals will be large (Field, 2009).
Outlier analysis is a method to evaluate validity threats (Pedhazur and Schmelkin,
1991). Procedures outlined by Pedhazur and Schmelkin (1991) for conducting residual
analysis are followed here. An analysis of standardised residuals can identify data points that
are outliers and that may have had an undue influence on the estimation of regression
coefficients. The raw or unstandardised residuals are measured in the same units as the
outcome variable. The units of measure affect the magnitudes of the raw residuals and are
difficult to interpret across different models. Further, it is difficult to identify a universal cutoff point for defining what constitutes a large residual. Hence, it is important to use
standardised residuals, calculated by converting the raw residuals into standard deviation
units (i.e. z-scores – the process of standardisation was discussed in Section 3.6 as the means
of converting the raw scores of the variables into standard deviation units).
In a normally distributed sample, 95% of z-scores should lie between −1.96 and
+1.96, 99% should lie between −2.58 and +2.58, and 99.9% (i.e. nearly all of them) should
lie between −3.29 and +3.29 (Field, 2009). With standardised residuals, it is easier to define
the acceptable value. In general, one criterion to identify outliers in the residuals is all
standardised residual values greater than |2|. Pedhazur and Schmelkin (1991) suggest that a
data set can be considered robust if it contains 95% of the data points below the stringent
cutoff at |2|. However, in the case of larger samples, a cutoff value of |3| is recommended
(Pedhazur and Schmelkin, 1991).
The computation of standardised residuals assumes that the residuals have the same
variance. Thus, it is also recommended that outliers be evaluated based on an analysis of
studentised residuals (SRE). The studentised residual is the unstandardised residual divided
by an estimate of its standard deviation. These studentised residuals have the same properties
as the standardised residuals, but provide a more accurate estimate of the error variance of a
specific case (Pedhazur and Schmelkin, 1991, Field, 2009). Many authors recommend against
using the studentised residuals, with Nourisis (1986) stating that “these adjustments in
variance makes violation of regression assumptions more visible”. In view of the conflicting
opinions, both standardised residuals and studentised residuals were employed in this analysis
for identifying outlier data points.
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Table 5.8 reports the standardised residuals (ZRE) and studentised residuals (SRE). A

review of the ZRE and SRE scores shows that there are no scores larger that |3|. This suggests
an absence of outliers in the data set. However, restricting the cutoff to |2| highlights three
data points (cases 65, 86 and 87) that could be potential outliers. Section 5.4 discusses the
impact of excluding these data points from the analysis.

5.3.3 Homoscedasticity Analysis
The assumption of homoscedasticity requires that the variance in the residuals be
constant for all levels of the independent variable. Departure from this assumption is known
as heteroscedasticity. Residual plots can verify the assumption for homoscedasticity. The two
most common residual plots are: (a) residuals against predicted scores; and (b) residuals
against the independent variables. Heteroscedasticity can be detected by examining those
residuals in the residual plot that are getting larger (fan-in/fan-out patterns), either as a
function of predicted scores or independent variables (Pedhazur and Schmelkin, 1991).
Figure 5.5, Figure 5.6 and Figure 5.7 shows the three residual plots generated in SPSS. In
all the figures, ordinates represent the residuals. Abscissa represents the predicted values in
Figure 5.5 and the independent variables in Figure 5.6 and Figure 5.7. The 0 point in the
ordinate is the mean of the residuals. In order for the regressions assumptions to be
acceptable, most of the points should appear within |2| standard deviations of the 0 point. The
points should be dispersed randomly without any indications of heteroscedasticity patterns.
From the residual plots below, apart from the three cases identified in the previous section
(i.e. cases 65, 86 and 87), all the points appear to be within the acceptable standard deviation
range and they appear in random without any fan in and fan out heteroscedasticity patterns.

Figure 5.5: Residual Plot - Residuals Against Predicted Score
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Figure 5.6: Residual Plot - Residuals Against Independent Variable (Capabilities of IT)

Figure 5.7: Residual Plot - Residuals Against Independent Variable (Performance at the Process
Level)

5.3.4 Influence Analysis
Another threat to the validity of regression estimates arises when a data point or a
collection of data points exhibits a large impact on regression estimates as compared to other
observations (Belsley et al., 2005). Inspection of data plots and residual analysis may not
detect such influential data points. This is especially likely in the case of multiple regression
analysis, where the data is much more complex than utilised in simple regression (Pedhazur
and Schmelkin, 1991).
Leverage statistics and Cook's D (distance) statistics are two methods for detecting
influential observations (Pedhazur and Schmelkin, 1991, Cohen et al., 2002). Leverage
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statistics measure the influence of the observed value of the outcome over the predicted
values (Pedhazur and Schmelkin, 1991, Cohen et al., 2002). Two general approaches for
identifying cases with large leverage values have been proposed in prior research (Pedhazur
and Schmelkin, 1991, Cohen et al., 2002). The first method is to draw a scatter plot with (hii measure of leverage) leverage of each case, and then examine all the cases with extreme
leverage values. This approach is suitable for smaller datasets.
The second approach provides more robust procedures for examining the leverage
values. In simple regression, leverage can be computed as:
hi 

1 (Xi  X )

N
 x2

Eq .5.1

where hi = leverage of the ith observation; N = number of observations; ∑x2 = sum of squares
of the independent variable.
A general thumb rule for calculating the cutoff value is specified below. The leverage
values that fall above cutoff value are considered as influential observations. The cutoff value
can be calculated as:
hi> 2(k+1)/N

Eq. 5.2

where k is the number of independent variables and N is the number of observations
(Pedhazur and Schmelkin, 1991).
In this case, the calculation is hi> 2(2+1)/100 = 0.06. Any values above 0.06 are
considered high and deserving of attention. Examining the computed leverage value in Table
5.8, only one case (case 86) falls above the cutoff value.

Cook's D (distance) is an alternative measure of the overall influence of a single case
on the regression equation. Alternatively, known as measure of global influences, Cook's D is
affected by large residuals and/or large leverage values (Pedhazur and Schmelkin, 1991).
Cook's D is calculated as:
 ri 2   hi 
Di  


 k  1 1  hi 

Eq. 5.3

where Di = Cook's D for the ith observation, ri = studentised residual for the ith observation
and hi is the leverage for the ith observation. Cook's D ranges upwards from its minimum
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value of 0 with higher numbers indicating larger influences. Since the minimum value is 0,
Cook's D will always be ≥ 0 and cannot be negative.
Pedhazur and Schmelkin (1991) suggest that for diagnostic purposes, it would suffice
to scrutinize the observations with the largest values of Cook's D. However, a general rule of
thumb from Cohen et al.(2002) is scrutinization of Di ≥ 1 or the critical values of the F
distribution at α = .50 with df = (k+1, n-k-1). Examining Table 5.8 for Di ≥ 1, no cases were
found to be influential.
Table 5.8 also shows the score for Mahalanobis’ Distance, which is an alternate
method closely related to leverage statistics. Mahalanobis’ Distance measures the distance
between the specific case values on the predictor variables and the centroid of the
independent variables. It is calculated as:
Squared Mahalanobis’ Distance = (N − 1) (hi − 1/N)

Eq. 5.4

where hi = leverage of the ith observation and N = number of observations.
Mahalanobis’ Distance is said to provide the same information as the leverage
statistics, only differing in the cutoff points. Rocke and Woodruff (1996) argue that
Mahalanobis’ Distance works well for identifying outliers when they are scattered, but fails
to be effective when outliers are clustered and overlapped. However, the data points detected
by Mahalanobis’ Distance are not implied to be influential points. Hence, Rocke and
Woodruff (1996) argue that Cook's Di ≥ 1 is more effective for detecting influential
observations. Therefore, influential analysis is limited to Leverage and Cook's D distance
statistics in this research.
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Table 5.8: Diagnostics
Outlier Analysis

Case No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Case Study
Integria Healthcare
Cardinal Health
University Hospital Aachen
SSM Healthcare
Orbis Healthcare Group
Sisters of Mercy Health System
Klinikum Mittelbaden gGmbH
Virtua
Salem Hospital
Sentara Healthcare
Blessing Health System
Integris Health
Commonwealth Newburyport Cancer Center
French Biobank (Nice University Hospital)
Intermountain Healthcare
Memorial Hospital Miramar
Disney Family Cancer Center
Jacobi Medical Center
Terso and Texas Lab
Mississippi Blood Services
St. Vincent's Hospital
Cadila Pharmaceutical
Mount Sinai Medical Center (MSMC)
Boots
Melbourne Health

PRE
2.92058
3.0077
2.86235
2.86235
3.1386
2.86235
3.10971
2.81156
3.06841
2.99821
3.03703
2.70255
3.02959
2.85038
2.93502
3.21624
2.99821
3.03703
3.10971
2.92058
2.69511
2.58609
3.02711
3.1386

RES
1.07942
-1.0077
0.63765
0.47099
0.3614
-0.10971
0.18844
-0.06841
0.33512
0.2963
-0.20255
-0.52959
0.14962
0.78376
1.00179
0.46297
-0.10971
0.41276
-0.19511
-0.58609
-0.02711
-0.1386

ZPR
0.10905
0.6588
-0.25835
-0.25835
1.48479
-0.25835
1.30245
-0.57881
1.04186
0.59893
0.84387
-1.26668
0.79692
-0.33387
0.20023
1.97467
0.59893
0.84387
1.30245
0.10905
-1.31363
-2.0015
0.78127
1.48479

ZRE
1.91798
-1.79053
1.13301
0.83687
0.64215
-0.19493
0.33483
-0.12155
0.59546
0.52649
-0.3599
-0.941
0.26585
1.39263
1.78003
0.82263
-0.19493
0.73341
-0.34668
-1.0414
-0.04817
-0.24628

Influential Analysis
SRE
1.93067
-1.82678
1.14233
0.84375
0.65972
-0.20029
0.33913
-0.12316
0.60587
0.54168
-0.37092
-0.95163
0.27066
1.43724
1.81114
0.84637
-0.20029
0.73826
-0.35353
-1.07551
-0.04902
-0.25301

MAH
0.06043
2.15584
0.31164
0.31164
3.21595
0.3067
3.23896
1.02941
1.09255
1.73672
3.43682
3.69622
0.78928
1.82779
0.83727
3.90202
1.73672
3.43682
3.23896
0.06043
2.08209
4.00624
1.76341
3.21595

COO
0.01649
0.0455
0.00718
0.00392
0.00805
0.00075
0.00099
0.00013
0.00431
0.00573
0.00285
0.00686
0.00089
0.04482
0.03855
0.01398
0.00075
0.00241
0.00166
0.02567
0.00003
0.00118

LEV
0.00076
0.02695
0.0039
0.0039
0.0402
0.00379
0.04049
0.01287
0.01366
0.02171
0.04296
0.0462
0.00987
0.02285
0.01034
0.04878
0.02171
0.04296
0.04049
0.00076
0.02603
0.05008
0.02204
0.0402
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Outlier Analysis

Case No.
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Case Study
Mater Health Services
Memorial Hospital and Health System
Horizon BlueCross BlueShield of New Jersey
Melbourne Royal Children’s Hospital
Shin Kong Wu Ho-Su Memorial Hospital
Brigham and Women’s Hospital
University of Kansas Physicians
Boston Emergency Physicians Foundation
Mary Lanning Memorial Hospital
Ohio Health
Wheaton Franciscan Healthcare
Carolinas Healthcare
Childrens Hospital Los Angeles
Children’s National Medical Center
Cleveland Surgical Associates
Heartland Clinic
Penn State Milton S. Hershey Medical Center
Raritan Family Healthcare
St. James’s Hospital
United Medical
Children’s Hospital of Pittsburgh of UPMC
University of New Mexico Hospital
Walnut Lake Ob/Gyn
West Broadway Clinic
Hawaii Medical Service Association

PRE
2.86235
3.17742
2.86235
2.80412
2.8768
2.73145
2.65877
2.92058
3.02959
3.02959
2.75333
2.92058
2.91313
2.80412
2.69511
2.99325
2.75333
2.92058
2.81404
2.97136

RES
0.13765
-0.17742
-0.19568
-0.3768
0.26855
-0.65877
0.41276
0.63708
0.63708
0.24667
0.74609
-0.91313
-0.80412
0.30489
0.00675
-0.75333
0.07942
0.18596
-0.47136

ZPR
-0.25835
1.72973
-0.25835
-0.62576
-0.16718
-1.08434
-1.54292
0.10905
0.79692
0.79692
-0.94622
0.10905
0.06211
-0.62576
-1.31363
0.56763
-0.94622
0.10905
-0.56316
0.42951

ZRE
0.24459
-0.31525
-0.3477
-0.66951
0.47718
-1.17054
0.73341
1.13199
1.13199
0.43829
1.32569
-1.62251
-1.42881
0.54175
0.01199
-1.33856
0.14113
0.33042
-0.83754

Influential Analysis
SRE
0.2466
-0.32399
-0.35056
-0.68527
0.48578
-1.19719
0.73826
1.14478
1.14478
0.44358
1.33446
-1.66812
-1.45489
0.55245
0.01209
-1.35472
0.14206
0.33811
-0.85039

MAH
0.31164
3.27167
0.31164
1.79235
2.64813
1.81801
2.53483
0.06043
0.78928
0.78928
0.90929
0.06043
3.32728
1.85577
2.08209
0.35768
0.90929
0.06043
2.6106
1.41182

COO
0.00033
0.00197
0.00068
0.00745
0.00286
0.022
0.00241
0.00992
0.00992
0.00159
0.00788
0.05288
0.026
0.00406
0
0.01486
0.00009
0.00179
0.00745

LEV
0.0039
0.0409
0.0039
0.02213
0.0331
0.02273
0.03169
0.00076
0.00987
0.00987
0.01137
0.00076
0.04159
0.0232
0.02603
0.00447
0.01137
0.00076
0.03263
0.01765
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Outlier Analysis
Case No.
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75

Case Study
Alabama Medicaid Agency
Allina Hospitals & Clinics
Ambulance Service of New South Wales
Indraprastha Apollo Hospital
CIIGMA Hospital
Specialists On Call (SOC)
Razi Healthcare
Renaccess Healthcare
Beth Israel Deaconess Medical Center (BIDMC)
Loyola University Health System
University Hospital East
BayCare Health System
Saint Cloud Hospital
Crozer-Keystone Health System
Salford Royal Hospitals
AZ ST Jan General Hospital
HSC Medical Center
Dritter Orden Hospital
Euromedic International
Hessing Foundation
Ingolstadt Clinic
KDL Test
Duisburg-Dinslaken-Mülheim-Oberhausen Lab
Association
Wimmera Health Care Group
Nationwide Children’s Hospital

PRE
2.92058
2.86235
2.81156
2.99325
3.05148
2.97136
2.73145
3.06593
2.95939
2.97136
2.58609
2.58609
2.80412
2.70255
2.58609
2.70255
2.91313
3.1386
2.65877
2.70255

RES
0.07942
-0.36235
-0.81156
0.00675
-0.38481
0.52864
0.26855
-0.06593
0.04061
1.02864
0.41391
-0.58609
1.19588
-0.20255
-0.70255
0.4202
-0.65877
-0.20255

ZPR
0.10905
-0.25835
-0.57881
0.56763
0.93504
0.42951
-1.08434
1.02621
0.35399
0.42951
-2.0015
-2.0015
-0.62576
-1.26668
-2.0015
-1.26668
0.06211
1.48479
-1.54292
-1.26668

ZRE
0.14113
-0.64384
-1.44203
0.01199
-0.68375
0.93931
0.47718
-0.11714
0.07215
1.82774
0.73545
-1.0414
2.1249
-0.3599
-1.24832
0.74663
-1.17054
-0.3599

Influential Analysis
SRE
0.14206
-0.64913
-1.46056
0.01209
-0.69308
0.95372
0.48578
-0.11894
0.07288
1.85578
0.75954
-1.07551
2.1637
-0.37092
-1.28655
0.76762
-1.19719
-0.37092

MAH
0.06043
0.31164
1.02941
0.35768
1.15185
1.41182
1.81801
1.40952
0.61126
1.41182
4.00624
4.00624
1.85577
3.69622
3.77142
3.69622
3.32728
3.05587
2.53483
3.69622

COO
0.00009
0.00232
0.01839
0
0.0044
0.00938
0.00286
0.00015
0.00004
0.0355
0.0128
0.02567
0.05751
0.00285
0.03431
0.0112
0.022
0.00285

LEV
0.00076
0.0039
0.01287
0.00447
0.0144
0.01765
0.02273
0.01762
0.00764
0.01765
0.05008
0.05008
0.0232
0.0462
0.04656
0.0462
0.04159
0.03773
0.03169
0.0462

3.03703 -0.53703 0.84387 -0.95422 -0.98176 3.43682 0.01881 0.04296
2.86235 0.13765 -0.25835 0.24459 0.2466
0.31164 0.00033 0.0039
2.58609 -2.0015 3.77142 0.04656
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Outlier Analysis

Case No.
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100

Case Study
Kamineni Hospitals
Ruijin Hospital
Mason General Hospital
Uppsala University Hospital
Bambino Gesù Pediatric Hospital
CareGroup Healthcare System
Freiburger Spital
Hospital de Faro
St. Joseph Health System
Sutter Health
Affymetrix
Conceptus
Karl Storz
Royal Adelaide Hospital
Good Shepherd Medical Center
University of Amsterdam's Academic Medical
Centre
Pantai Hospital
Tan Tock Seng Hospital
Texas Tech University Health Sciences Center
Lucile Packard Children’s Hospital
Lahey Clinic Medical Center
East Savo Hospital District
Memorial Sloan-Kettering Cancer Center
Shady Palms
Cephalon

PRE

Influential Analysis

3.07089
2.94947
2.64432
3.03703
2.86235
2.97136
3.10723
2.58609
2.92802
3.25506
2.73145
2.86979
2.70255
2.86235

RES
-0.3047
-0.07089
0.55053
-0.64432
-0.03703
0.13765
0.02864
-0.77389
0.41391
-1.25506
1.26855
0.13021
0.79745
0.63765

ZPR
0.42951
1.05751
0.2914
-1.63409
0.84387
-0.25835
0.42951
1.2868
-2.0015
0.156
2.21961
-1.08434
-0.21141
-1.26668
-0.25835

ZRE
-0.5414
-0.12596
0.97821
-1.14486
-0.0658
0.24459
0.05089
-1.37509
0.73545
-2.23005
2.25404
0.23137
1.41696
1.13301

SRE
-0.54971
-0.12813
1.01152
-1.17609
-0.06769
0.2466
0.05167
-1.40124
0.75954
-2.32018
2.29463
0.23649
1.46035
1.14233

MAH
1.41182
1.7039
4.19508
3.20477
3.43682
0.31164
1.41182
1.97046
4.00624
4.78243
5.10701
1.81801
2.44247
3.69622
0.31164

COO
0.00311
0.00019
0.02363
0.0255
0.00009
0.00033
0.00003
0.02513
0.0128
0.14798
0.06379
0.00084
0.04421
0.00718

LEV
0.01765
0.0213
0.05244
0.04006
0.04296
0.0039
0.01765
0.02463
0.05008
0.05904
0.06384
0.02273
0.03053
0.0462
0.0039

2.80412
3.06593
2.97136
2.92058
2.96435
3.10971
2.58609

-0.80412
-1.06593
-0.47136
-0.58724
0.03565
-0.10971
-

-0.62576
1.02621
0.42951
0.10905
0.38529
1.30245
-2.0015

-1.42881
-1.894
-0.83754
-1.04344
0.06334
-0.19493
-

-1.45489
-1.92303
-0.85039
-1.05035
0.06558
-0.20029
-

1.85577
1.40952
1.41182
0.06043
4.38927
3.23896
3.77142

0.026
0.03808
0.00745
0.00488
0.0001
0.00075
-

0.0232
0.01762
0.01765
0.00076
0.05487
0.04049
0.04656
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5.4 Results after Excluding of Outliers
This section presents the results from the instrument reliability, correlation analysis
and mediation tests after excluding the outliers identified in the regression diagnostics.
Reconducting the analysis provides the ability to determine whether these outliers (cases 65,
86 and 87) materially affect the results of the analyses.

5.4.1 Instrument Reliability
Table 5.9, Table 5.10 and Table 5.11 present the reliability analysis for the
constructs of capabilities of IT, performance improvement at the process level and
performance improvements at the organisational level respectively. The Cronbach's alpha for
these constructs remained within the acceptable value when the analysis was repeated here.
Comparing Table 5.9, Table 5.10 and Table 5.11 to Table 5.1, Table 5.2 and Table 5.3
respectively, the Cronbach's alpha values remained consistent. The inter-item correlations are
greater than 0.3, indicating they are at an acceptable level.
Table 5.9: Inter-Item Reliability of the Capabilities of IT (N=87)
Reliability Statistics
Cronbach's
Cronbach's
Alpha
Alpha Based
on
Standardised
Items
.81
.81

N of Items

3

Inter-Item Correlation Matrix
IT
Management
Capabilities
IT Management
Capabilities
IT Personnel
Expertise
IT Infrastructure
Flexibility

IT
Personnel
Expertise

IT
Infrastructure
Flexibility

1.00

-

-

.64

1.000

-

.52

.63

1.00

Item-Total Statistics
Scale Mean if
Item Deleted
IT
Management
Capabilities
IT
Personnel
Expertise
IT
Infrastructure
Flexibility

5.52

Scale
Variance
if Item
Deleted
1.75

Corrected
Item-Total
Correlation

Squared
Multiple
Correlation

Cronbach's Alpha
if Item Deleted

.64

.43

.77

5.70

1.75

.72

.53

.69

5.71

1.79

.63

.42

.78
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Table 5.10: Inter-Item Reliability of the Performance at the Process Level (N=96)
Reliability Statistics
Cronbach's
Cronbach's
Alpha
Alpha Based
on
Standardised
Items
.70

.71

Inter-Item Correlation Matrix
Automational
Effect

N of
Items

Automational
Effect
Informational
Effect
Transformational
Effect

3

Informational Transformation
Effect
-al Effect

1.00

-

-

.41

1.00

-

.42

.50

1.00

Item-Total Statistics

Automational
Effect
Informational
Effect
Transformational
Effect

Scale Mean
if Item
Deleted
5.71

Scale
Variance if
Item Deleted
1.51

Corrected
Squared
Cronbach's
Item-Total Multiple
Alpha if
Correlation Correlation Item Deleted
.48
.23
.67

5.87

1.57

.54

.30

.59

5.90

1.63

.55

.31

.57

Table 5.11: Inter-Item Reliability of the Performance at the Organisational Level (N=87)
Reliability Statistics
Cronbach's Alpha Cronbach's
Alpha Based
on
Standardised
Items
.79
.79

Scale Mean if
Item Deleted
Financial
Performance
Marketing
Performance
Administrational
Performance

5.60

Inter-Item Correlation Matrix
Financial
Performance

N of
Items

3

Financial
Performance
Marketing
Performance
Administrational
Performance

Scale
Variance if
Item Deleted
1.22

Marketing
Performance

Administrational
Performance

1.0

-

-

.64

1.000

-

.44

.59

1.000

Item-Total Statistics
Corrected
Squared
Item-Total
Multiple
Correlation
Correlation
.61
.41

Cronbach's
Alpha if Item
Deleted
.73

5.62

1.18

.73

.53

.60

5.76

1.57

.56

.35

.78

5.4.2 Correlation Analysis
The correlation analysis presented in Table 5.12 indicates that there are significant
correlations among the constructs. Exclusion of the outliers has resulted in the correlation
between the capabilities of IT and performance at the organisational level becoming
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significant (r= .29, p ≤ 0.01). This significance was not indicated in the previous correlation
analysis (Table 5.4) (r= .18, p>0.05).

Correlation
Coefficient

Table 5.12: Correlations Among the Variables
Capabilities of Performance at the
Performance at the
Spearman's Correlation
IT
Process Level
Organisational
Level
Capabilities of IT
1.000
Performance at the
1.000
.25*
Process Level
N = 86
Performance at the
1.000
.29**
.33*
Organisational
N = 79
N=87
Level
Capabilities
IT

Capabilities of IT
Performance at the
Process Level
Performance at the
Organisational
Level

1.00
.18*
N = 86
.23*
N = 79

Correlation
Coefficient

Kendall's Tau

Pearson's Correlation

Capabilities
IT

of Performance at the
Process Level
1.000
.26**
N=87
of Performance at the
Process Level

Pearson
Correlation

Capabilities of IT
1.00
Performance at the
1.00
.25*
Process Level
N = 86
Performance at the
.31**
.37**
Organisational
N = 79
N=87
Level
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

Performance at the
Organisational
Level
1.000

Performance at the
Organisational
Level
1.00

5.4.3 Tests for Mediation
Baron and Kenny’s Procedure
Table 5.13 presents the results after the three steps of regression analysis using Baron
and Kenny’s procedure (1986). Excluding the outliers and then testing for mediation has
resulted in steps 1, 2 and 3 of Baron and Kenny's (1986) procedure becoming significant
when compared with Table 5.5. However, the z score (which indicates significance of the
mediated effects) which determines if the drop in the effect size (.27 to .23) is significant or
not, still lies below 1.96, depicting the absence of mediation effects.
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Table 5.13: Baron and Kenny's Test for Mediation
Testing Mediator Effect using Multiple Regression B SE B 95% CI
Path C
Path A
Path B
Path C'

.27
.22
.26
.23

.09
.09
.10
.09

.084, .464
.033, .413
.049, .474
.036, .415

β
.31**
.25*
.26*
.25*

Where a= .22, b= .26, sa= .09, sb= .10
2

2

2

Standard Error term = SE  b 2 s a + a 2 s b + s a s b
Substituting for z 

2

= .033

ab
= 1.73< 1.96.
SE

Sobel's Test
Figure 5.8 present the results from Sobel's Test after excluding the outliers. The
results from Sobel's Test reveal a non-significant z score of 1.78 (p>0.05). This result is
consistent with the results from Baron and Kenny's procedure (presented in Table 5.13), with
both suggest that the mediation effect is non-significant.

Figure 5.8: Sobel's Test (Preacher and Leonardelli, 2001)

Preacher and Hayes' Bootstrapping Procedure
Table 5.14 reports the results from Preacher and Hayes' macros computed after
excluding the outliers. The descriptive statistics and Pearson's Correlation, both generated
from the macros, are consistent with those obtained earlier (see Table 5.12). The
unstandardised regression coefficients for the direct and total effects are consistent with the
results obtained using Baron and Kenney's procedure (see Table 5.13). Results of the Sobel's
Test from the macros are also consistent with the earlier Sobel's Test results conducted with
outliers excluded (Figure 5.8). The results from the bootstrapping analysis at the 99%
confidence interval indicate the absence of mediation effects.
Field (2009) and Pedhazur and Schmelkin (1991) note that results at a 95%
confidence interval are widely accepted. At the 95% confidence interval, the bootstrapping
analysis report the presence of mediation effect (Table 5.14).
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Table 5.14: Results from Preacher and Hayes’ Bootstrapping Procedure
Run MATRIX procedure
***************************************************************************
Preacher and Hayes (2004) SPSS Macro for Simple Mediation
Written by Andrew F. Hayes, The Ohio State University
http://www.comm.ohio-state.edu/ahayes/
For details, see Preacher, K. J., & Hayes, A. F. (2004). SPSS and SAS
procedures for estimating indirect effects in simple mediation models
Behavior Research Methods, Instruments, and Computers, 36, 717-731.
VARIABLES
Y
X
M

IN SIMPLE MEDIATION MODEL
Performance at the Organisational Level
Capabilities of IT
Performance at the Process Level

DESCRIPTIVE STATISTICS
Mean
Y
2.8868
X
2.8547
M
2.9936

AND PEARSON CORRELATIONS
SD
Y
X
.5521
1.0000
.3126
.6267
.3126
1.0000
.5586
.3193
.2147

M
.3193
.2147
1.0000

SAMPLE SIZE
78
DIRECT AND TOTAL EFFECTS
Coeff
s.e.
b(YX)
.2754
.0960
b(MX)
.1914
.0999
b(YM.X)
.2613
.1068
b(YX.M)
.2253
.0952

t
2.8686
1.9168
2.4461
2.3668

Sig(two)
.0053
.0590
.0168
.0205

INDIRECT EFFECT AND SIGNIFICANCE USING NORMAL DISTRIBUTION
Value
s.e.
LL95CI
UL95CI
Z
Effect
.0500
.0348
-.0182
.1183
1.4363
BOOTSTRAP RESULTS FOR INDIRECT EFFECT
Data
Mean
s.e.
Effect
.0500
.0502
.0326

LL99 CI
-.0146

UL99CI
.1608

Sig(two)
.1509
LL95CI
.0002

UL95CI
.1269

NUMBER OF BOOTSTRAP RESAMPLES
5000
********************************* NOTES **********************************
------ END MATRIX -----

Cohen et al. (2002) provided criteria to measure the size of the effects. They proposed
that the calculation of the difference between the means of a standard deviation could be
used: .2 difference between the means of a standard deviation indicates small effects; .5
indicates medium effects; and .8 refers to large effects. Examining the strength of the
correlation coefficients and beta coefficients from Table 5.14, the mediation effect present at
the 95% confidence interval is only of small effect.
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As explained in Section 3.6.3, bootstrapping procedure is a non-parametric approach
to estimate the effect size and hypothesis testing. This procedure does not make any
assumptions regarding the shape of the distributions of the variables or the sampling
distributions of the statistics. Hence, this procedure circumvents the limitations encountered
in Baron and Kenny's Procedure and Sobel's Test. Since, the bootstrapping procedure
determines more accurate results, the conclusion is drawn from the results obtained from the
Preacher and Hayes’ Bootstrapping Procedure (Preacher and Hayes, 2004).

5.4.4 Multiple Regression Analysis
This section reports the results of a multiple regression, estimating the direct effects
on performance improvements at the organisational level of both capabilities of IT and
performance improvements at the process level. When compared to the results from Table
5.7, Table 5.15 indicates the effect of capabilities of IT on performance improvements at the
organisational level has become significant (β= .25, p<0.05). The effect of performance
improvements at the process level on performance improvements at the organisational level is
also become significant (β= .26, p<0.05).
Table 5.15: Summary of the Regression Results (Model Testing)
Unstandardized
Standardized
Regression Analysis
Coefficients
Coefficients

t

Sig

B

Std. Error

Beta

(Constant)

1.461

.377

Capabilities of IT

.225

.095

.256

2.367 .021

Performance at the Process
Level

.261

.107

.264

2.446 .017

3.875 .000

Dependent Variable: Performance at the Organisational Level
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5.5 Conclusion
No

Table 5.16: Results of Hypotheses Testing
Hypothesis

Results

H1 Capabilities of IT have a significant positive effect on
performance improvement at the process level

Supported
(Table 5.14)

H2 Capabilities of IT have a significant positive effect on
performance improvement at the organisational level

Supported
(Table 5.14)

H3 Capabilities of IT have a significant positive indirect

Supported
(Table 5.14)

effect on performance improvement at the
organisational level, which is mediated through a
positive effect on performance improvement at the
process level

This chapter reported the results of the testing of the three hypotheses based on
correlation analysis, mediation analysis and regression analysis. Employing regression
diagnostics, three outliers were identified which were excluded from subsequent analyses.
Overall, H1, H2 and H3 are supported (Table 5.14). Tests for mediation indicated the
significance of the mediated effect. Testing for mediation effects through Baron and Kenny's
Procedure (1986) and Sobel's Test (2004) did not provide any evidence of mediation effects.
However, Preacher and Hayes’ Bootstrapping Procedure (2004) reported the presence of
mediation effects at the 95% confidence interval.
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Chapter 6: Discussion and Conclusion
This chapter presents the key findings of this research and discusses how the research

questions have been addressed. The key issue addressed in this thesis is how capabilities of
IT influence organisational performance. Drawing on Resource-Based Theory, the Dynamic
Capability perspective and the process-oriented approach, a conceptual research model was
developed to investigate the direct and indirect effects of capabilities of IT on organisational
performance. This research model was empirically tested using both qualitative and
quantitative techniques. The results of both the qualitative and quantitative analysis indicated
that capabilities of IT enabled firms to renew their business processes, which in turn affected
performance at the organisational level.
The following section discusses the findings of this research. This is followed by a
discussion of the limitations and validity threats to the findings of this research, and
directions for future research. Finally, this chapter concludes by highlighting the theoretical
and practical contributions of this research.

6.1 Summary of the Findings
In Chapter 1, three research questions were proposed:
(1)

Do capabilities of IT influence organisational performance?

(2)

Do capabilities of IT affect performance at the business process level? and

(3)

Does performance at the business process level affect organisational
performance?

In order to answer the research questions, drawing on existing theories, the following
three hypotheses were developed for investigation:
H1:

Capabilities of IT have a significant positive effect on performance
improvement at the process level

H2:

Capabilities of IT have a significant positive effect on performance
improvement at the organisational level
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Capabilities of IT have a significant positive indirect effect on performance
improvement at the organisational level, which is mediated through a positive effect
on performance improvement at the process level
The qualitative and quantitative analysis supported all the three hypotheses. The

following sections discuss the findings for each of the three hypotheses investigated in this
research.
Hypothesis 1: Capabilities of IT have a significant positive effect on performance
improvement at the process level
Prior research had underlined the importance of investigating the effects of IT at the
process level in order to understand its effects on organisational level performance. Many
researchers have argued that first order effects of IT arise at the process level of the
organisation (Brynjolfsson and Hitt, 2000, Brynjolfsson and Yang, 1996, Mooney et al.,
1996). However, our literature review found only a few studies that were focused on the
process level improvements. The studies that did focus on the intermediate processes limited
their analysis to specific processes within an organisation, and did not account for the
aggregated effects of IT on the processes (see Section 2.6) (Soto-Acosta and Meroño-Cerdan,
2008, Jeffers et al., 2008).
In response to the call, this research introduced a framework to examine the effects of
IT Capabilities at the performance improvements at the process level. Our framework focuses
on assessing the first order effects of IT Capabilities. Operationalising the performance
improvements at the process level construct based on the foundational studies from Mooney
et al. (1996), Zuboff (1988) and Davenport (1993) enabled us to investigate how IT impacts
critical business processes within the firms. Further, in contrast to prior literature that
examined the effects of IT on only certain business processes, the framework proposed in this
research examines the aggregated effects on IT Capabilities on the business processes. The
qualitative analysis indicated that out of the 100 cases examined, 21 cases had sufficient
evidence to support H1. From the quantitative analysis, Spearman’s correlation coefficient
indicated significance at 95% confidence interval (r=25). The multiple regression analysis
also found a significant effect of capabilities of IT on performance improvements at the
process level (β=.25, p<0.05). Hence, the results of this research are novel in terms of
satiating the need to capture the indirect benefits of IT Capabilities.
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Hypothesis 2: Capabilities of IT have a significant positive effect on performance
improvement at the organisational level
The constructs capabilities of IT and firm level performance are perhaps the most
popular test constructs found in the IS literature. While most of the prior research has limited
to firm’s financial measures as the primary indicator at the firm level performance, this
research extends to administrational and marketing performance to capture the indirect
effects of IT at the firm level. The qualitative analysis indicated that out of the 100 cases
examined, 23 cases had sufficient evidence to support H2. From the quantitative analysis,
Spearman’s correlation coefficient indicated significance at 99% confidence interval (r=29).
The multiple regression analysis also found a significant effect of capabilities of IT on
performance improvements at the organisational level (β=.26, p<0.05). In additional to the
results supporting most of the prior studies (Bharadwaj, 2000, Bharadwaj et al., 1999, Karimi
et al., 2007), the proposed framework in this research is distinct and has extended the
construct of firm level performance using multiple measures.
Hypothesis 3: Capabilities of IT have a significant positive indirect effect on performance
improvement at the organisational level, which is mediated through a positive effect on
performance improvement at the process level
Prior research investigating the Productivity Paradox has primarily focused on
examining the direct effects of capabilities of IT. In this research, we had theorised that the
capabilities of IT influence performance improvements at the process level, and that
performance improvements at the process level mediated performance improvements at the
organisational level (mediation effects). As per our knowledge, this is the first research to
examine the mediation effects between IT capabilities and firm performance. This contrasts
the prior literature that had primarily focused on examining the direct effects of IT
capabilities on firm performance. The qualitative analysis indicated that out of the 100 cases
examined, 55 cases showed sufficient evidence to support H3. The Preacher and Hayes’s
bootstrapping procedure to test for mediation indicated that the influences of capabilities of
IT on firm performance are mediated through variations in process level performance. This
implies that firms utilise IT to change their business processes such that they adapt to the
changing business environment. These changes at the process level depend on the capabilities
the firms possess and they vary across different firms. The changes at the process level affect
the performance at the organisational level. To some extent, this research answers the
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growing need to examine the indirect benefits of IT capabilities and has provided general
insights and how further evaluation might proceed.
The results from the qualitative and quantitative analyses in this study are consistent,
and both support H3. This research is one of the first attempts to examine the process level
performance as a mediator between IT capabilities and firm performance. While the results
provided valuable insights, this research appeals for further investigations in testing the
meditational effects. With IT becoming the key enabler for strategic initiatives in the product
and service innovations of the firms, the need to examine the meditational effects will be a
topmost priority for both IS researcher and practitioners.

6.2 Theoretical Contributions
The findings of this research contribute towards addressing the Productivity Paradox.
Specifically, this research finds that the effects are seen directly as improvements in process
level performance. Earlier literature investigating the Productivity Paradox relied heavily on
organisational level performance as an indicator for examining the influence of IT. A firm's
variations in financial performance constituted a primary indicator for organisational level
performance. Examining IT's influence on financial performance alone may have ignored the
effects of IT in providing intermediate benefits to firms, such as improved quality, new
products, enhanced efficiency, customer service and responsiveness. Further, from the
literature review, we found that earlier investigations were conducted only at the
organisational level, with few studies conducted at the process level. In this study, IT's
influence on the process level performance, controlling for automational, informational and
transformational effects, was considered. The findings from this study account for IT’s
influence on the web of intermediate variables in firms; this has not been studied adequately
to date, as seen from our literature review. Further, this study also accounts for the marketing
and administrational performance as the organisational level indicators, along with the
traditional consideration of financial performance. Hence, findings from this study are drawn
based on the influence of IT at the process level as well as at the organisational level.
Earlier investigations, for instance Bharadwaj et al. (1999) and Kim et al. (2011),
have examined the relationship between the capabilities of IT and financial performance.
Other researchers like Fink and Neumann (2007) and Soto-Acosta et al. (2008) have
examined the relationship between the capabilities of IT and process level components. As
per our knowledge, the findings from this research are novel as this research is one of the first
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to empirically test the aggregated effects of IT at the process level of organisations. This not
only strengthens the argument about the ability of the capabilities of IT to create change at
the process level of organisations, it also provides a validated framework to assess this
potential. This study provides the motivation to examine the indirect effects and verify
whether variation in performance at the process level modifies the effects of capabilities of IT
at the organisational level.
The findings from the qualitative and quantitative analysis support the presence of
indirect effects. This clearly provides a reason for researchers to argue that firms that possess
the resources do not automatically gain competitive advantage. Rather, competitive
advantage depends on how firms create synergetic effects through combinations of various
resources and alignment with business strategies. The mutual reinforcement between the
capabilities of IT and variations in performance improvements at the process level forms a
complex chain of activities. This synergetic effect is what enables firms to achieve superior
firm level performance. Thus, adopting a process-oriented approach allows firms to be
viewed as a horizontally aligned series of processes, which positions firms to be able to align
IT and business strategies for sustaining competitive advantage. This understanding enables
researchers to consider the significance of complementary effects between firm specific
resources.

6.3 Implications for Practice
From a managerial perspective, the findings from this research provide valuable
insights for managing investments in IT. This study extends the knowledge about how IT
facilitates firms improving organisational performance. The findings of this research confirm,
to some extent, that IT does assist firms achieve competitive advantage and sustain it over
time through performance improvements at the process level. For managers faced with the
dilemma of deciding on ‘the next technological investments for their organisations’, the
findings from this research can provide confidence about redefining business strategy through
investments in IT. Managers can argue for the significance of IT as an enabler for
implementing business strategies when firms are responding to market changes. The findings
of this research provide confirmation for managers that IT can play a strategic role in firms.
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6.4 Methodological Contributions
In this study, the capabilities of IT construct was operationalised by identifying the
items in the existing research that measured the capabilities of IT. The developed measure for
capabilities of IT comprised of organisational, personnel and physical IT resources. The
process-oriented framework was adopted to examine the aggregated effects of IT at the
process level. This framework included a set of metrics to identify the changes in the firm's
operational and management processes. The construct performance improvements at the
process level was operationalised based on the three complementary effects that capabilities
of IT had on business processes, i.e. Automational Effect, Informational Effect and
Transformational Effect. Further, construct performance improvements at the organisational
level is extended from only financial performance indicators to include marketing and
administrational performance indicators.

6.5 Limitations, Validity Threats and Future Research
Directions
6.5.1 Cross-Sectional Study
Earlier researchers have highlighted that IT's influence on firm performance arises
over time (Brynjolfsson and Hitt, 2000, Brynjolfsson and Yang, 1996). In addition, they have
argued that the effects of IT rise substantially when measured over a longer time period. This
research is a cross-sectional study that provides a snapshot of the investigation at a particular
point in time. It does not account for the longitudinal variations in the IT and firm
performance. Conducting a longitudinal study would enable examination of the factors
affecting the IT and firm performance, and estimation of the long term productivity trends
from IT investments.

6.5.2 Excluded Variables
The research model does not control for variables that have been hypothesised in prior
research to influence process level performance as well as organisational level performance.
For instance, Bharadwaj et al. (1999) operationalised IT capabilities from the firm's ability in
the underlying first order facets of IT business partnerships, external IT linkages and business
IT strategic thinking. Further, variables such as size and type of the organisation was not
included in this study. These variables may have provided deeper insights in understanding
the influence of IT on firm performance according to specific settings. Controlling for such
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variables in future research may allow the investigator to extract further insights about the
relationship between IT and firm performance.

6.5.3 Generalisability
The data used in this research was collected within the healthcare industry. The
relationship between capabilities of IT and firm performance may differ across different
business environments and industries. The use of only healthcare case studies limits our
ability to generalise the results across other industries.

6.5.4 Missing Values
The data collection methodology adopted in this study is based on survey-like studies
from Bhattacharya et al. (2010), Seddon et al. (2010) and Shang and Seddon (2000). For the
quantitative analysis in this study, large missing values were encountered in the data set
extracted from the archived data. These missing values were treated using replacement of
mean substitutions. We speculate that these replacements may have had an influence on the
high Cronbach's alpha obtained in this study. This raises concerns about the utility and
validity on the findings of this research as well as the methodology employed.

6.5.5 Bias in Archival Data
Further, we speculate that the archival data of the case studies were inherited with
missing data. Although the case studies provided a significant amount of information, there
might have been an element of bias in the data contained in the cases, such as exaggerated
claims or even restrictions on the data published. The cases considered in the archival
analysis came from healthcare organisations that had already implemented the technologies.
They are all organisations that had resources and capabilities in the deployment of IT. Hence,
a replication of this study that included fieldwork, observations and interviews by the
researcher to document each case study may provide further insights and extend our
understanding. This again possesses major validity threats to the findings of this research.
Hence, future research employing this methodology should take great care in overcoming the
limitations encountered in this methodology.

6.5.6 Inter-Rater Reliability
The data set for the statistical analysis in this research came from only one rater.
Determining whether a particular scale employed in this study is appropriate to measure the
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variables is not confirmed. This adds to the validity threats for the findings of this research.
Future research needs to examine the scale employed and consider employing multiple raters
to confirm consistency and homogeneity.

6.6 Conclusion
This research has made a number of contributions to the literature on the effects of IT
capabilities on performance improvement at the organisational level. The framework we have
proposed incorporates the performance improvements at the process level as a mediator
between effects of IT capabilities and performance improvements at the organisational level.
This study is a direct response to the calls for a more inclusive and comprehensive approach
to measure the indirect effects of capabilities of IT on firm performance. The results from this
research challenge the traditional views that focus on organisational level performance as the
primary indicator to examine the effects of capabilities of IT. Contrary to the prior literature,
the findings from this study provide evidence to support the conclusion that capabilities of IT
primarily influence performance improvements at the process level of the firms. These
improvements at the process level enable firms to achieve improved financial, marketing and
administrational performance. Therefore, managers and researchers evaluating the effects of
IT capabilities on firm performance should focus on performance improvements at the
process level rather than at the organisational level.
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Appendices

8.1 Appendix 1: List of vendor’s sites from which the cases
were collected for this research
www.sap.com/solutions/business-suite/erp/customers/index.epx
www.sap.com/solutions/businesssuite/crm/customers/index.epx
http://www.sap.com/industries/healthcare/index.epx
http://www01.ibm.com/software/success/cssdb.nsf/industryL2VW?OpenView&Count=10&RestrictToC
ategory=default_Healthcare&cty=en_us
http://www.cisco.com/en/US/products/ps10110/prod_case_studies_list.html
http://www.tcs.com/resources/Pages/filterResults.aspx?topic=Industries_Lifesciences%20%2
6amp;%20Healthcare&type=Case%20Study
http://www.rfidjournal.com/healthcare/case_studies/
http://www.cerner.com/solutions/physician_practice/case_studies/
http://www.cerner.com/solutions/hospitals_and_health_systems/segments/academic/
http://www.cerner.com/solutions/hospitals_and_health_systems/segments/pediatric/
http://www.cerner.com/solutions/hospitals_and_health_systems/cerner_network/
http://www.cerner.com/solutions/client_stories/carolinas_healthcare_system/
http://sites.mckesson.com/academicmedicine/connection.htm
http://www.mckesson.com/en_us/McKesson.com/For%2BHealthcare%2BProviders/Hospital
s/Patient%2Band%2BMedication%2BSafety/Patient%2Band%2BMedication%2BSafety.htm
l
http://www.microsoft.com/health/en-ca/resources/Pages/casestudies.aspx
http://www.microsoft.com/casestudies/Case_Study_Search_Results.aspx?IndTaxID=1195&L
angID=46
http://thomsonreuters.com/products_services/healthcare/healthcare_products/hosp_healthcare
_prov/case_studies/
http://www.isofthealth.com/en/sitecore/content/Related%20Material/Case%20Studies.aspx
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8.2 Appendix 2: Case Studies
The excerpt of the 100 cases appears to make this research report an exhaustive
reading. Since all of the cases are available online, it was decided that it was unnecessary to
include the excerpts of all case studies in this report.
All of the 100 excerpts are available if required. Contact the research candidate
(Abhijith Anand - aas188@uowmail.edu.au) to access all excerpts.
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8.3 Appendix 3: Dataset Extracted from Case Studies
Cases
Integria Healthcare
Cardinal Health
University Hospital Aachen
SSM healthcare
Orbis Healthcare Group
Sisters of Mercy Health
System
Klinikum Mittelbaden gGmbH
Virtua
Salem Hospital
Sentara Healthcare
Blessing Health System
Integris Health
Commonwealth Newburyport
Cancer Center
French Biobank (Nice
University Hospital)
Intermountain Healthcare
Memorial Hospital Miramar
Disney Family Cancer Center
Jacobi Medical Center
Terso and Texas Lab
Mississippi Blood Services
St. Vincent's Hospital
Cadila Pharmaceutical
Mount Sinai Medical Center
(MSMC)
Boots
Melbourne Health
Mater Health Services
Memorial Hospital and Health
System
Horizon BlueCross BlueShield
of New Jersey
Melbourne Royal Children’s
Hospital
Shin Kong Wu Ho-Su
Memorial Hospital
Brigham and Women’s
Hospital
University of Kansas
Physicians
Boston Emergency Physicians
Foundation

ITMC
3
3
3
2
4
3

ITPE
3
2
2.5
2.5
3
2.5

ITIF
3
2.5
2
3
2
2

AE
3
3
4
4
4
3

IE
3
4
2
2
4
2

TE
3
4
3
3
4
4

FP
4
2
3.5
4
3
1

MP
4
2
4
3
3.5
1

AP
4
2
3
3
4
1

4
3
3
4
4
3
4

4
2
4
4
4
3
3

4
4
3
3
4
3
2

4
3
4
2
2
2
4

4
2
3.5
4
4
2
3.5

2
2.5
3
3
3
2
3

3
4
3
4
4
3
2.5

3
3
3
4
3
2.5
3

3
2
3
2
3
2
2

4

2

4

3

2.5

2

3

3

3

3
4
4
4
1
4
3
2
2

2
4
3
4
1
4
3
2
2

2.5
3
4
4
1
4
3
2
2

4
4
3
4
3
4
3
3
2

3
4
2
3
3
3
3
2
2

3
4
4
2
3
3
3
2.5
2

1
4
4
3.5
1
3
4
2
2

1
4
4
4
1
3
3
2.5
2

1
4
1
3
1
3
3
3
2

3
3
3
4

2
3
2.5
2

3
3
2
4

4
4
3
4

3
4
3
4

4
4
3
4

3
4
3
3

3
3
3
3

3
2
3
3

2

3

2.5

3

3

3

3

3

2

2

2

2

3

3

3

1

1

1

2

2

2

3

4

3

2.5

2

3

2

2

2

4

2

2

3

3

3

1

1

1

2

2.5

3

3

2

2.5

2

2

2

2

2

3

2

2

2
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Mary Lanning Memorial
Hospital
Ohio Health
Wheaton Franciscan
Healthcare
Carolinas Healthcare
Childrens Hospital Los
Angeles
Children’s National Medical
Center
Cleveland Surgical Associates
Heartland Clinic
Penn State Milton S. Hershey
Medical Center
Raritan Family Healthcare
St. James’s Hospital
United Medical
Children’s Hospital of
Pittsburgh of UPMC
University of New Mexico
Hospital
Walnut Lake Ob/Gyn
West Broadway Clinic
Hawaii Medical Service
Association
Alabama Medicaid Agency
Allina Hospitals & Clinics
Ambulance Service of New
South Wales
Indraprastha Apollo Hospital
CIIGMA Hospital
Specialists On Call (SOC)
Razi Healthcare
Renaccess Healthcare
Beth Israel Deaconess
Medical Center (BIDMC)
Loyola University Health
System
University Hospital East
BayCare Health System
Saint Cloud Hospital
Crozer-Keystone Health
System
Salford Royal Hospitals
AZ ST Jan General Hospital
HSC Medical Center
Dritter Orden Hospital
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4

2

3

4

2

3

4

3

3

4
4

3
3

2
2

3
4

3.5
3

4
3.5

4
4

4
4

3
3

3
4

2
3

2.5
2

2
3

3
3

2.5
3

3
4

3
4

3
3

2

2

2

4

3

3.5

2

2

2

2
2
3

2
2
3

2
2
3

3
3
4

3
2.5
4

3
2
2

2
3
3

2
3
3

2
3
3

1
2
3
3

1
2.5
3
3

1
3
3
4

2
3
3
2

2
2
3
2

2
2.5
3
3

3
2
3
3

3
2
3
3

3
2
3
3

1

1

1

3

3

2

4

2

3

1
1
3

1
1
2.5

1
1
2

4
2
3.5

3
2
4

2
2
3

4
2
2

3
2
3

3
2
2.5

3
3
3

3
2.5
3

3
2
3

4
3
3

2
3
2

3
3
2.5

3
3
2

3
2.5
2

3
2
2

4
4
3
2
3
3

3
3
2.5
2
3
4

2
3.5
2
2
3
3

4
4
4
2
4
3

4
3
3.5
3
3
3

2
3
3
3
4
3

3
2
3.5
2
4
3

3
3
4
4
3
3

3
3
3
3
2
3

2

2.5

3

4

3.5

3

4

4

4

2
1
1
2

2
1
1
2

2
1
1
2

2
2
2
2

2
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2

2
2
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2

3
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2
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2
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2
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2
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2

3
2
2
2
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2.5
1
2

4
3
1
2

4
2
1
2
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Euromedic International
Hessing Foundation
Ingolstadt Clinic
KDL Test
Duisburg-DinslakenMülheim-Oberhausen
Wimmera Health Care Group
Nationwide Children’s
Hospital
Kamineni Hospitals
Ruijin Hospital
Mason General Hospital
Uppsala University Hospital
Bambino Gesù Pediatric
Hospital
CareGroup Healthcare System
Freiburger Spital
Hospital de Faro
St. Joseph Health System
Sutter Health
Affymetrix
Conceptus
Karl Storz
Royal Adelaide Hospital
Good Shepherd Medical
Center
University of Amsterdam's
Academic Medical Centre
Pantai Hospital
Tan Tock Seng Hospital
Texas Tech University Health
Sciences Center
Lucile Packard Children’s
Hospital
Lahey Clinic Medical Center
East Savo Hospital District
Memorial Sloan-Kettering
Cancer Center
Shady Palms
Cephalon
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2
3
2
3
4

2
3
2
3
4

2
3
2
3
4

4
4
3
2
3

3.5
4
2
2
3

3
4
2
2
3

2
1
2
2.5
2.5

4
1
2
3
3

4
1
2
2
2

2.5
2
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2

2
2

3
2

3
2

3
2
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1
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1

3
1

2
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2
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4
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4
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2
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3
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2
3
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2
3

3.5
3
4
2
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2
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2
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2
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4
2
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3
2

2
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4
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3

2
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2
2.5
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1
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1
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4

3
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3
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1
2
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3
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4

3

2

1

1

1

3

2

3

2
3
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2
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2.5
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2
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3
3
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2
4
3.5
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2
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2
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2.5
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2
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1
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1
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1
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8.4 Appendix 4: Descriptive Statistics
IT Management Capabilities

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
23
23.0
23.0
23.0
2
26
26.0
26.0
49.0
Valid
3
29
29.0
29.0
78.0
4
22
22.0
22.0
100.0
Total
100
100.0
100.0
IT Personnel Expertise

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
66
66.0
66.0
66.0
2
11
11.0
11.0
77.0
Valid
3
11
11.0
11.0
88.0
4
12
12.0
12.0
100.0
Total
100
100.0
100.0
IT Infrastructure Flexibility

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
42
42.0
42.0
42.0
2
24
24.0
24.0
66.0
Valid
3
19
19.0
19.0
85.0
4
15
15.0
15.0
100.0
Total
100
100.0
100.0
Automational Effect

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
14
14.0
14.0
14.0
2
25
25.0
25.0
39.0
Valid
3
30
30.0
30.0
69.0
4
31
31.0
31.0
100.0
Total
100
100.0
100.0
Informational Effect

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
23
23.0
23.0
23.0
2
24
24.0
24.0
47.0
Valid
3
35
35.0
35.0
82.0
4
18
18.0
18.0
100.0
Total
100
100.0
100.0
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Transformational Effect

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
48
48.0
48.0
48.0
2
17
17.0
17.0
65.0
Valid
3
23
23.0
23.0
88.0
4
12
12.0
12.0
100.0
Total
100
100.0
100.0
Financial Performance

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
58
58.0
58.0
58.0
2
11
11.0
11.0
69.0
Valid
3
15
15.0
15.0
84.0
4
16
16.0
16.0
100.0
Total
100
100.0
100.0
Marketing Performance

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
49
49.0
49.0
49.0
2
15
15.0
15.0
64.0
Valid
3
21
21.0
21.0
85.0
4
15
15.0
15.0
100.0
Total
100
100.0
100.0
Administrational Performance

Frequency Percent Valid Percent Cumulative Percent
Missing Value1
30
30.0
30.0
30.0
2
24
24.0
24.0
54.0
Valid
3
43
43.0
43.0
97.0
4
3
3.0
3.0
100.0
Total
100
100.0
100.0
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