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Abstract—In this paper, we propose a distributed control
strategy for the design of an energy market. The method relies
on a hierarchical structure of aggregators for the coordination of
prosumers (agents which can produce and consume energy). The
hierarchy reflects the voltage level separations of the electrical
grid and allows aggregating prosumers in pools, while taking
into account the grid operational constraints. To reach optimal
coordination, the prosumers communicate their forecasted power
profile to the upper level of the hierarchy. Each time the
information crosses upwards a level of the hierarchy, it is first
aggregated, both to strongly reduce the data flow and to preserve
the privacy. In the first part of the paper, the decomposition
algorithm, which is based on the alternating direction method of
multipliers (ADMM), is presented. In the second part, we explore
how the proposed algorithm scales with increasing number of
prosumers and hierarchical levels, through extensive simulations
based on randomly generated scenarios.
I. INTRODUCTION
With the penetration of renewable energy sources (RES),
a decentralized market design with self-dispatch components
is developing in the distribution grid. The demand side is
becoming increasingly capable of providing flexibility services
and contributing to a reliable power system and price stability
on power markets. As flexible generation and consumption
capacity will be highly fragmented and distributed, to better
exploit it and maximize its economical profitability a high
number of prosumers will be required to coordinate with each
other, when responding to demand response (DR) signals. A
market design that rewards flexibility needs to be set up. The
highly stochastic nature of RES generation calls for a market
that is able to operate in near real-time.
The presence of highly correlated distributed generation
increases the risk of local congestions and voltage fluctuations.
Indeed, the highly stochastic nature of RES generation calls for
near real-time control of flexibility. Many authors have tried to
achieve prosumers coordination in different ways, for instance
by modelling the market as Cournot games with constraints
[1], [2], [3], seeking Nash equilibria in non-cooperative games
[4], [5], generalized Nash equilibria [6], and as a distributed
control problem. An optimal coordination of the prosumers
can be achieved in different ways, among which making use
of aggregators is one of the most promising ones [7]. The
question of how the aggregators will achieve coordination,
however, is still matter for research with a number of promis-
ing solutions being investigated. An interesting way to exploit
flexibility of a pool of prosumers is to explicitly formulate
a common target for their aggregated power profile, and give
them economic incentives to follow this target. Energy retailers
and balance responsible parties, which bid for purchase of
energy in the energy market, would benefit from a reduction
of uncertainty in the prosumers consumption or production.
In this paper, we consider prosumers as cooperative agents
not able to modify the control algorithm that optimizes the
operations of their flexible loads. As such, we are not obliged
to choose prosumers’ utility functions that generate a unique
generalized Nash equilibrium. We will rather focus on a
distributed control protocol allowing prosumers coordination
through multiple voltage levels. In this context, a good coor-
dination protocol must ensure prosumers privacy while being
scalable. Prosumers privacy is inherently guaranteed if they
do not need to share their private information (e.g. size of
batteries, desired set-point temperatures in their homes), or
their forecasted power profile. Scalability ensures that the
computational time of coordination scales near-linearly with
increasing number of agents, allowing for fast control.
Most studies on the subject are focused on maximizing the
welfare of a group of prosumers, by means of maximiz-
ing their utility functions. In the mathematical optimization
framework, this problem can be modelled as an allocation
or exchange problem [8]. In [9] the welfare maximization
problem is considered with additional coupling constraints,
modelling line congestions. The problem is solved using a
primal-dual interior point method, considering that each agent
has access to the dual updates of his neighbours. In [10] the
same problem is solved with different multi-steps gradient
methods. In recent years, other authors proposed decompo-
sition techniques based on the theory of monotone operator
splitting [11]. These algorithms are known to have more
convenient features in terms of convergence with respect of
the gradient-based counterparts. An example of such approach,
is represented by the proximal algorithms, which are well
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suited for non-smooth, constrained, distributed optimization
[12]. In [13] the decomposition of the welfare maximization
problem under uncertainty is considered, combining proximal
gradient method and weighted gradient method. [14] proposes
a decentralized energy market that makes use of the alternate
direction method of multipliers (ADMM) [8] to split the
problem. In [15] the unit commitment problem is solved
through ADMM. In [16] a robust implementation of demand
response mechanism is introduced and solved with ADMM.
A multi-objective optimization problem aiming at maximizing
prosumer’s welfare while minimizing a system-level objective
can be modelled as a sharing problem, see for example [8],
[17]. The general sharing problem can be written as:
argmin
x∈X
e(x) +
N∑
i=1
fi(xi) (1)
where xi ∈ IRt are the prosumers’ vector of decision variables,
x = [xTi ]
T = [xT1 , ...x
T
N ]
T ∈ IRNT is the concatenation of
all the decision variables, X is a convex and compact set of
constraints, e : IRNT → IR is a system-level objective function
and fi : IRT → IR is a prosumer specific objective function.
For example, in [18] an application to the energy market is
considered, where a dynamic version of the sharing problem
with a tracking profile system-level objective is decomposed
using the Douglas-Rachford splitting. The same problem is
solved in [19], where an adaptation of the ADMM algorithm
for the sharing problem is used. This is the same solution
approach proposed in [8], §7.3. In [20] a high-level hierarchi-
cal control flow between the DSO, independent aggregators
and prosumers is proposed, but no link is given between the
different control signals. It is worth noting that some authors,
as [16], [19], [15], use the term hierarchical to refer to a single
level hierarchy, in which a the problem can be solve with a
master-slave solution scheme.
In this paper, we introduce a hierarchical market design
that exploits the flexibility of prosumers located in different
voltage levels of the distribution grid. By aggregating a higher
number of prosumers, we can better exploit their flexibility
for grid regulation. Each prosumer communicates with an
aggregator, i.e. with his parent node. The algorithm, which can
be monolithically described as a sharing problem, effectively
preserves privacy between the different levels, since only
aggregated information is available at the higher levels of the
communication structure. In the first part of the paper, we
present the algorithm used to solve the coordination problem.
In the second part, we present results from the coordination
of prosumers in different hierarchical structures. We system-
atically vary the number of levels and draw the number of
prosumers per level from a uniform distribution. Results on
convergence and computational time are presented.
II. PROBLEM FORMULATION
In this work we jointly maximize prosumers’ specific objec-
tive functions and a system-level objective, taking into account
grid constraints. Prosumer’s flexibility is modeled by means
of electrical batteries, but the approach can be generalized to
other kinds of flexibilities. Prosumers communicate only indi-
rectly, with the help of aggregators, located in the branching
nodes of the hierarchical structure.
This problem can be formulated monolithically using the
very general formulation in 1. However, 1 does not explicitly
show the tree-like dependences of the problem we would like
to solve. In order to express the hierarchical nature of the
problem, we briefly introduce the nomenclature of rooted tree
structure, from graph theory. A rooted tree τ is a unidirected
acyclic graph, with every node having exactly one parent,
except for the root node. Each node is identified by a tuple
(d1..dl...dld) where ld is the level to which the node belongs,
and each entry represent the enumeration of its lth level
ancestor. In this paper, we keep d1 = 1, and indicate the root
node as ∅. Next, we introduce the definition of the set we will
use in the description of the algorithm.
Definition II.1 (Node sets). 1) Descendants of node A =
(d1, ..dL). D(A) = {Aj = (j1, ..jLj ) : Lj >
L, (j1, .., jL) = A}
2) Leaf node L(τ) = {A ∈ τ : D(A) = ∅}
3) Nodes in level l. Nl(τ) = {A ∈ τ : L = l}
4) Branching nodes. B(τ) = \L(τ)
5) Anchestors of node A. A(A) = {Aj ∈ τ : A ∈ D(Aj)}
(1,2)(1,1)
(1,1,2)(1,1,1)
(1)
Fig. 1. Example of rooted tree hierarchical structure
Figure 1 shows a simple example of rooted tree hierarchical
structure and the tuples associated with every node. Now, we
can use the definition of branching node of level l to rewrite
problem 1. For sake of simplicity and clarity of exposition, we
assume to have only one constraint in each branching node.
We will remove this assumption in the simulations.
argmin
x
e(S∅x) +
N∑
i=1
fc,i(xi)
s.t. : SBx ≤ vB ∀ B ∈ B(τ)
(2)
where xi are the actions associated to the agent i in the
terminal node Ai, B denotes the branching nodes of the tree
τ and S ∈ IRT×N are summation matrices defined as:
SB = [MB,Aj ], MB,Aj =
{
aB,jIIT, if Aj ∈ D(B)
0T , otherwise
where 0T and IIT are the zero and identity matrix of size T
respectively, aB,j is a weight associated to the jth descendant
of branching node B and fc,i is the objective function of agent
i, which takes into account his agent-specific constraints:
fc,i(xi) =
{
f(xi), if xi ∈ Xi
∞, otherwise
We can now clarify how the notation used in 2 allows us to
express grid constraints in a flexible way. Again, for sake of
simplicity, in the following we only consider apparent power
and no additional uncontrolled loads. Both these assumptions
will be removed in the presented simulations. Since we are
considering a radial grid, we can express the total power at
a given branching node B as the sum of the power of its
descendants, D(B). In this case, we can set aB,j = 1 ∀j
so that SB becomes the time-summation matrix of powers
of D(B). Imposing voltage constraints in terms of apparent
power involves solving the power flow (PF) equations. Solving
the exact PF equations would result in a non-convex optimiza-
tion problem, which are in general difficult to solve. Differ-
ent convex formulations of the PF exist, the most adopted
being the DC PF model. Despite well suited for high and
medium voltage grids, this model is typically inappropriate
for distribution systems [21]. Furthermore, the DC PF still
requires susceptances, voltage angles and the knowledge of
the grid topology. Differently from the medium voltage grid,
parameters and topology are hardly available for low voltage
grids. A better linear approximation for low-voltage grids is
represented by the first order truncation of the PF equations
[22]:
|V |≈ V0 + PT∇P |V |+QT∇Q|V | (3)
where P ∈ IRn, Q ∈ IRn are the nodal active and reactive
power in a grid of n nodes and V and V0 are the voltage and
reference voltage at a given point of the grid. ∇P |V |∈ IRn and
∇Q|V |∈ IRn are the gradients with respect to the nodal active
and reactive power at each node, and are collectively called
voltage sensitivity coefficients. It has been shown that they
can be estimated using distributed sensor networks of phasor
measurement units [23] or even smart meter data [24]. We
can use this approximation, replacing aB,j with the voltage
sensitivity coefficient of node j with respect to B. If we set
vB = Vmax,B − V0,B we retrieve the formulation in 3.
III. PROBLEM DECOMPOSITION
A trivial way of decomposing the problem would consist
in repeatedly applying existent decomposed formulation of
the sharing problem for each level. This would result in an
exponentially increasing computational time, with the number
of considered levels, namely:
Ntot ∼ tnNLi
L∏
l=1
N lb ∼ NLi N
L+L2
2
b (4)
where t is the computational time for each agent for solving
its local problem, n is the number of agents per level, Ni is
the number of iterations before convergence for a single level,
L is the number of levels, and Nb is the number of branches
per level. Instead of following this strategy, we decompose the
monolithic formulation of the problem to obtain a near-linear
increase of iterations with the number of levels. Problem 2 is
not decomposable as it is, due to the first term e(x) and the
coupling constraints. To decompose it, we introduce additional
variables, copy of the linear transformations of DB(τ):
argmin
x
e(y∅) +
N∑
i=1
fc,i(xi)
s.t. : yB,i = aB,ixi ∀ B ∈ B(τ), ∀i ∈ DL(B)∑
i∈DL(B)
yB,i ≤ vB ∀ B ∈ B(τ)
(5)
where DL(B) is the set containing the terminal nodes which
descent from branch B, DL(B) = D(B) ∩ L(τ) We now
formulate 5 as an unconstrained minimization problem. We do
it using an augmented Lagrangian formulation for the equality
constraints involving duplicated variables and explicitly con-
sider inequality constraints of 5 by means of the indicator
functions. See for example [12] §5.4 for a similar approach
applied to the allocation problem.
Lρ = e(y∅) +
N∑
i=1
fc,i(xi) + IYB (yB)
+
∑
B∈B(τ)
∑
i∈DL(B)
1
2ρ
‖aB,ixi − yB,i + λB,i‖22 (6)
where yB is the sum of yB,i, defined as yB =∑
i∈DL(B) yB,i, λB,i are the dual variables associated to the
equality constraints of problem 5, ρ ∈ IR is the augmented
Lagrangian parameter, YB are the constraint sets of the in-
equalities of problem 5 and IYB (yB) are indicator functions,
defined as:
IY(y) =
{
0, if y ∈ Y
∞, otherwise
and yB = [yB,i]. We now follow the alternating direction
method of multipliers (ADMM) strategy [8], and perform a
joint minimization-maximization of Lρ(x, y, λ). Note that the
convergence results from the ADMM algorithm allow us to
take into account extended-real-valued and non-differentiable
functions, as the indicator function. The overall decomposed
problem can be written as:
xk+1i = argmin
xi
fc,i(xi)+∑
A∈A(Ai)
∑
j∈DL(A)
1
2ρ
‖aA,jxkj − ykA,j + λkA,j‖22 (7)
yk+1∅ = argmin
y∅
e(y∅)+∑
i∈DL(∅)
1
2ρ
‖a∅,ixk+1i − y∅,i + λk∅,i‖22+IY∅(y∅) (8)
yk+1B,i = argmin
y
1
2ρ
‖aB,ixk+1i − y + λkB,i‖22+IYB (yB) (9)
λk+1B,i = λ
k
B,i + ρ(aB,ix
k+1 − yk+1B,i ) (10)
Note that due to the definition of the SB matrices, the xi
update only involves constraints from the ancestors of node
Ai. This is thanks to the fact that in our model, actions of
node Ai do not influence agents in other subtrees, and is
the ultimate reason that justifies a hierarchical communication
structure. Note that for solving the first minimization problem,
agent i must consider all the other agent actions x−i as
fixed. It has been shown that following a Gauss-Seidel like
iteration, in which agents update their actions in sequence,
considering all the available updated actions from the other
agents, the above formulation converges [17]. Anyway, this
requires to solve the subproblems in sequence, reducing the
computational advantage of a distributed solution. We prefer
to use a parallel formulation, in which agents solve their own
problems simultaneously. This will obviously not decrease
the overall computations, but rather the effective convergence
time. We parallelize the problem fixing the average of the
auxiliary variables yB,i during their update step. This will
effectively reduce the overall number of variables and allows
for a stable parallelization. Note that the resulting formulation
can be interpreted as requiring each xi to reduce the average
constraint violations SBxk−yB minus the scaled value of the
previous iteration aB,ixk. See [19] and [8] §7.3 for a detailed
description of the method. We reformulate the iterations noting
that the yB updates can be rewritten in terms of the proximal
operator proxρf . Additionally, for all the yB but the root
node, the proximal operator of the indicator function reduces
to the projection operator ΠX .
xk+1i = argmin
xi
fc,i(xi) +
∑
B∈A(A)
1
2ρ
‖(SBxk − ykB)/NB
− aB,ixki + xi + λ
k
B‖22 (11)
yk+1∅ = ΠY∅(proxρe(S∅x
k+1 + λ
k
∅)) (12)
yk+1B = ΠYB (SBx
k+1 + λ
k
B) (13)
λ
k+1
B = λ
k
B +
ρ
NB
(SBx
k+1 − yk+1B ) (14)
where NB is the number of descendants of branch B. Since
the root node update involves the minimization of system-
level objective function e, equation 12 projects its proximal
minimization into the root node constraint set Y∅, similarly to
proximal gradient methods, as the forward-backward splitting
[25].
The pseudocode of the update rule is summarized in Algo-
rithm 1. The sum of norms in the agent update step can be
reduced to a single norm:
xk+1i = argmin
xi
fc,i(xi) +
1
2ρ
‖ri +Rixi −Ra,ixki ‖22 (15)
where Ri = [IIT] ∈ IRTna×T is the concatenation of na
identity matrices where na is the number of ancestors of agent
i, Ra,i = [aB,iIIT] ∈ IRTna×T, and ri = [rB ] ∈ IRTna is the
concatenation of reference signals form its ancestors:
rB = (SBx− yB)/NB + λB (16)
Algorithm 1 Hierarchical optimization
1: Initialize err = tol ∗ 2, yB = 0T , λB = 0T
2: while err ≤ tol do
3: xk+1i ← xki , rki . agents
4: yk+1A , r
k+1
B ← λB , xk+1D(B) . branch B
5: errk+1B ← xk+1D(B), yk+1B . primal err in branch B
6: λ
k+1
B ← λ
k
B , err
k+1 . dual variable in branch B
7: err ← errB
8: end while
We can see from the pseudocode in 1 that each agent
requires only the reference signals from its ancestors to
solve its optimization problem. Thanks to the hierarchical
communication structure, these signal can be collected from
the parent node of agent i. This allows the algorithm to be
solved in a forward-backward passage. In the forward passage
each branch B sends its reference signal rB and the one
received by its parent to his children, which propagate it
downwards through the hierarchy. At the same time, prosumers
in leaf nodes solve their optimization problem as soon as
they receive their overall reference signal ri. In the backward
passage agents send their solutions to their parents, which
collect them and send the aggregated solution upward. Note
that rB contains only aggregated information from branch B,
which ensures privacy among prosumers.
IV. SIMULATION RESULTS
In this section we present the results of the numerical
investigation of the proposed algorithm. In particular, we
simulated 500 scenarios of different hierarchical structures
in order to study the algorithm performances in terms of
computational time. In each scenario the prosumers coordinate
their actions for the day ahead. Each agent has a random
generated power profile and an electrical battery with a random
starting state of charge. The battery are considered to be
dynamic linear systems, cyclic and calendar aging are not
considered. For each scenario we built a random tree with at
most 4 aggregator levels, which means that l ∈ [2, 5]. We only
consider trees in which each branching node is the parent of at
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Fig. 2. Example case. The considered hierarchical structure has 4 levels, and a single branching node in the first 3 levels. For the first two columns, the
first row refers to the root node, second and third rows to the second and third level. First column represents the aggregated power profiles. Blue line: no
battery actions. Red line: optimized power profiles. Dashed lines: power constraints. The second column represent voltage profiles. Blue line: no battery
actions. Red line optimized voltage profiles. voltages and the state of charge (SOC) of the batteries are shown. The third column represents state of charge
of prosumers’batteries in the second, third and fourth levels.
most other 2 branching nodes, while the maximum number of
leaf nodes per branch is 10. Only leaf nodes are considered to
be flexible nodes, which means that all prosumers are located
in leaf nodes, while branching nodes are aggregators. Voltage
sensitivity coefficients for each level are randomly generated.
With these rules, we obtain a tree with maximum number of
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Fig. 3. Mean overall primal residual for all the simulations, plotted versus
the number of iterations before convergence, colored against the number of
agents.
15 branching nodes (including the root node). The objective
function of each prosumers fi is the sum of its electricity costs
or revenues:
fi(xi) =
T∑
t=1
Ci,t (17)
where the cost at time t is defined as:
Ci,t =
{
(Pui,t + xi,t)pb, if Pui,t + xi ≥ 0
−(Pui,t + xi,t)ps, otherwise
where xi is the overall power from the battery, Pui is the
uncontrolled power of agent i, pb and ps are the buying
and selling energy prices, respectively. Note that positive
powers are considered as consumed quantities. The system-
level objective is a tracking objective with a zero power profile,
which results in a quadratic peak shaving:
e(x) = ‖S∅(x+ Pu)‖22 (18)
where Pu = [Pui ]. The simulations are carried out using an
Intel Core i7-4790K CPU @ 4.00GHz with 32 GB of RAM.
In figure 2 an example of the coordination mechanism is
shown. The considered hierarchical structure has 4 levels, and
a single branching node in the first three levels. Aggregated
power profiles, voltages and the state of charge (SOC) of the
batteries are shown.
In figure 3 the mean overall primal residual for all the
simulations is shown, where the primal residual in branch
B is errB = SBx − yB , is plotted versus the number of
iterations before convergence, which is considered reached
when err ≤ 1e−2. The line color is related to the total number
of prosumers in the related tree. As expected the number of
iterations before convergence increases with the number of
coordinated prosumers.
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Fig. 4. Estimated probability densities of the computational time divided by
the total number of agents, as a function of the number of branching levels.
The vertical bar is the interquartile range, the horizontal line is the median.
Figure 4 shows the estimated probability densities of the
agent-normalized computational time, as a function of the
number of branching levels of the considered tree.
V. CONCLUSIONS
We presented a constrained networked optimization algo-
rithm for the coordination of prosumers, which exploits a
hierarchical structure, reflecting the hierarchy of the different
voltage levels of the electrical grid. Prosumers are coordi-
nated with the help of aggregators, located at the branching
nodes. The monolithic optimization problem is decomposed
and parallelized using the ADMM, resulting in a forward-
backward communication flow in the hierarchy. The proposed
mechanism ensures that prosumers’ privacy is preserved, since
communication between different levels involves only aggre-
gated information. The numerical simulations show that the
computational time normalized with the number of prosumers
scales linearly with the number of levels. In future work
the authors will investigate the algorithm performance using
low and medium voltage test grids, by means of power flow
simulations.
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