Sequence comparison, a vital research tool in computational biology, is based on a simple O(n 2 ) algorithm that easily maps to a linear array of processors. This paper reviews and compares high-performance sequence analysis on general-purpose supercomputers and single-purpose, recon gurable, and programmable co-processors. The di culty of comparing hardware from published performance gures is also noted.
Introduction
The vast databases produced by the Human Genome Project demand innovative tools for fast sequence and database analysis. Because sequence databases contain billions of characters it is important to locate areas of interest within a database or genome quickly.
Dynamic programming organizes sequence comparison by comparing shorter subsequences rst, so their costs can be made available in a table (Figure 1 ) for the next longer subsequence comparisons. The nal entry becomes the comparison rating. Exact sequence comparison is an O(n 2 )-time dynamic programming algorithm (there is an O(n 2 = log n)-time version, but it has a large constant factor and is not amenable to parallelization (Masek & Paterson, 1983) ). Distance calculation is governed by a simple recurrence. The cost of transforming a reference string b into another string a is the solution of a recurrence whose core is: where dist(a i ; b j ) is the cost of matching a i to b j , dist(a i ; ) is the gap cost of not matching a i to any character in b, and dist( ; b j ) is the cost of not matching b j to any character in a. Edit distance, the number of insertions or deletions required to change one sequence to another, can be calculated by setting dist(a i ; ) = dist( ; b j ) = 1, and dist(a i ; b j ) = 0 if a i = b j or 2 other- Figure 1 : Dynamic programming example to nd least cost edit of \BACKTRACK" into \TRACEBACK" using Sellers' evolutionary distance metric (Sellers, 1974) . Below the dynamic programming table are two possible alignments and an illustration of the data dependencies. Diagonals can be vectorized or computed in parallel.
wise. Though not often used in biology, edit distance is a common performance benchmark.
Sequence comparison using a ne gap penalties involves three interconnected recurrences of a similar form (Gotoh, 1982) . The extra cost for starting a sequence of insertions or deletions will, for example, make the second alignment of Figure 1 preferred over the alignment with four gaps. In the most general form of sequence comparison, a pro le or linear hidden Markov model (Gribskov et al., 1990; Krogh et al., 1994) , all transition or gap costs (g) between the three states (match, insert, or delete) and character costs are position-dependent: c Local alignment (Smith & Waterman, 1981) , which nds the most similar subsequences of two sequences, adds a fourth, constant term to each minimization, such as zero, representing the cost of starting the correspondence at an internal (i; j) pair, in which case highly similar regions must, for the equations above, have negative cost. To allow the correspondence to end anywhere within the dynamic programming matrix, the matrix is searched for the best nal score. By changing signs, dynamic programming can be presented using similarity and maximization (more common in biology) rather than cost and minimization (more common in computer science).
The alignment of two sequences, or a mapping of which characters in one sequence correspond to which characters in the other, is also important. The easiest means of generating a sequence alignment is, for each of the O(n 2 ) c i;j values, to store the choices made during minimization. The arrows of Figure 1 indicate these saved choices. There can be several equally valid alternative paths (or alignments) that produce the same score.
Another, somewhat simpler, recurrence is used by the BioSCAN co-processor (Singh et al., 1993) . In this O(n 2 ) recurrence, the score along each diagonal (without insertions or deletions) is computed, and statistical analysis is used to generate a score similar to that of BLAST (Altschul et al., 1990) . Such searches are not as sensitive as the full a ne cost computation but can be completed more quickly (Pearson, 1995b) .
Algorithm
There are two basic methods of mapping sequence comparison to a parallel processor, one with coarse-grain parallelism, and the other with ne-grain parallelism.
The coarse-grain approach is appropriate for large database searches. In this case, the sequences are partitioned among the processing elements (PEs) so as to have similarly sized subsets of the database assigned to each PE. Then, multiple independent sequence analyses are performed. Each processing element must have su cient memory for its sequences (or signi cant segments of its sequences), as well as for two rows of the dynamic programming matrix: the previous row, and the row being currently formed. If only a small number of sequence comparisons are required, coarse-grain parallelism will o er little speedup because the database sequences will not be spread across all processing elements (for example, using only 100 of a CM-2's 65,536 PEs when comparing 100 sequences).
In the ne-grain approach, O(n) processing elements are used to compare two sequences in O(n + N) time, where N is the size of the database and n the length of the query sequence. The computation for each dynamic programming cell along a single diagonal of Figure 1 can be performed at once. A common mapping is to assign one processing element to each character of the query string, and then to shift the database through the linear chain of PEs (Figure 2) . Here, n PEs are assigned to the characters in sequence a while the N characters of the database b shift through the array, one PE per time step. The nal calculation of c 3;3 takes place in PE 3 at time Calc. Calc.
Figure 2: Mapping dynamic programming to a linear processor array. Arrows indicate dependencies between calculations; the b 3 value will travel from PE 0 at time 3 to PE 3 at time 6. On the right, the array is shown at time step 2 (PE 0 is not shown).
step 6 using a 3 and b 3 , while c 2;3 and c 3;2 are computed during time step 5. Because the BioSCAN algorithm has few dependencies (each c i;j value only depends on c i?1;j?1 ), each row of the dynamic programming matrix can be calculated simultaneously, and the entire calculation can be completed in N time steps on n PEs. An alternative mapping for gapped sequence comparison, in which the sequences ow through the array in opposite directions, is also occasionally used because query sequence preloading is not required.
If the array is not large enough for the complete query, the dynamic programming computation must be partitioned (Lipton & Lopresti, 1987) . Fine-grain parallelism is the method of choice for the special-purpose processors, which generally have the highest performance.
For anything but a special-purpose processor, the coarse-grain approach, when a large database is being searched, will be faster, primarily because communication of intermediate results can be time consuming. Special-purpose linear processor arrays are designed to perform this communication at the same speed as the computation. Workstation clusters, general-purpose parallel machines, and even the ne-grain MasPar machines, can take a signi cant penalty from this communication step. The MasPar's MPsrch routine thus uses a coarsegrain approach, dividing the database among the processing elements, to gain a factor of 2 to 3 in performance over an earlier ne-grain implementation. If multiple special-purpose processors are available, both levels of parallelism can be applied.
Sequence alignment has di erent parallel processing needs than sequence comparison. First, there is the matter of scale: although sequence comparison against a database with millions of residues is common, sequence alignment against such a vast database is not. This is not to say that parallelization is not important for sequence alignment: the training of a pro le or linear hidden Markov model, which can then be used for multiple sequence alignment or database search, has sequence alignment as part of its inner loop. Training a single model, and usually several models should be trained and the best selected, can require hundreds of alignments of each of the tens or hundreds of training sequences to the model. The SAM hidden Markov model package includes a ne-grain MasPar parallelization for training and scoring (Hughey & Krogh, 1996) .
Second, the obvious version of sequence alignment requires O(n 2 ) total space, or O(n) space per PE. One solution to this is Hirschberg's divide-and-conquer approach to sequence alignment that uses only O(n) total space (Hirschberg, 1975; Myers & Miller, 1988) , and can be readily parallelized (Edmiston et al., 1988; Huang, 1989; Ibarra et al., 1992) . The inner core of this algorithm is sequence comparison, and thus it can be adapted for use with most sequence comparison co-processors. An alternative family of algorithms, based on checkpoints, requires O(n 1:5 ) to O(n logn) space with two advantages. First, unlike the divide-and-conquer algorithm, the method can be used for serial or parallel forwardbackward (Baum-Welch) linear hidden Markov model training. Second, it avoids the costly data-dependent (host-level) repartitioning that can cause a 10-to 30-fold drop in speed between comparison and alignment (Grice et al., 1996) .
Architecture
Computer architectures for sequence analysis can be divided into ve broad categories.
Workstations (WS)
Workstations can be slow, but are readily available and useful for many other tasks. Small networks of workstations can be used for coarse-grain parallelization of database searches.
This report includes data from a Sun UltraSparc 140/143 and a network of ve DEC Alpha workstations (Pearson, 1995a) .
Supercomputers (GS)
General-purpose supercomputers are, when available, the most exible means of fast sequence analysis. Unfortunately, supercomputers have high cost.
This report includes data on the MasPar MP-2 and a 32-node Paragon. The MasPar is possibly the supercomputer best suited to sequence analysis (Nickolls, 1990) . It is a single instruction stream, multiple data stream (SIMD) computer, meaning that all of its processing elements execute the same instruction at the same time. This enables MasPar to place 32 low-complexity PEs on each chip and build large, cost-e ective machines. In contrast, the Paragon is a multiple instruction stream, multiple data stream (MIMD) machine optimized for general scienti c computation which, for simple, integer-based sequence comparison, does not do much better than the network of Alpha workstations (Pearson, 1995a) .
Single-purpose VLSI (SP)
Single-purpose VLSI can achieve the highest performance on one single algorithm for, typically, prices in the low tens of thousands of dollars.
PNAC, a machine for calculating the edit distance over a four-character alphabet, was the rst such design (Lopresti, 1987) . BioSCAN is a fast and exceedingly high-density (812 PEs per chip) implementation of a statistical sequence analysis method similar to BLAST, and is available on the Web (http://genome.cs.unc.edu/) (Singh et al., 1993) . BISP is a hardware implementation of the full Smith & Waterman algorithm, though a complete system was not reported (Chow et al., 1991) . Mercury and SAMBA, both currently in working systems, follow the BISP approach by implementing gapped sequence analysis and pro les in hardware (Brutlag et al., 1995; Lavenier, 1996) . SAMBA uses PAM, mentioned below, as a host interface. The commercial Fast Data Finder (FDF) is primarily geared to text search, but has been adapted to sequence analysis, and a server is available for Fast Data Finder pro le-search (http://ulrec3.unil.ch/software/FDFGP form.html). The 5-board FDF machine has 3360 processing cells, about 40 of which are required for each amino acid position. Recirculation currently enables queries up to 800 amino acids (Roberts, 1989) .
Recon gurable Hardware (RH)
Recon gurable hardware includes systems based on eldprogrammable gate arrays (FPGAs) and other architectures such as MGAP (Borah et al., 1994) . RH machines generally cost somewhat more than SP machines. The trail blazing general-purpose RH machines are PAM and Splash, both based on Xilinx FPGA technology (Bertin et al., 1989; Lemoine et al., 1994; Gokhale et al., 1991; Hoang, 1993) . Edit-distance problems have been programmed on both of these systems, though the coding is laborious (the Splash 1 edit-distance code required about 1500 lines of code to place 24 PEs on each of 16 FPGAs and con guration required 0.47 s). The more recent Bioccelerator (http://sgbcd.weizmann.ac.il/) and DeCypher II (http://www.timelogic.com/) are commercial machines based on Xilinx FPGAs speci cally geared to sequence analysis (Compugen Ltd., 1994; Time Logic Inc., 1996) .
The Micro-Grain Arithmetic Processor (MGAP) has its own recon gurable architecture with a 64 64 mesh of sequence comparison cells on the original chips and a 128 128 mesh on the next-generation MGAP-2. The mapping works on 128 128-long comparisons at once | a linear pipeline would have somewhat lower total MCUPS but could handle an isolated query longer than 128 characters (Borah et al., 1994) .
Programmable co-processors (PCP)
Programmable co-processors strive for the algorithmic exibility of recon gurable systems and the speed and density of single-purpose systems. Cost and ease of programming falls between SP and RH.
Processors In Memory (PIM) is a programmable coprocessor formed as a linear array of bit-serial processing elements and memory, with 64 1-bit PEs per chip, each with 2 Kilobits of memory (Gokhale et al., 1995) , Kestrel is a work in progress that draws from the B-SYS architecture (Hughey & Lopresti, 1991) . The Kestrel processor is designed to greatly reduce the instructions required for sequence comparison while maintaining a high clock speed (Hirschberg et al., 1996) . A single-cycle instruction can add two numbers, compare the result to a third from memory, select the minimum and store the choice in the bit shifter, and communicate to the next PE by writing the minimum to a shared register (Figure 3) . We are currently constructing prototype PE chips, simulation of which has provided us with justi able timing estimates. The full system is expected to be complete in 1997.
Evaluation Table 1 summarizes performance of several systems in millions of dynamic programming cell updates per second (MCUPS). For an m n sequence comparison or alignment on an array of length l, the runtime in microseconds is approximated by a + bm + cn + 1 + k j m l k ln MCUPS ; where a represents constant overhead (e.g., for program loading), bm represents query loading overhead, cn represents database loading overhead, ln is the number of dynamic programming cells calculated by the array for a database of length n in one pass, and k > 1 represents the co-processor's overhead in problem partitioning. At short query sequence lengths, the a and cn terms will dominate.
In the table, a question mark by the year indicates that a completed system has not been reported. Reference's or the author's projections for systems without experimental times in some or all categories are similarly indicated | the price estimates are particularly tenuous, though the column is still felt to be useful as high performance at low cost is the hallmark of specialized coprocessors. For research systems, the estimate is based on the number of custom or FPGA chips in the system. FPGA-based systems tend to have a higher incremental cost because of the overhead of using another company's chip design. Custom chips tend to have a higher or considerably higher design cost to balance their lower incremental costs.
The PEs per processing chip (on-board memory and control logic are not counted) and total number of PEs provide some indication of the computational density of the machine. In general, higher computation per chip (or per unit area) is better. The board count is another indication of system complexity, though it can be misleading, as a \board" is not a standardized unit. For example, the Mercury and DeCypher II are implemented on personal computer boards, while BioSCAN, MGAP, and SAMBA are implemented on much larger VME boards, and the Bioccelerator is implemented on a VME board that includes positions for up to four daughter-board processor modules. It is important to note that the BioSCAN results are not for the a ne cost model, but for its own BLAST-like algorithm. Also, several of the machines with no listing for sequence alignment could use the divide-and-conquer approach, as is done on Mercury. Slowdown from protein comparison for this more complex control would be similar to Mercury's. The checkpointing algorithm, which requires memory in each PE, is used for the Kestrel alignment estimate.
For large database searches, multiple machines or coprocessors and coarse-grain parallelism can be used to achieve higher performance. The commercial machines, and several of the research machines, are speci cally designed to be expandable, so it is important to realize that faster systems are available, though at a higher price. For example, the Bioccelerator features con gurations from a single daughter-board (65 MCUPS) to four full boards (16 processor modules, 500 to 900 MCUPS for queries of lengths 500 to 5000, respectively), or even eight. The largest FDF system shipped has over 85,000 FDF-PEs and six workstation hosts. The Paragon and, obviously, workstation networks, can also be expanded.
The table, however, makes the mistake of reducing performance to a single number. The numbers are typically for long queries, where setup time and database loading time are negligible, or just ignored altogether. Figure 4 shows actual or estimated performance for protein sequence comparison on several machines. At the low end of the graph, comparison times are dominated by constant factors, such as con guring the system, loading the query, and streaming the database through the array. At the high end, the machines reach their asymptotic performance as the dynamic programming calculation must be partitioned into several passes through the array. Although an individual protein sequence query of length 10000 is uncommon, similar performance can be expected on a group of sequences with total length 10000 for those systems that support such operations. Combining queries is only helpful, of course, if the queries are searching the same database. Queries can also be combined sequentially: if two successive queries require the same database, and the database has been loaded into memory, up to 10 seconds can be saved by not reading the database from disk a second time.
The BISP, B-SYS, and Kestrel numbers are based on the designer's estimated MCUPS and a constant o set for setup, the e ects of which generally vanish at sequences of length 500. Achieving the Kestrel estimates will require an I/O rate of 1.5 MB/s and a 33MHz board. The numbers for the Alpha workstations and Paragon are based on direct linear scaling from the MCUPS numbers. The Bioccelerator, DeCypher II, FDF-3, and MasPar results are experimental times, based on database searches of SwissProt-32 with 18,531,385 residues, divided by a normalization factor of 1.85. System con gurations chosen for the plot are based entirely on availability for benchmarking. The Mercury and SAMBA curves are based on experimental data of a search of SwissProt-31, divided by a normalization factor of 1.53. The BioSCAN results are estimated from experimental throughput data. The general observation is that PE density and I/O speed are critical. The networked workstations and the MIMD parallel processor have low PE density, while in general RH has medium density and SP and PH have high density, especially in the case of BioSCAN. Coprocessors are only as good as their connection to data, though. For long sequence lengths, data repartitioning means that computation is the prime consideration, while for shorter lengths, I/O and startup time are the governing factors. For example, at high sequence lengths, SAMBA and the 16-K PE MasPar are much closer in performance than at short sequence lengths, where the MasPar's high-performance I/O system is a great aid.
Discussion
One of the most interesting parts of this study has been the di culty in comparing architectures. A few of the problems that can come up in benchmark numbers include:
Di erent problem sizes. While it is easy to normalize performance to, for example, a 10-million residue search, it is more di cult to adjust for di erent query lengths.
Di erent algorithms. Edit distance performance is sometimes provided without any discussion of the more complex forms of sequence analysis.
Peak versus real. Performance numbers are sometimes estimated peak chip speed rather than full system speeds. Con guration time and database loading are also often ignored.
Performance projection. Performance numbers are sometimes projected to a larger system than the existing one. Or, as in the case of Kestrel, merely the result of simulation.
Speedup versus performance. Speedup numbers can be useful, but only if the comparison implementation is the best possible. Speedup can always be calculated from the absolute timings, so one must be wary when only speedup is presented. Speci c hardware. Sometimes references are unclear about the exact state of the hardware and what con guration is being used for experimental or estimated performance analysis. All architectures have strengths and weaknesses for sequence comparison and alignment and other applications. Supercomputers, where a ordable, provide good performance coupled with applicability to a wealth of problems. For less expensive and faster solutions, suitable for repetitious use as network servers or hidden Markov model trainers, specialized co-processors are an excellent solution. The recon gurable, bit-oriented mesh designs work well for sequence analysis. Single-purpose hardware can be incredibly fast but is restricted to a single algorithm. Programmable co-processors attempt to mix the speed of single-purpose hardware and the programmability of more general approaches.
Because biologists' favored comparison and alignment algorithms are not xed, programmable parallel solutions are required to speed these tasks. As an alternative to single-purpose systems, hard-to-program recongurable systems, and expensive general-purpose supercomputers, we advocate the use of specialized yet programmable hardware whose development is tuned to system speed.
