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Abstract
A joint large deviation principle for G-Brownian motion and its quadratic variation process is presented.
The rate function is not a quadratic form due to quadratic variation uncertainty. A large deviation principle
for stochastic differential equations driven by G-Brownian motion is also established.
c© 2010 Elsevier B.V. All rights reserved.
MSC: 60F10; 60H10; 60J65
Keywords: Large deviations; G-Brownian motion; G-stochastic differential equation
1. Introduction
Peng [11] introduced G-Brownian motion. The expectation E[·] associated with the
G-Brownian motion is a sublinear expectation which is called G-expectation. The stochastic
calculus with respect to the G-Brownian motion has been established (cf. [11,14,12]). The
existence and uniqueness of the solution for stochastic differential equations driven by
G-Brownian motion in the space M2G(0, T ) have also been obtained by the contracting mapping
theorem (cf. [14]). The Ho¨lder continuity and the homeomorphic property of the solution for
stochastic differential equations driven by G-Brownian motion are established in [9].
I Research supported by the National Natural Science Foundation of China (10871153).
∗ Corresponding author.
E-mail addresses: fqgao@whu.edu.cn (F. Gao), huijiang@nuaa.edu.cn (H. Jiang).
0304-4149/$ - see front matter c© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2010.06.007
F. Gao, H. Jiang / Stochastic Processes and their Applications 120 (2010) 2212–2240 2213
The aim of this paper is to study large deviations for G-Brownian motion and stochastic
differential equations driven by G-Brownian motion.
The paper is organized as follows. In Section 2, we present a joint large deviation principle
for G-Brownian motion and its quadratic variation process and obtain a representation of the rate
function. The large deviations for stochastic differential equations driven by G-Brownian motion
are given in Section 3. The moment estimates for G-stochastic integrals play an important role in
this paper. A brief introduction and some general results on large deviations for G-capacity are
in Appendix.
We conclude this section with some notations on G-expectation.
For convenience, we briefly recall some basic conceptions and results about G-Brownian
motion and G-stochastic integrals (see [6,11,14,12] for details). Let Ω denote the space of all
Rd -valued continuous paths ω : [0,+∞) 3 t 7−→ ωt ∈ Rd , with ω0 = 0, equipped with the
distance ρ(ω1, ω2) :=∑∞n=1 2−n(maxt∈[0,n] |ω1t − ω2t | ∧ 1). For each T > 0, set
L ip(FT ) := {ϕ(ωt1 , ωt2 , . . . , ωtn ) : n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ lip(Rd×n)},
where lip(Rd×n) is the set of bounded Lipschitz continuous functions on Rd×n . Define
L i p(F) := ⋃∞n=1 L i p(Fn) ⊂ Cb(Ω) · Sd denotes the space of d × d symmetric matrices. Γ is
a given nonempty, bounded and closed subset of Rd×d which is the space of all d × d matrices.
Set Σ := {γ γ τ , γ ∈ Γ } ⊂ Sd and assume that Σ is a bounded, convex and closed subset. For





tr[γ γ τ A]. (1.1)
For each ϕ ∈ lip(Rd), define
E(ϕ) = u(1, 0)
where u(t, x) is the viscosity solution of the following G-heat equation:
∂u
∂t
− G(D2u) = 0, on (t, x) ∈ [0,∞)× Rd , u(0, x) = ϕ(x), (1.2)
and D2u is the Hessian matrix of u, i.e., D2u = (∂2xi x j u)di, j=1. Then E : lip(Rd) 7→ R is a
sublinear expectation. This sublinear expectation is also called G-normal distribution on Rd and
denoted by N (0,Σ ) (cf. [13]).
Let H be a vector lattice of real functions defined on Ω such that L i p(F) ⊂ H and if
X1, . . . , Xn ∈ H then ϕ(X1, . . . , Xn) ∈ H for each ϕ ∈ lip(Rn). Let E[·] : H 7→ R be a
sublinear expectation on H. A d-dimensional random vector X with each component in H is
said to be G-normal distributed under the sublinear expectation E[·] if for each ϕ ∈ lip(Rd),
u(t, x) := E(ϕ(x +√t X)), t ≥ 0, x ∈ Rd
is the viscosity solution of the G-heat equation (1.2). E[·] is called to be a G-expectation if
the d-dimensional canonical process {Bt (ω) = ωt , t ≥ 0} is a G-Brownian motion under the
sublinear expectation, that is, B0 = 0 and
(i) For any s, t ≥ 0, Bt ∼ Bt+s − Bs ∼ N (0, tΣ ).
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(ii) For any m ≥ 1, 0 = t0 < t1 < · · · < tm < ∞, the increment Btm − Btm−1 is independent
from Bt1 , . . . , Btm−1 , i.e., for each ϕ ∈ lip(Rd×m),
E(ϕ(Bt1 , . . . , Btm−1 , Btm − Btm−1)) = E(ψ(Bt1 , . . . , Btm−1)) (1.3)
where ψ(x1, . . . , xm−1) = E(ϕ(x1, . . . , xm−1, Btm − Btm−1)). For any a = (a1, . . . , ad)τ ∈
Rd , Bat :=
∑d
i=1 ai Bit is a one-dimensional Ga-Brownian motion, where Bi denotes the i th
coordinate of the G-Brownian motion B. Define
Ga(β) = 12 supγ∈Γ
tr(βγ γ τaaτ ) = 1
2
(σaaτ β




tr(γ γ τaaτ ), σ−aaτ = − sup
γ∈Γ
tr(−γ γ τaaτ ).
Let E be a G-expectation onH. The topological completion of L i p(FT ) (resp. L i p(F)) under
the Banach norm E[| · |] is denoted by L1G(FT ) (resp. L1G(F)). E[·] can be extended uniquely to
a sublinear expectation on L1G(F). We denote by E the extension.
Let P be the Wiener measure on Ω . Let AΓ0,∞ be the collection of all Γ -valued {Ft , t ≥ 0}-
adapted processes on the interval [0,+∞), i.e., {θt , t ≥ 0} ∈ AΓ0,∞ if and only if θt isFt := σ(ωs, s ≤ t) measurable and θt ∈ Γ for each t ≥ 0, and let Pθ be the law of the
process
{∫ t
0 θsdωs, t ≥ 0
}
under the Wiener measure P .
We denote P = {Pθ : θ ∈ AΓ0,∞} and define
C¯(A) := sup
θ∈AΓ0,∞
Pθ (A), A ∈ B(Ω). (1.5)
Then P is tight and C¯(·) is a Choquet capacity (see Theorem 1 in [6]). For each X ∈ L0(Ω) :=
{X : X ∈ B(Ω)} (the space of all Borel measurable real functions on Ω ) such that EPθ (X) exists




Then (Theorem 59 in [6]) for all X ∈ L1G(F),
EX = E¯X. (1.7)
The quadratic variation process 〈Ba〉t of the process Ba is defined by






{〈Ba〉t , t ≥ 0} is an increasing process with 〈Ba〉0 = 0. For each fixed s ≥ 0,
〈Ba〉t+s − 〈Ba〉s = 〈(Bs)a〉t ,
where Bst = Bt+s − Bs, t ≥ 0, (Bs)at = (a, Bst ), and (x, y) =
∑d
i=1 xi yi for x, y ∈ Rd . Set
(〈B〉t )i j = 〈Bi , B j 〉t . Then by Corollary 5.3.19 in [12],
〈B〉t ∈ tΣ = {t × γ γ τ ; γ ∈ Γ }. (1.9)
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Therefore, for any 0 ≤ s ≤ t
〈Ba〉t − 〈Ba〉s ≤ σaaτ (t − s). (1.10)
Throughout this paper, we assume that there exist constants 0 < σ ≤ σ <∞ such that
Γ ⊂ {γ ∈ Rd×d; σ Id×d ≤ γ γ τ ≤ σ Id×d}. (1.11)
2. Large deviation for G-Brownian motion and its quadratic variation
In this section we prove the LDP for G-Brownian motion and its quadratic variation process by
using sub-additive method (cf. [1]) and give a representation of the rate function by the Varadhan
integral lemma.
2.1. Finite-dimensional large deviations
The following lemma is a simple fact about sub-additive functions.
Lemma 2.1. Let f : Z+→ R1∪{+∞} be a sub-additive function (i.e. f (m+k) ≤ f (m)+ f (k),
for all m, k ∈ Z+). If there exists some m0 ∈ R+ such that for any m ≥ m0, f (m) < +∞, then
limm→∞ f (m)m exists.
Lemma 2.2. For any t ∈ (0, T ], N ∈ N and open convex subset A ∈ B(Rd × Rd×d), define




(BNt , 〈B〉Nt ) ∈ A
)
.
Then f A,t (·) is a sub-additive function and limN→∞ 1N f A,t (N ) exists.
Proof. For 1 ≤ k ≤ N , set
Xk = (Bkt − B(k−1)t , 〈B〉kt − 〈B〉(k−1)t )
and


















and X¯ M+N = MM+N X¯ M + NM+N X¯ MM+N which implies {X¯ M ∈ A} ∩ {X¯ MM+N ∈ A} ⊂ {X¯ M+N ∈
A} since A is a convex subset.
Because A ⊂ B(Rd × Rd×d) is an open subset, we can choose a sequence of functions
fn ∈ L i p(Rd × Rd×d) such that 0 ≤ fn ↑ IA. Then, by the definition of C¯ and Theorem 59
in [6], we have




n→∞E( fn(X¯ M ) fn(X¯
M
M+N ))
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= lim




n→∞ E¯ fn(X¯ M )E¯ fn(X¯
M
M+N )
= C¯(X¯ M ∈ A)C¯(X¯ MM+N ∈ A)
= C¯(X¯ M ∈ A)C¯(X¯ N ∈ A).
Consequently,
C¯(X¯ M ∈ A)C¯(X¯ N ∈ A) ≤ C¯(X¯ M+N ∈ A), (2.1)
which proves that f A,t is sub-additive.
In view of Lemma 2.1, it remains to prove that either f A,t ≡ +∞ or f A,t (N ) < +∞ for
sufficiently large N . To this end, suppose that C¯(X¯ M ∈ A) > 0 for some M . Then A 6= φ. Since
c¯(A) := C¯(X¯ M ∈ A) is also a capacity on B(Rd × Rd×d), there exists a compact subset K ⊂ A
such that C¯(X¯ M ∈ K ) > 0. Let F be the closed convex hull of K . Then F ⊂ A is also compact
and C¯(X¯ M ∈ F) > 0. Set L = supx∈F |x | and choose δ > 0 such that dist(F, Ac) > 2δ. Next,
select N0 > M such that α = min1≤k≤M C¯
(∣∣∣ kN0 Xk∣∣∣ < δ) > 0 and kN0 L ≤ δ for all 0 < k ≤ M .
Then, for N ≥ M , by the same method as in the proof of (2.1), we have










∣∣∣ < δ) ,
where qN = [N/M] and rN = N − [N/M]M . Note that for N ≥ N0, X¯ MqN ∈ F implies that





X¯ MqN ∈ Fδ
)
≥ C¯(X¯ MqN ∈ F) ≥
(
C¯(X¯ M ∈ F)
)qN
.
Hence, for N ≥ N0, C¯(X¯ N ∈ A) ≥ α
(












(BNt , 〈B〉Nt ) ∈ B(x, δ)
)
, (2.2)
where B(x, δ) = {y, |x − y| < δ}. Then it is easy to get that λt (x), x ∈ Rd × Rd×d is a lower
semicontinuous and convex function.


























Proof. Let O ∈ B(Rd ×Rd×d) be an open subset. Given x ∈ O , we can choose an open convex
B such that x ∈ B ⊂ O . Then, we have








(BNt , 〈B〉Nt ) ∈ B
)

























Next, let K ∈ B (Rd × Rd×d) be a compact subset. For any ε > 0, for each x ∈ K , choose









(BNt , 〈B〉Nt ) ∈ B(x, δx )
)
≤ −λt (x)+ ε.





































(BNt , 〈B〉Nt ) ∈ B(xi , δxi )
)
≤ − inf










(BNt , 〈B〉Nt ) ∈ K
)
≤ − inf
x∈K λt (x). 
Lemma 2.4 (Exponential Inequality). Let B = {Bt = (B1t , . . . , Bdt ), t ≥ 0} be a d-dimensional





























Now one can get the conclusion of this lemma by the maximum inequality of martingale. 
Lemma 2.5. Let m ≥ 1 and 0 = t0 < t1 < · · · < tm = T be fixed. For N ∈ N, A ∈
B((Rd × Rd×d)m), define







, . . . ,
(
BNtm − BNtm−1 , 〈B〉Ntm − 〈B〉Ntm−1
)) ∈ A) .





log C¯N ,m(O) ≥ − inf
x∈O λt1,...,tm (x)
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log C¯N ,m(F) ≤ − inf
x∈F λt1,...,tm (x),
where λt1,...,tm (x) =
∑m
i=1 λti−ti−1(xi ), x = (x1, . . . , xm), xi ∈ Rd × Rd×d .
Proof. We first prove the lower bound of large deviations (LLD). For any x ∈ O with
λt1,...,tm (x) < ∞, take U := Πmi=1Ui ⊂ O such that x = (x1, . . . , xm) ∈ U , where Ui
is open subset of R. Choose a sequence of functions 0 ≤ gi,l ∈ L i p(Rd × Rd×d) such that














































(BNti − BNti−1 , 〈B〉Nti − 〈B〉Nti−1)/N ∈ Ui
)
.





log C¯N ,m(O) ≥ −
m∑
i=1
λti−ti−1(xi ) = −λt1,...,tm (x).
Now we show the weak upper bound of large deviations (w-ULD). For any x =
(x1, . . . , xm) ∈ (Rd×Rd×d)m, δ > 0, and 1 ≤ i ≤ n, by Lemma 2.3, there exists a neighborhood





log C¯((BNti − BNti−1 , 〈B〉Nti − 〈B〉Nti−1)/N ∈ Ui (xi ))
≤
{−λti−ti−1(xi )+ δ, if λti−ti−1(xi ) < +∞−1/δ, otherwise.
Set Ux = U1(x1) × U2(x2) × · · · × Um(xm). Then Ux is a neighborhood of x . By the same












log C¯((BNti − BNti−1 , 〈B〉Nti − 〈B〉Nti−1)/N ∈ Ui (xi ))
≤
{−λt1,...,tm (x)+ mδ, if λti−ti−1(xi ) < +∞ for all 1 ≤ i ≤ m−1/δ, otherwise





log C¯N ,m(K ) ≤ − inf
x∈K λt1,...,tm (x).
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(|(BN T2 − BN T1 , 〈B〉N T2 − 〈B〉N T1)| ≥ l N) = −∞. (2.3)
Since |〈Bi , B j 〉t − 〈Bi , B j 〉s | ≤ σ¯ |t − s| for all 1 ≤ i, j ≤ d , (2.3) is a consequence of
Lemma 2.4. 
Theorem 2.1. Let m ≥ 1 and 0 = t0 < t1 < · · · < tm = T be fixed. For ε > 0, A ∈
B
((


















Then for any closed subset F ∈ B ((Rd × Rd×d)m),
lim sup
ε→0





and for any open subset O ∈ B ((Rd × Rd×d)m),
lim inf




where x = (x1, . . . , xm) and x0 = 0.
















where [x] denotes the largest integer less than or equal to x . Since |〈Bi , B j 〉t − 〈Bi , B j 〉s | ≤








































∣∣∣B1t/ε − B1[1/ε]t ∣∣∣ ≥ δ/4d
)
,
we can get (2.4) from Lemma 2.4. 
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Then for any closed subset F ∈ B ((Rd)m),
lim sup
ε→0
ε log Cˇε,m(F) ≤ − inf
x∈F Iˇt1,...,tm (x)
and for any open subset O ∈ B ((Rd)m),
lim inf
ε→0 ε log Cˇε,m(O) ≥ − infx∈O Iˇt1,...,tm (x),
where




λti−ti−1((xi − xi−1, yi − yi−1)) (2.5)
and x0 = 0, y0 = 0.
2.2. Exponential tightness










|s − t |2β
})
<∞.
Proof. This can be obtained from Theorem 3.1 in [9]. Now we give a direct proof. Without loss of
generality we assume Bt is one-dimensional and σ¯ = 1. For each θ ∈ AΓ0,∞, set Aθt =
∫ t
0 |θs |2ds.




|s − t |2β = sups,t∈[0,T ]
|BAθt − BAθs |
|s − t |2β
= sup
s,t∈[0,T ]
|BAθt − BAθs |
|Aθt − Aθs |2β
|Aθt − Aθs |2β
|s − t |2β ≤ C sups,t∈[0,T ]
|Bt − Bs |
|s − t |2β .

























|Bt − Bs |2




EP (|Bt − Bs |2m) = |t − s|m(2m − 1)!!,
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which implies from (3.1) in [9] that the conclusion of the lemma holds. 




|s − t |α
and
Cα0 ([0, T ],Rm) =
{
ψ ∈ C0([0, T ],Rm); lim
δ→0 sup|s−t |<δ
|ψ(t)− ψ(s)|
|s − t |α = 0, ‖ψ‖α <∞
}
.
Then (Cα0 ([0, T ],Rm), ‖ · ‖α) is a separable Banach space.
Theorem 2.2. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Let B be G-Brownian motion and let







is exponentially tight in (Cα0 ([0, T ],Rd), ‖ · ‖α)× (Cβ0 ([0, T ],Rd×d), ‖ · ‖β).
Proof. Take 0 ≤ α < α′ < 1/2 and 0 ≤ β < β ′ < 1. Set
Kl =
{
( f, g) ∈ (Cα0 ([0, T ],Rd), ‖ · ‖α)× (Cβ0 ([0, T ],Rd×d), ‖ · ‖β);
sup
s,t∈[0,T ]
| f (t)− f (s)|
|t − s|α′ ≤ l, sups,t∈[0,T ]
|g(t)− g(s)|
|t − s|β ′ ≤ l
}
.
Then by Lemma 4.1 in [9], Kl is compact in (Cα0 ([0, T ],Rd), ‖·‖α)×(Cβ0 ([0, T ],Rd×d), ‖·‖β)
























































) |t∈[0,T ] ∈ K cl ) = −∞. 
2.3. Large deviations for G-Brownian motion and its quadratic variation process
By Theorems 2.1 and 2.2, we obtain the following large deviation principle (LDP). We will
give a representation of the rate function in next subsection.
Theorem 2.3. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Let B be G-Brownian motion and let
〈B〉 = 〈B, B〉 = (〈Bi , B j 〉)1≤i, j≤d be its quadratic variation process. Then for any closed






) |t∈[0,T ] ∈ F) ≤ − inf
( f,g)∈F J ( f, g), (2.6)
for any open subset O in (Cα0 ([0, T ],Rd), ‖ · ‖α)× (Cβ0 ([0, T ],Rd×d), ‖ · ‖β),
lim inf
ε→0 ε log C¯
((
εBt/ε, ε〈B〉t/ε
) |t∈[0,T ] ∈ O) ≥ − inf
( f,g)∈O J ( f, g), (2.7)
where





λtl−tl−1 ( f (tl)− f (tl−1), g(tl)− g(tl−1)) . (2.8)





(εBt/ε)|t∈[0,T ] ∈ F
) ≤ − inf
f ∈F IB( f ),
and for any open subset O in
(




ε→0 ε log C¯
(
(εBt/ε)|t∈[0,T ] ∈ O
) ≥ − inf
f ∈O IB( f ),
where
IB( f ) = inf
g∈C0([0,T ],Rd×d )
J ( f, g) (2.9)
and
IB( f ) = sup
0=t0<t1<···<tm=T
m≥1
Iˇt1,...,tm ( f (t1), . . . , f (tm)). (2.10)
2.4. Rate functions
Lemma 2.7. For any µ = (µ1, . . . , µd)τ ∈ Rd , ν = (νi j )1≤i, j≤d ∈ Rd×d and 0 ≤ s < t ,
exp {(µ, Bt − Bs)+ (ν, 〈B〉t − 〈B〉s)} ∈ L1G(Ω),
where (ν, 〈B〉t ) :=∑di, j=1 νi j 〈Bi , B j 〉t .
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Proof. Since for any δ > 0,
E¯ exp {δ|Bt |} < +∞, E¯ exp
{
δ|〈Bi , B j 〉t |
}
≤ exp {δσ¯ t} < +∞
by Proposition 25 in [6] and quasi-continuity of
exp {(µ, Bt − Bs)+ (ν, 〈B〉t − 〈B〉s)} ,





















g′(s)ds; g′ : [0, T ] 7→ Rd×d Borel measurable and
g′(t) ∈ Σ for all t ∈ [0, T ]
}
. (2.12)
Then A is a closed subset in (Cβ0 ([0, T ],Rd×d), ‖ · ‖β) for any β ∈ [0, 1) and by the condition
(1.11), C¯(ε〈B〉·/ε 6∈ A) = 0. Therefore, by the lower bound of large deviations, for any
g 6∈ A, J ( f, g) = ∞. Since IB( f ) = infg∈C0([0,T ],Rd×d ) J ( f, g) and IB( f ) = ∞ for all f 6∈ Hd ,
we also have J ( f, g) = ∞ for all f 6∈ Hd . Thus
J ( f, g) = +∞, for all ( f, g) 6∈ Hd × A. (2.13)
Lemma 2.8. For any µ = (µ1, . . . , µd)τ , ν = (νi j )1≤i, j≤d ∈ Rd×d ,




µµτ + 2νs) t} (2.14)
where νs := (νsi j )d×d is a d × d symmetric matrix with νsi j = νi j+ν j i2 .
Proof. By the independence of increments of G-Brownian motion, we obtain that



























































)2 + Rn(t)))n ,
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)∣∣∣+ ∣∣∣(ν, 〈B〉 t
n
)∣∣∣} .



































































(ν, 〈B〉t )+ 12 (µ, Bt )
2
)
= G (µµτ + 2νs) t,
we have



























(x, µ)− G (µµτ )} , x ∈ Rd ,
and
λ˜(x, z) = sup
(µ,ν)∈Rd×Rd×d
{
(x, µ)+ (z, ν)− G (µµτ + 2νs)} , (x, z) ∈ Rd × Rd×d .
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and












(x, z−1x), if z ∈ Σ ,
∞, otherwise.
(2.16)
By the condition (1.11),
1
2σ¯
|x |2 ≤ I˜B(x) ≤ 12σ |x |
2
and by Lemma 2.8 and the Varadhan integral lemma (Lemma A.3), we have
Iˇt (x) = sup
µ∈Rd
{
(x, µ)− G (µµτ ) t} = t I˜B(x/t), x ∈ Rd , (2.17)
and for any (x, z) ∈ Rd × Rd×d ,
λt (x, z) = sup
(µ,ν)∈Rd×Rd×d
{
(x, µ)+ (z, ν)− G (µµτ + 2νs) t} = t λ˜(x/t, z/t). (2.18)





εBt/ε|t∈[0,T ] ∈ ·
)
, ε > 0
)
satisfies large deviation principle with speed ε and
rate function
















) |t∈[0,T ] ∈ ·) , ε > 0) satisfies large deviation principle with speed ε and
rate function






( f ′(s), (g′(s))−1 f ′(s))ds, if ( f, g) ∈ Hd × A,
+∞, otherwise.
(2.20)
Proof. We only prove (2.19) and (2.20). The proof is standard. We only give the proof of
(2.20). For any ( f, g) ∈ Hd × A, by the convexity of λ˜ and Jansen’s inequality, for any
0 = t0 < t1 < · · · < tm = T ,
m∑
l=1


























λ˜( f ′(s), g′(s))ds
which yields that J ( f, g) ≤ ∫ T0 λ˜( f ′(s), g′(s))ds.
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On the other hand, if ( f, g) ∈ Hd × A and J ( f (s), g(s))ds < ∞, set tnl = lT2n , 0 ≤ l ≤ 2n












Then by the convergence theorem of martingales and Fatou’s lemma,∫ T
0




λ˜(ψn(s))ds ≤ J ( f, g) < +∞.
Therefore, J ( f, g) = ∫ T0 λ˜( f ′(s), g′(s))ds. 
Remark 2.1. The rate function IB is different from the classical one (cf. [15,2]). In d ≥ 2 case,
it is not a quadratic form. But in one-dimensional case, it is a quadratic form.
Example 2.1. If d = 1 and B1 ∼ N (0, [σ , 1]) where 0 < σ ≤ 1, then


















ds, if ( f, g) ∈ H1 × A,
+∞, otherwise.
(2.22)
Remark 2.2. In one-dimensional case, the rate function IB of G-Brownian motion is the same
as the classical Brownian motion. The joint rate function J of B and 〈B〉 is a new form due to
quadratic variation uncertainty.
3. Large deviations for a stochastic differential equation driven by G-Brownian motion
In this section we use discrete time approximation to study large deviations for stochastic
differential equations (SDEs) driven by G-Brownian motion. The method of the discrete time
approximation is a basic method in large deviations of SDEs (cf. [3,4,10]). Our proof avoids the
stopping time technique and the Girsanov transformation. Our main tool is exponential moment
estimates.
3.1. Statement of result
For any ε ≥ 0, we consider the following random perturbation SDEs driven by d-dimensional
G-Brownian motion B
X x,εt = x +
∫ t
0
bε(X x,εs )ds + ε
∫ t
0
σ ε(X x,εs )dBs/ε + ε
∫ t
0
hε(X x,εs )d〈B, B〉s/ε, (3.1)
where 〈B, B〉 is treated as a d × d-dimensional vector,
bε = (bε1, . . . , bεn)τ : Rn → Rn, σ ε = (σ εi, j ) : Rn → Rn ⊗ Rd
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and hε : Rn → Rn ⊗ Rd×d has the following form
hε =

hε,(1)11 · · · hε,(1)1d hε,(1)21 · · · hε,(1)2d · · · hε,(1)d1 · · · hε,(1)dd











hε,(n)11 · · · hε,(n)1d hε,(n)21 · · · hε,(n)2d · · · hε,(n)d1 · · · hε,(n)dd
 .
We also introduce the following conditions:










i j is the Hilbert–Schmidt norm of a matrix A = (ai j ).
(H2)u . bε, σ ε and hε are uniformly Lipschitz continuous, i.e., there exists a constant L > 0 such
that for any x, y ∈ Rn ,
max
{|bε(x)− bε(y)|, ‖σ ε(x)− σ ε(y)‖HS, ‖hε(x)− hε(y)‖HS} ≤ L|x − y|.




{|bε(x)− b(x)|, ‖σ ε(x)− σ(x)‖HS, ‖hε(x)− h(x)‖HS} = 0.
Let the definition of Hd and A be the same as in Section 2. For any ( f, g) ∈ Hd × A, let
Ψ( f, g)(t) ∈ C ([0, T ],Rn) be a unique solution of the following ordinary differential equation:
Ψ( f, g)(t) = x +
∫ t
0
b(Ψ( f, g)(s))ds +
∫ t
0




h(Ψ( f, g)(s))g′(s)ds. (3.2)
Theorem 3.1. Let 0 ≤ α < 1/2 and let (H2)u and (H3)u hold. Let X = {X x,εt , t ≥ 0} be a
unique solution of the G-SDE (3.1). Then for any closed subset F in
(







(X x,εt − x)|t∈[0,T ] ∈ F
) ≤ − inf
ψ∈F I (ψ) (3.3)
and for any open subset O in
(




ε→0 ε log C¯
(
(X x,εt − x)|t∈[0,T ] ∈ O
) ≥ − inf
ψ∈O I (ψ), (3.4)
where
I (ψ) = inf {J ( f, g);ψ = Ψ( f, g)− x} . (3.5)
Remark 3.1. (1). If h ≡ 0, then
I (ψ) = inf {IB( f );ψ = Ψ( f )− x} (3.6)
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where Ψ( f )(t) ∈ C0 ([0, T ],Rn) is a unique solution of the following ordinary differential
equation:
Ψ( f )(t) = x +
∫ t
0
b(Ψ( f )(s))ds +
∫ t
0
σ(Ψ( f )(s)) f ′(s)ds. (3.7)
(2). If h ≡ 0 and σ τσ > 0, then the solution of (3.7) satisfies
Ψ ′( f )(t)− b(Ψ( f )(t)) = σ(Ψ( f )(t)) f ′(t),
which implies





σ τ (ψ + x)σ (ψ + x))−1 σ τ (ψ + x)(ψ ′ − b(ψ + x))),
if ψ absolutely continuous,
+∞, otherwise.







|σ−1(ψ(t)+ x)(ψ ′(t)− b(ψ(t)+ x))|2, if ψ absolutely continuous,
+∞, otherwise.
That is, in one-dimensional case, if h ≡ 0, the rate function is the same as the classical case
(cf. [5,7,8]).
Example 3.1. Let d = n = 1 and B1 ∼ N (0, [σ , 1]). Consider a linear SDE:
Xεt = 1+ b
∫ t
0
Xεs dt + εh
∫ t
0




Then for any ( f, g) ∈ H1 × A,
Ψ( f, g)(t) = exp {bt + hg(t)+ σ f (t)} .
Therefore, if ψ absolutely continuous, then








dt, ψ(t) = exp {bt + hg(t)+ σ f (t)} − 1
}
.
3.2. Proof of Theorem 3.1: SDE with bounded coefficients
If we define Bεt = Bt − fεt/ε,
cε(s, x) = σ ε(x) f ′s + bε(x)+ hε(x)g′s
and
c(s, x) = σ(x) f ′s + b(x)+ h(x)g′s .
Then
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and
X x,εt = x +
∫ t
0
cε(s, X x,εs )ds + ε
∫ t
0





hε(X x,εs )d(ε〈B〉s/ε − g(s)).
For N ≥ 1, set tk = kT/N , k = 0, 1, . . . , N and let X x,εN = {X x,εN (t) = X x,εN ,t , t ≥ 0} defined
by
X x,εN ,t = X x,εtk−1 , t ∈ [tk−1, tk), k = 1, . . . , N .
As usual, we denote by ‖ψ‖ = supt∈[0,T ] |ψ(t)| for any function ψ on [0, T ].






(‖X x,ε − X x,εN ‖ > ρ) = −∞ (3.8)
Proof. For any ρ > 0,
C¯
















































∣∣∣∣ ≤ MT σ¯N ,
when N ≥ 3MT max{1,σ¯ }
ρ






























εσ ε(X x,εs )dBs/ε
∣∣∣∣ ≤ TµNµ sups,t∈[tk−1,tk ]
∣∣∣∫ ts εσ ε(X x,εu )dBu/ε∣∣∣
|s − t |µ










∣∣∣∫ ts εσ ε(X x,εu )dBu/ε∣∣∣2
|s − t |













∣∣∣∫ ts σ ε(X x,εu )dBu/ε∣∣∣2
|s − t |

 <∞.









∣∣∣∫ ts σ ε(X x,εu )dBu/ε∣∣∣2
|s − t | log(1+ 1/(2|s − t |))

 <∞









∣∣∣∫ ts σ ε(X x,εu )dBu/ε∣∣∣2
|s − t |2µ

 <∞.















∣∣∣∫ ts √εσ ε(X x,εu )dBu/ε∣∣∣














∣∣∣∫ ts σ ε(X x,εu )dBu/ε∣∣∣2






















Therefore, (3.8) holds. 










σ ε(X x,εs )dB
ε
s/ε









σ ε(X x,εs )− σ ε(X x,εN ,s)
)
dBεs/ε




σ ε(X x,εN ,s)dB
ε
s/ε
∥∥∥∥ > ρ/2, ∥∥εB·/ε − f ∥∥ < µ, ‖X x,ε − X x,εN ‖ ≤ τ} .
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Then {∥∥∥∥ε ∫ ·
0
σ ε(X x,εs )dB
ε
s/ε
∥∥∥∥ > ρ, ‖εB·/ε − f ‖ < µ} ⊂ A1 ∪ A2 ∪ A3
and






σ ε(X x,εs )− σ(X x,εs )
)
dBεs/ε





σ(X x,εs )− σ(X x,εN ,s)
)
dBεs/ε





σ(X x,εN ,s)− σ ε(X x,εN ,s)
)
dBεs/ε
∥∥∥∥ > ρ/6} .
Set κ(ε) = supx∈Rn ‖σ ε(x) − σ(x)‖HS, ι = supx∈Rn ‖σ(x)‖HS and take a function φτ (x) ∈
L i p(R) such that 0 ≤ φτ ≤ 1, φτ (x) = 1 for all |x | ≤ τ and φτ (x) = 0 for all |x | ≥ 2τ . Choose
ε0 > 0 and τ0 > 0 such that for all 0 < ε ≤ ε0 and all 0 < τ ≤ τ0,
κ(ε)
√
T a < ρ/12, 2ιτ
√
T a < ρ/12.
Then for ‖ f ‖2H ≤ a, by∫ t
0





≤ √T a, t ∈ [0, T ],
we have that for all 0 < ε ≤ ε0 and all 0 < τ ≤ τ0,




σ ε(X x,εs )− σ(X x,εs )
)
dBs/ε
∥∥∥∥ > ρ/12) ,




σ ε(X x,εN ,s)− σ(X x,εN ,s)
)
dBs/ε
∥∥∥∥ > ρ/12) ,
and by Lemma 2.1 in [9],





s − X x,εN ,s)
(
σ(X x,εs )− σ(X x,εN ,s)
)
dBs/ε
∥∥∥∥ > ρ/12) .
By Lemma 3.3 in [9], there exist constants M1 > 0 and M2 > 0 such that for any λ > 0 with











1− λκ(ε)2 M1 .
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s − X x,εN ,s)
(
σ(X x,εs )






























C¯(A2) = −∞. (3.10)
Next let us consider A3. On {‖εB·/ε − f ‖ < µ}∣∣∣∣ε ∫ ·
0






σ ε(X x,εtk )
(












C¯(A3) = −∞. (3.11)
Finally, combining (3.10), (3.11) and Lemma 3.1, we obtain (3.9). 









(‖X x,ε −Ψ( f, g)‖ > ρ,
‖εB·/ε − f ‖ < µ, ‖ε〈B〉·/ε − g‖ < ν
) = −∞. (3.12)
Proof. For any ( f, g) ∈ Hd × A with ‖ f ‖2H ≤ a,


























(‖σ ε(x)− σ(x)‖HS + |bε(x)− b(x)| + ‖hε(x)− h(x)‖HS) .
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Then by conditions (H1)u, (H2)u and
∫ T
0 (1+ | f ′(s)| + |g′(s)|)ds ≤ ((1+ σ¯ )T +
√
T a), there
exists a constant M ∈ (0,∞) such that for all t ∈ [0, T ] and all ( f, g) ∈ Hd×Awith ‖ f ‖2H ≤ a,∣∣∣∣∫ t
0
(
cε(s, X x,εs )− c(s, X x,εs )
)
ds
∣∣∣∣ ≤ MΛ(ε),∣∣∣∣∫ t
0
(
c(s, X x,εs )− c(s,Ψ( f, g)s)
)
ds
∣∣∣∣ ≤ M ∫ t
0
(1+ | f ′(s)| + |g′(s)|)|X x,εs −Ψ( f, g)s |ds
and ∣∣∣∣∫ t
0
hε(X x,εs )d(ε〈B〉s/ε − g(s))
∣∣∣∣ ≤ M‖ε〈B〉·/ε − g‖.
Therefore,
|X x,εt −Ψ( f, g)t | ≤ M‖ε〈B〉·/ε − g‖ +
∥∥∥∥ε ∫ ·
0







(1+ | f ′(s)| + |g′(s)|)|X x,εs −Ψ( f, g)s |ds
which implies from Gronwall’s inequality
‖X x,ε −Ψ( f, g)‖ ≤
(
M‖ε〈B〉·/ε − g‖ +
∥∥∥∥ε ∫ ·
0







Choose ε0 > 0 and ν0 > 0 such that for all 0 < ε ≤ ε0 and 0 < ν ≤ ν0,
MΛ(ε)e((1+σ¯ )T+
√
T a)M < ρ/3 and Mνe((1+σ¯ )T+
√




σ ε(X x,εs )dB
ε
s/ε
∥∥∥∥ > e−((1+σ¯ )T+√T a)Mρ/3, ‖εB·/ε − f ‖ < µ} ,
and so (3.12) holds by Lemma 3.2. 
Theorem 3.2. Let (H1)u, (H2)u and (H3)u hold. Then for any closed subset F and any open





εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ F) ≤ − inf
( f,g,ψ)∈F Iˆ ( f, g, ψ), (3.13)
and
lim inf
ε→0 ε log C¯
((
εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ O) ≥ − inf
( f,g,ψ)∈O Iˆ ( f, g, ψ), (3.14)
where
Iˆ ( f, g, ψ) =
{
J ( f, g), i f ( f, g) ∈ Hd × A, x + ψ = Ψ( f, g)
+∞, otherwise.
Proof. Let us first prove the lower bound. For any open set G ⊂ (C0([0, T ],Rd), ‖ · ‖) ×
(C0([0, T ],Rd×d), ‖ · ‖) × (C0([0, T ],Rn), ‖ · ‖), without loss of generality we assume
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inf( f,g,ψ)∈G Iˆ ( f, g, ψ) <∞. For any δ > 0, choose ( f0, g0, ψ0) ∈ G such that Iˆ ( f0, g0, ψ0) ≤
inf( f,g,ψ)∈G Iˆ ( f, g, ψ)+ δ and x + ψ0 = Ψ( f0, g0). Choose ρ > 0 such that
Uρ( f0, g0, ψ0) := {( f, g, ψ); ‖ f − f0‖ ≤ ρ, ‖g − g0‖ ≤ ρ, ‖ψ − ψ0‖ ≤ ρ} ⊂ G.
Then for any µ > 0 and ν > 0 small enough,
C¯((εBt/ε, ε〈B〉t/ε, X x,εt − x) ∈ G)
≥ C¯((εBt/ε, ε〈B〉t/ε, X x,εt − x) ∈ Uρ( f0, g0, ψ0))
≥ C¯(‖εB·/ε − f0‖ < µ, ‖ε〈B〉· − g0‖ < ν)
− C¯(‖X x,ε − (x + ψ0)‖ > ρ, ‖εB·/ε − f0‖ < µ, ‖ε〈B〉· − g0‖ < ν).
Therefore, by Lemma 3.3 and Theorem 2.3, we have
lim inf
ε→0 ε log C¯
(
(εBt/ε, ε〈B〉t/ε, X x,εt − x) ∈ G
)
≥ −J ( f0, g0) ≥ − inf
( f,g,ψ)∈G Iˆ ( f, g, ψ)− δ
which yields the lower bound.
Next let us show that the rate function Iˆ is a good rate function. For each a <
inf( f,g,ψ)∈F Iˆ ( f, g, ψ), set Ka = {( f, g); J ( f, g) ≤ a} and K˜a =
{
( f, g, ψ); Iˆ ( f, g, ψ) ≤ a
}
.
Then Ka is compact and K˜a = {( f, g,Ψ( f, g)); ( f, g) ∈ Ka}. It is easy to check that Ψ |Ka is
continuous. Therefore K˜a is also compact.
Finally, we show the upper bound. Let F be a closed subset in (C0([0, T ],Rd), ‖ · ‖) ×
(C0([0, T ],Rd×d), ‖ · ‖) × (C0([0, T ],Rn), ‖ · ‖). For each a < inf( f,g,ψ)∈F Iˆ ( f, g, ψ), set
Ka = {( f, g); J ( f, g) ≤ a} and K˜a =
{
( f, g, ψ); Iˆ ( f, g, ψ) ≤ a
}
. Then Ka is compact,
K˜a ∩ F = ∅ and for any ( f, g, ψ) ∈ K˜a , there exists ρ = ρ f,g > 0 such that Uρ( f, g, ψ)
and F are disjoint. For each ( f, g) ∈ Hd × A and x + ψ = Ψ( f, g), by Lemma 3.3, for each
R > 0, there exist µ = µ f,g > 0, ν = ν f,g > 0 and ε f,g > 0 such that for all 0 < ε < ε f,g ,
C¯







Since Ka is compact, there exists a finite subset {( f1, g1), . . . , ( fl , gl)} of Ka such that
Ka ⊂ U := ∪li=1{‖ f − fi‖ < µ fi ,gi , ‖g − gi‖ < ν fi ,gi }. Then for ε small enough,
C¯((εB·/ε, ε〈B〉·/ε, X x,ε − x) ∈ F)
≤ C¯ ((εB·/ε, ε〈B〉·/ε, X x,ε − x) ∈ F, (εB·/ε, ε〈B〉·/ε) ∈ U)





(‖X x,ε −Ψ( fi , gi )‖ > ρ fi ,gi , ‖εB·/ε − fi‖ < µ fi ,gi ,
‖ε〈B〉·/ε − gi‖ < ν fi ,gi
















ε log C¯((εB·/ε, ε〈B〉·/ε, X x,ε − x) ∈ F) ≤ max {−R,−a} .
First letting R→+∞, then letting a→ Iˆ (F), the upper bound is proved. 
We know that the LDP for a diffusion process also holds (cf. [4,10]). Next we extend the
above LDP to the Ho¨lder norm.
Lemma 3.4. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Assume that (H1)u, (H2)u and (H3)u hold. Then{
C¯
((
εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ ·) , ε > 0}
is exponentially tight in (Cα0 ([0, T ],Rd), ‖ · ‖α)× (Cβ0 ([0, T ],Rd×d), ‖ · ‖β)× (Cα0 ([0, T ],Rn),‖ · ‖α).








∣∣∣∫ ts √εσ ε(Xεu)dBu/ε∣∣∣2










∣∣∣∫ ts σ ε(Xεu)dBu/ε∣∣∣2
|s − t |

 <∞







∣∣∣∫ ts √εσ ε(Xεu)dBu/ε∣∣∣2
|s − t |2γ

 <∞.
Since bε and hε are bounded, we have that for R large enough,
C¯
(‖Xε‖γ ≥ R) ≤ C¯
√ε sup
s,t∈[0,T ]
∣∣∣∫ ts √εσ ε(Xεu)dBu/ε∣∣∣






(‖Xε‖γ ≥ R) = −∞,
and the conclusion of the lemma is proved by Lemma 4.2 in [9]. 
By Theorem 3.2 and Lemma 3.4, we obtain the following result.
Theorem 3.3. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Assume that (H1)u, (H2)u and (H3)u
hold. Then for any closed subset F and any open subset O in (Cα0 ([0, T ],Rd), ‖ · ‖α) ×





εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ F) ≤ − inf
( f,g,ψ)∈F Iˆ ( f, g, ψ), (3.15)
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and
lim inf
ε→0 ε log C¯
((
εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ O) ≥ − inf
( f,g,ψ)∈O Iˆ ( f, g, ψ). (3.16)
3.3. Proof of Theorem 3.1: general case




ε→0 ε log C¯( sup0≤s≤T
|X x,ε(s)| ≥ r) = −∞. (3.17)
Proof. By the proof of Lemma 5.1 in [9], there exist constants c1(T ), c2(T ) > 0 such that for







≤ c1(T )(1+ |x |
2)1/ε
ε
exp {c2(T )/ε} . (3.18)
Now by Chebyshev’s inequality, we have
C¯( sup
0≤s≤T




which implies (3.17). 
By Lemma 3.5 and the proofs of Lemmas 3.2 and 3.3, we can get also the following estimate.









(‖X x,ε −Ψ( f, g)‖ > ρ,
‖εB·/ε − f ‖ < µ, ‖ε〈B〉·/ε − g‖ < ν
) = −∞. (3.19)
By Lemma 3.5 and the proofs of Lemma 3.4, the following tightness holds also.
Lemma 3.7. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Assume that (H2)u and (H3)u hold. Then{
C¯
((
εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ ·) , ε > 0}
is exponentially tight in (Cα0 ([0, T ],Rd), ‖ · ‖α)× (Cβ0 ([0, T ],Rd×d), ‖ · ‖β)× (Cα0 ([0, T ],Rn),‖ · ‖α).
Now by Lemma 3.7 and the proofs of Theorem 3.2, we obtain the following LDP which
implies Theorem 3.1 by the contraction principle.
Theorem 3.4. Let 0 ≤ α < 1/2 and 0 ≤ β < 1. Assume that (H2)u and (H3)u hold. Then for





εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ F) ≤ − inf
( f,g,ψ)∈F Iˆ ( f, g, ψ), (3.20)
F. Gao, H. Jiang / Stochastic Processes and their Applications 120 (2010) 2212–2240 2237
and
lim inf
ε→0 ε log C¯
((
εBt/ε, ε〈B〉t/ε, X x,εt − x
) |t∈[0,T ] ∈ O) ≥ − inf
( f,g,ψ)∈O Iˆ ( f, g, ψ). (3.21)
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Appendix. Some general results on large deviations for the capacity
In this Appendix, we present some general results on large deviations for the C¯-capacity. The
proofs of these results are the same as probability case (cf. [5,7]). Here, we only give a proof of
Varadhan’s integral theorem.
Definition A.1. Let (S, ρ) be a Polish space. Let (V ε, ε > 0) be a family of measurable maps
from Ω into (S, ρ) and let λ(ε), ε > 0 be a positive function satisfying λ(ε) → 0 as ε → 0.
A nonnegative function I on (S, ρ) is called to be (good) rate function if {I ≤ l} is (compact)
closed for all 0 ≤ l <∞.
(1) (C¯(V ε ∈ ·), ε > 0) is said to satisfy large deviation principle (LDP) with speed λ(ε) and
rate function I (x) if for any closed subset F ⊂ S,
lim sup
ε→0
λ(ε) log C¯(V ε ∈ F) ≤ − inf
x∈F I (x); (A.1)
and for any open subset O ⊂ S,
lim inf
ε→0 λ(ε) log C¯(V
ε ∈ O) ≥ − inf
x∈O I (x). (A.2)
(A.1) is referred to as upper bound of large deviations with speed λ(ε) and rate function I (x)
(ULD) and (A.2) is lower bound of large deviations with speed λ(ε) and rate function I (x)
(LLD).
(2) (C¯(V ε ∈ ·), ε > 0) is said to satisfy w-upper bound of large deviations with speed λ(ε)
and rate function I (x) if for any compact subset K ⊂ S,
lim sup
ε→0
λ(ε) log C¯(V ε ∈ K ) ≤ − inf
x∈K I (x). (A.3)
If (C¯(V ε ∈ ·), ε > 0) satisfies w-upper bound of large deviations with speed λ(ε) and rate
function I (x) and lower bound of large deviations with speed λ(ε) and rate function I (x), then
(C¯(V ε ∈ ·), ε > 0) is called to satisfy w-large deviation principle.
(3) (C¯(V ε ∈ ·), ε > 0) is said to be exponentially tight if for any L > 0, there exists a
compact set KL ⊂ S such that
lim sup
ε→0
λ(ε) log C¯(V ε ∈ K cL) ≤ −L . (A.4)
Lemma A.1. Let (C¯(V ε ∈ ·), ε > 0) satisfy w-large deviation principle with speed λ(ε)
and rate function I . Then it satisfies large deviation principle with the rate function I if
(C¯(V ε ∈ ·), ε > 0) is exponentially tight.
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Lemma A.2. Suppose S = Rd . If for any y ∈ Rd , there exists a δ > 0 such that
Λ(δy) := lim sup
ε→0
λ(ε) log E¯ exp




then (C¯(V ε ∈ ·), ε > 0) satisfies upper bound of large deviations with speed λ(ε) and good rate
function Λ∗ defined by
Λ∗(x) = sup
y∈Rd
{〈x, y〉 − Λ(y)}, x ∈ Rd .
Remark A.1. Since E¯ is not linear, Crame´r’s method is not useful for lower bound of large
deviations.
Lemma A.3 (Varadhan Integral Theorem). Let S be a Polish space.
(1) Let (C¯(V ε ∈ ·), ε > 0) satisfy the LLD with speed λ(ε) and rate function I . If
Φ : S→ [−∞,+∞] is lower semicontinuous (l.s.c.), then
lim inf







≥ sup {Φ(x)− I (x);Φ(x) ∧ I (x) < +∞} . (A.6)
(2) Let (C¯(V ε ∈ ·), ε > 0) satisfy the ULD with speed λ(ε) and good rate function I . If






















≤ sup {Φ(x)− I (x) : x ∈ S} . (A.8)
Proof. (1) Let x ∈ S with Φ(x) ∧ I (x) < +∞. Then for any neighborhood Nx of x ,
lim inf





















ε→0 λ(ε) log C¯(V




Therefore, (A.6) holds by the lower semicontinuity of Φ.
(2) First, assume supx∈E Φ(x) ≤ M <∞ for some M > 0. Given L > 0, set KL := {I ≤ L}.
Choose x1, . . . , xn ∈ KL and their neighborhood Bx1 , . . . , Bxn such that KL ⊂
⋃n
i=1 Bxi := G,






















Φ(xi )+ δ + λ(ε) log C¯(V ε ∈ B¯xi )
)}
.











≤ (M − L) ∨ max
1≤i≤n
{Φ(xi )− I (xi )+ 2δ}
≤ (M − L) ∨ sup
x∈S
{Φ(x)− I (x)} + 2δ.
First letting δ ↓ 0, and then letting L ↑ ∞, we obtain (A.8).










≤ AM ∨ sup
x∈S
{ΦM (x)− I (x)}
≤ AM ∨ sup
x∈S
{Φ(x)− I (x)} ,
where












as M →∞. Therefore, (2) holds. 
If S = C([0, T ],Rd), let A := {{t1, t2, . . . , tn} ⊂ [0, T ]; n ≥ 1} and Φ : X →
(Rd)[0,T ], x → (x(t), t ∈ [0, T ]). For any α ∈ A, let pα be the canonical projection of (Rd)[0,T ]
to (Rd)α . For any x ∈ C([0, T ],Rd), set ‖x‖ = supt∈[0,T ] |x(t)|.
Lemma A.4. Let (C¯(V ε ∈ ·), ε > 0) be exponentially tight. If (C¯(pα(Φ(V ε)) ∈ ·), ε > 0)
satisfies the LDP with speed λ(ε) and rate function Iα for any α ∈ A, then (C¯(V ε ∈ ·), ε > 0)
satisfies the LDP with speed λ(ε) and rate function I defined by
I (x) = sup
α∈A
Iα (pα(Φ(x))) , x ∈ C([0, T ],Rd).
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