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ABSTRACT 
This thesis studies model inference about risk and decision making under model un-
certainty in two specific settings. The first part of the thesis develops a Bayesian 
Markov Chain Monte Carlo (MCMC) estimation method for multi-factor affine term 
structure models. Affine term structure models are popular because they provide 
closed-form solutions for the valuation of fixed income securities. Efficient estima-
tion methods for parameters of these models, however, are not readily available. The 
MCMC algorithms developed provide more accurate estimates, compared with alter-
native estimation methods. The superior performance of the MCMC algorithms is 
first documented in a simulation study. Convergence of the algorithm used to sam-
ple posterior distributions is documented in numerical experiments. The Bayesian 
MCMC methodology is then applied to yield data. The in-sample pricing errors 
obtained are significantly smaller than those of alternative methods. A Bayesian 
v 
forecast analysis documents the significant superior predictive power of the MCMC 
approach. Finally, Bayesian model selection criteria are discussed. Incorporating as-
pects of model uncertainty for the optimal allocation of risk has become an important 
topic in finance. The second part of the thesis considers an optimal dynamic portfolio 
choice problem for an ambiguity-averse investor. It introduces new preferences that 
allow the separation of risk and ambiguity aversion. The novel representation is based 
on generalized divergence measures that capture richer forms of model uncertainty 
than traditional relative entropy measures. The novel preferences are shown to have a 
homothetic stochastic differential utility representation. Based on this representation, 
optimal portfolio policies are derived using numerical schemes for forward-backward 
stochastic differential equations. The optimal portfolio policy is shown to contain 
new hedging motives induced by the investor's attitude toward model uncertainty. 
Ambiguity concerns introduce additional horizon effects, boost effective risk aversion, 
and overall reduce optimal investment in risky assets. These findings have important 
implications for the design of optimal portfolios in the presence of model uncertainty. 
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Chapter 1 
The introduction 
Statistical inference for financial models is of great importance in academia and in-
dustry. In the bond market, the accurate estimation of model parameters is key to 
understanding the yield curve dynamics, and hence correctly comprehend the time-
value of money and associated risk premia to price and hedge risk. It is also helpful 
in interpreting monetary policies, debt policies, and business cycle dynamics. In the 
equity market, there is no consensus understanding of the stock return process due 
to model uncertainty and the deficiency to obtain precise estimates using statistical 
inference. This places the investor in an environment with ambiguity when she de-
signs the optimal consumption-portfolio plan. In this thesis, we study the following 
two inference-related problems. 
1) The inference problem for term structure models. We propose efficient sampling 
schemes with several MCMC methods, and conduct a Bayesian inference analysis on 
the multi-factor affine term structure models (ATSMs) . The inferred results allow 
us to replicate in-sample data with great precision, predict future yield level with 
small forecast errors, and provide model-comparison analysis to select the best model 
supported by the data. 
2) The dynamic optimal portfolio problem when the investor faces "Knightian 
uncertainty'' and is ambiguity averse. We propose a robust portfolio selection cri-
terion and obtain closed-form solutions for dynamic optimal portfolios that reflect 
the investor's aversion to market risks and model uncertainty. In addition to the 
2 
mean-variance portfolio that is shifted downward by robustness concerns, the opti-
mal portfolio contains inter-temporal hedging demands against fluctuations in the 
stochastic investment opportunity set and robustness concerns. 
In Chapter 2, we study the inference problem for multi-factor ATSMs. ATSMs are 
popular mainly because of their analytical tractability and flexibility. However, the 
estimation problem of these models is difficult. First, there is an issue of stochastic 
singularity (Piazzesi (2008)). 1 Second, for the majority of ATSMs, maximum likeli-
hood estimation (MLE) methods are difficult to apply, as there are no closed-form 
expressions for the transition densities of the state variables. Third, in the rare cases 
where transition densities are available, the MLEs require solving high-dimensional 
optimization problems, which are also difficult. 
There are several methods to estimate the ATSMs. The first set of methods 
attempts to approximate the likelihood function (Lo and MacKinlay (1988), Pedersen 
(1995), Brandt and Santa-Clara (2002), Chen and Scott (1993) and Ait-Sahalia and 
Kimmel (2010)). The main problem with these methods is that, in order to break the 
stochastic singularity, they rely on the unrealistic assumption that some yield data are 
observed without error. The second set of methods is based on the moment-matching 
approach of Hansen (1982). One problem with this approach is that it is possible to 
obtain inferred state variables that lie outside of their domains (Duffee (2002)) . 
Bayesian inference for ATSMs complements the previous analysis that resides in 
the frequentist domain. At the heart of Bayesian inference is the marginalization over 
parameter distributions. Such marginalization avoids the problem of over-fitting, a 
usual criticism against the MLEs. In terms of the model comparison, the marginaliza-
tion automatically includes a penalty for model complexity. Illustrative examples of 
the advantage of the Bayesian approach relative to the MLE approach can be found 
1Stochastic singularity refers to the feature that we observe yield data with the number of ma-
turities greater than the number of state variables. 
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in Bishop (2007). 
Although Bayesian analysis via the MCMC methods has been successfully applied 
to a wide range of stochastic volatility models (Jacquier et al. (1994, 2004), and 
Eraker et al. (2003)), it is relatively new in the multi-factor ATSMs literature. Early 
utilization of MCMC in the ATSMs can be found in Chen and Scott (1993) and Hu 
(2005). Both focus on simple models that have limitations in capturing market yield 
features. 
In Chapter 2, we conduct a full-fledged Bayesian analysis, including Bayesian 
forecast and model comparison, on the multi-factor ATSMs with the help of various 
MCMC sampling methods. This Bayesian inference analysis complements previous 
analysis in the literature that resides in t he frequentist domain. 
We propose efficient sampling algorithms for the posterior distribution of param-
eters and latent st ates via the MCMC methods. The MCMC algorithms allow us to 
remove the stringent assumption imposed to break the stochastic singularity, and help 
us to decompose t he high-dimensional inference problem into iterations of univariate 
sampling problems. With this sampling scheme, we conduct a full-fledged Bayesian 
analysis on two market data sets covering different economic regimes. The Bayesian 
inference delivers promising results in in-sample fitting, out-of-sample forecasting , 
and model comparison. 
First, we show the strength of the MCMC methods in reconstructing yield obser-
vations under the no arbitrage condition. The fitting errors are smaller than those 
obtained by the inversion method and the model-free method in Collin-Dufresne et al. 
(2008). We are also able to reconstruct the short rates, which is documented as a 
challenging t ask for reasons of seasonality and microstructure noise (Piazzesi (2008)). 
The inferred short rates from the MCMC algorithms closely resemble the 1-month 
yield data. 
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Second, with the MCMC sampling method, we forecast future yield levels with 
satisfactory precision. We are able to forecast the 12-weeks-ahead yield levels with 
out-of-sample errors within a couple of basis points. We run a horse-race among 
several conventional prediction methods. The Bayesian forecast performance of the 
three-factor model with one restricted variable dominates the ordinary least square 
(OLS) prediction and frequentist-type prediction for all maturities. It also dominates 
the random walk (RW) prediction for all maturities greater or equal to one year. 
At last, with the MCMC method, we conduct a Bayesian model comparison for 
different ATSMs. We find that the ranking of the models by the Bayesian model 
selection criteria is consistent with both in-sample fitting and out-of-sample forecast 
performances. We apply the model comparison analysis on the two data sets. The 
first data set has the feature of non-normality and a humped shape of the volatility 
curve. It supports the three-factor model with one restricted state variable. The 
second data set has the feature of non-normality, but has downward shape of the 
volatility curve. It supports the three-factor model with Gaussian dynamics. 
In Chapter 3, we study the dynamic optimal portfolio problem for an ambiguity-
averse investor with robustness concerns. 
The question of dynamic optimal portfolio is of long-standing interest for re-
searchers and practitioners. The mean-variance analysis proposed by Markowitz 
(1952) is still commonly useci by portfolio managers. The seminal work of Merton 
(1971) and Samuelson (1969) suggests that the long-term investor would prefer the 
optimal portfolio with inter-temporal hedging components. Pliska (1986), Karatzas 
et al. (1987) and Cox and Huang (1989) propose a martingale approach to derive 
the dynamic hedging components, and Ocone and Karatzas (1991) derive expressions 
for the hedging terms as conditional expectations of random variables related to the 
state dynamics. Detemple et al. (2003) propose a simulation approach to calculate 
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the dynamic hedging terms efficiently. 
A question that arises in designing the optimal portfolio strategy is that there 
is no clear understanding of the state dynamics, due to reasons such as inference 
methodology, the sample period, and t he imprecision of historical estimates. This 
induces ambiguity over a collection of models. What is the optimal plan for t he 
investor who faces market risks and model uncertainty? 
To answer this question, Gilboa and Schmeidler (1989) introduce the multiple-
priors model, Klibanoff et al. (2005) initiate the smooth ambiguity model, and An-
derson et al. (2003) propose a robust-control criterion with the penalty on ambiguity 
expressed as t he relative entropy measure. These three categories of models have 
their unique advantages in explaining the investor's optimal choices in the environ-
ment with model uncertainty. Epstein and Schneider (2010) provide an overview of 
t he application of t hese models in the financial markets. 
Within this robust-control framework, Hansen and Sargent (2001) and Maenhout 
(2004) note the equivalence between the Bellman equations for certain robust-control 
specifications and stochastic differential utility (SDU) maximization. A recent study 
by Skiadas (2003) establishes such connection without reference to any underlying 
dynamics of state variables, and obtains closed-form optimal solutions for the investor 
with logarithmic utility. 
We propose a robust-control problem with a new utility formulation in which the 
penalty component can be viewed as a generalization of the relative entropy measure. 
This utility formulation allows us to establish the equivalence between this problem 
and the SDU maximization problem where closed-form optimal solutions are available 
for an agent with constant relative risk aversion (CRRA) utility. 
We present an alternative representation of the optimal solut ion through refine-
ment of the Ocone and Karatzas formula (Ocone and Karatzas (1991) and Detemple 
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et al. (2003)). With this representation, we can decompose the optimal portfolio 
into t hree parts: the usual mean-variance term, the term that hedges against fluc-
tuations in the stochastic investment opportunity set, and hedging demands arising 
from robustness concerns. The mean-variance term is persistently shifted downward 
with robustness concerns. This is observationally equivalent to an increase in risk 
aversion. 
In a setting with the interest rate following the Ornstein-Uhlenbeck process, we 
provide a numerical implementation of the optimal solutions by solving a system of 
forward backward stochastic differential equations (FBSDEs) t hrough a regression-
based approach pioneered by (Gobet et al. (2005)) . Robustness concerns affect the 
pattern of the optimal portfolio. For the investor with CRRA utility and relative risk 
aversion greater (smaller) than one, ambiguity aversion increases (decreases) the inter-
temporal hedging demand. The ambiguity-averse investor with logarithmic utility is 
no longer myopic. For the investor with relative risk aversion greater than one, she 
allocates more in the stock market if she has a longer investment horizon. This 
pattern justifies the conventional investment recommendation that younger investors 
to invest more aggressively than older people. 
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Chapter 2 
Bayesian Inference on Multi-Factor Affine 
Term Structure Models 
2.1 The introduction 
In this chapter, we develop MCMC algorithms to conduct a Bayesian inference anal-
ysis for four multi-factor ATSMs: A(m, n), m = 0, 1 and n = 2, 3. Here A(m, n) 
denotes the classification of the ATSMs with n-dimensional state variables, m num-
bers of which are restricted to be positive. The algorithms allow us to sample pa-
rameters and latent states from the posterior distribution. The inference results can 
closely replicate the simulated in-sample data sets. We then apply the algorithms 
to two market data sets with different economic regimes. The in-sample pricing er-
rors are smaller than those of the methods in the literature. We also conduct a 
Bayesian forecast analysis on future yield levels. The Bayesian forecast performance 
dominates the OLS forecast and frequentist forecast approaches for all maturities. It 
also dominates the random walk forecast method for maturities greater or equal to 
one year. We study the Bayesian model comparison for the two market data sets. 
The model evidence, a Bayesian model selection criterion, delivers a ranking that 
is consistent with the in-sample fitting and out-of-sample forecast performances for 
each model. For one market data with non-normality and a humped shape of yield 
volatility, the model evidence ranks the models as A(l, 3) , A(O, 3) , A(l , 2) and A(O, 2) 
in descending order. For the second data set that supports the non-normality fea-
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ture, but demands a strong correlation between state variables, the model ranking is 
A(O, 3), A(l, 3), A(O, 2) and A(l, 2) in descending order. 
Term structure models are essential building blocks for valuation, hedging and risk 
management of interest-rate-related derivatives. The yield curve conveys important 
macroeconomic information. The yield dynamics across maturities play an impor-
tant role for the conduct of monetary policy. Among various term structure models, 
ATSMs are popular mainly because of their analytical tractability. For ATSMs, zero 
coupon bond prices are exponentially affine in the underlying state variables with 
deterministic coefficients satisfying a system of Riccatti ordinary differential equa-
tions (ODEs) (Duffie et al. (2000)). To solve these ODEs, fast numerical integration 
methods such as the Runge-Kutta method and the Richard extrapolation method 
are available. Recent results of Grasselli and Tebaldi (2008) provide a series expan-
sion that allows one to calculate explicit solutions for bond prices for some ATSMs 
accurately and efficiently. 
To balance between the economic richness and computational burden for ATSMs, 
Dai and Singleton (2000) classify the n-factor affine family into n + 1 non-nested 
sub-families: A(m, n) , m = 0, · · · , n. The order m is the dimension of the restricted 
st ate variables that enter the diffusion matrix. To incorporate the investor 's attitude 
toward factor risks, state variable dynamics are specified differently under the data-
generating measure P and the risk-neutral measure Q. Different market price of risk 
specifications are proposed (Dai and Singleton (2000) , Duffee (2002) and Cheridito 
et al. (2007)). In this chapter we examine four models, A(O, 2) , A(l, 2) , A(O, 3) and 
A(l, 3) , under the "extended affine" specification of Cheridito et al. (2007). This 
specification allows for more free parameters, and nests the "completely affine" spec-
ification of Dai and Singleton (2000) , and "essentially affine" specification of Duffee 
(2002). It also imposes parameter constraints for the no-arbitrage condition. 
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Despite the analytical tractability and flexibility of ATSMs, the estimation of these 
models is difficult. First, there is an issue of the stochastic singularity. The ATSMs are 
described as being driven by a low dimensional latent state vector, whereas we actually 
observe cross-sectional yields with the number of maturities being superior to the 
dimensionality of the latent state vector. Measurement errors are added to the models 
to remove this singularity. However, the choice of the measurement error distribution 
is arbitrary. Many researchers (Dai and Singleton (2000) , Cheridito et al. (2007), Ait-
Sahalia and Kimmel (2010) and Hamilton and Wu (2012)) assume that yields with 
n number of maturities are observed without error, where n is the dimension of the 
state variables. In contrast, other yields present observation errors. This assumption 
is motivated by the fact that it permits one to recover the latent state variables 
by inversion of the relation between factors and yields. However, the underlying 
assumption is stringent, as the interpolation methods used to construct the yield curve 
as well as data entry noise can induce errors to yields across all maturities. As pointed 
out by Piazzesi (2008), it is therefore more plausible to assume that all yields present 
observation errors. With this alternative assumption, the state variables cannot be 
inverted, but have to be inferred. If the ATSM has a linear Gaussian structure, The 
Kalman filter can accomplish such a task. However, for general ATSMs, where state 
variables have non-linear and non-Gaussian dynamics, we need efficient algorithms to 
infer the latent states. 
Second, for the majority of ATSMs, maximum likelihood estimation methods are 
difficult to apply, as there are no closed-form expressions for the transition densities 
of the state variables. 
Finally, even in the rare cases where we do obtain closed-form expressions for 
the likelihood function, parameters enter such functions in a highly non-linear way. 
As there is no analytical expression for the maximum likelihood estimators (MLEs) 
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in such cases, the MLEs require solving high-dimensional optimization problems by 
numerical methods. Some deterministic search algorithms such as the Neider and 
Mean downhill simplex method are often applied to locate the MLEs ( eg. Cheridito 
et al. (2007) use this method for find the parameter estimators). However, choices such 
as termination criteria and initial parameter values can be delicate. Local maxima 
are frequent , given the high dimensionality of the problem. Difficulties in estimation 
negatively affect the results of further goodness-of-fit tests for different ATSMs. 
There are several methods to estimate ATSMs. As the likelihood functions do not 
have closed-form expressions for most ATSMs, the first set of such methods attempts 
to approximate the likelihood function. One can apply the Euler discretization scheme 
for the stochastic differential equations (SDEs) of the state dynamics. Estimators 
obtained by maximizing the likelihood function based on the conditional Gaussian 
distribution are called quasi maximum likelihood estimators. This method is feasible 
for any ATSMs. However, the resulting estimators are not consistent except for the 
linear Gaussian dynamics. One can also numerically solve the forward Kolmogorov 
partial differential equations for conditional densities (Lo and MacKinlay (1988)) . 
However, such methods face the curse of dimensionality. Yet another approach at-
tempts to approximate the likelihood function using simulation techniques (Pedersen 
(1995) , Brandt and Santa-Clara (2002) and Chen and Scott (1993)). Such methods 
are also computationally costly, especially for multi-dimensional problems. Recently, 
Ait-Sahalia and Kimmel (2010) propose a maximum likelihood estimation method 
that relies on an approximation of the transition density of multi-dimensional state 
variables by Hermite polynomial expansions. Most likelihood-based methods depend 
on the assumption that some yields are observed without error. There is little em-
pirical evidence for this assumption. The presence of measurement noise in all yields 
requires t he calculation of t he filtered likelihood function, for which optimization is 
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even more challenging. The second set of methods is based on moment matching 
(Hansen (1982)) , using the feature that moments of affine diffusions are available in 
closed forms. However, one problem with this approach is that the states are never 
determined explicitly; it is possible to obtain state variables that lie outside of their 
domain(Duffee (2002)). 
The Bayesian inference analysis for ATSMs in this chapter complements the pre-
vious analysis that resides in the frequentist domain. There have been long debates 
about the relative merits of the Bayesian and frequentist paradigms. In the frequen-
tist approach, the likelihood value increases with the inclusion of more parameters, 
which leads to the problem of over-fitting: a good in-sample fitting behavior, yet a 
bad prediction performance (see Bishop (2007) for detailed illustrations). The model 
comparison is carried through training several models on one data set and compar-
ing their prediction performances on the other data set, called the validation data 
set . The separation of training and validation data sets limits the full utilization of 
available observations. Information criteria such as the Akaike information criterion 
(AIC) (Akaike (197 4)) and the Bayesian information criterion (BIC) (Schwarz (1978)) 
are proposed for the model comparison with a penalty for additional parameters to 
prevent over-parametrization. In Bayesian analysis, uncertainty is expressed through 
a probabilistic description of unknowns. At the heart of Bayesian inference is the 
marginalization over the parameter distributions. Such marginalization prevents the 
problem of over-fitting. In terms of the model comparison, the marginalization auto-
matically includes a penalty for model complexity. Models are compared directly on 
the training data, without the need for a validation set. The BIC is actually a crude 
approximation of the model evidence in the Bayesian framework (Bishop (2007)) . 
Specific to the ATSMs inference problem, the merits of Bayesian analysis can be 
exploited using MCMC methods. Within the Bayesian framework, it is straightfor-
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ward to relax the stringent assumption that an arbitrary set of yields are observed 
without error. This is empirically relevant. Our inference output based on mar-
ket data indeed suggests that the measurement errors are of similar magnitude for 
yields across maturities. They also exhibit cross-sectional correlations. Now, with the 
relaxation of this assumption, the inversion method for state variables is not feasible. 
In our MCMC framework, the latent states are inferred together with parameters. 
We use Gibbs samplers to alleviate the curse of dimensionality. They allow us to 
decompose the problem of sampling from the joint posterior distribution of parameters 
and latent states into a cycle of univariate sampling problems. Although the algorithm 
is designed to include the sampling of latent states, it can be readily applied to 
ATSMs with explicit states, such as moments extracted from yield data (Duffie and 
Kan (1996) and Collin-Dufresne et al. (2008)) or macro factors . Inference results 
on simulated yield data from different models show that our algorithm can closely 
replicate the observations. In the setting with explicit state variables, the algorithm 
generates samplers and likelihood values that converge to the true values. A common 
criticism against Bayesian analysis is the inclusion of prior distributions. We use 
diffuse prior distributions for the majority of parameters. For those prior distributions 
selected on the basis of sampling convenience, we make them disperse as well. The 
performances on simulated yield data show that the algorithm is robust to disperse 
prior distributions. 
We show t hat the MCMC algorithms also deliver good performances when applied 
to different market data sets. Data I consists of yields constructed from LIBOR and 
swap weekly observations for 1989,03,31 -2007,03,02 for maturities 1, 3, 6, 9 and 12 
months and 2, 3, 5, 7 and 10 years. Data II is the Fama-Bliss zero coupon bond yields 
with monthly observations for 1972, 01 , 31 - 2010, 12, 31 for maturities 1, 2, 3, 4 and 
5 years. These two periods represent different economic episodes. Piazzesi (2008) 
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suggests that the period covered by Data I provides the evidence for "a return to the 
normality'' . The second data set covers the oil price shock in 197 4 and the monetary 
experiment in 1979- 1984, and exhibits stochastic volatilities with two peaks. 
We document the strength of the MCMC methods in reconstructing yield data. 
The fitting errors, measured by the rooted mean square errors (RMSE), are smaller 
than that obtained by the inversion-MLE method and the model-free method in 
Collin-Dufresne et al. (2008) . It is commonly thought that t he principal component 
analysis (PCA) is capable of producing small fitting errors that are hard to beat by 
affine models, as pointed out in Piazzesi (2008). Our results from the A(1 , 3) model 
show that this is not necessarily the case. We obtain in-sample RMSEs that are 
comparable to that from the PCA. 
We also conduct an in-sample forecast analysis to identify missing data. The re-
sulting pricing errors are within a few basis points (One basis point is 0. 0001). Some 
other data construction methods such as Cubic splines, the Nelson-Siegel (Nelson 
and Siegel (1987)) and Svensson families (Svensson (1994)) are used in the indus-
try and by several central banks. These fitting methods explore the data in the 
cross-section, but fail to consistently fit them in the time-series. Furthermore, these 
models, together with PCA, lack a probabilistic interpretation of yields as the risk 
adjusted expectation of future average short rates, and thus are not free of arbitrage 
opportunities. Our MCMC algorithms satisfy the no-arbitrage condition by imposing 
parameter constraints as provided in Cheridito et al. (2007). 
Finally, we are able to construct the short rates from the output of the MCMC 
algorithms. To fit the short-end of the yield curve has been challenging because of 
seasonality and/ or microstructure noise (Piazzesi (2008)). The inferred short rates 
from the MCMC algorithms closely resemble the 1-month yield data, which are often 
used as a proxy for short rates. 
14 
Equipped with these efficient sampling schemes, we forecast future yield levels. 
For Data I, with the A(O, 3) and A(1, 3) models, we are able to forecast the 12-
week-ahead yield levels with out-of-sample RMSEs within 5 basis points. We run a 
horse-race among several prediction methods. The Bayesian forecast performance of 
the A(1 ,3) model dominates the OLS prediction and frequentist type prediction for 
all maturities. It also dominates the random walk prediction for all maturities greater 
or equal to one year. 
We also conduct a full-fledged Bayesian model comparison for different ATSMs. 
The model mis-specification analysis from previous work has been exclusively based 
on goodness-of-fit tests (Dai and Singleton (2000) and Cheridito et al. (2007)). Ait-
Sahalia and Kimmel (2010) perform a model comparison based on the likelihood 
ratio test for (non)-nested models. However, illustrative examples in Bishop (2007) 
show that estimation methods that perform well within the sample do not necessarily 
indicate a good predictive behavior because of the problem of over-fitting. Various 
information criteria, such as AIC and BIC, have been proposed to penalize for over-
parametrization. Such information criteria often tend to favor simple models. From 
the Bayesian perspective, the problem of over-fitting can be avoided because the 
effective model complexity adapts automatically to the data. We find that the ranking 
of the four models by the model evidence is consistent with both in-sample fitting 
and out-of-sample forecast performances. However, the AIC and BIC criteria penalize 
model complexity too heavily and tend to choose the 2-factor model, even though it 
delivers inferior performances either in fitting or in forecast. Data I has the features 
of non-normality of yield distribution and a humped shape of yield change volatility. 
It ranks the models as A(1, 3) , A(O, 3), A(l , 2), A(O, 2), in descending order. Data II 
also supports the non-normality feature, but has a strong demand for the correlation 
between state variables. The A(O, 3) model is preferred by the data. 
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The MCMC analysis has been successfully applied to a wide range of stochastic 
volatility models. Jacquier et al. (1994) use MCMC methods to analyze the log 
stochastic volatility model, and then incorporate the leverage effect of stochastic 
volatilities (Jacquier et al. (2004)). Eraker et al. (2003) examine the Heston's square 
root volatility model by MCMC, and later extend the analysis to include jumps 
in volatility and return processes. Johannes and Polson (2007) provide a review 
of recent developments regarding the application of MCMC in estimating various 
financial models. 
In the multi-factor ATSMs literature, the MCMC analysis is relatively new. This 
might be due to the difficulty in evaluating the yield prices . In addition, state vari-
able transition densities do not have closed-form expression for most ATSMs. Fur-
thermore, the data-collection frequency in the literature prevents the usage of Euler 
discretization, which is common in the stochastic volatility literature. Early utiliza-
tion of MCMC in ATSMs can be found in Chen and Scott (1993) and Hu (2005). 
Chen and Scott (1993) apply the extended Kalman filter for the multi-factor CIR 
model. Hu (2005) conducts the MCMC analysis on multi-factor Vasicek and multi-
factor CIR models. Her sampling for state variables depends on Euler discretization. 
As these models have limitations in capturing market yield features, here we study 
more general models. Furthermore, we provide results for yield level forecasts and 
model comparison. 
This chapter is organized as follows. In Section 2.2, we provide a brief introduction 
to the MCMC methods. In Section 2.3, we apply the MCMC algorithms for ATSMs 
and investigate its performance for simulated data. Results of empirical studies on 
two sets of zero coupon bond yield data are presented in Section 2.4. Section 2.5 
presents conclusions. 
16 
2.2 MCMC methods 
In this section, we give a brief introduction to the MCMC methods applied in this 
chapter. A thorough treatment of the theoretical foundations can be found in Robert 
and Casella (2004) . The advantages of the MCMC methods relies mainly on two 
facts. First, they are useful in sampling random variables for which the conventional 
sampling scheme, such as the inversion and/or acceptance-rejection methods, are not 
available. Second, they are beneficial in decomposing the problem of sampling from 
the high-dimensional density into a sequence of univariate sampling problems. Both 
features are helpful in addressing the inference problem for ATSMs. 
Suppose that we observe dat a Y. The latent state variables X and the param-
eter set <P are unknowns. The t arget is to infer <P and X from the joint posterior 
distribution: 
P(<P,XIY) . 
Depending on the specific ATSM and the sample size, there are many paramet ers 
(approximately 40- 80) t o estimate, most of which enter the posterior density in a 
highly nonlinear way. As little is known about the density's properties, the traditional 
inversion and/or rejection-acceptance sampling schemes are not feasible. As discussed 
in the next paragraph, the Metropolis-Hastings algorithms are applied to sample these 
parameters. In addition to the parameter set <P, we need to infer the latent stat es, 
which contribute 1000-3000 more random variables to sample. The decomposition of 
high-dimensional problems into small units of MCMC is extremely useful in reducing 
t h e complexity of the inference problem. 
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Metropolis-Hastings algorithms 
Suppose we want to sample a Markov chain { x(t), t = 1, 2, 3, · · ·} with the stationary 
distribution J(-) , the objective or target density. Conditioning on x(t), we can use the 
Metropolis-Hastings algorithms and choose a conditional density q(ylx), the proposal 
or candidate distribution, to help to sample x(t+l). The choice of q( ·lx(t)) is delicate 
and needs to be tuned to specific problems. We will provide guidance in choosing 
this proposal density for ATSMs in the next section. 
Metropolis-Hastings algorithms (Metropolis et al. (1953)) 
Step 1: Generate: 
yt rv q(ylx(tl), 
u rv U(O , 1), 
where U(O , 1) is the uniform distribution in (0, 1). 
Step 2: Set: 
x(t+l) = yt, if u < p(x(t), yt), 
x(t+l) = x(t), else, 
where 
. { f(y) q(xly) } 
p(x , y) = mm J(x) q(ylx), 1 . 
One measure for the efficiency of these algorithms is the acceptance rate, the 
average of the acceptance probability p( ·, ·) over all iterations. 
Two special cases of Metropolis-Hastings algorithms, the independent Metropolis-
Hastings algorithm and the random walk Metropolis-Hastings algorithm, are used in 
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this chapter. The former is useful when we have a good understanding of the target 
density and can propose efficient candidate densities. The latter explores the neigh-
borhood of the Markov chain and gathers local information about the target step-wise. 
It is particularly useful for multi-dimensional densities, as it is challenging to propose 
a good multi-dimensional candidate density for the independent Metropolis-Hastings 
algorithm. 
The independent Metropolis-Hastings algorithm 
Key: Candidate draws are independent of the previous states . 
Step 1: Generate: 
yt "'q(y) , 
u "' U (O, 1). 
Step 2: Set: 
x(t+l) = yt, if u < p(x(t), yt) , 
x(t+l) = x(t), else, 
where 
. { f(y) q(x) } 
p(x, y) = mm f(x) q(y), 1 . 
For the independent Metropolis-Hastings algorithm, a good candidate density q(·) 
needs to fulfill two requirements. First , it needs to approximate the target density 
closely in the shape and location. With the close approximation, the acceptance 
probability for new samplers is high, and the sampling scheme is efficient. This 
requires us to be informative about the target density. Second, the candidate density 
q(-lx) should be diffusive to navigate through the entire support of the target density. 
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In many cases we have little information about the properties of t he target den-
sity!(·), and thus it is hard to propose a good candidate density for the independent 
Metropolis-Hastings algorit hm. The random walk Metropolis-Hastings algorithm, 
which utilizes local information on the Markov chain, provides an alternative scheme 
for sampling from the target density. The choice of proposal density for the ran-
dom walk Metropolis-Hastings algorithm ignores the structural features of the target 
density. 
The random walk Metropolis-Hastings algorithm 
Key: Candidate draws are current state with a symmetric random walk per-
turbation. 
Step 1: Generate: 
Step 2: Set: 
where 
Jt "'g(y - Xt) , 
u "' U(O , 1) . 
Xt+l = yt , if u < p(xt , yt) , 
xt+l = Xt, else, 
. {f(y) } p( x, y) = mm f ( x) , 1 . 
Here g(·) is a symmetric distribution that is independent of Xt· Unlike the inde-
pendent Metropolis-Hastings algorithm, the random walk Metropolis-Hastings does 
not aim at a high acceptance rate. In fact, neither high nor low acceptance rate is 
optimal. High acceptance rate indicates that the random walk iterates around t he 
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current x(t) and does not sufficiently explore the support of the distribution. When 
the acceptance rate is low, the sampling algorithm is not efficient, in that it rejects too 
many draws. As suggested by Roberts et al. (1997), for low-dimensional problems, 
the optimal acceptance rate is around 50%, whereas for high-dimensional problems, 
the optimal acceptance rate is around 25%. 
The two algorithms described above are helpful for the inference problem of the 
ATSMs, as the parameters enter the pricing equation in a highly nonlinear way, and 
thus it is not feasible to sample from the posterior distribution using conventional 
schemes. The other difficulty that affects the inference for ATSMs is that the posterior 
distribution is high-dimensional. The multistage Gibbs sampler described next 1s 
suitable for tackling this problem. 
The Gibbs sampler (Geman and Geman (1984)) 
Key: Joint densities are decomposed into iterations of conditional densities. 
Denote (X(t), <J>(t)) as the samplers at the t-th entry in the Markov chain. 
Step 1: Generate: 
Step 2: Generate: 
Here g(xi<I>(t) , Y) and g(¢1X(t+l), Y) denote the distributions of each block of 
parameters or states conditioning on all others. Hammersley and Clifford (1971) 
prove the convergence of distributions: 
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to the stationary joint distribution P(X, ct>IY) , as the number of iterations increases. 
In the Gibbs sampling cycle, we decompose the target posterior distribution 
p(ci>,XIY) into its full conditionals g(xlct>(tl,Y) and P2 (¢1X(t+ll,Y). The distri-
butions P1 (xlct>(tl, Y) and P2 (¢1X(t+ll, Y) can be further decomposed into finer full 
conditional densities until efficient sampling methods are available. 
Under fairly general conditions, these algorithms are convergent (Robert and 
Casella (2009)). However, in practical applications, verifying sufficient conditions 
for convergence is difficult. Further diagnosis of the Markov chain is necessary to 
validate its convergence. 
The Kalman filter and FFBS 
The forward filtering backward sampling (FFBS) method (Carter and Kohn (1994) 
and Fruwirth-Schnatter (1994)) is designed for the linear Gaussian model, and is an 
efficient simulation version of smoothing recursions of the Kalman filter. For the 
Gibbs sampler, we iterate through sampling latent states and parameters. In the first 
step, the FFBS algorithm samples the latent linear Gaussian states in a block. In 
this section, we first introduce the Kalman filter and then the FFBS algorithm. 
Suppose that the state variables { Xt}f=o have a normal prior distribution at t = 0: 
The observation equation and state equation follow the linear Gaussian system: 
Y';, = FtXt + Vt, Vt rv N(O, Vt), 
Xt = GtXt-1 + Wt, Wt rv N(O , Wt)· 
First, assume that the parameter set ci> in the (Ft, Vt, Gt , Wt) matrices is known. 
Denote the observations of {Ys , s = 1 · · · t} as Yu . Because of the linear Gaussian 
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structure and normal prior, the filtered distribution P(Xt_11Yi:t- 1, <I>) is normally 
distributed, hence is fully characterized by its mean and variance. The Kalman filter 
is a mechanism for recursively updating the mean and variance of P(Xt_11Yi:t- 1, <I>). 
The Kalman filter (Kalman (1960)) 
Suppose at t - 1, the distribution of p( Xt-11 Yi:t- 1, <I>) is 
The predictive distribution of P(XtiYu-1, <I>) is Gaussian: 
at= Gtmt-1, 
Rt = GtCt-1G~ + Wt. 
The predictive distribution of P(YtiYu- 1, <I>) is Gaussian: 
P(YtiYu- 1, <I>) rv N(Jt, Qt), 
ft = Ftat, 
Qt = FtRtF; + vt· 
The filtered distribution of P(Xt IYu, <I>) is Gaussian: 
p(XtiYu , <I>) rv N(mt , Ct) , 
mt =at+ RtF;Q-;1et, 
Ct = Rt- RtF;Q-;1 FtRt, 
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where et is the predicting error: 
Now we assume the parameter set <I> is unknown. Denote the latent states {Xs , s = 
1· · ·t} as Xu. In order to sample from P(<I>,X1,riY) , we iterate through the full 
conditional decompositions: 
P1(X1:ri<I>, Y) , 
P2(<I>IX1:r, Y). 
The first component is sampled by the FFBS algorithm. The second component is 
sampled by the random walk Metropolis-Hastings, independent Metropolis-Hastings, 
and/ or other standard sampling schemes. 
The target of interest is 
This joint distribution can be decomposed as: 
Starting from P(XriYi,r, <I>), the last component in the forward iteration of filtered 
distribution in the Kalman filter, we iterate backward and sample sequentially: 
This last equality comes from the Markovian structure of the model. 
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The FFBS algorithm (Carter and Kohn (1994)) 
Initialization: Set: 
Backward iteration: For t = T- 1, · · · , 0, we have: 
The Metropolis-Hastings sampling algorithms, Gibbs iterations, and the FFBS 
algorithm provide the essential building blocks for our MCMC algorithms for ATSMs. 
In the section of designing the MCMC algorithms, we tailor these algorithms to the 
specific structure of each ATSM. 
The model comparison 
A full Bayesian treatment of ATSMs involves a model-comparison analysis. Denote 
a specific ATSM by M. The posterior distribution is uniquely determined by the 
conditional probability of the unknowns given the observed data and the specific 
model: 
P(<l> XJM Y) = P(Y J<I> , X, M)P(<I> , X JM) 
, , z , 
where P(<I> ,XIM) is t he prior distribution and P(YI<I>,X,M) is t he likelihood. The 
marginal likelihood Z is defined as: 
z = P(YlM) = J J P(YlM , <1> , X)P(<I> , XIM)d<l>dX. 
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The marginal likelihood Z is interpreted as the model evidence, as it measures the 
support for model M given data Y. The quantity Z carries information that allows 
us to make a model comparison from a Bayesian perspective. Such a comparison 
does not require alternative models to be nested. This quantity can be converted 
to the weights to be attached to various models, so that a composite estimation or 
prediction can be obtained that takes account of structural or model uncertainty. It 
is also useful for guiding an evolutionary model-building process. A detailed analysis 
of the advantages of Bayesian model comparison can be found in Kass and Raftery 
(1995). 
Direct computation of the marginal likelihood Z is not feasible, as it involves 
multi-dimensional integration over the parameters and latent states. Previously, 
the Schwarz information criterion (Schwarz (1978)) and the Laplace approximation 
method (Tierney and Kadane (1986)) have been used to approximate the model ev-
idence factor. The latter is the Bayesian inference criterion (BIC) in the frequentist 
framework. As a quite different approach, the reversible-jump MCMC algorithm 
(Green (1995)) has been developed to incorporate different models as discrete param-
eters in the Gibbs iterations. The MCMC algorithm switches among different models 
during the iterations, and the model-comparison result is generated as an output 
of such algorithms. For the ATSMs inference problem, as we are able to efficiently 
sample from the posterior distribution, we can approximate the quantity Z by the 
harmonic mean of the likelihood values (Newton and Raftery (1994)): 
, [ 1 M 1 ] -1 
Z = M ~ P(YIXi , <I>i) ' 
where M is the number of simulations, and {Xi , <I>i} are the i-th simulation from the 
joint posterior distribution P(X, <I>IY). 
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2.3 MCMC algorithms for ATSMs 
We study two classes of ATSMs: A(O, n) and A(m, n) with m = 0,1 and n = 2, 3. 
We cast the analysis under the "extended affine" specification of Cheridito et al. 
(2007). This specification allows more free parameters than the "completely affine" 
specification of Dai and Singleton (2000) and the "essentially affine" specification of 
Duffee (2002). In terms of the implementation of the MCMC algorithms, the last two 
specifications are degenerate cases of the first one. 
In the A(m, n) model, the dynamics of state variables are 
dXt (OPXt + Og)dt + diag[(CiXt + 1)~ ]dWt 
(OXt + Oo)dt + diag [(CiXt + 1)~]dWtQ ' 
where QP , 0 E nnxn, og, Oo E nn, and ci is the i-th row of the matrix c with 
rank m . The parameter values are within the constraints that insure the existence, 
stationary and no-arbitrage conditions. The term Wf is an n-dimensional Brownian 
motion under the data-generating measure P, and WtQ is an n-dimensional Brownian 
motion under the risk-neutral measure Q. 
The short rate process is a linear combination of state variables: 
for some 80 E IR and 8 E !Rn. 
The observation equation is 
Yi = v;xt- Va +E. 
Here yt is a T x 1 vector with the yields of T maturities at time t. VI, is a 
n x T matrix and Vo is a M x 1 vector. The terms VI, and Vo solve Riccati-type 
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ODEs in Duffie et al. (2000). In the A(O, n) model, \11, can be solved explicitly. The 
measurement error, denoted byE, has a normal distribution of N(O, 2:), where I; is a 
T x T symmetric and positive definite matrix. 
For the A(O, n) model, we simulate zero coupon yield data for 43 years with 
monthly observations. For n = 2, the maturities are 1, 2, 4, 6, 8 ad 10 years. For 
n = 3, the maturities are 1, 2, 4, 6, 7, 8 ad 10 years. These specifications are chosen to 
match those frequently used in the literature. For the simulated data, the parameter 
values for different models are the estimation results in Cheridito et al. (2007) with 
slight modifications1 . The parameter values are reported in Table 2.2, 2.3, 2.4 and 
2.5. 
We denote the current observation of yield panel data as Y = {Y;t}f=1 where 
T is the maturity of zero coupon bond yields. The state variables are denoted as 
X = { Xt }f=1 . The parameter space is denoted as <I> = { <I>P, <I>Q}. Here <f>P is the 
parameter set governing the state dynamics under the data-generating measure P , 
and <I>Q is the parameter set that enters the pricing formula and describes the state 
dynamics under the risk-neutral measure Q. We want to sample the parameters and 
latent states from the posterior distribution: 
(2.3.1) 
Because of nonlinearity of parameters and the curse of dimensionality, it is not 
feasible to sample from (2 .3.1) directly. We can apply the Gibbs sampling to iterate 
1 As pointed out by Ang and Piazzesi (2003), when yields are highly persistent, the likelihood 
surface is very flat. The modifications on the parameters are used to remove the flatness of the 
likelihood function. 
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through the full conditionals decomposition: 
P(ci>Pici>Q, X , Y), 
P(ci>Qici>P, X, Y) , 
P(XIct>P, cl>Q , Y). 
(2.3.2) 
In the sampling process for both ct>P and ct>Q, parameter constraints are imposed. 
The summary of parameter constraints for existence, stationarity, and boundary non-
attainable conditions for different ATSMs can be found in Ait-Sahalia and Kimmel 
(2010). The boundary non-attainable condition guarantees the non-existence of ar-
bitrage opportunities for the "extended affine" specification. Samplers falling out of 
such constraints are discarded, which is equivalent to imposing the zero likelihood 
value on such samplers. 
In what follows, we first discuss about sampling algorithms for posterior distri-
butions P(ct>Pict>Q,X, Y) and P(ci>Qict>P,X, Y). Then we introduce the sampling of 
latent states under different models. 
Sampling ct>P 
As only ct>Q enters the pricing formula, the yield data do not contain information 
directly for ct>P. The data provide information for ct>P indirectly through the channel 
of state variables X. In order to sample P( ct>Pict>Q, X, Y), we need to sample from 
the posterior distribution: 
where P0 ( ct>P) denotes the prior distribution for q'>P. The posterior distribution of 
ct>P is such that most parameters cannot be sampled using conventional schemes. 
Therefore, the random walk Metropolis-Hastings algorithm is applied. 
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In the rest of the sections, we focus on the sampling of ci>Q, as they are important 
for evaluating the performances of in-sample fitting, out-of-sample forecast, and model 
comparison. 
Sampling ci>Q 
To sample P(ci>Qici>P , X , Y), we explore information in both t he state variables X and 
yield data Y. To sample the total parameter set, we further break P(ci>Qict>P , X, Y) 
down to the full conditional decomposition of each parameter. Here we abbreviate 
P(BI·) as the full conditional decomposition for the parameter e. Only few parame-
ters, 50 , 0~ and I:, have conjugate posterior distributions that can use conventional 
sampling algorithms. The two distributions, P( 50 I·) and P( 0~ I·), are sampled from 
the normal conjugate posterior distributions. The distribution P(Z::I·) is sampled 
from the Wishart distribution. Further information about the choice of conjugate 
distributions can be found in Bishop (2007). As there is no standard posterior dis-
tributions for the rest of the parameters, they are sampled from the random walk 
Metropolis-Hastings algorithm. 
In the first simulation exercise, we set state variables X as known and only sample 
the parameters. We refer the models where the st ate variables are known as models 
with explicit states . We conduct the exercise for the four models. Figure 2.5.1 
illustrates the performance of sampling schemes for A(O, 2) model. Five different 
Markov chains for each parameter are plotted, with each chain st arting from different 
initial points, which are sampled from their prior distributions . One argument against 
t he Bayesian analysis is the imposition of subjective prior distributions. To alleviate 
this problem, we choose diffusive prior distributions for parameters. For T)o , rJ , 0 0 
and 0 matrices, the initial values are sampled from normal prior distributions with 
st andard deviations set as 5, 6, 6 and 8 times their true values. The true distribution 
of measurement errors has correlations across maturities. The initial value of I: is set 
30 
arbitrarily as a diagonal matrix with each entry being equal to 0.02, which is around 
100 times the true value. 
Figure 2.5.1 shows that the MCMC algorithms are robust with regard to diffu-
sive prior distributions. In the total of 686000 iterations, every 250 samplers are 
discarded. This "thinning" process helps to reduce the autocorrelation between the 
samplers. The fixed interval of 250 is chosen arbitrarily. The larger amount samplers 
are discarded, the more correlation is removed . Parameter samplers with different 
initial values oscillate around their true values after a number of iterations. 
We explore one of the five sets of Markov chains in detail. After "burning" the 
first 2000 samplers in the remaining "thinned" 2752 samplers, Figure 2.5.2 plots the 
histograms of rest 272 samplers of the posterior distributions and compares them with 
their prior distributions . For all nine parameters in the A(O, 2) model, the posterior 
distributions of the samplers are much tighter than the prior distributions, and peak 
at their true values. This observation holds true for all other three models. Reported 
in Table 2.2, 2.3 , 2.4 and 2.5 are the true parameter value, sample mean, sample 
standard deviation and 95% credible intervals of the parameter samplers after the 
"thinning" and "burning" processes for the four models. The 95% credible intervals 
cover the true parameter value for all the models. 
The inferred parameters can be used to reconstruct the yield data. We compare 
the (simulated) true yield data and the yield data reconstructed with the inferred 
parameters. The parameters are chosen arbitrarily to be the last entry in the Markov 
chains. Actually, we can choose samplers at any entry in the chains once they are 
convergent. In Table 2.6 , the columns with the "exp" tag report the in-sample pricing 
errors for the four models. The in-sample pricing errors are measured by RMSE, 
with units of the basis point. As we can see, the in-sample errors are indeed small, 
which indicates that our algorithm can generate parameter samplers that closely 
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reconstruct the yield data. This table also reports the simulated log-likelihood value 
and the true log-likelihood value. The simulated log-likelihood value is computed 
by plugging the inferred parameters in the log-likelihood function. All simulated 
likelihood approaches the true maximal value. Figure 2.5.3 plots the trajectories of 
the simulated log-likelihood value versus the true log-likelihood value for A(O, 2) with 
explicit states. As shown, the simulated log-likelihood value converges to the true 
maximal value from a low initial value. 
Sampling X in A(O, n) 
In this section, we describe the sampling scheme for latent st ates in the A(O, n) model. 
Specifically, the state variables have the dynamics: 
dXt (Ob'bXt)dt + dWt 
(ObbXt + O~)dt + dWtQ· 
Denote the time interval between the t ime indices t and t + 1 as .6.. In the A(O, n) 
model, conditioning on Xt_1, Xt has a Gaussian transition density: 
t t 
Xt rv N ( eobb t:,. Xt-1 + J eobb(t-s)o~ds, J eobb(t-s)eO~b(t-s) ds). 
t-1 t-1 
Integration in the drift and diffusion parts can be evaluated exactly with the C.F 
Van Loan algorithm (Van (1978)). 
As t he state variables follow a linear Gaussian dynamics and enter observation 
equation linearly, the FFBS algorithm (Carter and Kohn (1994), Shephard and Kim 
(1994) and Fruwirth-Schnatter (1994)) can be applied to simulate P(X\Y, <I>Q). 
Closely related to the FFBS algorithm is the Kalman filter. Early research applies 
the Kalman filter to the A(O, n) model, but in a quite different flavor from the MCMC 
algorithms. Campbell and Viceira (2001) use the Kalman filter as the optimal es-
32 
timates for parameters in the A(O, n) model. The Kalman filter gives a mechanism 
to recursively evaluate the Gaussian predictive, filtering and smoothing distributions 
when the parameters are known. In particular, the Kalman smoother provides a back-
ward recursion mechanism to compute the conditional distribution of P(XtiY, <I>Q) for 
t = T, · · ·1. Instead of recursively sampling P(XtiY, <I>Q), t = T · · ·1 backwards , the 
FFBS algorithm characterizes the joint distribution of P(XIY, <I>Q) , and provides a 
simulation version of the smoothing recursions to sample X from P(XIY, <I>Q) in one 
block. 
In the simulation exercise, we apply the MCMC algorithms described for the 
inference of parameters and latent states in the A(O, 2) and A(O, 3) models. Column 
3 and 7 in Table 2.6 contain the yields reconstruction RMSEs and log-likelihood 
values. Based on the results, we can see that the algorithm can generate inferred 
parameters and latent states that replicate the in-sample data closely and can simulate 
log-likelihood value that approaches the true maximal value. 
Sampling X in A(l, n) 
In the A(l, n) model, the state variables in the first dimension are restricted to be 
positive. This state variables drive conditional volatilities and thus compensate for 
the counterfactual assumption of constant conditional variances in the A(O, n) model. 
Denote the restricted state variables as Xo = { X?}[=1 and the unrestricted state 
variables as X 1 = { Xl }f=1 . The dynamics of the restricted state variables are 
For n = 2, the dynamics of the unrestricted state variables are 
33 
For n = 3, the unrestricted state variables are two-dimensional with the dynamics: 
The posterior distribution we want to sample is 
In the Gibbs sampling process, we iterate through the cycle of the full conditional 
decomposition of the posterior distribution: 
p( <I>Q IXo, xl, <I>p, Y), 
p( <I>p IXo, xl, <I>Q, Y), 
p(XoiXl, <I>Q, <I>P, Y), 
p(XliXo, <I>Q, <I>P, Y). 
As we have discussed about sampling parameters <I>P and <I>Q, we focus on sampling 
of the latent states in this section. 
Sampling X 0 
The restricted state variables { xnf=1 enter the pricing formula linearly, but have a 
non-linear dynamics. There is no direct draw of the vector X 0 in the posterior dis-
tribution p(X0 IY, Xl, <I>Q). Nevertheless, following the procedure proposed by Carlin 
et al. (1994), we are able to apply the Gibbs samplers to further decompose the vector 
X 0 into the cycle: 
t = 1, .. ·T. (2.3.3) 
Even with this decomposition, we still cannot draw the univariate state variable xp 
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directly. However, we can propose an efficient candidate density in the independent 
Metropolis-Hastings algorithm by exploiting the linearity of X~ in the observation 
equation and its dynamics. For the independent Metropolis-Hastings algorithm, an 
efficient candidate density needs to closely resemble the shape and location of the 
target density in Function (2.3.3) for each t. In the following analysis , we introduce 
the candidate density and illustrate its efficiency. The parameter set q,Q is omitted 
for notational clarity. 
The target posterior density in Function (2 .3.3) can be further decomposed: 
The proportionality in the second line comes from the fact that: 
P(X~IX~_ 1 , x~+1 , Yt , Xl, xL1 , Xl+l) 
P(YtiX~ , x~_ 1 , x~+l, Xl, Xl_1, Xl+l) x P(X~_ 1 , x~, x~+l, XL1, Xt1, Xl+l) 
P(xp_1, xp+1, Yt, Xl, Xl-1,Xl+1) 
As the denominator is independent of X~, it does not enter the kernel to draw 
X?. The equality in the third line comes from the fact that the current yield yt only 
depends on the contemporary states X~ and Xl . 
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= P(Xt1,Xf,Xf+l ,XL1) x P(Xl,Xl+liXf_uXf,Xf+l,XL1) 
= P(xf_l,xf,x?+l,xLl) x P(Xt1+11Xf_l ,xf,xf+l, xLl ,xn 
xP(Xt11Xtl , Xf, Xf+l' XLl) 
ex P(Xtl,Xf, xf+l) X p(Xt1+11Xf,Xf+l,xn X P(XliXf-l,Xf ,XLl) 
ex P(Xf+liXf) X p(XfiXf_l) X P(Xl+liXf,x?+l,xn X P(XliXf-l,Xf ,XLl). 
son is 
The realization of Xl_1 of independent of X~, so the term P(XL1IX?-1, Xt0 , X~+1 ) 
does not enter the kernel. 
With the decomposition above, the posterior distribution in Function (2.3.3) has 
the expression: 
1 
--e 
for 
cx£+1 -e0 bb''::. xf-ml )2 
2a1 
1 
x --e 
Va"5 
cx[-e0 bb[>. x£_1 -mo)2 
2a0 
Here Px(!:::. , xlxo, Odd, 0~) denotes the transition density of the restricted state 
variable: 
'I Px(~,xlxo,Odd,O~) = ce-u-v (~) 2 Iq(2(uv) 0 ·5 ) , 
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'th - 20° 1 - - 20dd - 0 ddt:. d - I . th d'fi d B l w1 q - d - , c - l-eodd"', u - cxoe an v - ex. q IS e mo 1 e esse 
function of the first kind of order q. 
The terms ( m 0 , 0'5) and ( m 1 , O'D have the following expressions: 
mo [ obdx~ + og + e0bb t:, ( obdxf_l + og)] ~' 
0'5 [ cbdxf + og + e20bbt:. ( obdxf_ 1 + og) J ~, 
ml [ obdxf+l + og + e0bbt:, ( obdx~ + og)] ~' 
(Ji [ cbdx~H + og + e20bb t:. ( obdxf + og) J ~. 
Now we are ready to choose candidate densities to sample the posterior distribu-
tion of (2.3.3). The first candidate is the normal density from the first component in 
the likelihood kernel: 
with 
Conditioning on Xf_ 1 , the distribution P(XfiXf-1 ) is approximately normally 
distributed: 
with 
Conditioning on XfH, the state variable Xf does not follow a normal distribution, 
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but can be approximated to be normal: 
with 
Combining the three normal distributions, we can propose the candidate density 
that approximates the target density in (2.3.3) closely. Denote q1 (-) and q2 (-) as the 
candidate densities with the following definitions: 
N(v;,tv?Ut + v;v;,zul + vt1t;,1Uz v;y;_ty;_z ) 
ql "' v;y;_t + Vtv? + y;_t y;_z , v;v;_1 + vtV? + v;_1 y;_z , 
qz rv N(Ut, yt). 
In Figure 2.5 .5, proposal density 2 corresponds to N(Ut, vt) , which utilizes infor-
mation from contemporary yield observations. Proposal density 1 additionally uses 
information on the state variables Xf_ 1 and Xf+l. As shown in the figure, even though 
the proposal density 2 overlaps with the true density to some extent , there is a con-
siderable improvement with proposal density 1. With such a close approximation, 
the restricted state variable can be sampled efficiently. This close approximation 
is valid for all state variables across the time-series. In the experiment where we 
set the parameters and the unrestricted state variables as known, and sample only 
the restricted states, the acceptance rate for the independent Metropolis-Hastings 
algorithm is around 99%, which indicates that the candidate density q1 ( · ) is indeed 
efficient. 
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Sampling X 1 
The last step in the Gibbs cycle is to sample: 
Without loss of generality, we consider the A(l , 2) model. For A(l, 3), the algo-
rithm applies and we only need to adjust the matrix calculations accordingly. 
Conditioning on XL1 , the state variable Xt1 can be solved by: 
t 
X1 = eobbe:,. X1 + J eobb(t-s) [(0 xo + oo)ds + J c xo + ldWQ] t t - 1 bd s b 1 s s . 
t-1 
Conditioning on X 0 , the integrals can be approximated as: 
t J eobb(t-s)(QbdX~ + og)ds ~ 
t-1 
t J eobb(t- s) V CbdX~ + ldWsQ 
t-1 
Based on this approximation, Xl resumes the linear Gaussian structure: 
with 
vi Yi- xfvd + Vo, 
Dt ( ObdXf + og + e0bbe:,.(ObdXf_ 1 + og)) ~, 
vt ( c1Xf + 1 + e0bbe:,.(c1Xf_1 + l) e0;,be:,. ) ~. 
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The FFBS algorithm can be applied to sample X 1 in a block. 
Table 2.6 reports the performance of the algorithm for the A(1, 2) and A(1 , 3) 
models based on simulated data. The pricing errors, being bigger than the mod-
els with explicit states, are within good precision ranges. The log-likelihood value 
approaches the true maximal value. The increase in pricing errors comes from the 
fact that, in addition to the parameters, we have 1032 state variables for A(1, 2) and 
1548 variables for A(1, 3) to sample. To access the efficiency of'the candidate density 
for the restricted state variables, the acceptance rate is 60% - 70% for all restricted 
states. This indicates that the candidate density we propose is efficient. 
2.4 The empirical Analysis 
In this section, we apply the MCMC algorithms on two market data sets of different 
economic episodes and show that it can replicate the yield data and forecast future 
yield levels. Then we perform a model comparison analysis for each of the two data 
sets. 
The data 
We use two sets of zero coupon bond yield data. Data I consists of weekly observations 
of zero coupon bond yield with a sample period 1989,03,31- 2007,03,02. The data 
are similar to that used in Collin-Dufresne et al. (2008)2 . The zero coupon bond prices 
are constructed by bootstrapping the LIBOR rates with maturities 1, 3, 6, 9 and 12 
months and the swap rates with maturities 2, 3, 5, 7 and 10 years. One advantage of 
the bootstrapping method, as pointed out by Collin-Dufresne et al. (2008), is that the 
bond price can reconstruct the LIBOR and swap market observations. The 9-month 
2They use the weekly observations of LIB OR and swap rates with 11 maturities for 18 years from 
1988 to 2005. We retain the same sample size, but start from 1989,03,01. The reason is that the 
swap rates are available from 1988, but data over the early period might not have good quality. 
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LIBOR rates are not available for the period of 1989,03,31- 1991,05,31. The linear 
interpolation method is applied to obtain the missing data. 
Data II consists of zero-coupon bond yield data with maturities 1, 2, 3, 4, and 
5 years from the CRSP monthly treasury file. The sample period is 1972,01, 31 -
2010, 12, 31. We trace the data sets used in Ait-Sahalia and Kimmel (2010) and 
Cheridito et al. (2007) as closely as possible . They use panel data with 6 maturities 
for 2-factor models and 7 maturities for 3-factor models . We can only obtain data 
with five maturities from CRSP. In order to have similar sample size, we use a longer 
sample period of 39 years. 
The two yield data sets cover different economic episodes and exhibit different 
empirical features. During the sample period of Data I, Piazzesi (2008) suggests 
that there is an evidence of "a return to normality" and constant conditional second 
moments seem to be enough to describe the state dynamics. Data II covers the two 
regimes of extreme volatility movements: the oil price shock in 1974 and monetary 
experiment in 1979- 1982. The conditional second moments of yields exhibit peaks 
corresponding to these two regimes. Table 2.1 reports the sample kurtosis of yield 
changes. Both data sets exhibit excess kurtosis. Only yield changes with maturities 
greater than or equal to two years in Data I have moderate excess kurtosis. In 
addition to the non-normality property of the yield change distribution, Figure 2.5.6 
shows that Data I has a "snake-shaped" yield change volatility curve, whereas Data 
II has a downward sloping volatility curve. We exam these two empirical facts from 
a Bayesian perspective. For Data I, A(1, 3) dominates all other models. For Data II, 
A(O, 3) model outperforms other models. The reason might be that the downward 
sloping volatility curve requires a strong correlation between state variables. 
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The in-sample fitting performance 
In this section, we study the in-sample fitting and forecasting performances of the 
MCMC algorithms applied on Data I. Parameters and latent states inferred from the 
MCMC algorithms can be used to replicate the in-sample yield data closely. Table 2. 7 
reports the in-sample fitting performance for Data I with A(O, 2) , A(1 , 2) , A(O, 3) and 
A(1, 3) models. The pricing errors are computed as the difference between implied 
yield data and market yield observations. 
The in-sample fitting performance is evaluated by two measures: the average 
pricing errors and RMSEs, across the time-series for each maturity. For the A(1, 2), 
A(O, 3) and A(1, 3) models, the maximum average pricing errors are 4.12, 2.19 and 
2.33 basis points respectively. For A(O, 2) model, the average errors are bigger than 
others. This is actually related to the fact that the A(O, 2) model is not capable of 
capturing certain yield characteristics such as non-normality in the real data. 
To compare the RMSEs, we use the results reported in Table III and V in Collin-
Dufresne et al. (2008) as a benchmark. Data I is similar to the data used in their 
paper. It turns out that for both A(O, 3) and A(1 , 3) models, our in-sample pricing 
errors are smaller than those from their model-free estimation method for all maturi-
ties. Also provided in their paper are the in-sample fitting results from the inversion 
method. Yield data with 3 month, 2 and 10 years maturities are used for inversion. 
For both A(O, 3) and A(1 , 3) models, we have smaller RMSEs for short maturities. 
However, we have slightly larger RMSEs for longer maturities. The following reasons 
may explain this. First, the yield data with 10 years maturity are used to invert the 
states. By this construction, the inversion method can explain longer yield data bet-
ter. Second, for the results in Table 2.7, we assume that all yields are observed with 
errors that are correlated across maturities. In contrast, the inversion method as-
sumes that three sets of yields are observed with exact precision. The larger amount 
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of observational noises in our assumption induce less accuracy in replication. As 
shown in Table 2.8, by assuming that the measurement errors are uncorrelated across 
maturities, the in-sample pricing errors are smaller for all maturities compared wit h 
t hose from the inversion method. 
In addition to t he small magnitude of pricing errors, the MCMC inference has 
other advantages. Actually, due to their respective construction processes, the inver-
sion method better explains yield data with longer maturities, whereas the model-free 
method explains the short-end yield data better. However, the MCMC method for 
A(O, 3) and A( l , 3) provides a smoothed fit for yield data across all maturities. Fur-
thermore, as t he inversion method assumes some yields are observed wit hout error, 
the prediction performance depends crucially on the accuracy of forecasting those 
"precise" yields. In the MCMC analysis, the prediction errors are averaged out on 
yields across all mat urities. 
When referring to the in-sample fitting performance, the PCA provides a bench-
mark that is hard to beat. We provide a comparison between t he MCMC method 
with the PCA decomposition. As suggested by the fitting performance of t he four 
models in Data I, we choose A(l , 3) model for this comparison. We also assume that 
the measurement error is uncorrelated across maturities. By assuming less noises in 
observations, we could gain more precision in in-sample fitting. As shown in Table 
2.7 , t he in-sample errors are marginally bigger than that implied by the PCA. Piazzesi 
(2008) suggests t hat with the ATSMs, the difference between the model-implied price 
and the observations can be substantial. Our methodology generates errors that are 
comparable with those from the P CA. 
We also conduct an in-sample forecast analysis. We apply the MCMC algorithms 
on yield data with nine maturities from Data I, while leaving out yields of maturities 
2 and 10 years 3 . With the inferred parameters and latent states on the data set with 
3Yield data with 10 year maturity are chosen for comparing the "extrapolation" performance. 
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nine maturities, we reconstruct the yield panel data. In addition, we "interpolate" 
the yield of 2 years, and "extrapolate" the yield of 10 years. Results are reported 
in Table 2.7. As we use 9 maturit ies compared with the previously 11 maturities, 
the smaller sample size results in bigger pricing errors. The pricing errors for yields 
with maturities 2 and 10 years are marginally larger compared with the RMSEs of 
other maturities. Other yield construction methods, such as the Cubic spline and the 
Nelson-Siegel families, are often used in industry and central banks. These methods, 
together with PCA, fit the yield data in the cross-section but fail to consistently pro-
vide fitting in the time-series. Furthermore, these methods do not rule out arbitrage 
opportunities. By contrast , the MCMC method consistently fits yield data in both 
time-series and cross-section, and satisfies the no-arbitrage condit ion. In addition, 
the probabilistic characterization of parameters and latent st ates in MCMC allows us 
to make a Bayesian forecast about future yield levels. 
At last, we show that our algorithm can construct the short rates closely. The 
A(O, n) and A(1, n) models have the problem that the implied short rates can be 
negative. Furthermore, the fitting errors for short-end yields from ATSMs are usually 
big for the reasons of seasonality and microstructure noises (Piazzesi (2008)). As 
reported in CoBin-Dufresne et al. (2008), the RMSEs for 1-month yield are around 14 
basis points for both A(O, 3) and A(1, 3) models, even though the 3-month yield data 
are used for inversion. We use the inferred parameters and lat ent states to construct 
the short rat es, and compare it with the 1-mont h yield, which is often used as a proxy 
for short rates. As shown in Figure 3.5.1 , the inferred short rates are positive. They 
also closely resemble the 1-month yield data with a correlation of 99.75% and the 
in-sample RMSE of 5.99 basis points. 
In conclusion, the MCMC algorithms deliver good in-sample fitting and in-sample 
forecast performances for market dat a. They also construct t he short rates that closely 
Yield data with 2 year maturity are chosen for comparing the "interpolation" performance. 
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resemble the short-end yield data. In t his next section , we explore the out-of-sample 
forecast performance of t he MCMC algorithms. 
The out-of-sample forecast performance 
In t his section , we exam the forecast performance of each model for Data I. Denote Yt 
as the yield data observations up to timet. As current yield data reflect t he market 's 
prospective of t he fut ure average short rat es, we want t o forecast the future yield 
level given current information of Yt. We accomplish this t ask by characterizing t he 
condit ional expectation of lE(Yr iYt) wit h marginalization of parameters and latent 
stat es: 
We sample {<PQ,X} from t he posterior distribution P(<PQ, XIYt), simulat e Yr, 
and apply to Monte Carlo integration to obtain lE(YriYt)· Here we see the power 
of t he MCMC algorithms. They allow us to sample t he high-dimensional posterior 
density P( <PQ, X IYt) efficiently. 
Table 2.9 reports t he forecast performances of A(O , 2) , A( l , 2) , A(O, 3) and A( l , 3) 
models for Data I for a prediction period of 12 weeks. The A(l , 3) model has t he best 
forecast performance. The maximal mean error is 4.28 basis points and t he maximal 
RMSE is 4.98 basis points. 
We also compare t he Bayesian forecast performance with t hree alternative meth-
ods: the RW method , t he OLS method , and t he frequentist method. The first two 
methods are often used as benchmarks in evaluating the forecast performances (Duf-
fee (2002) and Christensen et al. (2011 )). The RW method uses last observations of 
in-sample dat a as t he forecast of fut ure yields. The OLS uses t he linear regression 
to forecast . The dependent variable is the difference between the fut ure and current 
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yield data, and the regressor is the difference between the 5-year and 3-month yield 
data. Note the choice of the 5-year and 3-month is merely for being in coherent 
with Duffee (2002). The frequentist method simulates the trajectory of future states 
based on inferred parameters and latent states. Yield forecasts are computed with 
the simulated future states and parameters. Although we use MCMC algorithms to 
obtain the parameters and latent states, the third prediction method is in the flavor 
of the frequentist framework. 
Table 2.10 compares the forecast performances of these methods. The random 
walk method has the best performance for yields with short-term maturities (T < 1), 
whereas the Bayesian forecast with A(1, 3) renders the best performance for longer 
maturities (T 2: 1). The gain of the Bayesian forecast with A(1 , 3) is substantial. The 
RMSEs shrink to around 60% compared with the random walk approach, which is the 
second best method. This improvement is larger compared with the improvement of 
the arbitrage-free Nelson-Siegel forecast (Christensen et al. (2011)) over the random 
walk method (Table 9 in Christensen et al. (2011)). It is also larger compared with 
that of the "essentially affine" model forecast over the random walk method (Table 
VIII in Duffee (2002)). The reason that the random walk performs best in the short 
end is that the short-end yields are extremely flat in the prediction period. For the 
entire prediction period of 12 weeks, all the 1-month LIBOR rates and eight 3-month 
LIBOR rates do not move at all. 
The comparison between the frequentist and Bayesian forecast methods reveals the 
advantage of the latter. As reported in Table 2.10, the frequentist forecast with A(O, 3) 
performs worst, whereas the frequentist forecast with A(l, 3) dominates the Bayesian 
forecast with A(O, 3) for some maturities. However, this pattern is not persistent . 
With different simulated trajectories of future states, the forecast performance by the 
frequentist forecast method changes. The Bayesian forecast method is advantageous 
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in that it averages the future yield level over simulated state paths and parameters. 
For Data I, we find that the 2-factor models are not capable of capturing cross-
sectional yield data characteristics or forecasting the yield level. The 3-factor models 
perform much better in the in-sample fitting and out-of-sample forecasts. This is in 
consent with the conclusions in the literature. We also find that A(1, 3) model has a 
better out-of-sample forecast performance compared with the A(O, 3) model. This is 
in contrast with Duffee (2002) who finds that A(O, 3) is better in capturing the yield 
dynamics in the time-series. A question arises as how to choose the best model that 
delivers good in-sample fitting and out-of-sample forecast performances. In the next 
section, we exam the model comparison from a Bayesian perspective. 
The model comparison 
A full treatment of Bayesian inference includes a model-comparison analysis. We 
evaluate the relative performance of each model using the measure of the model 
evidence Z = P(YIM). This quantity is approximated by the harmonic mean of 
likelihood values (Kass and Raftery (1995)): 
[ 
1 M 1 ] -1 
Z ~ M L P(YIX· <I8) ' 
t=l t, t 
where M is the number of simulations and the pair {Xi, <P~} is the i-th simulated 
parameters and latent states from the posterior distribution. The efficient MCMC 
sampling algorithms for posterior densities make this approximation feasible. 
Table 2.9 reports the logarithm of the model evidence for each of the four models 
examined for Data I. The ranking of the model evidence is coherent with both the in-
sample fitting and out-of-sample forecast performances of each model. The traditional 
analysis of model comparison focuses on the information criteria such as AIC and BIC. 
Both these information criteria penalize heavily for model complexity. Such penalty 
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increases linearly with the number of parameters and thus these information criteria 
incline to choose the simpler model. As shown in Table 2.9, AIC ranks models in 
the descending order as A(1, 2) , A(1, 3), A(O, 3) , and A(O, 2). Penalizing more heavily 
for model complexity, BIC ranks t hem as A(1, 2), A(1, 3), A(O, 2) , and A(O, 3). None 
of these rankings is consistent with t he in-sample fitting or out-of-sample forecast 
performances of each model. 
For Data I, there is a dominance of A(1, n) over A(O, n). The restricted state 
variables int roduce stochastic volatilities and induce fat tails to the yield change 
distribution. Although there is a conjecture of "a return to normality" after 1990, 
the Bayesian model comparison still supports the non-normality property of the yield 
change distribution. 
For Data II , model ranking is different from that of Data I. As shown in Table 
2.11 , the model evidence suggests a ranking of A(O, 3), A(1, 3), A(O, 2), and A(1, 2) in 
descending order. We analyze this by starting from the 2-factor models. As shown in 
Table 2.1, the kurtosis of yield changes in Data II suggests the non-normality property 
and the inclusion of the restricted state variables. However, t he model evidence 
supports the A(O, 2) model over A(1 , 2). The reason is that the downward slopping 
volatility curve of yield changes, as shown in Figure 2.5 .6 in Data II , suggests a strong 
negative correlation between the state variables. The importance of the negative 
correlation between the state variables is documented in Duffie and Singleton (1997) . 
With one single dimension of stat e variables, the volatility of the yield change 
increases with maturities. This is consistent with the fact that it is more risky to 
hold bonds with longer maturities. In t he real data, we usually observe a humped 
pattern in the yield change volatility curve, as shown in Figure 2.5.6 for Data I. Such 
a humped shape is documented in Piazzesi (2001). In order to have the humped 
pattern, we need the second st ate variables, which are negatively correlated with 
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the first ones. For Data II , the standard error of the yield change decreases with 
maturities. This suggests that not only do we need the second state variables that 
are negatively correlated with the first one, but such a correlation has to be strong. 
In the A(O, n) model, the state variables can affect each other through the Obb matrix. 
However, in the A(1, n) model, only the restricted state variables enter the dynamics 
of the unrestricted ones. The correlation between state variables is weaker in A(1, n) 
compared with that in A(O, n). For Data II, the correlation between the two inferred 
state variables is -0.52 for A(1, 2) and -0.74 for A(O, 2). As a strong negative 
correlation is needed to support the downward slopping volatility curve, the A(O, 2) 
model can do better than A(1, 2) from this perspective. Furthermore, the correlation 
requirement is so strong that it dominates the need to support the non-normality 
property. As a result, A(O, 2) is supported over A(1, 2) by Data II . 
When the third state variables are included, the effects of the two empirical evi-
dences change. For the A(1, 3) model, the two unrestricted state variables can intro-
duce large negative correlations, and the unrestricted state variables can support the 
non-normality property. However, for A(O, 3), the contribution from the third state 
variables to the negative correlation is marginal. Furthermore, it cannot support the 
non-normality property. As a result , there is larger improvement of the logarithm of 
the model evidence of A(1, 3) over A(1, 2) (from 13267.7 to 13688.0), compared with 
that of A(O, 3) over A(O, 2) (from 13817.5 to 13837.0). 
To summarize, the Bayesian model evidence ranks the models differently for the 
two data sets. For Data I where the yield exhibits the non-normality and humped 
volatility features, the model evidence supports A(1, 3) over other models. For Data 
II where the yield displays non-normality but a downward sloping volatility curve, 
mode evidence supports the A(O, 3) model. 
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2.5 The conclusion 
We develop MCMC algorithms to conduct a Bayesian inference analysis for multi-
factor term structure models. We apply the algorithms on two market data sets. Data 
I contains t he yield data of weekly observations of 11 maturit ies for 1989 - 2007, 
and Data II consists of the yield data of monthly observations of 5 maturities for 
1972-2010. The algorithms allow us to sample parameters and latent states from the 
posterior distribution. It can closely replicate the simulated data set and two market 
data sets. The in-sample pricing errors are smaller than those in the literature with 
the similar sample. We also conduct a Bayesian forecast analysis on future yield levels 
for Data I. With the A(1, 3) model, The Bayesian forecast performance dominates t he 
OLS forecast and frequentist forecast approaches for all maturities. It also dominates 
the random walk forecast for maturities greater or equal to one year . We study 
the Bayesian model comparison for the two market data sets . The model evidence 
delivers a ranking consistent with the in-sample fitting and out-of-sample forecast 
performances for each model. Data I supports the non-normality of the yield change 
distribution and a humped shape of yield volatility. The model evidence ranks the 
models as A(1, 3), A(O, 3), A(1, 2) , A(O, 2) in descending order. Data II supports the 
non-normality feature, but demands a strong correlation between state variables. As 
a result , t he model ranking is A(O, 3), A(1, 3), A(O, 2) and A(1, 2) in descending order. 
Future research can explore the MCMC algorithms of the A(m, n) model form~ 
2. Also, it is interesting to analyze the model comparison across different market 
price of risk specifications. 
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Table 2.1: Descriptive St atistics 
This table reports the sample kurtosis of yield changes for Data I 
and II. Kurtosis that is greater than 3 indicates that there are fat 
tails in the yield change distribution. 
Kurtosis 
l m 6m 9m 12m 2y 3y 4y 5y 
Data I 22.64 
3m 
12.51 9.24 6.58 6.15 4.24 4.24 4.13 4.12 
9.57 7.14 6.68 
7y 
4.16 
Data II 17.58 12.80 
Table 2.2: P aram et er inference results, A(O, 2) 
with explicit stat es 
This table reports the parameter inference results for 
the A(O, 2) model with explicit states. Monthly ob-
servations of zero coupon bond yield data for 43 years 
with maturit ies 1 ,2, 4, 6, 8 and 10 years are simu-
lated with the true parameter values reported in the 
table. After 686000 iterations, every 250 samplers are 
discarded. Among the remaining 2752 samplers, the 
first 2200 samplers are burned. The sample mean and 
standard deviation are calculated with the samplers 
left. The 95% credible intervals are calculated with 
the upper 97.5% and lower 2.5% quantiles. 
Parameter True Mean Std. Dev. 95% C.l. 
17o 0.0562 0.0566 0.0009 0.0543, 0.0579 
171 0.0194 0.0189 0.0005 0.0181, 0.0200 
7]2 0.0178 0.0176 0.0005 0.0169, 0.0188 
001 0.6616 0.5610 0.2898 0.0545, 1.2487 
002 0.6880 0.7615 0.2837 0.1634, 1.2779 
On -0.6200 -0.4179 0.1391 -0.7789, - 0.1841 
012 -0.3400 - 0.3391 0.1246 - 0.6190, -0.1335 
021 - 0.2800 -0.4647 0.1367 - 0.7044, - 0.1802 
022 - 0.4800 - 0.4678 0.1240 - 0.6928, - 0.2170 
lOy 
4.71 
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Table 2.3: P arameter inference results, A(O, 3) 
with explicit states 
This table reports the parameter inference results for 
the A(O, 3) model with explicit states. Monthly ob-
servations of zero coupon bond yield data for 43 years 
with maturities 1 ,2, 4, 6, 7, 8 and 10 years are simu-
lated with the true parameter values reported in the 
table. After 666000 iterations, every 250 samplers are 
discarded. Among the remaining 2664 samplers, the 
first 2000 samplers are burned. The sample mean and 
standard deviation are calculated with the samplers 
left . The 95% credible intervals are calculated with 
the upper 97.5% and lower 2.5% quantiles. 
Parameter True Mean Std. Dev. 95% C.I. 
rJo 0.0529 0.0537 0.0003 0.0529, 0.0545 
"l1 0.0209 0.0194 0.0004 0.0186, 0.0202 
r]2 0.0226 0.0222 0.0004 0.0216, 0.0230 
"l3 0.0279 0.0272 0.0003 0.0268, 0.0278 
001 0.4349 0.2655 0.1118 0.0598, 0.4985 
002 0.2360 0.2977 0.0864 0.1226, 0.4538 
003 0.3454 0.3411 0.0174 0.3056, 0.3735 
Ou -0.8600 - 0.4910 0.1136 - 0.7001, - 0.3078 
012 -0.1600 - 0.2641 0.0814 -0.3956, - 0.1125 
013 -0.3800 -0.2857 0.0626 - 0.4254, -0.1858 
021 - 0.3200 - 0.4955 0.0962 -0.6477, -0.3325 
022 -0.6000 -0.4376 0.0679 -0.6000, - 0.3439 
023 -0.1200 -0.1194 0.0502 - 0.2026, -0.0434 
031 -0.1600 -0.1399 0.0220 -0.1806, - 0.0896 
032 - 0.2400 -0.2754 0.0167 -0.3018, -0.2313 
033 -0.4000 -0.4061 0.0122 -0.4274, - 0.3787 
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Table 2.4: Parameter inference results , A(1, 2) 
with explicit states 
This table reports the parameter inference results for 
the A(1, 2) model with explicit states. Monthly ob-
servations of zero coupon bond yield data for 43 years 
with maturities 1 ,2, 4, 6, 8 and 10 years are simu-
lated with the true parameter values reported in the 
table. After 686600 iterations, every 100 samplers are 
discarded. Among the remaining 6866 samplers , the 
first 6000 samplers are burned. The sample mean and 
standard deviation are calculated with the samplers 
left . The 95% credible intervals are calculated with 
the upper 97.5% and lower 2.5% quantiles. 
Parameter 'frue Mean Std. Dev. 95% C.I. 
TJo 0.0528 0.0535 0.0004 0.0527, 0.0543 
TJ1 0.0200 0.0195 0.0003 0.0188, 0.0201 
TJ2 0.0300 0.0299 0.0002 0.0296, 0.0302 
001 0.6850 0.6270 0.0564 0.5198, 0.7323 
002 0.6120 0.6224 0.0188 0.5880, 0.6613 
On - 0.6200 - 0.5662 0.0613 -0.6938, -0.4465 
021 - 0.2800 - 0.2873 0.0198 -0.3236, - 0.2435 
022 -0.4800 -0.4810 0.0072 -0.4670, -0.4955 
c 0.3100 0.3255 0.0605 0.1373, 0.3701 
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Table 2.5: P arameter inference results, A(1, 3) 
wit h explicit stat es 
This table contains the parameter inference results for 
the A(1, 3) model with explicit states. Monthly ob-
servations of zero coupon bond yield data for 43 years 
with maturities 1 ,2, 4, 6, 7, 8, and 10 years are sim-
ulated with the true parameter values reported in the 
table. After 686600 iterations, every 1000 samplers 
are discarded . Among the remaining 686 samplers, 
the first 550 samplers are burned. The sample mean 
and standard deviation are calculated with the sam-
plers left. The 95% credible intervals are calculated 
with the upper 97.5% and lower 2.5% quantiles. 
parameter true value mean std. dev. 95% C.I. 
"lo 0.0529 0.0531 0.0003 0.0526, 0.0536 
"71 0.0209 0.0209 0.0002 0.0205, 0.0213 
"72 0.0226 0.0226 0.0001 0.0224, 0.0227 
"73 0.0279 0.0279 0.0000 0.0278, 0.0280 
ood 1.2349 1.1259 0.0052 1.0232, 1.2003 
001 0.2360 0.3176 0.0022 0.2836, 0.3715 
002 0.3454 0.3350 0.0050 0.3255, 0.3441 
odd - 0.8600 - 0.8901 0.0427 -0.9477, - 0.7878 
Od1 -0.3200 -0.2963 0.0357 -0.3483, - 0.2257 
Od2 -0.1600 -0.1600 0.0106 - 0. 1801 , -0.1372 
On - 0.6000 -0.6053 0.0141 -0.6345, -0.5738 
012 -0.1200 -0.1297 0.0074 -0.1433, -0.1106 
021 - 0.2400 -0.2379 0.0056 - 0.2505, -0.2260 
022 - 0.4000 - 0.3954 0.0031 - 0.4040, - 0.3895 
c1 0.3000 0.2532 0.0765 0.4078, 0.7520 
c2 0.3000 0.5229 0.0940 0.1159, 0.3640 
1-year 
2-year 
4-year 
6-year 
7-year 
8-year 
Table 2.6: In-sample fitting performances with simulated data 
This table reports the in-sample pricing errors and log-likelihood values of the 
inference output from the simulated data. Monthly observations of zero coupon 
bond yield data for 43 years are simulated with the true parameter values and 
maturities reported in Table 2.2- 2.5 . For each model, the inferred parameters and 
latent states are applied to reconstruct the yield data, which are then compared 
with t he simulated yield data. The in-sample pricing errors are measured by 
RMSEs in basis points (bps). The simulated log-likelihood value is computed 
with the inferred parameters and latent states, and is compared with the true 
log-likelihood value. 
A(O, 2) A(1 , 2) A(O, 3) A(1, 3) 
exp latent exp latent exp latent exp latent 
RMSE (bps) 
1.56 26.47 2.10 21.97 0.72 29.45 0.27 36.38 
1.60 19.31 0.98 17.54 1.67 20.67 0.39 24.42 
1.98 12.35 1.82 16. 10 1.94 13.89 0.64 5.97 
1.98 8.79 3.25 14.03 1.54 11.30 0.75 6.21 
1.04 10.50 0.87 7.43 
2.04 6.78 4.64 12.89 1.13 9.86 1.40 8.85 
10-year 2.13 5.52 5.87 13.91 3.02 8.89 2.00 10.71 
Log Likelihood 
True 15688.7 15709.6 15646.6 15998.6 23267.4 23265.5 23262.2 23298.1 
Simulated 15688.0 15499.0 15644.0 15577.0 21822.0 20900.0 23254.0 22599.0 
CJl 
~ 
Table 2.7: In-sample fitting performances-Data I 
This table reports the in-sample fitting performances of the A(O, 2), 
A(1, 2), A(O, 3) and A(1 , 3) models for Data I: weekly observations of 
zero coupon bond yield data of maturities 1, 3, 6, 9 and 12 months, 2, 
3, 4, 5, 7, and 10 years from 1989, 03, 31 - 2007, 03 , 02 . The yield data 
are constructed with the market quotes of the LIBOR and swap rates 
with the same maturities . Mean errors and RMSEs are reported in basis 
points. 
A(O, 2} A(1, 2} A(O, 3} A(1, 3} 
mean RMSE mean RMSE mean RMSE mean RMSE 
1-month -3.72 34.00 1.02 15.10 0.42 5.83 -0.10 5.99 
3-month 2.75 34.56 0.27 12.47 1.13 4.98 0.69 4.52 
6-month 2.93 33.21 -1.81 10.37 -0.08 4.54 0.18 4.40 
9-month -0.27 29.25 -3.23 9.70 -1.28 4.86 -0.36 4.60 
12-month - 3.92 25.38 -4.12 10.10 -2.19 6.01 - 0.88 4.92 
2-year -6.98 17.66 0.26 12.36 1.29 7.32 2.33 6.01 
3-year - 6.17 23.18 1.94 17.24 1.64 6.64 1.62 6.03 
4-year - 4.30 29.56 1.88 20.73 0.18 6.06 -0.44 5.56 
5-year 0.26 34.61 3.64 25.22 0.69 5.95 0.04 5.78 
7-year 6.51 41.64 4.12 29.64 -0.50 6.68 0.26 6.01 
10-year 13.71 47.33 3.95 33.10 -0.56 8.29 0.86 6.92 
CJl 
CJl 
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Table 2.8: In-sample pricing errors, A(1, 3)-
Data I 
This table reports the in-sample fitting and in-
sample forecast performances of the A(1, 3) model 
for Data I: weekly observations of zero coupon bond 
yield data of maturities 1, 3, 6, 9, 12 months, 2, 3, 4, 
5, 7, and 10 years for 1989, 03,31-2007,03,02. The 
first column reports the in-sample fitting perfor-
mance by the PCA. The second column reports the 
in-sample fitting performance by the A(1, 3) model. 
The third column contains the out-of-sample fore-
cast performance for the 12-week-ahead prediction. 
The last column contains the in-sample forecast 
performance by the A(1 , 3) model: the MCMC al-
gorithms are applied on yield data with maturities 
1, 3, 6, 9, and 12 months, 3, 4, 5 and 7 years. The 
inferred parameters and latent states are used to re-
construct the yield data and predict the yield data 
with maturities of 2 and 10 years. The latter two 
are compared with the real data and their RMSEs 
are reported in bold. 
PCA A(1 , 3) 
in-smpl. fit out-smpl. forecast in-smpl. forecast 
RMSE (bps) 
1-month 2.96 8.71 2.07 7.32 
3-month 2.96 4.61 3.34 6.19 
6-month 2.01 0.63 5.10 5.28 
9-month 2.12 2.53 5.53 4.96 
1-year 2.00 3.93 5.11 5.18 
2-year 1.83 1.92 6.62 6.77 
3-year 2.01 1.49 6.63 6.50 
4-year 1.44 1.06 8.00 5.78 
5-year 1.31 1.22 7.71 5.73 
7-year 1.11 1.25 6.88 5.82 
10-year 1.28 3.94 4.99 8 .25 
Table 2.9: Forecast performances and the model evidence for Data I 
The first panel reports the out-of-sample forecast performances of the A(O, 2), 
A(1 , 2) , A(O, 3) and A(1 , 3) models for Data I: weekly observations of zero coupon 
bond yield data of maturities 1, 3, 6, 9 and 12 months, 2, 3, 4, 5, 7, and 10 years 
for 1989, 03,31- 2007, 03 , 02. The yield data are constructed with the market 
quotes of the LIBOR and swap rates with the same maturities. The out-of-
sample forecast period is 12 weeks. Mean errors and RMSEs are reported in 
basis points. The second panel reports the logarithm of the Bayesian model 
evidence P(YIM) and the information criteria: AIC and BIC. 
A(O, 2) A(1 , 2) A(O, 3) A(1 , 3) 
Forecast (bps) 
mean RMSE mean RMSE mean RMSE mean RMSE 
1-month -30.04 31.52 - 22.93 23.05 0.67 0.72 - 2.27 2.61 
3-month -35.35 35.64 -20.44 20.55 -0.21 0.75 -4.18 4.42 
6-month - 32.91 32.99 -14.48 14.54 -0.26 1.97 -4.28 4.75 
9-month -25.72 25.80 - 7.76 7.81 -0.02 3.05 -3.04 4.12 
1-year -16.88 16.98 -0.79 12.84 0.45 3.82 - 1.04 3.47 
2-year 8.23 8.62 16.14 16.63 -4.82 6.65 0.27 4.09 
3-year 25.05 25.21 28.96 29.13 -6.98 8.33 1.51 4.57 
4-year 33.52 33.65 35.65 35.80 -8.68 9.69 -1.02 4.29 
5-year 39.99 40.10 41.69 41.79 -7.16 8.29 - 0.10 4.30 
7-year 46.39 46.49 48.88 49.00 - 3.52 5.28 -1.56 4.45 
10-year 49.41 49.52 54.72 54.83 1.01 3.86 -2.92 4.98 
Model Comparison 
Model evidence1 64464.8 66422.0 68177.4 68922.0 
AIC 117188.0 137358.0 117698.0 132501.0 
BIC 103100.0 123270.0 93173.0 111580.0 
1 Logarithm of P(Y!M) 
<:;.. 
--1 
Table 2.10: Forecast performances-Data I 
This table reports the out-of-sample forecast performances of several 
methods for Data I: weekly observations of zero coupon bond yield 
data of maturities 1, 3, 6, 9 and 12 months, 2, 3, 4, 5, 7, and 10 years 
for 1989,03,31- 2007,03,02. The yield data are constructed with the 
market quotes of the LIBOR and swap rates with the same maturities. 
The out-of-sample forecast period is 12 weeks. RMSEs are reported in 
basis points. The smallest RMSEs for each maturities are reported in 
bold. Four methods are compared: 
1) The random walk (RW) method: It uses the most recent observa-
tions to forecast future yields. 
2) The ordinary least squares (OLS) method: The dependent variable 
is the difference between the future and the current yields. The regres-
sor is the difference between the 5-year and 3-month yields. 
3,4) The Frequentist (Freq.) method: It predicts future states based 
the current inferred parameters and latent states. Future yields are 
computed with the predicted states and parameters. 
5,6) The Bayesian (Bay.) method: It computes the Monte Carlo inte-
gration of future yields based on IE(YriYt)· 
Forecast (bps) 
RW OLS Freq. A(O, 3) Freq. A(1, 3) Bay. A(O, 3) Bay. A(1 , 3) 
1-month 0 . 4.53 4.81 8.80 7.17 2.61 
3-month 0.40 5.59 3.09 5.90 7.52 4.42 
6-month 1.56 6.86 5.62 4.61 1.97 4.75 
9-month 2.84 7.78 7.80 5.02 3.05 4.12 
1-year 3.49 7.98 9.74 6.25 3.82 3.47 
2-year 7.06 9. 16 21.68 6.42 6.65 4.09 
3-year 7.35 8.18 29.78 7.29 8.34 4.57 
4-year 7.91 8.16 36.49 6. 17 9.70 4.29 
5-year 7.80 7.41 40.02 6.29 8.29 4.30 
7-year 8.00 7.31 43.66 5.92 5.28 4.45 
10-year 8.39 7.48 44.50 5.67 3.86 4.98 
CJl 
00 
1-year 
2-year 
3-year 
4-year 
5-year 
Table 2.11: Fitting & forecast performances and the model evidence 
for Data II 
The first panel reports the in-sample fitting and out-of-sample forecast perfor-
mances of the A(O, 2), A(1, 2), A(O, 3) and A(1 , 3) models for Data II: monthly 
observations of zero coupon bond yield data of maturities 1, 2, 3, 4, and 5 years 
for 1972, 01 , 31 - 2010 , 12, 31. The yields are Fama-Bliss data downloaded from 
CRSP. The out-of-sample forecast period is 3 months. The second panel reports 
the logarithm of the Bayesian model evidence P(YIM) and the information 
criteria: AIC and BIG 
A(O, 2) A(1 , 2) A(O, 3) A(1, 3) 
fit forecast fit forecast fit forecast fit forecast 
RMSE (bps) 
22.67 11.33 54.22 15.23 20.75 12.46 20.80 21.27 
17.61 12.18 24.24 21.33 16.23 7.62 19.11 20.44 
15.69 8.81 17.08 13.61 15.90 13.92 17.44 9.52 
16.51 20.74 25.90 13.55 16.29 21.57 17.70 22.25 
16.65 38.21 33.58 34.20 15.49 26.04 19.50 45.75 
Model Comparison 
Model Evidence 13817.5 13267.7 13837.0 13688.0 
AIC 12112.6 11497.8 11225.1 10966.0 
BIC 6585.0 5970.2 3002.8 2701.0 
Q1 
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Figure 2.5.1: Markov chains of parameter samplers 
This figure reports t he Markov chains of parameter samplers. For t he 
A(O , 2) model with explicit states, monthly observations of zero coupon 
bond yield data for 43 years with maturities 1 ,2, 4, 6, 8 and 10 years are 
simulat ed with t he true parameter values reported in Table 2.2. After 
686000 iterations, every 250 samplers are discarded. The remaining 
2752 samplers are plotted in t he figure. In each sub figure, different 
chains start with different inial estimators, which are sampled from the 
their respective prior distributions in 5 independent trials. 
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Figure 2.5.2: Histograms of posterior distributions 
This figure reports the histograms of the prior and posterior distribu-
tions of each parameter. For the A(O, 2) model with explicit states, 
monthly observations of zero coupon bond yield data for 43 years with 
maturities 1 ,2, 4, 6, 8 and 10 year data are simulated with the true 
parameter values reported in Table 2.2. After 686000 iterations, ev-
ery 250 samplers are discarded. The figure reports the histograms of 
the remaining 2752 samplers for each parameter. The same number 
of random draws are sampled from the prior distributions and their 
histograms are plotted. The green vertical line corresponds to the true 
value of each parameter in Table 2.2. 
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Figure 2.5.3: Log-likelihood values 
This figure reports the log-likelihood values. For the A(O, 2) model with 
explicit states, monthly observations of zero coupon bond yield data 
for 43 years with maturities 1 ,2, 4, 6, 8 and 10 years are simulated 
with the true parameter values reported in Table 2.2. The inferred 
parameters and latent states are used to calculate the simulated log-
likelihood value. The red horizonal line corresponds to the true log-
likelihood value. 
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Figure 2.5 .4: The inferred short rates 
This figure reports the inferred short rates and the 1-month zero-coupon 
yield data. The MCMC algorithms are applied for Data I: weekly 
observations of zero coupon bond yield data of maturities 1, 3, 6, 9 and 
12 months, 2, 3, 4, 5, 7, and 10 years for 1989,03, 31 -2007,03, 02. The 
inferred state and parameters are used to reconstruct the short rates. 
The red line corresponds to t he short-end yield observations in Data I. 
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65 
Chapter 3 
Dynamic optimal-portfolio choices for 
robust preferences 
3.1 The introduction 
In this chapter, we study the optimal-portfolio problem of a long-term investor who 
faces model uncertainty and is ambiguity averse. We propose a robust-control crite-
rion with a new utility formulation. We derive an equivalent SDU representation of 
the new robust preferences. For an investor with the CRRA utility function, tractable 
optimal solutions are available from Schroder and Skiadas ( 1999). We present an alter-
native representation of the optimal solution by the Ocone-Karatzas formula (Ocone 
and Karatzas (1991) and Detemple et al. (2003)). This representation decomposes 
the optimal portfolio into three parts: the mean-variance component, the dynamic 
hedging component for fluctuations in the stochastic investment opportunity set, and 
the hedging demand arising from robustness concerns. The mean-variance portfolio 
requires less investment in the stock market, compared with that in a setting without 
robustness concerns. 
Numerical implementations of the optimal solutions are provided by solving a 
system of FBSDEs with the regression-based Monte Carlo approach (Gobet et al. 
(2005)) . We find that robustness concerns affect the pattern of the optimal portfolio. 
For the investor with CRRA utility and relative risk aversion greater (smaller) than 
one, ambiguity aversion increases (decreases) the inter-temporal hedging demand. 
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The investor with logarithmic utility and robustness concerns is no longer myopic. 
The question of dynamic optimal-portfolio allocation is of long-standing aca-
demic interest and practical importance. The mean-variance analysis proposed by 
Markowitz (1952) is the building block of the modern portfolio theory. The seminal 
work of Samuelson (1969) and Merton (1971) suggests that the investor dynamically 
manages her optimal portfolio during the investment horizon. Pliska (1986), Karatzas 
et al. (1987), and Cox and Huang (1989) propose a martingale approach that in a com-
plete market setting allows to solve for the optimal consumption-investment plan as 
the solution to a static optimization problem by establishing the equivalence between 
the dynamic and static budget constraints. Ocone and Karatzas (1991) derive explicit 
expressions for the hedging terms as conditional expectations of random variables re-
lated to the state dynamics. Detemple et al. (2003) propose a simulation approach 
to calculate the dynamic hedging terms efficiently. In these papers, the investor be-
ing modeled lives inside the world where the subjective and objective probability 
distributions coincide. 
The Ellsberg (1961) experiments show that people's preferences are incompatible 
with the subjective expected utility in an environment with ambiguity, where the 
objective probability distribution does not agree with the subjective distributions. 
Ambiguity is sometimes referred to as "Knightian uncertainty" , or in Hansen and 
Sargent (2001) 's terminology as "model uncertainty". As pointed out in Hansen and 
Sargent (2008), ambiguity can be a concern for econometricians, when they calibrate 
the models or conduct specification tests. In the financial market, one example of 
model uncertainty is related to the dynamics of the stock return process. While the 
second moment of the return process can be estimated with reliable precision by in-
creasing the sampling frequency, the first moment (the expected return) is notoriously 
hard to estimate (Merton (1980)). This difficulty to accurately infer the state dy-
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namics induces ambiguity. It is reasonable to put the investor being modeled and the 
econometrician on the same footing: The investor also faces specification doubts . She 
acknowledges the fear for the model mis-specification when she designs the optimal 
portfolio. 
Several models are stimulated to address the Ellsberg-based critiques with promis-
ing relevance to finance: the multiple-priors model (Gilboa and Schmeidler (1989) , 
Epstein and Wang (1994) , and Epstein and Schneider (2003, 2007, 2008)), the smooth 
ambiguity model (Klibanoff et al. (2005), Chen et al. (2011) and Ju and Miao (2012)) 
and the multiplier utility model with the robust-control criterion introduced by An-
derson et al. (2003) and Hansen and Sargent (2001), with later developments by 
Skiadas (2003), Maccheroni et al. (2006) and Skiadas (2013). These three sets of 
models have their respective merits. The first two models can rationalize the choice 
in the Ellsberg's urn experiments. The multiple-priors model can further exploit the 
qualitative differences from subjective expected utility, and the smooth ambiguity 
model has the advantage of separating "ambiguity" and "the attitude toward am-
biguity" . In the last model, optimal choices are observationally equivalent to those 
obtained with subjective expected utility. This matters as it explains the investor's 
behavior that is consistent with subjective expected utility. It also helps to solve t he 
quantitatively puzzling price implications in light of t he subjective expected utility 
model. We cast our analysis in the robust-control setting, where the investor seeks 
a robust optimal strategy that performs best in the worst-case scenario of the model 
mis-specification. 
In this chapter, we propose a robust-control problem, in which the investor trades 
off utility derived from consumption and the loss induced by ambiguity. Specifically, 
we introduce a new utility formulation that combines the consumption utility and 
ambiguity loss in a multiplicative way. The latter is quantified by a convex power 
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function on the Radon-Nikodym derivative process, which is interpreted as a penalty 
for the discrepancy between the objective and subjective probability measures. Being 
concerned about the robustness of the optimal plan, the investor decomposes her port-
folio optimization procedure into two steps: 1) finding the probability measure that 
generates the minimal weighted expected utility, according to her degree of ambiguity 
aversion; 2) designing the optimal consumption-investment plan that maximizes the 
minimal utility, according to her degree of risk aversion. 
There are three main contributions in this chapter. First, we establish the equiv-
alence between the robust-control problem with the new utility formulation and the 
SDU maximization problem. The equivalence between the Bellman equation for the 
robust-control criterion and that for the SDU specification has been noted by Hansen 
and Sargent (2001) and Maenhout (2004) in a different formulation of the utility 
function and state dynamics. With general state dynamics and consumption utility, 
we establish the same equivalence result . Skiadas (2003) establishes the equivalence 
when the discrepancy between the objective and subjective measures is quantified by 
the relative entropy. The discrepancy measure we use here generalizes the relative 
entropy measure. In the case of CRRA consumption utility, our equivalence result 
can be viewed as a generalization of his result. 
Second, we obtain closed-form optimal solutions for the robust-control problem for 
the investor with CRRA consumption utility. One set of such solutions is expressed 
by a system of FBSDEs as shown by Schroder and Skiadas (1999). We provide an 
alternative representation of the solution based on the refinement of the Ocone and 
Karatzas formula (Ocone and Karatzas (1991) and Detemple et al. (2003)). This 
representation helps us to decompose the optimal portfolio into three parts: the 
mean-variance component; the dynamic hedging component against fluctuations in 
the investment opportunity set; and the dynamic hedging demand from robustness 
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concerns. 
The main impact of robustness concerns is that it induces a downward shift of the 
mean-variance portfolio. Specifically, for the investor with CRRA utility, this impact 
is persistent along the investment horizon. For the investor with logarithmic utility, 
this impact vanishes with time, as the mean-variance portfolio gradually approaches 
the one without robustness concerns. 
This impact helps us to understand the discrepancy between the degree of rel-
ative risk aversion implied by equilibrium asset prices and the value obtained from 
behavioral studies. Within the subjective expected utility models, the actual prices 
for macroeconomic risks are too high, as manifested by equity premium puzzles. This 
implies a high relative risk aversion. On the other hand, as concluded in Meyer and 
Meyer (2006) based on several studies on investors' behaviors, the relative risk aver-
sion measure is typically quite small, perhaps as small as one or as large as four. The 
investor's concerns for the model mis-specification raise the prices for market risks, 
and leads to a reinterpretation of the high prices as compensations for bearing model 
uncertainty. For the investor with CRRA utility, the impact of robustness is signif-
icant. For a moderate relative risk-aversion degree of 4, a penalty coefficient of -2 
can adjust the relative risk aversion to 10. Conversely, this can be used to calibrate 
the fear for the model mis-specification, as measured by the penalty coefficient of the 
ambiguity-averse investor. In a model with a constant investment opportunity set, 
Maenhout (2004) calibrates the penalty coefficient to be 14 with relative risk aversion 
as 7 to match the risk-free rate and equity premiums for 1981-1994, with an implied 
relative risk aversion of 21 without considering ambiguity aversion. Such a difference 
suggests that the investor in the market indeed worries about model uncertainty and 
includes such concerns in the pricing of macroeconomic risks. 
Finally, we provide numerical implementations for the dynamic optimal invest-
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ment plan of the robust-control problem (equivalently, the SDU maximization prob-
lem) by solving systems of FBSDEs through the regression-based Monte Carlo method 
(Gobet et al. (2005)). As calibrated by Campbell et al. (2003) in a model with a vector 
autoregressive return process, the dynamic hedging demand for an investor with re-
cursive utility is substantial. The numerical implementation helps us to gain insights 
into the inter-temporal hedging demand for fluctuations in the stochastic investment 
opportunity set and for robustness concerns. This also makes our work different from 
that of Maenhout (2004) who studies the optimal-portfolio rule with a constant in-
vestment opportunity set, and the dynamic optimal-portfolio implementation with 
subjective expected utility (Detemple et al. (2003)). 
We implement the optimal portfolio with the interest rate following an Ornstein-
Uhlenbeck process, with the negative correlation with the market shocks. The inter-
temporal hedging demand boosts investment in the stock, which reflects the negative 
correlation between the two. The inter-temporal hedging demand decreases with 
time, representing the vanishing hedging need against fluctuations in the investment 
opportunity set and robustness concerns. For the investor with constant relative risk 
aversion greater than or equal to one, the hedging demand increases (decreases) with 
ambiguity aversion. 
In the setting where the interest rate following an Ornstein-Uhlenbeck process, nu-
merical results show that robustness concerns change the dynamic portfolio patterns 
for investors with different risk aversion. It is well known that in a setting without 
ambiguity, the investor with logarithmic utility does not have an inter-temporal hedg-
ing demand, even in the stochastic investment environment. The robustness concerns 
increase risk aversion, and thus induces an inter-temporal hedging demand. With 
robustness concerns, the investor with logarithmic utility is no longer myopic. The 
one that behaves as myopically is the investor with CRRA utility and relative risk 
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aversion smaller than one, and with the ambiguity penalty coefficient as the limiting 
value of one. 
In the setting with ambiguity, comparative studies show that the optimal stock de-
mand for an investor with constant relative risk aversion greater than one is larger for 
younger investors. This justifies the advice from personal financial planning services 
that younger investors invest more aggressively than older ones. On the contrary, 
the total stock demand for the investor with logarithmic utility is increasing with the 
investment horizon. 
Our work follows Skiadas (2003) which establishes the equivalence between the 
robust-control problem with the relative entropy formulation and the SDU maximiza-
tion problem. In the case of CRRA, our results can be viewed as an extension of his 
work. Moreover, closed-form solutions are available in our setting for CRRA utility, 
whereas in his work, such solutions are only available for logarithmic utility. As we 
have discussed, optimal portfolios for these two utility functions have quite different 
dynamic patterns. 
Maccheroni et al. (2006) propose and axiomatize an entropy-variational utility 
that unifies the multiple-prior utility and multiplier utility. As shown in Skiadas 
(2013), the certainty equivalence based on this smooth divergence preference can be 
approximated by the expected-utility certainty equivalence, with the resulting recur-
sive utility taking the form of an SDU. Whereas these authors focus on the additive 
structure of the consumption utility and divergence loss , we look at the multiplicative 
structure and aim for closed-form optimal consumption-investment solutions. 
Our work is related to Maenhout (2004) where he proposes a state-dependent 
penalty for the value function in the Bellman equation, in a setting of constant in-
vestment opportunities for an investor with CRRA utility. Due to the specification 
of CRRA utility, the homothetic nature of the preference is maintained, and hence 
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closed-form optimal solutions are available. Our work is different from his, in that the 
equivalence between our robust-control problem and the SDU maximization problem 
is established for the general form of consumption utility and dynamics of state vari-
ables. In addition, the optimal solution in our setting with the stochastic investment 
opportunity set includes inter-temporal hedging demands. 
Chen et al. (2011) derive the dynamic portfolio choice solution in which the in-
vestor faces a model selection problem between an i.i.d return model and a vector 
autoregression model, with the recursive ambiguity utility (Miao and Hayashi (2011) 
and Ju and Miao (2012)) . Maenhout (2006) extends Maenhout (2004) to a dynamic 
setting where the market price of risk is a mean-reversion process, and derives the 
optimal portfolio through the dynamic programming approach. Compared with their 
works, our work allows for general state-variable dynamics and inter-temporal con-
sumption. Furthermore, the martingale-based approach we use in this chapter allows 
us to obtain optimal solutions without having to use numerical schemes based on 
partial differential equations. 
This chapter is organized as follows. In Section 3.2, we introduce the robust-
scontrol problem. In Section 3.3, we establish the equivalence between the robust-
control problem and the SDU maximization problem. In Section 3.4, we provide an 
alternative optimal consumption-investment plan representation through the Ocone-
Karazats formula. Section 3.5 provides numerical illustrations of the optimal portfo-
lio. Section 3.6 concludes. 
3.2 The robust-control problem 
The background 
We cast the analysis in a continuous-time model in which the underlying source of 
uncertainty is ad-dimensional Brownian motion Bt , t E [0 , T] . The probability space 
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is (0, F , P), where Pis the objective measure. The flow of information Ft , t E [0, T] is 
the filtrations generated by the Brownian motion Bt. With limited knowledge about 
the objective probability measure, the investor faces a set of probability measures px 
that are equivalent toP. Choices of px can be subjective Bayesian beliefs. As being 
concerned about the robustness of the optimal plan , she cannot commit to any of 
these measures. 
Denote by lEthe expectation operator under P (resp. lEx under px), and lEt (resp. 
lEf) the conditional expectation operator given Ft. Define the conditional density 
process df as: 
[
dpx ] d~ =lEt dP , 
with the associated relative density process defined as df s = ~d: . 
, t 
By the martingale representation theorem, there exists an adapted process x E £ 2 
such that: 
t t 
d~ = exp (! x~dBs -} J x~xsds), t E [O,T] . 
0 0 
By the Girsanov theorem, the process Bf defined as: 
is a Brownian motion under px. 
t 
Bf = Bt - J X 8 dS, 
0 
Consider a constant 'rJ E ( - oo, 1) . Define: 
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Set the random variable d = dr. Define the probability measure P as: 
F(A) = J d(w)dP(w), VA E F . 
A 
Denote by lE (lEt) the (conditional) expectation operator under P. 
We consider a complete market with ad-dimensional state variable yt and d risky 
securities. The state variable follows the vector-diffusion process: 
dyt = p,Y (t , yt)dt + (jy (t, yt)dBt. 
The investor allocates her wealth between the d risky securities and the money 
market account with the instantaneous risk-free rate Tt = r(t, yt) . The security prices 
si, i = 1, ... ) d follow the dynamics: 
where /J-i is the expected return process and O"i is the vector of volatility coefficients 
of the i-th security. Denote by p, the d-dimensional vector of the expected returns, 
whose i-th entry is IJ-i· Let O" denote the d x d-dimensional volatility matrix whose 
rows are O"i, i = 1, · · · , d. Assume that O" is invertible. Also assume that p, and O" are 
progressively measurable, and satisfy the standard integrability conditions. 
The market price of risk is defined as : 
et = e(t, yt) = O"(t, yt)-1 (p,(t , yt)- r(t, yt) l ), 
where 1 is the d-dimensional unit vector. We assume that the market price of risk Bt 
is continuously differentiable and satisfies the Novikov condition. 
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The state price density is defined as: 
and the relative state price density is defined as ~t,s = t. 
The robust-control problem 
In this section, we provide the definition of the robust-control problem and the utility 
formulation. The robust-control criterion is 
Vt = ess inf{v;x} , 
X 
(3.2 .1) 
where the utility process v;x is defined as: 
T s 
v;x =lEt[/ exp (-J JJvdv)u(cs)(d~J~ds] 
t t 
T s 
=IE~ [/ exp (-J JJvdv )u(cs)(d~8 )1l~ 1 ds] . (3.2.2) 
t t 
The subjective discount factor /Jt can be stochastic. The function u(-) is the real 
valued Von Neumann-Morgenstern (vNM) utility function. We assume the utility 
function u( ·) is uniformly signed. The penalty coefficient TJ represents the investor's 
averse attitude toward ambiguity. This attitude affects the utility function through 
distortion by the relative density process df s· We assume: 
, 
0 < TJ < 1, if u( ·) > 0, 
-oo::; TJ ::; 0, if u(·) < 0. 
The different parameterranges for different utility specifications insure that the 
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investor imposes a penalty for ambiguity, which induces a cost element in the dy-
namics of the utility process. In the limiting case of ry = - oo, the utility becomes 
lEf [ ftT exp (- fts .Bvdv )u(cs)ds]. The investor has an extremely strong averse attitude 
toward ambiguity. The penalty is so high that she cannot optimize her utility except 
for the case that the data-generating measure is px. In the case of ry = 0, the utility is 
lEt [ ftT exp (- fts .Bvdv)u(cs)ds]. The investor does not care about ambiguity. Even 
though the objective probability measure is actually P, she naively optimizes the 
utility by assuming the objective probability measure is Px. The conditional expec-
tation under the P measure indicates that the performance of her optimization plan 
is evaluated under the objective measure. In between the two extremes is that the 
investor is averse to, but tolerant of the divergence between P and px. She tries to 
design a consumption-investment plan that performs best under the worst situation of 
the model mis-specification. She expresses her degree of aversion through the power 
function on the relative density df,s, and chooses a probability measure in between 
what she observes and the objective measure. 
The investor with robustness concerns faces a max-min problem. As her target 
is to have a plan that performs best in the worst situation, the first step in the 
optimization procedure is to find the probability measure under which the weighted 
expected utility is minimized. After finding the optimizing probability measure, she 
solves for the optimal consumption-investment plan that maximizes the minimized 
utility, subject to the dynamic budget constraint. 
We can interpret this two-step optimization problem in two ways. First , this can 
be regarded as a classical decision-making problem for statistical inference. The deci-
sion maker (the investor, in this circumstance) trades off the gain from the action (the 
consumption-investment plan) and the loss from ambiguity (the discrepancy between 
the investor's subjective measure and the objective measure). The investment plan 
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supports the contemporary consumption Ct, which induces utility. The conditional 
density d~ determines the loss induces by model uncertainty, i.e, the discrepancy be-
tween measures P and Px· The coefficient rJ presents how severe the penalty the 
investor imposes, for not knowing the true model. If the penalty is too high , the 
investor can have a very conservative plan. If the penalty is too low, the investor 
is exposed to model uncertainty and her optimal plan may perform worse than the 
control theory has promised. 
Second, we can view this problem as a two-person zero-sum game. The market , 
as the evil opponent, minimizes the utility by choosing the worst probability mea-
sure. The investor takes action in response to t he market by choosing the optimal 
consumption-investment plan that maximizes the utility under the worst situation. 
See Berger (1985) and Hansen and Sargent (2008) for detailed exploration on this 
interpretation. 
In the relative entropy utility specification, the investor solves a joint maximization 
and minimization problem for: 
where 
t 
lEx [ exp (-J (35 ds) L(ct, df)ds] , 
0 
1 
L(Ct, d~) = u(Ct) + -log(df). 
rJ 
Borrowing the idea of a generalized loss function form Berger (1985), we specify 
the (integrated) loss function L(Ct, df) as: 
Several reasons motivate this utility formulation. The multiplicative formulation 
78 
captures the fact that the impact of robustness concerns is dependent on the con-
temporary consumption utility. For an investor with low-consumption utility, even 
though she is aware of and imposes a high penalty for ambiguity, such concerns do not 
affect the total utility as much as compared with an otherwise identical investor with 
high-consumption utility. On the contrary, the situation is different in the alterna-
tive relative-entropy formulation as in Hansen and Sargent (2001), where the investor 
cares about the additive trade-off between consumption utility and ambiguity loss. If 
the investor with the low-consumption utility has a high penalty for ambiguity, she 
has to reallocate resources from the already-low consumption level to compensate for 
robustness concerns . 
The interaction between the consumption utility and ambiguity loss is more ex-
1 - -y 
plicit when we consider the utility function as the CRRA form: u( Ct) = t, . By 
comparing this utility with the part that represents the loss from ambiguity: (df)-2Ti, 
we can see that the total utility is in the form of the Cobb-Douglas function . This 
helps to interpret the Ct and df as two goods that contribute to the total utility via 
their respective power forms. Such an interpretation can also be obtained by the 
relative-entropy formulation with logarithmic consumption utility. However, our for-
mulation allows for an additional degree of freedom (that is, relative risk aversion) to 
adjust the marginal rate of substitution between consumption and ambiguity. 
As we shall see, this utility formulation with the CRRA utility helps to represent 
the concerns about the model mis-specification in terms of a penalty component on 
the variation of the continuation utility process, which is measured as a proportion to 
the quadratic variation of the continuation utility process. In contrast to the relative 
entropy formulation, this proportion is state dependent, as it is inversely related to the 
continuation utility process. Similar to the relative entropy formulation, our utility 
formulation also connects the robustness concerns to the preferences for earlier and 
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more information (Ski ad as ( 1998)) . 
Our formulation with the specification of CRRA utility allows us to convert the 
robust-control problem to a class of homot hetic SDU where closed-form solutions 
for the optimal consumption-investment plan are available (Schroder and Skiadas 
(1999)) . Asides from this desirable tractability property, insights gained from the 
optimal-portfolio solution reveal that ambiguity aversion is potent in reconciling the 
high risk aversion implied by asset prices data and the moderate degree obtained from 
behavioral studies. 
This utility formulation also allows for dynamic optimal-portfolios solutions with 
inter-temporal hedging components against fluctuations in the investment opportu-
nity set and robustness concerns. Actually, tractable solutions are also available for 
the relative-entropy formulation, but only when the investor has logarithmic utility, 
which is clearly a limitation. 
To conclude, the robust-control problem and utility formulation we propose in t his 
chapter introduce a richer interaction between the consumption utility and ambiguity 
loss. In a setting with stochastic investment opportunities, they allow for closed-form 
optimal solutions for the investor with any degree of constant relative risk aversion. 
3.3 The mmn result 
Our main result establishes the connection between the robust-control problem (3.2 .1) 
and a form of the SDU problem. 
Theorem 3.3.1. There exists a unique progressively measurable pair (V, e7b) , such 
that: 
(3.3.1) 
with the boundary condition VT = 0. 
Fort E [0, T ) and any adapted process x, the utility process v: can be expressed 
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as: 
T 8 
Et [! exp ( 2(17 : 1)2 J x~xvdv) 
t t 
X (~ (X 8 J ( 1] ~ 1 )2 Vs + CY~ {f) 1 (X 8 J ( 1] ~ 1 )2 Vs + CY~ #s) ) ds] · 
The utility process ~x is minimized at: 
* blry-11 X = -CTt ~ ' 
and 
vx· = v. 
The existence result of (vt, CYt) in Equation (3.3 .1) can be found in Schroder and 
Sk.iadas (1999). 
Proof. See Appendix A. 0 
With the optimizing value of x*, we approach the robust-control problem (3 .2.1) 
by solving (vt , CYt) described by the backward stochastic differential equation (BSDE) 
in Equation (3.3.1). We can see from this equation that robustness concerns induce 
a state-dependent penalizing component on the utility process. 
The next result shows that the BSDE in Equation (3 .3.1) can be expressed in 
the form of the SDU. We define an ordinally equivalent utility process1 of vt , which 
allows us to express the preference in terms of a homothetic SDU: 
{ 
V: 1- 71 for vt > 0, 
Vt = -(-vt)1- 71 for vt < 0, 
with the boundary condition vr = 0. 
1Two utility functions are ordinally equivalent if and only if they represent the same ranking. 
Ordinal utili ties are preserved by strictly increasing transformations. 
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Proposition 3.3.2. The transformed utility process Vt can be expressed as: 
T 
Vt =lEt [!(1-ry)(lvsl~us- ,Bvs)ds] . (3.3.2) 
t 
Proof. See Appendix A. D 
With this result, we can interpret an investor with the SDU as being ambiguity 
averse and concerned about the robustness of the optimal consumption-investment 
plan. 
Given the special case of the CRRA utility function, the specification in Equation 
(3.3.2) corresponds to the homoethetic SDU specification in Schroder and Skiadas 
(1999) with a = -ry, and 1 i= 1. In that context, the coefficient a is interpreted as 
a measure of the preference for the timing of uncertainty resolution. The connec-
tion established here helps to gain a deeper understanding of ambiguity aversion: It 
increases risk aversion and induces a preference for early resolution of uncertainty. 
The expression of the inter-temporal aggregator in Equation (3.3.2) can con-
nect ambiguity aversion with the preference for early uncertainty resolution (Kreps 
and Porteus (1978)) or the preference for information (Skiadas (1998)). The inter-
temporal aggregator is 
...!]__ 
c.p(t,c,v) = (1 -ry)(lvi'7- 1 U(c) - ,Bv). 
It can be verified that for every (t , c) , the inter-temporal aggregator c.p(t, c, ·) is 
convex, over the domain of admissible values of 7]. This convexity induces the pref-
erence for early resolution of uncertainty as shown by Kreps and Porteus (1978), in 
a discrete-time setting with information modeled through temporal lotteries. It also 
implies the investor as being information seeking, as shown in Skiadas (1998), with 
information modeled by a filtration. Here is an illustration of the motivation: Con-
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sider a lottery A, with the payoff determined by tossing a coin every month for five 
years. If the outcome is head, the lottery pays one dollar, and nothing otherwise. 
The coin is not even. The head will turn up with an unknown objective probability p. 
The second lottery B has the same payment time stream and payoff plan as A. How-
ever, it makes all the tosses at the beginning of the game. People who are ambiguity 
averse will benefit from the second lottery for two reasons. First , the realization of 
the tosses' outcomes helps to infer the true probability distribution and thus resolve 
ambiguity, even though such resolution does not help in the choice of these particular 
two lotteries. Second, the early resolution of uncertainty enables people to make plans 
of their resource allocation early, due to the foreseeable income stream. 
Skiadas (2003) obtains similar results in the relative-entropy formulation. That 
formulation can actually be regarded as a special case of ours. Specify the utility 
form in (3.2.1) with CRRA utility as: 
With a slight abuse of notation, denote by l the limiting value of ( 1)( ) when 
ry ry- 1-~ 
'Y approaches one2 . 
We have: 
The second term is the relative entropy distance considered in Hansen and Sargent 
(2001) and Skiadas (2003), with ~ being the penalizing coefficient. Skiadas (2003) 
2When the relative risk-aversion coefficient 1 approaches one, the value of T/ can be adjusted to 
have the limiting value of the expression ('7 1 )
1( 1 '"Y) to exist and be positive. We denote the limiting 
value by ~ 
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shows that the robust-control problem can be solved by a BSDE for (\It, o-t) : 
d\!t -(log(Ct)- ,B\!t- ~a-z)dt + a-tdBt, 
Vr 0. 
We can express the solution to this BSDE as a form of the homothetic SDU. In 
order to do this, we define an ordinally equivalent utility process Vt of vt as: 
with the boundary condition Vr = 0. 
Proposition 3.3.3. The transformed utility process Vt can be expressed as: 
T 
Vt = lEt [ J (1 - TJV8 ) (log( C8 ) + % log(1 - TJV8 ) ) ds]. (3.3.4) 
t 
Proof. See Appendix A. D 
The utility form (3.3.2) corresponds to the homoethetic SDU specification in 
Schroder and Skiadas (1999) , with a = -TJ and 1 = 1. In this case, closed-form 
solutions for the optimal consumption-investment plan are available. 
We can also connect robustness concerns to the preference for the timing of uncer-
tainty resolution as in Skiadas (2003). In the setting with SDU, a negative a indicates 
preference for early resolution of uncertainty. For an investor with logarithmic utility, 
ambiguity aversion (TJ > 0) indicates a preference for early resolution of uncertainty. 
The increase of the penalty coefficient TJ increases risk aversion. 
Comparing our formulation with that of Skiadas (2003), closed-form solutions 
for the optimal consumption-investment plan are not available in his formulation for 
CRRA utility. Our robust-control problem has closed-form solutions for CRRA utility 
and for logarithmic utility as a special case. 
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3.4 The optimal consumption-investment plan 
In this section, we provide an alternative representation of the optimal solution of 
the robust problem (3.2 .1) for an investor with CRRA utility based on the general-
ized Clark-Ocone formula of the hedging terms using Malliavin calculus (Ocone and 
Karatzas (1991) and Detemple et al. (2003)). We also provide the optimal-portfolio 
solution for the problem (3.3.3) as a special case. 
Detemple et al. (2003) express the hedging terms by conditional expectations 
with respect to the Malliavin derivatives and propose a simulation-based approach 
for the subjective expected utility optimization problem with a stochastic investment 
opportunity set. Here we adopt their methodology to solve for the optimal portfolio 
in the SDU maximization problem. 
From this new representation, we are able to separate the forward-hedging com-
ponent against fluctuations in the market price of risk and interest rate, and the 
backward-hedging component for robustness concerns. 
The optimal solution: the CRRA utility case 
For the investor with robustness concerns, after finding the probability measure under 
which the weighted expected utility has the minimal value, she seeks to maximize her 
expected utility by selecting the optimal consumption-investment plan subject to a 
dynamic budget constraint: 
(3.4.1) 
s.t 
Wt 2: 0, Yt E [0, T]. 
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Here Wt is the investor's wealth process at timet and w is the initial wealth. The 
term 'Trt is the proportion invested in the risky assets at time t. The nonnegativity 
constraint is the typical no-bankruptcy condition. The zero lower boundary can be 
replaced by a finite negative value. The utility funct ion u( ·) satisfies the assumption 
of strictly increasing and concave, with limits limx-too u' ( x) = 0 and limx-tO u" ( x) :::; 
1 --y 
oo. For the problem (3.4.1) with the CRRA utility function u(Ct) = t "' , Schroder 
and Skiadas (1999) derive explicit solutions for the optimal consumption, the utility 
process and the optimal portfolio. Before going to our results, we present the main 
results of Schroder and Skiadas (1999) to introduce definitions and notations. 
Schroder and Skiadas (1999): the CRRA utility case 
• The optimal consumption: 
Denote a= -ry , the optimal consumption is 
with 
k= 1 
1-(1- "!)(1+a) 
• The optimal portfolio: 
The optimal portfolio is 
• The pair (Jt , Zt) and X( 
The backward component (Jt, Zt) and the forward component Xt together 
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solve the FBSDE system: 
( 
1 .!=.:r 1 - , ( (3 ke~et) 
- --(1 +a) 't + -- rt - -- + -- lt 
1- 1 r 1- 1 2 
+ ak z;zt) dt + z;(dBt + (1 - k)(}tdt), 
2 lt 
Xo 
The value of.>.. is obtained by imposing the static budget constraint: 
The forward state-variable dynamics (rt, ()t) and the backward process (Jt, Zt) 
solve an FBSDE system. The process Xt is the logarithm of the state price density, 
adjusted for robustness concerns by including the backward component lt. 
The next theorem compiles the forward dynamics (the state variables and their 
Malliavin derivatives) with the backward dynamics (the process lt and its Malliavin 
derivatives) into an FBSDE system. Numerical methods to solve this system are 
available. We provide the numerical illustration in the next section. A full treatment 
of Malliavin calculus can be found in Nualart (1995) , with the application in finance 
found in Karatzas et al. (1987), Karoui et al. (1997), .and Detemple et al. (2003) . 
Theorem 3.4.1. The dynamics of lt in the CRRA utiiit'!}case is given by Schroder 
and Skiadas {1999) . The processes lt and Dslt, 0 :=:; s :=:; f :=:; T can be solved via the 
(decoupled) FBSDE system: 
Forward dynamics: 
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where 
() ( a(t,yt) ) a Xt = 82a(t, Yt)Vsyt ' 
and the initial conditions are 
Xo =Yo, V sYs = a(s, Ys). 
Backward dynamics: 
with 
and 
V srt = 82r(t, yt)Vsyt, 
DsBt = 82B(t, yt)VsY't-
The boundary conditions are 
Jr = 0, V sJT = 0 X 1'. 
Proof. See Appendix A. D 
Proposition 3.4.2. With the solution of(Jt, Dslt), the pair (Xt, V 8 Xt) can be solved 
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by the system: 
Xo 
Proof. See Appendix A. D 
Theorem 3.4.3. We provide an alternative representation of the optimal-portfolio 
solution by the Clark-Ocone formula. Denote by Ht,s the inter-temporal hedging de-
mand against fluctuations in the investment opportunity set with the expression: 
u u 
Ht ,u = J 'Dtrvdv + J (dBv + Bvdv )'VtBv. 
t t 
Denote Xt ,u as X u - Xt. The optimal portfolio is 
T T 
lEt ( J ~t ,uCu( -kVtXt,u + ~: VtJu)du) + kBtWt- lEt ( J ~t,uCuHt,udu) 
t t 
T 
kwtB~ + (k- l)IEt ( J ~t,uCuHt ,udu) 
t 
Proof. See Appendix A. 0 
The optimal portfolio is decomposed into three parts. The first component is the 
mean-variance portfolio. The second component is the hedging demand against fluc-
tuations in the investment opportunity set. The third hedging comes from robustness 
concerns. 
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The optimal solution: the logarithmic utility case 
For the investor with logarithmic ut ility in the relative-entropy formulation, after 
finding the optimal x~, the utility maximization problem becomes: 
T 
max lEo [j (vs + 1) (Us - ,B log(vs + l))ds] , 
11"t ,Ct T/ 
0 
s.t 
Wt 2: 0, Vt E [0, T]. 
Schroder and Skiadas (1999): the logarithmic utility case 
• The optimal consumption: 
The optimal consumption process is given by: 
where 
kt = _____ ,8 ____ _ 
,8 - a(l- exp( - ,B(T - t)) · 
• The optimal portfolio: 
The optimal portfolio is 
(3.4.2) 
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The backward process (It, Zt) and the forward process Xt solve: 
[ ( kte~et) 1 , J dit = - (1- kt) (3-rt- - 2- + kt(a- (3)It + 2ztzt dt 
+Z:(dBt + (1- k)etdt), 
Ir 0, 
dXt - [(((3- a)kt- (3)Xt +(a- (3)It- (3 + rt + e~t] dt- e~dBt, 
Xo log(A) . 
The shadow price A is solved by imposing the static budget constraint: 
Eo[] ~,c,ds] ~ w. 
0 
Theorem 3.4.4. The backward component It and its Malliavin derivative Dsit , 0 < 
s < t can be solved via the ( decoupled) FBSDE system: 
Forward dynamics: 
Th e forward system is the same as that in Theorem (3.4.1). 
Backward dynamics: 
with 
and 
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The boundary conditions are 
Proof. See Appendix A. 0 
Proposition 3.4.5. With the solution of(Jt , 'Dslt), the pair (Xt, 'DsXt) can be solved 
by: 
t 
Xt - J e- f.t((f3 - a)kv-f3)dv ((a- (3)Js - (3 + rs + e~:s) ds 
0 
t 
_ J e- J:((f3-a)kv-f3)dve~dBs + e- J~ ((f3-a)kv -f3)dv log(>.), 
0 
t 
'DsXt - J e- f~((f3-a)kt -f3)dt((a- (3) 'Dsl v + 'Dsrv)dv + (Bvdv + dBv)'DsBv) 
s 
Proof. See Appendix A. D 
With Proposition 3.4.5, we can decompose the hedging demand for Xt into the 
hedging demand against fluctuations in the investment opportunity set and that re-
lated to the backward term It. This enables us to express the optimal portfolio as 
three components: the mean-variance portfolio, the forward-hedging term related to 
'D8 Xt and the backward-hedging term related to 'Dslt. 
92 
Theorem 3.4.6. The optimal portfolio can be expressed as: 
T 
lEt [ J (VtJu - ku'DtXt ,u)Cu~t,udU] 
t 
T T 
-lEt [ J Cu~t ,uHt,udu] + B~lE [ J Cu~t,ukudu] 
t t 
T T 
B~IE [ J ~t,uCukudu] - lEt [ J Cu~t,uHt,udu] 
t t 
T u 
-lEt [ J ( J ef:((f3-a)kL - f3)dl(Vtrvdv + (dBv + Bvdv)'V tBv)dv) kucu~t,udu] 
t t 
T u 
+lEt [ J ( V tJu + ku ( J ef:((f3-a) kL -f3)dl ( (a- (3)VtJv)dv)) Cu~t ,udu] . 
t t 
Proof. See Appendix A. 0 
3.5 Numerical Results 
In the numerical experiments, we assume that the short rate follows an Ornstein-
Uhlenbeck process as in the Vasicek model: 
(3.5.1) 
Parameters used for the numerical illustration are summarized in Table (3.1). 
Before presenting the numerical results for optimal solutions, we first illustrate the 
performance of the regression-based Monte Carlo method in Gobet et al. (2005) ap-
plied to solve the FBSDE systems. 
93 
The performance of the regression-based method 
In this section, we use the regression-based method proposed by Gobet et al. (2005) 
to solve the FBSDE systems of (Xt, VsXt) and (Yt, V 5 yt , lt , V 5 Jt) for CRRA and 
logarithmic utility. We introduce the following notations: 
1-{.1 
s,t,T 
T T 
-J (1- kv)((1- kv) 2 B~VsBv )dv-J (1- kv)dB~VsBv, 
t 
T 
-J (1- kv)(Vsrv + kvB~VsBv)dv, 
In the case of logarithmic utility, with parameters constraints a= 0 or a = (3, the 
processes lt and V 5 Jt(s < t) can be solved explicitly: 
T 
Et [~t,rexp (!(1- kv)(/3- rv- ~v()~()v)dv)], 
t 
T T 
~t ,T exp (- J (1 - kv)B~dBv - J (1 - k;) 2 ()~()v dv), 
t t 
Et [ ~t ,T exp ( Jt (1 - kv) ((3- 'rv - ~()~Bv)dv) (1-l!,t,T + 1-l;,t,T)] 
Jt 
The first two equations are from Schroder and Skiadas (1999). The last equation 
is obtained by applying the chain rule of Malliavin calculus. In the case of a = 0, the 
values of l t and V slt are both zero. 
In the case of CRRA utility with a = 0, the components Jt and V slt , s < t also 
have explicit solutions. Unlike the solutions for logarithmic utility, they do not vanish 
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in this situation: 
T v 
lt 1 ~ 1Et[~t,T j exp( 1 ~ 1 J(ru- ~+~B~eu)du)dv] , 
t t 
V,J, 1 ~ /' [ 1i!,,,rt<,T ] exp (' ~ 7 ] (r. -~ + ~B~o}+v] 
t t 
We apply the Monte Carlo simulation method to compute the conditional expec-
tations, which are used as a benchmark to evaluate the performance of the regression-
based method. As shown in Figures (3 .6.1), (3.6.2) and (3.6.3) , the regression-based 
method generates numerical solutions that are very close to t hose calculat ed from 
Monte Carlo simulations. Notice that in the case of logarithmic utility with a = 0, 
there is a very small divergence between the two numerical results at t = 0. The 
reason is that t he SDE followed by the lt process in the logarithmic utility case does 
not apply directly for the limiting case of a = 0. As a result , we use a= 10- 7 in t he 
regression-based method as an approximation for this limiting case. The conditional 
expectation formula applies for a = 0. 
The optimal portfolio 
In this section, we study the impacts of ambiguity aversion on t he dynamic optimal 
portfolio in a setting with stochastic investment opportunities. Specifically, we assume 
a stochastic interest rate process with the dynamics in the Equation (3.5.1) and keep 
the market price of risk B as constant. The latter can also be specified as stochastic. 
We see from the Figures (3.6.4) and (3.6.6) that the optimal-portfolio pattern 
shares some common features with those obtained in an environment without am-
biguity. The hedging component changes sign as relative risk aversion is in excess 
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or falls short of one. This illustrates the knife-edge behavior of logarithmic utility. 
For the investor with relative risk aversion greater than one, the hedging demand for 
interest rate fluctuations boosts the stock demand, due to the negative correlation 
between the interest rate and the stock price. 
More interestingly, we see significant impacts on the dynamic optimal portfolio 
from ambiguity aversion. Figures (3.6.4) and (3.6.6) illustrate that ambiguity aversion 
equivalently increases risk aversion, in a sense that it lowers the constant mean-
variance portfolio. The adjusted relative risk aversion is 'Y + ("! - 1) x ( -rt). To 
reconcile the high relative risk aversion implied by asset prices (say, 10) with the 
moderate degree implied by behavioral studies (namely, 4), we need an ambiguity 
penalty coefficient of -2. 
In addition to the mean-variance portfolio, robustness concerns decrease the total 
proportion of wealth invested in the stock market. The higher the penalty the investor 
imposes, the less aggressively she invests in the stock market. 
In a setting with no ambiguity, the investor with logarithmic utility only invests 
in the mean-variance portfolio even with a stochastic investment opportunity set. 
As shown in Figure (3.6.5), the pattern of the optimal portfolio changes when this 
investor is ambiguity averse. First, the mean-variance portfolio is time-dependent, 
even with a constant market price of risk. It is lower at the initiation of investment, as 
ambiguity aversion increases risk aversion. It grows and approaches the mean-variance 
portfolio obtained in a setting with no ambiguity at the end of the investment horizon. 
Second, she is no longer myopic and requests an inter-temporal hedging demand. The 
hedging demand is positive, as it contains the component to hedge for fluctuations in 
the interest rate, which is negatively correlated with the stock market shocks. 
Figure (3.6.10) displays the behavior of the optimal portfolio and its mean-variance 
component relative to the ambiguity aversion and investment horizon, for an investor 
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with CRRA utility and relative risk aversion of 4. The investment horizon is from 0.5 
to 7.5 years and the ambiguity penalty is from -1 to 0. The higher the absolute value 
of the penalty, the more ambiguity averse the investor is. As expected, ambiguity 
inversion shifts the mean-variance portfolio toward a lower level. The mean-variance 
portfolio is constant over the investment horizon. The total portfolio, as a fraction of 
wealth invested in the stock market, is a decreasing (increasing) function of ambiguity 
aversion (the investment horizon) . This behavior is the same as that relative to the 
risk aversion and investment horizon. 
Figure (3.6.11) illustrates the optimal-portfolio behavior for an investor with log-
arithmic utility for different investment horizons and ambiguity aversion. Similar to 
the case of CRRA utility, the total portfolio decreases as ambiguity aversion increases. 
However, both the mean-variance and total portfolios are decreasing with the length 
of the investment horizon. This implies that younger investors to invest less in the 
stock market. 
Figure (3.6.12) shows the effects of ambiguity aversion and risk aversion on the 
inter-temporal hedging demand. For an investor with relative risk aversion greater 
than one, the hedging demand increases with risk aversion and/or ambiguity aversion. 
On the contrary, when the investor has relative risk aversion smaller than one, this 
hedging demand is decreasing with risk aversion and/ or ambiguity aversion. When 
the ambiguity aversion and/or risk aversion approach one, the hedging term vanishes. 
These facts suggest that from the perspective of the hedging demand, to include 
ambiguity aversion is also observationally equivalent to increasing risk aversion. 
The optimal consumption 
As illustrated in Figures (3.6.7) , (3.6.8) and (3.6.9), robustness concerns have a sig-
nificant effect on the investor's consumption process. 
The consumption level grows with age, as wealth accumulates with time. When 
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the investor ignores ambiguity (i.e, T] = oo), her consumption level increases as risk 
aversion increases. The reason is that the more risk averse she is, the smoother the 
consumption plan she prefers. As a result, she invests less and consumes more. Ambi-
guity aversion increases risk aversion, and thus induces a higher and more smoothed 
consumption path. 
3.6 The conclusion 
In this chapter , we propose a robust-control problem with a new utility formulation, 
in which the investor trades off the multiplicative structure of utility derived from 
consumption and the loss from ambiguity. 
We establish the equivalence between this robust-control problem and the SDU 
maximization problem. Insights obtained from this equivalence result show that the 
investor with robustness concerns has a preference for early resolution of uncertainty. 
We obtain closed-form optimal solutions when the investor has CRRA utility. We 
provide an alternative representation of the optimal solution based on the Ocone and 
Karatzas formula (Ocone and Karatzas (1991) and Detemple et al. (2003)). This 
representation decomposes the optimal portfolio into three parts: the mean-variance 
component, the dynamics hedging component against fluctuations in the investment 
opportunity set , and the dynamic hedging component for robustness concerns. 
Numerical implementations for the dynamic optimal solution are provided for the 
robust-control problem (equivalently, t he SDU maximization problem) through the 
regression-based method (Gobet et al. (2005)) for solving the FBSDE systems. This 
helps us to gain insights into the inter-temporal hedging demand. For the investor 
with the relative risk aversion greater (smaller) than one, the hedging demand in-
creases (decreases) with ambiguity aversion. With robustness concerns, the investor 
with logarithmic utility is no longer myopic and has an inter-temporal hedging de-
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mand. For t he investor with constant relative risk aversion smaller than one and 
the penalty coefficient approaching one, she behaves as the myopic investor. For the 
ambiguity-averse investor wit h constant relative risk aversion greater t han one, the 
younger she is, t he more aggressively she invest s in the st ock market. This justifies 
advices from personal financial planning services. 
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Table 3.1: Parameters specifications 
This table reports parameter values for numerical implementations2 . 
T: the investment horizon; h: the discretization step; M: the number 
of trajectories for the Monte Carlo simulation ; w: the initial wealth; 
r 0 , ar, f3n O"r: parameters in the Vasicek dynamics of the short rate 
process; e: t he market price of risk; (3: the subjective discount factor; 
0"8 : t he stock volatility; "(: the coefficient of relative risk aversion 
T h M w 
25 1/ 12 10000 20 
ro ar f3r ar 
0.07 0.2 4 - 0.12 
e as {3 
0.09 0.33 0.01 1 0.5 4 
2 The ambiguity penalty coefficient is reported separately with each numerical solution. 
Figure 3.6.1: Numerical solutions for (Jt, Volt) : logarithmic 
utility, a = 0 
In t he case of a = 0, the processes lt and Volt for logarithmic util-
ity have closed-form solutions as conditional expectations. This fig-
ure reports the numerical solut ions for lt and V olt obtained using the 
regression-based approach and the Monte Carlo simulation approach. 
X 10-9 Jt X 10-11 DOJt 
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Figure 3.6.2: Numerical solutions for (lt, Volt) : logarithmic 
utility, a = f3 
In the case of a = (3, the processes lt and V olt for logarithmic util-
ity have closed-form solutions as conditional expectations. This fig-
ure reports the numerical solutions for lt and V olt obtained using the 
regression-based approach and the Monte Carlo simulation approach. 
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Figure 3 .6.3: Numerical solutions for (Jt, V ol t): CRRA utility, 
a= O 
In the case of a= 0, the processes l t and Volt for CRRA ut ility have 
closed-form solut ions as condit ional expectations. This figure reports 
t he numerical solutions for l t and V ol t obtained using t he regression-
based approach and the Monte Carlo simulation approach. 
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Figure 3.6.4: Optimal portfolios with the CRRA utility case: 
'Y = 0.5 
This figure plots the portfolios for the investor with CRRA utility of 
'Y = 0.5 and different ambiguity penalty coefficients. Each portfolio is 
the proportion of wealth invested in the risky asset. 
Optimal Portfolio 
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Investment Horizon 
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Figure 3.6.5: Optimal portfolios with the logarithmic utility 
case 
This figure plots t he portfolios for the investor wit h logarit hmic ut il-
ity and different ambiguity penalty coefficients. Each portfolio is t he 
proport ion of wealth invested in t he risky asset . 
Optimal Portfolio 
0.35,------,--------,----.------~---~ 
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Figure 3.6.6: Optimal portfolios in the CRRA utility case: 
{ =4 
This figure plots t he portfolios for the investor with CRRA utility of 
1 = 4 and different ambiguity penalty coefficients. Each portfolio is 
the proportion of wealth invested in t he risky asset. 
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Figure 3.6. 7: The optimal consumption with the CRRA util-
ity case: 'Y == 0.5 
This figure plots the optimal consumption plans for the investor wit h 
CRRA utility of 'Y = 0.5 and different ambiguity penalty coeffi-
cients. Optimal consumption expenditures are normalized by the initial 
wealth. 
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Figure 3.6.8: The optimal consumption with the logarithmic 
utility case 
This figure plots the optimal consumption plans for the investor with 
logarithmic utility and different ambiguity penalty coefficients. Opti-
mal consumption expenditures are normalized by the initial wealth. 
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Figure 3.6.9: The optimal consumption with the CRRA util-
ity case: 'Y = 4 
This figure plot s the opt imal consumption plans for the investor wit h 
CRRA ut ility of 1 = 4 and different ambiguity penalty coefficients . Op-
t imal consumption expendit ures are normalized by t he init ial wealt h. 
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Figure 3 .6.10: Effects of the investment horizon and ambigu-
ity aversion on the optimal portfolio in the CRRA utility case 
This figure plots the optimal portfolios for t he investor with CRRA 
ut ility of ry = 4, wit h different ambiguity penalty coefficients and in-
vestment lengths. The optimal portfolio is t he proportion of wealth 
invest ed in t he risky asset. 
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F igure 3.6.11: Effects of the investment horizon and ambigu-
ity aversion on the optimal portfolio in the logarithmic utility 
case 
This figure plots t he opt imal portfolios for t he investor with logarit h-
mic ut ility, wit h different ambiguity penalty coefficients and investment 
lengths. The opt imal portfolio is t he proportion of wealt h invested in 
t he risky asset. 
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Figure 3.6.12: Effects of risk aversion and ambiguity aversion 
on the inter-temporal hedging demand 
This figure plots the inter-temporal hedging demands for the investor 
with CRRA utility of the investment length T = 15, with different 
ambiguity penalty coefficients and risk version coefficients. The optimal 
portfolio is the proportion of wealth invested in the risky asset. 
Inter-temporal Hedging Demand, gamma> 1 Inter-temporal Hedging Demand, O<gamma<1 
0.01 
0.5 
0.5 
1 -1 0 0 
111 
Chapter 4 
The conclusion 
We study two inference-related problems in the financial market: 1) the inference 
problem for the multi-factor ATSMs; and 2) the implication of the robust-concerns 
about model uncertainty on the dynamic optimal-portfolio strategies. 
In the first chapter, we develop MCMC algorithms to conduct a Bayesian infer-
ence analysis for multi-factor ATSMs. We apply the algorithm on two market data 
sets that cover different economic regimes. Data I contains the yield data of weekly 
observations of 11 maturities for 1989 - 2007 and Data II consists of the yield data 
of monthly observations of 5 maturities for 1972 - 2010. The algorithm allows us 
to sample parameters and latent states from the posterior distribut ion. It closely 
replicat es the simulated data set and two market data sets. The in-sample pricing 
errors are smaller than those in the literature with the similar sample. We also con-
duct a Bayesian forecast analysis on future yield levels for Data I. With the A(1, 3) 
model, The Bayesian forecast performance dominates the OLS forecast and frequen-
tist forecast approaches for all maturities. It also dominates the random walk forecast 
approach for maturities greater or equal to one year. We study the Bayesian model 
comparison for the two market data sets. The model evidence delivers a ranking con-
sistent with the in-sample fitting and out-of-sample forecast performances for each 
model. Dat a I has the feature of non-normality of the yield change distribution and a 
humped shape of yield volatility. Model evidence supports A(1, 3) as the best model. 
Data II supports the non-normality feature, but has a downward shape of volatility 
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curve. The later suggests a strong negative correlation between the state variables. 
As a result, the model evidence ranks A(O, 3) as the best model. 
In the second chapter, we propose a robust-control problem with a new utility 
formulation where the investor trades off the multiplicative structure of consumption 
utility and the ambiguity loss. The latter is described as the power function on the 
Radon-Nikodym derivative process between the underlying and the alternative prob-
ability measures. We establish the equivalence between the robust-control problem 
with the new utility formulation between an SDU maximization problem. We obtain 
closed-form optimal solutions when the agent has CRRA consumption utility. We 
provide an alternative optimality solution representation based on the Ocone and 
Karatzas formula (Ocone and Karatzas (1991)). We provide numerical implementa-
tions of the dynamic optimality solution for the robust-control problem (equivalently, 
the SDU problem) by solving systems of FBSDE through the regression-based Monte 
Carlo method (Gobet et al. (2005)). For the investor with risk aversion greater 
(smaller) than one, the hedging demand increases (decreases) with ambiguity aver-
sion. With robust concerns, the investor with logarithmic utility is no longer myopic. 
For the investor with constant relative risk aversion greater than one, the optimal 
plan has a lower mean-variance portfolio, as compared with that in the subjective 
expected utility model. It also includes the inter-temporal hedging component. 
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Chapter 5 
Appendix 
Appendix A: Proofs 
Before t he proof of the main result, Theorem 3.3.1, we present t he fo llowing results. 
Lemma 5 .0 .1. The process ~x defined in Equation {3.2 .2) can be expressed as: 
(5.0. 1) 
Proof of Lemma 5.0.1. 
T s 
~x lEt [I exp (-I fJvdv ) u(cs)(df,s)"ds] 
t t 
T s s s 
lEt [I exp (-I fJvdv ) u(cs) exp (~ I x~dBv - ~ I x~xvdv) ds] 
t t t t 
T s s s 
lEt [I exp (-I fJvdv ) u(cs) exp (~ I x~dBv - ~2 I x>vdv 
t t t t 
s s 
+ ~2 I <xvdv - ~ I x~xvdv ) ds] 
t t 
T s s s 
lEt [! exp (- j JJvdv ) u(cs)dt,s exp ( ~2 j x~xvdv- ~ j x~xvdv) ds] 
t t t t 
T s s s 
Et [I exp (-I fJvdv ) u(cs) exp ( ~2 I x~xvdv - g I x~xvdv) ds]. 
t t t t 
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The last equality gives: 
0 
Lemma 5.0.2. Define 'f/x as K,2 - K, = ~- There exists an adapted process af such 
that the expression of~x in Equation (5.0.1) has the dynamics: 
(5.0.2) 
with the boundary condition v; = 0. 
Proof of Lemma 5.0.2. According to the PDE (5 .0.2), we can express ~x as: 
with the boundary condition f (T, cr) = 0, for some function f ( ·, ·). By taking deriva-
tion on both sides of the equation above and equalizing it with the PDE (5.0.2), we 
have: 
t t 
d~x f3t ~x- ~ X~Xt ~x + exp ( J f3sds ) exp (- ~ J x~x8 ds) df(t , Ct) 
0 0 
( f3t ~x - Ut - ~ X~Xt ~x) dt + ( af)' dBt. 
As a result , we have df(t, Ct) as: 
t t 
df(t ,ct) = exp (- J f3sds) exp (~ J x:xsds ) (- utdt+ (af) 'dBt)· 
0 0 
Integrating from t to T and applying the boundary condition, we have: 
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By plugging f(t , Ct) back into ~x, we have: 
By t aking expectation under P on both sides, we have: 
s s 
~x = Et [ exp (-J f3vdv ) exp ( ~ J x~xvdv) u(cs)ds] . 
t t 
The existence of the adapted process (Jt is given by the martingale representation 
theorem. 
From lemma 5.0.1, we can express ~x as: 
T s s s 
~x Et [ J exp (- J f3vdv ) u(cs) exp ( ~2 J <xvdv - ~ J x~xvdv) ds] 
t t t t 
~ [ J exp ( - j fJ. dv) u( c,) exp ( ~ j x;x.d++ 
t t t 
0 
Proof of Th eorem 3.3.1. Denote t he discounted version for a process X t as: 
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The dynamics of ~x are 
t t 
d~x - f3t exp (-J f3sds ) ~xdt + exp (-J tJ8 ds) d~x 
0 0 
t 
- f3t exp (-J f3sds ) ~xdt 
0 
t 
+ exp (- J fJ8 dS ) ( (fJ~x - Ut- ~x X~Xt ~x) dt +(o-f)' dBt) 
0 
t 
exp ( - J tJ8 ds ) ( - ( Ut + ~ X~Xt ~x) dt + (o-f)' dBt) 
0 
- (fit+ ~ X~Xt ~x) dt +(a-f)' dBt. 
The dynamics of vt under the P measure are 
Convert the dynamics of vt into the P measure: 
dvt = - ( Ut - fJt vt - 2~ (o-f)' o-f - /'i,( o-f)' Xt ) dt + (o-f)' ( dBt - K,Xtdt) 
- ( Ut - fJt vt - 2~ (o-f)' o-f - /'i,( o-f)' Xt ) dt + (o-f)' dBt. 
(5.0.3) 
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The dynamics of ~ are 
t t 
d~ - f3t exp ( - J (38 ds ) vtdt + exp ( - J f3sds ) dvt 
0 0 
t 
- f3t exp (- J (38 ds ) vtdt 
0 
t 
+ exp (- j f3sds ) (- ( ut - f3t vt - 2~ ( ()"~)' ()"~ - ~( ()"~)' xt ) dt + ( O"n' dBt) 
0 
t 
exp ( - J f3sds ) ( - ( Ut - 2~ ( O"~)' O"~ - ~( O"~)' Xt ) dt + ( O"~)' dBt) 
0 
( - TJ (- b)'-b (-b)' ) dt (- b)'dB-- Ut - ------:::- O"t O"t - ~ O"t Xt + O"t t · 2vt 
Combining the dynamics of dV/ and d~, we have: 
Note that in the dynamics of vt in Equation (5.0.3), if u > O(u < 0) , then we have 
V > O(V < 0) by Theorem A2. in Schroder and Skiadas (1999) . The relationship 
holds under the P measure, asP is equivalent toP. As we specify r; < 0(0::; r; < 1) 
for the utility process u < 0( u > 0), we have V; 2:: 0. 
Denote the process Kt as: 
- x - (TJx Jt 1 ) Kt = (~ - vt) exp 2 X8 Xs ds . 
0 
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The dynamics of Kt are given by: 
dK, (\f,"- if,) exp ( ~ j x;x,ds) ~.~;x, dt 
0 
t 
+ exp ( ~ J X~XsdS) ( - ~ ( Xt v;;;v; + a~ nJ 1 ( Xt v;;;v; + a~#.) dt 
0 
+(af -a~)' dBt) 
t I 
exp ( ~ j x~x8 ds) ( - ~ ( Xt v;;;v; + a~#.) ( Xt v;;;v; + a~#.) dt 
0 
( -x -b)'dB- ) + (Jt - (Jt t . 
Integrate on both sides from t to T and take expectation under P: 
T s 
Et[/ exp (~ J x>vdv) (- ~(xs~ + a~ff)' 
t 0 
(xs~ +a~lf)ds) ]· 
Replace Kt with c~x - i/t) exp (~ J~ X~Xsds ) and apply boundary conditions on 
i/t and ~x: 
~t, [J exp (~" j x~x.dv) G(x,J,J;V.+a:#J 
t 0 
(xs~+a~JIDds)]. 
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Then we have: 
~X -1/t 
T s 
= Et [1 exp ( ~ 1 x~xvdv) (~ ( xsh:V: +a~ fl.)' 
t t 
( X8 h:V: + a~ fl.) ds) l 
Convert the discount back back and we obtain: 
~X - yt 
T s 
= Et [1 exp (~ 1 x~xvdv) (~ ( Xs~ + a~N.)' 
t t 
(xs~ +a~#.)ds) ]· 
The term on the right hand side is greater or equal to zero, with the zero value 
obtained by imposing: 
D 
Proof of Proposition 3.3.2. First consider the case vt > 0. The ordinally equivalent 
transformation of vt is 
v: l -7) Vt = t · 
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By the Ito's lemma, we have: 
dvt (1- ry)~-'1dyt- ~ ( 1 -ry) 7]~-'7- 1 [d1/t, dyt ] 
(1-ry)~-'7 (- ( Ut- f3tvt- 2~ (af)'af)dt + (af)'dBt) 
1( )1 -7)-1( b)' b 
-2 1 - 17 ry ~ at at dt 
(1 -ry)~-'7( -(ut- f3tvt)dt + (af)'dBt) 
(1 )v;-7) 17 ( b)' b 1 (1 ) v;- 7)- 1 ( b)' bd + - 17 t 21/t at at - 2 - 17 17 t at at t 
(1 - ry)~-'7 ( -( Ut - f3t yt)dt + ( af}' dBt)· 
Integrate and take expectations on both sides: 
T 
Vr- Vt = Et [!(1-ry)~-'1(-us + f3sVs)ds]. 
1 
Replace vt with vtl-ry : 
t 
T 
Vt = Et [!(1-ry)(v~Us- f3svs)ds] . 
t 
Similar analysis for the case of vt < 0 gives: 
Integrate and take expectation on both sides: 
T 
Vt = Et [j(-V,)-'1(1-ry)(us- f3sVs)ds]. 
t 
With Vt = -(-vt) 1- '7, we obtain: 
T 
Vt = Et [!(1-ry)((-vs)ry'!_ 1 U8 - ;38 V8 )ds]. 
t 
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By taking two cases together, we have: 
T 
Vt =lEt [! (1- ry)(lvs l ~us - f3svs)ds ] . 
t 
Proof of Proposition 3.3.3. The Ito's lemma gives: 
( 
ry(ab)'ab ) dvt = exp( -ryilt) dvt- ~ t dt 
exp( -7] vt) ( - (log( Ct) - ,Byt - ~ ( af)' af) dt + ( af)' dBt - "7( a;)' af dt) 
exp( -ryilt)(( -log(Ct) + ,Byt)dt + (af)'dBt)· 
Integrate and take expectations from t to T: 
T 
0- Vt =lEt [ J exp( -ry"Vs)( -log(cs) + ,BVs)ds]. 
t 
Replace vt with -llog(1- 'T]Vt): 
TJ 
T 
Vt = lEt [ J (1 - 'T]Vs) (log( Cs) + ~ log(1 - 'T]V8 )) ds]. 
t 
Proof of Theorem 3.4 .3. The optimal wealth Wt at time t is 
T 
~tWt =lEt [ J ~uCudU]. 
t 
D 
D 
By the Ito's lemma, the diffusion process on the left hand side of the equation 
above is 
By the Clark-Ocone formula, the diffusion process on the right hand side of the 
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equation above is 
T 
lEt [ J Dt(~sCu)du] 0 
t 
The chain rule of Malliavin calculus gives: 
u u 
~uDt(Cu) - Cu~u (e~ + J Dtrvdv + J (dBv + Bvdv)'DtBv ) 
t t 
~uDt(cu) - Cu~u(B~ + Ht,u) o 
Then we have: 
T T 
lEt [! Dt(~uCu)du] lEt [f(~uDt(cu) - Cu~u(B~ + Ht,u))du] 
t 
Equate both sides gives: 
t 
T 
lEt [f(~uDt(cu) - Cu~uHt,u)du]- Wt~te;o 
t 
T 
~tWta;1Tt =lEt [f(~uDt(cu) - Cu~uHt ,u)du] 0 
t 
That is 
T 
lEt [f (~t ,uDt(cu) - Cu~t ,uHt ,u )du] 0 
t 
Denote Xt ,u as Xu - Xto Applying the chain rule of Malliavin calculus, we have: 
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Rearrange the terms and we have: 
T T 
lEt[! ~t,uCu( -kDtXt,u+ ~~Dtlu)ds] -lEt[! Cu~t,uHt ,uds] +kB~Wt. 
t t 
D 
Proof of Theorem 3.4. 1. The state variable yt has the dynamics: 
dyt = ;.t(t, yt)dt + a(t, yt)dBt. 
The Maliavin derivative DsYt follow the dynamics: 
with initial condition limt--ts DsYt = a(Ys). 
For the case of the CRRA utility, Schroder and Skiadas (1999) show that the pair 
( J, Z) follows the process: 
where 
In this BSDE associated with a forward equation, for 0 :S s :S t :S T, the dynamics 
of Malliavin derivative 1) s yt are 
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with 
and the initial condition is: 
The calculation rule and smoothing conditions can be found in Karoui et al. 
(1997). D 
Proof of Theorem 3.4 .2. The dynamics of Xt is given by Schroder and Skiadas (1999): 
For 0 :S s :S t :S T, the Malliavin derivative 'D8 Xt has the dynamics: 
with the initial condition: 
Proof of Theorem 3.4.6. The expression of 7rt is the same as in Theorem 3.4.3 : 
T 
Wt1r~CTt = lEt [J(~t ,u'Dt(cu)- Cu~t,uHt ,u)du]. 
t 
By applying the chain rule of Malliavin calculus, we have: 
Cu('DtJu- ku'DtXu) 
eu('DtJu - ku'DtXt,u + kuet)· 
D 
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Then the optimal portfolio can be expressed as : 
T 
lEt [ J (Dtlu - kuDtXt,u)Cu~t,udU] 
t 
T T 
-lEt [ J Cu~t ,uHt,udu] + 8tlEt [ J Cu~t,ukudu] . 
t t 
Replacing the expression of DtXt,u of Proposition (3.4.5), we can express 'lrt as: 
T u 
lEt [ J ( Dtlu + ku ( J ef~((f3-a)kt -f3)dl((o: - fJ) Dtl v)dv)) Cu~t,udu] 
t t 
T u 
- lEt [! ( J ef~((f3-a)kt -f3)dl(Dtrv dv + (dBv + 8vdv)'Dt8v)dv ) kuCu~t ,udu]. 
t t 
0 
Proof of Theorem 3.4.4· The dynamics of (Yt , DsYt) are the same as in Theorem 
(3.4.1). For t he case of the logarit hmic utility, Schroder and Skiadas (1999) show 
that the process ( J, Z ) follows the process: 
with 
In this BSDE associated with a forward equation, for 0 :S s :S t :S T, the dynamics 
of t he Malliavin derivative D8 yt are 
with 
kt(o: - fJ) Dslt + z:vsZt 
+(1- kt)( -Dsrt - kte:vset - z:vset- e:vsZt) , 
126 
and the initial condition is: 
D 
Proof of Proposition 3.4 .5. Express Xt as: 
The Ito's lemma and the dynamics of Xt gives: 
dXt -Xt((f3- a)kt- {3)dt + e- f~ ((f3-a) kv -f3)dvdKt 
- ( (({3- a)kt- f3)Xt +(a- f3)Jt- {3 + rt + e;t) dt- B~dBt. 
As a result, we have: 
with 
Ko =log(-\). 
By integration, we have: 
t 
Kt =-J (((a- f3)Js- {3 + rs + B~s )ds + e:dBs) ef;. ((f3- a)kv- f3 )dv +log(-\) . 
0 
Plug Kt back into the expression of Xt and we have: 
Xt e- J~((f3-a ) kv-f3)dv Kt 
t 
-J e- J: ((f3-a)kv- f3 )dv ( ((a- f3)Js- {3 + rs + e~;s) ds + B~dBs) 
0 
+e- J~((f3-a )kv- f3 )dv log(-\). 
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The chain rule of Malliavin calculus gives: 
with the initial condition: 
By the similar analysis for Xt, the process V sXt can be expressed as: 
t 
V sXt - J e- f~((f3- o:)kt- f3)dl((a- (3)V slv + V srv + B~VsBv )dv + (dBv)'VsBv) 
s 
- t( (f3 -o:)kt-f3)dle' 
- e s s· 
0 
Appendix B: The description of the regression-based approach 
(Gobet et al. (2005)) 
The general FBSDE system that we apply the regression-based numerical algorithm 
is 
dXt = b(t , Xt)dt + at(t , Xt)dWt, 
dyt =- j(t, Xt , yt , Zt)dt + ZtdWt , (5.0.4) 
where X= {X~, t E [0, T]} is the forward component andY= {Yt , t E [0, T]} is the 
backward component. The dimensions of Xt , yt and Zt do not necessarily equal to 
each other. 
Particularly for the FBSDEs in Chapter 3, the forward component is the state 
variables and their Malliavin derivatives. The backward component is composed of 
{ l t}, t E [0, T ] and its Malliavin derivative (i.e yt = { lt, V 8 Jt} ) , with the terminal 
condition as Yr = 0. 
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To numerically solve the FBSDE system (5.0.4), we decompose the problem into 
two steps: the forward and backward simulations. 
The forward simulation 
The standard Eular scheme is applied to approximate the dynamics of the for-
ward component X. The discretization time length is denoted by h. We have 
h = fj, where N is the number of discrezation steps. The equidistant discretiza-
tion times are tk = kh, 0 :S: k :S: N. Starting with the initial value x0, the Eular 
scheme gives: 
We simulate M independent trajectories of the forward component X. The real-
ization at each discretization time and each trajectory is denoted as { Xf:}, 0 :S: 
k :S: N, 1 :S: m :S: M. The backward component counterparts are denoted as 
{~:' , Zf:} , 0 :S: k :S: N, 1 :S: m :S: M. The vectors of realizations at each dis-
cretization time for all M trajectories are denoted as { Xtk} , 0 :S: k :S: N and 
{Ytk, Ztk}, 0 :S: k :S: N. 
The backward Simulation 
The backward simulation is composed of an N -step of backward iteration from 
t N = T to t0 = 0. At each iteration, a Picard fixed point iteration is performed. 
Before the description of the iteration scheme,we introduce the following nota-
tions. 
Notations 
- At each time tk , we approximate {Ytk, Ztk} by Po,k (Xtk) and Pl ,k(Xtk), 
where Po,k ( ·) and Pl,k ( ·) are finite p-dimensional bases functions. The values 
129 
of bases functions along the m-th simulation are denotes as P!k = pz(Xf') 
' k 
for l = 0, 1. 
The projection coefficients are denotes as ao,k and a1,k, both of which are 
of p-dimension. Choices of bases functions will be provided later. 
- The functions pz ,k, l = {0, 1} are real-valued functions bounded from below 
by 1. 
- The functions Pt,k, l = {0, 1} are truncation functions that are defined by: 
where the function~(-) is chosen as: 
~(x) = { ; 
-K 
for lxl < K, 
for x ~ K , 
for x::::; -K, 
for K = 1000.1 
Initialization 
Fori = 1, ···I , m = 1, · · · lVI, we initialize Yr by: 
The backward iteration 
v -i,m = O 
I tN . 
Denote the integer I as t he number of the Picard iterations. For k 
N - 1, · · · , 0, i = 1, ···I, and m = 1, · · · M, we compute: 
y;i,rn _ A ( i m ) 
tk - Po,k ao,k · Po,k , 
The BSDE solution {~;:-\ ZI;: } are approximated by {~!·m, zLm}. The 
1The numerical resul ts reported in the thesis in robust with respect to the choice of K. 
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projection coefficients { ao,d and { a 1,d are obtained iteratively through 
the Picard iteration, which will be described immediately. 
The Picard iteration 
At each tk, k = 0 · · · N- 1, for m = 1, · ··!VI, the approximation y;ti,m = 
k+l 
Po,k(a6,k+l · P3':k+1) is computed by the backward iteration procedure. 
- At the initiation of the Picard iteration (i = 0) , we have: 
i.e, a?,0 = O, l = {0, 1} . 
- For i = 1 ···I , the coefficients at k and ai k are obtained as t he solut ion 
, , 
for the optimization problem: 
M 
. 1 "' (·vi ,m m h tm( i- 1) m (Wm wm))2 mm !VI L.....t I tk+l - ao · Po,k + Jk ak - a1 · P1,k tk+l - tk · 
ao,a1 
m=l 
Here the function f'f:'(ak) is the short notation for: 
Specifications 
- Bases functions 
Several bases functions are introduced in Gobet et al. (2005), such as 
the Hypercubes (HC) , Voronoi partition and Global polynomials. In this 
thesis, the HC bases function is chosen. To evaluate the performance of 
other bases functions for the FBSDEs requires further explorations. 
Fork = 0, · · · , N, denote the j -th entry of the vector Xk as X{ For each 
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k, we choose the domain Dk c Rd t hat contains xr:, form= 1 · · · M: 
where XL, X~ are respectively the lower and upper bound of Xk'm, m = 
1, . · · M. Partition Dk into P number of smaller hypercubes with the edge 
denoted as Oj , j = 1 · · · d: 
with 
The bases function PL ,k(·) is defined as the indicator function with the set 
of hypercubes: 
· - The dimension of the HC bases function 
For the FBSDE system in the logarithmic utility case, we set P = 15. For 
the system in the CRRA utility case, we set P = 25. 
- The number of the Picard iteration 
Gobet et al. (2005) prove that I = 3 is enough to obtain the theoretic 
convergence results of the algorithm described above. In this thesis, for 
the FBSDE system in the logarithmic utility case, we specify I = 3. For 
the system in the CRRA utility case, we specify I= 5. 
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