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In this paper, we modify Eschenbach’s algorithm for constructing
sign idempotent sign patternmatrices so that it correctly constructs
all of them. We find distinct classes of sign idempotent sign pattern
matrices that are signature similar to an entrywise nonnegative sign
pattern matrix. Additionally, if for a sign idempotent sign pattern
matrix A there exists a signature matrix S such that SAS is nonneg-
ative, we prove such S is unique up to multiplication by −1 if the
signed digraph D(A) is not disconnected.
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1. Introduction
A matrix A whose entries consist of the symbols +, − and 0 is called a sign pattern matrix. For
simplicity, we say that A is a positive matrix if all of the entries of A are +, and nonnegative if none of
the entries is −.
For n × n sign pattern matrices A = [aij] and B = [bij], the sum A + B is defined when aij and bij
are not oppositely signed for all i, j ∈ {1, . . . , n}. The product AB exists if no two terms in the sum
n∑
k=1
aikbkj
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are oppositely signed for any i, j ∈ {1, . . . , n}. From this, Ak , when it exists, can be recursively defined
for a positive integer k. If k is the smallest positive integer such that Ak+1 = A, then A is called a sign
k-potent. In particular, A is called a sign idempotent if k = 1.
The structures of sign idempotent sign patternmatrices and sign k-potent sign patternmatrices are
investigated by several authors [3,7,8]. In [5], the authors completely characterized the sign pattern
matriceswhich allow idempotence, anopenproblemproposed in [3]. An important reason for studying
sign k-potent matrices is that the powers of sign k-potent matrices preserve not only the sign pattern
of A but also the cycle structure of the signed digraph D(A).
Clearly, the class of sign idempotent sign pattern matrices is closed under the following operations
(Lemma 1.1 in [3]):
• signature similarity,
• permutation similarity,
• transposition.
It turns out that an irreducible sign pattern matrix A is sign idempotent if and only if A is signature
similar to a positive matrix (see [3]). So, we can assume that a sign idempotent sign pattern matrix A
is in the Frobenius normal form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
A11 A12
A22
· · · A1m
· · · A2m
O
. . .
...
Amm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(1.1)
where each Aii is an ni × ni positive sign pattern matrix or 1 × 1 zero matrix.
Suppose that A is a sign idempotent sign patternmatrix of the form (1.1) and has t consecutive 1×1
zero diagonal blocks. By the definition of sign idempotent matrices, t adjacent 1 × 1 zero diagonal
blocks can be collected into a t×t zero block. From this, the author of [3] observed thatwemay assume
that each Aii in (1.1) is a positive sign pattern matrix or a zero matrix. She called this the modified
Frobenius normal form of a sign idempotent sign pattern A.
To characterize reducible sign idempotent sign pattern matrices, Eschenbach, in [3], presented an
algorithm (Algorithm 2.6 in [3], which we refer to in the rest of this paper, as Eschenbach’s algorithm)
for constructing sign idempotent sign pattern matrices, asserting that all sign idempotents can be
constructed via the algorithm (Theorem2.8 in [3]). In addition, Eschenbach asserted that any reducible
sign patternmatrix of themodified Frobenius normal form is sign idempotent only if each off-diagonal
block Aij can be obtained by using Eschenbach’s algorithm [3].
However, let us consider the following sign idempotent sign pattern matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+ O + + O
O O O O +
O O + + O
O O O + O
O O O O +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1.2)
where each ‘+’ sign denotes a 2 × 2 positive block and ‘O’ denotes a 2 × 2 block of zeros. According
to Eschenbach’s algorithm, the block A14 must be a zero block because A13A34 = O and A12A24 =
O. But A14 = O. So we have a sign idempotent sign pattern matrix which cannot be constructed
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by Eschenbach’s algorithm. On the other hand, in 2008, Huang found the following matrix which is
constructed by Eschenbach’s algorithm but is not sign idempotent [1].⎡
⎢⎢⎢⎢⎢⎢⎣
+ + − +
0 + 0 +
0 0 0 +
0 0 0 +
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Eschenbach gave conditions for nonnegative sign similarity of sign idempotent sign pattern matri-
ces. That is, for a reducible sign pattern matrix A of the modified Frobenius normal form containing
m diagonal blocks, A is signature similar to an m-by-m upper block triangular matrix, each of whose
block entries is a positively signed matrix or a 0-block if each nonzero diagonal block is positive, and
each off-diagonal block is determined by using Eschenbach’s algorithm.
Consider the sign pattern matrix
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
+ 0
0
− +
+ +
O
+ 0
+
⎤
⎥⎥⎥⎥⎥⎥⎦
. (1.3)
It is easy to check that B is a sign idempotent sign pattern matrix which can be obtained from Eschen-
bach’s algorithm, but is not signature similar to a nonnegative sign pattern matrix.
In this paper, we modify Eschenbach’s algorithm so that constructs all the sign idempotent sign
patternmatrices. We then give some classes of sign idempotent sign patternmatrices each element of
which is signature similar to a nonnegative sign patternmatrix. Finally, we find an equivalence relation
between nonnegative similarity in the sign idempotent sign pattern matrices and nonnegativity of
cycles in the signed graph.
2. Algorithm for sign idempotent sign pattern matrices
The following three lemmas (Lemma 1.1, 1.2 and 1.2(ii) in [1]) which determine the upper diagonal
blocks Aij of (1.1) are from [3].
Lemma 2.1. If A is an n×n reducible sign pattern matrix such that Aii and Ajj are positive diagonal blocks,
then A is sign idempotent only if the sign pattern of Aij = O or Aij contains only +’s or only −’s.
Lemma 2.2. Suppose A is an n × n reducible sign pattern matrix. If Aii is positive and Ajj = [0], then A is
sign idempotent only if Aij = O or Aij contains only +’s or only −’s.
Lemma 2.2(ii). Suppose A is an n × n reducible sign pattern matrix. If Aii = [0] and Ajj is positive, then
A is sign idempotent only if Aij = O or Aij contains only +’s or only −’s.
Now we introduce an algorithm which constructs all the sign idempotent sign pattern matrices.
This algorithm is a modification of Eschenbach’s algorithm. So we call this algorithm the Modified
algorithm.
Modified algorithm. Let A be an m × m reducible sign pattern matrix of the modified Frobenius
normal form and let P = A2 = [Pij]. Determine the sign patterns of each off-diagonal block as
follows:
(I) Start with the first superdiagonal. Determine the sign patterns of each off-diagonal block
Ai,i+1,
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(1) using Lemma 2.1 if Aii and Ai+1,i+1 are positive,
(2) using Lemma 2.2 if Aii is positive and Ai+1,i+1 is a 0-block, and
(3) using Lemma 2.2(ii) if Aii is a 0-block and Ai+1,i+1 is positive,
so that Ai−1,iAi,i+1 is unambiguously defined. Move up to the next superdiagonal if there is
one.
(II) For an unspecified block Ai,i+k on the kth superdiagonal k = 2, 3, . . . , m − i, go to step (I) if∑i+k−1
j=i+1 AijAj,i+k = 0, otherwise do the following:
(1) If Pi,i+k = AiiAi,i+k + Ai,i+kAi+k,i+k , do step (I) with i + k replacing i + 1.
(2) For the case that either Aii or Ai+k,i+k is not zero block,
(i) let Ai,i+k = ∑i+k−1j=i+1 AijAj,i+k if the sum of matrix products∑i+k−1j=i+1 AijAj,i+k has
no zero entry,
(ii) use Lemma 2.1, Lemma 2.2 and Lemma 2.2(ii) if the sum of matrix products∑i+k−1
j=i+1 AijAj,i+k has at least one zero entry.
(3) If both Aii and Ai+k,i+k are 0-blocks, let Ai,i+k = ∑i+k−1j=i+1 AijAj,i+k .
When all blocks are specified on this superdiagonal, move up to the next superdiagonal if
there is one, that is, increase k by 1 for all k = 2, . . . ,m − 1 and repeat (II).
Clearly, sign pattern matrices (1.2) and (1.3) can be constructed from the Modified algorithm.
We now show that theModified algorithm can construct all sign idempotent sign patternmatrices.
Lemma 2.3. Let A =
[
A11 A12
O A22
]
be a matrix of the modified Frobenius normal form. If A is obtained from
the Modified algorithm, then A is a sign idempotent sign pattern matrix. Moreover, A is signature similar to
a nonnegative sign pattern matrix.
Proof. Let A12 = [bij] be an n1 × n2 block. Since A is a non-vacant sign pattern matrix of the modified
Frobenius normal form, either A11 or A22 is positive.
If both A11 and A22 are positive, by (I)-(1) of the Modified algorithm, A12 is positive or negative.
Therefore A11A12 + A12A22 = A12 and thus A is sign idempotent.
Set S = diag(b11, b21, . . . , bn1,1,+, · · · ,+), so SAS is nonnegative.
IfA11 is a positivematrix andA22 is a 0-block, then, by (I)-(2) of theModified algorithm, each column
of A12 has the same sign pattern. Hence A11A12 + A12A22 = A12, and so A is sign idempotent.
Set S = diag(+, . . . ,+, b′11, b′12, . . . , b′1,n2) where
b
′
1i =
{
b1i if b1i = 0
+ otherwise.
Then SAS is a nonnegative sign pattern matrix.
The proof of the casewhereA11 is a 0-block andA22 is a positive block, is the same as for the previous
case. 
Lemma 2.4. Let A be a reducible sign pattern matrix that is constructed by the Modified algorithm. If Aii
is positive, then each column of Aik is constantly signed for all k = 1, . . . ,m. (i.e. there are only +’s, −’s
or 0’s in each column).
Proof. We will use induction on m, the number of main diagonal blocks. If A is a 2 × 2 block matrix,
then by Lemma 2.1 we are done, that is, the block A12 is constantly signed. Assume that the assertion
holds when the number of main diagonal blocks is less than or equal to m − 1. Now suppose that
them’th block Aim is obtained by the Modified algorithm. Then Aim is either already a unisigned block
or Aim = ∑m−1j=i+1 AijAjm. By the induction hypothesis, all the row vectors of Aik are equal and so each
column of AikAkj contains only + ’s, − ’s or 0 ’s for k = i + 1, . . . ,m − 1. Thus, each column of∑m−1
j=i+1 AijAjm contains only +’s, −’s or 0’s. So we get the conclusion. 
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We should remark that the assertion in the Lemma 2.4 for the column blocks is also true for the row
blocks. That is, if A is a reducible sign pattern matrix which is constructed by the Modified algorithm
and Aii is a positive block, then each row of Aki contains only+’s,−’s or 0’s for all k = 1, . . . , i. In the
remainder of this paper, we refer to this result as Lemma 2.4(ii).
Theorem 2.5. If A is a reducible sign pattern matrix for which the off-diagonal blocks are determined by
the Modified algorithm, then A is a sign idempotent sign pattern matrix.
Proof. LetAbeareducible signpatternmatrixwhich isobtainedby theModifiedalgorithm.SinceA is of
the modified Frobenius normal form, Ai,i+1 = ∑i+1i=i AijAj,i+1. This implies that the first superdiagonal
is necessarily idempotent and so it suffices to consider only the cases Ai,i+k for k  2.
Our proof is by cases, depending on what step of the Modified algorithm produces Ai,i+k .
Case (i) Ai,i+k is obtained from step (II)-(i) of the Modified algorithm.
By Lemma 2.2 and Lemma 2.2(ii), it is clear that Ai,i+k = ∑i+kj=i AijAj,i+k .
Case (ii) Ai,i+k is obtained from step (II)-(ii)-(1) of the Modified algorithm.
In this case,
AiiAi,i+k =Aii
⎛
⎝i+k−1∑
j=i+1
AijAj,i+k
⎞
⎠ = i+k−1∑
j=i+1
AiiAijAj,i+k
=
i+k−1∑
j=i+1
AijAj,i+k or 0-block
(2.1)
and
Ai,i+kAi+k,i+k =
⎛
⎝i+k−1∑
j=i+1
AijAj,i+k
⎞
⎠ Ai+k,i+k = i+k−1∑
j=i+1
AijAj,i+kAi+k,i+k
=
i+k−1∑
j=i+1
AijAj,i+k or 0-block.
(2.2)
Thus
∑i+k
j=i AijAj,i+k = Ai,i+k .
Case (iii) Ai,i+k is obtained from step (II)-(ii)-(2) of the Modified algorithm.
Suppose an entry, say (l,m), of
∑i+k−1
j=i+1 AijAj,i+k is zero.
If Aii is positive, then by Lemma 2.2, the mth column of the summation
∑i+k−1
j=i+1 AijAj,i+k is zero.
Hence, by (2.1) and (2.2),
∑i+k
j=i AijAj,i+k = Ai,i+k. If Ai+k,i+k is positive, then it is proved by a similar
way to the case that Aii is positive.
Case (iv) Ai,i+k is obtained from step (II)-(iii) of the Modified algorithm.
From the procedure of the algorithm, AiiAi,i+k + Ai,i+kAi+k,i+k = O, and so ∑i+kj=i AijAj,i+k =∑i+k−1
j=i+1 AijAj,i+k = Ai,i+k .
Thus the assertion holds. 
Let A be a reducible sign idempotent sign pattern matrix of the modified Frobenius normal form.
Then
Ai,i+k =
i+k∑
j=i
AijAj,i+k = AiiAi,i+k +
i+k−1∑
j=i+1
AijAj,i+k + Ai,i+kAi+k,i+k
for all i = 1, . . . ,m and k = 0, . . . ,m − i. If both Aii and Ai+k,i+k are 0-matrices, then Ai,i+k =∑i+k−1
j=i+1 AijAj,i+k and so Ai,i+k can be obtained by step (II)-(3) of the Modified algorithm. Assume that
either Aii or Ai+k,i+k is not a zero block. If k = 1 or ∑i+k−1j=i+1 AijAj,i+k is a zero matrix, then Ai,i+k
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satisfies Lemma 1.1, Lemma 1.2 or Lemma 1.2(ii) and Ai,i+k so can be obtained by the step (I) or
(II)-(1) of the Modified algorithm. If k  2 and∑i+k−1j=i+1 AijAj,i+k does not contain a zero entry, then
Ai,i+k = ∑i+kj=i AijAj,i+k = ∑i+k−1j=i+1 AijAj,i+k and so Ai,i+k can be obtained by the step (II)-(2)-(i) of the
Modified algorithm. Suppose that
∑i+k−1
j=i+1 AijAj,i+k is not a 0-matrix and contains a zero entry. Then,
by Lemma 2.2 and Lemma 2.4, Ai,i+k can be obtained by step (II)-(2)-(ii) of the Modified algorithm.
Hence each off-diagonal block ofA can be obtained by theModified algorithm, and sowith Theorem
2.5, the following theorem holds.
Theorem 2.6. Let A be a reducible sign pattern matrix of the modified Frobenius normal form. Then A is
a sign idempotent sign pattern matrix if and only if each off-diagonal block of A can be obtained by the
Modified algorithm.
3. Signature similar to nonnegative sign patterns
In this section,we find some distinct classes of sign idempotent sign patternmatrices each ofwhich
is signature similar to a nonnegative sign pattern matrix. This is a partial answer to an open problem
which is posed by Eschenbach (see [3]).
For simplicity, we write In for an n × n diagonal matrix with positive diagonal entries.
Theorem 3.1. Let A = [aij] be a reducible sign idempotent sign pattern matrix of the modified Frobenius
normal form. If Aij = ∑j−1k=i+1 AikAkj for all j  i + 2, then A is signature similar to a nonnegative sign
pattern matrix.
Proof. We prove this theorem by induction on m, the number of blocks on the main diagonal. In the
case m = 2, the assertion is already proved by Lemma 2.3. Assume that the assertion holds when
the number of main diagonal blocks is less than or equal to m − 1. Let A = [aij] be a reducible sign
idempotent sign patternmatrix of themodified Frobenius normal formwithm blocks on the diagonal.
By the induction hypothesis, there is a signature matrix S1 such that
A′ = (S1 ⊕ Inm)A(S1 ⊕ Inm) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11 B12 · · ·
B22 · · ·
. . .
B1,m−1 A1m
B2,m−1 A2m
...
...
O
Bm−1,m−1 Am−1,m
Amm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.1)
where each Bii is a positive or zero block and Bij is nonnegative for all 1  i < j  m − 1.
Let us denote the elements of A′ by bij , so A′ = [bij].
Case (i). If Amm is a zero block, then Bm−1,m−1 is positive and, by Lemma 2.1, there is an nm × nm
signature matrix S2 such that (m − 1,m)-block Am−1,mS2 of (S1 ⊕ S2)A(S1 ⊕ S2) is nonnegative. We
denote (S1 ⊕ S2)A(S1 ⊕ S2) by A′′. A′′ is of the form
A′′ = (S1 ⊕ S2)A(S1 ⊕ S2) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11 B12 · · ·
B22 · · ·
. . .
B1,m−1 A1mS2
B2,m−1 A2mS2
...
...
O
Bm−1,m−1 Am−1,mS2
AmmS2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Since Am−2,mS2 = Bm−2,m−1Am−1,mS2, we have that Am−2,mS2 is nonnegative, and so Am−3,mS2 is
also nonnegative. Continuing in these way, we arrive at the fact that A′′ is a nonnegative sign pattern
matrix.
Case (ii). If both Bm−1,m−1 and Amm are positive, then by Lemma 1.1, Am−1,m is a positive, a negative
or a zero block. Put
S2 =
{ − Inm if Am−1,m is negative
Inm otherwise.
Then the (m − 1,m)-block of (S1 ⊕ S2)A(S1 ⊕ S2) is entrywise nonnegative and so, in the same way
as in the proof of Case (i), we can show that A is signature similar to an entrywise nonnegative sign
pattern matrix.
Case (iii). If Bm−1,m−1 is a zero block and Amm is positive, then by Lemma 1.2(ii), each row of Aim
contains only +’s, −’s or 0’s for all i = 1, . . . ,m − 1. If Am−1,m is a nonpositive or nonnegative sign
patternmatrix, then, as in Case (ii), there is annm×nm signaturematrix S2 such that (S1⊕S2)A(S1⊕S2)
is a nonnegative sign pattern matrix. Assume that Am−1,m contains both + and −.
Suppose that Bi,m−1Am−1,m is nonnegative for all i = 1, . . . ,m − 2. If the kth row of Am−1,m
contains only −’s, then the kth column of Bi,m−1 contains only 0’s for all i = 1, . . . ,m − 2. Define an
nm−1 × nm−1 signature matrix S3 = diag(s1, . . . , snm−1) by
si =
{− if the ith row of Am−1,m contains only − ’s
+ otherwise
and let S = In1 ⊕ · · · ⊕ Inm−2 ⊕ S3 ⊕ Inm . Then the (m − 1,m)-block of SA1S is nonnegative and
so, by the same reason as in the previous case, SA1S is a nonnegative sign pattern matrix. Similarly, if
Bi,m−1Am−1,m is nonpositive for all i = 1, . . . ,m − 2, then put
si =
{− if the ith row of Am−1,m contains only + ’s
+ otherwise
and let S = In1 ⊕ · · · ⊕ Inm−2 ⊕ S3 ⊕ (−Inm). Then, by the same method as in Case 1, we can show
that SA1S is a nonnegative sign pattern matrix.
Assume that there are i, j ∈ {1, . . . ,m − 2} such that Bi,m−1Am−1,m and Bj,m−1Am−1,m contain
positive and negative entries, respectively. Put α = ∑m−2k=1 nk . There are positive integers p, q, r and s
such that bpubur = + and brvbvs = − for some u, v ∈ {α + 1, . . . , α + nm−1}. Then the (u − α)th
and (v − α)th row of Am−1,m contain only +’s and −’s. There are nonzero entries in the (u − α)th
and (v − α)th columns of Bi,m−1 and Bj,m−1, respectively, and so each of the uth and vth column of A
contain at least one nonzero entry. Let
k = max{t|1  t  α and bt,u = 0}.
Since Am−1,m−1 is a 0-block, Am−2,m−2 is entrywise positive and so, by the maximality of k and the
hypothesis of this theorem, k = α. Thus bα,u = + and, in the same way, bα,v = +. Then
bα,α+nm−1+1 = bα,ubu,α+nm−1+1 + bα,vbv,α+nm−1+1
is an ambiguous entry, and it contradicts the fact that A is a sign idempotent sign pattern matrix. So
we are done. 
Since Aij = Ai,i+1Ai+1,j = ∑j−1k=i+1 AikAkj for all i + 2  j, by Lemma 2.1 and Theorem 3.1. The
following holds (Theorem 2.6 in [1]).
Corollary 3.2. Let A be a reducible sign idempotent sign pattern matrix of the modified Frobenius normal
form. If Aij does not contain a zero entry for all 1  i < j  m, then A is signature similar to a nonnegative
sign pattern matrix.
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Let A = [aij] be a sign pattern matrix. A is called transitively closed if any two of aik , akj and aij are
nonzero, then the other is also nonzero (see [6]).
Theorem 3.3. Let A be a reducible sign idempotent sign pattern matrix of the modified Frobenius normal
form. If A is transitively closed, then A is signature similar to a nonnegative sign pattern matrix.
Proof. We prove this theorem by the induction onm, the number of blocks on the main diagonal. We
already know that the assertion is true for the case m = 2 by Lemma 2.3. Assume that the assertion
holds when the number of main diagonal blocks is less than or equal to m − 1. Let A be a reducible
sign idempotent sign pattern matrix of the modified Frobenius normal form with m diagonal blocks.
By the induction hypothesis, there is a signature matrix S1 such that A1 = (S1 ⊕ Inm)A(S1 ⊕ Inm) has
the form (3.1). Let A1 = [bij] and let
ki = max{t|1  t  β and bti = 0}
where β = ∑m−1i=1 ni. Put k = max{ki|i = β + 1, . . . , β + nm}.
Case (i) : Let Amm be a positive block. Then, by Lemma 2.4(ii), all of bk,β+1, . . . , bk,β+nm have the
same sign. Set S2 = S1 ⊕ (bk,β+1Inm) if buv = 0 for all u = 1, . . . , k− 1 and v = β + 1, . . . , β + nm.
Then S2AS2 is an entrywise nonnegative sign pattern matrix. Assume that bu,β+1 = 0 for some
u ∈ {1, . . . , k−1}. Since A is transitively closed, buk = 0. Thus bu,β+1 = bukbk,β+1, and so, bu,β+1 =
bk,β+1. Set S2 = S1 ⊕ (bk,β+1Inm), then S2AS2 is also a nonnegative sign pattern matrix by Lemma
2.4(ii).
Case (ii) : LetAmm beazeroblock.Much likeas inCase (i)wecan showthat for i = β+1, . . . , β+nm,
ithcolumnofA1 is entrywisenonnegativeornonpositive. Seta signaturematrixS2 = diag(s1, . . . , snm)
by
si =
⎧⎨
⎩ bki,β+i if bki,β+i = 0+ otherwise,
then (S1 ⊕ S2)A(S1 ⊕ S2) is a nonnegative sign pattern matrix. 
Theorems 3.1 and 3.3 do not account for all sign idempotents that are signature similar to nonneg-
ative patterns. Consider the matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
+ −
0
− +
+ 0
O
+ 0
+
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Clearly, A is a sign idempotent sign pattern matrix which is signature similar to a nonnegative sign
pattern matrix. But A does not satisfies the hypotheses of either Theorem 3.1 or Theorem 3.3.
Theorem 3.4. Let A = [aij] be an n × n reducible sign idempotent sign pattern matrix. If the first row or
the last column of A is nonzero, then A is signature similar to a nonnegative sign pattern matrix.
Proof. Without loss of generality, we assume that the last column of A is nonzero. Let S = [sij] =
diag(a1n, a2n, . . . , ann). Then (AS)ij = ∑nk=i aikskj = aijsjj = aijajn = ain or 0. Thus each entry in the
ith row of AS has the same sign as ain or is zero. Therefore, SAS is a nonnegative sign patternmatrix. 
Let A be a reducible sign idempotent sign pattern matrix of the form (1.1) with m diagonal blocks.
Then, by Lemma 2.1, Lemma 2.2 and Lemma 2.2(ii), Aij = αijJni×nj where αij ∈ {+,−, 0} and Jni×nj
is an ni × nj matrix with all positive entries. From this, we define a new matrix, R(A), and we say this
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is the reduced matrix of A. This matrix R(A) = [rij] of A is an m × m upper triangular matrix whose
entries are defined as
rij =
⎧⎨
⎩ αij if Aij = αijJni×nj0 otherwise
for all i, j ∈ {1, . . . ,m}.
Let A = [aij] be a sign pattern matrix. A signed digraph D(A) has an edge (i, j) with the sign aij if
and only if aij = 0. In particular, if A is symmetric, D(A) is called a signed graph and denoted by G(A).
It is well-known fact [2,4]) that an irreducible symmetric matrix A is signature similar to a non-
negative matrix if and only if each simple cycle in the signed graph G(A) is nonnegative.
Theorem 3.5. Let A be a reducible sign idempotent sign patternmatrix of the form (1.1). Then the following
are equivalent:
(1) A is signature similar to a nonnegative sign pattern matrix,
(2) R(A) is signature similar to a nonnegative sign pattern matrix,
(3) each simple cycle in the signed graph G(R(A) + R(A)T ) is nonnegative.
Proof. (1) ⇒ (2) Assume that A is signature similar to a nonnegative sign pattern matrix. Then there
is a diagonal matrix Dwith nonzero diagonal entries such that DAD is nonnegative. Since DAD is also a
sign idempotent sign patternmatrix and the ithmain diagonal block of A is an ni×ni positivematrix or
a 1×1 zero block for all i = 1, . . . ,m, we have thatD = α1In1 ⊕α2In2 ⊕αmInm by Lemma 1.1, Lemma
1.2 and Lemma 1.2(ii). Putting D1 = diag(α1, . . . , αm), this gives us that D1R(A)D1 is nonnegative.
(2) ⇒ (1) Let R(A) be signature similar to an entrywise nonnegative sign pattern matrix. Then
there is a diagonal matrix D1 = diag(d1, . . . , dm) with nonzero diagonal entries such that D1R(A)D1
is nonnegative. Put
D = d1In1 ⊕ d2In2 ⊕ · · · ⊕ dmInm .
Suppose that there is a negative entry in DAD. Then there is a Aij such that didjAij = −Jni×nj which
contradicts the fact that D1R(A)D1 is nonnegative.
(2) ⇔ (3) Since the matrix R(A) + R(A)T is symmetric with nonnegative main diagonal entries,
R(A) + R(A)T is well-defined, so by Corollary 5.3 in [2], the implication is true. 
From the Theorem 3.5, we get the following corollary.
Corollary 3.6. Let A be a reducible sign idempotent sign pattern matrix of the form (1.1) and let Pij be the
set of all paths in D(A) from i to j. Then A is signature similar to an entrywise nonnegative sign pattern
matrix if and only if for each i, j ∈ {1, . . . , n}, all paths in Pij have the same sign.
Let A be a reducible sign idempotent sign pattern matrix. If D(A) is disconnected, then
A =
⎡
⎣ B O
O C
⎤
⎦
where B and C are square matrices. If A is signature similar to a nonnegative sign pattern matrix, then
the signature matrix can be partitioned into two parts, one part corresponds to the matrix B and the
other part to the matrix C. Moreover, the following theorem holds.
Theorem 3.7. Let A be an n × n sign idempotent sign pattern matrix which is signature similar to a
nonnegative sign patternmatrix. The signaturematrix is uniquely determined, but only up tomultiplication
by −1 in the case the signed digraph D(A) is connected.
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Proof. Suppose that SAS = S′AS′ is a nonnegative sign pattern matrix. Then A = S′SASS′ = S′SAS′S.
Put S′S = Q = diag(q1, . . . , qn). For each nonzero entry aij , aij = qiaijqj = aijqiqj , and so qiqj = +.
That is qi = qj . Since D(A) is connected, q1 = q2 = · · · = qn. Thus S = S′ or S = −S′. 
4. Remark
Let us consider two matrices
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+ + + + − −
+ + + + − −
0 0 0 0
0 0 − −
O + +
+ +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and B =
⎡
⎢⎢⎢⎣
+ 0 −
0 + 0
0 0 +
⎤
⎥⎥⎥⎦ .
It is easy to check that A and B are sign idempotents. The first one, A, satisfies the hypothesis of
Theorem 3.1, but D(A) is not transitively closed. On the other hand, D(B) is transitively closed, but B
doesnot satisfy thehypothesis of Theorem3.1. Thereforeweget twodistinct classes of sign idempotent
patterns which are signature similar to nonnegative patterns.
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