The renormalization group transformation for the hierarchical O(N ) spin model in four dimensions is studied by means of characteristic functions of single-site measures, and convergence of the critical trajectory to the Gaussian fixed point is shown for a sufficiently large N . In the strong coupling regime, the trajectory is controlled by the help of the exactly solved O(∞) trajectory, while, in the weak coupling regime, convergence to the Gaussian fixed point is shown by power decay of the effective coupling constant.
Introduction
In order to study a critical spin system with a large coupling constant, it is necessary to control the renormalization group trajectory in a strong coupling regime. In the case of the hierarchical Ising model in four dimensions, the method using characteristic functions of single-site measures was developed and the critical trajectory was shown to converge to a Gaussian measure [?] . This means that the hierarchical Ising model in four dimensions is trivial, namely, the continuum limit of the system is Gaussian.
In the present paper, we study the hierarchical O(N ) spin model in four dimensions and show the triviality of this model for a sufficiently large N .
Let N > 1 and Λ > 0 be integers. We consider Dyson's hierarchical spin model [?] with O(N ) symmetry on the lattice L Λ = {0, 1}
Λ : In what follows, we shall fix the so far arbitrary normalization of the spin variables by
Hierarchical models are so designed that the block-spin renormalization group transformation R has a simple form. Define the block spins φ by
If a function F (φ) depends on φ through φ only, namely, if there is a function F (φ ) of the block spins such that
then it holds that
where R is the mapping defined by
Macroscopic properties for the spin system defined by (1.1)-(1.4) are derived from the asymptotic behavior of the renormalization group trajectory
is a fixed point of R, and the expectation · Λ,hG defines a Gaussian measure. We refer to h G as the trivial fixed point of R. In a weak coupling regime, i.e. in a vicinity of the trivial fixed point h G , rigorous methods were developed to control the renormalization group trajectory for R [?, ?, ?]. However, in order to show existence of the critical trajectory (1.9), we need to study the mapping R in the strong (as well as weak) coupling regime, since the starting point (1.6) is regarded as the strong coupling limit of multi-component λφ 4 measure:
In the present paper, we study the trajectory (1.9) and show that the critical trajectory converges to the trivial fixed point h G . To be precise:
n , n ≥ 0, are defined by (1.6) and (1.9) with α = α N , then the sequence of measures h (N ) n (x)dx, n ≥ 0, weakly converges to the trivial fixed point measure h G (x)dx as n → ∞.
As a result of the above theorem, we see that 'the continuum limit' constructed by using the critical trajectory is Gaussian.
Our proof of Theorem 1.1 is based on the method using characteristic functions of single-site measures developed in [?] . In the present paper, we analyze the O(N ) trajectories in the strong coupling regime by explicitly solving O(∞) trajectories and by estimating differences between O(∞) and O(N ) trajectories. Thus, if N is sufficiently large, we can deal with the renormalization group transformation by hand in contrast with the case N = 1 solved in [?] , in which the analysis in the strong coupling regime is partially computer aided. On the other hand, our argument in the weak coupling regime is essentially the same as [?] .
As is stated in Theorem 1.1, we concentrate on the case d = 4 and put ω = √ 2, though a parallel argument is possible for d > 4.
Outline of the proof
The proof of Theorem 1.1 is decomposed into three parts:
(1) O(N ) trajectory in the weak coupling regime
We obtain a criterion for the trajectory (1.9) to converge to h G assuming that the trajectory has entered a vicinity of h G (Proposition 2.1). Our criterion is stated in terms of characteristic functions and differs from the one given in [?] , which is so complicated that it is not clear whether the trajectory starting at (1.6) meets it. In this section, we describe the outline of our argument and prove Theorem 1.1 assuming Proposition 2.1, Proposition 2.2 and Proposition 2.3 stated below. These propositions are proved in the subsequent sections.
Characteristic functions
We consider characteristic functions of effective measureŝ
and write the renormalization group transformation forĥ
where
In the above, denotes the N dimensional Laplacian and the constant is chosen so that
has spherical symmetry, we shall often writê
where ξ = |ξ|. The mapping T S has the trivial fixed pointĥ G (ξ) = exp(−ξ 2 ).
The Lee-Yang property
Let us introduce a 'potential' V (N ) n (ξ) and its Taylor coefficients µ
As is well-known, the hierarchical model has the Lee-Yang property for any N ≥ 1:ĥ 
This implies the following:
(1) The Taylor expansion in the right hand side of (2.5) has a nonzero radius of convergence;
(2) It suffices to prove lim n→∞ µ (N ) 4,n = 0 in order to ensure lim n→∞ µ (N ) 2k,n = 0 for all k ≥ 2, which implies weak convergence of the trajectory to a Gaussian measure.
Next we introduce the scaled potential v (N )
n (η) and its Taylor expansion by
In other words, we scale the truncated correlation µ
k,n turns out to be O(1) with respect to N (Lemma ??). We refer to ν
k,n as a scaled truncated correlation. In particular, for the trivial fixed point measure h G (x), the scaled potential is given by
Differential equations for potentials
In view of (2.2) and (2.3), we consider the following equation:
with the initial condition
Then, we haveĥ
We also define the t-dependent scaled potential and its expansion by
Then, the potentials v
The scaled potential (2.8) is a fixed point of the above recursion relations. Note that ν (N ) 2j,n (t) has the positivity due to the Lee-Yang property 
Proof of Theorem 1.1
In the weak coupling regime, i.e. in the vicinity of the trivial fixed point (2.8), we write ν
where ν
4,n is assumed to be small. In fact, analyzing solutions to (2.3)-(2.3), we obtain the following proposition (proved at the end of Section 3).
Proposition 2.1 Suppose that there exist a positive integer n 1 and positive constants
, the following conditions are satisfied:
Next we formally put N = ∞ in (2.3). Namely, we consider the equation
where the initial point is chosen as follows (see Lemma 4.1):
In Section 4, we solve (2.4)-(2.21). The solution is referred to as the O(∞) trajectory. As is seen in Section 4, the critical value of α is 2 + √ 2 and the critical trajectory tends to the trivial fixed point (2.8) as n → ∞. (See Lemma 4.4.) Now, consider the Taylor expansion 
Then we have the following proposition (proved at the end of Section 4).
Proposition 2.2 There exist a positive integer n 1 and positive constants
In the above, ζ, , 0 and 1 are the same constants as in Proposition 2.1.
Finally we show that the O(N ) trajectory is approximated by the O(∞) trajectory (proved at the end of Section ??).
Proposition 2.3 For each j = 1, 2, · · · , and for each n = 0, 1, 2, · · · , it holds that
The convergence is uniform in α on any compact subset of (0, ∞).
This fact is by no means trivial, because (2.3) is a singular perturbation of (2.4), to which the standard theory of differential equations does not apply: note that (2.3) is a diffusion equation in the inverse direction of time. We show Proposition 2.3 by means of 1/N expansion developed in [?] . Theorem 1.1 readily follows from Proposition 2.1,Proposition 2.2 and Proposition 2.3.
Proof of Theorem 1.1. We first use Proposition 2.2 and fix the integer n 1 . Then using Proposition 2.3 for n = n 1 and j ≤ 4, we see, for a sufficiently large N , that
and that, for α
so that the assumptions of Proposition 2.1 are satisfied. Theorem 1.1 follows from (2.18) and (2.19) by virtue of (2.6).
O(N ) trajectory in weak coupling regime
In this section, we analyze the solution to (2.3)-(2.3) in the weak coupling regime and prove Proposition 2.1. We shall abbreviate ν
k,n as ν k,n (t), ν k,n and ζ k,n , respectively, since we fix N throughout this section. All the bounds in this section are uniform in N .
Recursion
Let us consider (2.3)-(2.3). We introduce functions λ 2j,n (τ ), j ≥ 1, n ≥ 1, by
in order to separate the main contribution σ(t)ω −1 ν 2,n−1 to the 'mass term' ν 2,n (t), where
In what follows, we assume that σ(t) is defined for t ∈ [0, β/2] = [0, (ω − 1)/4]. This is the case if ν 2,n−1 is close to 1.
It is easily seen that λ 2j,n (τ ), j ≥ 1, satisfy the same equations as those for ν (N ) 2j,n (t):
Let us rewrite (3.1) and (3.1) for j ≤ 4 as integral equations:
We now derive expressions for ζ k,n , j = 2, 6, 8, introduced in (2.13)-(2.15) and confirm the 'marginal behavior' of ν 4,n by using ω = √ 2 (d = 4). Successive use of (3.4)-(3.7) yields
Using the above expressions, we obtain the following recursion relations:
14)
Bounds
Let us derive bounds on ζ 2j,n , j = 1, 3, 4, and ν 4,n by means of (3.12)-(3.15). Our starting point is:
The first inequality comes from (2.12). The second one is shown as follows. From (2.3), we see that ν 2,n (t) obeys
whereas the functionν 2,n (t) = σ(t)ω −1 ν 2,n−1 satisfies
Since ν 2,n (0) =ν 2,n (0) and ν 4,n (t) ≥ 0, we have ν 2,n (t) ≤ν 2,n (t) , and hence (3.21). Using (3.20) and (3.21) , we obtain the following lemma. 27) where C 1 , C 2 , C 3 and 0 are positive constants independent of N, n and α.
Proof. Suppose that ν k,n−1 , k = 2, 6, 8, have the following forms
with the bounds (3.22) and (3.23). Then, if we choose 0 sufficiently small, equations (3.1)-(3.6) together with (3.20) and (3.21) yield 1 < r < 1 + 5ν 4,n−1 ,
Using the above bounds, we have for τ ∈ [0, T ] Using the positive constants C 1 , C 2 , C 3 and 0 in Lemma 3.1, we put
Under the assumption (2) of Proposition 2.1, we see that (3.22) and (3.23) are satisfied for n = n 1 + 1 and for any α ∈ A. From the assumption (1) and (3.25), we have
These bounds imply that ζ 2,n1+1 runs through [−ζ, ζ] when α scans A. Then, we can find a subinterval
Furthermore, from (3.24),(3.26),(3.27) and the assumption (2) of Proposition 2.1, we have 
O(∞) trajectory
In this section, we solve the recursion relations (2.4)-(2.4) with (2.21). Using the solution, we derive bounds on the Taylor coefficients ν (∞) 2j,n , j = 1, 2, 3, 4, defined in (2.22) and show Proposition 2.2.
Recursions
We firstly confirm the initial point (2.21).
Lemma 4.1 Put
for θ > 0. Then, for a sufficiently small θ, it holds that
where the convergence is uniform in
Remark. In this section, we use (4.1) only for η with 2α|η| < 1. The result for η near the imaginary axis will be used in Section ??.
Proof. The Fourier transform of (1.6) is written aŝ n (η) are even with respect to η, we can define functions u n (t, x) and u n (x) by u n (t, η 2 ) = v (∞) n (t, η) , n ≥ 1 , (4.10) u n (0, x) = 2u n−1 ( x 2ω ) , (4.13) where n ≥ 1.
