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Abstract. To each ribbon graph we assign a so-called L-space, which is a
Lagrangian subspace in an even-dimensional vector space with the standard
symplectic form. This invariant generalizes the notion of the intersection ma-
trix of a chord diagram. Moreover, the actions of Morse perestroikas (or taking
a partial dual) and Vassiliev moves on ribbon graphs are reinterpreted nicely
in the language of L-spaces, becoming changes of bases in this vector space.
Finally, we define a bialgebra structure on the span of L-spaces, which is anal-
ogous to the 4-bialgebra structure on chord diagrams.
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2 VICTOR KLEPTSYN AND EVGENY SMIRNOV
1. Introduction
Chord diagrams appear as an essential tool in the study of Vassiliev finite-type
knot invariants. They are constructed as follows: to each singular knot, i.e., a knot
with a finite number of simple self-intersection points, we assign a circle, corre-
sponding to the preimage of the knot, with the preimages of the self-intersection
points joined by chords.
Chord diagrams span a graded vector space (over an arbitrary field) with grad-
ing corresponding to the number of chords. Since the finite-type knot invariants
produce functions invariant under 4-term relations, they can be considered as func-
tions on the quotient of this vector space by the subspace generated by the 4-term
relations. The latter vector space can be equipped with operations of multiplication
and comultiplication, turning it into a bialgebra.
The combinatorial data encoded in chord diagrams are quite involved. In some
situations one can pass from chord diagrams to their intersection matrices: these
are symmetric 0-1 matrices with rows and columns corresponding to the chords,
such that each element is 1 if the corresponding two chords intersect and 0 otherwise
(all the diagonal entries are 0). Alternatively, instead of matrices one can consider
their intersection graphs. As in the case of chord diagrams, we can introduce the
four-term relation and bialgebra structure on the algebra spanned by intersection
matrices. The correspondence between chord diagrams and their intersection ma-
trices is neither injective nor surjective; however, weight systems on intersection
matrices can be lifted to a weight system on chord diagrams, so intersection matri-
ces can serve a valuable source of new weight systems.
The notion of chord diagram admits several natural generalizations. First, we
can study (singular) links instead of knots; they give rise to multicomponent chord
diagrams. Further, following V. Arnold [1], instead of knots we can consider smooth
curves in the plane with possible transversal self-intersections. In this case chord
diagrams are replaced by framed chord diagrams, with chords of two different types.
These chords can be thought of as ribbons joining pairs of segments on a circle;
these ribbons can be either untwisted or twisted. If all ribbons are untwisted, the
diagram is unframed, i.e., ordinary.
For framed chord diagrams one can also introduce the four-term relation; this
was done by S. Lando in [15], cf. also [18]. However, the space of framed chord
diagrams modulo the four-term relation does not form a bialgebra anymore. It
admits a coalgebra structure, but the multiplication of framed chord diagrams is
not well-defined, cf. [13]. Recently M. Karev [14] showed that this space is a module
over the algebra of unframed chord diagrams.
However, for a framed diagram we still can define the notion of its intersection
matrix (or, equivalently, of its intersection framed graph, i.e., a graph with colored
vertices of two different colors, corresponding to twisted and untwisted ribbons).
The four-term relation descends to the space of intersection graphs. In [17] it was
shown that the space of framed graphs modulo the four-term relation still forms a
bialgebra (while the space of framed chord diagrams does not).
Both unframed and framed chord diagrams can be considered in a much more
general context: they are ribbon graphs, or fat graphs, with one vertex. Informally
speaking, ribbon graphs are surfaces glued from disks representing vertices and
ribbons representing edges (formal definition will be given in Sec. 2). Thus, one
can think of ribbon graphs with more than one vertex as of framed multicomponent
chord diagrams.
In this paper we introduce a new object, called the L-space, for each ribbon
graph. For a ribbon graph with n edges, this is a Lagrangian subspace in a 2n-
dimensional space over F2 with a standard symplectic form. It generalizes the
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notion of the intersection matrix. A vector space spanned by L-spaces has a bialge-
bra structure, which extends the bialgebra structure on the space spanned by the
set of (framed) intersection matrices.
The notions of Vassiliev moves and four-term relations for chord diagrams can
be generalized to ribbon graphs. We show that these notions are reinterpreted
nicely in terms of L-spaces: they correspond to certain base changes in the ambient
space. Moreover, for ribbon graphs there is an operation of partial dual, or a Morse
perestroika with respect to a subset of chords, defined by Chmutov [8]; analogues
of this operation also appeared before in the study of graph invariants (see [2] and
[3]). We show that this operation also descends to L-spaces as a particularly nice
base change.
Finally, we define the bialgebra of L-spaces purely combinatorially. This notion
generalizes the notion of the bialgebra of graphs, introduced by S. Lando in [17].
More specifically, we define a bialgebra structure on the vector space freely spanned
by all possible Lagrangian spaces. This bialgebra contains the bialgebra of framed
graphs. The Vassiliev moves, introduced earlier, allow us to extend the four-term
relation from the bialgebra of framed graphs to this larger bialgebra. The set of
four-term relations generates an ideal; the quotient bialgebra is a natural analogue
of Lando’s bialgebra of graphs. An interesting question is to find the dimensions of
its graded components.
Plan of the paper. This paper is organized as follows. In Section 2 we recall
the definition of ribbon graphs and define the operations of taking a partial dual
and Vassiliev moves. In Section 3 we provide a construction of L-space of a ribbon
graph and discuss its relation with the notion of intersection graph of a chord
diagram. Subsection 3.3 we provide explicit formulas for the action of partial duals
and Vassiliev moves of ribbon graphs on the corresponding L-spaces. In Section 4
we prove our main result: we describe a bialgebra structure on the vector space
spanned by L-spaces, and discuss its relation to the bialgebras of chord diagrams
and graphs. Finally, in Section 5 we provide explicit formulas for the action of
partial duals on chord diagrams point out a relation of our operations on ribbon
graphs with certain graph invariants defined by Arratia, Bolloba´s, and Sorkin, and
conclude with discussing how our construction could be related to the study of
multicomponent plane curves.
2. Ribbon graphs
2.1. Definition of ribbon graphs. We begin with a formal definition, taken from
[8] and going back to [4].
Definition 2.1. A ribbon graph G is a surface (possibly non-orientable) with
boundary, represented as the union of two sets of closed topological disks called
vertices V (G) and edges E(G), satisfying the following conditions:
• edges and vertices intersect by disjoint line segments;
• each such segment lies in the closure of precisely one edge and one vertex;
• each edge contains two such segments.
We consider ribbon graphs up to a homeomorphism preserving the decomposition
into vertices and edges.
Informally speaking, vertices can be thought of as disks, and edges are rectangles
attached to the boundary of these disks by two opposite sides; see Fig. 1 below.
Note that an edge can join a vertex with itself; such an edge will be called a loop.
A loop with a vertex attached to it can be homeomorphic either to a cylinder or
to a Mo¨bius band; it is then called orientable or disoriented, or twisted. Note that
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Figure 1. Example of a ribbon graph
for an edge joining two different vertices there is no natural notion of orientation
(however we can say whether two such edges have the same orientation or not).
Alternatively, a ribbon graph can be viewed as a usual graph with some ad-
ditional data: for each vertex we fix a cyclic order of half-edges adjacent to this
vertex, and for each cycle in this graph we fix its orientation, i.e. we say whether
this cycle is orientable (a cylinder) or disorienting (a Mo¨bius band), with natural
conditions of coherence of orientation for cycles with common edges.
Recall the definition of a framed chord diagram (cf. [15]).
Definition 2.2. A chord diagram of order n is a circle with n pairs of pairwise
distinct points, considered up to a diffeomorphism (not necessarily orientation-
preserving), called chords. Framing is a map from the set of chords into the set
F2 = {0, 1}; the chords mapped into 0 and 1 are called orientable and disoriented,
respectively.
We will represent chord diagrams by circles with marked points joined by arcs,
solid for the oriented chords and dashed for the disorienting ones.
Chord diagrams (both framed and unframed ones) can be considered as ribbon
graphs with one vertex. To pass from a chord diagram to the ribbon graph, we
need to consider the circle as the boundary of a unique vertex and to “thicken”
each of its chords, replacing it by a ribbon attached to the boundary according to
its framing; see Fig. 2 below. The resulting surface is orientable if and only if all
chords of the diagram are orientable (i.e., have framing 0).
Figure 2. Chord diagram and the corresponding ribbon graph
2.2. Vassiliev moves for ribbon graphs. In this subsection we introduce two
families of involutive operations on ribbon graphs, called first and second Vassiliev
moves. These operations generalize Vassiliev moves for chord diagrams, used in the
definition of the four-term relation (see below).
Let G be a ribbon graph, and let v be its vertex of degree at least 2. Consider two
edges i and j attached to v in such a way that there are no other edges attached to
the same vertex between them1; i.e., the corresponding half-edges are neighboring
for the cyclic order on v. Let us define the Vassiliev moves for G as follows.
The result of the first move vij1 (G) is obtained from G by attaching i and j to v
along the same segments, but in the different order, as shown on Fig. 3. The second
Vassiliev move acts on G as follows: let us take the second edge j and slide it along
1Strictly speaking, the Vassiliev moves depend not only on i and j, but also on choosing a
half-edge on each of them.
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the edge i until it reaches the vertex on its second endpoint of it (see Fig. 3). Note
that v2 does not affect the topology of a ribbon graph: as surfaces G and v
ij
2 (G)
are homeomorphic (while, of course, as ribbon graphs they are different).
While describing the second Vassiliev move we will call i the fixed chord, and j
will be referred to as the moving chord. Note that the choice of moving and fixed
chords is important: vij2 6= vji2 .
i
j
G
i
j
vij1 (G)
i
j
vij2 (G)
i
j
vij1 v
ij
2 (G)
Figure 3. Vassiliev moves for ribbon graphs
It is easy to see that the Vassiliev moves are involutive operations, and that they
commute. They do not change the number of edges and vertices of G.
An important particular case is when G has only one vertex, i.e. corresponds to
a chord diagram. If in addition G is oriented, we get the classical notion of Vassiliev
moves for chord diagrams, used in the Vassiliev knot invariant theory, depicted on
Figure 4 below (see [18] or [6] for details). On this figure we indicate only the fixed
and the moving chord; the remaining part of the diagram is the same for all four
chord diagrams, corresponding to G, vij1 (G), v
ij
2 (G) and v
ij
1 v
ij
2 (G).
c
i
j
vij1 (c)
i j
vij2 (c)
i
j
vij1 v
ij
2 (c)
i
j
Figure 4. Vassiliev moves for chord diagrams
In [15] Lando generalizes the notion of Vassiliev moves for the case of framed
chord diagrams, distinguishing between three types of Vassiliev moves for all possi-
ble framings of the fixed and a moving chord. In our terms framed chord diagrams
correspond to ribbon graphs with one vertex, not necessarily oriented. It turns out
that for one-vertex graphs our definition of Vassiliev moves coincides with the one
from [15].
Proposition 2.3. Let G be a ribbon graph with one vertex (possibly non-oriented).
Then the Vassiliev moves applied to G coincide with the Vassiliev moves for framed
chord diagrams defined in [15, Fig. 2–4].
The proof of this proposition is straightforward.
2.3. Partial duals, relation with Vassiliev moves. In [8] S. Chmutov gives a
definition of the partial dual of a ribbon graph G with respect to an edge i ∈ E(G).
Here we recall this definition in a slightly modified way.
Definition 2.4. Let G be a ribbon graph, i one of its ribbons. Take S to be the
union of borders of vertices (that are discs, and hence S is a union of circles), and
consider the symmetric difference S′ := S∆ ∂(i): we remove from S two arcs along
which i touches it, and add back two “side boundary” arcs from ∂(i). Then, S′ is
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still a union of circles (as closed one-dimensional manifold). Take a union of disc
attached all the circles from S′ (these will be the new vertices), and glue back the
same ribbons as in G (see Fig. 5). The obtained graph is called partial dual (or
Morse petestroika) of G by the edge (or ribbon) i.
i
i
Figure 5. Morse perestroika (or partial dual). Bold lines show
the boundary of the vertices before and after taking the dual.
We will denote the partial dual of G with respect to an edge i by µi(G). This
notation is not standard: usually such a graph is denoted by Gi. The following
lemma is straightforward (cf. also [8, Lemma 1.8 (a)–(c)]):
Lemma 2.5. • µi is involutive: µ2i (G) = G;
• For i 6= j, the corresponding partial duals commute: µi◦µj(G) = µj◦µi(G).
Hence, an operation of partial dual with respect to a set of edges E′ =
{i1, . . . , ik} is well-defined: µE′(G) = µi1 ◦ · · · ◦ µik(G);
• For arbitrary subsets E′, E′′ ⊂ E(G), we have µE′ ◦µE′′(G) = µE′4E′′(G),
where E′4E′′ stands for the symmetric difference of E′ and E′′.
So the operation of partial dual defines the action of the group Zm2 on the set of
ribbon graphs with m edges.
A key relation between the partial duals and Vassiliev moves is as follows.
Proposition 2.6. First and second Vassiliev moves are conjugate by the partial
dual with respect to the fixed chord:
vij2 (G) = µi ◦ vij1 ◦ µi(G).
Proof. Let i and j be two neighboring edges. First suppose that they are not loops
(i.e., have distinct endpoints). The proof is then shown on Fig. 6. The cases when
either i or j (or both) are loops are considered in a similar way. 
3. L-spaces of ribbon graphs
In this section we introduce our fundamental object: the L-space of a ribbon
graph. It is a generalization of the intersection graph of a chord diagram, introduced
by S. Chmutov, S. Duzhin, and S. Lando in [7]. We start with recalling the latter
notion.
3.1. Intersection graph of a chord diagram. Let c be a chord diagram with
n chords. Let us number these chords by 1, . . . , n in a certain way and consider a
square matrix A(c) of order n with coefficients from F2, defined as follows:
aii = 0;
aij =
{
1 if the chords i and j intersect;
0 otherwise.
Since the chords in a chord diagram are not numbered, the intersection ma-
trix is also defined up to the conjugation by a permutation matrix, i.e., up to a
simultaneous permutation of rows and columns.
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µi
µi
vij2 v
ij
1
Figure 6. Vassiliev moves are conjugate (the chord i is shown by
grey color, the chord j is unfilled)
The intersection matrix of a chord diagram has a nice topological interpreta-
tion. The ribbon graph G corresponding to a chord diagram with n chords is a
surface with boundary. The first homotopy group H1(G,F2) of this surface is n-
dimensional; it admits a natural basis formed by the chords (see [6, Sec 4.8.2]).
Then the intersection matrix for this basis in the homology coincides with the
intersection matrix of the chord diagram, as defined above (see Fig. 9, left).
Equivalently, instead of the matrix we can consider the intersection graph of a
chord diagram. It is a graph whose vertices are indexed by the chords of a chord
diagram, and each two vertices are connected by an edge iff the corresponding
chords intersect each other.
The map from chord diagrams to their intersection graphs is obviously not injec-
tive: there exist different diagrams with the same graph. It is also non-surjective:
Bouchet [5] gives a criterion for a graph to be the intersection graph of a chord
diagram. For instance, the simplest graph that does not correspond to any chord
diagram is the “5-wheel” graph, shown on Fig. 7.
Figure 7. “5-wheel” graph
However, the intersection graphs keep track of much information about chord
diagrams (see [6, 4.8] or [18]). Just like chord diagrams, their intersection graphs
are subject of a four-term relation, they can be formed into a bialgebra and so
forth; we postpone this discussion until Sec. 4.2.
The notion of intersection matrices also makes sense for framed chord diagrams:
if, as above, we define the intersection matrix of a diagram as the intersection
matrix in the cohomology of the corresponding ribbon graph in the basis formed
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by the chords, its elements will admit the following simple description:
aii =
{
0 if the i-th chord is orientable;
1 if the i-th chord is twisted;
aij =
{
1 if the chords i and j intersect;
0 otherwise.
(the self-intersection index of a twisted chord is 1). Likewise, we can define framed
intersection graphs of framed chord diagrams, with vertices of two different colors,
corresponding to orientable and twisted chords. However, the intersection matrix
(or graph) does not admit a direct generalization for the case of arbitrary ribbon
graphs (or, what is the same, of multicomponent framed chord diagrams). Our
next goal is to present a (what we think is a) reasonable analogue of this notion.
3.2. Definition of L-space. Let G be a connected ribbon graph with n chords (for
the moment, we will suppose for simplicity that these chords are numbered). Con-
sider a 2n-dimensional symplectic space V = F2n2 with the base e1, . . . , en, f1, . . . , fn,
and the intersection form defined by (ei, fj) = δij (and vanishing on any other cou-
ple of base vectors). Our goal is to associate to the graph G a Lagrangian (i.e.
maximal isotropic) subspace L(G) ⊂ V .
To do this, first consider the surface Ĝ obtained from G by removing an open
disk from each of its vertices. We will call this surface punctured ribbon graph; this
is a compact surface with boundary. Next, for each edge Ei of G consider two paths:
let αi connect the opposite sides of the edge Ei and let βi connect along Ei the
boundaries of the punctures in the vertices adjacent to Ei, as shown on Figure 8.
βi
αi
Ei
Figure 8. Two cycles corresponding to an edge; here ∂G is shown
by bold lines, the boundary of punctures ∂Ĝ \ ∂G by thin ones,
(punctured) vertices are filled with grey color, the edge Ei is un-
filled.
The paths αi and βi define classes in the first relative homology group of Ĝ
modulo its boundary: [αi], [βi] ∈ H1(Ĝ, ∂Ĝ;F2) (we suppose that all homology
groups have coefficients in F2).
Now, the intersection index defines a natural F2-valued pairing between the rela-
tive homology group H1(Ĝ, ∂Ĝ;F2) and the first homology group H1(Ĝ;F2). Con-
sider the intersection indices of a cycle γ ∈ H1(Ĝ;F2) with [αi] and [βi]. Roughly
speaking, the intersection index with [αi] tells us whether γ “crosses” Ei from one
shore to the other, while the intersection index with [βi] tells us whether γ goes
along the boundary of the vertex from the left to the right near one of the endpoints
of Ei.
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Let us group all these intersection indices together, defining a map
(1) ϕG : H1(Ĝ;F2)→ V, ϕG(γ) =
∑
i
(γ ∩ [αi]) · ei +
∑
i
(γ ∩ [βi]) · fi.
This provides us with the following
Definition 3.1. L-space, associated to the ribbon graph G, is defined as the image
of the map ϕG:
L(G) := ImϕG ⊂ V.
One can immediately note that L(G) is at most n-dimensional. Indeed, dimH1(Ĝ;F2) =
n+1, as Ĝ is homotopy equivalent to the wedge of n+1 circle. However, the “outer”
boundary ∂G ∈ H1(Ĝ;F2) does not intersect any αi, and intersects any βi twice;
hence, ϕG(∂G) = 0.
The following example motivates this definition as a generalization of the notion
of the intersection matrix:
Example 3.2. Let G be a ribbon graph, corresponding to a chord diagram c with
n chords. Then, L(G) ⊂ V in an n-dimensional space, generated by the rows of the
matrix
(2) M = (Idn | A(c))
where A(c) is the intersection matrix of the chord diagram.
Indeed, the i-th row corresponds to the i-th chord: closing it “along the boundary
circle”, we get a cycle γi ∈ H1(Ĝ;F2) that intersects αi and that has the intersection
index with βj equal to 1 if and only if i-th and j-th chords intersect (see Fig. 9,
right).
γi
αi
βj
βj
Figure 9. Left: two cycles γi and γj intersect if and only if the
corresponding chords intersect. Right: cycle γi and its intersec-
tions with αj , βj .
Remark 3.3. Conclusion of Example 3.2 still holds if one passes to the framed chord
diagrams.
In the beginning of this section, we have claimed that the space L(G) will be
Lagrangian. Let us show that it is indeed the case.
Theorem 3.4. Let G be a ribbon graph. Then, L(G) is a Lagrangian (i.e. maximal
isotropic) subspace of V .
Before passing to its proof in full generality, we make one simple remark in the
simplest particular case:
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Remark 3.5. For the particular case of a one-vertex ribbon graph, corresponding
to a framed chord diagram c, the pairing between the i-th and j-th rows ri, rj ∈ V
of the matrix M given in (2) vanishes for all i, j. Indeed, it is equal to the
(ri, rj) = aij + aji = 0 ∈ F2,
where aij are the elements of the intersection matrix A(c), and the sum aij + aji
vanishes in F2, as this matrix is symmetric.
Proof of Theorem 3.4. Let us start with an alternative description of the space
L(G). Namely, the surface Ĝ is homotopy equivalent to a 4-valent graph Γ on
n vertices, obtained from G by contracting each ribbon Ei to the corresponding
vertex vi (and the rest to its edges); see Fig. 10.
βi
αi
Ei
βi
αi
Pi
Figure 10. Contracting a ribbon graph to a 4-graph
Then the four half-edges, starting from a vertex vi, correspond to the four vertices
of the corresponding ribbon Ei (considered as a rectangle). Finally, these half-edges
are joined if the corresponding vertices of the ribbons are joined by a part of the
boundary of a vertex in the ribbon graph.
The homotopy equivalence gives us an identification between H1(Ĝ;F2) and
H1(Γ;F2). Now, for each ribbon Ei the corresponding summand
ϕG,i(γ) := (γ ∩ [αi]) · ei +
∑
i
(γ ∩ [βi]) · fi
in (1) under this identification corresponds to a map
ϕΓ,i : H1(Γ;F2)→ V,
that counts the “crossing” by a cycle γ ∈ H1(Γ;F2) of the associated αi and βi (see
Fig. 10, right).
Pi γ
Figure 11. The graph Γ, corresponding to the ribbon graph on
the right of Fig. 9, the cycle γ, corresponding to the dashed cycle
there, and the neighborhood of the point Pi, used to define the
restriction map Ri.
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For any i, denote by Xi the set of half-edges of Γ, adjacent to the vertex Pi.
Let Ri : H1(Γ;F2) → 2Xi be the restriction map, sending each cycle γ to the set
of half-edges, adjacent to Pi, that it includes (in particular, Ri takes values only in
subsets of Xi of even cardinality); see Fig. 11. Note that as Γ is a graph, the cycle γ
viewed as a union of edges is well-defined given γ as an element of the homology
group. It is then straightforward to check the following.
Lemma 3.6. (i) For any γ ∈ H1(Γ;F2), if Ri(γ) consists of zero or four
half-edges, one has ϕΓ,i(γ) = 0. Otherwise, ϕΓ,i(γ) ∈ {ei, fi, ei + fi}.
(ii) For any γ, γ′ ∈ H1(Γ;F2), one has ϕΓ,i(γ) = ϕΓ,i(γ′) 6= 0 if and only if
Ri(γ) and Ri(γ
′) consist of two half-edges each, and either coincide, or
are complementary in Xi.
Applying Lemma 3.6, we get that dim KerϕΓ = 1, where ϕΓ =
∑
i ϕΓ,i is
the map that corresponds to ϕG under the identification between H1(Ĝ;F2) and
H1(Γ;F2). Indeed, if for γ ∈ H1(Γ;F2) one has ϕΓ(γ) = 0, then for any vertex Pi
one has ϕΓ,i(γ) = 0, and hence γ visits any vertex Pi either by zero, or by all the
four adjacent half-edges. An induction argument (together with the connectedness
of Γ) then implies that either γ = 0 or γ = [Γ]. As dim KerϕΓ = 1, we have
dimL(G) = dim ImϕΓ = (n+ 1)− 1 = n.
Finally, let us check that L(G) = ImϕΓ is a Lagrangian subspace. Indeed, for
any two γ, γ′ ∈ H1(Γ;F2) we have
(ϕΓ(γ), ϕΓ(γ
′)) =
∑
i
(ϕΓ,i(γ), ϕΓ,i(γ
′)).
Now, it is straightforward to check that conclusion (ii) in Lemma 3.6 can be refor-
mulated in the following way: (ϕΓ,i(γ), ϕΓ,i(γ
′)) = 1 if and only if Ri(γ) ∪ Ri(γ′)
consists of exactly three half-edges. Indeed, the skew-product of any two different
vectors in {ei, fi, ei + fi} is equal to 1, and the union of any two different and
non-complementary two-element subsets of Xi consists of three elements.
Consider now γ ∪ γ′ as a subgraph of Γ. Any vertex Pi is its vertex of degree 0,
2, 3 or 4. We thus have
(ϕΓ(γ), ϕΓ(γ
′)) =
∑
i
{
1 Pi is of degree 3 in γ ∪ γ′
0 otherwise
= #{Pi | Pi is of odd degree in γ ∪ γ′} = 0 in F2,
as the number of vertices of odd degree in any graph is even. 
We conclude the section with the following question, due to E. Ghys. It is a
standard statement that for a compact 3-manifold M with boundary, the kernel of
the homomorphism H1(∂M)→ H1(M) is a Lagrangian subspace.
Question 3.7 (E. Ghys). Is there any relation between Lagrangian subspaces defined
by compact 3-manifolds with boundary and L-spaces defined by knots? Can one
define the notion of an L-space using some naturally constructed 3-manifold?
3.3. Action on the L-spaces of Vassiliev moves and Morse perestroikas.
In this subsection we see how do Vassiliev moves on ribbon graphs and partial
duals, defined in Subsection 2.3, act on the corresponding L-spaces. It turns out
that they are nice base changes. Namely, we have the following
Theorem 3.8. Let G be a ribbon graph. Then,
• For any chord i, we have L(µi(G)) = Mi(L(G)), where Mi : V → V
interchanges ei and fi and fixes all the other elements of the standard base
of V .
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• For any two chords i, j we have L(vij1 (G)) = T ij1 (L(G)), where
T ij1 (fi) = fi + ej , T
ij
1 (fj) = fj + ei, T
ij
1 (ei) = ei, T
ij
1 (ej) = ej ,
and T ij1 fixes all the other standard base elements of V .
• For any two chords i, j we have L(vij2 (G)) = T ij2 (L(G)), where
T ij2 (ei) = ei + ej , T
ij
2 (fj) = fj + fi, T
ij
2 (fi) = fi, T
ij
2 (ej) = ej ,
and T ij2 fixes all the other standard base elements of V .
Note, that a priori we cannot say that such maps T ij1 , T
ij
2 exist: in the same
way as two different chord diagrams may have the same intersection matrix, two
different ribbon graphs may have the same L-space, and it is not evident that after
a Vassiliev move their L-spaces will still coincide.
Proof. We start with the Morse perestroika (or partial dual) operation. Namely,
note that for two ribbon graphs, G and G′ = µi(G), there is a natural identification
between H1(Ĝ;F2) and H1(Ĝ′;F2). Moreover, the corresponding 4-valent graphs,
introduced in the proof of Theorem 3.4, almost coincide; the only difference between
them is that the dashed lines αi and βi are interchanged (while all the other αj , βj
stay unchanged). Thus, for any γ ∈ H1(Ĝ;F2) its images (after the identification
mentioned above) under ϕĜ and ϕĜ′ differ by the application of a linear map
Mi : V → V that interchanges ei and fi and fixes all the other base elements ej
and fj . But this immediately implies that
L(G′) = ImϕG′ = ImMi ◦ ϕG = Mi(ImϕG) = Mi(L(G)).
Next, consider the first Vassiliev move vij1 for the i-th and the j-th chord. Again,
there is a natural identification between H1(Ĝ,F2) and H1(Ĝ′,F2), where G′ =
vij1 (G). Indeed, for any γ ∈ H1(Ĝ,F2) we do not change it outside the area where
the Vassiliev move is applied (Fig. 3, left), and we let it “go along the same ribbons”
(and consequently close up) inside it. Then, it is easy to see that for any γ ∈
H1(G,F2) for the corresponding γ′ almost all the corresponding intersections stay
unchanged:
(3) ∀k 6= i, j [αk] ∩ γ = [α′k] ∩ γ′, [βk] ∩ γ = [β′k] ∩ γ′.
Moreover, the intersections with αi, αj also stay unchanged (the cycles pass through
the same ribbons). So, the only difference will be with the intersection with βi, βj .
For such intersections, one has
(4) γ′ ∩ [β′i] = γ ∩ [βi] + γ ∩ [αj ],
(5) γ′ ∩ [β′j ] = γ ∩ [βj ] + γ ∩ [αi],
as interchanging of the endpoints of ith and jth ribbon has changed the intersection
index with [βi] for cycles that pass along jth ribbon, and with [βj ] for cycles that
pass along ith ribbon. Substituting (3)–(5) in (1), we see that
ϕG(γ) = T
ij
1 (ϕG′(γ
′)),
where T ij1 fixes all the basis elements of V , except for fi and fj , and
T ij1 (fi) = fi + ej , T
ij
1 (fj) = fj + ei.
We thus get the desired equality
L(G′) = T ij1 (L(G)).
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Finally, the last conclusion is implied by the first and the second one: from
Proposition 2.6 we know that vij2 = µiv
ij
1 µi, and we have
T ij2 = MiT
ij
1 Mi.

4. Bialgebra structures
A well-known feature of chord diagrams is that they generate a bialgebra. In
this section we first recall this construction and then provide its generalizations:
the graph bialgebra, due to Lando [17], and the bialgebra of L-spaces, which is the
main construction of this paper.
4.1. The bialgebra of chord diagrams. LetK be a field (or, even more generally,
a commutative and associative ring). For n > 0, let An be a K-vector space formally
spanned by all chord diagrams with n chords; we set A0 = K and A =
⊕
n≥0An.
For any chord diagram c and any pair of neighboring chords defining Vassiliev
moves, the alternating sum
c− v1(c)− v2(c) + v1v2(c)
is called a four-term element.
Let A(4) be the subspace of A generated by all four-term elements. Denote by
M the quotient space: M = A/A(4). This graded vector space can be turned into
a graded bialgebra by introducing the operations of multiplication and comultipli-
cation.
To define the comultiplication on M, let us first define it on A. Take a chord
diagram c with n chords. Let V (c) be the set of its chords; for a subset I ⊂
V (c) denote by cI the diagram formed by all chords from the set I. Then the
comultiplication ∆: A → A⊗A takes c into
∆(c) =
∑
IunionsqI′=V (c)
cI ⊗ cI′ .
A routine check shows that ∆(A(4)) ⊂ A(4) ⊗ A + A ⊗ A(4), so this operation
determines a comultiplication ∆: M→M⊗M on the quotient space.
Multiplication of two chord diagrams is defined as their “connected sum”. To
multiply two chord diagrams c1 and c2, we make a puncture in each of the two
circles and attach these two circles one to another along this puncture, obtaining
a new diagram c1#c2. Clearly, this operation is not well-defined, since the result
depends on the positions of the punctures. However, it is not hard to show that
all such chord diagrams are congruent modulo the four-term relations. This allows
us to define the product on M as follows: c1 · c2 = c1#c2 mod A(4). Clearly, it is
commutative.
One can also show that these two operations satisfy the axioms of a bialgebra,
thus obtaining the following theorem (cf. [18, Theorem 6.1.12]).
Theorem 4.1. The vector space of chord diagramsM is a graded commutative and
cocommutative bialgebra over K with respect to the operations introduced above.
4.2. The bialgebra of graphs. In this subsection we define the bialgebra of
graphs. This is a purely combinatorial anagolue of the bialgebra of chord dia-
grams. It was introduced by Lando in [17]. We mostly follow this paper and [18,
Sec. 6.4].
Let Gn be a graded K-vector space freely spanned by all graphs (not necessarily
connected) on n vertices, and let G = ⊕n≥0 Gn. This vector space admits a struc-
ture of a bialgebra in the following way. The multiplication m : Gk ⊗ Gn → Gk+n
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brings a pair of graphs into their disjoint union. The unit of this multiplication is
represented by the empty graph.
For a graph Γ and a subset J ⊂ V (Γ) of its vertices, denote by ΓJ the restriction
of Γ to the set J : a subgraph of Γ formed by the vertices from J and the edges of
Γ such that both their ends belong to J . Then the comultiplication ∆: G → G ⊗G
is defined as follows:
∆(Γ) =
∑
JunionsqJ′=V (Γ)
ΓJ ⊗ ΓJ′ .
It resembles the comultiplication in the bialgebra of chord diagrams. We will see
that there is a close relation between these two bialgebras.
In Subsection 3.1 we have assigned to each chord diagram c of order n its inter-
section graph Γ(c). Thus we have obtained a map ι : A 7→ G. As we have already
discussed, this map is neither injective nor surjective. However, the notion of Vas-
siliev moves and 4-elements can be extended to G. This is done as follows. Let A
and B be two distinct vertices of a graph Γ. Define the first Vassiliev move v1(Γ) as
the graph obtained from Γ by removing the edge AB if this edge exists or by adding
this edge otherwise. The definition of the second Vassiliev move v2(Γ) is defined as
follows: for each vertex C ∈ V (Γ) \ {A,B}, we change its adjacency with A if C is
joined with B, and do nothing otherwise. All other edges in this graph remain the
same. Note that v2(Γ) depends on the order of the vertices (A,B). Clearly, v1 and
v2 commute.
Remark 4.2. In the original paper [17] v1(Γ) and v2(Γ) are denoted by Γ
′ and Γ˜,
respectively.
As in the case of chord diagrams, we define a 4-element as
Γ− v1(Γ)− v2(Γ) + v1v2(Γ).
All 4-elements span a subspace in G denoted by G(4). We also denote the quotient
of G modulo the subspace of 4-elements by F :
F = G/G(4).
F is called the 4-bialgebra of graphs. One can check that 4-elements are compatible
with the multiplication and comultiplication, so the following theorem holds.
Theorem 4.3. F is a commutative and cocommutative bialgebra with respect to
the multiplication and comultiplication described above.
Clearly, ι(A(4)) ⊂ G(4). So we get a well-defined map of bialgebras
ι : M→ F .
This map is known to be non-injective: the injectivity does not hold for the 7-th
graded component. Conjecturally, it is surjective (recall that ι is not, what makes
this conjecture nontrivial).
Let us point out two fundamental differences between chord diagrams and graphs.
First, the Vassiliev moves for a chord diagram c ∈ A can only be defined for an
ordered pair of neighboring chords, while for the case of graphs this definition makes
sense for an arbitrary ordered pair of vertices. Second, the span of the set of graphs
G forms a bialgebra even before the factorization over the 4-term relations, while
the span of the chord diagrams A does not admit a well-defined multiplication.
This makes the 4-bialgebra of graphs in a sense “nicer” than the bialgebra of chord
diagrams.
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4.3. The bialgebra of L-spaces. A natural idea would be to extend the bialgebra
structure on the space spanned by chord diagrams (or, equivalently, orientable
one-vertex ribbon graphs) to the space of all ribbon graphs. Unfortunately, this
fails even on the stage of framed chord diagrams (one-vertex ribbon graphs, not
necessarily orientable), modulo the four-term relation. As it was discussed in [15]
and shown in [13], the attempt to multiply framed chord diagrams in a similar way
as in the previous subsection fails: this multiplication is not well-defined. (Recently
M. Karev [14] showed that framed chord diagrams form a module over the bialgebra
of chord diagrams.)
However, the L-spaces of ribbon graphs do have a bialgebra structure. We
have seen earlier that L-spaces can be viewed as generalizations of intersection
matrices/graphs, so this structure is naturally extended from the graph bialgebra.
Just as in the case of graphs, the multiplication and comultiplication of L-spaces is
well-defined even without the four-term relation.
We have seen in Example 3.2 that L-spaces of ribbon graphs generalize the notion
of intersection matrices for chord diagrams. Intersection matrices are defined by
their adjacency graphs; the only difference is that they depend on a specific ordering
of chords, while the vertices in graphs are not ordered. To define a proper analogue
of an intersection matrix, we will consider not just L-spaces, but rather their orbits
under the action of a symmetric group.
Let F2n2 = 〈e1, f1, . . . , en, fn〉 be a 2n-dimensional vector space over F2 with a
standard skew-symmetric form defined by (ei, fj) = δij . Consider a Lagrangian
Grassmannian LGr(n): this is the set of all maximal (i.e., n-dimensional) isotropic
subspaces in F2n2 . We will consider it just as a finite set, without using any addi-
tional structure on it. The symmetric group Sn acts on V by simultaneous per-
mutations of ei’s and fi’s. This action preserves the symplectic form and yields an
action of Sn on LGr(n). Consider the K-vector space spanned by the set of orbits
LGr(n)/Sn of the latter action; denote it by Ln. Let
L =
⊕
n≥0
Ln,
where L0 = K.
Let Γ ∈ Gn be a graph. Pick an arbitrary numbering of its vertices and take the
adjacency matrix M(Γ). Consider an n× 2n-matrix (Idn |M(Γ)). Its rows span a
Lagrangian subspace L(Γ) ⊂ F2n2 . This gives us an embedding
G → L.
of the bialgebra of graphs into L. Our next goal is to show that L has a bialgebra
structure compatible with the multiplication and comultiplication on G. To do this,
let us define the operations on L.
The multiplication on is defined as follows. Let L1 ⊂ F2n2 and L2 ∈ F2m2 be two
Lagrangian subspaces; then their direct sum L1 ⊕ L2 ⊂ F2(m+n)2 = F2n2 ⊕ F2m2 is
also Lagrangian. Then the multiplication map
Ln ⊗ Lm → Lm+n
is defined by
[L1] · [L2] 7→ [L1 ⊕ L2],
where the square brackets stand for orbits of the symmetric groups on the corre-
sponding Lagrangian Grassmannians. Clearly, this product is well-defined, com-
mutative, associative, has a unit {0} ⊂ F02, and its restriction to G gives the multi-
plication on G obtained by taking the disjoint union of graphs.
To define comultiplication in L, we need to generalize the operation of restricting
a graph to a subset of its vertices. This is done by symplectic reduction.
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Namely, for any I ⊂ N = {1, . . . , n} let
EI := 〈{ei | i ∈ I}〉, FI := 〈{fi | i ∈ I}〉.
The space WI := EI ⊕ FN is then coisotropic: it contains its (·, ·)-orthogonal
complement W⊥I = FJ , where J = N \ I.
Associating to any Lagrangian subspace L ⊂ F2n2 = EN ⊕ FN the space L|I :=
piI(L ∩WI), where piI : WI → WI/W⊥I = EI ⊕ FI is the natural projection map,
we obtain the desired generalization of the restriction operation. Indeed, for any
framed graph Γ with the adjacency matrix M =
(
MI,I MI,J
MJ,I MJ,J
)
the associated L-space
L(Γ) is generated by rows of a matrix
(6)
(
IdI 0
0 IdJ
∣∣ MI,I MI,J
MJ,I MJ,J
)
.
Hence, the intersection with WI maps L(Γ) into the space generated by rows of a
matrix
(IdI 0 |MI,IMI,J),
which is sent by the projection piI to (IdI |MI,I), which is exactly the L-space L(Γ|I)
of the graph Γ restricted to the subset I of its vertices.
Finally, a standard lemma says that L|I is always a Lagrangian subspace:
Lemma 4.4 (Symplectic reduction lemma). For any Lagrangian subspace L ⊂
F2|N |2 and any I ⊂ N , the space L|I ⊂ F2|I|2 is also Lagrangian.
Proof. The bilinear form (·, ·) restricted on L vanishes. Hence, the same is true for
its restriction on L ∩WI , and thus on piI(L ∩WI) = L|I . This means that L|I is
isotropic.
On the other hand,
dimL|I = dim(L ∩WI)− dim((L ∩WI) ∩W⊥I ) = dim(L ∩WI)− dim(L ∩W⊥I ).
As L is Lagrangian, L = L⊥ and hence dim(L∩W⊥I ) = dim(L⊥∩W⊥I ) = dim((L+
WI)
⊥). Thus,
dimL|I = dim(L ∩WI)− dim((L+WI)⊥) = dim(L ∩WI)−
− 2 dimL+ dim(L+WI) = dimL+ dimWI − 2 dimL = |I|.
Hence, L|I ⊂ F2|I|2 is Lagrangian. 
Now, define the comultiplication on the space of Lagrangian subspaces as
∆(L) :=
∑
I⊂N
L|I ⊗ L|N\I .
It is easy to see that for any I ⊂ I ′ ⊂ N one has L|I = (L|I′)|I . This implies
coassociativity:
((Id⊗∆) ◦∆)(L) = ((∆⊗ Id) ◦∆)(L) =
∑
I1unionsqI2unionsqI3=N
L|I1 ⊗ L|I2 ⊗ L|I3 .
Summarizing, we obtain the following theorem.
Theorem 4.5. L is a commutative, cocommutative, associative and coassociative
bialgebra with respect to the operations described above. The canonical embedding
G ↪→ L of the bialgebra of graphs is a homomorphism of bialgebras.
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4.4. The four-bialgebra of L-spaces. Similarly to the cases of chord diagrams
and graphs, we can introduce the notion of four-elements in the bialgebra L and
consider the quotient of L modulo the ideal of four-elements.
Namely, let L ⊂ F2n2 be a Lagrangian subspace, regarded as an element of Ln.
As in all previous cases (for chord diagrams, non-framed and framed graphs), we
can define Vassiliev moves acting on L as in Subsection 3.3. Let v1 and v2 be two
symplectomorphisms on F2n2 , defined as in Theorem 3.8. The images v1(L) and
v2(L) of L under these transforms can be again regarded as elements of Ln. Then
L− v1(L)− v2(L) + v1v2(L)
is said to be a four-element. As before, we denote by L(4) the homogeneous ideal
in L generated by all 4-elements. The quotient of L modulo this ideal is denoted
by K. It also inherits a natural grading from L:
K =
⊕
n≥0
Kn.
Theorem 4.6. The multiplication and comultiplication defined above turn K into
a commutative and cocommutative bialgebra.
Proof. The only thing we need to check is that the multiplication and comulti-
plication respect the four-term relation. For multiplication this is obvious, while
for comultiplication the proof repeats the corresponding proof for graphs, see [17,
Theorem 2.4]. 
4.5. Some remarks and open questions. For the bialgebras of chord diagrams
and graphs one can be interested in the sequences of dimensions of graded compo-
nents of their 4-bialgebras dimMn and dimFn. These sequences are quite mysteri-
ous; closed formulas or generating functions for them are unknown. The computa-
tions were carried out by Vassiliev, Bar-Natan, Kneissler, Lando and Soboleva; see
[18, Sec. 6,1, 6.4] for an overview. It would be interesting to look at the beginning of
the corresponding sequence for the four-bialgebra of L-spaces. So the first problem
is as follows.
Problem 4.7. Compute dimKn.
Another question returns us to the definition of L-spaces for ribbon graphs:
Problem 4.8. Are all elements of Kn obtained as images of linear combinations
of actual ribbon graphs with n edges? If not, how close is this map to surjection,
i.e., what is the codimension of its image?
In Sec. 3.2 we have considered the bialgebra of L-spaces, generated by Lagrangian
subspaces in a symplectic vector space over F2. However, we can consider the set
of Lagrangian subspaces over an arbitrary field of finite or infinite characteristic
or even over Z. If the ground field is finite, we can span a bialgebra by this set,
just as in Sec. 4.1. The formulas from Theorem 3.8 define Vassiliev moves on
Lagrangian subspaces; these moves are not involutive anymore, their order is equal
to the characteristic of the ground field. An easy check shows that these moves still
commute. Hence our last question:
Problem 4.9. What is the right analogue of four-term relations for the bialgebra of
Lagrangian subspaces over Fp or Z? What bialgebra is obtained after factorization
over these relations?
A close object to those studied in this paper is the one of delta-matroids: one can
associate a delta-matroid to any ribbon graph [9]. It looks interesting to investigate
this link further; in particular, after this paper was finished, we were informed of
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the paper [12], where Lagrangian subspaces are considered in relation with delta-
matroids, as well as of the text in preparation by Lando and Zhukov [16], where a
graded bialgebra, related to delta-matroids, is introduced.
5. Miscellaneous
5.1. Action of Morse perestroikas in the one-component case. Consider
now the particular case of one-vertex ribbon graphs and their intersection matrices.
A question that naturally arises, is when a perestroika maps a one-vertex diagram
to a one-vertex graph. The following proposition, first obtained (in slightly different
terms, see Remark 5.2 below) by Cohn and Lempel [10, Thm. 1], answers it:
Proposition 5.1. Let G be a one-vertex ribbon graph (or, what is the same, a
framed chord diagram), and let J ⊂ N be a set of indices. The image µJ(G) is a
one-vertex ribbon graph if and only if the minor detH of the intersection matrix
M =
(
A B
B∗ H
)
, corresponding to the set J of indices, is non-zero.
Proof. Note first that a ribbon graph G′ has only one vertex if and only if the
corresponding L-space L(G′) is transversal to the subspace FN . In one direction it
can be seen immediately out of (6), in the other one, one can easily see that the
image of any component under the map ϕ from Def. 3.1 belongs to FN .
Applying now Theorem 3.8 to (6), we see that the L-space L(µJ(G)) can be
generated by rows of the matrix
(7)
(
IdI B
0 H
∣∣ A 0
B∗ IdJ
)
.
Now, L(µJ(G)) is transverse to FN if and only if the right half of the matrix (7) is
non-degenerate, what is in its turn equivalent to the non-degeneracy of the subma-
trix H. 
Remark 5.2. In a slightly different language, Prop. 5.1 is discussed also in [18, Re-
mark 6.4.17] and [6, 4.8.6] (see also Moran [19]). Namely, given a one-component
chord diagram, one can thicken the boundary circle, and replace the chords cor-
responding to the subset J of indices by “bridges” (see Fig. 12). Then, [18, Re-
mark 6.4.17] states that the minor of the intersection matrix corresponding to these
chords is non-zero if and only if the “interior” boundary of the obtained figure is
also a circle. To conclude the construction of µJ(C), it suffices now to shift the
non-thickened chords endpoints from the initial boundary circle to the interior one,
and replace the thickened chords by “crossings” of the corresponding bridges.
Moreover, if the matrix H in Prop. 5.1 is non-degenerate, we can write an explicit
formula for the new intersection matrix:
Proposition 5.3. Let M be the intersection matrix of a one-vertex ribbon graph G
with an intersection matrix M =
(
A B
B∗ H
)
, and the minor detH is non-zero. Then,
the intersection matrix of the one-component chord diagram µJ(G) is
(8)
(
A+BH−1B∗ BH−1
H−1B∗ H−1
)
Proof. It suffices to pass from the basis (7) to a basis of the form (6). To do so,
we multiply the rows, corresponding to the set J of indices, by H−1, and add
the resulting rows to those corresponding to I ones with a multiplication by B,
obtaining the matrix (
IdI 0
0 IdJ
∣∣∣∣ A+BH−1B∗ BH−1H−1B∗ H−1
)

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Figure 12. Two thickened intersecting chords and the interior circle
Example 5.4. Two simplest examples when Prop. 5.3 is applicable are perestroikas
with respect to a single disorienting chord and with respect to two intersecting
orientable chords. The explicit formula (8) in these cases respectively becomes:(
M ′ va
v∗a 1
)
7→
(
M ′ + vav∗a va
v∗a 1
)
and M ′ va vbv∗a 0 1
v∗b 1 0
 7→
M ′ + vav∗b + vbv∗a vb vav∗b 0 1
v∗a 1 0

The last formula can also be found in [10, Lemma 1].
As we will see in the next section, they are related to the local complementation
and pivot graph operations, respectively.
5.2. Pivot and local complementation on graphs. In [2] and [3] Arratia, Bol-
loba´s and Sorkin define the interlace polynomial of a framed graph. This graph
invariant (in its two-variable version) is defined as follows:
q(G, x, y) =
∑
S⊂V (G)
(x− 1)r(G[S])(y − 1)n(G[S]),
where G is a graph, V (G) is its set of vertices, S in the sum runs over all 2|V (G)|
subsets of V (G), and r(G[S]) and n(G[S]) stand for the rank and the nullity of
the adjacency matrix of G restricted to the set of vertices S. This definition is
somewhat similar to the definition of the Tutte polynomial of a graph.
Later N. Netrusova [20] proved that for non-framed graphs the interlace polyno-
mial is a 4-invariant and, as a corollary, defines a knot invariant.
The interlace polynomial of a graph can be computed inductively, by reducing
the computation to graphs with the smaller number of vertices. These reduction
formulas use the operations of local complementation G 7→ Ga with respect to a
vertex a, provided that a is odd, and pivot G 7→ Gab with respect to an edge ab of
a graph, provided that both a and b are even. See [3, Thm 3, Thm 6] for details.
These two operations have a very simple interpretation in the language of L-
spaces. Consider the L-space L(G) of a graph G: if A = A(G) is the adjacency
matrix of G, then L(G) is spanned by the rows of the matrix (Idn|A).
Then taking the local complementation with respect to a vertex a corresponds
to the Morse perestroika µa(L(G)). Note that since a is odd, then µa(L(G)) still
intersects EN transversely, i.e., can be presented in the form (Idn|µa(A)). Com-
paring the formulas from [3, Lemma 5] and from Example 5.4, one can see that the
matrix µa(A) is nothing but the adjacency matrix of the graph G
a obtained from
G by the local complementation in a. In other words, the local complementation is
just a Morse perestroika in an odd vertex.
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Similarly one can see that the pivot with respect to an edge ab joining two even
vertices is the composition of two Morse perestroikas µaµb followed by the change
of labels on these two vertices: the vertex a becomes b, and vice versa.
5.3. Remarks on plane curves. The original motivation for defining the bialge-
bra of chord diagrams was the study of Vassiliev knot invariants. Chord diagrams
correspond to singular knots, i.e., knots with finitely many transverse simple self-
intersections (these are the elements of the main stratum of the discriminant set
for the space of knots). The four-term relation then comes from different ways to
resolve a triple intersection in singular knots, and the finite-type knot invariants are
linear functions on the bialgebra of chord diagrams. Similarly, the graph bialgebra
can also be used for constructing such invariants ([6], [18]).
There is another topological object similar to knots: plane curves. The study
of their invariants began with V. Arnold’s paper [1]. These are oriented real plane
curves, possibly with finitely many transversal self-intersections. Their invariants
can be studied in a way similar to Vassiliev knot invariants; the main stratum of the
discriminant for them consists of plane curves with finitely many self-tangencies of
quadratic type. Each self-tangency can be either direct, where the velocity vectors
of the curve at the self-tangency point have the same direction, or inverse, where
they point in different directions. Thus, a plane curve gives us a framed chord
diagram, with even/odd framing corresponding to direct and inverse self-tangencies,
respectively. For them one can carry out more or less the same program as in the
case of knots, defining Vassiliev moves, four-term relation etc.; see [11] for details.
However (see the discussion in [15]), for a certain time it was supposed that the
framed chord diagrams modulo these relations do not form a bialgebra. And indeed,
it was shown recently by Ilyutko and Manturov in [13].
Figure 13. A conjectural action of Morse perestroika on plane curves
In a similar way each multicomponent plane curve with self-tangencies gives
rise to a ribbon graph. However, a problem arises while trying to define Morse
perestroikas in such a way that they would bring a smooth multicomponent plane
curve into another smooth multicomponent plane curve from the main stratum (i.e.,
with quadratic self-tangencies). We would expect a Morse perestroika to switch the
branches in a neighborhood of a self-tangency point, as shown on Fig. 13, but this
operation would bring a quadratic self-tangency into a cubic one, and the latter
curve is not in the main discriminant stratum.
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