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Overview
The classical Frobenius Problem, named after a 19th century German mathematician
Ferdinand Georg Frobenius, asks for the largest integer that cannot be written as a
nonnegative integral combination of {a1, . . . , an} ∈ Z>0 such that gcd(a1, . . . , an) = 1.
This integer is called the Frobenius number of the given n-tuple. Despite having closed
form solutions when n ≤ 2, it is known to be NP-hard for general n-tuples {a1, . . . , an}
when n is not fixed. As an object of both theoretical and computational interest, the
problem has been studied extensively using a variety of different techniques.
Recent work by a number of authors suggests that there exists a nice interplay be-
tween the Frobenius Problem and the field of Geometric Number Theory. In particular,
R. Kannan [10] showed that the Frobenius number can be interpreted geometrically as
the covering radius of an appropriate simplex with respect to a certain lattice in the
Euclidean space and constructs a polynomial-time algorithm for the problem with fixed
n based on his result. More recently, Beck and Robins [4] introduced a generalized s-
Frobenius number, which yield a similar geometric interpretation to Kannan’s, as shown
in [1]. Further geometric insights into the Frobenius problem are given in [7], [8] and [2],
among other works.
In this thesis, we introduce the classical Frobenius Problem, discuss some geometric
aspects of it, and then extend the classical setting to the case of totally real number
fields via techniques from geometric number theory. The thesis is organized in two chap-
ter.
In the first chapter, the classical problem is formulated in Section 1.1. Then tech-
niques from geometric number theory are introduced in Section 1.2. Finally Kannan’s
Lemma 1.6 which ties the problem with a geometric one is stated and re-constructed in
Section 1.3. We emphasize that Kannan used Lemma 1.6 as one of his main tools to
explicitly construct a polynomial-time algorithm to compute the Frobenius number for
fixed n.
In the second chapter, we extend the Frobenius Problem to the higher arithmetic setting
of totally real number fields. We first provide a detailed introduction to the basic theory
of number fields and their rings of integers in Section 2.1; Then we move to Section 2.2 in
which we discuss the geometry of number fields by studying the Minkowski embedding.
After that, we outline the work done by Aliev et. al [3] in Section 2.3 which relates
the generalized higher-dimensional s-Frobenius numbers with the translation of convex
cones into polyhedral semi-groups in Euclidean spaces. Finally, we use the setup of [3]
along with techniques from geometric number theory to define the s-Frobenius numbers
in the totally real number field setting and provide a bound on it. The results on the
Frobenius numbers of totally real number fields, presented in Chapter 2 of this thesis
appear in [9].
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1 The Classical Problem and its Geometry
1.1 The Classical Frobenius Problem
We begin our discussion by defining the classical Frobenius Number.
Definition 1.1. Let a1 < a2 < · · · < an be positive integers such that gcd(a1, . . . , an) =
1, where n ≥ 2. Their Frobenius Number g(a1, . . . , an) is defined as the largest
positive integer that cannot be expressed as
∑n
i=1 aixi where x1, . . . , xn are nonnegative
integers. It is not difficult to see that the fact that gcd(a1, . . . , an) = 1 guarantees that
g(a1, . . . , an) exists.
An explicit formula for the Frobenius number is only known when n = 2:
g(a1, a2) = a1a2 − a1 − a2.
This formula is often attributed to J. J. Sylvester (1882). More generally, one can
formulate the following algorithmic problem, know as the Frobenius Problem.
Problem.
Given an n-tuple (a1, . . . , an) on the input, where n is arbitrary, determine
g(a1, . . . , an).
An excellent source of information on the Frobenius problem is Ramirez-Alfonsin’s
book [11]. In particular, a theorem of Ramirez-Alfonsin asserts that this problem is NP-
hard. This suggests that a general simple closed-form formula for the Frobenius number
is unlikely to exist, which motivates the investigation of upper and lower bounds. Some
such bounds can be obtained using geometric techniques that we introduce in the next
section.
Before we move on, let us also mention a natural generalization of the Frobe-
nius number of the n-tuple (a1, . . . , an). For an integer s ≥ 0, the s-Frobenius
number gs((a1, . . . , an)) is defined to be largest positive integer that has at most s
distinct representation as nonnegative integer linear combination
∑n
i=1 aixi. Hence
g((a1, . . . , an)) = g0((a1, . . . , an)). The s-Frobeinus numbers were defined in [4], where
an analogue of Sylvester’s formula was also proved:
gs(a1, a2) = (s+ 1)a1a2 − a1 − a2.
Notice that in the case s = 0, Sylvester’s formula is recovered.
1.2 Geometry of Numbers
The field of Geometry of Numbers was pioneered by Hermann Minkowski. One impor-
tant problem investigated by Minkowski involved the necessary and sufficient conditions
for a compact, convex, 0-symmetric set M ⊂ Rn to contain a non-trivial integer
point. Minkowski’s results motivated the use of geometric techniques in number theory
and have a profound influence on other areas of modern mathematics, such as cryptog-
raphy, discrete and convex geometry and functional analysis.
Let {a1, . . . ,ar} be a collection of linearly independent vectors in Rn. A lattice L
of rank r is the set of all possible integer linear combinations of this collection, called
its basis, i.e.
L = spanZ{a1, . . . ,ar} :=
{
r∑
i=1
xiai : xi ∈ Z,∀1 ≤ i ≤ r
}
.
If we let A = (a1 . . .ar) ∈ Rm×r be the corresponding basis matrix, we can write
L = AZr.
2
Example 1. Let
A =
(
1 1
0
√
3
)
The planar lattice AZ2 is called the hexagonal lattice: it is pictured in Figure 1 below.
Figure 1: Hexagonal Lattice in R2.
A lattice has infinitely many different bases, but all of them share an important
invariant.
Fact 1.2. If A and B are two basis matrices for the same lattice L, then:
|det(A)| = |det(B)|.
We call this common value the determinant of L, denoted det(L).
Now, let L ⊂ Rn be a lattice of full rank and let M ∈ Rn be a compact convex 0-
symmetric set. Define the first successive minimum λ1 of M with respect to L by
λ1(M,L) = min {t ∈ R>0 : |tM ∩ L| > 1} ,
where tM = {tx : x ∈ M}. In other words, λ1(M,L) is the smallest real number such
that the homogeneous expansion of M by a factor of λ1 contains a nonzero point of the
lattice L. With this notation, we can state Minkowski Convex Body Theorem.
Theorem 1.3. If Vol(M) ≥ 2n det(L), then there exists 0 6= x ∈M ∩ L. Equivalently,
λ1(M,L) ≥ 2
(
det(L)
Vol(M)
)1/n
.
Another important invariant associated with the pair M , L as above is the inhomo-
geneous minimum (also called covering radius) of M with respect to L. It is defined
as
µ(M,L) = min {t ∈ R>0 : tM + L = Rn} .
In other words, µ(M,L) is the smallest real number such that the union of all translates
by points of L of the homogeneous expansion of M by the factor of µ(M,L) covers the
entire space Rn: hence the name covering radius. Explicit bounds on the covering radius
similar in flavor to the Minkowski’s bound on the first successive minimum also exist,
although they are somewhat harder to state, so we will not do it here.
1.3 Geometry of the Frobenius Problem
Now that we introduced some basic notation of the geometry of numbers, we can apply
it to the discussion of the classical Frobenius Problem. Here we present a result of
Kannan, which related the Frobenius Number to a certain covering radius. To start
with, we prove an auxiliary lemma, following [10].
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Lemma 1.4. Let {a1, . . . , an} be a collection of positive integers with gcd(a1, . . . , an) = 1.
Let g(a1, . . . , an) be the Frobenius number introduced in Section 1.1. Then:
g(a1, . . . , an) = maxi∈{1,...,an−1}{ti} − an,
where ti is the smallest positive integer congruent to i (mod an) that is expressible as a
nonnegative integer combination of a1, . . . , an−1.
Proof. First we note that g = g(a1, . . . , an) cannot be a multiple of an: otherwise
it would be representable by (a1, . . . , an). Hence we see that g ≡ j (mod an) where
1 ≤ j ≤ an − 1. Since that tj is the smallest positive integer congruent to j that is
representable, this implies that g + an ≤ tj ≤ maxi{ti};
On the other hand, note that ∀ 1 ≤ q ≤ an−1, tq ≤ g+an, and so maxq{tq} ≤ g+an.
Since g is the largest non-representable integer, all integers > g are representable. Hence
g+ k ≡ q (mod an) where 1 ≤ k ≤ an. And thus we see that tq = g+ k. This completes
the proof.
Definition 1.5. Let
S =
{
(x1, . . . , xn−1) ∈ Rn−1≥0 :
n−1∑
i=1
axxi ≤ 1
}
,
L =
{
(x1, . . . , xn−1) ∈ Zn−1 :
n−1∑
i=1
aixi ≡ 0 (mod an)
}
.
Hence S is a simplex and L is a lattice in Rn−1.
We now state and prove Kannan’s theorem, following [10].
Theorem 1.6.
µ(S,L) = g(a1, . . . , an) + a1 + a2 + · · ·+ an, (1)
where µ(S,L) is the covering radius of S with respect to L.
Proof. Let us write g = g(a1, . . . , an) and µ = µ(S,L). We will prove (1) by establishing
inequalities in both directions. First we work on the inequality
µ ≤ g +
n∑
i
an. (2)
Let us begin by making a simple observation:
∀ t > 0, tS =
{
(x1, . . . , xn−1) ∈ Rn−1≥0 :
n−1∑
i=1
aixi ≤ t
}
.
To prove (2), it suffices to show that
Rn−1 ⊆ (g + a1 + · · ·+ an−1)S + L
We achieve this set inclusion by claiming the following:
Rn−1 ⊆ Zn−1 + (a1 + · · ·+ an−1)S,
Zn−1 ⊆ (g + an)S + L.
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To prove the first of these claims, take an arbitrary z ∈ Rn−1 and write
[z] := ([z1], . . . , [zn−1]) ∈ Zn−1, {z} := z − [z] = ({z1}, . . . , {zn−1}).
Then
n−1∑
i=1
ai{zi} ≤
n−1∑
1=1
,
and hence {z} ∈ (a1 + · · ·+ an−1)S. This means that
z = [z] + {z} ∈ Zn−1 + (a1 + · · ·+ an−1)S.
To prove the second statement, fix y ∈ Zn−1 and suppose that
∑n−1
i=1 aiyi ≡ l (mod an).
Find the corresponding tl as in Lemma 1.4, then there exist x1, . . . , xn−1 ≥ 0 such that
n−1∑
i=1
aixi = tl = l + anxn.
Let x′ = (x1, . . . , xn−1) and note that for all 1 ≤ i ≤ n − 1, yi − xi ≥ 0. Further,
y − x′ ∈ L, and
x′ = tl
(
x1
tl
, . . . ,
xn−1
tl
)
∈ tlS.
Hence y = (y−x′) +x′ ∈ L+ tlS. Since that g+ an ≥ tl for all 1 ≤ l ≤ an− 1 and the
argument above works for arbitrary y ∈ Zn−1 with its corresponding tl, we see that
Zn−1 ⊆ L+ (g + an)S.
This completes the proof of inequality (2).
We now prove the other direction, i.e.,
µ ≥ g +
n∑
i
an. (3)
First observe that
g + an = min{t ∈ R>0 : Zn−1 ⊆ tS + L}. (4)
Indeed, suppose on the contrary that there exists t′ < g+ an such that L+ t
′S contains
Zn−1. Then for any l ∈ {1, . . . , an−1}, pick y ∈ Zn−1 such that
∑n−1
1 aiyi ≡ l (mod an).
Since t′S + L covers Zn−1, we can select x ∈ L such that y ∈ t′S + x, so y − x ∈ t′S.
Notice, however, that
∑n−1
i=1 ai(yi − xi) ≡ l (mod an). By the choice of tl we see that
tl ≤ t′. Since our choice for l is arbitrary, we see that g + an = max{tl} ≤ t′ < g + an
by Lemma 1.4). Hence a contradiction occurs.
Hence there exists y ∈ Zn−1 such that for all x ∈ L with yi − xi ≥ 0 ∀i,
n−1∑
i
ai(yi − xi) ≥ g + an.
To see this, assume otherwise that ∀ y ∈ Zn−1, ∃ x ∈ L with yi − xi ≥ 0 ∀i and∑n−1
i ai(yi − xi) < g + an. This directly contradicts (4).
Let 0 < ε < 1, and for the choice of y as above, define pi = yi + (1 − ε) for all
i = 1, . . . , n− 1. Then for any q ∈ L such that qi ≤ pi ∀i, we have:
qi ≤ pi = yi + (1− ε),
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and so qi ≤ yi since all qi are integers. Hence we see that:
n−1∑
i=1
ai(pi − qi) =
n−1∑
i=1
ai(1− ε) +
n−1∑
i=1
ai(yi − qi) ≥ (1− ε)
n−1∑
i=1
ai + (g + an).
But notice that Zn−1 ⊆ µS+L, hence there exists x ∈ L such that
∑n−1
i=1 ai(yi − xi) ≤ µ.
Since xi ≤ yi ∀i, we see that
µ ≥
n−1∑
i=1
ai(pi − qi) ≥ (1− ε)
n−1∑
1
ai + (g + an).
Since the choice of ε is arbitrary, we see that
µ ≥ lim
ε→0
(1− ε)g +
n∑
i=1
an,
which proves (3). This completes the proof of the theorem.
Kannan [10] constructed a polynomial-time algorithm to find µ(S,L) in fixed di-
mension n. Combining this algorithm with his Theorem 1.6 yields a polynomial time
algorithm that computes g(a1, . . . ., an) for fixed n.
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2 Frobenius Problem over Number Fields
2.1 Number Fields and Rings of Integers
In this section, we introduce the concepts of a number field K and its ring of integers
OK ⊂ K. These algebraic structures are natural extensions of Q and Z, respectively. We
briefly review the necessary background in algebraic number theory (much of it without
proof), assuming no prior knowledge of this subject. A more detailed account can be
found, for instance in [6].
Definition 2.1. A complex number a is called algebraic if it is a root of some polynomial
with integer coefficients. The set of all algebraic numbers is
A = {a ∈ C : ∃ f(x) ∈ Z[x], f(a) = 0} .
Lemma 2.2. Let a ∈ A. There exists a unique monic polynomial f(x) ∈ Q[x] of smallest
degree with a as a root. This polynomial f(x) is irreducible. Further, for any h(x) ∈ Q[x]
such that h(a) = 0, f(x) | h(x).
Proof. Since a ∈ A, there must exist some g(x) ∈ Z[x] such that g(a) = 0. We can select
a nonzero g(x) like this of smallest degree, say
g(x) = anx
n + · · ·+ a1x+ a0
with an 6= 0. The take f(x) = 1an g(x) ∈ Q[x], and so f(a) = 0. Suppose that
f1(x), f2(x) ∈ Q[x] are both monic polynomials of minimal possible degree n such that
f1(a) = f2(a) = 0. Let h(x) = f1(x) − f2(x), then degree of h(x) is ≤ n − 1, and
h(a) = 0. This implies that h(x) must be identically 0, and so f1(x) = f2(x).
Suppose f(x) is reducible, say f(x) = g1(x)g2(x) for some two non-constant poly-
nomials g1(x), g2(x) ∈ Q[x]. The degrees of g1(x) and g2(x) are < n = deg(f). Since
f(a) = 0, it must be true g1(a) = 0 or g2(a) = 0, but this contradicts minimality of
f(x).
Finally, suppose h(a) = 0 for some h(x) ∈ Q[x]. By Euclidean division lemma in
Q[x], there exist q(x), r(x) ∈ Q[X] with deg(r) < n such that
h(x) = q(x)f(x) + r(x).
Then r(a) = h(a) − q(a)f(a) = 0, and so r(x) must be identically 0 by minimality of
f(x). Therefore f(x) | h(x).
Definition 2.3. Give a ∈ A, the polynomial f(x) as in Lemma 2.2 is called its minimal
polynomial (over Q), denoted ma(x). The degree n of ma(x) is called the degree of the
algebraic number a.
Fact 2.4. The set A is a countable subset of C. It is a field under the addition and
multiplication operations on C.
Definition 2.5. Let a ∈ A. We write Q(a) for the smallest subfield of A (with respect
to inclusion) containing both Q and a. In particular, Q(a) consists of all quotients p(a)q(a)
where p(x), q(x) ∈ Q[x], such that q(a) 6= 0.
Fact 2.6. Let a ∈ A have degree n. Define
Q[a] :=
{
n−1∑
k=0
cka
k : c0, . . . , cn−1 ∈ Q
}
.
Then Q[a] is an n-dimensional Q-vector space with 1, a, . . . , an−1 for its basis.
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While we do not give a formal proof of this fact here, it is not difficult to see: the
algebraic numbers 1, a, . . . , an−1 must be linearly independent over Q, since otherwise
a would be a root of a rational polynomial of degree less than n.
Lemma 2.7. Let a ∈ A, then Q(a) = Q[a].
Proof. It is clear that Q[a] ⊆ Q(a). Hence we only need to show that Q(a) ⊆ Q[a].
Clearly, Q[a] contains Q and a. We will show that it is a field: this will imply that Q(a)
must be contained in Q[a] by minimality of Q(a).
Notice that Q[a] is closed under addition, since it is a vector space. Let
ma(x) = x
n +
n−1∑
k=0
ukx
k ∈ Q[x]
be the minimal polynomial of a, then ma(a) = 0, i.e.
an = −
n−1∑
k=0
ukx
k. (5)
Let
p(a) =
n−1∑
k=0
bka
k, q(a) =
n−1∑
k=0
cka
k ∈ Q[a],
then p(a)q(a) can also be expressed as a linear combination of 1, . . . , an−1 with rational
coefficients, using (5). Hence Q[a] is closed under multiplications. Further for any 0 6=
p(a) ∈ Q[a] as above, 1p(a) can be written as a polynomial expression of a with coefficients
in Q. Indeed, let p(x) ∈ Q[x] be the polynomial corresponding to p(a). Since p(a) 6= 0,
ma(x) - p(x). Since ma(x) is irreducible, the polynomial gcd(p(x),ma(x)) must be equal
to 1. Euclidean algorithm in Q[x] then guarantees the existence of s(x), t(x) ∈ Q[x] such
that:
s(x)p(x) + t(x)ma(x) = 1.
In particular, s(a)p(a) = 1, which implies that s(a) = 1p(a) . This proves that every
nonzero element in Q[a] has a multiplicative inverse, and so Q[a] is a field.
Definition 2.8. If K is a subfield of C containing Q, then K is called an extension field
of Q. Since every such extension field can be viewed as a Q-vector space, we define the
degree of K over Q, denoted [K : Q] to be the dimension of K as a Q-vector space.
Extensions of Q of finite degree are called number fields.
Lemma 2.9. Let a ∈ C. Then a ∈ A if and only if [Q(a) : Q] <∞.
Proof. (→) Suppose that a ∈ A, then Q(a) = Q[a], which is an n-dimensional Q-vector
space, where n = deg(a).
(←) Suppose that [Q(a) : Q] = n is finite. Then the collection {1, a, a2, a3, . . . , an}
must be linearly dependent, since it has cardinality larger than a basis. This implies
that:
0 =
n∑
j=0
qja
j ,
where q0, . . . , qn ∈ Q, not all 0. Let d be the common denominator of these coefficients,
then a is a zero of the polynomial
∑n
j=0 dqjx
j with integer coefficients, and so a ∈ A.
Corollary 2.9.1. Let K be a number field, then K ⊂ A.
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Proof. Pick an arbitrary a ∈ K, then Q(a) ⊆ K. Hence
[Q(a) : Q] ≤ [K : Q] <∞.
Hence a ∈ A by Lemma 2.9.
In fact, every number field K has a generating element. The proof of this observation
is nontrivial and readers can refer to [6] for a more complete discussion.
Theorem 2.10 (Primitive Element Theorem). Let K be a number field, then there exists
a ∈ K such that K = Q(a).
Now that we have a basic understanding of K, we are going to study a special ring
that lives inside K, often known as its ring of algebraic integers. Again we begin by
some basic definitions.
Definition 2.11. An algebraic number a ∈ A is called an algebraic integer if its minimal
polynomial ma(x) has integer coefficients. Write
I := {a ∈ A : ma(x) ∈ Z[x]}
for the set of all algebraic integers.
A nontrivial fact that we will not prove here is that I is a ring under the usual addition
and multiplication of complex numbers, hence it is a subring of A. Given a number field
K, we can then define
OK := K ∩ I,
i.e. the set of all algebraic integers in K. Since OK is an intersection of two subrings of
A, it is also a ring: it is called the ring of algebraic integers of K.
Lemma 2.12. The ring of algebraic integers of Q is Z, i.e.
OQ = Q ∩ I = Z.
Proof. Notice that a ∈ Z is a zero of the polynomial x − a ∈ Z[x], hence Z ⊆ OQ. On
the other hand, let a ∈ OQ, then a = pq for some p, q ∈ Z with gcd(p, q) = 1 such that
c0 + c1
p
q
+ . . . ..+
pn
qn
= 0,
where n is the degree of a. Then
qnz0 + q
n−1p+ · · ·+ pn = 0,
and so pn ≡ 0 (mod q). Since gcd(p, q) = 1, we must have q = 1, and hence a ∈ Z.
We therefore refer to elements of Z as rational integers. It is easy to see that in fact
Z is contained in OK for any number field K.
Definition 2.13 (embedding). Let K be a number field. An embedding of K is an
injective homomorphism σ : K ↪→ C.
If a ∈ K is its primitive element, i.e. K = Q(a), then the degree [K : Q] is equal to the
degree of a, i.e. the degree of its minimal polynomial ma(x), let this degree be d. Let
a = a1, . . . , ad ∈ C
be all the roots of ma(x) – they are called the algebraic conjugates of a. Then any homo-
morphism must take a to one of its algebraic conjugates, and so there are d embeddings
of K into C, given by σk(a) = ak. Since every element of K is a Q-linear combination
of powers of a, these maps uniquely extend to homomorphisms.
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Definition 2.14 (Discriminant ∆). Let α1, . . . ., αd ∈ K be a Q-basis of K, then define
∆(α1, . . . , αd) := det{(σn(ak))1≤n,k≤d}2.
Fact 2.15. Let α1, . . . , αd ∈ K be a Q-basis, then:
∆(α1, . . . , αd) ∈ Q
Further if α1, . . . , αd ∈ OK , then
∆(α1, . . . , αd) ∈ Z
One essential property of OK is that it is a lattice.
Theorem 2.16. Let K be a number field of degree d over Q. Then OK is a lattice of rank
d, i.e. there exists a collection of Q-linearly independent elements α1, . . . , αd ∈ OK such
that
OK =
{
d∑
k=1
ckαk : c1, . . . , cd ∈ Z
}
.
Further, if {α1, . . . , αd} ∈ OK and {β1, . . . ., βd} ∈ OK are two Z-bases for OK , then
∆(α1, . . . , αd) = ∆(β1, . . . , βd).
This common value is called the discriminant of K, denoted ∆K : it is an important
invariant of the number field.
2.2 Geometry of Number Fields
In this section, we outline a canonical way to embed the lattice OK into a finite-
dimensional Euclidean space, making it into a Euclidean lattice. This method is called
Minkowski embedding, and is given by the field embeddings discussed in the previous
section. Let K be a number field of degree d over Q, and let σ1, . . . , αd be the embed-
dings of K into C. We distinguish between real and complex embeddings: σi is said to
be real if σi(K) ⊂ R, and complex otherwise. Note that complex embeddings come in
conjugate pairs: if σi is complex, then there is σ̄i(x) := σi(x). We order the embeddings
as
σ1, . . . , σr, σr+1, σ̄r+1, . . . , σr+s, σ̄r+s,
where the first r are real and the remaining s pairs are complex conjugates, so r+2s = d.
Definition 2.17. With the notations as above, define a map
Σ := (σ1, . . . ., σr, σr+1, . . . , σr+s) : K ↪→ Rr × Cs
where Σ(x) = (σ1(x), . . . , σr(x), . . . , σr+s(x)) for all x ∈ K.
Under this Minkowski embedding Σ, the ring OK becomes a lattices of full rank in the
Euclidean space Rr × Cs. The determinant of this lattice is then
det (Σ(OK)) = 2−s|∆K |1/2.
Minkowski embedding often allows to restate arithmetic questions geometrically, and
vice versa. This general principle will be important to us.
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2.3 Polyhedral Semigroups
Let A be a d × n integer matrix, where n ≥ d ≥ 1. Define J (n, d) to be the set of all
cardinality d subsets of the indexing set {1, . . . , n}. For each I ∈ J (n, d), let AI be the
d× d submatrix of A consisting of columns indexed by I. Further, assume that:
• gcd(det(AI) : I ∈ J (n, d)) = 1
• {x ∈ Rn≥0 : Ax = 0} = {0}
Define the additive semigroup:
Sg(A) := {b ∈ Zd : b = Ax,x ∈ Zn≥0}.
More generally, for each s ≥ 1, let
Sgs(A) = {b ∈ Sg(A) : ∃ x1, . . . ,xs ∈ Zn≥0 such that b = Axi},
so Sg(A) = Sg1(A). Define the convex polyhedral cone spanned by the column vectors
of A:
CR(A) = {Ax : x ∈ Rn≥0}.
It is clear that
Sgs(A) ⊆ CR(A) ∩ Zd,
and this containment is often proper, i.e. in general Sg(A) 6= CR(A) ∩ Zd. Now write
int(CR(A)) for the interior of this cone. Then ∀b ∈ int(CR(A)) ∩ Zd, define
gs(A, b) = min{t ∈ Z>0 : int(tb+ CR(A)) ∩ Zd ⊆ Sgs(A)}.
With this notation, we define
gs(A) := max{gs(A, b) : b ∈ int(CR(A)) ∩ Zd}.
We refer to gs(A) as the s-Frobenius number of A.
To understand the generalization gs(A) properly, let us see how the case d = s = 1
recovers the classical Frobenius number outlined in Section 1.1. In this case
int(CR(A)) ∩ Zd = Z>0,
where A = [a1, . . . , an]
T = {a1, . . . , an} ∈ Zn>0. Then for every b ∈ Z>0, gs(A, b)
computes the minimum multiple of b for which the translated set tb + Z>0 ⊆ Sg(A).
This is precisely the minimum integral multiple of b such that every integer greater than
it is representable by the set {a1, . . . , an}. Then
g(A) = max{g(A, b) : β ∈ int(CR(A)) ∩ Z} = g(A, 1),
which is precisely the smallest positive integer after which every integer is representable
as a nonnegative integral combination of {a1, . . . , an}. The two conditions
gcd(det(AI) : I ∈ J (n, d)) = 1, {x ∈ Rn≥0 : Ax = 0} = {0}
then translate as
gcd(a1, . . . , ad) = 1, {a1, . . . , an} ∈ Zn>0.
And thereby the classical Frobenius number is indeed recovered.
This higher-dimensional generalization of the Frobenius problem was introduced
in [3], where the following bound was obtained.
Theorem 2.18. With notation as above,
gs(A) ≤
1
2
√
n− d+ 1
(
(n− d) det(AAT ) + (s− 1)
1
n−d det(AAT )
n−d+1
2(n−d)
)
.
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2.4 Frobenius Number Over Totally Real Number Fields
We can now apply the geometric setup of Section 2.3 to formulate a Frobenius-type
problem in a certain number field setting. The essential conditions for the Frobenius
Problem for the n-tuple a1, . . . , an ∈ Z are:
1. gcd(a1, . . . ., an) = 1,
2. ∀i, ai ≥ 0.
We need to generalize these in OK , where the notion of gcd do not necessarily exist. To
retain the ability of using the ordering ≥, we restrict to totally real number fields.
Definition 2.19. A number field K of degree d is called totally real if σi(K) ⊂ R for all
of its embeddings σ1, . . . , σd. If this is the case, define the semigroup of totally positive
algebraic integers in K as
O+K := {a ∈ Ok : σi(a) ≥ 0 ∀ 1 ≤ i ≤ d}.
From here on, we always assume that K is totally real and use the above notation.
Lemma 2.20. There exists a basis a1, . . . , ad for OK contained in O+K .
Proof. Let w1, . . . wd ∈ OK be a basis for OK with w1 = 1. Define
M := max1≤i,j≤d|σi(wj)|+ 1.
Let a1 = 1 and for every 2 ≤ i ≤ d, let ai = wi + M . Then a1, . . . , ad ∈ O+K is still a
basis for OK .
From here on, we always assume that n ≥ d ≥ 1 and α = (a1, . . . , an) ∈ (O+K)n is
such that OK = spanZ{a1, . . . , an}. Define the semi-group generated by α as
Sg(α) :=
{
n∑
i=1
aixi : x ∈ Zn≥0
}
,
and the rational cone generated by α as
CQ(α) :=
{
n∑
i=1
aixi : x ∈ Qn≥0
}
.
It is clear that Sg(α)⊆ CQ(α)∩O+K ⊆ O
+
K . However, it is not always the case that
CQ(α)∩O+K ⊆ Sg(α). Let us provide a concrete example. Take the real quadratic
number field K = O(
√
2) and let
a1 = 1, a2 = 4 +
√
2, a3 = 6 + 2
√
2.
Then α := (a1, a2, a3) ∈ (O+K)3,
OK = {a+ b
√
2 : a, b ∈ Z} = {(a− 4b)a1 + ba2 : a, b ∈ Z},
and
Sg(α) = {(x1 + 4x2 + 6x3) + (x2 + 2x3)
√
2 : x1, x2, x3 ∈ Z≥0}.
On the other hand, 3 +
√
2 = 12a3 ∈ CQ(α)∩OK , but it is clearly not in Sg(α). See
Figure 2.4 for a more visual introduction. In this example, the set of red dots represent
OK , green dots represent CQ(α), and blue dots represent Sg(α). We can see that in the
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Figure 2: Visual Example of Cone-Translation
diagram, the intersection of the red and green dots (purple dots) represent CQ(α)∩OK .
Notice that a majority of purple dots overlap with the blue ones, yet in the bottom left
corner there is a black dot corresponding to 3 +
√
2 that overlaps with the purple set,
but is not included in the blue set. Now that we have described the geometric setup,
we can introduce the Frobenius number in this setting.
Definition 2.21 (Extension Sgs(α)). For s ≥ 1, define Sgs(α) to be the set of all points
β ∈ Sg(α) for which there are at least s distinct points x ∈ Zn≥0 such that
∑n
i=1 aixi = β.
Take β ∈ O+K to be in the interior of the cone CQ(α) and take the ray tβ as t ∈ Z≥0.
Shifting the cone CQ(α)along this ray and intersecting it with OK , we will eventually
land in the semigroup Sg(α) (see Theorem 2.23 below). In other words, there exists a
positive integer t such that
int(tβ + CQ(α)) ∩ OK ⊆ Sgs(α).
Define
gs(α, β) := min{t ∈ Z>0 : int(tβ + CQ(α)) ∩ OK ⊆ Sgs(α)},
and let
gs(α) := max{gs(α, β) : β ∈ int(CQ(α)) ∩ O+K}.
We call the quantity gs(α) the s-Frobenius number of α. We first demonstrate that this
s-Frobenius number is an intrinsic generalization of the classical one, i.e., setting K = Q
and s = 1 we indeed recover the classical Frobenius number.
Lemma 2.22. Set K = Q, then g1(α) equals the classical Frobenius number.
Proof. Suppose that K = Q, then OK = Z and O+K = Z≥0. Let a1, . . . , an ∈ Z>0, then
spanZ{a1, . . . , an} = Z is equivalent to saying that gcd(a1, . . . , an) = 1. Then we see
that Sg(α) is the semigroup of all positive integers representable by α, CQ(α)= Q≥0
and so we have CQ(α)∩Z≥0 = Z≥0. Then we see that
maxβ∈Z≥0min{t ∈ Z>0 : int(tβ + Q≥0) ∩ Z ⊆ Sg(α)}
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≤ min{t ∈ Z>0 : int(t+ Q≥0) ∩ Z ⊆ Sg(α)}
is precisely the smallest integer t so that all integers > t are representable by α.
Our main result is an upper bound on gs(α), which we present here as in [9]. Before
we can state and prove it, we need to introduce a certain measure of arithmetic com-
plexity of α. For each subset indexing subset I = {i1, . . . , id} ∈ J (n, d) let αI be the
d-tuple of coordinates of α indexed by I. Let
D(α) := 1
|∆K |
∑
I∈J (n,d)
|∆(αI)|,
where ∆(αI) is the discriminant of the d-tuple of algebraic numbers αI , as defined above.
Finally, recall from linear algebra that if a system of homogeneous linear equations with
integer coefficients has a positive real solution, then it also has a positive integer solution.
We now state and prove our bound, directly following the exposition of our paper [9].
Theorem 2.23. With notation as above,
gs(α) ≤
1
2
√
n− d+ 1
(
(n− d)D(α) + (s− 1)
1
n−dD(α)
n−d+1
2(n−d)
)
.
Proof. Let α = (a1, . . . , an) ∈ (O+K)n be as above, and let us fix ω1, . . . , ωd, a Z-basis
for OK . Then there exist integers aij , where 1 ≤ i ≤ n, 1 ≤ j ≤ d so that
ai =
d∑
j=1
aijωj .
Let us write A = (aij)
> for the d× n matrix of these integer coefficients. Let
B =
(
Σ(ω1) . . . Σ(ωd)
)
,
then ∆K = det(B)
2 and
C :=
(
Σ(α1) . . . Σ(αn)
)
= BA.
Since α1, . . . , αn span OK , we must have Σ(OK) = CZn. On the other hand, certainly
Σ(OK) = BZd, hence BZd = B(AZn), which means that AZn = Zd. This implies that
row vectors of A are extendable to a basis for Zn. By Lemma 2 on p.15 of [5], this is
equivalent to the condition that
gcd(det(AI) : I ∈ J (n, d)) = 1.
Now suppose x ∈ Rn≥0 and assume Ax = 0. Then
Cx = B(Ax) = 0,
but entries of C are of the form σi(αj), which are all positive real numbers, since
αj ∈ O+K . Therefore x must be equal to 0, and so
{x ∈ Rn≥0 : Ax = 0} = {0}.
Thus matrix A satisfies conditions (1) and (2) in Section 2.3, and so we can apply
Theorem 2.18 to get a bound on gs(A).
Now notice that Σ(CQ(α)) = BCQ(A), where
CQ(A) :=
{
Ax : x ∈ Qn≥0
}
,
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and int(CR(A)) ∩ Zd = int(CQ(A)) ∩ Zd. Indeed, it is clear that
int(CQ(A)) ∩ Zd ⊆ int(CR(A)) ∩ Zd,
so let us show containment in the opposite direction. Suppose z ∈ int(CR(A))∩Zd, then
there exists x ∈ Rn≥0 such that
Ax = z.
In fact, this equation defines a hyperplane in Rn, which is defined over Q (since A and
z have integer coordinates), and hence points with rational coordinates are dense in it.
Thus taking a sufficiently small open ball in this hyperplane centered at x, we can find a
rational point with positive coordinates satisfying the same equation. This means that
z ∈ int(CQ(A)) ∩ Zd.
With this setup in mind, let β ∈ int(CQ(α)) ∩ O+K and let b ∈ Zd be such that
Σ(β) = Bb. Then for t ∈ Z>0 we have:
int (tβ + CQ(α)) ∩ OK ⊆ Sgs(α)
⇐⇒ int (tBb+BCQ(A)) ∩BZd ⊆ BSgs(A)
⇐⇒ int (tb+ CR(A)) ∩ Zd ⊆ Sgs(A).
This implies that gs(α) = gs(A), and so we only need to express det(AA
>) in terms
of α. Notice that
det(AA>) = det
(
(B−1C)(B−1C)>
)
=
1
det(B)2
det(CC>).
Now, det(B)2 = ∆K , and by the Cauchy-Binet formula
det(CC>) =
∑
I∈J (n,d)
det(CI)
2,
where for each I = {i1, . . . , id},
det(CI)
2 = det
(
Σ(αi1) . . . Σ(αid)
)2
= ∆(αI).
Combining these observations with Theorem 2.18 completes the proof.
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[8] L. Fukshansky and A. Schürmann. Bounds on generalized Frobenius numbers.
European J. Combin., 32(3):361–368, 2011.
[9] L. Fukshansky and Y. Shi. Positive semigroups and generalized Frobenius numbers
over totally real number fields. Mosc. J. Comb. Number Theory, 9(1):29–41, 2020.
[10] R. Kannan. Lattice translates of a polytope and the Frobenius problem. Combina-
torica, 12(2):161–177, 1992.
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