Abstract. This paper addresses the problem of articulated motion tracking from image sequences. We describe a method that relies on both an explicit parameterization of the extremal contours and on the prediction of the human boundary edges in the image. We combine extremal contour prediction and edge detection in a non linear minimization process. The error function that measures the discrepancy between observed image edges and predicted model contours is minimized using an analytical expression of the Jacobian that maps joint velocities onto extremal contour velocities. In practice, we model people both by their geometry (truncated elliptic cones) and their articulated structure -a kinematic model with 40 rotational degrees of freedom. To overcome the flaws of standard edge detection, we introduce a model-based anisotropic Gaussian filter. The parameters of the anisotropic Gaussian are automatically derived from the kinematic model through the prediction of the extremal contours. The theory is validated by performing full body motion capture from six synchronized video sequences at 30 fps without markers.
Introduction and Background
In this paper, we address the problem of tracking complex articulated motions, such as human motion, from multiple camera image sequences using a solely contour-based approach. Articulated motion tracking has been thoroughly studied in the past few years using either one or multiple cameras and with or without artificial markers. Monocular approaches generally require a probabilistic framework such as in [1, 2, 3] to cite just a few. It requires prior knowledge: the mapping between articulated-motion space and image-data space must be learnt prior to tracking. However, learning the entire motion space of a 40 dof kinematic chain remains an open issue. Other authors have tried to recover articulated motion from image cues such as optical flow through sophisticated non-linear minimization methods [4, 5] .
To overcome the limitations of monocular approaches, methods based on multiple cameras have been proposed in the literature. These approaches generally use either image edges or silhouettes [6, 7, 8, 9] . Furthermore, these methods use generic models, such as superquadrics, quadrics or simple cylinders, to represent body parts. Nevertheless, projecting these models onto images and comparing them with contours and/or silhouettes is not an obvious task. In the case of sharp edges (surface discontinuities) (a) (b) (c) (d) (e) (f) Fig. 1 . From left to right: The current model (a) is matched against a set of new images (only one is shown here) (b). The contours in these images (c) and( d) are extracted using an anisotropic color Canny filter (c). They are compared with the predicted model contours using the Chamfer distance (e). Finally, the estimated model is consistent with the new image (f).
there are well documented methods allowing for an explicit (analytic) representation of the mapping between the object's constrained (articulated) motion parameters and the observed image contours [10, 11] . However, in the case of human motion tracking, the task is made much harder by the fact that the human body has few (if any) sharp edges and its silhouette stems from the projection of smooth surfaces rather than surfaces with sharp edges. Moreover, the silhouettes used by these methods are often unreliable due to background substraction problems around moving objects. Due to the lack of robustness of silhouette extraction we propose an approach that solely relies on contours. For a contour-based approach to be successful the correct detection of object contours in the image is essential. Our approach to improve this contour detection consists of three steps. Firstly, we model articulated objects such as humans using smooth surfaces, namely truncated elliptic cones, as basic primitives which are joined together to form an articulated structure ( Fig. 1.a) . Each joint has one, two or three rotational degrees of freedom. This model allows us to explicitly parametrize the extremal contours of the model, which are the projection of the smooth surfaces onto the image (see Fig.2 ), in terms of the articulated structure parameters.
Secondly, we exploit the information provided by the kinematic model to perform a model-based edge detection. Well known methods such as Canny-Deriche [12] , measure the first-order derivatives in an image. Convolution with Gaussian derivative filters make the measurement of image derivatives more robust. But the isotropic Gaussian filtering suffers from a blurring effect. Furthermore, crossing edges are not well detected. To overcome those flaws, the anisotropic Gaussian filter had been introduced in [13] and a fast implementation is proposed in [14] . Anisotropic Gaussian filtering smoothes image intensities along the predicted contour directions and computes directional derivatives across the predicted contours which improves robustness of the tracker [15] . Furthermore, to ensure optimal use of the available contrast in the image, color derivatives are applied as proposed in [16] . We combine both anisotropic filtering and color derivatives ( Fig. 1-c,d ) to obtain an anisotropic color Canny filter, to arrive at a final binary edge map ( Fig. 1-e) .
Finally, the tracking is performed by minimizing a distance between the predicted extremal contours and the observed contours. The process consists in minimizing an error function:
where E is a distance function, Φ = (φ 1 , . . . , φ p ) is the n-dimensional vector whose components are the motion parameters, Y is the set of observed image contours and X (Φ) is the set of predicted extremal contours. Unlike other approaches ( [10, 7, 11] ), where the image contours are computed using standard methods and where the cost function is computed using the closest image edges, we compute the distance in the neighborhood of each model body part using the oriented edges obtained above. We use the chamfer distance to compute the error function. The advantage of the chamfer distance is that it does not require model-contour to image-contour assignments and its computation is fast. From the explicit parameterization of the extremal contours, we derive an explicit formulation of their motion and therefore we consider the distance function as a differentiable function. As a consequence, the tracking can be considered as a standard non-linear minimization process. To summarize (see also Fig. 1 ): to avoid the use of silhouettes for human motion tracking, we propose a contour-based approach. The explicit (analytic) parameterization of the extremal contours of the articulated body model allows us to perform modelbased edge detection, which is the first contribution of the paper. As a second contribution, we cast the tracking into a minimization problem by considering the chamfer distance as a differentiable function.
Note that a preliminary version of this work using an ad-hoc kinematic parametrization and a background substraction was described in [17] . In [17] , we described a method using silhouettes and a standard edge detector (Canny-Deriche) without taking advantage of anisotropic filtering of color images. A main drawback of this work is its dependance on the silhouette estimation which often fails due to background substraction problems. In this paper we circumvent the errors introduced by flawed silhouette estimation by introducing a solely edge-based method.
Paper organization. In section 2, we recall the parameterization of extremal contours and derive their 2-D motion as given in [17] . Taking advantage of this explicit parameterization, we introduce the model-based edge detector (section 3). From the explicit parameterization and the model based detection, we derive a differentiable error function to perform the motion tracking (section 4). Finally, we discuss the method and present results in section 5.
The Kinematics of Extremal Contours
We perform human motion tracking through a non linear minimization process. To perform such a minimization, one needs to compute the Jacobian of the error function or, equivalently, to estimate the motion of model points that reduces the discrepancy between the model extremal contours and the observed image contours.
Let us denote by x an image point lying onto the extremal contour of a modelled body part, let x = (x 1 , x 2 ) be its associated coordinates and let X = (X 1 , X 2 , X 3 ) be its associated 3-D point in the body part frame. Let us also denote X w the coordinate vector of point X in the world reference frame: X w = RX + t, where R (3 × 3 rotation matrix) and t (translation vector) describe the motion of the body part and are parameterized by the joint parameters Φ. The motion of point x is, therefore, computed as follows:
where (Ω, V ) = J KΦ is the kinematic skrew. In the remaining of this section, we will make explicit each one of the terms in the equation above. J I describes the classical Jacobian of the projection transformation. We have
J K desribes the classical Jacobian that maps the articulated structure parameters to the body part velocities (Ω, V ) . One may refer to [18] for further details.
The Rigid and Sliding Motions of Extremal Contours
The right-hand side of equation (2) is a transformation that allows to determine the velocity of a point from the motion of the rigid part on which this point lies. When a point is rigidly attached to the part, this transformation is given by matrix A (see below). In our case, as explained below, the point slides onto the smooth surface, therefore, there is a second transformation -matrix B -that remains to be determined. The rigid motion. The first component is computed by considering the rigid motion part of equation (2):Ṙ
where A is the 3×6 matrix that allows to compute the velocity of a point from the kinematic screw ((Ω, V ) ) of the rigid-body motion:
The notation [m] × stands for the skew-symmetric matrix associated with a vector m.
The sliding motion. We consider the motion of an extremal contour point. Its associated 3-D point lies on a contour generator -the locus of points where the surface is tangent to the lines of sight (see Fig. 2-a) . This tangency constraint writes:
where vector n is normal to the surface at X, and C is the camera optical center in world coordinates. X belongs to a developable surface, namely the truncated elliptic cone, parameterized by θ and z:
Then in equation (6) 
For any rotation, translation, and camera position, equation (6) allows to estimate X as a function of the surface parameters. For the truncated elliptic cone i.e. equation (7), X lies on a line and therefore the extremal contours are simply a pair of lines. To computeẊ we simply differentiate the tangency constraint. After some algebraic manipulations, we obtain:
The sliding of the contour generator is in the tangent plane and therefore tangent to the line of sight. In perspective projection, the sum of the sliding and the rigid motion projects to an image velocity which is different from the pure rigid motion (see Fig. 2-b ). This sliding componnent is not taken into account in approaches based on optical flow for tracking [10] .
Model-Based Contour Detection
For the human tracker to successfully track the human motion, the correct detection of the extremal contours in the image is essential. Both edges caused by the background, and those caused by texture within the actor, could distract the tracker from the true extremal boundaries. Therefore, the predicted model contours are used to extract edges using an edge aligned anisotropic filter in the neighborhood of the predicted extremal contour. The aligned edge detection emphasizes edges in the modelled direction while suppressing edges in undesired directions. This model-based contour detection minimizes the chance of 'false' boundarie detection, thereby optimizing the chance of successful tracking.
Color edges. We start by detecting the color edges. Given a color image,
T , the local differential structure is described by the color tensor,
where I x and I y denote horizontal and vertical gradients, and the bar (·) operator denotes a convolution with a Gaussian kernel. DiZenzo [19] pointed out that the structure tensor correctly combines the vectors in the separate channels. A simple addition could lead to edge annihilation in case of opposing derivatives, whereas the principle eigenvalue of the color tensor,
correctly detects the color edges. This prevents the disappearance of isoluminant edges as is indicated in Fig. 3 .
Anisotropic filtering. To minimize the chance of undesired edges, which complicate the subsequent minimization procedure, we exploit the model information derived from the kinematic model. Based on the predictions from the kinematic model, the image is divided into patches, each of which contains a single predicted extremal contour. Then, from the model we derive both the length and the orientation of the predicted contour in the current image. This information is used to explicitly focus the derivative filters on edges in a particular direction. For this purpose we apply anisotropic Gaussian filtering [14] , [20] , for which the kernel is given by: aligned with an edge, the anisotropic filter increases smoothing along the edge, and reduces smoothing across the edge. This ensures better contrast conservation than is obtainable with isotropic filters. Moreover, responses from edges which deviate significantly from the kernel orientation are suppressed. An example of an anisotropic Gaussian is given in Fig. 4 . The anisotropic color tensor is computed by applying the derivative filters g u (u, v; σ u , σ v , ψ) and g v (u, v; σ u , σ v , ψ) to compute the derivatives I u , I v . The eigenvalues of the color tensor constructed with I u and I v describe the anisotropic color edge map of the image. Finally, we apply the color Canny algorithm as described in [16] to compute the binary edge map. Fig. 4c and d show the gain which is obtained by applying an anisotropic color Canny instead of a standard color Canny. The elongated anisotropic filter does not get distracted by the perpendicular edges of the white dashes. To efficiently compute the anisotropic Gaussian we use a recursive implementation [14] , [21] , [22] .
Fitting Extremal Contours to Image Contours
In this section, we consider the problem of fitting the predicted extremal contours with image contours extracted with the method described in section 3. To perform this tracking, we have to measure the discrepancy between a set of predictions (extremal contours) and a set of observations (image contours): we want to find the model's parameters that minimize this discrepancy. For the sake of clarity of exposition we consider only one body part seen from one camera. We collect extremal-contour points from the body-part. Let X = {x 1 , . . . , x j , . . . , x m } be the prediction vector, a set of m predicted extremal-contour points. The components of this vector are 2-D points and they are parameterized by Φ. Similarly, let Y = {y 1 , . . . , y i , . . . , y k } be the observation vector -a set of contour points observed in the image patch which contains the predicted body part extremal contour. In order to estimate the motion parameters one has to compare these two sets through a metric and to minimize it over the motion variables. Therefore, the problem can be generally stated as the minimization of a multi-variate scalar function E (equation (1)). One possible choice for the error function, that works well in practice, is the sum of the distances to the nearest image contour over all the predicted extremal contours points. This distance can be efficiently computed as a chamfer distance performed after the edge detection. Then, the error function writes:
where D r) s, λ = rs and C Y denotes the chamfer image computed from the extremal contour map. Note that to avoid the chamfer map to be distracted by the other edges from other body parts, we compute the chamfer map on each of the edge map patches (Fig. 2(e) ).
Minimizing the Chamfer Distance
The minimization problem defined by equation (1) can be rewritten as the sum of squares of the chamfer distances over the predicted model contours:
In order to minimize this function over the motion parameters, we take its second-order Taylor expansion as well as the Gauss-Newton approximation of the Hessian:
is the n × m matrix:
The derivative of the chamfer distance D j with respect to the motion parameters decomposes as:
/dx = 0, we immediately obtain an expression for dD j /dx:
From equation (2), we have dx dΦ
We then perform the minimization using the Levenberg-Marquardt algorithm.
Discussion and Results
In this section we show results of our contour-based tracker. The lack of robustness we encountered with a silhouette-based approach motivated us to design a purely edgebased method. We will illustrate both the failure of standard edge detection methods and a successful tracking of a long sequence based on our model-based contour tracker.
But firstly, let's go back to the problem of minimizing the chamfer distance. At each time instant, the tracker is initialized with the previously found solution and equation (14) must be minimized. This minimization problem needs one necessary condition, namely that the n × n Hessian matrix has full rank. The Jacobian J D is of size m × n and we recall that n is the number of variables to be estimated (the motion parameters) and m is the number of predictions (extremal contour points). To compute the inverse of J D J D we must have m ≥ n with n independent matrix rows.
Since each prediction accounts for one row in the Jacobian matrix, one must somehow ensure that there are n "independent" predictions. If each body part is viewed as a rigid object in motion, then it has six degrees of freedom. A set of three non-colinear points constrain these degrees of freedom. Whenever there are one-to-one model-pointto-image-point assignments, a set of three points is sufficient to constrain all six degrees of freedom. In the case of the chamfer distance there are no such one-to-one assignments and each model point yields only one constraint. Therefore, when one uses the chamfer distance, the problem is underconstrained since three non-colinear points yield three constraints only. Within a kinematic chain each body-part has p degrees of freedom. Fortunately the body-parts are linked together to form kinematic chains. Therefore, one sensible hypothesis is to assume that the points at hand are evenly distributed among the body parts.
The kinematic human-body model that we use is composed of 5 kinematic chains that share a common root body-part, 19 body-parts, and 40 degrees of freedom. Therefore, with an average of 3 points per body-part, there are in principle enough constraints to solve the tracking problem. Notice that the root-body part can arbitrarily be chosen and there is no evidence than one body-part is more suitable than another body-part to be the root part.
In practice there are other difficulties and problems. Due to total and partial occlusions the numbers of visible body-parts varies. Therefore, it is not always possible to ensure that that all the degrees of freedom are actually measured in one image. Even if a point attached to a visible body-part is predicted in the image, it may not be present in the data and/or it may be badly extracted and located. Non-relevant edges that lie in the neighborhood of a predicted location contribute to the chamfer distance and therefore complicate the task of the minimization process.
One way to increase the robustness of the tracker is to use additinal data. The latter may be obtained by using several cameras, each camera providing an independent chamfer distance error function. Provided that the cameras are calibrated and synchronized the method described above can be simultaneously applied to all the cameras. There will be several Jacobian matrices of the form of J D (one for each camera) and these matrices can be combined together in a unique Jacobian, provided that a common world reference frame is being used [11] . Therefore, one increases the number of predictions (lines in the Jacobian) without increasing the number of variables.
It is worthwhile to notice that the extremal contours viewed with one camera are different than the extremal contours viewed with another camera. Indeed, these two sets of contours correspond to different physical points onto the surface. One great advantage of this feature is that there is no need to establish point-to-point matches between images taken with distinct cameras. We will now illustrate the advantages of the proposed model based contour method. We performed experiments with realistic and complex human motion. The system is composed of 6 synchronized cameras running at 30 frames/second. The minimization process which resides in the inner loop of the proposed tracking approach converges in approximately 5 iterations. After 5 iterations, the optimization do not lead to worthy improvement of the estimated pose. Fig. 6 shows a plot of the angular values of both left and right elbows during the first 120 frames of a 600 frames sequence. Fig. 7 provides a comparison between the method based on standard edge detection and the method using anisotropic Gaussian filtering. Top row provides a camera view point with model contours obtained using the anisotropic gaussian filtering. Second and third rows shows the the standard edges and the model pose. The method fails when the arms are to close to the head since their are too many distracting edges. The last rows provides the model based edge detection and the model pose.For the clarity of this figure, the edges are gathered on an single image. The tracking performs well since very few distracting edges still remain.
Finally, fig. 8 provides an example of motion tracking performed on images. Top row of fig. 8 provides a camera view point. The predicted extremal contours are shown on those images. Providing this prediction, the model based edge detection is performed in the neighborhood of each extremal contour. For the clarity of this figure, the edges are gathered on an single image (middle row). Using both the prediction of the extremal contours and the edge detection we estimate the new model pose (bottom row). The tracker performed well on this 220 frames long video sequence.
Conclusions
In this paper we proposed a method for tracking the motion of articulated objects that combines a kinematic parameterization of the object's extremal contours with edge detection performed by an anisotropic Gaussian filter. The method relies on contour tracking, i.e., it minimizes the sum of squares of error functions between predicted model contours and image contours. This error is estimated using the directed chamfer distance. The advantage of the latter is that it does not need data-point-to-model-point assignments. Whenever a body part is predicted visible in an image, anisotropic edge detection is applied to an appropriate image patch and is guided by the orientation of the predicted extremal contours. This process filters out irrelevant edges, such as background edges or edges produced by clothes. The model-to-image contour fitting is carried out over all the image patches (one image patch per body parts), therefore it avoids interactions between image edges and extremal contours that should not be matched. We discussed in detail the issue of how many cameras should be used to perform articulated motion tracking and we came to the conclusion that, in principle, one camera may be sufficient. Nevertheless, an increase in the number of cameras drastically improves both the robustness of the minimizer and the quality of the results. This contour-based method compares well with a silhouette-based method simply because our contour detection method provides a richer image description. For example, it takes into account edges inside the silhouette such as the inner edge of the arm when the latter sticks to the torso. Future work will investigate ways to enforce color and motion coherence during tracking to further limit the effect of the background clutter. Currently, we invert a highly redundant set of constraints from all visible contours in all images. Another direction of research is how to select the "most attractive" image contours to further enhance our tracker.
