Financial market prediction attracts immense interest among researchers nowadays due to rapid increase in the investments of financial markets in the last few decades. The stock market is one of the leading financial markets due to importance and interest of many stakeholders. With the development of machine learning techniques, the financial industry thrived with the enhancement of the forecasting ability. Probabilistic neural network (PNN) is a promising machine learning technique which can be used to forecast financial markets with a higher accuracy. A major limitation of PNN is the assumption of Gaussian distribution as the distribution of input variables which is violated with respect to financial data. The main objective of this study is to improve the standard PNN by incorporating a proper multivariate distribution as the joint distribution of input variables and addressing the multi-class imbalanced problem persisting in the directional prediction of the stock market. This model building process is illustrated and tested with daily close prices of three stock market indices: AORD, GSPC and ASPI and related financial market indices. Results proved that scaled t distribution with location, scale and shape parameters can be used as more suitable distribution for financial return series. Global optimization methods are more appropriate to estimate better parameters of multivariate distributions. The global optimization technique used in this study is capable of estimating parameters with considerably high dimensional multivariate distributions. The proposed PNN model, which considers multivariate scaled t distribution as the joint distribution of input variables, exhibits better performance than the standard PNN model. The ensemble technique: multi-class undersampling based bagging (MCUB) was introduced to handle class imbalanced problem in PNNs is capable enough to resolve multi-class imbalanced problem persisting in both standard and proposed PNNs. Final model proposed in the study with proposed PNN and proposed MCUB technique is competent in forecasting the direction of a given stock market index with higher accuracy, which helps stakeholders of stock markets make accurate decisions.
Introduction
Financial Markets play a major role in controlling dynamics of the world economy. Forecasting of financial markets has had great importance recently due to the rapid increase in the investments of financial markets in the past decades. The stock market is one of the leading financial markets in this regard due to the importance and interest of many stakeholders. The profitability of investing in financial markets is directly proportional to its predictability [1] [2] [3] [4] . Efficient market hypothesis indicates that market prices fully reflect all available information, and "beating the market" is very difficult. Researchers found that the weak form of the efficient market hypothesis exists in the real world and suggested that prediction is possible using this weak form with a satisfactory degree of accuracy [5] [6] [7] . On the other hand, movements of stock market index depend on combined impact factors such as news, civil unrest, natural disasters, psychological factors, inflation, etc. Most of these factors are immeasurable and/or intangible. Therefore, it is very difficult to identify and measure all the factors that affect stock markets. When considering the real world phenomena, it can be seen that all effects reflect on other financial markets and on other indices. Hence, it is worth to use inter-market influences in stock market predictions [1, 2] .
Different techniques have been used by researchers for financial market predictions, and time series models can be identified as one of the widely used techniques as shown in the literature [8] [9] [10] . Even though they are capable of forecasting financial markets, the downside of the time series models are the assumptions associated with them such as constant variance, linear relationships and normality where most of the financial time series data do not agree with them. Furthermore, time series models used for financial market predictions exhibit less accuracy [11] . Consequently, linear time series models are not capable enough to capture the non-linear dependencies in financial data. Development of machine learning techniques leads to improve the forecasting ability of financial markets. Machine learning techniques can be identified as apposite techniques to predict financial markets, which exhibit higher accuracy in predictions and can capture non-linear relationships. Many researches recently proved that machine learning techniques can be successfully used for forecasting financial markets with a satisfactory degree of accuracy [2, [12] [13] [14] [15] [16] .
Literature reveals that the directional prediction is more effective and leads to higher profits than the value prediction [17] [18] [19] . Directional prediction is a classification problem. Probabilistic neural networks (PNN), support vector machines (SVM) and feedforward neural networks (FNN) can be recognized as the common machine learning techniques for the classification of future movements of stock market, and researchers revealed that the PNN is a powerful tool for classification problems as it shows higher accuracy in forecasting [1, 18, [20] [21] [22] . Despite the fact that the PNN is a powerful tool in classification, the standard PNN algorithm encompasses some shortcomings such as not considering a joint distribution other than the Gaussian, as the distribution of input variables where, the real world financial data do not always follow Gaussian distribution [23] [24] [25] . Conversely, a major issue associated with most of the real-world data sets is class imbalanced problem, which leads to reduce performance of classifiers [26] [27] [28] . The standard PNN algorithm does not facilitate handling the multi-class imbalanced problem in the classification of cost sensitive data which is very frequent in reality [26] [27] [28] [29] .
Therefore, the main objective of this study is to improve the standard PNN model by introducing appropriate (multivariate) joint probability distribution for non-Gaussian input variables and embedding a feasible technique to handle multi-class imbalanced problem for cost sensitive data.
It is hard to find published evidences for the availability of a PNN algorithm which facilitates the incorporation of multivariate probability distribution other than the Gaussian distribution and handling multi-class imbalanced problem for cost sensitive data. This study will develop such a model to forecast the direction of a given stock market for any time period. The proposed model is capable of forecasting the direction of a given stock market index with a higher accuracy. The final outcome of this research will lead to provide quick, reliable forecast for a given stock market index, and it will help governments, financial institutes, stockbrokers, agents and investors to utilize their money effectively. Furthermore, findings of this research can be applied to handle classification problems in other research areas such as climate, weather, medical, agriculture, biology and marketing research.
Organization of the paper is as follows: Section 2 contains materials and methods used in the study while all the results obtained are presented in Section 3. Discussion of the study is in Sections 4 and 5 concludes the paper.
Materials and Methods
In order to achieve the objectives of the study, the following steps were followed. As the first step, stock market indices to be predicted were selected by considering different stock market types such as highly volatile markets (US markets), less volatile markets (Australian markets) and emerging markets (Colombo stock exchange) and daily stock price indices of the selected stock markets and potential influential markets were downloaded for a six year period. Then, input features (explanatory variables) for forecasting the direction of each selected stock market indices were identified. After that, the marginal probability distributions of selected stock indices and explanatory variables were estimated, and the joint probability distributions of each selected input set were estimated using parameter optimization. As the next step, estimated joint probability distributions were incorporated to the PNN algorithm. Subsequently, the direction of each selected stock market index was predicted using the modified PNN algorithm as well as the standard PNN algorithm and the performance of the two algorithms were compared by means of prediction accuracy. After that an appropriate ensemble technique was introduced to handle multi-class imbalanced problem and standard PNN algorithm and modified PNN algorithm were incorporated into the introduced ensemble technique. Afterward the direction of each stock market index under the study was predicted and the performances were compared. Then the generalization ability of the final model was tested using a novel data set, and finally a dynamic model for forecasting the direction of a given stock market index with higher accuracy was built.
Data Collection and Data Pre-Processing
Daily data of six years were downloaded for the following financial indices: Australian stock market index (AORD), United States stock market index (GSPC), Sri Lankan stock market index(ASPI), Amex oil index (XOI), Amex gold index (HUI), world cocoa index, exchange rate of Australian dollar to United States dollar (AUD-USD) and exchange rate of United States dollar to Sri Lankan rupee (USD-LKR) and considered in the study.
Returns of the considered stock markets and potential inter-markets of the study were calculated using the following formula:
where R t : return of the current day, P t : close price of the current day and P t−1 : close price of the previous day.
Cross Correlation
As real world financial time series usually exhibit non-linear relationships, Spearman cross correlation was used to identify the relationships among financial markets under the study. Equations (2) and (3) provided below illustrate the definition of the Spearman correlation coefficient and the cross correlations for different lag k. Pertinent lower and upper confidence levels can be calculated using Fisher's r to z transformation for Spearman's correlation [30, 31] .
The CCF at Lag k is:
, k = 0, 1, 2, . . . . . .
where k is the lag and n is the number of observations.
Scaled t Distribution
The scaled t distribution is useful for modeling data distributions with heavier tails. The location parameter, scale parameter and shape parameter are the three parameters associated with this distribution. Smaller values of the shape parameter yield heavier tails. The probability density function (pdf) of the scaled t distribution is as follows:
where Γ() represents the gamma function, µ is the location parameter, σ is the scale parameter and ν is the shape parameter. The range of µ is −∞ < µ < ∞, σ 2 > 0 and ν > 0 [32] .
Multivariate Scaled t Distribution
A random variable following t distribution (say X) is described by its degrees of freedom parameter ν, a mean µ and a symmetric matrix parameter Σ. In general, Σ is not the covariance of X. In the case Σ is positive definite, the probability density function (pdf) of a random vector X (dimension d) is:
where Σ is a real, symmetric and positive definite matrix with dimension p × p, µ is a real vector with dimension p × 1 and ν is a positive scalar where ν > 1 (only if ν > 1 mean = µ, else undefined) and ν > 2 (only if ν > 2 variance = (ν/ν−2) Σ, else undefined) [33, 34] . The above mentioned equation is the general pdf of the multivariate scaled t distribution. If the data are independent or uncorrelated, a reduced form of this equation can be used [32] . As the financial markets considered in this study are correlated, the general pdf of the multivariate scaled t distribution was considered in this study.
Optimization Problem
The following optimization problem is considered to estimate parameters of the relevant distributions. Lower limit of the shape parameter was set to three as it must be greater than 2 to define the scaled t distribution. It is a known factor that the financial return series exhibit fat tails, and smaller values of the shape parameter indicate better fit to fat tails. Hence, upper limit of ν was fixed to 100. As the diagonal elements of the scale parameter cannot be negative values, lower limit of σ ii was set to zero.
The objective function f (µ, Σ, ν) is defined as follows: f (µ, , ν) = i (S t (x i ; µ, , ν)) 2 if d min > 0 and f (µ, , ν) = d min − 1 if otherwise; here d min is the smallest eigenvalue of .
Global Optimization
Different global optimization techniques can be used to solve a non-linear optimization problem, and the performances could be quite different. The global optimization algorithm DSO in global and non-smooth optimization (GANSO) library was used as the global optimization technique in this study. Algorithm DSO is designed for solving unconstrained continuous optimization problems. It uses a line search mechanism where the descent direction is defined via a dynamical systems approach. It can be applied to a wide range of functions, requiring only function evaluations to work. In particular, it does not require gradient information and can be used to find minima of non-differentiable functions. The algorithm DSO from GANSO has been proven to be efficient [35, 36] .
Probabilistic Neural Network (PNN)
The most common and popular neural network type used by the researchers in different applications is the ordinary feed-forward neural network (FNN). The FNN is more suitable in value prediction, and as this study aimed at directional prediction which leads to classification problem, probabilistic neural network (PNN) is more suitable than ordinary FNN due to the following reasons. If FNN is used for classification, there is no proper way of deciding the threshold or the adjustment, and such a requirement is not involved in PNN. Further, PNN provides global optimal solutions, which leads to more accurate results.
In 1966, Probabilistic Neural Network (PNN) was introduced by D.F. Specht for classification problems. PNN is a feedforward neural network with four layers: input layer, pattern layer, summation layer and output layer, which are illustrated in Figure 1 .
Appl. Sci. 2019, 9, x FOR PEER REVIEW 5 of 21 approach. It can be applied to a wide range of functions, requiring only function evaluations to work. In particular, it does not require gradient information and can be used to find minima of nondifferentiable functions. The algorithm DSO from GANSO has been proven to be efficient [35, 36] .
In 1966, Probabilistic Neural Network (PNN) was introduced by D.F. Specht for classification problems. PNN is a feedforward neural network with four layers: input layer, pattern layer, summation layer and output layer, which are illustrated in Figure 1 . Probabilistic neural network is based on the Bayesian method of classification and can classify a sample with the maximum probability of success. The principle of a Bayesian classifier rests on the selection of class C with the largest product term in the Bayesian classification theorem:
where is a priori probability for class C, is the loss incurred by misclassifying a sample which actually belongs to class C, X = (x1, x2, , xk), is the input vector to be classified and ( ) is the probability of X given the density function of class C [18, 23] .
In general, the distribution of the vector X assumed to be Gaussian:
where k is the number of elements in X, is the number of training samples belong to class C, is the ith training sample in class C, and is the smoothing parameter. However, past studies depict that the distribution of the vector X may take other possible forms of distributions [17,23,37-41. Probabilistic neural network is based on the Bayesian method of classification and can classify a sample with the maximum probability of success. The principle of a Bayesian classifier rests on the selection of class C with the largest product term in the Bayesian classification theorem:
Proposed Ensemble Technique
where P c is a priori probability for class C, L c is the loss incurred by misclassifying a sample which actually belongs to class C, X = (x 1 , x 2 , . . . , x k ), is the input vector to be classified and f c (x) is the probability of X given the density function of class C [18, 23] . In general, the distribution of the vector X assumed to be Gaussian:
where k is the number of elements in X, n c is the number of training samples belong to class C, Y ic is the ith training sample in class C, and σ c is the smoothing parameter. However, past studies depict that the distribution of the vector X may take other possible forms of distributions [17,23,37-41].
Ensemble techniques use multiple models and then combine them to produce results, which leads to produce more accurate solutions than a single model. In classification, ensemble techniques train different classifiers for the same training data and use voting to find the final answer for a new input which is known as soft ensemble as well [42] . This study proposes a novel ensemble technique to handle multi-class imbalanced problem called multi-class undersampling based bagging (MCUB), which is summarized in Figure 2 .
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Performance Measures

The following measures were used to evaluate the performance of the models [43, 44] :
Misclassi f ication percentage o f class i to class j = Wrng ij n i × 100 (12) where Wrng i is the number of observations classified incorrectly which originally belongs to class i, Wrng i,j is the number of observations classified incorrectly as class j which originally belongs to class i, and n i is the number of observations belongs to class i in the test set.
Results
This section consists of all the results obtained from the study with respective interpretations.
Potential Inputs Identification
Identifying potential inputs or feature selection is an important task when neural networks are used for classification. Literature provides evidence for intermarket influences on stock markets [1] [2] [3] [4] . Parametric, non-parametric and graphical techniques were used to identify potential intermarket influences as well as the lag relationships of the interested market itself. Table 1 illustrates finally identified potential inputs for the three stock indices considered in the study. 
Distribution Identification
Identification of appropriate distributions is a challenging task with respect to financial market predictions. Invention of proper marginal distributions of potential explanatory variables which are selected as inputs to the PNN models and pertinent multivariate distributions related to three stock market indices under study will be presented in this section.
Marginal Distribution Identification
Based on the information found in the literature, suitability of different marginal distributions, normal distribution, lognormal distribution, inverse Gaussian distribution, levy distribution, Pareto distribution, scaled t distribution to model the return series of potential inputs were assessed. Normal probability plots of all return series provide evidence to say that normal distribution is not suitable to model return series of financial markets under study. Lognormal distribution is widely used for modelling financial time series. This is an appropriate distribution for a continuous random variable whose logarithm is normally distributed and values of the random variable should be positive as log(x) exist only for positive values of x. The return series considered in the study contains not only the positive values but also negative values as well. Hence lognormal distribution is not a suitable distribution to model the return series considered in this study. Inverse Gaussian distribution is capable of modelling non-negative skewed data and is not suitable for the study as the return series consists of negative values. Similarly, levy distribution is used to model non-negative random variables, and hence levy distribution is unsuitable. Researchers have used log return or the absolute return when applying these distributions to model return series of financial data [45] [46] [47] , which is not relevant in this study. Pareto distribution was used to model only the tails of a distribution in the literature and used normal distribution to model whole data series. The goal of marginal distribution identification of the current research is not limited to model tails of the distributions separately. Hence, Pareto distribution is not suitable to model return distributions of financial indices. Further, the suitability of scaled t distribution in modelling return distributions was examined. Scaled t distribution was identified as a more suitable distribution to model marginal return series of financial indices, and Table 2 below illustrates parameters of fitted scaled t distributions for marginal distributions of return series under the study [48] [49] [50] [51] . Adequacy of the fitted scaled t distributions were assessed using two graphical techniques: probability-probability plots (p-p plots) and cumulative plots [52, 53] . Cumulative plots illustrate that the empirical cumulative distribution and theoretical cumulative distribution agree with each other with respect to fitted scaled t distributions of all financial index returns. Further, p-p plots exhibit that the points disseminate approximately in a straight line in each graph. Both results provide evidence for that the fitted marginal scaled t distributions with respective parameters are suitable to model the financial index return series.
Multivariate Distribution Identification
Since all the marginal distributions are scaled t distributions, the multivariate distribution associated with each stock market index and its related financial markets should be a multivariate scaled t distribution. Many techniques are available for a parameter estimation of multivariate distributions. Batch approximation algorithm can be identified as a better algorithm for parameter estimation with reference to the literature [54] . Moreover, optimization methods were used to estimate the parameters of multivariate scaled t distribution. To examine the complexity of related optimization problems, both local and global optimization were applied. The "fmincon" function in Matlab software was used as a local optimization technique, and a global optimization algorithm DSO in global and non-smooth optimization (GANSO) library [35, 36] was used as the global optimization technique in the study. Comparison of three above mentioned techniques was carried out, and the results provide evidence that the global optimization method is essential for significant improvement of parameter estimates. The conviction is that obtaining a multivariate distribution with high quality is really challenging.
The number of potential input variables and the number of parameters to be estimated with respect to multivariate scaled t distributions associated with three stock indices, AORD, GSPC, ASPI, and their related inter-markets are summarized in Table 3 . Local optimization method and global optimization method were used to estimate the parameters associated with three multivariate distributions of three stock indices under study with their related inter-markets. Only the maximum function values obtained are presented in Table 4 as it is difficult to present all parameter estimates here. Table 4 illustrates that the global optimization technique provides better parameter estimates for all three multivariate distributions related to three stock indices and their related inter-markets. Therefore, global optimization technique was considered for further analysis.
Probabilistic Neural Network Models
The multivariate scaled t distribution was identified as the more suitable distribution to model multivariate distribution associated with potential input variables, to be used in modelling stock market return series of interest. This section illustrates the performance of proposed probabilistic neural network (PNN) model, after incorporating the identified multivariate distribution and comparison of performance with the existing PNN model.
Data Pre-Processing for PNN Models
Daily data of AORD, GSPC and ASPI indices which consist of 1713, 1548 and 1561 observations, respectively, were considered for the study. Relative returns as described in Section 2.1 were calculated. Holidays were filled with previous days values [1, 12, 55] in all related indices based on the stock market index to be forecasted, and three matrices were prepared for three stock market indices, which can be used as input variables to the PNN models. All observations were categorized into three classes using the following formula [1, 4] :
Let P(t + 1) be the relative return o f the next day :
For easy manipulations, classes were renamed as: Class 1 for Buy, Class 2 for Hold and Class 3 for Sell.
Performance of PNN Models
Standard probabilistic neural network and proposed PNN model (with multivariate scaled t distribution as the multivariate distribution of input variables) were implemented in Matlab software. Twenty percent of most recent data were used for testing, and the rest of the data were used for training the PNN models [19, 56] , and performance were evaluated using performance measures described in Section 2.9. Table 5 displays accuracy and different types of misclassifications in percentages. Table 5 reflects that the standard PNN model (without MCUB) is not capable of adequately classifying the direction of a stock market index. In addition, there is a higher variation of misclassification percentages among three classes. Therefore, to attain higher accuracy, an improvement to the standard probabilistic neural network model is essential. Further, Table 5 illustrates that the proposed PNN model (without MCUB) exhibits perceptible accuracy in classification. Both GSPC and ASPI indices exhibit similar overall accuracy while AORD index exhibits slightly lower overall accuracy than that of other two indices. Misclassification percentages of buy signal as sell signal and sell signal as buy signal, which lead to critical losses, are small values in the proposed PNN model while the moderately important losses due to classification of buy signal as hold signal and sell signal as hold signal are considerable in all three markets. Based on the results, a visible difference of misclassification percentages among the three classes can be identified. Table 6 consists of class imbalanced ratio (IR) of three markets, which is useful in the explanation of apparent variation among misclassification percentages of classes. Preceding table demonstrates that, a greater class imbalanced ratio presents in all three data sets under the study. Imbalance ratio of Class 2 dominates that of other classes in all three markets. A large variation of misclassification percentages can be observed among three classes in each market with reference to Table 5 . This may be due to higher imbalance ratio among classes in all data sets. It is prominent that the misclassification percentage of Class 2 is very low compared to those of other two classes in data sets related to AORD, GSPC and ASPI indices. It provides evidence for the prevalent understanding of "classifiers bias towards majority class in classifications" among researchers.
Handling Multi-Class Imbalanced Problem
The existence of the multi-class imbalanced problem in the considered data sets, which is a common behavior related to the classification of financial data is evident from the above section. This section demonstrates the proposed ensemble technique used to handle multi-class imbalanced problem which was described in Section 2.8 and discusses the performance of probabilistic neural network models after applying the proposed technique.
By referring to the literature, bootstrap aggregating or bagging can be identified as a solution proposed by many researchers to the multi-class imbalanced problem in classifications [57] and moreover, it can be identified that ensemble techniques produce more accurate solutions than a single model [38] . A novel technique called multi-class undersampling based bagging (MCUB) technique is proposed to handle multi-class imbalanced problem in this study and it was implemented in Matlab software and applied to the standard PNN model as well as the proposed PNN model. Table 5 compares performance of both proposed and standard PNN models after and before introducing MCUB technique.With reference to the results obtained from standard PNN in Table 5 , it can be observed that the overall accuracy of models has been slightly increased after introducing MCUB technique in GSPC and ASPI series while AORD series exhibits a minor decrease in accuracy. Rather, an increase of overall accuracy can be observed in all the markets after introducing MCUB to proposed PNN in Table 5 . However, it is prominent that the misclassification percentages among the three classes have been well adjusted by the introduced ensemble technique MCUB, and similar misclassification percentages are apparent among the classes in all stock market indices under the study when classification was carried out with both standard and proposed PNNs.
Generalization Ability of the Proposed Model
To assess the generalization ability of the proposed model, data from a new time period was considered, and this period commences just after the ending date of the data set on which the final model was built. Same procedure was carried out to prepare the input sets for the three indices AORD, GSPC and ASPI by assuming the input variables remain unchanged for the next three months. Standard PNN and proposed PNN without MCUB and proposed PNN with MCUB were used to forecast the direction of stock indices and results displayed in Table 7 (see page 14) .
By referring to Table 7 , it can be seen that the proposed PNN exhibits better performance than the standard PNN before introducing the MCUB technique to both models. The model with MCUB and proposed PNN exhibits higher performance than the other two models for the novel data set. When comparison was done with the performance of same models (proposed PNN with MCUB) for the data set considered in the study and for the data of new time period, a slight decrease in overall accuracy can be observed in AORD and GSPC indices while slight increase of overall accuracy is visible in ASPI index. All the misclassification percentages exhibit similar values when comparing corresponding misclassification percentages of the final proposed PNN model with multivariate scaled t distribution and MCUB technique. Therefore, it can be said that the model proposed by the study is capable of forecasting the direction of a stock market index with an acceptable accuracy. 
Discussion
The main objective of this study is to improve the standard probabilistic neural network algorithm by introducing an appropriate multivariate distribution for non-Gaussian input variables and incorporating a feasible technique to handle multi-class imbalanced problem. This objective was further elaborated into finding the most suitable marginal distributions of the identified input variables, estimating parameters of multivariate distributions associated with these input variables and introducing a proper method to handle multi-class imbalanced problem. Comparisons of proposed and existing methods were carried out to assess the performance of proposed methods.
Preliminary analysis identified nine variables, lag 4 (i.e., return series four days back) of AORD index, lag 1 of oil index, lag 1 of gold index, lag 14 of cocoa index, lag 1 of GSPC index, lag 0 of exchange rate of Australian dollar to United States dollar (AUD-USD), lag 1 of AUD-USD, lag 8 of AUD-USD and lag 12 of AUD-USD exchange rates; four variables, lag 5 of GSPC index, lag 12 of oil index, lag 13 of gold index, lag 6 of cocoa index, and thirteen variables, lag 1 of ASPI index, lag 3 to lag 5 of ASPI index, lag 1 of oil index, lag 5 of oil index, lag 13 of oil index, lag 14 of oil index, lag 9 of gold index, lag 1 of GSPC index, lag 2 of GSPC index, lag 13 of GSPC index, lag 14 of GSPC index as potential inputs to PNN models with respect to three stock market indices AORD, GSPC and ASPI, respectively. Different marginal distributions, normal distribution, lognormal distribution, inverse Gaussian distribution, levy distribution and Pareto distribution, were used to model return series of stock market indices and other financial markets under study, and inadequacies of all above mentioned distributions to model return series of considered financial indices were identified. Finally, scaled t distribution was identified as a more suitable distribution to model return series of financial indices and respective parameters are present in Table 2 . The shape parameter ν of the scaled t distribution can capture the fat tails of the fitted distributions. Smaller ν parameter estimates between 2 to 5 for all indices in Table 2 indicate that the fat tails of the distributions are well captured by the fitted distributions. All estimated location parameters are small and around zero, which implies that the identified scaled t distributions are symmetric. It can be said that the fitted marginal distributions for return series of considered markets are suitable based on the estimated parameter values.
Adequacy of fitted distributions was assessed using probability-probability plots (p-p plots) and cumulative plots. All results confirm that the fitted scaled t distributions with respective parameters are suitable to model respective financial return series. Therefore, the scaled t distribution can be considered as a more suitable distribution to model return series of AORD, GSPC, ASPI, Amex oil, Amex gold, world cocoa indices and AUD-USD exchange rate.
Identifying most suitable multivariate distribution for input variables is a difficult task as the parameter estimation is associated with heavy mathematical calculations. Three parameter estimation techniques, batch approximation algorithm, local optimization method with matlab "fmincon" function and global optimization method with DSO algorithm, were considered in parameter estimation of multivariate distributions, and results show that the global optimization provides better results than the other two techniques.
The number of parameters to be estimated associated with each multivariate distribution varies with the number of potential input variables associated with them or the dimension of the multivariate distribution. Number of potential input variables\dimensions of considered three multivariate distributions of AORD, GSPC and ASPI and their related other markets are nine, four and thirteen, respectively. Past studies provide evidence for parameter estimation of multivariate distributions only up to four dimensions, and the global optimization technique considered in this study is able to estimate parameters of multivariate distributions with any dimension. The number of parameters to be estimated are ninety-one, twenty-one and one-hundred-and-eighty-three with respect to multivariate distributions associated with AORD, GSPC and ASPI and their related financial markets.
It is evident that the parameter estimates provided by the local optimization technique are ambiguous. This characteristic of the local optimization method is prominent due to its main disadvantage of excessive dependence on the initial parameters provided. As a solution, a global optimization technique, DSO algorithm, was considered, which does not require initial parameters and is a stable algorithm that provides solid solutions.
Results obtained from the global optimization method are much better than the parameters of the multivariate scaled t distributions of return series of AORD, GSPC and ASPI and those of their related financial indices. The discussion below is based on the results obtained from global optimization. The estimates of location parameters are small and around zero, and this implies that the multivariate distribution associated with AORD index and its related financial indices is central. The multivariate scaled t distribution of AORD series and related financial indices is less peaked and have fat tails as the estimated shape parameter is three. The multivariate distribution of GSPC index and related financial indices is symmetric, less peaked and has fat tails as the parameter estimates exhibits similar formation. Furthermore, the multivariate scaled t distribution of ASPI and related indices is central as the location parameters are around zero, less peaked as the shape parameter is three and has fat tails as the shape parameter is closer to unity. The parameter estimates of scale parameter Σ are alike values in each table, and it suggests that the markets have similar influence on the respective multivariate distributions.
Incorporating an appropriate multivariate distribution other than the Gaussian distribution as the distribution of input variables to the probabilistic neural network is one of the objectives of the study. Therefore, proposed PNN was implemented using matlab software, which facilitates considering the multivariate scaled t distribution as the distribution of input variables. To evaluate the performance of the proposed PNN, comparisons were carried out with the existing standard PNN implemented using matlab software. For budgetary convenience, the implemented matlab codes can be easily converted into an open source programming language like python. Table 5 illustrates that the overall accuracy levels of standard probabilistic neural network model when forecasting the direction of stock indices AORD, GSPC and ASPI are 54.5%, 53.34% and 55.09%, respectively. Same data sets were used to evaluate the performance of proposed PNN model which consider multivariate scaled t distribution when calculating probabilities in the pattern layer. Overall accuracy of AORD index is 61.56% while GSPC and ASPI indices exhibit 63.04% and 63.47% corresponding accuracy when forecasting the direction using proposed PNN, and this implies an increase in overall accuracy of proposed PNN for all considered stock indices than that of standard PNN. These are acceptable and high percentages of accuracy with respect to financial market forecasting.
By referring Table 5 , it is noteworthy that the misclassification percentages when applying standard PNN for AORD series for Class 1, Class 2 and Class 3 are 70.59%, 4.67% and 61.25%. Very high misclassification percentages can be observed in Class 1 and Class 3, while a very low misclassification percentage can be observed in Class 2. Consequently, it is evident that the standard PNN model is biased towards one class against the other two classes in this scenario. Class imbalance ratio (IR) plays a significant role in controlling forecasting ability of PNN models. Table 6 indicates that the IR of Class 1, Class 2 and Class 3 of AORD series are 0.2, 0.6 and 0.2, respectively. By comparing overall misclassification percentage and IR of each class of AORD index, it can be said that the standard PNN model is biased towards the majority class and forecasts most of the test set observations to the majority class. Similar behavior can be observed when comparing misclassification percentages and class imbalance ratios of classes in GSPC and ASPI indices. Results suggest that the performance of the existing probabilistic neural network model heavily depends on the class imbalanced ratio.
Correspondingly, Table 5 indicates that the misclassification percentages among three classes of each index differ significantly when using the proposed PNN. Similar to the results of standard PNN, Class 2 exhibits a lower misclassification percentage than that of Class 1 and Class 3 when forecasting the direction of AORD, GSPC and ASPI indices using proposed PNN. Even though the proposed probabilistic neural network model outperforms the existing PNN model, it still suffers from the class imbalanced problem.
Findings described above highlight the necessity of an appropriate technique to handle class imbalanced problem in data sets. A technique called multi-class undersampling based bagging (MCUB) is proposed to handle the multi-class imbalanced problem persisting in data sets considered in the study. Both standard PNN and proposed PNN were embedded into the proposed MCUB technique separately for further investigations.
Overall accuracy of standard PNN model increases after introducing MCUB technique in forecasting the direction of GSPC and ASPI indices, and AORD index predictions exhibit a slight decrease in the overall performance with reference to Table 5 . After ingraining the proposed PNN to the proposed MCUB technique, an increase in overall accuracy can be observed with respect to all indices. Increase of two highly important types of misclassification percentages can be observed after introducing MCUB to standard PNN whereas two types of moderately important misclassification percentages have decreased in all indices. The crucial misclassification types of buy-sell and sell-buy signals have reduced considerably by the introduced ensemble technique in most of the circumstances, and misclassification percentages of buy-hold and sell-hold signals have been reduced in all the cases simultaneously in proposed PNN model. The remarkable fact is that the misclassification percentages among Class 1, Class 2 and Class 3 in forecasting the direction of each stock index when using both standard and proposed PNN models are very much similar. Accordingly, it is indisputable that the proposed ensemble technique, multi-class undersampling based bagging (MCUB), is able to unravel the multi-class imbalanced problem residing in the data sets.
Results in Table 5 prove that the proposed MCUB technique is suitable to handle the multi-class imbalanced problem existing in probabilistic neural networks when classifying data. Hence, it is sensible to compare performance of standard PNN versus proposed PNN with MCUB technique. By referring to Table 5 , it can be said that the proposed PNN with multivariate scaled t distribution as the joint distribution of input variables exhibits higher accuracy than that of standard PNN with respect to all considered stock indices. The balance between misclassification percentages among three classes has been enhanced when classifying using the proposed PNN. Misclassification percentages of most important buy-sell and sell-buy signals leading to critical losses have been decreased immensely by the proposed PNN. Slight increase in misclassification percentages of moderately important two misclassification types can be observed. Based on the aforesaid facts, performance improvements can be observed when classification is done using proposed PNN with MCUB in contrast to the standard PNN with MCUB. By considering the improved PNN model with MCUB introduced in the study, 66.37%, 67.02% and 70.12% accuracies can be observed in forecasting the direction of AORD, GSPC and ASPI indices respectively. It is generally accepted that these percentages are high enough to make profit from investments in financial markets.
To understand the generalization ability of the proposed PNN model, performance was evaluated for an updated data set which contains three months' daily data just after the ending date of the data set used in the study. Table 7 illustrates that the proposed model (proposed PNN with MCUB) is capable of forecasting the direction of all considered stock indices with similar accuracy for the novel data set. All types of misclassification percentages exhibit similar values when comparing corresponding values of the final proposed model. Therefore, it is evident that the proposed dynamic model is proficient to forecast the direction of a given stock market index for any given time period with higher accuracy.
Finally, this study identified an improved PNN model to forecast the direction of a given stock market index by incorporating a suitable non-Gaussian multivariate distribution for calculating probabilities and multi-class undersampling based bagging approach to overcome the class imbalanced problem.
Based on past studies, influences from few inter-market, other financial markets and world major commodities were considered in identifying potential inputs to the probabilistic neural network models. Other stock market indices, other financial markets and other commodities may have significant influence on the considered three stock indices. Even though the gross domestic product (GDP), interest rates, Treasury bill rates, etc., affect the stock market indices, they were not considered as potential inputs to the PNN models because of the non-availability of daily data corresponding to those variables. These facts can be identified as limitations of the study.
As a future study, the proposed dynamic model with multivariate scaled t distribution and multi-class undersampling based bagging technique can be used to build a computer intensive tool, an attractive, user friendly platform to support stakeholders in decision making. The proposed probabilistic neural network model can be used to forecast the direction of other financial indices like exchange rates, interest rates, Treasury bill rates, etc., with higher accuracy. Moreover, the proposed PNN can be used for classification purposes in other applications such as weather, biology, agriculture, medicine, image processing, natural language processing, marketing research, etc.
Conclusions
The scaled t distribution with three parameters, location parameter, scale parameter and shape parameter, is introduced as a more suitable distribution to model financial market returns.
Other multivariate distributions than the Gaussian distribution have not considered as the joint distribution of input variables in probabilistic neural networks. The proposed probabilistic neural network model facilitates considering the multivariate scaled t distribution as the distribution associated with input variables.
The proposed probabilistic neural network model outperforms the existing standard PNN model. The proposed ensemble technique to handle multi-class imbalanced problem, multi-class undersampling based bagging (MCUB), is a novel approach and capable of handling multi-class imbalanced problem in probabilistic neural network models.
The improved PNN model with MCUB technique proposed in the study is competent to forecast the direction of stock market indices AORD, GSPC and ASPI with 66.37%, 67.02% and 70.12% accuracy, respectively, which are acceptable and high percentages of accuracy in financial market forecasting.
Performance evaluation was carried out for an updated data set, verifying the generalization ability of the proposed dynamic model to forecast the direction of a given stock market index for a similar time period with higher accuracy and profitability.
The proposed dynamic model is suitable for use in forecasting the direction of a given stock market index with higher accuracy.
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