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ABSTRACT
We present the first full release of a survey of the 150 MHz radio sky, observed with the Giant Metrewave Radio Telescope (GMRT)
between April 2010 and March 2012 as part of the TIFR GMRT Sky Survey (TGSS) project. Aimed at producing a reliable compact
source survey, our automated data reduction pipeline efficiently processed more than 2000 h of observations with minimal human in-
teraction. Through application of innovative techniques such as image-based flagging, direction-dependent calibration of ionospheric
phase errors, correcting for systematic offsets in antenna pointing, and improving the primary beam model, we created good quality
images for over 95 percent of the 5336 pointings. Our data release covers 36 900 deg2 (or 3.6 pi steradians) of the sky between −53◦ and
+90◦ declination (Dec), which is 90 percent of the total sky. The majority of pointing images have a noise level below 5 mJy beam−1
with an approximate resolution of 25′′ × 25′′ (or 25′′ × 25′′/cos (Dec − 19◦) for pointings south of 19◦ declination). We have produced
a catalog of 0.62 Million radio sources derived from an initial, high reliability source extraction at the seven sigma level. For the bulk
of the survey, the measured overall astrometric accuracy is better than two arcseconds in right ascension and declination, while the
flux density accuracy is estimated at approximately ten percent. Within the scope of the TGSS alternative data release (TGSS ADR)
project, the source catalog, as well as 5336 mosaic images (5◦ × 5◦) and an image cutout service, are made publicly available at
the CDS as a service to the astronomical community. Next to enabling a wide range of different scientific investigations, we anticipate
that these survey products will provide a solid reference for various new low-frequency radio aperture array telescopes (LOFAR,
LWA, MWA, SKA-low), and can play an important role in characterizing the epoch-of-reionisation (EoR) foreground. The TGSS
ADR project aims at continuously improving the quality of the survey data products. Near-future improvements include replacement
of bright source snapshot images with archival targeted observations, using new observations to fill the holes in sky coverage and
replace very poor quality observational data, and an improved flux calibration strategy for less severely affected observational data.
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1. Introduction
Radio continuum surveys have long played a major role in
advancing observational cosmology and galactic astronomy
(Condon 1999). In the early years of radio astronomy, contin-
uum all-sky surveys were made at decameter and meter wave-
lengths, often with low angular resolution and modest sensitiv-
ity. As receiver and antenna array technology improved, the drive
for increased resolution and sensitivity pushed surveys into the
decimeter and centimeter wavelength ranges (see Jauncey 1977).
One of the key lessons to be learned from past successful cen-
timeter surveys is that future radio surveys must have sufficient
angular resolution to enable arcsecond source identification at
other wavelengths (Helfand et al. 2015), while retaining sensi-
tivity to low surface brightness emission (Condon et al. 1998).
In recent years there has been a resurgence of low frequency
surveys, brought about by new and upgraded facilities that are
exploiting the latest in aperture arrays, broadband feeds with
? Full Table 3 is only available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/598/A78
?? Hintze Research Fellow.
low noise receivers, and high speed data transmission and dig-
ital processing (Garrett 2013). Notable new meter-wavelength
continuum surveys include the Low Frequency Array (LO-
FAR) multi-frequency snapshot survey (MSSS; Heald et al.
2015) at 74 MHz and 151 MHz, and the Murchison Widefield
Array (MWA) GaLactic and Extragalactic All-sky MWA sur-
vey (GLEAM; Wayth et al. 2015; Hurley-Walker et al. 2017) at
five frequencies between 72 and 231 MHz. Both of MSSS and
GLEAM are achieving sensitivities of tens of milliJanskys per
beam, but angular resolution remains modest at a few arcmin-
utes. Continuum science at decameter and meter wavelengths
shares some similarities with that at centimeter wavelengths; ac-
tive galactic nuclei still dominate the source counts. However,
this wavelength regime is also the domain of high energy as-
trophysics as traced by electrons and magnetic fields. Active
galactic nuclei (AGN) are dominated by their lobes not their
cores, pulsars and supernova are brighter (Bilous et al. 2016),
magnetically active stars emit coherent flares and new types
of transients appear (e.g. Obenberger et al. 2014). Propagation
phenomena in the magneto-ionized medium of our galaxy are
stronger (Stovall et al. 2015), galaxy clusters show extended
relics and halos (Feretti et al. 2012), and both AGN and radio
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galaxies show evidence of earlier phases of activity through
steep spectrum, extended emission (Hurley-Walker et al. 2015;
Brienza et al. 2016).
Despite these science opportunities, there are special chal-
lenges with the processing of high-resolution, low-frequency ra-
dio observations. Strong and widespread radio interference must
be dealt with in an automatic way, direction-dependent effects
(DDEs) such as ionospheric phase delay must be accounted for,
and occasional instrumental instabilities all conspire to limit the
dynamic range of the final images. It is not uncommon to see
compromises being made to produce a timely release of the im-
ages, and then seeing the original data being re-processed as al-
gorithms improve. The 8C catalog at 38 MHz was updated to
reflect improvements in the calibration and source finding algo-
rithms (Rees 1990; Hales et al. 1995). The VLA Low frequency
Sky Survey (VLSS) at 74 MHz was re-processed after a num-
ber of software improvements were made, including a better
characterization of the antenna primary beam. The result was a
25 percent reduction in the root-mean-square (rms) image noise
on average, and a 35 percent increase in the number of radio
sources (Cohen et al. 2007; Lane et al. 2014). A re-processing of
the LOFAR MSSS is also planned to include the data from outer
stations allowing for a large increase in the angular resolution.
It is in this spirit that we have undertaken an independent
re-processing of the all-sky 150 MHz continuum survey from
the Giant Metrewave Radio Telescope (GMRT; Swarup 1991).
It is the first continuum survey at meter wavelengths with an-
gular resolution comparable to existing centimeter surveys. Fol-
lowing an initial pilot project, the full survey was carried out be-
tween 2010 and early 2012. The PI-driven project was named
the TIFR GMRT Sky Survey (TGSS). The survey covers the
full sky visible from the observatory, a declination (Dec) range
of −55 to +90 degrees. As of this writing, there have been
five data releases, with only about ten percent of the survey
images having been processed and released through the TGSS
project website1. A small number of publications have been pub-
lished using data from this initial release including Bagchi et al.
(2011), Gopal-Krishna et al. (2012), Sirothia et al. (2014), and
Krishna et al. (2014).
In the interim, since these data were taken, there have been
significant improvements in low-frequency calibration and imag-
ing algorithms. Especially calibration of direction-dependent ef-
fect (DDEs) is seen as an essential step in converting wide-field
observations into high-quality images, as is witnessed by a rich
number of publications on the topic over the last decade (e.g.,
Noordam 2004; Cotton 2005; Mitchell et al. 2008; Intema et al.
2009; Wijnholds et al. 2010; Smirnov 2011; Arora et al. 2015;
van Weeren et al. 2016). One of the main DDEs is ionospheric
dispersive delay, which causes smearing of sources (ionospheric
“seeing”) as well as relatively large residual sidelobe struc-
ture across the pointing image when processed using only
direction-independent self-calibration (e.g., Intema et al. 2009).
The pipeline used for producing the original TGSS data relea-
ses 1 through 5 does not include direction-dependent calibration.
The TGSS is currently the highest resolution full-sky radio
survey released below 200 MHz, making it even more sensitive
to the the DDEs of the ionosphere. Given the enormous science
potential of such a survey, and its value as a reference catalog
for aperture array telescopes such as the MWA (Tingay et al.
2013) and LOFAR (van Haarlem et al. 2013), we re-processed
the TGSS survey observations starting with the raw uncali-
brated visibility data, all of which are publicly available from
1 http://tgss.ncra.tifr.res.in
the GMRT archive. Our re-processing effort is motivated by hav-
ing available a robust and fast pipeline that includes direction-
dependent ionospheric calibration. In Sect. 2 we briefly describe
the GMRT and the survey observations. The data processing
pipeline is described in Sect. 3. This section includes the strate-
gies that we employed to solved special imaging and calibra-
tion challenge, including direction-dependent gain variations.
We characterize the properties of the survey in Sect. 4, and in
Sect. 5 we describe the standard survey image mosaics and cata-
logs. In Sect. 6 we conclude the paper with a discussion of future
work that could improve the survey.
Throughout the article, we use the sign convention S ∝ να,
where S is the flux density, ν the observing frequency, and α
the spectral index. Throughout the article, the image background
rms noise is determined by fitting a Gaussian to the pixel value
histogram over a given aperture, and rejecting positive outliers
(i.e., true source flux).
2. Observations
The GMRT lies 80 km north of Pune, India and consists of 30
45-m diameter stationary parabolic antennas, with 14 antennas
arranged in a compact configuration and the outer antennas in a
Y-shaped configuration. This gives the GMRT a minimum and
maximum baseline of 100 m and 25 km, respectively. Each an-
tenna is equiped with six high-performance feeds that cover the
frequency range from 150 to 1500 MHz. At 150 MHz the typi-
cal total system temperature (including ground and sky) is 615 K
and the single antenna gain is 0.33 K/Jy. The total field of view
to half power is 186′, and the synthesized beam at the zenith is
20′′. The distribution of antenna baselines is such that the array
at 150 MHz is only sensitive to extended emission no larger than
68′. The superb angular resolution of the GMRT nicely comple-
ments the surface brightness sensitivity of MWA and the inner
core of LOFAR. The entire array is currently undergoing a major
wide-bandwidth upgrade. The GMRT web page has up-to-date
information about system performance of the array2.
The 150 MHz continuum survey was undertaken as a PI-lead
effort. After a pilot study in 2009 under project code 16_279,
the TGSS was fully observed in four consecutive GMRT cy-
cles (semesters) under project codes 18_031, 19_043, 20_083
and 21_057, using over 2000 hrs of observe time spread over
about 200 observing sessions. The mean epoch of the TGSS
is January 18, 2011 (MJD = 55 579.0). Summarizing the ob-
servational parameters as given on the TGSS project website,
the survey consists of 5336 individual pointings on an ap-
proximate hexagonal grid following the FIRST survey strategy
(Becker et al. 1995). Data was recorded in full polarization (RR,
LL, RL, LR) every 2 s, in 256 frequency channels across
16.7 MHz of bandwidth (140–156 MHz). Each pointing was
observed for about 15 min, split over 3–5 scans spaced out
in time to improve UV-coverage. Typically, 20−40 pointings
were grouped together into single night-time observing sessions,
bracketed and interleaved by primary (flux and bandpass) cali-
brator scans on 3C 48, 3C 147, 3C 286 and 3C 468.1. Interleaved
secondary (phase) calibrator scans on a variety of sources were
also included, but are typically too faint to be of much use at this
frequency.
We obtained all archival TGSS data in the native LTA for-
mat by use of the NCRA archive and proposal system (NAPS).
The modest total raw data size of about 1.8 TB takes reflects
2 http://gmrt.ncra.tifr.res.in
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the standard time averaging for archiving down to 16 s. A frac-
tion of the pointings have been observed multiple times during
separate observing sessions, likely because of problems encoun-
tered in the original data processing. Some of these problems
are likely related to challenging ionospheric conditions, there-
fore rather than filtering these observations out upfront, we have
blindly passed all available data through our robust processing
pipeline, and analyzed the final results to identify truly bad data.
3. Data processing pipeline
All archival TGSS raw data was re-processed with a fully au-
tomated pipeline based on the SPAM package (Intema et al.
2009; Intema 2009, 2014a), which includes direction-dependent
calibration, modeling and imaging for correcting mainly iono-
spheric dispersive delay. In the following sections, we provide
a description of the SPAM pipeline. For more details regard-
ing the algorithms and computing choices we refer the reader
to Appendix A.
The pipeline consists of two parts: a pre-processing part that
converts the raw data (LTA format) from individual observing
sessions into pre-calibrated visibility data sets for all observed
pointings (UVFITS format), and a main pipeline part that con-
verts pre-calibrated visibility data per pointing into Stokes I con-
tinuum images (FITS format).
3.1. Pre-processing
The purpose of the pre-processing step is to – for each observing
session – obtain good-quality instrumental calibrations from the
best available scan on one of the primary calibrators, and transfer
these calibrations to the data of the observed TGSS pointings.
We prefer this simple approach over combining calibration re-
sults from multiple scans and calibrator sources, mainly because
ionospheric phase effects can vary strongly over time and space,
which makes it very difficult (if not impossible) to sensibly in-
terpolate calibration phases between calibrators and calibrator
scans. Also, determining the necessary corrections for Tsys vari-
ations across the sky (see below) are much simpler when using a
single calibrator source.
For deriving instrumental calibrations from the primary cali-
brator scans, we adopted simple point source models with fluxes
and spectral indices following the low-frequency flux models
from Scaife & Heald (2012). Since the source 3C 468.1 is not
included in this work, we only used 3C 48, 3C 147, and 3C 286
for primary calibration. For each scan on each calibrator, after
initial flagging (excision) of visibilities affected by excessive
RFI, we determined time-variable complex gain solutions and
time-constant bandpass solutions per antenna and per polariza-
tion. Flagging, gain calibration and bandpass calibration were
repeated several times, applying increasingly strict flagging of
RFI to obtain improved calibration results. After applying the
bandpass solutions and time-averaged gain solutions to the cal-
ibrator data, we also determined and applied the average phase
offset between the polarizations, followed by frequency channel
averaging and conversion to Stokes I to reduce the data size and
speed up processing. The final frequency (and time) resolution
leads to some image plane smearing, and is further discussed in
Sect. 4.3. The resulting phase solutions from a final gain calibra-
tion are filtered to separate instrumental and ionospheric phase
contributions (see Intema et al. 2009), after which only the in-
strumental phase solutions were applied to the calibrator data.
The statistics of the final (normalized) gain amplitudes
were compared for selecting the best calibrator scan. For each
calibrator scan a weight factor was calculated proportional to the
number of active antennas and the inverse variance of the gain
amplitudes, and the best calibrator scan is the one with the high-
est weight. Next, all pointings were processed in a very similar
way to the calibrator scan, by applying the same calibration ta-
bles and averaging the data. During this process, only very basic
flagging of excessive RFI was performed. More elaborate RFI
excision on the pointing data was done during the main pipeline
processing (see Sect. 3.2).
Before exporting the pre-processed visibilities per pointing
to the main pipeline, the data was gain corrected for system
temperature variations across the sky (e.g., see Sirothia 2009;
Marcote et al. 2015). For each pointing and related calibrator, we
measured the sky temperatures in the all-sky 408 MHz map of
Haslam et al. (1982) within the aperture of the GMRT 150 MHz
primary beam, and scaled them to the observing frequency as-
suming Tsky∝ ν β with β = −2.5 ± 0.1 (e.g., Roger et al. 1999).
To this we added the ground pick-up and receiver temperatures
as given in the GMRT status document3 to determine the sys-
tem temperatures. To correct the pointing visibilities, they were
scaled by the system temperature ratio of the pointing over the
calibrator source. The uncertainty of this method is difficult to
assess, but depends strongly on the sky temperature difference
between the flux calibrator and pointing. For instance, we ex-
pect TGSS flux densities in extremely “hot” regions of the sky
(galactic center, but also Cas A, Cyg A, Vir A, etc.) to have rel-
atively large uncertainties. Flux density accuracy is discussed in
more detail in Sect. 4.5.
3.2. Main pipeline
The purpose of the main pipeline is to convert the pre-calibrated
visibility data of each pointings into a final image, which in-
cludes several steps of (self)calibration, flagging, and wide-field
imaging. It is an extension of the data reduction recipe de-
scribed in Intema et al. (2009), and Intema (2014a). The com-
puting choices are described in more detail in Appendix A.
The main pipeline consists of two parts, a direction-independent
(self)calibration part and a direction-dependent (ionospheric)
calibration part. Both are described in the next two subsections.
3.2.1. Direction-independent calibration
The flow diagram of the direction-independent calibration part
of the main pipeline is depicted in Fig. A.2. At the start of
the pipeline, the visibility data are analyzed to derive calibra-
tion, imaging, and other processing parameters (e.g., calibra-
tion solution interval, imaging pixel size, facet size and field
size, flagging clip levels, etc.). A point source model of the lo-
cal sky at 150 MHz around the pointing center was constructed
using information from several large-area, low-frequency ra-
dio catalogs, namely NVSS at 1400 MHz (Condon et al. 1998),
WENSS at 327 MHz (Rengelink et al. 1997), WISH at 352 MHz
(De Breuck et al. 2002), VLSSr at 74 MHz (Cohen et al. 2007;
Lane et al. 2012, 2014), and SUMSS and MGPS-2 at 843 MHz
(Mauch et al. 2003; Murphy et al. 2007). This model was used
mainly as an astrometric reference, but also for a rough flux
reference and for identifying bright sources outside the primary
beam. For pointing centers above –35◦ the astrometry is matched
to NVSS, while below it is matched to SUMSS or MGPS-2.
Visibilities with amplitudes above 5 times the total model flux
were immediately flagged.
3 http://www.ncra.tifr.res.in/ncra/gmrt/gtac/
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Following the AIPS polyhedron/Cotton-Schwab wide-field
imaging scheme (Schwab 1984; Cotton 1999), the circular pri-
mary beam area was tiled into ∼80 small facets of equal size
out to a 2.3◦ radius, or
√
2 times the primary beam half-power
radius. These were complemented with ∼30 additional facets at
positions of bright outlier sources. Based on experience, we in-
clude all sources with an estimated true flux density above 3 Jy
out to four times the primary beam half-power radius, as well as
sources above 1.5 Jy out to two times the radius. Including out-
lier sources during imaging is important, as their sidelobes can
negatively affect the quality of the primary beam area when not
deconvolved. Image pixels are 4–5′′ to ensure proper sampling
of the central part of the PSF (point-spread function, or synthe-
sized beam) with 4–5 pixels. After imaging all facets, they were
combined into a single image covering the primary beam area.
The point source model was used as starting model for a
(direction-independent) phase-only gain calibration on a 16 s
timescale, to properly capture the time-varying effects of iono-
spheric phase delay averaged across the primary beam. These
calibration results are kept as separate tables, and are applied on
the fly during imaging rather than being applied permanently.
Next, wide-field imaging was done using Briggs weighting
with the robust parameter set to −1. Using this robust imaging
weighting scheme shifted slightly towards uniform weighting
suppresses the abundance of short baselines in GMRT observa-
tions, producing a near-Gaussian central PSF while suppressing
the broad wings that are typical for centrally condensed arrays
such as the GMRT. This trade-off between sensitivity, resolu-
tion and PSF shaping comes at the cost of reduced sensitivity
for large-scale emission. In addition, we also exclude the visi-
bilities within 0.2 kλ distance of the UV-plane origin from imag-
ing, since image reconstruction of strong emission at large an-
gular scales (few tens of arcminutes; e.g., the galactic plane, or
the lobes of Cen A) is found to be extremely difficult even with
full synthesis observations (e.g., Wykes et al. 2014). The result-
ing sensitivity to extended emission will therefore not go beyond
angular scales of 10′–20′ rather than 68′ (see Sect. 2). We rec-
ognize that the current choice of imaging parameters makes the
survey relatively less sensitive to extended sources, which nega-
tively impacts the measured flux density of extended sources as
well as the source catalog completeness.
Imaging performs a single-scale CLEAN deconvolution
down to 3 times the central background noise (as measured in
the central quarter radius of the primary beam), with automated
CLEAN boxes placed at positive peaks of at least (i) 5 times
the local background noise (as measured in each facet); and
(ii) 1.25 times the magnitude of the most negative local fea-
ture. In this initial case the imaging is done iteratively (down
to 3 times the central noise, so that the noise measurements and
CLEAN boxes could be updated inbetween iterations. In later
imaging steps the CLEAN box updates are based on the pre-
vious image, and images are deconvolved down to 2 times the
central noise.
The first image was used as an input model for an up-
dated phase-only self-calibration. Similar to the primary calibra-
tor, the gain phase solutions are filtered to separate ionospheric
from instrumental effects, which typically improves the estimate
of the instrumental contribution to the phase. The instrumen-
tal phase contributions were removed from visibilities and gain
phase solutions. The outlier facets were split into sources with
high and low apparent flux, meaning sources that are and are
not surrounded by noticable sidelobes. Based on experience, the
dividing line lies at 0.2 Jy. The CLEAN component models of
the fainter group were subtracted from the visibilities (while
temporarily applying the self-calibration) and removed from the
active list of facets, with typically between five and ten outlier
facets remaining.
Before making a new (second) image, the visibilities were
examined for bad data using a custom-built flagging function
based on work by, for instance, Enßlin & Kronberg (see their
AIPS-tutorial4). This function takes residual visibilities (with
CLEAN components from all facets subtracted) and makes a
residual image. This image is then Fourier-transformed back to
the visibility domain, creating pseudo-visibilities which have the
visibility amplitudes, visibility weights and imaging weights im-
printed. Any ripple artifacts in the image background show up
as localized, high-amplitude features in the pseudo-visibilities,
which are then easy to identify and flag automatically in the orig-
inal data (e.g., see Fig. A.4). Since the density and amplitude of
visibilities is naturally high in the center of the UV-plane, it is
necessary to prevent overflagging of short baseline data. This
is done by downscaling the pseudo-visibility amplitudes with
the square-root of the density in a cell, by detecting outliers us-
ing annuli in UV-space, and by repeating this flagging operation
multiple times on on a series of residual images with decreasing
image cell sizes (or increasing UV-cell sizes).
Gain amplitudes are also a very effective way of detecting
antenna-based problems. The second image is used as input for
an amplitude and phase self-calibration, with a solution interval
similar to the visibility time resolution. The time series of gain
amplitudes are filtered per antenna per scan, rejecting significant
outliers. The resulting gain amplitudes are smoothed per scan
and applied to the visibility data (no gain phases are applied),
which effectively flags visibility all visibility data related to the
rejected gain solutions. This is followed by a phase-only self-
calibration and making a new (third) image.
The final round of self-calibration starts with further excision
of RFI, first by rejecting outliers in the residual visibility ampli-
tudes, then by another round of image-based ripple detection as
described above, then by subtracting quasi-continuous RFI using
the Obit task LowFRFI() (see Obit Development Memo Series5
No. 16). The latter step attemps to isolate, model and subtract
ground-based RFI based on the fringe rotation of the visibility
phases introduced by tracking the celestial radio sky. Conser-
vative subtraction parameters are used to prevent subtraction of
true source flux (see EVLA Memo Series6 No. 161).
Phase-only gain calibration and imaging is preceded by a
bandpass calibration on the pointing visibilities, determining one
amplitude and phase correction per frequency channel for the
whole observation. This step is introduced to remove the time-
averaged frequency-dependent (∆φ ∝ 1/ν) ionospheric phase
difference between calibrator and pointing, but also helps in re-
moving the average, apparent spectral index difference between
calibrator and pointing.
The source positions of the apparent radio sky model that
serves as input for the final phase-only self-calibration are com-
pared against the astrometric reference catalogs (NVSS for Dec
above −35◦, SUMSS/MGPS-2 for Dec below –35◦), and any
systematic position offset is removed by shifting the source posi-
tions. Phase-only gain calibration and wide-field imaging yields
the final (fourth) self-calibration image
4 http://www.mpa-garching.mpg.de/~ensslin/Paper/
5 http://www.cv.nrao.edu/~bcotton/Obit.html
6 http://www.aoc.nrao.edu/evla/memolist.shtml
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3.2.2. Direction-dependent calibration
The flow diagram of the direction-dependent calibration part of
the main pipeline is depicted in Fig. A.3. The gain phases and
apparent sky model that result from the direction-independent
calibration part of the pipeline are typically found to be sufficient
to successfully start off the direction-dependent calibration part
of the pipeline. Direction-dependent calibration of ionospheric
phase delay is the core functionality of the SPAM package, and
described in detail in Intema et al. (2009) and Intema (2009).
Here we will shortly summarize this functionality and describe
the additional steps.
Direction-dependent gain phases are obtained by peeling the
apparently brightest sources in the wide-field image. In this pro-
cess, candidate sources are characterized, tested for compact-
ness, and ordered by peak flux. After residual visibilities are
formed by subtracting the full sky model from the visibilities
(while temporarily applying the phase calibration), the CLEAN
model of the first (brightest) source and its immediate surround-
ings (out to a radius of approximately 10′) is added back to
form an approximate visibility data set containing only the first
source. This data set is self-calibrated and imaged several times,
thus updating the CLEAN model and the gain calibration phases
in the direction of the source. In case of image improvement (a
relative improvement of the peak-to-noise ratio) the new image
and calibration information is saved, and new residual visibili-
ties are created by subtracting the new source model; otherwise
the source is discarded. This process is repeated for all candi-
date sources, up to a maximum of 20 (see below). Inbetween
calibrations, to propagate the astrometry of the reference cata-
log (NVSS or SUMSS/MGPS-2), the peak of the source model
is shifted to the nearest reference source position, taking into
account differences in resolution and possible absence of a ref-
erence source within a reasonable search radius.
The direction-dependent gain phases of the peeled sources
are dominated by ionospheric phase delay, and provide a sparse
sampling of the ionospheric volume over the GMRT at the time
of observing. The gain phases per time stamp are spatially fit
with a 2-layer phase screen model, which reduces the noise on
the individual gain phases, and drastically reduces the number of
free parameters fit to the data through peeling. The model is used
to predict antenna-based ionospheric phase delays for arbitrary
positions within the wide-field image.
The list of peeled sources is filtered to improve the quality
of the ionospheric model fit, removing entries whose peak posi-
tion is further than one pixel (about 4′′) shifted from the posi-
tion in the last wide-field image (the self-calibration image). A
minimum selection of four peeling sources is required for model
fitting. In between two and three percent of the cases, fewer than
four peeling sources are found. This is commonly caused by the
presence of a very bright source in the field, whose residual side-
lobes dominate the background noise. For these cases, the wide-
field imaging is repeated while applying the gain phases of the
brightest peeling source, which typically results in better sup-
pression of the sidelobes and subsequently in a larger yield of
peeling sources.
Per time interval, the peeling gain phases are fit with an iono-
sphere model consisting of a smooth, large-scale (second order
polynomial) phase screen at 300 km height over the GMRT,
and subsequently a small-scale, double-layer turbulent screen
model (based on the discrete Karhunen-Loève transform assum-
ing Kolmogorov turbulence; see references given above) at 250
and 350 km height. Residual instrumental phase contributions
per antenna are easily identified after the model fitting, as they
are common in all calibration directions. These slowly varying
residual phases are smoothed in time and removed from the vis-
ibilities and the peeling gain phases before refitting the iono-
sphere model. For time stamps with persistent high phase residu-
als on all antennas after model fitting, all visibility data is flagged
(typically a few time stamps per observations).
The ionosphere model is used to generate individual gain ta-
bles for each of the small facets covering the primary beam area
and the nearby bright outlier sources. Additional facets are added
at the exact location of the peeled sources, which also receive
individual gain tables. The gain tables contain the model iono-
spheric phase corrections per antenna per time stamp, as well as
a delay term that captures the (approximate linear) behavior of
ionospheric phase over frequency accross the 16 MHz observing
band. For the very brightest sources (with a flux density to noise
ratio larger than 500) we choose to use the peeling gain table di-
rectly, which suppresses strong sidelobes better than when using
the model gain table. Similar to described in Sect. 3.2.1, wide-
field imaging is performed while temporarily applying the rel-
evant facet-based gain tables at the appropriate time on the fly,
yielding a new (fifth) image.
Next, we perform a number of additional calibration and
flagging operations. The first step involves a bandpass and sub-
sequent gain amplitude self-calibration (while pre-applying all
direction-dependent calibrations) to solve for residual, direction-
independent instrumental gains across frequency and time. This
is followed by imaging (sixth image). During the second step,
image-based ripple detection as described in Sect. 3.2.1 is per-
formed. In addition to generating residual images on the fly for
this, we also analyze the last wide-field image (sixth image) for
the presence of ripples across the primary beam area, as well
as locally near bright sources. Furthermore, the residual visi-
bility amplitudes are searched for statistical outliers, which are
flagged. This is again followed by imaging (seventh image).
At this point we repeat the peeling process, starting off with
better residual visibility data using the improved calibration ta-
bles and sky model. The ionosphere model is updated and fol-
lowed by wide-field imaging (eighth image). Two more images
are created, repeating the steps in the previous paragraph and
thereby refining the direction-independent instrumental calibra-
tion and the excision of bad data. Only the final (tenth) image is
exported to a FITS file, and the (flagged and calibrated) visibility
data used for creating this image is exported to a UVFITS file,
together with the ionosphere model. As mentioned in Sect. 3.2,
these files together with the log file are kept as the output prod-
ucts of the pipeline run.
3.2.3. Difficult and failed pointings
The SPAM pipeline has successfully processed ∼95 percent of
the TGSS observations in one run. This includes most fields in
areas of high sky temperature, such as the galactic plane and the
lobes of Cen A. For pointings for which the pipeline failed, ana-
lyzing the pipeline log files was in most cases sufficient to iden-
tify the problem and find a solution. Most common were “book-
keeping” problems, where observational data was mislabelled or
missing from the archive. Strong preference was given to pro-
cessing visibilities that were correlated using the new GMRT
software back-end (GSB), but in a few cases we had to revert to
hardware correlator data (recorded in parallel) due to corrupted
or missing GSB data.
A common point of failure in the pipeline processing
was the transition between direction-independent and direction-
dependent calibration, when too few peeled sources were found
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for ionospheric modeling. For this we introduced an additional
imaging and peeling round (Sect. 3.2.2). The remaining failed
pointings typically contained a very bright (50–100 Jy) source,
causing the (increased) background noise to be dominated by ar-
tifacts due to dynamic range limitations. These pointings were
guided through problematic pipeline steps manually. On vari-
ous pointings containing an extremely bright source (>300 Jy;
Cyg A, Cas A, Cen A, etc.) any effort to obtain direction-
dependent calibrations failed (because too few or no other
sources were detectable). For these cases, we kept the direction-
independent pointing images.
Out of 5336 pointing positions, there are 177 (or 3.3 percent)
that currently have no image. Our main priority is to fill in these
missing images as soon as possible (also see Sect. 6), but since it
involves a minor fraction of the total survey we have decided not
to delay the first public data release for this reason. We found
a high number of failures for pointings in the lowest two Dec
rows, indicated with names RxxD00 and RxxD01, covering the
Dec range between –55◦ and –53◦. The intermediate pipeline
images of these pointings are generally of very poor quality. This
is most likely caused by extreme baseline shortening due to very
low elevation projection, and strong phase effects due to a large
ionospheric air mass. For this data release, we have chosen to
leave all these pointings out (144 pointings). This means that the
lowest Dec included in TGSS ADR1 is –53◦.
There were in the order of ten observing sessions for which
the data quality was generally very poor. For almost all of these,
make-up observations were available. The observing session
on January 28, 2011, has been particularly problematic, yet no
make-up observations are available. Based on the erratic behav-
ior of the self-calibration gain phases, bad ionospheric weather
seems to be the cause. We have chosen not to include the 33
relevant pointings in this data release. The absence of the point-
ings with names in the ranges R25D51–R29D51, R26D52–
R28D52, R27D53–R29D53, R21D54–R28D54, R27D55–
R29D55, R21D56–R28D56, and R27D57–R29D57 causes inco-
mplete coverage in a region between RA 6.5h–9.5h and
Dec 25◦–39◦.
3.3. Mosaicking
We produced 5452 pointing images at 5159 unique locations,
which is 96.7 percent of the full TGSS pointing grid. These im-
ages are combined into 5◦ × 5◦ mosaics for further processing.
The properties of the pointing images are all slightly different.
Each pointing has been imaged at its intrinsic resolution, largely
defined by the specific UV-coverage obtained during the obser-
vation and after flagging. Generation of the mosaics requires that
partially overlapping pointing images are optimally aligned in
terms of astrometry, flux density and resolution. Here we de-
scribe the post-imaging checks and steps that were performed to
obtain the final survey mosaics.
3.3.1. Astrometry corrections
A complication for wide-field low-frequency radio images is that
the ionosphere introduces differential astrometric shifts within
the primary beam area. We have applied direction-dependent cal-
ibration to compensate for this, but there will be residual astro-
metric errors. This is because we have a limited density of in-
beam calibrator sources, and a limited accuracy with which we
can match the calibrator sources to NVSS source positions. The
Fig. 1. Measured relative position offsets of sources that appear in mul-
tiple pointing images (in overlap regions) of 360 pointings in five Dec
rows close to 20◦). The dotted lines indicate the position of the median
offset in RA and Dec, while the dotted circle indicates the extend of the
standard deviation of the offset radii.
latter is due to differences in resolution and surface brightness
sensitivity, and due to source spectral structure.
The source positions in each pointing image were checked
for a systematic astrometric offset in comparison with the posi-
tions in the NVSS catalog (for fields above –35◦ Dec) and the
SUMSS/MGPS-2 catalog (for fields below –35◦ Dec). We used
PyBDSM (Mohan & Rafferty 2015, also see Sect. 3.4) to cre-
ate basic Gaussian source catalogs and robustly cross-matched
the positions against typically 50–100 counterparts in the ref-
erence catalog. Almost all systematic astrometric offsets were
much smaller than 25′′, and the few outliers we found all re-
late to either to the few poorly calibrated fields (e.g., at very low
Dec) or fields with severe dynamic range limitations (e.g., near
Cyg A). Keeping the processing consistent, systematic offsets
were removed from all pointing images by adjustment of their
reference sky position.
To determine the relative astrometric accuracy, we compared
positions of a few thousand duplicate sources in overlapping re-
gions between neighboring pointings for a representative (high-
elevation) set of pointings. Figure 1 shows that for a represen-
tative subset of the pointings, the relative position offsets are
characterized by a Gaussian distribution with a radial standard
deviation of less than 2′′. This can be considered an upper limit
for the relative astrometry, since our source sample also includes
faint and/or resolved sources that have larger uncertainties in
their measured positions.
3.3.2. Flux density corrections
The pointing images need to be corrected for primary beam at-
tenuation. Following the AIPS standard, we adopt a parameter-
ized axisymmetric model of the form:
A(r, ν) = 1 +
5∑
i=1
Ci × 10−3i(rν)2i (1)
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Table 1. TGSS ADR1 survey properties.
Frequency 147.5 MHz
Bandwidth 16.7 MHz
Number of pointings 5336
Integration per pointing 15 min
Total survey time 2000 hs
Sky coverage 36,900 deg2
rms noise (median) 3.5 mJy beam−1
Resolution (Dec > 19◦) 25′′ × 25′′
Resolution (Dec < 19◦) 25′′ × 25′′/cos (Dec − 19◦)
Number of sources 623 604
Table 2. Primary beam model coefficients for the GMRT at 150 MHz,
as defined in Eq. (1).
Coefficient Original value Updated value
C1 –4.04 –2.460
C2 +7.62 +1.076
C3 –6.88 –0.6853
C4 –2.203 +3.573
C5 0 –2.582
where r is the radial (angular) distance from the pointing cen-
ter in arcminutes, ν the observing frequency in GHz, and Ci the
model coefficients. Our initial choice was to use the model co-
efficients as provided in the GMRT Observer’s Manual7, and
listed in Table 2 (center column). As the fractional bandwidth
is small (about ten percent), we use same the central frequency
(147.5 MHz) beam model for all frequency channels.
Similar to Sect. 3.3.1, to determine the relative flux den-
sity accuracy, we compared flux densities of a few thousand
duplicate sources in overlapping regions between neighboring
pointings for a representative (high-elevation) set of pointings.
Figure 2 shows the measured ratio of the apparent flux densities
as compared to the expected ratio based on the primary beam
model. The apparent flux ratio is systematically lower than the
beam attenuation ratio above one, which indicates that the ap-
parent flux density of sources drops less rapidly with increas-
ing radius from the center than predicted by the primary beam
model.
To inspect the accuracy of the primary beam model, we mea-
sured in the relevant pointing images the apparent flux densities
of primary calibrators 3C 48, 3C 147, 3C 196, 3C 286, 3C 295,
and 3C 380, and divided these by the model flux densities as
given in Scaife & Heald (2012) to obtain beam attenuations.
Figure 3 shows these beam attenuations as a function of radial
distance from the center of their respective pointings. All mea-
surements except those of 3C 286 follow a clear trend. The origi-
nal primary beam model is a poor match to these measurements.
Refinement of the primary beam model is not uncommon while
doing low-frequency surveys (e.g., Lane et al. 2014). Ignoring
the measurements on 3C 286 for the moment, we obtained new
values for the coefficients by fitting the parameterized model in
Eq. (1) to the measurements, also listed in Table 2 (right col-
umn). Besides providing a better fit to the measured beam atten-
uations of the primary calibrators (see Fig. 3), the new primary
7 http://gmrt.ncra.tifr.res.in/gmrt_hpage/Users/Help/
help.html
Fig. 2. Ratio of measured apparent flux density (gray dots) as a function
of the ratio of the primary beam model attenuations, for a selection of
bright, compact sources that are found in overlap areas between neigh-
boring pointings in a Dec range close to the GMRT latitude, Top: when
using the original GMRT primary beam model (see Fig. 3), there is
a systematic deviation from the ideal line of unity (black dotted line),
which is emphasized by plotting the median trend of binned apparent
flux ratios (solid line; dashed lines represent the one sigma scatter).
Bottom: when using the updated primary beam model, this systematic
deviation is strongly suppressed.
beam model also (independently!) corrects the systematic de-
viation in the apparent flux ratios in pointing overlap regions
(Fig. 2). For this work, we chose to continue using the updated
primary beam model.
Regarding 3C 286, we investigated possible reasons for the
deviation in apparent flux. This source is a well-established
flux calibrator with no evidence of significant variability8. Since
8 https://science.nrao.edu/facilities/vla/docs/
manuals/cal/flux/monitor
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Fig. 3. Radial primary beam models as a function of radius from the
pointing center. The black dotted line indicates the original model as
provided by the GMRT, while the red dotted line indicates the updated
model used for this work. The black dots are ratios of the apparent over
model flux density of all flux calibrators (except 3C 286) described by
Scaife & Heald (2012), plotted as a function of radial distance from the
center of the pointings in which they appear (typically multiple point-
ings per calibrator). The updated beam model fits these data points
within a few percent, except for 3C 286 (blue dots). The latter flux den-
sities needs to be scaled up by a factor of about 1.55 to make them line
up with the beam model (red dots).
there is one scaling factor that makes the three apparent flux
measurements on 3C 286 compatible with the new primary beam
model (1.55; see Fig. 3), we suspected a common cause, either in
the data or in the data processing. We exclude non-axisymmetry
in the primary beam as a possible cause, since that would also af-
fect the measurements of the other flux calibrators. The observa-
tions of pointings containing 3C 286 are all from one observing
session on July 6, 2010. We used 3C 48 to calibrate all pointings
in that session, including the ones containing 3C 286 (pointings
R41D52, R42D53, and R41D54). The magnitude of the Tsys cor-
rection (with an uncertainty estimate) is 0.91 ± 0.05, which is
not large enough to explain an order 50 percent deviation.
Only recently have we identified simultaneous and persist-
ing phase delay jumps on about ten antennas as being the cause.
Although delay jumps are a known problem of the GMRT7, this
rare phenomena is usually short-lived and occurs on up to two
antennas at any given time. Flagging based on gain amplitudes
is effective in removing the affected data. During this particular
observation, there was not enough contrast between healthy and
affected data, therefore the flagging failed. When combined dur-
ing calibration or imaging, the partially decorrelated visibility
data across frequency results in pointing images for which the
flux density is systematically too low, which is what we observe
for 3C 286. Correcting for these delay jumps is largely possible
through additional calibration, but this needs to be integrated in
the data processing in an early stage. For ADR1, we find that for
the bulk of observations the flux scale is not seriously affected
(e.g., see Sect. 4.5). The delay jump corrections will be an in-
tegral part of the future TGSS second alternative data release
(ADR2) together with other fixes and improvements.
In comparing flux densities in overlapping fields, we no-
ticed another systematic deviation. Suspecting pointing offsets
to be the cause of this (e.g., Garn et al. 2007), we compared true
(primary-beam corrected) flux densities of a few thousand dupli-
cate sources in overlapping regions between neighboring point-
ings for a representative set of pointings at very low-declination.
Figure 4 (top panel) shows that the average measured flux ratio
systematically deviates from unity when plotted against azimuth
of the source position w.r.t. the pointing center corresponding
to the flux ratio nominator. The flux ratios follow a sinusoidal
trend as a function of azimuth, which is exactly what is expected
for a systematic pointing offset of all antennas. Furthermore, the
minimum and maximum of the average flux ratio lie close to 0◦
and 180◦, respectively, which indicates that the antennas system-
atically pointed too low. The origin of this systematic pointing
offset is likely the combination of gravitational sagging of the
antennas, and upwards refraction of the radio sky due to the bulk
ionosphere.
The image-plane effect as seen in Fig. 4 is an average effect
over all antennas and over a range of observing hour angles. We
correct for this average effect by fitting for a systematic offset
of the primary beam attentuation model that minimizes the sys-
tematic deviation of the flux density ratios from unity. Figure 4
(bottom panel) demonstrates the effect on the flux ratios when
applying a single systematic pointing offset of about 5′ in Dec
southward of the intended pointing centers.
We extended this method for all pointings, comparing flux
density ratios in overlapping regions along rows of fixed Dec.
As a cross-check, in fitting for an offset we also allowed for a
shift in RA. The results in Fig. 5 show a clear trend of measured
offsets in Dec as a function of Dec row, while the measured off-
sets in RA are close to zero. The magnitude of the pointing offset
is minimal for Dec values close to the latitude of GMRT (19◦).
Given the scatter in the measurements and absence of a physi-
cal model, we fit the pointing offset in Dec with a simple linear
function, given by:
∆Dec = 4.05′′ × (Dec − 24.6◦), (2)
with Dec in degrees and ∆Dec in arcseconds. Figure 5 shows
this pointing model, as well as the model uncertainty estimated
from the scatter in the RA offsets around zero. For this work,
we incorporate this pointing model when constructing the final
mosaics, by adjusting the Dec of the primary beam model center
while keeping the RA the same.
After correcting for primary beam and pointing offsets, the
scatter in the flux ratios plotted in Figs. 2 and 4 imply an internal
flux consistency of ∼15 percent in the pointing overlap regions.
However, this includes a large number of faint sources with rel-
atively large uncertainties in their measured flux densities, thus
can be considered an upper limit.
3.3.3. Building mosaics
We used the pointing grid coordinates to generate mosaics that
form the basis for the source extraction described in Sect. 3.4.
By creating 5◦ × 5◦ mosaics we also facilitate the creation of
up to 1◦ × 1◦ cutouts anywhere on the covered sky without the
need for additional mosaicking. Also, by limiting the mosaics to
this size, the variation in orientation of the final restoring beam
is still fairly small.
In the pipeline processing, the CLEAN restoring beam was
determined by fitting a Gaussian to the center part of the PSF,
and therefore varies from pointing to pointing. For mosaicking
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Fig. 4. Ratio of measured true flux densities (gray dots) as a function
of local azimuth of the source position in the first pointing, for a se-
lection of bright, compact sources that are found in overlap areas be-
tween neighboring pointings in a Dec range close to –45◦. Top: with
no pointing correction, there is a systematic deviation from unity (thin
black line). The median trend of binned flux ratios (solid line; dashed
lines represent the one sigma scatter) is sinusoidal with a peak at a lo-
cal azimuth of 180◦, which indicates an average negative pointing offset
along the Dec axis (which is fit for). Bottom: when using the pointing
offset model (see Fig. 5) on the same sources, this systematic deviation
is strongly suppressed.
over the full survey area it is necessary to enforce a well-behaved
restoring beam. Figure 6 shows for all pointing images the fit
CLEAN beam size as a function of Dec. The smallest, most cir-
cular CLEAN beams correspond to pointings with a Dec close to
the GMRT latitude. When moving away in Dec, the systematic
shortening of the baselines in N-S direction due to projection is
clearly visible through the increase of the CLEAN beam major
axis size, while the minor axis stays roughly constant. Although
Fig. 5. Estimated pointing offsets in RA (red dots) and Dec (blue dots)
as a function of declination. On average, the offsets in RA are close to
zero, while the offsets in Dec appear to follow a linear trend than can be
fit with a simple model (solid line, with dashed lines representing the
one sigma uncertainty).
Fig. 6. Restoring beam sizes as a function of declination. For all point-
ings, the red and blue dots are the fit sizes of the restoring beam major
and minor axes, respectively. On average, the binned major axis sizes
follow an increasing trend (black solid line; dashed lines represent the
one sigma scatter) that is compatible with the shortening of N-S base-
lines due to elevation projection. The choice of restoring beam sizes
for the mosaics (red and blue solid lines for major and minor axes, re-
spectively) are a trade-off between enveloping the majority of the fit
beam sizes, maintaining high resolution, and enforcing a circular beam
towards the north celestial pole.
not plotted, also the beam position angles preferentially line up
N-S because of this.
The choice of restoring beam used for mosaicking is
a trade-off between several factors, namely (i) maintain-
ing high spatial resolution; (ii) encapsulating as many beam
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sizes as possible; (iii) having a circular beam near the
north celestial pole where the change in beam position an-
gle is strongest; and (iv) well-described global properties. We
adopted a circular 25′′ × 25′′ mosaic beam for the sky north
of the GMRT latitude (19◦05′47.5′′), and a N-S elongated
25′′ × 25′′/cos (Dec − LATGMRT) mosaic beam south of the
GMRT latitude. The mosaic beam dimensions are overplotted
in Fig. 6 to illustrate how it relates to the fit CLEAN beam
dimensions.
For each unique position of the observing pointing grid, a
5◦ × 5◦ mosaic is created. For each mosaic, the mosaic beam
is fully defined by the mosaic center Dec. Pointing images that
overlap with the mosaic area are convolved (and renormalized)
so that the resulting resolution matches the size and orientation
of the mosaic beam. Relative rotation of the pointings with re-
spect to the mosaic center is taken into account. Per image, the
convolution operates on both the CLEANed source flux and non-
CLEANed background, which retains the close resemblance be-
tween the CLEAN beam and the central peak of the dirty beam.
This is important for mosaicking and extracting faint sources
with a significant fraction of non-CLEANed flux density. In
cases where the CLEAN beam is not contained within the restor-
ing beam, the original CLEAN components (kept in a table with
the pointing image) are first removed from the image, then a best
effort is made to convolve the residual (background) image to a
resolution as close as possible to the mosaic beam, and lastly
the CLEAN components are added back using the mosaic beam
size.
The pointing images are regridded to a pixel size of 6.2′′,
which samples the mosaic beam minor axis with just over four
pixels. The images are then corrected for primary beam atten-
tuation while applying the updated beam model and the point-
ing offset model described in Sect. 3.3.2. The pixels in the final
mosaic are the weighted average of corresponding (interpolated)
pixels in the corrected pointing images, where the weight is
the inverse square of the local background rms noise (the in-
verse variance) which maximizes the local signal-to-noise in
the mosaic. A sliding box (circular, 91-pixel diameter) is used
to estimate the spatial variation in local background rms noise
across each pointing image. The weighted averaging naturally
suppresses the influence of poor-quality high-noise images to the
quality of the final mosaic.
3.4. Source catalog extraction
We draw on the large number of catalog completeness and re-
liability studies (e.g., Hancock et al. 2012; Mooley et al. 2013;
Hopkins et al. 2015) to select PyBDSM9 as our source find-
ing algorithm of choice. We experimented with different input
parameters for PyBDSM, compared the results with a differ-
ent algorithm (SAD in AIPS) on selected mosaic images, and
manually inspected the sources in the resulting test catalogs.
From these different tests, we selected the default parameters of
PyBDSM and a 7-sigma detection threshold. This corresponds to
a median source detection threshold of 24.5 mJy beam−1 across
the survey region. Assuming a 25′′ circular beam, we have
0.2 billion synthesized beams over the entire survey region, and
thus a <0.1 percent probability of having a false detection due to
interferometeric noise. The 7-sigma threshold also mitigates the
chances of accepting sidelobes artifacts around bright sources
in our catalog. By default, PyBDSM calculates the local back-
ground noise (sigma) within a (pre-calculated) sliding box size
9 http://www.astron.nl/citt/pybdsm/
of about 300 pixels (30′), but near very bright sources the box
size was sometimes a few times larger. Since this generates a lot
of spurious detections, we manually forced the box size to the
median value of 291 pixels.
We generated a PyBDSM source catalogs for each of our
5336 TGSS 5◦ × 5◦ mosaics. In its default mode, PyBDSM uses
a 3-sigma threshold to find islands of pixels in the image sur-
rounding the peak above 7-sigma. These image pixels are fit with
Gaussian components from which the image point spread func-
tion is deconvolved to provide an estimate of extracted flux. The
Gaussian components are then grouped appropriately to generate
a list of sources, combined source flux densities, and flags denot-
ing whether single/multiple Gaussian components went into the
reconstruction of the sources. Details on all these operations are
given in the PyBDSM online documentation.
Adjacent mosaic images overlap one another significantly,
so the same source can be present in multiple mosaic catalogs.
While the complete survey covers 37 000 deg2, the area covered
by 5336 mosaics of 5◦ × 5◦ is 3.6 times larger. Before elimina-
tion of duplicate entries, there are a total of 2.24 Million sources
present in the combined mosaic catalogs. Thus we expect the
number of unique sources to be approximately 0.62 Million. The
elimination of duplicate entries was executed as follows.
For each mosaic catalog, all sources belonging to one island
were temporarily merged into a single catalog entry, with the po-
sition being the (flux-weighted) barycenter of the sources. This
yielded a total of 2.11 Million entries. Next, per mosaic catalog,
the position of each entry was checked to see whether it was clos-
est to its own mosaic center. If the radial distance to any other
mosaic center was smaller, the entry was removed. This reduced
the total number of entries to 0.59 Million. As a check, each mo-
saic catalog was matched against all other catalogs from over-
lapping mosaics using a 10′′ search radius, which yielded a total
of just seven additional double entries. This number remained
the same when increasing the search radius to 50′′, showing that
these are well-isolated cases. These double entries occured on
the equidistance line of two overlapping pointings, where noise
and pixelation effects shifted the two measured positions of the
same source slightly towards their own respective mosaic cen-
ters. Similarly, we expect a roughly equal number (.10) of cases
where both sources were discarded. Attempts to find and add
back these lost sources led to the re-introduction of many more
redundant source entries, and were therefore abandoned. For the
double entries, we discarded one of the two by directly compar-
ing their radial distance to their mosaic center and keeping the
smallest. After this, all remaining islands were expanded into
sources again, and the mosaic source catalogs were merged into
a single catalog containing 0.63 Million sources, close to what
was expected (see above).
We further eliminated entries in the catalog having rather ex-
treme values for the fit parameters. Based on the manual inspec-
tion of false detections and the histogram distributions of pa-
rameter values in the catalog, we clipped the parameters in our
source catalog in order to retain only sources with the following
properties:
1. S p/σL > 7
2. S i/S p > 0.5
3. Bmin > 0.7× 25′′,
with S i and S p being the integrated (total) and peak flux, respec-
tively, σL the local rms noise, and Bmin the source size minor
axis. Thus we eliminated about 9500 sources in the catalog and
are left with a total of 623 604 sources in the final TGSS ADR1
catalog. Sample entries from the catalog are shown in Table 3,
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and the properties of the catalog are explored in Sect. 4. The
column descriptions for the ADR1 catalog are as follows:
(1) ID denotes the source name according to IAU convention:
TGSSADR Jhhmmss.s+ddmmss.
(2) The right ascension (RA) of the source in decimal degrees.
(3) The 1-sigma uncertainty in the right ascension (σRA) in
arcseconds.
(4) The declination (Dec) of the source in decimal degrees.
(5) The 1-sigma uncertainty in the declination (σDec) in
arcseconds.
(6) S total denotes the total (integrated) flux density and the asso-
ciated uncertainty in units of mJy.
(7) S peak denotes the peak flux and the associated uncertainty in
units of mJy beam−1.
(8) Major axis (Maj) of the Gaussian fit to the source and the
uncertainty in arcseconds.
(9) Minor axis (Min) of the Gaussian fit to the source and the
uncertainty in arcseconds.
(10) The position angle (PA) of the Gaussian fit to the source and
the uncertainty in degrees. The uncertainty was clipped at
±90◦, which indicates an undetermined PA.
(11) The local rms noise computed in a 40 × 40 pixel square cen-
tered on the source.
(12) A code that defines the multiplicity of the source struc-
ture in terms of Gaussian components: “S” refers to an iso-
lated single-Gaussian source, “C” refers to a single-Gaussian
source partly overlapping with other sources, and “M” is a
source fit by multiple Gaussians.
(13) The name of the 5◦ × 5◦ image mosaic from which the the
source entry was extracted. A list of mosaic names and their
center RA, Dec are provided through the TGSS ADR project
website (see Sect. 5.1).
The quoted uncertainties are 1-sigma uncertainties resulting
from the fitting process, following Condon (1997). A systematic
contribution of 2′′ was added in quadrature to the uncertainties
in RA and Dec (see Sect. 4.4). A systematic scaling error of ten
percent was added to the uncertainties in total flux density and
peak flux (see Sect. 4.5). For more details on the derived source
properties, we refer the reader to the PyBDSM documentation10.
4. Survey properties
4.1. Noise properties
The first alternative data release (ADR1) of the TGSS consists of
5336 mosaicked images of 5◦ × 5◦ each, centered on the observ-
ing pointing grid, (close to) continuously covering the 150 MHz
radio sky north of Dec –53◦. A small fraction (3.3 percent)
of problematic pointings were left out from this data release.
Figure 7 shows the distribution of rms background noise as
measured over these images. The median survey sensitivity is
3.5 mJy beam−1, and over 80 percent of the sky area has a sen-
sitivity below 5 mJy beam−1. The sensitivity distribution across
the sky is depicted in Fig. 8.
The rms noise is likely dominated by thermal receiver noise
and image noise due sparse UV coverage in most directions,
except towards the galactic plane where the noise temperature
is raised by the bright, diffuse synchrotron background of the
Galaxy. Confusion noise from unresolved sources in the beam is
unlikely to be significant in most directions. Heald et al. (2015)
provide two different equations for estimating confusion noise
10 http://www.astron.nl/citt/pybdsm/
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Fig. 7. Histogram (blue) and cumulative (red) distribution of the rms
noise in mosaic images. The median rms noise is 3.5 mJy beam−1, while
80 percent of all measurements lie below 5 mJy beam−1. The tail of
high rms values is produced by pointings toward the Galactic plane and
known bright radio sources.
based on VLA measurements. The first equation is based on a
scaling of B configuration images at 74 MHz, while the second
is based on scaling of deep C configuration images at 3 GHz.
Based on these equations, we estimate the TGSS confusion noise
at 150 MHz and with a 25′′ beam range to be 0.44 mJy beam−1
and 2.5 mJy beam−1, respectively. The rms noise distribution for
most directions in Fig. 8 lies above the largest of these estimates
of confusion noise.
Snapshot observations, due to their sparse UV coverage, can
result in unwelcome sidelobes upon Fourier transform of the
UV data. Typically while imaging, the CLEAN algorithm in-
advertently subtracts the dirty beam from these sidelobes just
as it does from real sources. When the dirty beam is subtracted
from sidelobes, flux is taken away also from the real sources
in the image, and as a result, the flux densities of sources re-
ported in the image plane are smaller than their actual val-
ues. This artificial decrease in the flux densities of real sources
is known as CLEAN bias. For the NVSS and FIRST surveys
carried out at the VLA, the bias reduced the flux density of
sources by 0.3 mJy beam−1 and 0.25 mJy beam−1 mJy, respec-
tively (Condon et al. 1998; Helfand et al. 2015). We plan to carry
out a detailed simulation in a future release in order to estimate
the effect of this bias in the TGSS catalog. For the moment,
We quote an estimate for the GMRT from Mauch et al. (2013)
who carried out a snapshot survey at over 90 deg2 with 15-min
pointings, consisting of two 7.5 min scans a different hour an-
gles. They injected 500 false sources into their calibrated visi-
bility data and re-imaged the data, estimating a reduction in the
peak flux densities by 0.9 mJy beam−1. While further testing is
required, this suggests that any correction for the CLEAN bias
for TGSS will be below the median rms noise.
4.2. Catalog completeness and reliability
The quality of a radio source catalog is typically characterized
by its completeness and reliability as a function of flux density
threshold. The completeness defines which fraction of available
radio sources in our survey area have ended up in our catalog.
The reliability defines which fraction of radio sources in our cat-
alog are real. These measures are mainly determined by the radio
image properties and the details of the source extraction.
The false detection fraction is complementary to the reliabil-
ity, as it defines the fraction of sources in our catalog is that false
at a given flux density. We estimated the false detection fraction
by running the exact same source extraction and catalog merg-
ing as described in Sect. 3.4 on inverted versions of the images.
Inverted means that the image pixel values are changed sign, so
that all source emission (that is intrinsically positive) becomes
negative, and will no longer be picked up by the source extrac-
tion. Assuming that the image background properties (noise and
artifacts) are approximately symmetric around the background
mean, the local detection thresholds are exactly the same as for
the regular (non-inverted) source extraction, and this results in
equal number of false detections in the inverted images as in the
regular images.
The false detection density plotted in Fig. 9 shows that there
are at most a few counts in each flux bin. The false detection
fraction is very low in all flux density bins, with typical values
well below 0.1 percent. The reliability, defined as the fraction of
true sources in our catalog above a certain flux density threshold,
is derived by integration and normalisation of the product of one
minus the false detection fraction and the TGSS detected source
counts. Because of the very low false detection fractions, the re-
liability is very high over the full flux range, with typical values
above 99.9 percent.
Given a large enough area so that cosmic variance is neg-
ligible, the differential number of radio sources dN(S )/dS per
solid angle as a function of flux density S is fixed. There is a rich
literature on measured radio source counts at various frequen-
cies (see Condon et al. 2012, and references therein), includ-
ing the 100–200 MHz frequency range (e.g., Laing et al. 1983;
Hales et al. 1988; McGilchrist et al. 1990; George & Stevens
2008; Ishwara-Chandra et al. 2010; Intema et al. 2011; Ghosh
et al. 2012). Recently, using the LOFAR telescope, source
counts at 150 MHz have been extended for the first time
down to 1–2 mJy, which is an order of magnitude deeper
than previous results (Williams et al. 2016). The semi-empirical
source 2016MNRAS.460.2385Wcounts derived from a simu-
lated 20◦ × 20◦ area of radio sky at 151 MHz (Wilman et al.
2008) have been shown to reproduce the observed 150 MHz
counts to high accuracy over large part of the observed flux den-
sity range (e.g., Williams et al. 2013, 2016). This simulation was
performed within the scope of the SKA Design Study (SKADS),
and includes radio sources with flux densities far below the de-
tection threshold of current instruments, including GMRT.
We use the TGSS measured source counts and SKADS
model source counts to assess the completeness of the TGSS
ADR1 source catalog. Sources in both catalogs are counted us-
ing the same set of flux density bins. For the TGSS catalog, we
do not perform any corrections for possible biases introduced
by the TGSS image properties or source extraction. In Fig. 9
we show the results for a relevant flux density range. It demon-
strates an excellent agreement between SKADS and TGSS
above 100 mJy, while below 100 mJy the TGSS source counts
drop below the SKADS source counts due to incompleteness.
The detection fraction plotted in Fig. 10 is simply the ratio
of the TGSS counts over the SKADS source counts, fixing the
ratio to one above 200 mJy to overcome low number statistics in
the SKADS simulation. The completeness, defined as the recov-
ered fraction of the absolute number of sources above a certain
flux density threshold, is derived by integration and normalisa-
tion of the product of the detection fraction (dashed line) and the
SKADS model source counts, and is also plotted in Fig. 10. Fol-
lowing the practice of previous surveys such as the VLSS, NVSS
and FIRST, we define a TGSS point source survey threshold at
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Fig. 8. A Mollweide projection plot in equatorial coordinates showing the distribution of the mosaic background rms noise as a function of the
sky position for the TGSS ADR1. The rms noise is mostly smooth with typical deviations between 2.5 and 5 mJy beam−1, with a median of
3.5 mJy beam−1. The noise is higher in the Galactic plane due to increased receiver brightness temperature from the diffuse synchrotron emission
of the Galaxy. There is a increase in the rms noise at low declinations since these observations were taken at lower elevation angles than the rest
of the data. Localized regions of higher rms noise are due to known bright radio sources at this frequency such as Cas A, Cen A and Cyg A.
50 percent completeness which corresponds to approximately
25 mJy (or 7-sigma for point sources, with sigma being the me-
dian survey noise of 3.5 mJy beam−1).
4.3. Source sizes and smearing
In wide-field interferometric imaging, the finite visibility reso-
lution in both frequency and time will lead to the well-known
effects of bandwidth and time-averaging smearing, causing a ra-
dio source to appear larger in size with reduced peak flux while
the total flux density is conserved (e.g., see Bridle & Schwab
1999). For individual TGSS survey pointing images, this effect
is zero at the phase center (which equals the pointing center) and
grows linearly with distance from the phase center. The magni-
tude of the effects depend also on time and frequency resolu-
tion, and in a complex way on UV-coverage, frequency band-
pass shape, and visibility & image weights. The TGSS pointing
images were typically created using visibilities with a time res-
olution of 16.1 s and a frequency channel width of 0.26 MHz.
At the primary beam radius of 1.6◦, using the formulae given
in Bridle & Schwab (1999), we expect that the peak flux of a
25′′ point source to be reduced by 3–4 percent due to bandwidth
smearing, and by 2–3 percent due to time-averaging smearing.
The mosaic images used to extract the TGSS source cat-
alog are a noise-weighted sum of multiple pointing images.
The strongest smearing occurs in the pointing overlap regions.
Qualitatively, it is expected that the resulting smearing of the
composite sources is no worse than what is calculated above.
An additional smearing contribution may arise from small mis-
alignments between overlapping pointings. From simple Monte-
Carlo simulations based on the relative astrometric accuracy
determined in Sect. 3.3.1, we expect up to 6 percent reduction
in peak flux due to relative astrometric errors. Combined with
bandwidth and time-averaging smearing, this may lead to a 5–
13 percent drop in peak flux, and a broadening of the source size
with 3−7 percent. This result applies to sources in the overlap
areas; in other areas the effect is expected to be much less.
As described in Sect. 3.2.2, the TGSS processing pipeline
corrects for time- and spatially variable ionospheric phase ef-
fects. One of the outputs of the ionospheric modeling is an es-
timate of the residual phase error per antenna. Typically, these
residual phase errors were found to be in the range 10◦–20◦.
Following Cotton et al. (2004), assuming a Gaussian distribution
of phase errors, the resulting reduction in peak flux is estimated
to be 3–6 percent, which corresponds to a source broadening of
2−3 percent.
To properly quantify the true smearing of TGSS sources,
we analyzed the source properties in the catalog above Dec 19◦
(where we used a circular 25′′ restoring beam). Figure 11 shows
for all TGSS sources the ratio of the (total) flux density over the
peak flux (Rip) as a function of peak flux signal-to-noise (SNRp).
For unresolved sources without smearing, we expect per SNRp
bin a Rip distribution centered on unity with a width σip depend-
ing solely on SNRp. Smearing will cause the peak flux to drop
while the flux density stays constant, therefore the (median) dis-
tribution center R¯ip shifts upwards from unity. A fraction of the
sources will be resolved, which causes the distribution to have a
long tail upwards from the distribution center.
Per logarithmic SNRp bin, we estimated the center R¯ip and
width of the distribution σip using only the lower part of the
distribution so not to be biased by resolved sources. We find the
center and width by iteratively rejecting sources above R¯ip +2σip
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Fig. 9. Average number of sources per square degree as a function of
flux density, plotted over a relevant flux range. The y-axis is scaled with
an extra flux density factor S to have equal counts in logarithmic bins
come out at equal height. Above 100 mJy, the source counts of TGSS
(blue dots, with Poissonian error bars smaller than the dot size) closely
follow the model 151 MHz source counts derived from the SKADS
simulation by Wilman et al. (2008; black line). Below 100 mJy, the
TGSS number counts increasingly deviate from the SKADS number
counts due to incompleteness of the TGSS catalog. The false counts (red
dots) are several orders of magnitude smaller than the source counts.
Fig. 10. Estimated completeness (solid line) of the TGSS catalog as
a function of flux density limit. The completeness is derived from the
detection fraction (dashed line) and the SKADS model source counts.
until the center and width values converge. At the high SNRp
end above ∼100, the center and width of the distribution were
found to be constant, namely R¯ip = 1.071 and σip = 0.027, re-
spectively. This indicates an average reduction in peak flux of
6.6 ± 2.4 percent for all sources above Dec 19◦, which agrees
well with the smearing effects described above. The average
smearing for sources below Dec 19◦ is expected to be less, since
the restoring beam size is larger (see Sect. 3.3.3).
Fig. 11. Ratio of the TGSS source (total) flux density over the peak flux
a function of peak flux signal-to-noise (SNR). The unresolved source
distribution is characterized by a median (dashed black line) slightly
above unity and −2 sigma deviations (black dots, measured in logarith-
mic bins) that increase with lower peak SNR, which is compatible with
the effects of smearing (see text). The large scatter in the upper part of
the plot are resolved sources, that can be separated from the unresolved
sources by the +2 sigma line (dashed red line) based on a model fit
(dashed blue line) to the −2 sigma deviations.
Towards lower SNR, relatively higher image noise causes a
larger scatter in the flux measurements, which creates a widen-
ing of the distribution. To enable identification of truly resolved
sources, we characterize the widening of the distribution with a
power-law by fitting the measured values of σip with the follow-
ing empirical expression (e.g., Williams et al. 2013):
σ2ip = (0.027)
2 +
(
0.784 SNR−0.925p
)2
. (3)
This expression can be used to assess whether sources are re-
solved. For instance, with Rip > R¯ip + 2σip there is a ∼98 per-
cent chance that a source is resolved, which is true for about
50 percent of all sources above Dec 19◦. Below Dec 19◦ this is
about 48 percent, but here we note that a proper assessment is
complicated by the varying restoring beam size.
4.4. Global astrometric accuracy: comparison to RFC
In Sect. 3.3.1 we made an initial estimate of the astrometric
accuracy of our catalog, using position differences of multi-
ply observed sources detected in overlapping fields. This test
shows that the positions of even faint TGSS sources are accu-
rate to .2′′ (see Fig. 1). To better quantify any systematic de-
viations from our astrometric reference frame, we carried out a
second test using the Radio Fundamental Catalog (RFC11). The
RFC is a collection of nearly 10 000 radio sources with posi-
tions measured from numerous astrometric and geodetic cam-
paigns accurate to several milliarcseconds (e.g., Petrov & Taylor
2011). The sky coverage is good; there are 8573 of 9120 RFC
sources down to the declination limit of the TGSS. We cross-
matched the RFC catalog for TGSS counterparts and determined
the position offsets for each of the 3530 matches. The results
11 http://astrogeo.org/rfc/
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Fig. 12. Offsets between VLBA calibrator positions and their TGSS
counterparts. The dotted lines indicate the position of the median off-
set in RA and Dec, while the dotted circle indicates the extend of the
standard deviation of the offset radii.
are shown in Fig. 12. The average offset of the delta-RA and
delta-Dec positions is small, with limits delta-RA ' 0.08′′ and
delta-Dec ' 0.01′′, for any systematic offset of the survey from
the radio reference frame. The 68 and 90 percent confidence
error circles of the RA and Dec differences is 1.55′′ and 2.6′′,
respectively.
This should be considered an upper limit on the errors. While
the sources in the RFC catalog are compact at VLBI baselines
and GHz frequencies, faint, extended steep-spectrum emission
may dominate AGN morphology at 150 MHz. To counteract any
centroid shifts from the core to the lobes, we used only bright
TGSS sources (>100 mJy) without multiple components. Sum-
marizing, the global astrometric accuracy of the TGSS is excel-
lent with systematic errors of .0.1′′ and random errors .2′′. We
quadratically added a 2′′ contribution to our catalog source posi-
tion uncertainties in both RA and Dec to account for this global
effect.
4.5. Flux density accuracy: comparison to 7C
Our flux density scale is tied to the low-frequency point source
models of Scaife & Heald (2012, Sect. 3.1). Except for 3C 286,
we reproduce the flux density of the flux calibrators within a few
percent. Given the various amplitude corrections introduced in
the data processing (e.g., system temperature, pointing errors,
primary beam), it is important to cross check the consistency of
our flux scale against a large group of sources over a large sky
area.
The 7C survey was conducted with the Cambridge Low
Frequency Synthesis Telescope at a frequency of 151 MHz
with resolution 70′′ × 70′′/sin(Dec). Over a region of 1.7 sr
north of 30◦ Dec, 43 683 radio sources were cataloged down
to a typical threshold of 0.1 Jy. The 7C flux scale is indirectly
tied to Roger et al. (1973), which is the same flux scale that
Scaife & Heald (2012) is based on. The accuracy of the flux den-
sity scale of 7C is reported to be ∼5 percent relative to 6C (e.g.,
Lacy et al. 1995; Visser et al. 1995), which itself is believed to
Fig. 13. Flux density comparison for 41 605 matched sources between
TGSS and 7C (gray dots). Without correcting for difference in resolu-
tion, the median 7C to TGSS flux ratio (black dashed line) is biased
upwards. When selecting a higher flux sample and applying outlier re-
jection (red dots), the median flux ratio (red dashed line) reduces to
close to unity.
have a ten percent absolute accuraty (Baldwin et al. 1985). The
absolute accuracy of the 7C flux scale is therefore likely to be
in the range of 10–20 percent. Following Heald et al. (2015)
we compared the TGSS against the combined 7C catalog from
Hales et al. (2007).
While 7C is not an absolute reference with respect to flux
density accuracy, it is one of very few large-area surveys avail-
able at virtually the same frequency. We cross-matched the
TGSS and 7C catalogs over the common area using a match-
ing radius of 70′′, yielding 41 605 unique matches (95 percent of
the 7C sources). The results of this source match are shown in
Fig. 13.
The effect of the resolution bias of the larger 7C beam is
clearly visible especially at lower flux densities. When includ-
ing all matches, the median 7C flux density is 14 percent higher
than TGSS, but this result is strongly affected by resolution bias.
When using a subset of brighter sources (above 2 Jy) and outlier
rejection, we find that the median 7C to TGSS flux density ratio
is 0.95, which is close to the perfect case of unity. The magnitude
of the deviation from unity (∼5 percent) is similar to the variation
in recovered flux densities of the Scaife & Heald (2012) calibra-
tors. To account for these, we quadratically added a ten percent
flux scale uncertainty to the flux uncertainties (peak and total) in
our catalog.
In Sect. 3.3.2 we discussed the system temperature correc-
tions and how they introduce flux scale uncertainties depending
on the magnitude of the correction. For the GMRT at 150 MHz,
the sky temperature is the major contributer to the system tem-
perature. It varies significantly across the sky and therefore so
does the flux scale correction and its uncertainty. For TGSS
ADR1, this uncertainty is absorbed into the global ten percent
flux scale uncertainty. We plan to improve on this and include
sky-dependent source flux density uncertainties in subsequent
data releases.
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Fig. 14. Top row: example 4.5◦ × 4.5◦ mosaic image centered on the TGSS pointing R23D74 as found in ADR1 (left; 3.6 mJy beam−1 noise for a
25′′ × 25′′ beam), and the corresponding area in the frequency-averaged LOFAR HBA MSSS verification field (MVF right; 6.4 mJy beam−1 noise
for a 108′′ × 108′′ beam). Both images are displayed using the same color scale. Bottom row: a 2◦ × 2◦ zoomed-in version of the top row images,
showing more detail. The ADR1 and MVF images are quite complementary, with the MVF image demonstrating good low surface brightness
sensitivity, while the TGSS image demonstrates its resolving power and lack of sidelobe structure near the brightest sources. The black circle
marks the location of a double source with low surface brightness, illustrating the difference in detectability of such sources in the two surveys.
4.6. Comparison to MSSS HBA
To get a sense of the relative performance of two new low-
frequency surveys, we compare our TGSS results against the
small HBA part of the LOFAR multi-snapshot sky survey
(MSSS) that is publicly available. The MSSS verification field
(MVF) image includes data from 8 × 2 MHz subbands spaced
out over 119–158 MHz (filling factor of 0.41). Although planned
for later releases, the current MSSS data processing pipeline
does not yet include direction-dependent calibration. For this and
other reasons the MSSS images are generated from a subset of
shorter baseline data, resulting for the HBA part in a resolution
of 108′′ (Heald et al. 2015). The frequency-averaged, most
sensitive MVF image available is a 10◦ × 10◦ image centered on
15h +69◦, and has an effective frequency of ∼138.4 MHz. The
small difference in frequency between TGSS and MSSS may
cause up to a few percent difference in flux density. We created a
matching TGSS mosaic at 25′′ × 25′′ resolution, of which parts
are shown in Fig. 14 together with the MVF image. Additionally,
we created a low-resolution mosaic by convolving and regrid-
ding the TGSS mosaic to match the MSSS resolution and pixel
grid (“TGSSc” from here on).
The average image noise properties given in Table 4 (as
measured over the full MVF area) show that TGSS has a point
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Table 4. Properties of the source extraction based comparison between TGSS and MSSS HBA.
Property TGSS TGSSc MSSS
Average rms noise 5.3 mJy beam−1 28 mJy beam−1 7.3 mJy beam−1
Total source flux 580 Jy 523 Jy 622 Jy
Source detections 2198 724 1591
False detections 49 2 1
NVSS no matches 123 5 30
source sensitivity that is ∼30 percent better than MSSS, while
the surface brightness sensitivity is ∼4 times worse. The latter is
illustrated in Fig. 14, where faint, low surface brightness features
in TGSS are more clearly visible in MSSS.
The PyBDSM source extraction was run on the three im-
ages using the standard settings, which includes multi-Gaussian
source extraction down to the threshold of 5 times the local peak-
to-noise ratio. We intentionally use a lower threshold here (and
also in Sect. 4.7) than for the source catalog generation (see
Sect. 3.4) to enable a deeper quality comparison between the
surveys in terms of of reliability and completeness. The results
in Table 4 are hardly surprising: most sources (or source compo-
nents) are detected in the TGSS image because of its higher res-
olution, while MSSS retrieves most flux density because of its
better low surface brightness sensitivity. It is interesting to no-
tice that, despite the significantly worse sensitivity, TGSSc still
retrieves 80–90 percent of the total flux density as compared to
TGSS and MSSS.
We uniquely matched the TGSS source catalog to the MSSS
catalog using a 108′′ search radius, yielding 1437 matches
(90 percent of the MSSS sources). The measured flux densi-
ties as plotted in Fig. 15 show an overall good match for many
sources, but are biased towards higher MSSS flux density be-
cause of resolution differences. The median flux density ratio
of 1.21 in favor of MSSS reduces to near-unity (0.99) when
comparing flux densities of matched TGSSc and MSSS sources
(712 matches, or 98 percent of the TGSSc sources).
As in Sect. 4.7, we ran the source extraction process on the
inverted images to test the reliability.
The results in Table 4 show a remarkably low number of false
detections in the MSSS and TGSSc images (1 percent). The
fraction of false detections in the TGSS image is 2.2 percent,
somewhat higher than what we found in Sect. 4.7, but still a mi-
nor contribution to the total number of sources detected down
to the detection threshold of 5 times the local noise. We also
matched the catalogs against NVSS, using a 45′′ search radius
for the TGSS catalog and 108′′ for the TGSSc and MSSS cat-
alogs. The results in Table 4 show that 5.6 percent of TGSS
sources have no NVSS counterpart, while for TGSSc and MSSS
it is 0.7 and 1.9 percent, respectively.
Summarizing, we find a very good match in flux density be-
tween the TGSS and LOFAR MSSS HBA. TGSS has better res-
olution and point source sensitivity, while MSSS has better sur-
face brightness sensitivity. Both surveys are complementary in
resolution, yet well matched in sensitivity. A similar compari-
son between TGSS images and MWA images is underway (e.g.,
Tingay et al. 2016).
4.7. Comparison to TGSS DR5
Our re-processing effort of the archival TGSS data was moti-
vated by having available a robust and fast pipeline that includes
direction-dependent ionospheric calibration. Especially the latter
Fig. 15. Flux density comparison for 1437 matched sources between
TGSS and LOFAR MSSS HBA (gray dots). Due to the difference in
resolution, the median MSSS to TGSS flux ratio (black dashed line) is
biased upwards. When convolving the TGSS images to the MSSS res-
olution and repeating the matching (712 matches; red dots), the median
MSSS to TGSSc flux ratio (red dashed line) reduces to close to unity.
Flux densities for matched sources between TGSS and LOFAR HBA
MSSS.
is essential for processing radio interferometry data at frequen-
cies below a few hundred MHz in order to obtain good image
fidelity. The pipeline used for producing the original TGSS data
releases 1 through 5 does not include direction-dependent cali-
bration. In this section we investigate the relative performance of
the TGSS DR5 pipeline versus our (ADR1) pipeline by inspect-
ing the resulting image quality.
To facilitate a detailed, objective comparison between ADR1
and DR5, we selected a connected region of 32 pointings with
the following properties: (i) the DR5 mosaics centered on the
pointing positions are all publicly available12; (ii) the DR5 mo-
saics are created from a complete set of overlapping pointing
images, ensuring maximum sensitivity; (iii) the region contains
no excessively bright sources; and (iv) all the pointings were ob-
served only once therefore the images result from the exact same
visibility data. The set of mosaics covers an approximate rectan-
gular ∼300 deg2 area centered on 4h50m–6◦ with approximate di-
mensions of 15◦ × 20◦. We convolved and regridded the selected
DR5 mosaics to match the ADR1 resolution and pixel grid, and
blanked the outer edge of the ADR1 mosaics to match the DR5
mosaic size (4.5◦ × 4.5◦). At this stage the pointing images are
as equal as possible.
12 http://tgss.ncra.tifr.res.in/150MHz/radec.html
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Table 5. Properties of the source extraction based comparison between
ADR1 and DR5.
Property ADR1 DR5
Average rms noise 3.6 mJy beam−1 6.0 mJy beam−1
Total source flux 1484 Jy 1615 Jy
Source detections 6573 6443
False detections 17 566
NVSS unique matches 6138 5384
NVSS no matches 204 786
We started the comparison by measuring the central back-
ground rms noise in all mosaics. The average rms values listed
in Table 5 match the general noise properties of ADR1 and DR5
as advertized, and can therefore be considered a representative
sample. For this subset, the ADR1 noise levels are 10–50 percent
lower than the DR5 noise levels.
Similar to Sect. 4.6 we ran the PyBDSM source extraction in
default mode on all prepared ADR1 and DR5 mosaics. The re-
sulting catalogs per mosaic were merged into single, unambigu-
ous catalogs for ADR1 and DR5, respectively. Table 5 shows
that the number of extracted sources is virtually equal between
ADR1 and DR5, although the total source flux in DR5 is about
nine percent higher than ADR1. Merely based on noise levels,
we would expect for the ADR1 images to yield more extracted
sources, which is not what we observe. This can only be caused
by flux scale differences between DR5 and ADR1, or by false
source detections in DR5 (or a combination of both).
We check for potential flux scale differences by uniquely
matching the ADR1 and DR5 catalogs with a 25′′ search ra-
dius, yielding 5288 matches. Figure 17 shows that there is an
overall good agreement between the source flux densities. We
find a median DR5 to ADR1 flux density ratio of 1.07. Differ-
ences between ADR1 and DR5 for the choice of flux scale and
Tsys corrections can easily give rise to a systematic difference
of this (small) magnitude (e.g., Sirothia 2009; Scaife & Heald
2012). Although little information available in literature on the
DR5 processing details, they most likely used the now depre-
cated Perley-Taylor 1999 flux scale as was done in Sirothia et al.
(2009), which itself is based on the Baars et al. (1977) flux scale.
The observed flux scale difference is too small to explain the ap-
parent discrepancy between noise levels and extracted sources.
And although it has a very minor impact on the rest of this com-
parison, we scale the ADR1 fluxes by 1.07 to better match the
DR5 fluxes.
There is a relatively large number of unmatched sources
(∼1200) between ADR1 and DR5, about 18 percent of the to-
tal source count in both ADR1 and DR5. This does not change
when using a matching radius twice as large, indicating these
detections are uncorrelated. To investigate the reliability of the
source detections we performed two tests. In the first test we
estimated the false detection rate per image by following the
same procedure as described in Sect. 4.2, and combined the re-
sults into single catalogs for ADR1 and DR5.The results given
in Table 5 illustrate a rather striking difference: for ADR1 the
estimated false detection fraction is 0.3 percent, while for DR5
it is 8.8 percent.
Figure 18 shows the distribution of detected sources as a
function of source flux density. For both ADR1 and DR5 the
number of detected sources increases towards lower flux density
due to the nature of radio source counts, where DR5 counts ap-
pear to increase more rapidly than ADR1 count. This may be
explained by the similarly increasing number of false detections
in DR5. Below 100 mJy, the source counts of both ADR1 and
DR5 decrease due to incompleteness (see also Sect. 4.2). Here,
DR5 counts decrease more rapidly than ADR1 counts, despite
the continuing presence of false detections in this flux density
range. This shows that ADR1 detects more faint sources than
DR5, as is expected given the lower average background noise.
In the second test we separately matched the ADR1 and
DR5 catalogs to the NVSS catalog using a 45′′ search radius
(the NVSS resolution), allowing for multiple matches of TGSS
sources to NVSS sources to overcome resolution differences. For
unresolved sources with spectral index α & −0.9 (with S ν ∝ να)
the NVSS is more sensitive than TGSS. For resolved sources,
the better surface brightness sensitivity of NVSS makes it more
sensitive than TGSS for emission with spectral index α & −1.4.
Therefore we expect the majority of TGSS sources to have an
NVSS counterpart. From the results in Table 5 we see that
12 percent the DR5 sources have no NVSS counterparts versus
3.1 percent for the ADR1 sources. With a roughly equal number
of detected sources in ADR1 and DR5, this strongly suggests
that the higher number of NVSS non-matches in DR5 relative
to ADR1 is due to false source detections in DR5. The excess
of NVSS non-detections (582) is roughly similar to the excess
in false detections (549), which could be the same population.
Figure 18 shows the distribution of TGSS sources without an
NVSS counterpart as a function of source flux density.
The most likely cause of false detections is the presence of
significant residual sidelobe structure around sources due to cali-
bration errors, which is common in wide-field low-frequency ra-
dio interferometry images (e.g., see Fig. 16). Visual inspection of
the mosaics and the detected source locations show that indeed
many DR5-specific source detections occur in the near-vicinity
of bright sources. These may be suppressed by fine-tuning the
source extraction process, but will always negatively impact the
completeness of the source catalog. Summarizing, we find strong
indications that the fidelity of DR5 images is negatively affected
by the absence of direction-dependent calibration in the process-
ing pipeline.
4.8. Normalized source counts and spectral indices
The large TGSS ADR1 source catalog lends itself well for statis-
tical studies, and allows for the selection of statistically signifi-
cant subsets of sources with interesting properties. In this section
we provide some (preliminary) examples of ways in which this
data can be used for scientific explorations.
A simple yet powerful way to characterize radio source pop-
ulations is by means of radio source counts as a function of
flux density. These source counts are for instance used in esti-
mates of foreground contamination for EoR experiments (e.g.,
Trott & Wayth 2016). It also provides a fairly objective way to
compare results from different surveys. For instance, in Sect. 4.2
we compared TGSS ADR1 radio source counts to an empiri-
cal model from literature to test completeness. Euclidean nor-
malized differential source counts at ∼150 MHz from various
surveys are available, although still somewhat sparse. Figure 20
shows the ADR1 differential source counts above 100 mJy, for
which the catalog is complete. In general, we find a good match
between our counts and other observational results from liter-
ature. Because of the large sky coverage (and therefore large
number statistics), the TGSS ADR1 provides the most strict con-
straints on the shape of the source count distribution over the
relevant flux density range.
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Fig. 16. Top row: example 4.5◦ × 4.5◦ mosaics centered on the TGSS pointing R15D26 as found in ADR1 (left; 3.5 mJy beam−1 noise) and in DR5
(right; 6.7 mJy beam−1 noise). Both mosaics are displayed using the same color scale. Besides a higher overall noise level, the DR5 mosaic also
shows residual sidelobe structure near brighter sources (&1 Jy) as compared to the ADR1 mosaic. Bottom row: a 2◦ × 2◦ zoomed-in version of the
top row mosaics, showing more detail.
The combined measurements provide the best direct con-
straints on the 150 MHz source counts to date. Similar to
Wieringa (1991), we fit the source counts with a polynomial in
log-log space over the flux density range of 5 mJy to 100 Jy:
log10
(
S 5/2dN/dS
)
= C0 +
5∑
i=1
Ci × [log10 (S )]i (4)
where S is the flux density in Jy, and Ci the model coefficients.
The resulting coefficient values and their uncertainties are given
in Table 6, while the model is overplotted in Fig. 20. The model
is best constrained over the flux density range 100 mJy to 10 Jy.
Above 10 Jy the model uncertainty increases due to low number
counts. Below 100 mJy the uncertainty increases due to larger
differences between the measured source counts.
A popular way of characterizing and selecting radio sources
is by means of their spectral index. For example, high-redshift
radio galaxies (z & 2; e.g., Miley & De Breuck 2008) are effi-
ciently selected by identifying compact sources with steep ra-
dio spectra. Surveys such as the TGSS are relatively sensitive
to steep-spectrum radio sources. For example, based on point
source sensitivity, TGSS ADR1 is more sensitive than the NVSS
survey at 1.4 GHz for compact sources with a spectral index
α . −0.87. The spectral index distribution in Fig. 19 is derived
from a global source match between TGSS ADR1 and NVSS,
finding NVSS counterparts for 96 percent of the ADR1 sources
above Dec –40◦ (the NVSS cutoff Dec). The median spectral
index of –0.73 is comparable to other studies using the same
frequency range (e.g., Intema et al. 2011; Williams et al. 2013,
2016) 1.3 percent of the spectral indices are lower than –1.3,
and 0.3 percent are below –1.5. Although small percentages, this
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Fig. 17. Flux density comparison for 5288 matched sources between
TGSS ADR1 and DR5 (gray dots). The median DR5 to ADR1 flux
ratio (red dashed line) is very close to unity.
Fig. 18. The flux density distribution of (solid blue) ADR1 and DR5
(solid red) TGSS sources using identical mosaics and source extrac-
tion method. The dashed lines show the flux density distribution of the
same sources with no NVSS counterpart, and the solid red and blue his-
tograms show the results of source-finding on the inverted images (i.e.
negative).
still corresponds to statistically significant numbers of sources
(about 7000 and 1900, respectively). Further classification of
these sources requires matching to other wavelength data, which
is beyond the scope of this article. A more elaborate analysis of
the spectral index distribution between TGSS ADR1 and NVSS
is given in Tiwari & Nusser (2016).
5. Public survey data products
We release this TGSS ADR1 as a service to the astronomical
community in a format that should make it straightforward for
non-specialists to use these data in their research. The public data
Fig. 19. Spectral index histogram for over 550 000 matched sources be-
tween NSSS and TGSS using a 22.5′′ search radius (the NVSS beam
radius). The median spectral index is –0.73 (dashed line). The top and
bottom ten percent of the sources lie above –0.43 and below –1.00, re-
spectively (dotted lines). This source match is not corrected for any se-
lection effects.
comes in two main forms: images and source catalogs. All-sky
representations of the images and source distribution are given
in Figs. B.1 and B.2
5.1. Images
The TGSS ADR1 images are being released as a series 5◦ ×
5◦ mosaics with a pixel size of 6.2′′. The construction of the mo-
saic images is described in more detail in Sect. 3.3.3. These mo-
saic images are available to be directly downloaded as FITS files.
The size of full dataset of 5336 mosaic images is 180 Gbytes.
The TGSS images and source catalog are available through our
project website13. We also provide a cutout server for those re-
searchers wanting to extract a small region around some sky po-
sition (up to 1◦ × 1◦ guaranteed). We have no immediate plans
to release the individual pointing images or the visibility data.
5.2. Source catalog
The TGSS ADR1 source catalog contains J2000 positions,
Stokes I flux densities (peak and total) and angular sizes, along
with error estimates for 0.62 million sources brighter than seven
sigma. In addition, for each source we give the name of the mo-
saic image that the parameters were extracted from, as well as a
Gaussian source structure flag.
Table 3 is a small sample of the full table. Complete details of
how the catalog was generated are found in Sect. 3.4. The com-
plete FITS format table is available on the same server as the im-
ages (see above). Upon publication of this paper we will release
a searchable catalog to services such as VizieR and HEASARC.
6. Conclusions and future work
We provide the first full public release of the 150 MHz contin-
uum survey (TGSS) from the Giant Metrewave Radio Telescope.
13 http://tgssadr.strw.leidenuniv.nl/
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Fig. 20. 150 MHz Euclidean normalized differential source counts as derived from the TGSS ADR1 source catalog (black stars with 1-sigma
poissonian error bars), covering the highly complete flux range from 100 mJy to 100 Jy with 20 logarithmic flux bins. Overplotted are various
other source counts for this frequency from literature, namely source counts from both a single deep GMRT integration and a larger-area GMRT
survey centered on the Boötes field (Intema et al. 2011; Williams et al. 2013, red and magenta dots, respectively), source counts from the 7C survey
(McGilchrist et al. 1990; Hales et al. 2007, blue and green dots, respectively), recent source counts from deep, small-area surveys with the LOFAR
HBA system (Williams et al. 2016; Mahony et al. 2016; Hardcastle et al. 2016, black, yellow, and gray dots, respectively), and source counts from
the MWA GLEAM survey as well as deep, single-pointing MWA survey (Hurley-Walker et al. 2017; Franzen et al. 2016, open triangles and dots,
respectively). Some literature points with very large uncertainties have been omitted. Over the flux density range of the plot, the observed source
counts can be described by an empirical model as given in Eq. (4) (black solid line, with 1-sigma deviations plotted as dotted lines).
Table 6. Model coefficients for the radio source counts at 150 MHz, as
defined in Eq. (4).
Coefficient Value
C0 3.5142 ± 0.0016
C1 0.3738 ± 0.0039
C2 −0.3138 ± 0.0075
C3 −0.0717 ± 0.0050
C4 0.0213 ± 0.0044
C5 0.0097 ± 0.0018
This was possible because we developed powerful, automatic
tools to deal with widespread radio interference and challenges
to calibration, including direction-dependent ionospheric effects.
The resulting images cover the full sky north of Dec −53◦
(or 36 900 deg2) with a median rms background noise of
3.5 mJy beam−1 and a typical resolution of 25′′. We achieved an
improvement over earlier data releases in terms of noise proper-
ties (lower background rms) and image fidelity (fewer residual
sidelobes), yielding more robust detections at low flux densities
during the source extraction process. Our final catalog contains
0.62 million sources with flux densities ranging from 11.1 mJy
to 9.22 kJy.
In Fig. 21 we show a comparison of the performance be-
tween the TGSS with other existing or planned wide-field radio
surveys at meter and centimeter wavelengths. At meter wave-
lengths we include the low (LBA) and high (HBA) frequency
versions of the LOFAR MSSS (Heald et al. 2015), the revised
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Fig. 21. Comparison between the angular resolution and rms noise (sen-
sitivity) of the TGSS and wide-field meter and centimeter wavelength
surveys. We define a wide-field survey as having observed more than
10 000 deg2 or more of the sky. Although the survey area of SUMSS
is only 8100 deg2, it is included here since it provided much needed
southern hemisphere coverage. Red symbols indicate meter wavelength
surveys (ν < 300 MHz), while blue and green symbols are existing
and planned centimeter surveys (ν > 300 MHz), respectively. Lines of
constant surface brightness are shown in gray for a surface brightness
sensitivity calculated as a function of resolution for 3× rms noise.
VLSS (Lane et al. 2014), and the MWA GLEAM. (Wayth et al.
2015; Hurley-Walker et al. 2017). For centimeter wavelength
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surveys we show the WENSS (Rengelink et al. 1997), SUMSS
(Mauch et al. 2003), NVSS (Condon et al. 1998), and FIRST
(Becker et al. 1995). We also show several centimeter surveys
that will be undertaken before the end of this decade includ-
ing the VLA Sky Survey (VLASS)14, the Apertif WODAN, and
ASKAP EMU surveys (Norris et al. 2011, 2013).
TGSS stands out among the meter-wavelength surveys (ν <
300 MHz) as having the lowest noise and highest resolution.
In these respects, and in its large number of cataloged sources,
TGSS is a meter-wavelength equivalent to the centimeter NVSS.
The good sensitivity at meter-wavelengths will be useful since
the TGSS provides a large lever arm (10×) when compared
to existing centimeter surveys such as the NVSS. More than
95 percent of TGSS sources within the NVSS survey area have
NVSS counterparts. Steep-spectrum sources that are faint or un-
detectable in centimeter surveys will stand out in the TGSS.
Pulsars, high-redshift radio galaxies, fossil radio galaxies, and
giant radio halos and relics in galaxy clusters are all sources
that are found at the steep-spectrum end of the spectral index
distribution.
The large area, low noise and good angular resolution makes
TGSS a useful dataset in the calibration of instrumentation
and propagation effects for other low-frequency telescopes. We
also anticipate that a TGSS sky model could be used for fore-
ground subtraction in the search for the Epoch of Reionization.
TGSS does not have the same sensitivity to extended emission
(Sect. 3.2.1) as LOFAR and MWA with their larger beam size,
and more centrally concentrated array configurations (Table 4).
In this sense TGSS could be seen as complimentary to the MSSS
and GLEAM surveys, but we note that in the second data release
of MSSS there is a plan to use the longer LOFAR baselines to
achieve resolutions of 60′′ and 30′′ in MSSS-LBA and MSSS-
HBA, respectively (Heald et al. 2015).
A small synthesized beam is particularly important for iden-
tifications at other wavelengths. The TGSS synthesized beam
is too large for reliable matches of large-scale optical and NIR
catalogs (Helfand et al. 2015), as the false positive rates likely
swamp identification at the faint magnitudes of such surveys.
However, TGSS will likely do well in with identifying rare ob-
jects, particularly those that are bright at meter wavelengths. The
matching of high energy sources at X-ray and gamma-rays will
likely be a productive activity, as might searches for coherent
radio emission from nearby stars.
The alternative data release of TGSS is an ongoing project,
in which we want to continuously improve the quality of the sur-
vey products. News and updates will be presented through the
project webpage. Maximizing the sky coverage has top priority.
Next to revisiting the reduction of problematic pointings, we pro-
posed for new GMRT observations of the pointings that persis-
tently failed. Furthermore, we will address the issues that causes
a small fraction of the observations to have larger-than-average
systematic flux density offsets, such as simultaneous, persistent
phase delay jumps on multiple GMRT antennas. We also plan to
obtain and include better quality images of several of the very
brightest yet (mostly) morphologically complex sources, such as
Cas A, Cen A, Cyg A, Her A, Hya A, Per B, Pic A, Sgr A, Tau A,
and Vir A. Several of these have existing data in the GMRT
archive, and for some others we have obtained targeted observa-
tions. While TGSS ADR1 is a compact source survey by design,
we will continue to experiment with data reduction strategies to
improve the representation of large-scale emission.
14 https://science.nrao.edu/science/surveys/vlass
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Appendix A: SPAM pipeline
In this appendix we provide implementation and computational
details of the SPAM pipeline. This may be relevant for those
readers who may wish to use it as a blue-print for the de-
velopment of calibration strategies for new and future low-
frequency telescopes (as was done for LOFAR facet calibration;
van Weeren et al. 2016).
The pipeline is the result of many years of development
and testing, and demonstrates that a high degree of automa-
tion is possible even for processing high-resolution, high-
sensitivity wide-field radio interferometry data at sub-GHz fre-
quencies. SPAM is a Python module that builds on ParselTongue
(Kettenis et al. 2006), a Python interface to the Astronomi-
cal Image Processing System (AIPS; Greisen 2003). Parsel-
Tongue itself makes use of parts of Obit (Cotton 2008), a
stand-alone data reduction package compatible with AIPS data
formats. The SPAM software (including the pipeline) can be
obtained through Intema (2014b). The SPAM pipeline has
been successfully applied in many scientific investigations that
make use of GMRT observations in any of the observing
bands below 1 GHz, (150, 235, 325, and 610 MHz; e.g.,
van Weeren et al. 2014a,b; Wykes et al. 2014; Bonafede et al.
2014, 2015; de Gasperin et al. 2014, 2015).
As noted in Sect. 3, the pipeline consists of two parts: a pre-
processing part (Sect. 3.1), and a main pipeline part (Sect. 3.2),
which itself is separable into direction-independent calibration
(Sect. 3.2.1) and direction-dependent calibration (Sect. 3.2.2).
Figures A.1−A.3 show flow diagrams for each of these stages.
Both pipeline parts run as independent, single thread processes
on multi-node, multi-core compute clusters, allowing for signif-
icant parallel processing of many observations and pointings at
the same time. Making use of the NMPOST compute cluster15 at
the National Radio Astronomy Observatory (NRAO), bulk pro-
cessing of all TGSS survey data was completed within a month.
This involved converting the raw data files of 202 observe ses-
sions into 5821 pre-calibrated visibility data sets for 5336 unique
pointings, and converting these into calibrated and deconvolved
radio images. About 95 percent of the data passed through the
pipeline without manual interaction.
The flow diagram of the pre-processing step is depicted in
Fig. A.1. Per observing session, the TGSS data consists of one
or multiple LTA files containing the visibility data, comple-
mented with one or more FLAGS files containing telescope sys-
tem health information. All LTA and FLAGS files were stored in
a single directory on the shared LUSTRE filesystem, visible to
all NMPOST cluster nodes. This filesystem is mostly optimized
for large data reads and writes, but because of the high latency
it is not well suited to do many small data reads and writes. The
pre-processing step involves accessing a relatively small number
of files, mostly large data reads and writes, and therefore was
done directly on the LUSTRE filesystem.
15 https://info.nrao.edu/computing/guide/
astronomySupport
A simple scheduler running on the cluster head took care
of spawning pre-processing jobs to cluster nodes, monitoring
the availability of unprocessed raw data and usage of assigned
compute resources. To prevent exhaustion of the available clus-
ter CPU power, node memory and node bandwidth, up to eight
pre-processing jobs were allowed to run per cluster node, and
up to 16 pre-processing jobs in total. The average processing
time per pre-processing job was about 30 min, therefore all pre-
processing was effectively completed within a few hours.
Each spawned job processed all LTA and FLAGS files be-
longing to a single observing in the following manner. LTA
files were individually converted to UVFITS format using the
listscan and gvfits tools supplied by the NCRA16, dropping
the cross-polarization visibilities (RL and LR) and the phase cal-
ibrator scans as they are not used in the processing. UVFITS files
were loaded into AIPS, concatenated, and then split per source,
yielding individual files for all observed primary calibrators and
survey pointings.
The pre-processed visibilities per pointing were exported
to the LUSTRE filesystem in UVFITS format to be used by
the main pipeline. Similar to the pre-processing as described in
Sect. 3.1, all UVFITS files of the pre-calibrated pointings (which
incorporates some redundancy in the observations) were stored
in a single directory on the LUSTRE filesystem, visible to all
NMPOST cluster nodes. A simple scheduler running on the clus-
ter head took care of spawning pipeline jobs to cluster nodes,
monitoring the availability of unprocessed raw data and usage
of assigned compute resources. Up to 12 pipeline jobs were al-
lowed to run per cluster node, and up to 60 pipeline jobs in total.
The average processing time per main pipeline job was between
two and three hours, therefore all main pipeline processing was
effectively completed within two weeks.
The main pipeline step involves accessing a relatively large
number of files, mostly small data reads and writes, and is there-
fore not well matched to the LUSTRE filesystem (see Sect. 3.1).
By optimizing the required dynamic disk space per job to be
.2 GB, the pipeline used the local RAM disk as its work area,
only requiring access to the LUSTRE filesystem at the start and
end of the pipeline job for copying data products. Simple tests
showed that the RAM disk outperformed all other storage sys-
tems available by far, including local solid state drives, when
running multiple pipeline jobs in parallel.
Each main pipeline job starts by creating a unique work-
ing directory on the cluster node’s RAM disk. The UVFITS-
format visibility data of the pointing is copied from the LUSTRE
filesystem to this directory, after which the pipeline is executed.
A log file is kept as part of the pipeline output. In case of a suc-
cessful pipeline run, the log file together with the resulting (final)
images and calibrated and flagged visibility data are copied back
to the LUSTRE filesystem. In case of a failed pipeline run, only
the log file is copied. Finally, the working directory and its con-
tents are removed from the RAM disk.
16 http://www.ncra.tifr.res.in/ncra/gmrt/gmrt-users
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Fig. A.4. Example of the suppression of image background ripples. Top left: small part of a GMRT 150 MHz image based on an eight hour
observation, with a low-magnitude but clearly visible ripple in the background. Bottom left: rescaled Fourier transform of the image background,
which reproduces the imprinted UV-coverage and reveals several bright spots as well as a bright vertical line (due to residual RFI; see inside cyan
rectangle). Bottom right: the same Fourier transform, but with the bright pixels filtered out. Top right: same GMRT 150 MHz image as before, but
with all visibilities flagged that correspond to the bright, filtered pixels in the Fourier transform.
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Appendix B: Additional images
Fig. B.1. All-sky representation (grayscale indicates flux density) of the TGSS ADR survey in aitoff projection, marking the sky area included
in this data release. The missing coverage towards the south celestial pole is due to the declination limit of GMRT, as well as the two lowest
TGSS declination rows which were very difficult to process. The missing pointings of a single observing session under very difficult ionospheric
conditions are visible towards the western edge. Also noticable are the regions near extremely bright sources such as Cas A, Cen A and Cyg A,
where imaging artifacts dominate the image background. This representation was created using Aladin (Bonnarel et al. 2000).
Fig. B.2. As Fig. B.1, but now marking the spatial distribution of the 623 604 extracted sources in this data release. The extracted source density
is correlated with the background rms noise distribution as depicted in Fig. 8.
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