ABSTRACT
INTRODUCTION
In the biological sciences high dimensional multivariate datasets are frequently generated by investigations which include transcriptome (Burge, 2001 ), proteome (Blackstock & Weir, 1999) and metabolic studies Johnson et al., 2003; Johnson et al., 2004) , the characterisation and discrimination of microorganisms (Goodacre et al., 1994; Maquelin et al., 2000; Naumann et al., 1991) and bioprocess monitoring (Arnold et al., 2000; McGovern et al., 2002) . Such studies tend to make use of high throughput multiplexing techniques and physico-spectroscopic methods, the latter of which are finding increasing popularity in so-called '`omics' studies (Fiehn, 2002) . Given the flood of data that is generated from such systems, appropriate analyses need to be performed so that useful knowledge can be induced (Kell & Oliver, 2004) .
Therefore, multivariate mathematical modelling techniques are often applied to such data in order to expose trends that would be otherwise undetectable.
In this study we are concerned with multivariate spectroscopic data from the analysis of (micro-)biological systems and the application of those data to calibration modelling and discrimination. Supervised linear modelling techniques such as partial least squares (PLS (Martens & Naes, 1989) ), a popular calibration model, and discriminant function analysis (DFA (Manly, 1994) ), a powerful clustering algorithm, are ideally suited to the analysis of spectroscopic data. In the case of PLS, many studies have shown it to have superb quantitative prediction abilities (McGovern et al., 2002; Vaidyanathan et al., 2001) , whilst DFA has successfully been used for differentiating between a range of microbial libraries (Jarvis & Goodacre, 2004a; Jarvis & Goodacre, 2004b; Lopez-Diez & Goodacre, 2004; Timmins et al., 1998) .
Essential to such studies are the methods by which the multivariate datasets are obtained. Typically, for the applications described above spectroscopic methods have been adopted that provide complete biochemical fingerprints from whole cells, known as 'wholeorganism fingerprints' or 'metabolic fingerprinting'. Perhaps the most popular methods that have been used so far include the vibrational spectroscopic techniques of Fouriertransform infrared (FT-IR) and Raman spectroscopy, and a variety of the hyphenated mass spectrometries (Maquelin et al., 2000; Naumann et al., 1991; Vaidyanathan et al., 2002a; Vaidyanathan et al., 2002b) . The latter are proving to be increasingly popular in metabolomics studies, for both metabolic profiling and also the more targeted metabolite analysis (Fiehn et al., 2000; Weckwerth, 2003) . The benefit of the vibrational techniques is that they are rapid, robust and reproducible in nature, and instruments can easily be adapted for high-throughput analysis, allowing many hundreds or even thousands of samples to be analysed daily.
Biological samples by their nature are inherently variable (Fiehn et al., 2000) , and so when these are analysed by some physico-chemical method it is generally necessary a priori to apply data pre-processing to compensate for these differences. In addition, any variability in the spectral acquisition process; e.g. sample size differences and unavoidable baseline shifts in spectra, also need to be considered. Given some familiarity with the data, the personal experience of the analyst can provide the key to deciding upon the most sensible pre-processing steps. However, there are many different algorithms available to choose from which may require the selection of a range of input variables, making the process of informed guesses and trial and error inherently flawed. For example, given a selection of 50 different algorithms for a set of up to 6 functions performed serially on the raw data, allowing repeats the search space would be 50 6 (~10 10 ) combinations. It would be possible to assess a model against every combination of pre-processing steps, but this is computationally expensive and dependent on the size of the dataset and the processing time varying with the efficiency of the applied transformation algorithm. This generally makes it far too time consuming to do an exhaustive search and therefore optimise a model maximally, so an approach is required that allows the search space to be explored efficiently. One approach is to use a heuristic search algorithm such as a genetic algorithm (GA (Bäck et al., 1997; Goldberg, 1989; Holland, 1992; Mitchell, 1995) ) to find a range of sub-optimal solutions. In the first part of this study we use GA to predict sensible spectral pre-processing steps necessary to reduce the root mean squared error of prediction (RMSEP) for a quantitative PLS model; this model is calibrated to predict the level of the secondary metabolite gibberellic acid produced in an industrial bioprocess (McGovern et al., 2002) .
PLS and DFA are very powerful quantification and classification modelling techniques; however, whilst loadings plots are generated by these algorithms, for full spectral analyses these are usually complex and so can be considered as 'black box' in nature. Therefore, insight in to the main contributing variables or features within the spectra is not readily available. Recovering this information from biological datasets is important if one is to begin to generate new knowledge from the torrents of data that "postgenomic" science is now able to generate.
In the field of bioinformatics there have been a number of reports showing the capability of GA to effect data reduction in order to improve the performance of predictive models. For example, for classification problems using gene expression data (Li et al., 2001; Ooi & Tan, 2003) improved classification accuracy was obtained following GA variable reduction. In a similar study Chuzhanova et. al. (Chuzhanova et al., 1998) used GA with the Gamma (near-neighbour) test for feature selection of genetic sequence data, which again leads to improved classification results. GA optimisation has also been applied to other bioinformatics related problems such as sequence alignment (Notredame et al., 1998) and phylogenetic tree construction (Lewis, 1998) .
In the post-genomic era where one of the main aims is to elucidate gene function, spectroscopic techniques are being applied in metabolic studies to obtain holistic fingerprints of biological samples, which can then be used for classification or identification. Furthermore, it is necessary to highlight the spectral variables that facilitate the discrimination. Therefore the same general approach to variable reduction used in bioinformatics studies can be taken here, however the challenge is to find a much smaller subset of features which may improve discrimination but importantly are also biochemically more informative. GAs have been used in such a way against a variety of different data types (Broadhurst et al., 1997; Ellis et al., 2002; Goicoechea & Olivieri, 2003; Johnson et al., 2003; Johnson et al., 2004; Kinoshita et al., 1998; Konstam, 1993; Konstam, 1994; Tapp et al., 2003) . These approaches have yielded impressive results and have shown GAs to be powerful variable selection methods. However, to date the analysis has been performed in a binary manner, that is to say a 2 class (is it, isn't it) problem. This means that in multi-class problems it is necessary to perform a computationally inefficient pair wise analysis with disproportionate population sizes. In addition, the variable selection needs to be conducted against a binary algorithm, which is obviously different from that against which the full multi-class discriminatory model has been formulated. For multi-class problems it would be beneficial to use the same modelling algorithm as a measure of fitness in a variable selection GA that is used in the actual modelling process itself. This approach would both reduce computation times and simplify the interpretation of results.
Hence, the aim of the second exercise in this study is to demonstrate the application of a GA to the selection of important discriminatory variables, using a multi-class DFA based fitness function to differentiate between 5 types of bacteria commonly implicated in urinary tract infection (UTI). We form models on subsets of the whole dataset by GA optimisation, finding combinations of variables that result in accurate DFA models.
SYSTEM AND METHODS

Fourier Transform Infrared (FT-IR) Spectroscopy
In both exercises the data were collected using the vibrational spectroscopic technique of FT-IR spectroscopy. Briefly, the FT-IR analyses were performed using a Bruker IFS28 infrared spectrometer equipped with a diffuse-reflectance TLC attachment (Bruker, Ltd., Coventry, UK) and a liquid nitrogen cooled MCT (mercury-cadmiumtelluride) detector, as previously described (Goodacre et al., 1996; Goodacre et al., 1998) .
Mid-infrared spectra over the range 4000 to 600 cm -1 (256 co-adds, spectral resolution 4cm -1 ) were collected using an automated high throughput accessory.
Dataset for Spectral Pre-Processing Exercise
The Gibberella fujikuroi bioprocess was studied which produces the compound gibberellic acid 3 in a complex undefined medium. Samples were provided by Zeneca Life Science Molecules. As already detailed in McGovern et. al. (McGovern et al., 2002) , whole broth samples were taken aseptically from the fermentation vessels at different stages of fermentation, and the fresh material analysed by HPLC to determine the gibberellin levels. Aliquots of the broth samples were stored at -20°C until a sufficient number and range had been collected for analysis by FT-IR. The full dataset consists of a total of 360 FT-IR spectra, representing gibberellin titre levels between 0 and 4925 parts per million (ppm).
Dataset for Spectral Feature Selection Exercise
As previously reported All strains were cultivated axenically and aerobically on LabM Malthus blood agar base (37 mg ml -1 ) for 16 h at 37°C. After sub-culturing three times to ensure pure cultures, biomass was carefully collected using sterile plastic loops and suspended in 1 ml aliquots of sterile physiological saline (0.9% NaCl).
Overall Methodology
The basic concept in both exercises, typical of many GA applications, is the optimisation of a problem where a range of optimal solutions falls within a large search space. The GA is used to find an array of predictor sets which represent potential solutions.
The problem is defined within a fitness function (described below) against which each individual is evaluated in order to provide a measure of its accuracy.
ALGORITHMS Genetic Algorithm
The GA is an evolutionary computing technique that can be used to solve problems efficiently for which there are many possible solutions (Holland, 1992) . In GAs, the initial step is to generate a random population ( Typically, the evolutionary stage of a simple genetic algorithm proceeds as follows:
(i) extract a proportion of the fittest individuals from the current (parent) population; (ii) recombine the selected offspring (crossover); (iii) mutate the mated population; (iv) assess the newly evolved offspring for fitness; (v) reinsert a proportion of the offspring into the population, replacing the worst parents; (vi) repeat the process until a stopping criterion is reached. This is perhaps best summarised with pseudocode, as shown below.
begin create initial population evaluate initial population gen = 0 max_gen = N while (gen < max_gen) do gen += 1 select sub-population from initial population recombine "genes" of selected sub-population mutate recombined offspring evaluate offspring reinsert best offspring replacing worst parents end while
The stopping criterion can be defined in many different ways. For example, it could simply be defined as a maximum number of generations, a maximum target outcome value for the fitness; or as a set number of generations for which the fitness value for the fittest individual has remained constant.
Partial Least Squares
Partial least squares (PLS (Martens & Naes, 1989) ) is a supervised linear modelling technique that can be used to formulate empirical models from multivariate datasets. The general representation of the least squares model is given by:
where Y is a n x m matrix of dependent variables (e.g. gibberellic acid titres), X is a n x p matrix of independent variables (e.g. FT-IR spectra), B is a p x m matrix of regression parameters and C are the differences between the measured and predicted data, or the
residuals.
To formulate the model B needs to be calculated, this involves computing the inverse of X T X. For a non-square X this calculation is not trivial and therefore methods have been developed by which the regression parameters can be accurately estimated. In this study the dependent variables are represented by an n x 1 column vector. For models of this type where Y consists of a single constituent, the dependent variables are used directly as the estimate of B.
Discriminant Function Analysis
A powerful supervised clustering method used frequently in microbial classification and discrimination exercises is discriminant function analysis (DFA (Manly, 1994) ), also known as canonical variates analysis (CVA). The method generates a number of linear discriminant functions for separating groups by finding the eigenvalues and eigenvectors of an expression, part of which is:
where W is the within-sample matrix of sums of squares and cross products, and B is the difference between the total-sample matrix sums of squares and cross products and W. The group structure is specified to the algorithm a priori. This implementation of DFA using Manly's principles (Manly, 1994) , finds the linear combination of discriminant functions that maximise the Fisher (F) ratio (ratio of between-group to within-group variance) for the dataset.
Model Validation
To test the reproducibility of the models obtained from analysis by both PLS and DFA, the method of validation by projection was employed. When a model is formulated there is a possibility that it will over fit the data, this means that a relationship is found between the data and the target class structure or dependent variables, that does not hold for subsequent predictions; i.e. the model has learnt the training data perfectly and is not able to generalise. Therefore, the datasets were split randomly in to 3 groups, a model training set, a cross validation set and an independent test set. The models were built and optimised on the training and cross validation sets and then independently tested against the third set of "hold-out" data.
IMPLEMENTATION AND DISCUSSION
Optimisation of Spectral Data Pre-Processing
The purpose of this exercise was to minimise the root mean squared error of prediction (RMSEP (Allen, 1971) ) for a quantitative PLS regression model predicting gibberellic acid titre concentrations in Gibberella fujikuroi bioprocesses (McGovern et al., 2002) . The RMSEP is given as:
where y act are the actual dependent variables, y pred are the predicted dependent variables and n is the number of objects.
A GA was used to recover subsets of pre-processing functions from a total of 50 alternatives (Table 1) . These are by no means a comprehensive list of spectral preprocessing algorithms available to the analyst; but represent the broad range of tools which in general can be split in to scaling, filtering, baseline correction and derivatisation categories. A maximum of 6 pre-processing functions (50 6 or ~10 10 possible combinations)
could be selected by the algorithm and an incremental penalty was applied to any individuals selecting more than 3 functions. Briefly, experimentally determined penalties of 4, 9 and 16 points were added to the objective function scores of those individuals selecting more than 3, 4 and 5 pre-processing functions respectively. The consequence of determining these values empirically is that the same penalty system may not be relevant for different sets of data; therefore in future an improvement needs to be made to the way this problem is approached. The reason for applying penalties to the objective scores of certain individuals is based on the assumption that pre-processing regimes using fewer functions are more likely to reflect sensible answers. From preliminary work it was clear that applying GA derived combinations of large numbers of functions to the data could dramatically reduce the model RMSEP; but these solutions were always difficult if not impossible to scientifically justify. Therefore, by penalising such individuals one can be assured that only those with exceptional performance survive, and that the population does not become dominated excessive pre-processing events, a strategy adopted by the genetic programming field to avoid 'bloat' a phenomenon in which the GP function trees gets so huge that it lacks explanatory power (Langdon & Poli, 2002 , Podgorelec, 2000 .
The comprehensive Genetic Algorithm Toolbox for MATLAB (Chipperfield & Fleming, 1995; Chipperfield et al., 1994a; Chipperfield et al., 1994b) (http://www.shef.ac.uk/~gaipp/ga-toolbox/) was configured as a simple genetic algorithm (SGA). Populations of 30 individuals with 6 variables were encoded as real values, with evolution driven by single point crossover and mutation; the selection function used at each generation was stochastic universal sampling (SUS). The stopping criterion terminated the GA after the fittest individual remained unchanged for 20 consecutive generations. A total of 50 independent GA runs were performed, resulting in an average of 67 (range 40 to 100) generations per run. Due to the large size of the dataset (360 x 882), the cumulative processing time was ~ 5 days in total, processing ~100,000 individuals at up to 6 calculations per individual. Therefore, an exhaustive search of every possible subset of pre-processing function combinations would require ~ 0.5 x 10 6 days computation time on a 1.6Ghz PC!
In Table 2 the best results from each of the independent runs are provided with the selected pre-processing functions encoded as detailed in Table 1 . For comparison, details are shown for the model constructed against the raw data and for exhaustive searches using a single function. Included in the latter are the result for the best model and the results for the models generated after pre-processing by S 2 and S 5 , which are the functions most frequently used by the GA in this example. The values for RMSEP of the training, cross validation and test data sets (RMSEP train , RMSEP cval , RMSEP test ) are listed, the number of PLS factors were optimised using the cross validation data and it was the RMSEP cval that was used in the fitness function. Finally, the RMSEP test was calculated following projection into each model of the independent test data. The most frequent pre-processing combination selected by the GA is the two step process of autoscaling (S 2 ) followed by vector normalisation (S 5 ), and this produces an RMSEP test that is ~ 16% better than that obtained using the raw data. As can be seen from Table 2 this result is also better than that obtained by using either S 2 or S 5 independently.
In Figure 1 the raw and pre-processed datasets and their associated PLS models are plotted. A close inspection of the PLS model in Figure 1B shows that there is much greater convergence on the ideal linear line compared to the model using the raw data ( Figure 1A ).
However, given the high dimensionality of the spectra and the complex nature of PLS loadings plots we had seen previously that it was not possible to pick out a single region in the loadings plot that was contributing most to the analysis (McGovern et al., 2002) .
Therefore, as a final step the established technique of variable selection by GA-PLS (Broadhurst et al., 1997) was performed on the processed G. fujikuroi FT-IR spectra, in order to determine the most important variables for PLS calibration modelling of this bioprocess. The GA was configured to select a subset of 5 variables, a total population size of 250 individuals was used and 50 independent GA-PLS runs were performed on the preprocessed FT-IR spectra. This analysis revealed the spectral region from 1778 to 1770 cm -1 as being particularly important for modelling this bioprocess (data not shown), which corresponds with GA-MLR results on the same data (McGovern et al., 2002) . The identified region is rich in carbonyl vibrations, a functional group that is present in gibberellic acid 3, and provides confirmation that FT-IR analysis of this bioprocess is measuring the formation of the product rather than the disappearance of any substrate(s).
Spectral Feature Selection
The second exercise sought to demonstrate the application of a DFA based fitness function for spectral feature selection by GA, which we will now refer to as GA-DFA.
When the full FT-IR dataset from UTI was analysed by principal component analysis (PCA) followed by discriminant function analysis (PC-DFA) as detailed in , each of the five different organisms could be differentiated. However, the spectral bands that most contribute to this discrimination could not be revealed by the DFA algorithm.
Since one can not feed collinear variables or too many variables in to DFA, it is usually necessary with hyperspectral data to perform some sort of data reduction step prior to modelling. The reason for this is that W -1 term in equation 2 above can only exist when the input matrix is non-singular, i.e., its determinant is other than zero, which implies that it is of full rank (Dixon, 1975; MacFie et al., 1978) ; this is generally the case if:
where N s = Number of samples, N g = Number of groups and N v = Number of
inputs.
An aspect of performing data reduction is that a small subset of variables can be recovered, which still give a predictive model, and these variables will be indicative of which spectral bands are discriminatory and hence of biological or biochemical importance.
This GA-DFA implementation uses the eigenvalues computed by DFA as an approximation for the F-ratio; with the GA fitness function configured to minimise the inverse sum of the eigenvalues in order to formulate increasingly better DFA models. The GA was configured as a multi-population genetic algorithm (MGA) in order to more efficiently search a solution space 2 orders of magnitude larger than that in the first study. Populations of 20 individuals across 5 subpopulations used real value encoding, with evolutionary and termination criteria set as for the SGA. Duplicate variables were not allowed in any one
individual. In addition a migration parameter was defined in order to establish the fittest individuals in a single subpopulation every 20 generations.
FT-IR spectra often contain many local collinearities; that is to say a peak is sampled many times and this may have arisen from the same chemical species. Thus in order to remove these local collinearities the full set of 882 FT-IR spectral variables were reduced to 98 variables by selecting only the maxima, minima and stationary points from the spectra, as detailed in (Johnson et al., 2003; Johnson et al., 2004) , and performed using a MATLAB script written in-house.
To decide on the minimum number of variables that could be extracted from the dataset whilst maintaining the maximum level of discrimination, initially 10 independent GA-DFA runs were performed for the selection of subsets of 3, 4, 5, 6, 7, 8, 9 and 10 variables. From these results the average inner (within-group) variance and the average distance between group centres were plotted (Figure 2 ). This plot indicates that when selecting small numbers of variables the training groups are well separated but that the models are not predictive for the test set data. By contrast, when more variables are selected the training and test groups are more disperse (presumably due to inclusion of nondiscriminatory variables or noise) and therefore the mean distance between them is lower.
This is particularly the case with the selection of 9 or 10 inputs to DFA where the within group variance is very high.
It is clear from Figure 2 that the optimal number of variables to be selected is 6, and consequently further experiments were performed to select this number of inputs to DFA.
Thus, for the main study 100 independent GA-DFA runs were performed. The plot in Figure 3 shows the frequency with which variables were selected based on the best result from each independent run, superimposed on the mean spectrum of the whole dataset.
These variables are defined in Table 3 along with their general FT-IR wavenumber assignment, which shows that bands within the fatty acid and amide regions are predominantly selected by GA-DFA.
Using only the variables in Table 3 that were identified by GA-DFA analysis, the fully validated DFA model in Figure 4 was generated. The full FT-IR spectra consist of 882 variables, in Figure 4 we show that 6 key variables can generate a good discriminatory model and therefore point to interesting (bio)-chemical differences between complex samples such as bacteria. Inspection of the DFA loadings plot (data not shown) indicated that no single input was important for the discrimination implying that the combination of these 6 variables was necessary. The discrimination between the Gram-positive
Enterococcus spp. and the other isolates which are all Gram-negative is accounted for by variances across all 6 variables identified by the GA. Certainly, removing each variable in turn from the DFA model does not adversely affect the distance between this organism and the other four bacteria. This is not surprising given the vast differences in cell wall structure that can be observed between Gram-positive and Gram-negative microbes, which are consequently heavily reflected in their FT-IR spectra.
Eliminating the enterococci from the analysis and sequentially remodelling on just five variables (i.e. generating new models using each possible combination of 5 of the 6 GA-DFA selected variables) allows us to identify which variables are of importance in discrimination between each of the groups. P. mirabilis, E. coli and Klebsiella spp. all belong to the family Enterobacteriaceae, whilst P. aeruginosa belongs to a different family altogether and as such is dissimilar phenotypically; therefore discrimination between these two groups remains reasonably consistent upon removal of any one variable. However, discrimination between E. coli and Klebsiella is lost upon removal of either of variables 2885 or 2874 cm -1 . Whilst discrimination between Proteus, E. coli and Klebsiella breaks down when variable 2854 cm -1 is removed from the analysis. This shows that these variables reflect biological or biochemical differences between those organisms. The implication of obtaining such knowledge from FT-IR spectra is that further targeted spectroscopic analysis by GC-MS or LC-MS could be more rapidly performed in order to exactly determine the discriminatory biochemistry which enables hypothesis induction.
There is also an opportunity, given this information, to look in to developing inexpensive and rapid instrumentation or bioassays, specifically for the discrimination of these strains.
CONCLUSIONS
Most, if not all, calibration or classification studies of biological samples conducted with vibrational spectroscopic techniques use some form of data pre-processing prior to input in to an appropriate mathematical model to compensate for experimental and machine variability. To date, any such pre-processing has been applied using algorithms favoured by the analyst often using the moistened finger raised vertically approach and/or already proven on a particular type of data. However, the large numbers of algorithms available, many of which are subtle variations on the same theme, make routine exhaustive searches for the best pre-processing solution impractical. We clearly demonstrate that GA optimisation of spectral pre-processing enables the rapid search for optimal or near-optimal solutions, that can then allow for the most robust and accurate models to be generated.
The outputs from supervised multivariate modelling methods do not readily reveal the most important variables used to formulate a model. In post-genomic studies more emphasis is being placed on obtaining useful information from data, as opposed to just being satisfied with a well constructed model. For this purpose, in order to reveal important variables in large hyperspectral datasets GAs have already been adopted.
However, these studies have either been interested in simple binary classification problems, or have used GA coupled with binary classifiers such as LDA (Fisher DA) or PLS1 to perform variable selection on multi-class problems by having multiple binary classifiers (that is to say, one for each class). We think that a much more robust approach can be made when all sample types are modelled simultaneously as this will remove any bias due to pair wise analysis and disproportionate population sizes. Using this strategy we show that GA-DFA can be used select small numbers of variables from the full dataset to formulate robust models using a multi-class modelling algorithm. This gives an indication of those variables that are most important for discrimination and therefore of (bio-)chemical interest.
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Note: Each pre-processing option was applied to the data individually and the transformed array assessed against the fitness function used in the GA. The function giving the best performance against the fitness function is listed (B 3 ) along with the results for the S 2 and S 5 which are most frequently selected by the GA in the main study. Assignments from (Degen, 1997; Naumann, 2001 ). Figure 1 . The fermentation spectra and their associated PLS models, with the training objects shown as open circles, cross validation objects as shaded squares and test objects as black triangles, for the following: (A) the raw FT-IR data (RMSEP test 5.97%); (B) the most frequent model generated by the GA using functions S 2 and S 5 in that order (RMSEP test 4.92%). In both A and B the solid line shows the expected linear fit. Figure 2 . Results of the GA-DFA models programmed to select subsets of 3, 4, 5, 6, 7, 8, 9 & 10 variables for differentiating between bacteria from their FT-IR spectra. Each subset is performed 10 times independent. From these results the average inner variance and average between group distances are plotted in order to determine the optimal number of variables to be selected in the main study. The results from subsets of 3 -8 variables only are shown here since the much greater magnitude of results from 9 & 10 variables skews the scaling of the plot. Figure 3 . A plot showing the FT-IR variables selected by GA-DFA for differentiating between urinary tract isolates. The frequency plot resulting from 100 independent GA runs reveals important discriminatory variables in the fatty acid region of the spectra (and see Table 3 ). The GA was programmed to select 6 variables and total computation time for the 100 runs was less than 60 minutes. 
