Coresets for Gaussian Mixture Models of Any Shape by Feldman, Dan et al.
Coresets for Gaussian Mixture Models
of Any Shape
Zahi Kfir
THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE MASTER’S DEGREE
University of Haifa
Faculty of Social Sciences
Department of Computer Sciences
November, 2017
ar
X
iv
:1
90
6.
04
89
5v
1 
 [c
s.L
G]
  1
2 J
un
 20
19
2
Coresets for Big Data Learning
of Gaussian Mixture Models of Any Shape
By: Zahi Kfir
Supervised By: Dr. Dan Feldman
THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE MASTER’S DEGREE
University of Haifa
Faculty of Social Sciences
Department of Computer Sciences
November, 2017
Approved by: Date:
(supervisor)
Approved by: Date:
(Chairman of M.Sc Committee)
I
Acknowledgment
I would like to thank Dr. Dan Feldman, for introducing me to the world of scientific research. Dan’s door is
always open, and he is always willing to assist with any kind of problem. His help was invaluable.
I thank Mr. Elad Tolochinsky for his contributions to the thinking process, his friendship, and for the
advices over the past years.
Last but not least, I would like to express my profound gratitude to my parents for all their support and
encouragement, and to my wife Yonit, who has been there for me throughout this process. I could not have
done this without you.
II
Contents
Abstract V
List of Figures VI
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Comparison to most related results in [63]. . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Our Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Novel Technique: Reduction to Projective Clustering. . . . . . . . . . . . . . . . . . . . . . 11
1.5 Road Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Problem Statement 16
2.1 Likelihood of Gaussians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 From Likelihood to φ approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 From k-GMM to k-SMM 22
4 From Coresets to Sensitivity and VC-Dimension 26
5 From Sensitivity to `8-Coreset 31
5.1 Non-weighted input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Weighted Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
III
6 From SMM-Coreset
to Projective Clustering 41
7 VC-Dimension Bound 50
8 Coresets for Streaming Data 55
8.1 Halving Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9 Wrapping All Together 66
9.1 Inefficient off-line construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
10 Experimental Results 73
10.1 Input Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
10.2 The Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
10.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
11 Conclusion and Open Problems 77
Bibliography 88
IV
Coresets for Big Data Learning of
Gaussian Mixture Models of Any Shape
Zahi Kfir
Abstract
An ε-coreset for a given set D of n points, is usually a small weighted set, such that querying the coreset
provably yields a p1 ` εq-factor approximation to the original (full) dataset, for a given family of queries.
Using existing techniques, coresets can be maintained for streaming, dynamic (insertion/deletions), and
distributed data in parallel, e.g. on a network, GPU or cloud.
We suggest the first coresets that approximate the negative log-likelihood for k-Gaussians Mixture Mod-
els (GMM) of arbitrary shapes (ratio between eigenvalues of their covariance matrices). For example, for
any input set D whose coordinates are integers in r´n100, n100s and any fixed k, d ě 1, the coreset size is
plog nqOp1q{ε2, and can be computed in time near-linear in n, with high probability. The optimal GMM may
then be approximated quickly by learning the small coreset.
Previous results [NIPS’11, JMLR’18] suggested such small coresets for the case of semi-speherical unit
Gaussians, i.e., where their corresponding eigenvalues are constants between 12pi to 2pi.
Our main technique is a reduction between coresets for k-GMMs and projective clustering problems.
We implemented our algorithms, and provide open code, and experimental results. Since our coresets are
generic, with no special dependency on GMMs, we hope that they will be useful for many other functions.
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Chapter 1
Introduction
In this section we give background for the problems and techniques that are relevant to the rest of the thesis.
Section 1.2 then gives related work followed by our contribution in Section 1.3.
1.1 Background
The theoretical analyses in this thesis focus on Gaussian Mixture Models as explained below. We then intro-
duce coresets, and the motivation for learning and querying very large and dynamic distributed databases.
However, we expect that our main algorithm, results and techniques would be relevant and inspired many
other problems in machine learning and neural networks.
Gaussian mixture models. A k-Gaussian mixture model (k-GMM for short) in Rd is an ordered set
θ “ `pωi,Σi, µiq˘ki“1 “ `pω1, µ1,Σ1q, ¨ ¨ ¨ , pωk, µk,Σkq˘
of k tuples, where µi P Rd, Σ P Rdˆd is a positive definite matrix, and ω “ pω1, ¨ ¨ ¨ , ωkq P r0, 1sk is a
distribution vector, i.e., whose sum is ‖ω‖1 “
řk
j“1 ωj “ 1.
We consider the GMM fitting problem of computing a Mixture of k-Gaussians Models (k-GMM for
short) that maximizes the likelihood of generating a given set P of n points in the d-dimensional Euclidean
space. That is, to minimize the negative log-likelihood
LpP, θq “ ´
ÿ
pPP
ln
kÿ
i“1
ωi ¨ expp´
1
2pp´ µiqTΣ´1i pp´ µiqqa
detp2piΣiq
.
As is common in computational geometry, we assume worst case input. That is, unlike in PAC-learning and
other many machine learning communities, we do not assume e.g. that the input points were sampled i.i.d.
from Gaussian or from any other specific distribution. See Section 2.1 for details.
More generally, we would like to quickly answer database queries where (not necessarily optimal) k-
GMMs are given and we wish to know how good each one of them fits the database records, in time that
is sub-linear in the number of records, or solve variant versions of the optimization problem that minimizes
LpP, θq ` fpθ, kq for a function f that depends only on k and the k-GMM θ, e.g. its sparsity, the number of
k-GMMs or a regularization term [72].
In Section 2.1 we give formal definitions of k-GMMs and their fitting cost.
Turning VLDB to VSDB using coresets. A possible approach for solving the k-GMM fitting problem
and its variants above, maybe also for big data, is to develop new algorithms from scratch. Instead, we
suggest coresets for this and related problems. In this paper, a coreset for a given finite input set P of points
is a (possibly weighted) subset C Ď D such that, for any given k Gaussian Mixture Model θ, the negative
log-likelihood pP | θq is
LpP, θq :“
ÿ
pPP
Lptpu , θq
that θ generated the input set is provably approximately the same as the negative log-likelihood Lpθ | Cq
that θ generated C. More precisely, the approximation is up to a given multiplicative factor of 1 ˘ ε. The
goal is to have a small coreset, i.e., a good trade off between ε and the size of the coreset C that is a small
database (SMDB) representation of the original (possibly very large) database. Note that coreset is problem
dependent, and its definition also changes from paper to paper. For example, the coresets in this paper
are always subsets of the input set P (and not arbitrary points in Rd), and they are either un-weighted or
positively weighted.
Why coresets? The first coresets, two decades ago, suggested first efficient near-linear time algorithms to
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optimization problems in Computational Geometry [2–4], and then to more general problems in theoretical
computer science [12,37,37]. However, over the recent decade, coresets suggested significant breakthroughs
in many other fields, such as machine learning, computer vision, and cryptography [6, 7], as well as real-
world applications by main players in the industry [20, 23].
The natural motivation for having a coreset is simply to run an existing optimization algorithm on the
coreset. If the coreset is small and its construction time is fast, then the overall running time may be smaller
by order of magnitudes. For example, while the k-means clustering problem for n points in Rd is NP-hard
when either d or k are not constants (part of the input), a coreset for this problem of size that depends
polynomially on k and 1{ε, and independent of the input cardinality n or dimension d can be computed
in Opndkq time [40]. The running time is then reduced from ndk to Opndkq ` 2Opdkq by running naive
exhaustive search algorithms on the coreset.
However, this is not what is done in practice and also this paper. Instead, popular off the shelf heuristic
is applied on the coreset to avoid terms such as 2Opdkq above. In this paper, For learning GMMs, the EM-
algorithm is a common candidate for such a heuristic as explained e.g. in [36]. While the global optimal
guarantee is no longer preserved, the coreset property still holds: any solution obtained by the heuristics on
the original data would be approximated by the coreset. In fact, usually running a heuristic on the coreset
yields better results than running it on the original data; see e.g. [41]. Intuitively, the coreset smooth the
solution space and removes noise that causes the heuristic to get trapped in local minima. Even if the
heuristic is already fast, we may run it thousands of times on the coreset instead of a single run on the the
original data, or use more iterations/seeds etc. in the same running time to improve the state of the art.
Handling Streaming Distributed Dynamic Data. Even if we already have an efficient and good solution
to our problem, one of the main advantage of coresets is that an inefficient (say, n10 time) off-line non-
parallel coreset construction can be maintained for ”Big Data”: a possibly infinite stream of points that
may be distributed on a cloud or networks of hundreds of machines using small memory, communication
(“embarrassingly in parallel” [71]) and update time per point. This holds if the coresets are mergable in the
sense that if C1 is a coreset for D1, and C2 is a coreset for D2, then C1 Y C2 is a coreset for D1 YD2. See
survey and details of this well known technique in [18, 50, 54]. This property allows us to compute coresets
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independently over time and different machines for only small subsets of the input (say, Oplog nq points),
and then merge and re-reduce them; see descriptions in Algorithm 4 and figures 8.1, 8.2.
The off-line optimization algorithm can then be applied on the maintained coreset (from scratch) every
now and then when needed. This simple but generic and provable reduction can be applied for any mergeable
coreset and is explained in details in many papers; see [18,50]. However, the results are usually for a specific
problem and not formalized. E.g. issues of handling “coreset for coreset” via weighted input are usually
ignored. We give a generic framework with provable bound regarding time, space and probability of success
in Section 8. Similarly, such coresets support streaming and distribution data simultaneously [42] delete an
input point and update the model, usually in near-logarithmic time per point, as explained e.g. in [1,34,44].
Constrained and sparse optimization. A coreset for a family of models is significantly different than
sparse optimal solution to the problem such as e.g. the output of Frank-Wolfe algorithm [16, 74]. In partic-
ular, unlike mergable coresets, it is not clear how to maintain sparse solution when a new point is inserted
to the input set, or for streaming/distributed data in general. Moreover, since a coreset approximates every
model in a given family of models, it can be used to compute not only the optimal model in the family of so-
lutions, but also optimal under any given constraints that depend on on the model. For example, a Gaussian
whose covariance matrix is sprase, or has few non-zero eigenvalues.
A coreset for a family of models also approximates, by its definition, additional regularization terms
that depend only on the model. While a different optimization algorithm should be applied on the coreset,
if the coreset is small – then this algorithm may be relatively inefficient, but still efficient when applied
on the small coreset. Alternatively, heuristics such as the EM-algorithm [28] may be used to handle such
constraints on the coreset.
An important property of all the suggested coresets in this paper is that they are (weighted) subsets
of the input set. In particular, sparse input points imply sparse points in the coreset. The fact that the
coreset is a subset of the input, and not, say, linear combinations of points, as in [26], PCA [66] or random
projections [58] is also useful in practice for many other applications that need to interpret the coreset as a
set of representatives, or apply the same coreset for other algorithms that expects data in a specific format.
It also reduces numerical issues that arise when the coreset consists of linear combinations or projections of
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the input points.
Projective Clustering Problem. In this paper we forge a link between the family of k-GMM problems and
the family of projective clustering problems. The input for a projective clustering problem is a set P of n
points in Rd and an integer k ě 1. The fitting cost distpP, Sq of a given set S of k hyperplanes (d ´ 1
dimensional affine subspaces) to P is the maximum over the n distances between every point to its closest
hyperplane. The optimal projective clustering S˚ is the set of k hyperplane that minimize this fitting cost,
i.e., smallest width set that covers all the input points. Formally, by letting Hd,k denote the union over every
set of k-hyperplanes in Rd,
distpP, S˚q “ min
SPHd,k
distpP, Sq “ min
SPHd,k
max
pPP distpp, Sq “ minSPHd,k maxpPP minsPS ‖p´ s‖2 .
For a given ε ą 0, usually in p0, 1q, an ε-coreset for pP, k,distq approximates distpP, Sq for every set
of k hyperplanes S P Hd,k up to p1 ` εq multiplicative error. More generally, the input may also include a
variable j P t0, .., d´ 1u that restricts the dimension of each subspace to be j. In particular, for j “ 0 the
problem is known as k-center where we wish to cover the input points by the smallest k balls of the same
radius.
The projective clustering problem may also be defined for say, sum or sum of squared distances instead
of maximum distance between each point to its closest subspace. In this case j “ 0 yields the classic
k-means problem, and k “ 1 is related to the PCA problem or low-rank approximation (if the subspace
should passes through the origin). By combining techniques from [40,78] and [21,33] coreset for projective
clustering for the maximum distance can be used to compute a coreset for sum or sum of squared distances;
see also Chapter 5.
1.2 Related Work
The GMM fitting problem is one of the fundamental problems in machine learning which generalizes the
notion of k-means clustering, where the covariance matrix that corresponds to each Gaussian is simply the
identity matrix, i.e., its eigenvalues are all 1 and the Gaussian has the shape of a ball around some point
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µ P Rd. It is also strongly related to Radial Basis Networks [8, 9] and Radial Basis function [31, 69, 73, 81].
The problem is NP-hard when k is part of the input [70] and many heuristics and approximation algorithms
under different assumptions were suggested over the years; e.g. [46, 80, 82]. The EM-algorithm (Expected
Maximization) is one of the popular in practice and used in common software libraries [48, 53, 57, 76].
However, there are very little results that provably handle scalable (big) data, or that handle constraints such
as sparse covariance matrices that represent the Gaussians, or are able to compute the fitting of a given
GMM to the data in sub-linear time.
Projective Clustering. It was proved in [30] that a coreset of size sub-linear in n for approximating
k hyperplanes as defined in the previous section, does not exists for some example input sets. However, a
coreset of size plogMqgpd,kq{εd was suggested in [30] for the case that the input is contained in a polynomial
grid, i.e., P Ă t´M, ¨ ¨ ¨ ,Mud and gpd, kq is a function that depends only on d and k; see Theorem 9.1.
The exponential dependency on d is unavoidable even for the case of k-center (j “ 0); see [4] and more
references therein. For j ě 1 the coreset depends exponentially also in k, and logarithmic in n, which are
both unavoidable due to the lower bounds in [4, 30]. These claims hold for both maximum, sum or sum of
squared distances from the points to the subspaces.
Theoretical results on mixtures of Gaussians as summarized in [36]. There has been a significant amount
of work on learning and applying GMMs (and more general distributions). Perhaps the most commonly
used technique in practice is the EM algorithm [28], which is however only guaranteed to converge to a
local optimum of the likelihood. Dasgupta [25] is the first to show that parameters of an unknown GMM P
can be estimated in polynomial time, with arbitrary accuracy ε,given i.i.d. samples from P . However, his
algorithm assumes a common covariance, bounded excentricity, a (known) bound on the smallest component
weight, as well as a separation (distance of the means), that scales as Ωp?dq. Subsequent works relax the
assumption on separation to d
1
4 [27] and k
1
4 [79]. [11] is the first to learn general GMMs, with separation
d
1
4 . [43] provides the first result that does not require any separation, but assumes that the Gaussians are
axis-aligned. Recently, [64] and [17] provide algorithms with polynomial running time (except exponential
dependence on k) and sample complexity for arbitrary GMMs. However, in contrast to our results, all the
results described above crucially rely on the fact that the data set D is actually generated by a mixture of
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Gaussians. The problem of fitting a mixture model with near-optimal log-likelihood for arbitrary data is
studied by [11], who provides a PTAS for this problem. However, their result requires that the Gaussians
are identical spheres, in which case the maximum likelihood problem is identical to the k-means problem.
[36] make only mild assumptions about the Gaussian components. [63] extended Feldman et al. [36], by
suggesting a more practical algorithm with linear running time in n.
Coreset as summarized in [36]. Approximation algorithms in computational geometry often make use of
random sampling, feature extraction, and ε-samples [52]. Coresets can be viewed as a general concept that
includes all of the above, and more. See a comprehensive survey on this topic in [38]. It is not clear that
there is any commonly agreed-upon definition of a coreset, despite several inconsistent attempts to do so
[39, 50]. Coresets have been the subject of many recent papers and several surveys [4, 24]. They have been
used to great effect for a host of geometric and graph problems, including k-median [50], k-mean [14, 39],
k-center [51], k-line median [37], pose-estimation [67, 68], etc. Coresets also imply streaming algorithms
for many of these problems [4,39,45,50]. Framework that generalizes and improves several of these results
has recently appeared in [25]. [63] proved that one can use any bicriteria approximation for the k-means
clustering problem as a basis for the importance sampling scheme, thus, construct coresets in less time.
Scaling issues. In [36,63] it was proved that to obtain a coreset for approximating the negative log-likelihood
of k-GMMs we must assume some lower bound on all the eigenvalues of each of the k-GMMs in the family
of approximated k-GMMs. Otherwise, achieving an ε-coreset is as hard as achieving 0-coreset with no error
at all, which is clearly impossible in general unless that coreset has all the input points. This problem is
due to scaling issue that do not appear in problem such as projective clustering, where scaling the input
(multiplying each coordinate by a constant) would not make the problem easier or harder with respect to
p1 ` εq multiplicative factor approximation. This is why a lower bound of 1{p2piq is assumed for each
eigenvalue, when we wish to approximate the negative log-likelihood, as explained in [36,63]. In this paper
we use the same lower bound for these eigenvalues. It is an open problem whether we can obtain a smaller
bound. However, for the following φ-function, unlike these previous results we do not assume any (upper
or lower) bounds on these eigenvalues.
φ approximation. Cost functions and approximation algorithms in general are used to approximate sum
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of non-negative loss functions or fitting errors. It is thus more natural in this paper, as many others, e.g. [36,
56, 61, 75], to approximate the negative log-likelihood Lpθ | Dq of a given k-GMM θ, which is a sum over
non-negative numbers, than the likelihood itself, which is a multiplication of n “ |D| numbers between 0
to 1. This term Lpθ | Dq was decomposed into a sum of two expressions in [36,63]: one that is independent
of D, and thus can be computed exactly from the given θ, and one that is denoted by φpθ | Dq and can be
approximated by the coreset. Moreover, the value φpθ | Dq captures all dependencies of Lpθ | Dq on D,
and via Jensen’s inequality, it can be seen that φpθ | Dq is always nonnegative, as explained in [36, 63].
The main result in [36, 63] is a coreset for φ that is denoted by φ0 and is generalized in our paper to φξ,
where ξ ě 0. Using a generalization of [63, Theorem 14], a coreset for φξ is also a coreset for eξ{p2piq,
where e0{p2piq „ 0.11; see Observation 2.3.
Unfortunately, a p1`εq-approximation to φpθ | Dq does not imply a p1`εq-approximation to the desired
log-likelihood Lpθ | Dq, if the first additive term in (2.9) (that is independent of D) is negative. In this case,
we have an additional additive error. This is unavoidable in general, due to scaling issues as explained above;
See Chapter 11 for related open problems. However, as shown in [63], if each eigenvalue of the covariance
matrices of θ is at least 1{p2piq “ e0{2pi, the value φpθ | Dq is indeed a p1` εq-approximation to Lpθ | Dq.
In particular, if the optimal k-GMM that is computed on the coreset satisfies this constrain, or its eigenvalues
are rounded up, then we get a p1` εq-approximation for the original data D. We generalize this observation
for ξ ą 0 in Observation 2.3.
1.2.1 Comparison to most related results in [63].
The suggested coresets in [63] and its earlier version in [36] can be considered as a special case of our
reduction for the case of semi-spherical Gaussians. Formally, they approximates φ0 for eigenvalues be-
tween ξ and 1{ξ, where the coreset size has quadratic dependency on 1{ξ. Formally it is an ε-coreset for
pP,Hk,d, dist, ‖¨‖8q as in Definition 4.2.
For approximating negative-log-likelihood there is a lower bound of ξ “ 1{p2piq as explained in the
previous section, so the coreset in [63] approximates the negative log-likelihood only for Gaussians whose
corresponding eigenvalues are constants in the range p1{2pi, 2pi).
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In contrast, our main reduction from projective clustering also implies a coreset for φξ for any k-GMM
with arbitrary eigenvalues, and for arbitrarily small constant ξ ą 0 where the coreset size depends polyno-
mially on 1{ξ. In some sense, we remove the constraint on the eigenvalue to the ξ in the φξ function, which
has much smaller impact on the approximation error eξ{2pi, i.e., the constant approximation factor changed
from e0{p2piq to eξ{p2piq where ξ is arbitrarily small constant.
For the case of negative log-likelihood we get a coreset that approximates any k-GMM that satisfies
the lower bound in [63], but there is no required upper bound. In particular, there is no bound on the
ratio between eigenvalues so the Gaussians may be of arbitrary shapes (not just unit spherical Gaussians as
in [63]).
Our result can also be considered as a generalization of [63] when the queries are k points instead of k
hyperplanes. Using our main reduction to projective clustering yields similar coresets that are indeed much
smaller than the general case as explained in the next paragraph.
Remaining Gaps. The main limitation of our coreset is its size, which exponential in the dimension of the
original space d and that the input must lie on P Ď t´M, ..Mud. Unfortunately, existing lower bounds
for projective clustering implies that these properties are unavoidable to handle Gaussians of any shape; see
Related Work.
However, for the case of semi-spherical bounds, these restrictions are not needed, and the coreset size
has polynomial dependency on d with no restriction on the input. There is still a small gap of Oplog nq in
our coreset size and the corresponding result in [36], due to our usage of the reduction from `8 to `1 in
Theorem 5.5.
A natural open problem is to generalize our results for j P p1, d´ 2q dimensional affine subspaces, and
to use our reduction for j-subspaces where j-eigenvalues of each Gaussians can be arbitrary small or large.
Another (less significant) gap is that the coresets in this paper assumes ξ ą 0 and not ξ “ 0 as in [36]. A
more interesting result would be to generalize our solution for negative value of ξ, which would also reduce
the lower bound of 1{p2piq for negative log-likelihood approximation.
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1.3 Our Contribution
Our main technical result is a generic reduction from coresets to projective clustering to coresets for k-
GMMs as described in Section 1.5. The input is a set D of points in Rd, an approximation error and
probability of failure ε, δ P p0, 1q, and an integer k ě 1. We assume that we are also given a coreset
construction scheme (“black-box”) that computes an Op1q-coreset of size fpnq in time tpnq for the ‖¨‖8-
projective clustering problem as defined in the section 6. The main implications of this reduction are then
as follows:
(i) An algorithm that returns, with probability at least 1´δ, a mergable coresetC Ď D that approximates
the fitting cost φpD, θq “ φγpD, θq of any k-GMM (with no restrictions on its eigenvalues), up to a
factor of p1˘ εq. See Section 2.2 for exact details.
The size of C and its construction time are fpnq and tpnq respectively, as the given coreset construc-
tion for projective clustering, up to factor that are near-linear in fpnq and tpnq, and poly-logarithmic
in n. See exact details in Theorem 9.1.
(ii) A proof that C approximates the negative log-likellihood Lpθ | Dq of D to any k-GMM whose
smallest eigenvalue is at least, say, 0.160754 “ e0.01{p2piq. Here, 0.01 can be replaced by ξ above.
See Theorem 9.2. In particular, there is no upper bound on the eigenvalues or the ratio between them.
As an example, we use the coreset construction for projective clustering in [49] to obtain a coreset C
as defined above of size |C| P logOp1qpnq{ε2 for any constant (fixed) k, d ě 1, under the assumption
that D is scaled to be in a polynomial grid, where every coordinate can be represented by Oplog nq
bits. More precisely, D Ď t´nc, ¨ ¨ ¨ , ncud for some constant c “ Op1q. See Theorem 9.3 and its
proof for exact dependencies.
(iii) Similar coresets for approximating the maximum (worst case fitting error) Lpθ | tpuq and φpθ |
tpuq, respectively, over every input point p P D. Here the construction is deterministic and the
multiplicative approximation factor is constant. See Theorem 6.2 and Observation 2.3 for details.
(iv) Generalization of results (i)-(iii) for big data is straight-forward by plugging the above coresets in
traditional coreset merge-reduce techniques. Specifically, the construction of the above coresets can
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be maintained for a possibly infinite stream of points where n is the number of points seen so far.
The update time per point and the required memory is poly-logarithmic in n, and the overall running
time is thus near-linear in n. If the input data is distributed in parallel to M machines or threads, then
the running time reduces by a factor of M , with no communication between the machines, except for
transmitting their current coreset to a main server. If linear pOpnqq memory is allowed (e.g. using
hard-drive) then maintaining the coreset after deletion of an input point is also possible in logOp1q n
update time. In Section 8 we define the notion of mergable coresets and provide a generic framework
of independent interest on how to compute them in the streaming model.
(v) Experimental results, as well as comparison to previous coresets and uniform sampling are demon-
strated on public datasets. As expected from many previous coresets experiments, e.g. [36, 63], the
theoretical upper bound for the worst case analysis are significantly pessimistic compared to real-
world data. In particular, we ignored both the theoretical assumptions on the input (bounded and
integer coordinate) and the k-GMMs (and their eigenvalues). Nevertheless, running existing opti-
mization algorithms on the suggested coresets improves the approximation error up to a factor of 40
compared to the state of the art.
(vi) Open code of our coreset construction is provided to the community in order to reproduce and extend
our preliminary experiments, and for the open problems and future research that are suggested in
Section 11.
1.4 Novel Technique: Reduction to Projective Clustering.
Our main technical result is the proof of Lemma 6.2. It describes general reduction from `8-coresets for the
family of k-GMMs to `8-coresets for projective clustering. More precisely, we first pad every d-dimensional
point in the input set D with zeroes and obtain a set P in a 2d ` 1 dimensional space. Next, we construct
a p1{3q-coreset C Ď P for projective clustering of P using any existing algorithm (there is no assumption
on the construction algorithm). That is, for every possible set S of k affine subspaces of R2d`1, the farthest
point from S in P is at most p1 ` 1{3q times farther than the farthest point in the coreset C. Finally, we
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remove the zeroes from each point of C to obtain a point in D which we proved to be an `8-coreset for
k-GMM in Theorem 6.3.
As explained in Section 1.5, this main result is combined with few existing coreset techniques:
(i) From maximum to sum of distances, with ε instead of constant factor approximation.
(ii) From likelihood to φ error fitting.
(iii) From mixture of k-Gaussians to k subspaces.
(iv) From inefficient Opn2q time construction to near-linear n logOp1q n construction that also supports
streaming, distributed and dynamic computations; see Section 8.
Since our coreset construction itself (ignoring the proofs) has nothing to do directly with the k-GMM
problem or its corresponding Radial Basis Network, we believe that it can be used for many other non-
convex kernels or networks.
1.5 Road Map
To obtain small coresets efficiently, we suggest a framework that combines several coreset techniques and
the following related reductions that are summarized in Fig. 1.1.
FromL to φξ. The reduction from the likelihoodL to the cost function φwas suggested in [36] as explained
in Section 2.2. However the eigenvalues of the Gaussians are restricted to be in rξ, 1{ξs, or in r1{p2piq, 2pis
for approximating φ and L respectively. In Section 2.2 we generalize φ to a related loss function φξ that has
similar properties to φ. However, by using φξ for an arbitrarily small constant ξ ą 0, instead of φ “ φ0 as
in [63], we obtain in the next sections a coreset that approximates any k-GMM, with no upper/lower bound
on its eigenvalues. The price is relatively small: the lower bound for the case of the non-negative likelihood
approximation L increases from e0{p2piq „ 0.11 to eξ{p2piq „ 0.11eξ which is larger by an arbitrarily small
constant that depends on ξ.
Importance sampling. The importance or sensitivity of an input point p P D with respect to a query θ (k-
GMM in our case) is its relative contribution to the overall loss; See Definition 4.4. In the case of k-GMMs,
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k-GMM
ε-coreset for log-likelihood Lp¨q
Definition 2.1
From k-GMM to φp¨q
ε-coreset for φp¨q
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From φp¨q to k-SMM
ε-coreset for costp¨q
Section 3
Coreset using Sensitivity and VC-dimension.
Definitions 4.4 4.3
From Sensitivity to `8-Coreset
Section 5
VC-dimension Bound
Section 7
From k-SMM to Projective Clustering `8-Coreset
cost8 to dist8
Section 6
From off-line Coresets to Streaming Coresets
Section 8
Section 2.2
Lemma 3.1
Theorem 4.5
Lemma 5.2,Theorem 5.5
Lemma 6.2
Algorithm 4
Figure 1.1: Road-map diagram of the techniques and reductions in this thesis.
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it is the negative log-likelihood Lpθ | tpuq divided by its sum Lpθ | Dq over p P D. The sensitivity [38, 62]
sppq of a point is the maximum of this ratio over all possible k-GMMs.
It was proven in [21, 33] that an ε-coreset can be obtained for a given problem (query space as in
Definition 4.1), with high probability, by sampling points i.i.d. from the input with respect to their sensitivity.
Then we assign for each sample point a weight that is inverse proportional to its sensitivity. That is, a point
with high sensitivity should be sampled with high probability and get a small weight. The number of
sampled points should be proportional to d1t{ε2 where d1 is related to the VC-dimension of the query space,
and t “ řpPP sppq is the sum of sensitivities, called total sensitivity. See Section 4 for formal definitions
and details.
More generally, an upper bound to the sensitivity sppq of each point suffices, where a higher bound
would yield higher sum t and thus larger coreset. It is relatively easy to bound the corresponding VC-
dimension as explained e.g. in [10]. We generalize the existing bound to handle weighted input points (that
are needed for the streaming merge-reduce in Section 8) and fixed some technical issues as explained in
Section 5.2.
This technique reduces the problem of computing a coreset for sum of likelihoods (‖¨‖1) to the problem
of computing a bound on the sensitivity of each input point, so that the sum t would still be small in order
to get a small coreset. This is the challenge in the next sections.
From ‖¨‖8 to sensitivity bound. A general approach for computing the above sensitivity bounds is to use
an ε1-coreset for the ‖¨‖8 version of the problem (max instead of sum of distances), where ε1 “ 2 or any
other constant [40,78]. The idea is to compute this coreset, remove it from the input, and continue recursively
on the remaining points. The sensitivity of a point is then proved to be roughly 1{i where i is the iteration
that it was removed from the input set. The total sensitivity is then approximately
řn
i“1 1{i “ Oplog nq
multiplied by the size of the ‖¨‖8 coreset. See Section 5 for exact and formal details.
An important observation is that ε1-coreset for ‖¨‖8 suffices to obtain ε-coreset for ‖¨‖1 even for ε1 ą 1
and ε ! 1. For example, this may enable us to obtain coresets for k-means/median of size polynomial in d
and k via this reduction with ε1 P Op1q (that corresponds to semi-spherical Gaussians as explained in [63],
even though the corresponding ε1-coreset for k-center is exponential in d and k for every ε1 ă 1 [4].
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The main disadvantage of this approach is the fact that we need to compute different ‖¨‖8 coresetsOpnq
times which results in Opn2q running time. See Lemma 5.2. To obtain linear time, we use the streaming
merge-reduce tree in Section 8, even when the input is given off-line. We then need to compute the coresets
only on small subsets of the input, which gives an algorithm whose running time is near-linear in n. See
Theorem 8.4.
The remaining challenge is thus to compute an ‖¨‖8 coreset for the φ loss function of Gaussian. To do
this, we use the main technical result of this paper, which is the reduction to projective clustering that is
described in Section 1.4 and Chapter 6.
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Chapter 2
Problem Statement
The goal of this thesis is to provide coresets for approximating both the negative log-likelihood of a given
mixture of Gaussians, and its related φ-cost. These are defined in this chapter.
Notation. For an integer n ě 1 we define rns “ t1, ¨ ¨ ¨ , nu. For an integer d ě 1, the set of n ˆ d real
matrices is denoted by Rnˆd. An affine subspace S in Rd is a linear subspace of Rd that may be translated
from the origin, i.e., S “  Ax` v | x P Rd( for some matrix A P Rdˆd and a vector v P Rd. A vector
(point) v P Rd is a column vector unless stated otherwise. A concatenation of two rows x P Rd and y P Rn
is denoted by px | yq P Rd`n. The exponent of x P Rd is denoted by exppxq “ ex. For a, b P R we define
the interval pa˘ bq “ ra´ b, a` bs, e.g. p1˘ εq “ r1´ ε, 1` εs.
Matrix factorizations. Every matrix A P Rnˆd whose rank is r ě 1 has a thin Singular Value Decompo-
sition (thin SVD) UDV T “ A, where U P Rnˆr and V P Rdˆr such that UTU “ I and V TV “ I , and
D P Rrˆr is a diagonal matrix whose non-zero entries are D1,1 ě ¨ ¨ ¨ ě Dr,r ě 0 and called its singular
values. A matrix Σ P Rdˆd is called a semi-positive definite covariance matrix if and only if there is a matrix
A P Rdˆd such that Σ “ ATA, which is called the Cholesky Decomposition of Σ. Hence, Σ “ V D2V T is
the SVD of Σ, and Di,i is the ith eigenvalue of Σ for every i P rrs. If Σ has a full rank it is called positive
definite covariance matrix.
16
2.1 Likelihood of Gaussians
Gaussian distribution. Given a covariance positive definite matrix Σ P Rdˆd and a vector µ P Rd, the
density function of a multivariate distribution N pµ,Σq is defined for every p P Rd as
Prpp | µ,Σq “ expp´
1
2pp´ µqTΣ´1pp´ µqqa
detp2piΣq ,
where µ represents the mean of a Gaussian, Σ is its covariance matrix and detp¨q is the determinant operator.
k-GMM. A k-Gaussian mixture model (k-GMM for short) in Rd is an ordered set
θ “ `pωi,Σi, µiq˘ki“1 “ `pω1, µ1,Σ1q, ¨ ¨ ¨ , pωk, µk,Σkq˘
of k tuples, where µi P Rd,N pµi,Σiq is a multivariate distribution as defined above for every i P t1, ¨ ¨ ¨ , ku,
and ω “ pω1, ¨ ¨ ¨ , ωkq P r0, 1sk is a distribution vector, i.e., whose sum is ‖ω‖1 “
řk
j“1 ωj “ 1,
The likelihood of sampling p P Rd from such a mixture of Gaussians is the distribution
Prpp | θq “
kÿ
i“1
ωiPrpp | µi,Σiq, (2.1)
following e.g. [36] and [63]. By taking ´ lnp¨q of (2.1), we obtain the negative log-likelihood of x
Lptpu , θq :“ ´ ln Prpp | θq “ ´ ln
kÿ
i“1
ωi Prpp | µi,Σiq.
Similarly, the probability that a set P “ tp1, ¨ ¨ ¨ , pnu of points in Rd was generated i.i.d. from the mixture
of Gaussians θ is
PrpP | θq “
ź
pPP
Prpp | θq,
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and the corresponding negative log-likelihood is
LpP, θq “ ´ lnpPrpP | θqq “ ´ ln
˜ź
pPP
Prpp | θq
¸
“ ´
ÿ
pPP
ln Prpp | θq
“
ÿ
pPP
Lptpu , θq “ ´
ÿ
pPP
ln
kÿ
i“1
ωi Prpp | µi,Σiq
“ ´
ÿ
pPP
ln
kÿ
i“1
ωi ¨ expp´
1
2pp´ µiqTΣ´1pp´ µiqqa
detp2piΣq .
(2.2)
A weighted set is a pair C 1 “ pC,wq where C is a non-empty ordered multi-set of points in Rd, and
w : D Ñ p0,8q is a function that maps every p P C to wppq ě 0, called the weight of p. A weighted set
pC,1q where 1 is the weight function w : C Ñ t1u that assigns wppq “ 1 for every p P C may be denoted
by C for short. We denote the normalized average weight by
wpC 1q “
ř
pPD wppq
minq wpqq , (2.3)
where the minimum is over every point q P D with positive weight wpqq.
We generalize the definition of LpC, θq from (2.2) for such a weighted set C 1 “ pC,wq by defining the
weighted sum of negative log-likelihoods,
LpC 1, θq “
ÿ
pPC
wppqLptpu , θq “ ´
ÿ
pPC
wppq ln
kÿ
i“1
ωi ¨ expp´
1
2pp´ µiqTΣ´1pp´ µiqqa
detp2piΣq . (2.4)
Since some of the coresets in this paper have restrictions on the approximated Gaussians, we define the
set ϑkp0q of all possible k-GMMs, and ϑkpξq as those k-GMMs θ “
`pωi,Σi, µiq˘ki“1 in Rd such that all
the eigenvalues of Σi are at least ξ, for every i P rks.
We also request that the sum of weights of the points in the coreset would be the same as the original
sum n of points. The latter property will be used in the streaming version in Section 8 where we construct
”coresets for coresets” and wish to keep the total weight constant.
We are now ready to define an ε-coreset for our main problem of approximating every k-GMM in a
given set ϑξpkq of k-GMMs whose eigenvalues are bounded by ξ.
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Definition 2.1 (ε-coreset for log-likelihood). Let k ě 1 be an integer, ξ1 ą 0, and ϑkpξ1q denote the union
over every k-GMM θ “ `pωi,Σi, µiq˘ki“1 in Rd such that all the eigenvalues of Σi are at least ξ1, for every
i P rks.
LetP be a set of n points inRd and ε ą 0. A weighted setC 1 “ pC, uq is an ε-coreset of pP, ϑpξ1q, L, ‖¨‖1q
if C Ď P , řqPC upqq “ n, and for every k-GMM θ P ϑkpξ1q we have
p1´ εqLpC 1, θq ď LpP, θq ď p1` εqLpC 1, θq. (2.5)
Although L is defined to be negative log-like-likelihood, the coreset C 1 above approximated the (non-
negative) log-likelihood p´Lq since (2.5) implies
| ´ LpP, θq ´ `´ LpC 1, θq˘| “ |LpP, θq ´ LpC 1, θq| ď εLpC 1, θq “ ε| ´ LpC 1, θq|.
2.2 From Likelihood to φ approximation
Inspired by [36], let ξ ą 0 and define
Zpθq :“
kÿ
i“1
ωie
ξa
detp2piΣiq
. (2.6)
For every i P rks, let
ω1i :“ ωie
ξ
Zpθqadetp2piΣiq . (2.7)
Hereby Z is a normalizer that asserts that ω1 is a distribution vector, and a sufficiently small constant ξ can
be considered as scaling of the data by eξ „ p1`ξq or multiplicative approximation to the likelihood as will
be shown in Observation 2.3. Finally, we define for every p P Rd
φξptpu , θq “ ´ ln
kÿ
i“1
ω1i exp
ˆ
´1
2
pp´ µiqTΣ´1i pp´ µiq ´ ξ
˙
, (2.8)
and φptpu , θq “ φξptpu , θq for short.
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The relation between the negative log-likelihood and φ as was shown in [36] is
Lptpu , θq “ ´ ln
kÿ
i“1
ωifpνi,Σiqppq
“ ´ ln
kÿ
i“1
ωi
exp
`´12pp´ µiqTΣ´1i pp´ µiq˘a
detp2piΣiq
“ ´ lnZpθq
kÿ
i“1
ω1ie´ξ exp
ˆ
´1
2
pp´ µiqTΣ´1i pp´ µiq
˙
“ ´ lnZpθq ´ ln
kÿ
i“1
ω1i exp
ˆ
´1
2
pp´ µiqTΣ´1i pp´ µiq ´ ξ
˙
“ ´ lnZpθq ` φptpu , θq.
Letting φpP, θq :“ řpPP φptpu , θq yields
LpP, θq “
ÿ
pPP
Lptpu , θq “ ´n lnZpθq ` φpP, θq. (2.9)
For a weighted set pC,wq we generalize the definition of φpC, θq as we did in (2.4), by letting
φppC,wq, θq “
ÿ
xPC
wpxqφpx, θq “
ÿ
pPC
´wppq ln
kÿ
i“1
ω1i exp
ˆ
´1
2
pp´ µiqTΣ´1i pp´ µiq ´ ξ
˙
.
The coreset for the φ cost function is similar to the log-likelihood as explained above. Nevertheless,
for the case of φ we would have coresets for any k-GMM. Moreover, it would be easier to work with this
function in the rest of the paper. The justification and reduction for the likelihood is explained in the next
section.
Definition 2.2 (ε-coreset for φ). Let P be a set of n points in Rd and ε, ξ ą 0. A weighted set C 1 “ pC, uq
is an ε-coreset of pP, ϑkp0q, φξ, ‖¨‖1q if
ř
qPC upqq “ n, C Ď P , and for every k-GMM θ we have
φξpC 1, θq ď φξpP, θq ď p1` εqφξpC 1, θq.
As noted in [36, Section 2], Zpθq can be computed exactly and independently of the set P . Furthermore,
the function φ captures all dependencies of LpP, θq on θ. However, a p1 ` εq multiplicative factor approx-
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imation for φpP, θq is not such an approximation for the likelihood (or negative log-likelihood) LpP, θq:
while the left hand side of (2.9) LpP, θq is always non-negative, its right hand side ´n lnZpθq ` φpP, θq
may be the sum of negative and positive term. In fact, such an approximation for the likelihood is impossible
in the sense that it can be reduced to no approximation (ε “ 0) via scaling of the input data to be contained
in an infinitesimally small ball as explained in [36].
However, if either the input set P or the k-GMM θ is scaled such that Zpθq ď 1, then the right hand
side of (2.9) is non-negative and a p1 ` εq-approximation to φpP, θq is indeed a p1 ` εq-approximation to
LpP, θq. This occurs e.g. if all the eigenvalues σi,1, ¨ ¨ ¨ , σi,d of Σi are greater than eξ{p2piq ď 0.18 for every
i P rks. More generally, Zpθq ď 1 if adetp2piΣiq ě eξ which always hold in this case since
detp2piΣiq “ exppln detp2piΣiqq “ exppln
dź
j“1
p2piσi,jqq
“ expp
dÿ
j“1
lnp2piσi,jqq “ exppd lnp2piq `
dÿ
j“1
lnpσi,jq ě eξ.
We obtain a generalization of [63, Theorem 14] for ξ P p0, 1{10s which we summarize as follows. That is,
if Zpθq ď 1, e.g. all the eigenvalues of Σi are greater than 0.18, for every i P rks, then for every weighted
set C 1,
φpC 1, θq ď φpP 1, θq ď p1` εqφpC 1, θq
implies
LpC 1, θq ď LpP 1, θq ď p1` εqLpC 1, θq.
This gives the following reduction that motivates the construction of coresets of pP, ϑkp0q, φξ, ‖¨‖1q for the
rest of the paper.
Observation 2.3. Let P Ď Rd, ξ ą 0, ξ1 “ eξ2pi and ε ą 0. Then, for every z P r0,8s, an ε-coreset of
pP, ϑkp0q, φξ, ‖¨‖zq is an ε-coreset of pP, ϑkpξ1q, L, ‖¨‖zq.
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Chapter 3
From k-GMM to k-SMM
In this section we reduce the family of k-GMM from machine learning to k-SMM that are more related
to computational geometry, and projective clustering in particular. The Euclidean distance between a point
p P Rd and a set S Ď Rd is denoted by
distpp, Sq “ inf
sPS ‖p´ s‖2 .
Its squared is denoted by dist2pp, Sq “ `distpp, Sq˘2.
Let k ě 1 be an integer. A subspace k-mixture model in Rd, or k-SMM for short, is a tuple y “
pW,ω1, ¨ ¨ ¨ , ωk, S1, ¨ ¨ ¨ , Skq where W ě 1, ω is a distribution vector, and each Si is an affine linear sub-
space of Rd, for every i P rks. We also define Spyq “ Ťki“1 Si, so distpp, Spyqq “ distpp, S1Y¨ ¨ ¨YSkq “
miniPrks distpp, Siq.
The squared distance from a point p P Rd to the k-SMM y, is defined by
costpp, yq “ ´ ln
kÿ
i“1
ωi expp´Wdist2pp, Siqq,
which is similar to φptpu , θq as defined in (2.8).
The following corollary follows from replacing d with 2d ` 1, j “ d ` 1, r “ d ` 1, m “ d, and
k “ d´ 1 in [35]. It allows us to compute coresets for subspaces instead of GMMs, while assuring a lower
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bound on the distance between the farthest point from the subspace.
Lemma 3.1 (From k-GMM to k-SMM). Let p P Rd, and p1 “ ppT | 0, ¨ ¨ ¨ , 0qT P R2d`1. Let ξ ě 0, and
let θ be a k-GMM in Rd. Then there is a k-SMM y “ pW,ω1, ¨ ¨ ¨ , ωk, S1, ¨ ¨ ¨ , Skq in R2d`1 such that
Wdist2pp1, Spyqq ě ξ, (3.1)
and
φξptpu , θq “ costp
 
p1
(
, yq.
Proof. Identify θ “ `pωi,Σi, µiq˘ki“1. For every i P rks, let σi,1 denote the largest singular value of Σ´1i ,
and
W “ maxiPrks σ
2
i,1
2
. (3.2)
Put i P rks. Since Σi is a positive definite covariance matrix, Σ´1i {p2W q has a Cholesky Decomposition
ATA “ Σ
´1
i
2W
, (3.3)
for some A P Rdˆd. The largest singular value of A is bounded by 1, since for every unit vector z P Rd,
‖Az‖2 “ zTATAz “ z
TΣ´1i z
2W
ď σ
2
i,1
2W
ď 1, (3.4)
where the last inequality is by (3.2).
Let L P Rdˆd be a matrix such that LLT “ I ´ AAT is the Cholesky decomposition of I ´ AAT .
It exists, since I ´ AAT is semi-positive definite matrix. Indeed, let QDV T “ A be the Singular Value
Decomposition (SVD) ofA, andDj,j denote the jth diagonal entry ofD (the jth largest singular value ofA)
for every j P rds. By (3.4) we have thatDj,j ď 1, so we can define the diagonal matrix
?
I ´DDT P Rdˆd,
whose jth diagonal entry is
b
1´D2j,j for every j P rds. Hence, the Cholesky decompostion of I ´ AAT
is I ´AAT “ QpI ´DDT qQT “ LLT as claimed, for the dˆ d matrix L “ Q?I ´DDT .
Similarly, let E “ I˚,1:d denote the first d columns of the identity 2d ˆ 2d matrix, and let Y P R2dˆd
such that Y Y T “ I ´ EET is the Cholesky Decomposition of I ´ EET . Let B “ rE | Y s P R2dˆ2d.
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Since BBT “ EET ` Y Y T “ I , we have that BTB “ I and E “ BI˚,1:d. By defining the 2dˆ d matrix
U “ BrA | LsT we obtain
UTU “ rA | LsrA | LsT “ AAT ` LLT “ I,
and
UTE “ UTBI˚,1:d “ rA | LsBTBI˚,1:d “ rA | LsI˚,1:d “ A. (3.5)
By letting p P Rd, Ti Ď R2d denote the d-dimensional subspace that is spanned by the columns that are
orthogonal to U , and Ti ` Eµi “ tt` Eµi | t P Tiu denote its translation by Eµi, we obtain
1
2
pp´ µiqTΣ´1i pp´ µiq “W pp´ µiqTATApp´ µiq (3.6)
“W ‖App´ µiq‖2 “W
∥∥UTEpp´ µiq∥∥2 (3.7)
“Wdist2pEpp´ µiq, Tiq “Wdist2pEp, Ti ` Eµiq, (3.8)
where (3.6) is by (3.3), (3.7) is by (3.5), and (3.8) is since U has d orthogonal columns.
Finally, we add another entry to every vector t in the affine subspace Ti ` Eµi,
Si :“
#˜
tT |
c
ξ
W
¸
| t P Ti ` Eµi
+
.
That is, Si is a translation of Ti ` Eµi along a new axis. By letting x denote the projection (closest point)
of Ep onto Ti ` Eµi and p1 “ pEp | 0q P R2d`1, we obtain by the Pythagorean Theorem
dist2pEp, Ti ` Eµiq ` ξ
W
“ ‖Ep´ x‖2 ` ξ
W
“ ∥∥p1 ´ px | 0q∥∥2 ` dist2ppx | 0q, Siq “ dist2pp1, Siq.
Plugging the last equality after (3.8) yields
1
2
pp´ µiqTΣ´1i pp´ µiq ` ξ “Wdist2px, Siq. (3.9)
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This proves (3.1) as
Wdist2pp1, Spyqq “ min
iPrks
Wdist2px, Siq
“ min
iPrks
1
2
pp´ µiqTΣ´1i pp´ µiq ` ξ (3.10)
ě ξ,
where (3.10) holds by (3.9).
The k-SMM y “ pW,ω11, ¨ ¨ ¨ , ω1k, S1, ¨ ¨ ¨ , Skq satisfies the lemma as
φptpu , θq “ ´ ln
kÿ
i“1
ω1i exp
ˆ
´1
2
pp´ µiqTΣ´1i pp´ µiq ´ ξ
˙
“ ´ ln
kÿ
i“1
ω1i expp´Wdist2px, Siqq “ costpx, yq,
where the first equality is by (2.8), and the second is by (3.9).
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Chapter 4
From Coresets to Sensitivity and
VC-Dimension
Our next goal is to compute coresets for k-SMMs, which would be used for k-GMMs as explained in the
previous chapter. To this end, we introduce an existing generic framework for coreset constructions.
A coreset is problem dependent, and the problem is defined by four items: the input weighted set, the
possible set of queries (models) that we want to approximate, the cost function per point, and the overall
loss calculation. In this thesis, the input is usually a set of points in Rd or R2d`1, but for the streaming case
in Section 8 we compute coreset for union of (weighted) coresets and thus weights will be needed. The
queries are either Gaussians or subspaces (for projective clustering), the cost/kernel f is the phi function,
negative log-likelihood L, or Euclidean distance, and the loss would be either maximum or sum over costs
in Sections 5 and 6 respectively.
Definition 4.1 (query space). Let Y be a (possibly infinite) set called query set, P 1 “ pP,wq be a weighted
set called the input set, f : P ˆ Y Ñ r0,8q be called a kernel or cost function, and loss be a function
that assigns a non-negative real number for every real vector. The tuple pP 1, Y, f, lossq is called a query
space. For every weighted set C 1 “ pC, uq such that C “ tp1, ¨ ¨ ¨ , pmu Ď P , and every y P Y we define
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the overall fitting error of C 1 to y by
flosspC 1, yq :“ lossppwppqfpp, yqqpPCq “ losspwpp1qfpp1, yq, ¨ ¨ ¨ , wppmqfppm, yqq.
A coreset (or core-set) that approximates a set of models (queries) is defined as follows, where Defini-
tions 2.1 and 2.2 are special cases. Recall that weighted set were defined in Section 2.1 as a pair that consists
of a set P and a (weight) function w : P Ñ r0,8q.
Definition 4.2 (ε-coreset). Let P 1 “ pP,wq be a weighted set. For an approximation error ε ą 0, the
weighted set C 1 “ pC, uq is called an ε-coreset for a query space pP 1, Y, f, lossq, C Ď P , and for every
y P Y we have
flosspP 1, yq P p1˘ εqflosspC 1, yq.
The dimension of a query space pP, Y, fq is the VC-dimension of the range space that it induced, as
defined below. The classic VC-dimension was defined for sets and subset and here we generalize it to query
spaces, following [38].
Definition 4.3 (Dimension for a query space [21, 38, 77]). For a set P and a set ranges of subsets of P , the
VC-dimension of pP, rangesq is the size |C| of the largest subset C Ď P such that
| tC X range | range P rangesu | “ 2|C|.
Let Y be a set and f : P ˆ Y Ñ R. For every query y P Y , and r P R we define the set
rangeP,f py, rq :“ tp P P | fpp, yq ď ru .
and
ranges :“ rangespP, Y, fq :“  C X rangeP,f py, rq | C Ď P, y P Y, r P R( .
The dimension of pP, Y, fq is the VC-dimension of pP, rangesq.
In this thesis we use the general reduction for computing coresets for sum over the cost of each point,
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by bounding its sensitivity (importance) as defined below. The size of the coreset then depends near linearly
on the sum of these bounds via [21] following the quadratic bound in [38]. The rest of the thesis will be
devoted mainly to compute such a bound.
Definition 4.4 (sensitivity). Let P 1 “ pP,wq be a weighted set, and ppP,wq, Y, cost, ‖¨‖1q be a query space.
The function s˚ : P Ñ r0,8q is the sensitivity of pP 1, Y, costq if
s˚ppq “ sup
y
wppqcostpp, yqř
qPP wppqcostpq, yq
,
for every p P P , where the sup is over every y P Y such that the denominator is non-zero.
The function s : P Ñ r0,8q is a sensitivity bound for pP 1, Y, costq if sppq ě s˚ppq for every p P P .
The total sensitivity of s is defined as
t “
ÿ
pPP
sppq.
The following theorem proves that a coreset can be computed by sampling according to sensitivity of
points. The size of the coreset depends on the total sensitivity and the complexity (VC-dimension) of the
query space, as well as the desired error ε and probability δ of failure.
Theorem 4.5 ([21]). Let
• ppP,wq, Y, cost, ‖¨‖1q be a query space, and n “ |P |.
• f : P ˆ Y Ñ r0,8q such that for every p P P and y P Y ,
fpp, yq “
$’’&’’%
wppqcostpp,yqř
qPP wpqqcostpq,yq
ř
qPP wpqqcostpq, yq ą 0
0
ř
qPP wpqqcostpp, yq “ 0,
• d1 be the dimension of pP, Y, fq.
• s : P Ñ r0,8q be a sensitivity bound of ppP,wq, Y, costq, and t “ řpPP sppq be its total sensitivity.
• ε, δ P p0, 1q,
28
• c ą 0 be a universal constant that can be determined from the proof,
•
m ě cpt` 1q
ε2
ˆ
d1 logpt` 1q ` log
ˆ
1
δ
˙˙
, and
• pC, uq be the output weighted set of a call to CORESETpP,w, s,mq; see Algorithm 1.
Then piq–pvq hold as follows.
(i) With probability at least 1´ δ, C is an ε-coreset of ppP,wq, Y, cost, ‖¨‖1q.
(ii) |C| “ m.
(iii) pC, uq can be computed in Opnq time, given pP,w, s,mq.
(iv) uppq P rwppq,řqPP wpqq{ms for every p P C.
(v)
ř
pPP wppq “
ř
qPC upqq.
The last two properties would be required to support streaming in Section 8, and keep the overall weight
of the coreset, that depends on sum and maximum over input weight.
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Algorithm 1: CORESETpP,w, s,mq
Input: A finite set P Ď Rd, where řpPP wppq ą 0
s : P Ñ r0,8q, and an integer m ě 1.
Output: A weighted set pC, uq that satisfies Theorem 4.5.
// Add small importance to each point to avoid huge coreset weights
1 s1ppq :“ sppq ` wppqř
qPP wpqq
// Add very important points to the coreset to avoid huge weights
2 C :“
!
p P P | s1ppqř
qPP s1pqq ě
1
m
)
3 for every p P C do
4 u1ppq :“ wppq
5 Q :“ P zC
6 for m iterations do
7 Sample a point q from Q, where q “ p with probability Prppq :“ s
1ppqř
p1PQ s1pp1q
8 C :“ C Y tqu
9 u1pqq :“ wpqqm¨Prpqq
10 for every p P C do
// sum of weights in the coreset and input set should be the
same
11 uppq :“ u1ppq ¨
ř
p1PP wpp1qř
qPC u1pqq
12 return pC, uq
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Chapter 5
From Sensitivity to `8-Coreset
In order to bound sensitivities, we generalize the reduction that was suggested in [78] to compute sensitivities
via `8 coreset, where instead of approximating the sum of fitting costs or distances we approximate their
maximum.
5.1 Non-weighted input
The original reduction from sensitivity to `8 coreset in [4] was for a specific problem and for non-weighted
data. For simplicity and intuition, we first generalize it to any query space and only then reduce weight
weights to non-weighted weights, following the ideas in [40]. To this end, we use the following definition
of a coreset scheme as an algorithm that computes coresets.
Definition 5.1 (coreset scheme). Let pP, Y, cost, lossq be a query space such that P is an (unweighted,
possibly infinite) set. Let size : r0,8q4 Ñ r1,8q, time : r0,8q4 Ñ r0,8q. Let CORESET be an algorithm
that gets as input a weighted set Q1 “ pQ,wq such that Q Ď P , an approximation error ε ą 0 and a
probability of failure δ P p0, 1q. The tuple pCORESET, size, timeq is called an pε, δq-coreset scheme for
pP, Y, cost, lossq and some ε, δ ą 0, if (i)-(iii) hold as follows:
(i) A call to CORESETpQ1, ε, δq returns a weighted set pC, uq.
(ii) With probability at least 1´ δ, pC, uq is an ε-coreset of pQ1, Y, cost, lossq.
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(iii) pC, uq can be computed in timep|Q|, wpQ1q, ε, δq time and its size is
|C| ď sizep|Q|, wpQ1q, ε, δq.
Algorithm 2: SENSITIVITYpP, ε, δ, `8-CORESETq
Input: A finite set P Ď Rd, an approximation error ε ą 0, and probability δ of failure.
Required: A coreset scheme `8-CORESET for pP, Y, cost, ‖¨‖8q.
Output: A sensitivity bound s : P Ñ p0,8q that satisfies Theorem 5.5.
1 P1 :“ P ; i :“ 1
2 while |Pi| ě 1 // Pi is not an empty set
3 do
4 Si :“ `8-CORESETpPi, ε, δ{|P1|q
5 for every p P Si do
6 sppq :“ p1` εq
i
7 Pi`1 :“ PizSi
8 i :“ i` 1
9 return s
The following variant is a small simplification, improvement and generalization of [40, Lemma 49]
which is in turn a variant of [78, Lemma 3.1].
The following result shows how a coreset scheme for `8 coresets can be used to bound sensitivity. The
total sensitivity depends on the size of the `8 coreset, which in turn determines the size of the desired `1
coreset.
Lemma 5.2 (generalization of [40, 78]). Let P be a set of size n “ |P |, and p`8-CORESET, size, timeq
be a coreset scheme for pP, Y, cost, ‖¨‖8q. Let ε, δ P p0, 1{2q, and let s : P Ñ p0,8q be the output of a
call to SENSITIVITYpP, ε, δ, `8-CORESETq; See Algorithm 2. Then, with probability at least 1 ´ δ, s is a
sensitivity bound for pP, Y, costq whose total sensitivity is
ÿ
pPP
sppq P sizepn, n, ε, δ{nqp1` εqOplog nq. (5.1)
Moreover, the function s can be computed in Opnq ¨ timepn, n, ε, δ{nq time.
Proof. Probability of failure. For i P rns, the event that Si is an ε-coreset for pPi, Y, cost, ‖¨‖8q during
32
the execution of Line 4, occurs with probability at least 1´ δ{n. For the rest of the proof, suppose that this
event indeed occured for every i P rns, which happens with probability at least 1´ δ, by the union bound.
Correctness. We first bound the total sensitivity and then the computation time of s. Algorithm 2 imple-
ments the algorithm that is described in the following proof.
Let i “ 1, and P1 “ P . By its construction, |Si| ď sizepn, n, ε, δq, and for every y P Y
max
pPPi
costpp, yq ď p1` εqmax
pPSi
costpp, yq.
Recursively define Pi`1 “ PizSi for every non-empty set Pi. Hence, |Pi`1| ă |Pi|, and thus P` “ H for
` ď |P1| “ n. (5.2)
Let p P P , and v “ vppq P r`s such that p P Sv. Let y P Y such that costpp, yq ą 0. Finally, let j P rvs
and sj P arg maxsPSj costps, yq denote the ”farthest point” in Sj from y. Since p P Pj ,
costpp, yq ď max
qPPj
costpq, yq ď p1` εqmax
sPSj
costps, yq “ p1` εqcostpsj , yq, (5.3)
where the second inequality holds by the definition of Sj . We can now bound costpp, yq by
costpp, yq ď p1` εqmin
jPrvs
costpsj , yq (5.4)
ď p1` εq ¨
řv
j“1 costpsj , yq
v
(5.5)
ď p1` εq
v
ÿ
pPP
costpp, yq, (5.6)
where (5.4) holds by (5.3), (5.5) holds since the minimum cannot be larger than the average, and (5.6) holds
since ts1, ¨ ¨ ¨ , svu Ď P .
For every p P P , let
sppq :“ p1` εq
vppq . (5.7)
33
Then sppq is a sensitivity bound by (5.4), as desired by the lemma and Definition 4.4. Summing (5.7) over
p P P bounds the total sensitivity
ÿ
pPP
sppq ď p1` εq
ÿ
pPP
1
vppq
“ p1` εq
ÿ`
j“1
|Sj |
j
P p1` εqsizepn, n, ε, δ{nqOplog nq,
where the equality holds since |Sj | points were removed from Pj during the jth iteration of the algorithm,
and each p P Sj was labeled vppq “ j, for every j P r`s. The last deviation holds by the definition of
size (5.2) and the fact that
řn
i“1 1{n “ Oplog nq is an harmonic sequence for every integer n ě 1; see
Lemma 5.8.
Running time. For every i P r`s, computing Si (whose cardinality is at most n) for Pi takes at most
timepn, n, ε, δ{nq time. By (5.2), computing all the n sets takes n ¨ timepn, n, ε, δ{nq time. Removing Si
from Bi (e.g. using linked lists), as well as computing the values of s, takes Opnq time, so the dominated
time is n ¨ timepn, n, ε, δ{nq.
5.2 Weighted Input
In this section we generalize the result of the previous section to non-weighted input. This is a generalization
of the idea that was suggested in [40] with little better bounds.
The following constant for approximating harmonic sequences can be approximated very efficiently, in
exponential convergence rate. However, in the next corollary we use it only for the analysis, since we use it
to compute the difference between two harmonic sequences.
Theorem 5.3 (Euler–Mascheroni Constant [65]). Let n ě 1 be an integer. Then there is a constant γ
(independent of n) such that
0 ă lnn` γ ` 1
2n
´
nÿ
i“1
1
i
ď 1
n2
.
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Algorithm 3: WSENSITIVITY`inf -CORESETpQ, ε, δ, `8-CORESETq
Input: A weighted set Q “ pP,wq of points in Rd
an approximation error ε ą 0, probability of failure δ P p0, 1q.
Required: A coreset scheme `8-CORESET for pP, Y, cost, ‖¨‖8q.
Output: A sensitivity bound s : P Ñ p0,8q that satisfies Lemma 5.5.
1 wmin “ minpPP wppq
2 for every p P P do
3 hppq :“
Q
wppq
εwmin
U
4 sppq :“ 0
5 P1 :“ P ; i :“ 1
6 while |Pi| ě 1 do
7 Si :“ `8-CORESETpPi, ε, δ{|P1|q
8 Set qi P arg minpPSi hppq
9 for every p P Si do
10 hppq :“ hppq ´ hpqiq
11 m :“ i` hpqiq ´ 1
12 sppq :“ sppq ` p1` εq2
ˆ
ln
ˆ
m
i´ 1
˙
` 1
2m
´ 1
2pi´ 1q `
1
pi´ 1q2
˙
// „ sppq ` p1` εq2 řmj“i 1j; see Corollary 5.4
13 Pm`1 :“ Piz tqiu
14 i :“ m` 1
15 return s
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Corollary 5.4. For every pair of integers m ě i ě 2,
´ 1pi´ 1q2 ă ln
ˆ
m
i´ 1
˙
` 1
2m
´ 1
2pi´ 1q ´
mÿ
j“i
1
j
ď 1
m2
(5.8)
Proof. For the left hand side of (5.8), we have by Theorem 5.3
mÿ
j“i
1
j
“
mÿ
j“1
1
j
´
i´1ÿ
j“1
1
j
ă lnm` γ ` 1
2m
´
ˆ
lnpi´ 1q ` γ ` 1
2pi´ 1q ´
1
pi´ 1q2
˙
“ ln
ˆ
m
i´ 1
˙
` 1
2m
´ 1
2pi´ 1q `
1
pi´ 1q2 .
Similarly,
mÿ
j“i
1
j
“
mÿ
j“1
1
j
´
i´1ÿ
j“1
1
j
ě lnm` γ ` 1
2m
´ 1
m2
´
ˆ
lnpi´ 1q ` γ ` 1
2pi´ 1q
˙
“ ln
ˆ
m
i´ 1
˙
` 1
2m
´ 1
2pi´ 1q ´
1
m2
.
Recall that w was defined in (2.3) by
wpC 1q “
ř
pPD wppq
minq wpqq .
Theorem 5.5 ([40,78]). Let pP,wq be a positively weighed set of size n “ |P |, and p`8-CORESET, size, timeq
be a coreset scheme for pP, Y, cost, ‖¨‖8q. Let ε, δ ą 0, and s : P Ñ p0,8q be the output of a call to
WSENSITIVITY`inf -CORESETppP,wq, ε, δ, `8-CORESETq; See Algorithm 3. Then, with probability at least
1´ δ, s is a sensitivity bound for ppP,wq, Y, costq, its total sensitivity is
ÿ
pPP
sppq P sizepn, n, ε, δ{nqO
ˆ
log
wpP q
ε
˙
,
and the function s can be computed in Opnq ¨ timepn, n, ε, δ{nq time.
Proof. The probability that the construction of the coreset in Line 7 would succeed during all the n
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iterations of the algorithm is at least 1´ δ, by the union bound.
Sensitivity bound: Let p P P and consider the values of h, s and wmin from Algorithm 3. We have
x ď y ¨
R
x
y
V
ď y
ˆ
x
y
` 1
˙
“ x` y
for every x, y ě 0. Substituting x “ wppq, y “ εwmin and hppq “ rx{ys, yields
wppq ď εwminhppq “ εwminrx{ys ď wppq ` εwmin ď p1` εqwppq.
Hence, by letting sh˚ppq denote the sensitivity of ppP, hq, Y, costq,we obtain
s˚ppq :“ sup
yPY :costpp,yqą0
wppqcostpp, yqř
qPP wpqqcostpq, yq
ď sup
yPY :costpp,yqą0
εwminhppqcostpp, yqř
qPP εwminhpqqcostpq, yq{p1` εq
“ p1` εqsh˚ppq.
(5.9)
It is left to bound sh˚ppq.
Let P 1 denote the (unweighted) multi-set where each point p P P is duplicated hppq times. Let s1 :
P 1 Ñ r0,8q denote the output of a call to SENSITIVITYpP 1, ε, δ, `8-CORESETq. By Lemma 5.2, for a
single copy of a point p in P 1 we have, with probability at least 1´ δ,
s1ppq ě sup
yPY,costpp,yqą0
costpp, yqř
qPP hpqqcostpq, yq
so for all its hppq copies we have
hppqs1ppq ě sup
yPY,costpp,yqą0
hppqcostpp, yqř
qPP hpqqcostpq, yq
“ sh˚ppq. (5.10)
That is, sh˚ppq ď hppqs1ppq. Next, we bound hppqs1ppq by sppq.
Note that the number of copies of a point p in P 1 has no effect on the computation of the coreset S1
during the first iteration of the call to SENSITIVITYpP 1, ε, δ, `8-CORESETq, so S1 may be computed on the
unweighted set of the n distinct points in P 1. Moreover, this number n of distinct points will remain the
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same after the first iteration, as well as the following coresets S2, S3, ¨ ¨ ¨ , until all the copies of some point
q1 P S1 will be removed in Line 7 of SENSITIVITY. This point q1 is the point with the smallest number
of duplicates (weights) in S1. During these hpq1q iterations, the value s1ppq of (one of the copies of) each
p P S1 is increased in Line 6 by,
1` ε
1
` ¨ ¨ ¨ ` 1` ε
hpq1q “ p1` εq
hpq1qÿ
j“1
1
j
ď p1` εq
ˆ
ln
ˆ
hpq1q
1
˙
` 1
2hpq1q
˙
q,
where the last inequality is by substituting i “ 1 and m “ hpq1q in the left hand side of Corollary 5.4. This
is indeed the value that is added to sppq in Line 12 of Algorithm 3.
Similarly, during the ith iteration qi P Si is the point with the smallest number of remaining copies in
P 1 “ Pi. In Algorithm 3, qi is removed in its jth iteration for some j P rns. Let ij and mj respectively
denote the value of i and m during the execution of the jth iteration. Hence, i1 “ 1, ij`1 “ ij ` hpqij q
and mj “ ij ` hpqij q ´ 1 “ ij`1 ´ 1, for every j P rns. We obtain that Si is the same for every iteration
i P rij ,mjs in Algorithm 2. During these hpqij´1`1q iterations, until qij is removed from P 1 “ Pij , the
value s1ppq of every p P Si was increased by
hppqs1ppq “ 1` ε
ij
`¨ ¨ ¨`1` ε
mj
“ p1`εq
mjÿ
k“ij
1
k
ă p1`εq
ˆ
ln
ˆ
mj
ij ´ 1
˙
` 1
2mj
´ 1
2pij ´ 1q `
1
pij ´ 1q2
˙
,
where the inequality is by substituting i “ ij and m “ mj in the left hand side of (5.8).
The right hand side of the last inequality multiplied by p1 ` εq is the update of sppq in Line 12 of the
jth iteration in Algorithm 3 that imitates the updates of s1ppq during iterations ij till ij`1 of Algorithm 2.
Hence,
p1` εqhppqs1ppq ď sppq. (5.11)
This proves the desired sensitivity bound as
sppq ě p1` εqhppqs1ppq ě p1` εqsh˚ppq ě s˚ppq “ sup
yPY :costpp,yqą0
wppqcostpp, yqř
qPP wpqqcostpq, yq
,
where the first inequality is by (5.11), the second is by (5.10), and the third is by (5.9).
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The total sensitivity of s is bounded using the fact that ε P Op1q, mj “ ij`1 ´ 1 and
nÿ
j“1
ˆ
ln
ˆ
ij`1 ´ 1
ij ´ 1
˙
` 1
2pij`1 ´ 1q ´
1
2pij ´ 1q `
1
pij ´ 1q2
˙
ď
nÿ
j“1
1
pij`1 ´ 1q2 `
nÿ
j“1
ij`1´1ÿ
k“ij
1
k
(5.12)
ď
8ÿ
j“1
1
j2
`
in`1´1ÿ
k“1
1
k
P Oplogpin`1qq “ O
˜ÿ
pPP
hppq
¸
“ O
ˆ
log
wpP q
ε
˙
. (5.13)
where (5.12) is by substituting i “ ij and m “ ij`1 ´ 1 in the right hand side of (5.8), and (5.13) holds
since 2 “ ř8j“1 1{j2, and řmk“1 P Oplgmq by (5.8). Summing the accumulated sensitivities over every
j P rns iteration, each over |Sij | points yields
ÿ
pPP
sppq ď p1` εq2
nÿ
j“1
|Sij |p1` εq2
ˆ
ln
ˆ
mj
ij ´ 1
˙
` 1
2mj
´ 1
2pij ´ 1q `
1
pij ´ 1q2
˙
P p1` εq2sizepn, n, ε, δ{nqO
ˆ
log
wpP q
ε
˙
,
where the last derivation is by (5.13) and the definition of Sij in Line 7 of Algorithm 3.
The running time follows from the fact that in the jth ”for” iteration, the point qij is removed from P ,
so there are n iterations. The dominated time in each of the n iterations is computing the coreset Si in
timepn, n, ε, δ{nq time.
By combining Theorem 5.5 and Theorem 4.5 we obtain the following corollary which shows how to
compute coresets with ‖¨‖1 loss based on coresets for ‖¨‖8 loss on weighted data.
Corollary 5.6. Let
• pP,w, Y, cost, ‖¨‖1q be a query space.
• f : P ˆ Y Ñ r0,8q such that for every p P P and y P Y ,
fpp, yq “
$’’&’’%
costpp,yqř
pPP wppqcostpp,qq costpp, qq ą 0
0 costpp, yq “ 0,
(5.14)
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• s, time and size be defined as in Theorem 5.5.
• ε, δ P p0, 1q, and m be defined as in Theorem 4.5.
• pC, uq be the output of a call to CORESETpP,w, s,mq; see Algorithm 1.
Then piq–pvq hold as follows.
(i) With probability at least 1´ δ, pC, uq is an ε-coreset for ppP,wq, Y, cost, ‖¨‖1q.
(ii) C Ď P and |C| P Opmq.
(iii) C can be computed in Opnq ¨ timepn, n, ε, δ{nqq time where n “ |P |.
(iv) uppq P rwppq,řqPP wpqq{ms for every p P C, and
(v)
ř
qPC upqq “
ř
qPP wpqq.
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Chapter 6
From SMM-Coreset
to Projective Clustering
In the previous chapters we proved that in order to compute coreset for LpP, θq it suffices to compute coreset
for costptp1u , yq. To compute the latter coreset, we reduce the problem to computing coresets for the query
space pP 1, Y, f, lossq of projective clustering as explained in Section 1.
For a set P Ď Rd of points, and a union S “ S1 Y ¨ ¨ ¨ Y Sk of k subspaces in Rd, we define
dist8pP, Sq “ max
pPP distpp, Sq, (6.1)
to be the distance of the farthest point in P from S, and for every k-SMM y
cost8pP, yq “ max
pPP costpp, yq,
be the point in P with the maximum cost to y.
Recall that Spyq and cost were defined in Section 3. The following lemma proves that cost8 for k-
GMM is an upper bound for Wdist8 for the corresponding k-subspaces. It will be used in our main result
later.
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Lemma 6.1 (cost8 upper bounds dist8). For every k-SMM y and a finite set P of points in Rd, we have
cost8pP, yq ěWdist28pP, Spyqq.
Proof. Let y “ pW,ω1, ¨ ¨ ¨ , ωk, S1, ¨ ¨ ¨ , Skq be a k-SMM. We then have
cost8pP, yq “ max
pPP costpp, yq (6.2)
“ max
pPP ´ ln
kÿ
i“1
ωi expp´Wdist2pp, Siqq (6.3)
ě max
pPP ´ ln
kÿ
i“1
ωi expp´Wdist2pp, Spyqqq (6.4)
“Wdist28pP, Spyqq, (6.5)
where (6.2) and (6.3) hold by definition, (6.4) holds since distpp, Siq ě distpp, Spyqq.
The following lemma is the heart of our main technical result. Informally, it states that a coreset for
projective clustering, i.e., distance to the farthest input point from a set of k subspaces, can be used to
compute a coreset for the cost function above, which is not a distance function at all. The fact that a 1{3-
coreset for ‖¨‖8 suffices to get ε-coreset is crucial for getting smaller coresets in special cases as explained
in Section 5.
Lemma 6.2 (cost8 to dist8 ). Let P be a finite set of points in Rd, k ě 1 be an integer, and ξ P p0,
?
2kq.
Let Hk,d be the union over every set of k subspaces in Rd, and Yξ be the union over every k-SMM y “
pW,ω1, ¨ ¨ ¨ , ωk, S1, ¨ ¨ ¨ , Skq such that
Wdist28pP, Spyqq ě ξ. (6.6)
Then a p1{3q-coreset for pP,Hk,d,dist, ‖¨‖8q is a Opk{ξq-coreset for pP, Yξ, cost, ‖¨‖8q.
Proof. Let
y “ pW,ω1, . . . , ωk, S1, . . . , Skq,
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be a k-SMM such that y satisfies (6.6). Let g “ a1` 2k{ξ and suppose that C is a p1{3q-coreset of
dist8pP, ¨q for every set of k subspaces in Hk,d y in Rd. In particular,
dist8pP, Spyqq ď p1` 1{3qdist8pC, Spyqq ď gdist8pC, Spyqq, (6.7)
where the last inequality holds since g ě ?2 ě 1` 1{3 by the assumption ξ ď ?2k of the lemma.
We will prove that for x P arg maxpPP costpp, yq, r “ cost8pCq and for appropriate function h : rks Ñ
r0,8q such that hpkq ď 2eg2, we have
costpx, yq ď rhpkq. (6.8)
By the definition of x and r, this would prove the lemma as
cost8pP, yq “ costpx, yq ď rhpkq ď 2eg2cost8pCq “ Opk{ξqcost8pCq.
Indeed, let ε “ ´ lnp1 ´ e´k{rq{r, z “ 1 ` k{r2, and let h : rks Ñ r0,8q such that for every j P rks
we have
hpjq “ pz ` g2qp1` εqj´1. (6.9)
We first prove that hpkq P Opg2q as claimed above, and then prove (6.8).
Upper bound on h: Since pt´ 1q{t ď ln t ď t´ 1 for every t ą 0,
´ lnp1´ e´k{rq ď e
´k{r
1´ e´k{r “
1
ek{r ´ 1 ď
r
k
,
for substituting t “ 1´ e´k{r in the first inequality, and t “ ek{r in the last inequality. Hence,
ε “ ´ lnp1´ e
´k{rq
r
ď 1
k
. (6.10)
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Plugging (6.10), z “ 1` k{r2 and g “a1` 2k{ξ in (6.9) yields
hpkq ď pz ` g2qp1` εqk ď pz ` g2q
ˆ
1` 1
k
˙k
ď epz ` g2q. (6.11)
It is left to prove that z ď g2, i.e., 1` k{r2 ě 1` 2k{ξ. Indeed,
r “ cost8pC, yq ěWdist28pC, Spyqq ě p1` 1{3q
`
Wdist28pP, Spyqq
˘ ě ξ
2
, (6.12)
where the first inequality is by substituting P “ C in Lemma 6.1, the second inequality is by (6.7), the third
is by (6.6). Plugging (6.12) in (6.11) yields hpkq ď 2eg2 as desired.
The proof of (6.8) is by induction on k.
Proof of (6.8) for the base case k “ 1. Let a˚ P arg maxaPP costpa, yq. In this case, y “ pW, 1, sq P Y1,
and (6.8) follows as
cost8px, yq “ ´ ln expp´Wdist2px, Spyqqq “Wdist28pP, Spyqq
ďW ¨ pgdist8pC, Spyqqq2 ď g2r ď pz ` g2qr “ hp1qcost8pCq,
(6.13)
where the first inequality follows from (6.7), and the second inequality by the second inequality of (6.12).
This proves (6.8), and in turn the lemmas (as explained above) for the case k “ 1. Proof for the case k ě 2.
Without loss of generality, assume that Sk is a closest subspace to x in Spyq, i.e.,
distpx, Skq “ distpx, Spyqq. (6.14)
Inductively assume that the lemma holds for k1 P rk ´ 1s. More precisely, if C 1 is a p1{3q-coreset of
pP 1, Hk´1,d,dist, ‖¨‖8q then it is an phpk1q ´ 1q-coreset of pP, Yξ, cost, ‖¨‖8q for every k1-GMM y1 that
satisfies (6.6). The base case k1 “ 1 follows from (6.13).
The proof is by case analysis: (i) ωk P re´zr, 1s, and (ii) ωk P p0, e´zrq.
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Case (i): ωk P re´zr, 1s. We have
r “ max
aPC
ˆ
´ ln
kÿ
i“1
ωi expp´Wdist2pa, Siqq
˙
ě max
aPC
ˆ
´ ln
kÿ
i“1
ωi expp´Wdist2pa, Spyqqq
˙
“W max
aPC dist
2pa, Spyqq “Wdist28pC, Spyqq.
(6.15)
Hence,
distpx, Skq “ distpx, Spyqq ď dist8pP, Spyqq ď gdist8pC, Spyqq ď g
a
r{W, (6.16)
where the derivations are, respectively, by (6.14), (6.1), (6.7), and (6.15). Therefore,
costpx, yq “ ´ ln
ˆ kÿ
i“1
ωi expp´Wdist2px, Siqq
˙
ď ´ ln
ˆ
ωk expp´Wdist2px, Skqq
˙
(6.17)
ď ´ ln `ωk expp´g2rq˘ (6.18)
ď ´ ln `e´zr expp´g2rq˘ (6.19)
“ pz ` g2qr ď rhp1q ď rhpkq, (6.20)
where (6.17) holds since it is a single item from the previous sum, and (6.18) holds by (6.16), (6.19) holds
by the assumption of Case (i), and (6.20) holds by (6.9) and the fact that hp¨q is a monotonic function. This
proves (6.8) for Case (i).
Case (ii): ωk P p0, e´zrq. We prove that in this case ωk can be replaced by ωk “ 0 so that y can be
replaced by y1 P Yξ.
We have ωk ă e´zr ď 1, where the first inequality is by the assumption of Case (ii), and the second is
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since z, r ą 0. Hence, φ “ 1{p1´ ωkq is well defined. Since řki“1 ωi “ 1,
k´1ÿ
i“1
φωi “ 1p1´ ωkq
k´1ÿ
i“1
ωi “ 1,
so the tuple y1 “ pW,φω1, . . . , φωk´1, S1, . . . , Sk´1q is a pk ´ 1q-SMM.
Let a1 P arg maxaPC costpa, y1q. Hence,
e´r ď e´costpa1,yq “
kÿ
i“1
ωi expp´Wdist2pa1, Siqq
ď ωk `
k´1ÿ
i“1
ωi expp´Wdist2pa1, Siqq,
where the first inequality is by the definition of r “ cost8pC, yq, and the second inequality is since
Wdist2pa1, Skq ě 0. Subtracting ωk from both sides and multiplying by φ, yields
φpe´r ´ ωkq ď
k´1ÿ
i“1
φωi expp´Wdist2pa1, Siqq
“ e´costpa1,y1q “ e´cost8pC,y1q.
Taking the ln of both sides and multiplying by p´1q yields
cost8pC, y1q ď ´ lnpφpe´r ´ ωkqq ď ´ lnpe´r ´ e´zrq
ď ´ lnpe´r ´ e´r`lnp1´expt´εruqq “ ´ lnpe´r ´ e´rp1´ exp t´εruqq
“ ´ lnpexpp´r ´ εrqq “ rp1` εq,
(6.21)
where the second inequality holds by the assumption of Case (ii), and φ ą 1, and the third one since
z “ 1` k
r2
“ 1´ lnp1´ e
´ lnp1{p1´e´k{rqqq
r
“ 1´ lnp1´ e
´εrq
r
,
where the last equality is by the definition of ε in (6.10). Since C is a p1{3q-coreset of pP,Hk,d,dist, ‖¨‖8q,
it is also such a coreset for k ´ 1 subspaces (e.g. by duplicating one of the k subspaces in the query). By
this and the inductive assumption that the lemma holds for k1 “ k ´ 1, C is also an phpk ´ 1q ´ 1q-coreset
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of P for every k ´ 1 SMM y2 that satisfies (6.6). In particular, for y2 “ y1
cost8pP, y1q ď hpk ´ 1qcost8pC, y1q. (6.22)
Therefore,
´ ln
k´1ÿ
i“1
φωi expp´Wdist2px, Siqq “ costpx, y1q ď cost8pP, y1q
ď hpk ´ 1qcost8pC, y1q ď hpk ´ 1qp1` εqr,
(6.23)
where the first inequality is since x P P and second inequality is by (6.22).
For every distribution vector pω1, ¨ ¨ ¨ , ωkq, and every vector z “ pz1, ¨ ¨ ¨ , zkq P r0,8qk whose maxi-
mum is ‖z‖8 “ zk, we have
kÿ
i“1
ωizi “
k´1ÿ
i“1
φωizip1´ ωkq ` ωkzk “
k´1ÿ
i“1
φωizi ` ωkpzk ´
k´1ÿ
i“1
φωiziq
ě
k´1ÿ
i“1
φωizi ` ωkpzk ´ ‖z‖8q (6.24)
“
k´1ÿ
i“1
φωizi, (6.25)
where the first equality holds since φ “ 1{p1 ´ ωkq, (6.24) holds since φpω1, ¨ ¨ ¨ , ωk´1q is a distribution
vector, and (6.25) is by the definition of zk. Taking the ´ ln of both sides in (6.25) yields
´ ln
kÿ
i“1
ωizi ď ´ ln
k´1ÿ
i“1
φωizi. (6.26)
By substituting zi “ expp´Wdist2px, Siqq for every i P rks in (6.26), we obtain
costpx, yq “ ´ ln
kÿ
i“1
ωi expp´Wdist2px, Siqq
ď ´ ln
k´1ÿ
i“1
φωi expp´Wdist2px, Siqq ď hpk ´ 1qp1` εqr “ rhpkq,
(6.27)
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where the last inequality is by (6.23). This proves (6.8) for Case (ii).
Lemma 6.1. yields a coreset for k-SMMs in Yξ. The following Theorem generalize it to k-GMMs,
which aim to minimize maximum (instead of sum) of likelihoods over the input points.
Theorem 6.3 (`8 coreset for log-likelihood). Let D be a finite set of points in Rd, and k ě 1 be an integer.
LetH2d`1,k denote the union over every set of k subspaces inR2d`1. LetP “
 pp | 0, ¨ ¨ ¨ , 0q P R2d`1 | p P D(,
and C be a p1{3q-coreset for pP,Hk,2d`1, dist, ‖¨‖8q.
Then, for every ξ ą 0, S “ tp P D | pp | 0, ¨ ¨ ¨ , 0q P Cu is anOpk{ξ2q-coreset for pD,ϑkp0q, φξ, ‖¨‖8q,
and for pD,ϑkpeξ{p2piqq, L, ‖¨‖8q.
Proof. Let θ be a k-GMM in Rd and ξ ě 0 be a constant. By Lemma 3.1, there is a k-SMM y in Rd such
that
Wdist28pP, Spyqq ě ξ, (6.28)
and
φptpu , θq “ costpx, yq, (6.29)
for every p P D and its corresponding point x “ ppT | 0, ¨ ¨ ¨ , 0qT P P . By summing (6.29) over every
p P D and p P S respectively, we obtain
φξpD, θq “ cost8pP, yq and φξpS, θq “ cost8pC, yq. (6.30)
By Lemma 6.2, C is an Opk{ξ2q-coreset of cost8pP, ¨q for every k-SMM y that satisfies (6.28). Hence,
cost8pP, yq P Opk{ξ2qcost8pC, yq.
Combining this with (6.30) yields
φξpD, θq “ cost8pP, yq P Opk{ξ2qcost8pC, yq “ Opk{ξ2qφξpS, θq.
Since the last equality holds for every k-GMM θ, we conclude that S is the desired coreset for D.
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It is also a coreset for pD,ϑkpeξ{p2piqq, L, ‖¨‖8q by Observation 2.3.
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Chapter 7
VC-Dimension Bound
To compute a coreset using Theorem 4.5 we need to bound both the sensitivity s and the corresponding
dimension of the query space. In this section we bound the dimension. This is based on the following
general result that bounds the VC-dimension on a set via the time it takes to answer a query.
Definition 7.1 (operations). Let P, Y be two sets, and f : PˆY Ñ R be a function that can be evaluated by
an algorithm that gets pp, yq P P ˆ Y and returns fpp, yq after no more than z of the following operations:
1. the exponential function α ÞÑ eα on real numbers,
2. the arithmetic operations `,´,ˆ, and { on real numbers,
3. jumps conditioned on ą,ě,ă,ď,“, and ‰ comparisons of real numbers.
If the z operations include no more than k in which the exponential function is evaluated, then we say that
the function f can be evaluated using z operations that include k exponential operations.
The following is a variant of [10, Theorem 8.14] for our version of VC-dimension’s definition.
Theorem 7.2 (Variant of [10]). Let h : Rd ˆ Rm Ñ t0, 1u be a binary function that can be evaluated
using Opzq operations that include Opkq exponential operations; see Definition 7.1. Then the dimension of
pRd,Rm, hq is Opm2k2 `mkzq.
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Corollary 7.3. Let P Ď Rd, Y 1 Ď Rm and f : P ˆ Y 1 Ñ r0,8q. If, for every p P P and y1 P Y 1 the value
fpp, y1q can be computed in Opzq arithmetic operations that include Opkq exponential operations, then the
dimension of pP, Y 1, fq is Opm2k2 `mkzq.
Proof. It suffices to prove the desired bound on the dimension of pRd,Rm, fq, i.e. assume that Y 1 “ Rm,
since the VC-dimension, as the dimension of pP, Y, fq, is monotonic in the cardinality of the set Y 1 of
queries and set P . Suppose that S is the largest subset S Ď Rd such that
|  rangeS,f py, rq | r P R, y P Rm( | “ 2|S|; (7.1)
see Definition 4.3. We need to upper bound the size of S.
Define h : Rm`1 ˆ Rd Ñ t0, 1u such that hpx, pq “ 0 if and only if there is y1 P Rm and r P R such
that xT “ ppy1qT | rT q and fpp, y1q ď r. We then have for every x “ ppy1qT | rT q in Rm`1,
rangeS,hpx, 0q “ rangeS,hpppy1qT | rT q, 0q “
 
p P S | hpp, ppy1qT | rT qq ď 0(
“  p P S | hpp, ppy1qT | rT qq “ 0( “  p P S | fpp, y1q ď r( “ rangeS,f py1, rq.
Hence,
|  rangeS,hpx, r1q | r1 P R, x P Rm`1( | ď |  rangeS,hpx, 0q | x P Rm`1( |
“ |  rangeS,f py1, rq | r P R, y1 P Rm( | “ 2|S|, (7.2)
where the last equality is by (7.1). Since rangeS,hpx, r1q is a subset of S, and there are at most 2|S| such
subsets, (7.2) implies
|  rangeS,hpx, r1q | r1 P R, x P Rm`1( | “ 2|S|. (7.3)
By Theorem 7.2, dimension of pRd,Rm`1, hq is d1 P Opm2k2 `mkzq. Hence, the size of the largest
subset S Ď Rd that satisfies (7.3) is |S| ď d1.
The following corollary generalizes Theorem 12 in [63] from cost to f , and from semi-spherical Gaus-
sians instead of any Gaussian, using similar approach.
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Corollary 7.4 (Generalization of [Theorem 12). [63]] Let k ě 1 be an integer and pP,wq be a weighted
set such that P Ď Rd is finite. Let ξ ě 0 and f : Rd ˆ ϑkp0q Ñ r0,8q such that
fpp, θq “ φξpp¯, θq
φξppP,wq, θq , (7.4)
if the denominator is positive, and fpp, θq “ 0 otherwise. Then the dimension of pP, ϑkp0q, fq is Opd4k4q.
Proof. Let P “  pp | 0, ¨ ¨ ¨ , 0q P R2d`1 | pT P P(. For every k-SMM y “ pW,ω1, ¨ ¨ ¨ , ωk, S1, ¨ ¨ ¨ , Skq
in Y , and p P P define
costpp, yq “ ´ ln
kÿ
i“1
ωi expp´Wdist2pp, Siqq,
and
gpp, yq “ costpp, yqř
qPP wpqqcostpq, yq
,
if the denominator is positive, and gpp, yq “ 0 otherwise. We first prove that
dimpD,ϑkp0q, fq ď dimpP, Y, gq. (7.5)
Indeed, let S be the largest subset of P , such that
| tS X range | range P rangespP, ϑkp0q, fqu | “ 2|S|. (7.6)
Hence,
2|S| “ | tS X range | range P rangespD,ϑkp0q, fqu |
“ |  rangeS,f pθ, rq | r ě 0, θ P ϑkp0q( |. (7.7)
Let S1 “  ppT | 0q | p P D(, where 0 :“ p0, ¨ ¨ ¨ , 0q P Rd`1. Let θ P ϑkp0q be a k-GMM. By
Lemma 3.1, there is a k-SMM y P Y such that for every p P Rd we have φξptpu , θq “ costpppT | 0q, yq.
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Hence, for every p P S, there is a corresponding point ppT | 0q P S1 such that
fpp, θq “ φξptpu , θqř
qPP wpqqφpq, θq
“ costppp
T | 0q, yqř
qPP wpqqcostppqT | 0q, yq
“ gpppT | 0q, yq.
Here, we assumed φξpp, θq ą 0, otherwise fpp, θq “ 0 “ gpppT | 0q, yq.
In particular, for every r ě 0 the set
rangeS,f pθ, rq “ tp P S | fpp, θq ď ru
has a corresponding distinct set
rangeS1,gpy, rq “
 ppT | 0q P S1 | gpppT | 0q, yq ď r( .
Therefore,
2|S| “ |  rangeS,f pθ, rq | r ě 0, θ P ϑkp0q( | ď |  rangeS1,gpy, rq | r ě 0, y P Y ( |, (7.8)
where the first equality is by (7.7). Since the last expression is a set of subsets from S1, its size is upper
bounded by 2|S1| “ 2|S|. Together with (7.8) we obtain,
2|S1| “ |  rangeS1,gpy, rq | r ě 0, y P Y ( |,
so |S1| ď dimpP, Y, fq by the definition of dimpP, Y, fq. The last inequality proves (7.5) as
2dimpD,ϑkp0q,gq “ 2|S| “ 2|S1| ď 2dimpP,Y,fq,
where the first equality is by the definition of S and dimpP, ϑkp0q, gq.
Next, we bound dimpP, Y, gq. Indeed, the range tp P S | gpp, yq ď ru of pP, Y, gq is the same as the
range tp P P | costpp, yq ď r1u for r1 “ rřqPP wpqqcostpq, yq, so it suffices to bound the dimension of
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pP, Y, costq which has the same dimension if the function costp¨, ¨q is replaced by cost1 “ ecostp¨,¨q, i.e.
dimpP, Y, gq “ dimpP, Y, costq “ dimpP, Y, cost1q. (7.9)
For every y P Y let y1 P Rm denote the concatenation of the parameters W,ω and the orthogonal bases
of S1, ¨ ¨ ¨ , Sk into a single vector of length m “ Opd2kq. The value ecostpp,yq can be evaluated for every
p P P and y1 P Y 1 using t “ Opmq operations. Let P, Y be two sets, and f : P ˆ Y Ñ R be a function that
can be evaluated by an algorithm that gets pp, yq P P ˆ Y and returns
cost1pp, yq “ ecostpp,yq “ ´
kÿ
i“1
ωi expp´Wdist2pp, Siqq
after Opmq operations that include k ` 1 exponential operations; see Definition 7.1.
Applying Corollary 7.3 yields that the dimension of pP, Y 1, cost1q is
dimpP, Y, cost1q P Opd4k4q.
Combining this with (7.9) and (7.5) proves the corollary as
dimpD,ϑkp0q, fq ď dimpP, Y, gq “ dimpP, Y, cost1q P Opd4k4q.
As stated in [36, 63], the lower-bound of Ωpkd2q was established by [5] for the dimension of pP, Y, fq
above. It is an open problem whether this gap can be closed further in the general setting.
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Chapter 8
Coresets for Streaming Data
In the previous sections we bound the sensitivity and dimension of the desired query space pP 1, Y, f, lossq.
However, as stated later in Lemma 9.2, the construction time of the coreset is quadratic in n. This is due to
the computation time of the sensitivity s in Corollary 5.5. To obtain a near-linear time algorithm, we use the
well-known streaming approach that is described in this section. It enables us to compute the coreset only
on small subsets of the input n times. Hence, we use it even if all the input points are given (off-line).
The idea behind the merge-and-reduce tree that is shown in Algorithm 4 is to merge every pair of subsets
and then reduce them by half. The relevant question is what is the smallest size of input that the given
coreset can reduce by half. The log-Lipschitz property below is needed for approximating the cumulative
error during the construction of the tree.
In the following definition ”sequence” is an ordered multi-set.
Definition 8.1 (input stream). Let P be a (possibly infinite, unweighted) set. A stream of points from P is a
procedure whose ith call returns the ith points pi in a sequence pp1, p2, ¨ ¨ ¨ q of points that are contained in
P , for every i ě 1.
Definition 8.2 (halving function). Let ε, δ, r ą 0. A non-decreasing function s : r0,8q Ñ r0,8q is an
pε, δ, rq-halving function of a function size : r0,8q4 Ñ r0,8q if for every integer h ě 1, n “ sphq, and
w1 “ 2hn we have
sizep2n,w1, ε{h, δ{4hq ď n,
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and s is r-log-Lipschitz over rc,8q for some c “ Op1q, i.e., for every ∆, h ě c we have sp∆hq ď ∆rsphq.
Definition 8.3 (mergable coreset scheme). Let pCORESET, size, timeq be an pε, δq-coreset scheme for the
query space pP, Y, cost, lossq, such that the total weight of the coreset and the input is the same, i.e. a call
to CORESETppQ,wq, ε, δq returns a weighted set pC, uq whose overall weight is řpPC uppq “ řpPQwppq.
Let s be an pε, δ, rq-halving function for size. Then the tuple (CORESET, s, timeq is an pε, δ, rq-mergable
coreset scheme for pP, Y, cost, lossq.
Algorithm 4: STREAMINGCORESETpstream, ε, δ,CORESET, sq
Input: An input stream of points from a set P ,
an error parameter ε P p0, 1{2q, probability of success δ P p0, 1{2q, and
Required: An algorithm CORESET and s : r0,8q Ñ r0,8q such that pCORESET, s, timeq is a
mergable coreset scheme for pP, Y, cost, lossq.
Output: A sequence C 11, C 12, ¨ ¨ ¨ of coresets that satisfies Theorem 8.4.
1 for every integer h from 1 to8 do
2 Set Si :“ H for every integer i ě 0
3 Th´1 Ð Sh´1
4 for 2h´1 ¨ sphq iterations do
5 Read the next point p in stream and add it to S0
6 if |S0| “ sphq then
7 i :“ 0; S :“ H
8 while Si ‰ H do
9 S :“ CORESET `S Y Si, εh , δ4h ˘
10 Si :“ H
11 i :“ i` 1
12 Si :“ S
13 C 1n :“ CORESET
´´Ťh´1
i“0 Ti
¯
Y
´Ťh
i“0 Si
¯
, ε, δ
¯
14 Output C 1n
The following theorem states a reduction from off-line coreset construction to a coreset that is maintained
during streaming. The required memory and update time depends only logarithmically in the number n of
points seen so far in the stream. It also depends on the halving function that corresponds to the coreset via
sp¨q.
The theorem below holds for a specific nwith probability at least 1´δ. However, by the union bound we
can replace δ by, say, δ{n2 and obtain, with high probability, a coreset C 1n for each of the n point insertions,
simultaneously.
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(a) Construct a coreset S0 of size
|S0| “ m{2 from the first m points
in the stream.
(b) Read the next m points, merge
their coreset with S0 to obtain S1.
(c) Read the next m points, con-
struct a coreset S0 of size |S0| “
m{2.
(d) Read the next m points, merge
their coreset with S0 then with S1
to obtain S2.
(e) Read the next m points, con-
struct a coreset S0 of size |S0| “
m{2.
(f) Read the next m points, merge
their coreset with S0 to obtain S1.
(g) Read the next m points, con-
struct a coreset S0 of size |S0| “
m{2.
(h) Read the next m points, merged
their coreset with S0 then with S1
then with S2 to obtain S3.
Figure 8.1: Illustration of Algorithm 4. Let P be a set ofm points, error parameter ε P p0, 12q and probability
of success δ P p0, 12q. Assume a coreset function fpP, ε, δq returns a coreset of size 12m with ε error
parameter and δ probability of success. This figure shows an algorithm for n “ 8m streaming points. The
algorithm maintains a binary tree, where each new n points are added to the tree as a leaf. Every two nodes
with the same level are merged using the coreset function f to a node in next level. Hence, each level has
maximum of one node, and a total of Oplog nmq nodes.
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Figure 8.2: Using coreset function on a corest increase the error. Therefore when building the tree, instead of
using input ε, we use a scaled down ε with respect to the tree hight. However, when stream size is unknown
(or8) the tree height is also unknown. So, we use several trees with height between 1 and8. Here we can
see five tress, where for each tree we store only the coreset at the head.
Theorem 8.4 (generalization of [40]). Let pCORESET, s, timeq be an pε, δq-mergable coreset scheme for
pP, Y, cost, lossq and s be its pε, δ, rq-halving function of size r ě 1 is constant, and ε, δ P p0, 1{2q.
Let stream be a stream of points from P . Let C 1n be the nth output weighted set of a call to
STREAMINGCORESETpstream, ε{6, δ{6,CORESET, sq; see Algorithm 4. Then, with probability at least 1´δ,
(i) (Correctness) C 1n is an ε-coreset of pPn, Y, cost, lossq, where Pn is the first n points in stream.
(ii) (Size) |Cn| P sizepspcq, n, ε, δq for some constant c ě 1.
(iii) (Memory) there are at most b “ spcq ¨Oplogr`1 nq points in memory during the computation of C 1n.
(iv) (Update time) C 1n is outputted in additional t P Oplog nq ¨ timepb, n, εOplognq , δnOp1q q time after C 1n´1.
(v) (Overall time) C 1n is computed in nt time.
Proof. We prove that for a call to STREAMINGCORESETpstream, ε, δ,CORESETq, the theorem holds if we
replace ε with 6ε in properties piq to pvq, and δ with 6δ. This would prove the theorem for a call to
STREAMINGCORESETpstream, ε{6, δ{6,CORESETq.
Let h ě 1, and let Ph denote the set of points that are read from stream during the hth ”for” iteration
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in Line 1. We consider the values of h, Si, and Th during the time that C 1n was outputted, after reading the
first n points from the stream. We define sphq as in Definition 8.2.
The set Ph can be partitioned into equal consecutive 2h´1 “ |Ph|{sphq subsets Ph,1, Ph,2, ¨ ¨ ¨ , Ph,m,
each of size sphq by Line 4. We now recursively define a binary complete and full tree that corresponds to
Ph whose height is h levels, where each of its nodes corresponds to an pε{hq-coreset S that is computed,
with probability at least 1´ δ{4h, in Line 9; see Fig. 8.1. The jth leftmost leaf of the tree for Ph, for every
j P r2h´1s, is the pε{hq-coreset of Ph,j . An inner node in the ith level corresponds to the pε{hq-coreset of
the union Si of coresets that correspond to its pair of children and their corresponding input points. Hence,
the root of this tree corresponds to the coreset Sh “ Th of Ph; see Line 3.
The input to each coreset construction call is therefore the union C1 Y C2 of a pair of weighted sets.
In the leaves, each coreset has size of at most sphq{2 points, due to the definition of the halving function,
so the input to the second level is of size |C1 Y C2| ď sphq points. The sum of weights in C1 Y C2
equals to the number of input points they represent, by Definition 8.3 of a mergeable coreset, and it is
at most W “ |Ph| “ 2h´1sphq. The output coreset has therefore size at most sphq ´ 1 or sphq{2, if
|C1YC2| ď sphq ´ 1 or |C1YC2| “ sphq, respectively. Similarly, in the higher levels, the input is a union
of coresets, each of size at most sphq ´ 1, which is also an upper bound on the size of the output coreset.
The probability that a coreset call fails during the construction of a coreset for the tree of Th in Line 9 is
δ{4h, and the number of such calls is the number 2h ´ 1 of nodes in this tree. Using the union bound, one
of these constructions will fail with probability at most
δ
4h
¨ p2h ´ 1q ă δ
2h
ď 2δ
h2
.
The probability that one of the coreset during the construction of all the trees in the stream would fail is thus
by the union bound,
8ÿ
h“1
2δ
h2
“ 2δ
8ÿ
h“1
1
h2
ď 4δ. (8.1)
Suppose that all the coreset constructions in Line 9 indeed succeed (which happens with probability at
least 1´ 4δ). In particular, the input to CORESET in Line 13 is a union of coresets. The construction of C 1n
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in Line refforh12 would fail with probability at most δ, and thus C 1n is an ε-coreset with probability at least
1´ 5δ ě 1´ 6δ.
The required memory for storing the Ophq coresets S0, ¨ ¨ ¨ , Sh during the construction of Th and the
previous trees T1, ¨ ¨ ¨ , Th´1, each of size at most sphq is
Ophq ¨ sphq P Ophr`1qspcq (8.2)
since sphq “ spph{cqcq ď ph{cqrspcq ď hrspcq is r-log-Lipschitz for a sufficiently large constant c ě 1
and h ě c2, by Definition 8.2. We now prove h “ Oplog nq.
We have
sphq ď 2r´1psp|h´ 1|q ` sp|1´ 0|qq ď 2rsph´ 1q, (8.3)
where the first inequality follows from the fact that s is r-log-Lipschitz (see [21, Lemma 6.3]), and the
second inequality holds since such a function is non-decreasing by definition, so sp1q ď sph´ 1q. Hence,
|Ph| “ 2h´1sphq ď 2h´1 ¨ 2r ¨ sph´ 1q “ 2r`1 ¨ 2h´2sph´ 1q “ 2r`1|Ph´1|, (8.4)
where the first equality is by Line 4, and the inequality is by (8.3). The value of h is then bounded by
h “ log2
ˆ |Ph|
sphq
˙
` 1 ď log2
ˆ
2r`1|Ph´1|
sphq
˙
` 1
ď log2
ˆ
2r`1n
sphq
˙
` 1 ď log2
`
2r`1n
˘` 1 ď pr ` 1q ` log2 n` 1 P Oplog nq, (8.5)
where the first equality is since |Ph| “ 2h´1sphq, and the first inequality is by (8.4).
Plugging (8.5) in (8.2) yields an overall memory as in Claim (iii)
Ophq ¨ sphq P Ophr`1qspcq Ď Oplog nqr`1spcq “ Oplog nqspcq.
The multiplicative approximation error in the coreset for the nodes of the tree Th increases by a multi-
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plicative factor of p1` ε{hq in each level of the tree Th, by Line 9. We have
ε ď 2ε
1` 2ε ď lnp1` 2εq (8.6)
where the first inequality holds since x´1x ď lnx for x ą 0, and the last inequality holds by the assumption
ε ă 1{2. Hence, ´
1` ε
h
¯h “ ˆ´1` ε
h
¯h{ε˙ε ď eε ď 1` 2ε,
where the last inequality is by (8.6). so the coreset Th “ Sh that corresponds to the root is a p2εq-coreset for
Ph. Hence,
Ťh´1
i“0 Ti is a p2εq-coreset for
Ťh´1
i“0 Pi. Similarly,
Ťh
i“0 Si is a p2εq-coreset for the points that
were read from Ph. Hence, in Line 13, C 1n is an ε-coreset of a union of p2εq-coresets, which implies that C 1n
is a p4εq-coreset, as p1` 2εqp1` εq ď p1` 4εq where in the last inequality we use the assumption ε ď 1{2.
This proves Claim (i).
Update time. In the worst case, the ”while” loop in Line 8 is executed for all the h levels of Th. In this
case, we construct Ophq coresets, each for input of at most sphq points whose overall weight is at most
n, in overall Ophq ¨ timepsphq, n, εh , δ4h q time. In Line 13 we compute a coreset for the union of Ophq
coresets, each of size at most sphq, which represents n input points, so their overall size is Ophqsphq and
their construction time is time pOphqsphq, n, ε, δq. Substituting in the last expression, h P Oplog nq and
Ophq “ Ophr`1qspcq by (8.5) and (8.2), respectively, yields the update time in Clam (iv), as
Ophqtime
ˆ
sphq, n, ε
h
,
δ
4h
˙
` pOphqsphq, ε, δq Ď Ophqtime
ˆ
Ophqsphq, n, ε
h
,
δ{4h
4hsphq
˙
Ď Oplog nqtime
ˆ
spcq logr`1 n, n, ε
Oplogpnqq ,
δ
nOp1q
˙
.
The overall running time for computing C 1n is obtained by multiplying the update time per point in the
previous paragraph by n updates, which proves Claim (v).
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8.1 Halving Calculus
If we have a coreset of size mpε, δq that is independent of the total weight of the or number of input points,
for every input set P , then sizepn, ¨, ε{h, δ{hq ď n for n “ sphq if sphq “ mpε{h, δ{hq. Otherwise the
analysis is a bit more involved. In this case we need to solve equations such as logpnq “ n{2 for computing
the halving function. There is no close solution for such equations but the solution can be represented by
the following function which can be computed in a very high precision (a bit for every iteration) using e.g.
Newton-Raphson method [22].
Lemma 8.5 (LambertW function [15]). There is a unique monotonic decreasing functionW´1 : r´1{e, 0s Ñ
r´1,´8q that satisfies
x “W´1pxqeW´1pxq,
for every x P r´1{e, 0s. It is called the lower branch of the Lambert W function.
The following lemma would be useful to compute the halving function of coresets whose size depend
on n, as in this thesis.
Lemma 8.6. For every c ě 1 and ε P p0, 1{ecs, if
n ě
ˆ
4
ε
ln
4
ε
˙c
, (8.7)
then
n ě
ˆ
lnn
cε
˙c
. (8.8)
Equality holds for n “ e´cW´1p´εq.
Proof. We denote the Lambert W function by w instead ofW´1 for simplicity. Multiplying (8.8) by pcεqc{n
yields that we need to prove pcεqc ě plnc nq{n. The right hand side is a non-increasing monotonic function
in the range n ě 2ec lnp2ecq ě ec, as the enumerator of its derivation is
plnc nq1n´ lncpnq “ pc lnc´1 nq ¨ plnnq1n´ lnc n “ lnc´1 npc´ lnnq ď 0.
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By letting x “ e´cwp´εq, it thus suffices to prove that (i) pcεqc “ lncpxq{x, and (ii) n ě x.
Proof of (i): Taking ´p1{cq ln of both sides in x “ e´cwp´εq yields ´ lnpxq{c “ wp´εq. Hence,
cε “ ´cp´εq “ ´c ¨ wp´εqewp´εq “ lnpxqe´ lnpxq{c “ lnpxq
x1{c
,
where the first equality is by the definition of wp´εq. Taking the power of c proves (i).
Proof of (ii): By (8.7), to prove n ě x it suffices to prove
ˆ
4
ε
ln
4
ε
˙c
ě x. (8.9)
Let a “ ε{2 and
b “ ln
ˆ
1
a
ln
1
a2
˙
.
By the assumption ε ď 1{ec ď 1{e, we have
b “ ln
ˆ
2
ε
ln
4
ε2
˙
ě lnp2 lnp4qq ě lnp2eq ě 1. (8.10)
Hence,
´a ď ´a ¨ ln
`
1
a ln
1
a2
˘
ln 1
a2
“ ´ ln
ˆ
1
a
ln
1
a2
˙
¨ a
ln 1
a2
“ p´bq ¨ e´b “ w´1p´bq, (8.11)
where the inequality holds since 1{a ě lnp1{a2q for 1{a “ 2{ε ě 1, and the last equality holds by letting
y “ w´1p´bq so that wpyq “ ´b and y “ wpyqewpyq by the definition of w. Since w is monotonic
decreasing we have by (8.11) that
wp´aq ě wpw´1p´bqq “ ´b. (8.12)
This proves (8.9) as
x “ e´cwp´aq ď ecb “
ˆ
2
a
ln
1
a
˙c
ď
ˆ
4
ε
ln
4
ε
˙c
,
where the first inequality is by (8.12).
63
Corollary 8.7. Let ε, δ ą 0, and u : r0,8q Ñ p1,8q such that up¨q is r-log Lipschitz function for some
r ě 1. Let c ě 1 and size : r0,8q4 Ñ r0,8q be a function such that
sizep2n,w, ε{h, δ{4hq ď
ˆ
uphq lnpwq
hc
˙c
(8.13)
for every h, n,w ě 1. Let overloading of s : r0,8q Ñ r0,8q be a function such that
sphq ě `4uphq lnp4uphqq˘c (8.14)
for every h ě 1. Then s is an pε, δ, 2crq-halving function of the function size; see Definition 8.2.
Proof. Let h ě 1, n “ sphq, and w “ 2hn. Then s is a halving function of size as
sizep2n,w, ε{h, δ{4hq ď
ˆ
uphq lnpwq
hc
˙c
(8.15)
“
ˆ
uphq lnp2hnq
hc
˙c
(8.16)
ď
ˆ
uphq lnpnq
c
˙c
ď n, (8.17)
where (8.15) is by (8.13), (8.16) is by the definition of w, (8.17) is since 2 ď 4u ď sphq “ n by the
definition of s, and the last inequality holds by replacing ε with 1{uphq in Lemma 8.6.
If gpxq “ px lnxqc, then for every x, b ě e ą 2
gpbxq “ pbxqcplnpbq ` lnxqc ď pbxqcplnpbq lnxqc “ px lnxqcpb ln bqc
ď b2cpx lnxqc “ b2cgpxq, (8.18)
where the first inequality holds since pa ` yq ď 2y ď ay for every y ě a ě 2, and (8.18) holds since
ln b ď b. Since sphq “ gpuphqq, for every ∆ ě e we have
sp∆hq “ gpup∆hqq ď gp∆ruphqq ď ∆2crgpuphqq “ ∆2crsphq,
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where the first inequality holds since u is r-log-Lipschitz and the second holds by substituting b “ ∆r
in (8.18). Jointly with (8.17) we obtain that s is pε, δ, 2crq-halving function of size.
Algorithm 5: k-GMM-CORESETpP 1, k, ε, δq
Input: A weighted set P 1 “ pP,wq of points in Rd, k P NX r1, infs number clusters, an approximation error ε ą 0 and a probability δ of failure
Output: ε-coreset pC, uq for k-GMMs of P , with probability at least 1´ δ; see Theorem 9.3.
1 `8 :“ `8-CORESETpP, k, εq // See Algorithm 6
2 s :“WSENSITIVITY`inf -CORESETpP 1, ε, δ, `8q // See Algorithm 3
3 t “:“ řpPP sppq
4 d1 “ k4d3
5 m :“ fpε, δ, d1, tq
6 pC, uq :“ CORESETpP,w, s,mq // See Algorithm 1
7 Return pC, uq
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Chapter 9
Wrapping All Together
In this section we use the previous chapter to give an example coreset for any k-GMM. First we suggest an
inefficient construction (quadratic running time in n). Then we use it in the streaming setting to obtain time
that is near-linear in n.
Algorithm 6: `8-PROJ-CLUSTERING-CORESETSUBSPACE-CORESETpP, k, εq
Input: A finite set P Ď t´M,´M ` 1, ¨ ¨ ¨ ,Mud for some integer M ě 1,
an integer k ě 1, and an approximation error ε P p0, 1q.
Required: An algorithm SUBSPACE-CORESETpP, εq that returns an ε-coreset for pP,Hd,k,dist, ‖¨‖8q.
Output: An ε-coreset C Ď P for pP,Hd,k,dist, ‖¨‖8q; see Theorem 9.1.
1 if k “ 1 then
2 return SUBSPACE-CORESETpP, εq
3 C :“ `8-PROJ-CLUSTERING-CORESETpP, k ´ 1, εq
4 for every v0 P C do
5 P rv0s :“ P
6 Crv0s :“ RECURSIVEpP rv0s, k, ε, tv0uq
7 C :“ C Y Crv0s
8 return C
9.1 Inefficient off-line construction
Michael Edwards and Kasturi R. Varadaraja [30] suggested a coreset for the projective clustering problem
where the fitting cost is the maximum distance over every input point to its closest subspace in the query.
It was also proven in [30, 49] that no such coreset of size sub-linear in n exists, unless we assume that the
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Algorithm 7: RECURSIONpP, k, ε, V q
Input: A finite set P Ď t´M,´M ` 1, ¨ ¨ ¨ ,Mud for some integer M ě 1,
an integer k ě 1, an approximation error ε P p0, 1s, and a set V “ tv0, ¨ ¨ ¨ , vtu Ď P .
Output: A set C Ď P that is returned to the caller, Algorithm 6.
1 C :“ H; Artv0us “ tv0u
2 if t ě 1 then
3 for i :“ 1 to t do
4 Artv0, ¨ ¨ ¨ , vius :“
!ři
h“0 αhvh |
ři
b“0 αb “ 1
)
// The affine i-subspace that passes through v0, ¨ ¨ ¨ , vi.
5 Set pipvi, Artv0, ¨ ¨ ¨ , vi´1usq P arg minxPArtv0,¨¨¨ ,vi´1us ‖vi ´ x‖2
// The projection (closest point) of vi onto Artv0, ¨ ¨ ¨ , vi´1us
6 ui :“ vi ´ pipvi, Artv0, ¨ ¨ ¨ , vi´1usq
// The vector from vi to its projection on Artv0, ¨ ¨ ¨ , vi´1us
7 RrV s :“ tv0 ` a1u1 ` ¨ ¨ ¨ ` atut | ai P r´1, 1s, i P rtsu // A t-dimensional
rectangle centered at v0 whose ith side length is 2 ‖ui‖.
8 rrV s :“ ta1u1 ` ¨ ¨ ¨ ` atut | ai P r´ε, εs, i P rtsu
// A t-dimensional rectangle whose ith side length is 2ε ‖ui‖
9 RrV s Ð A partition of RrV s into 1εt translated copies of rrV s
10 for each rectangle R P RrV s do
11 CRrV s :“ `8-PROJ-CLUSTERING-CORESETpP XR, k ´ 1, εq
// see Algorithm 6.
12 C :“ C Y CRrV s
13 if t ď d´ 1 then
14 B0rV s :“ P XArV s
15 c :“ 1{d3pd`1q{2
16 for j :“ 1 to 8d log2M ` log2p1{cq do
17 BjrV s :“
!
p P P | 2j´1c{Md`1 ď distpp,ArV sq ă 2jc{Md`1
)
// distpp,ArV sq is the distance from p to ArV s.
18 KjrV s :“ `8-PROJ-CLUSTERING-CORESETpBjrV s, k ´ 1, εq
19 C :“ C YKjrV s
20 for every vt`1 P KjrV s do
21 V 1 :“ V Y tvt`1u // V 1 “ tv0, ¨ ¨ ¨ , vt`1u
22 P rV 1s :“ Ťji“0BirV s
23 CrV 1s :“ RECURSIONpP rV 1s, k ´ 1, ε, V 1q
24 C :“ C Y CrV 1s
25 return C
67
(a) Compte a coreset (in red) for
pk ´ 1q hyperplane queries recur-
sively.
(b) For each coreset point v0, par-
tition the input into exponential in-
creasing balls around v0. Compute
a coreset for k ´ 1 hyperplanes in
each ring.
(c) For each point v1 in the last
coreset, run the remaining steps
while ignoring points in balls that
enclose v1.
(d) Partition the segment between
v0 and v1 into Op1{εq intervals.
Compute a k ´ 1 coreset for each
interval.
(e) Split the data into strips using
exponential growing parallel strips
around the line between v0 and v1.
Compute k ´ 1 coreset for each
such strip.
(f) For each point v2 in the third
coreset, consider only points in the
strips up to the one that contains
v2.
(g) Compute the projection of v2
onto the segment between v0 and
v1.
(h) The segment and the projection
of v2 on it form a rectangle that
contains all the points (after scal-
ing by a factor of 2).
(i) Split the rectangle into small
scaled Op1{εdq rectangles of the
same shape. Compute a pk ´ 1q-
coreset for each rectangle.
Figure 9.1: Step by step visualization of Algorithm 6. We inductively assume that coreset for approximating
k ´ 1 hyperplanes is given. The resulting coreset for k hyperplanes is the union of k ´ 1-coresets that are
constructed here.
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input can be scaled to be on a grid of integers. The suggested coreset size then depends poly-logarithmically
on the size of this grid. This assumption is usually reasonable in practice, as, unlike the theoretical RAM
model, every coordinate is stored in memory using a small number of bits (e.g. 16 or 32 bits). The original
result is for any ε1 P p0, 1q but due to its usage in Theorem 5.5, ε1 “ 1{3 or any other constant – suffices.
The impact on the total sensitivity and thus the overall coreset size would be a factor of p1 ` ε1q, but the
multiplicative approximation error would still be ε P p0, 1q.
Theorem 9.1 (Projective Clustering[30] ). Let M ě 2 and k ě 1 be a pair of integers. Let gpd, kq be a
number that depends only on d and k, and can be computed from the proof. Let P Ď R, and C Ď P be
the output of a call to `8-PROJ-CLUSTERING-CORESET; see Algorithm 6. Then C is a p1{3q-coreset for
pP,Hk,d, dist, ‖¨‖8q of size plogMqgpd,kq. Moreover C can be computed in n ¨ plogMqOp1q¨gpd,kq time.
The following lemma states our main application which is an ε-coreset that approximates the sum ‖¨‖1
of fitting error φξ for any k-GMM and an arbitrary small constant γ ą 0. Using Observation 2.3, it is also
a corest for the likelihood LpP, θq of any k-GMM whose smallest eigenvalues is at least 0.160754` ξ, say,
0.161. The running time is quadratic in n but would be reduced to linear in Section 8 by applying it only on
small weighted subsets of D. This is also the reason why the lemma is stated for weighted input.
Lemma 9.2. Let M ě 2 and D1 “ pD,wq be a weighted set such that D Ď t´M,´M ` 1, ¨ ¨ ¨ ,Mud. Let
gpd, kq be a number that depends only on d and k, as defined in Theorem 9.1. Let ε, δ P p0, 1{10q, ξ ą 0
be an arbitrarily small constant, and pC, uq be the output of a call to K-GMM-CORESETpD1, k, ε, δq; see
Algorithm 5.
Then, with probability at least 1´δ, pC, uq is an ε-coreset for
´
D1, ϑk
´
eξ
2pi
¯
, L, ‖¨‖1
¯
and for pD1, ϑkp0q, φξ, ‖¨‖1q,
where
|C| ď plogMqgpd,kq ¨ log
2wpD1q
ε2
log
ˆ
1
δ
˙
,
its computation time is
Opn2q ¨ plogMqgpd,kq,
and
ř
pPC uppq “
ř
pPD wppq.
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Proof. Let pD,wq be a positively weighted set of n points in t´M, . . . ,Mud, and
P “
!
ppT | 0, ¨ ¨ ¨ , 0qT P R2d`1 | p P D
)
.
By substituting C :“ S in Theorem 9.1, a p1{3q-coreset S1 for pP,H2d`1,k,dist, ‖¨‖8q of size |S1| P
plogMqgpd,kq can be computed in time n ¨ |S1|Op1q. By Theorem 6.3, S “ tp P D | pp | 0q P S1u is
an Opk{ξ2q-coreset for pD,ϑkp0q, φξ, ‖¨‖8q. Hence, p`8-CORESET, size, timeq is a coreset scheme for
pD,ϑkp0q, φξ, ‖¨‖8q where ε1 “ Opk{ξ2q, sizep¨, ¨, ε1, ¨q “ |S| “ |S1| and timepn, ¨, ε1, ¨q P n ¨ |S1|Op1q.
Substituting P :“ D, ε “ ε1, δ “ 0, cost :“ φξ, and Y “ ϑkp0q in Theorem 5.5 yields that we can
compute a sensitivity bound s : D Ñ r0,8q for pD1, ϑkp0q, φξq, whose total sensitivity is
t “
ÿ
pPD
sppq P sizepn, n, ε1, 0q ¨O
ˆ
log
wpD1q
ε1
˙
Ď |S1| ¨O `logwpD1q˘ “ plogMqOp1q ¨O `logwpD1q˘ ,
in time n ¨ |S|Op1q.
By Corollary 7.4, the dimension of pD,ϑkp0q, fq is d1 P Opd4k4q where f is defined there in (7.4).
Plugging s in Corollary 5.6 and choosing ε, δ P p0, 1q yields that an ε-coreset pC, uq for pD1, ϑkp0q, φξ, ‖¨‖1q
of size
|C| P Op1q ¨ pt` 1q
ε2
ˆ
d1 logpt` 1q ` log
ˆ
1
δ
˙˙
“ Op1q ¨ pt` 1q
ε2
ˆ
d4k4 logpt` 1q ` log
ˆ
1
δ
˙˙
Ď Op1q ¨
ˆ
t
ε
˙2
log
ˆ
1
δ
˙
can be computed in Opnq ¨ n ¨ |S|Op1q “ Opn2q ¨ plogMqgpd,kq time, with probability at least 1´ δ.
By Observation 2.3, pC, uq is also an ε-coreset of pD1, ϑkpe ξ2pi q, L, ‖¨‖1q.
Theorem 9.3. Let M ě 2 be an integer, and stream be a stream of points from t´M,´M ` 1, ¨ ¨ ¨ ,Mud.
Let ε, δ P p0, 1q, and for every h ě 1 let
sphq “ h
ε2
log
h
ε
¨ log2
ˆ
1
δ
˙
log2gpd,kqM, (9.1)
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where gpd, kq is a function that depends only on d and k as defined in Theorem 9.1. Let
k-GMM-CORESET be defined as in Algorithm 5, and C 11, C 12, ¨ ¨ ¨ be the output of a call to
STREAMINGCORESETpstream, ε6 , δ6 , k-GMM-CORESET, sq; see Algorithm 1. Then, with probability at least
1´ δ, the following hold.
For every integer n ě 1:
(i) (Correctness) C 1n is an ε-coreset of
´
Dn, ϑk
´
eξ
2pi
¯
, L, ‖¨‖1
¯
and for pDn, ϑkp0q, φξ, ‖¨‖1q, where Dn
is the first n points in stream, and ξ ą 0 is an arbitrarily small constant.
(ii) (Size)
|Cn| P plogMqgpd,kq ¨ log
2 n
ε2
log
ˆ
1
δ
˙
.
(iii) (Memory) there are
b P 1
ε2
log
1
ε
¨ log2
ˆ
1
δ
˙
logOp1qpnq log2gpd,kqM
points in memory during the streaming.
(iv) (Update time) C 1n is outputted in additional t P Opb2q ¨ plogMqgpd,kq time after C 1n´1.
(v) (Overall time) C 1n is computed in nt time.
Proof. Let h,w1 ě 1 and n “ sphq. SubstitutingD1 “ Dn in Lemma 9.2 yields, pk-GMM-CORESET, size, timeq
is an pε, δq-coreset scheme for pDn, ϑkp0q, φξ, ‖¨‖1q, where
sizepn,w1, ε, δq ď plogMqgpd,kq ¨
ˆ
logpw1q
ε
˙2
log
ˆ
1
δ
˙
, (9.2)
and
timepn,w1, ε, δq P Opn2q ¨ plogMqgpd,kq.
Let h ě 1, and
uphq “
ˆ
logMgpd,kq ¨ 4h
5
ε2
¨ log
ˆ
4
δ
˙˙1{2
. (9.3)
71
Hence,
sizep2n,w1, ε{h, δ{4hq ď plogMqgpd,kq ¨
ˆ
h logpw1q
ε
˙2
log
ˆ
4h
δ
˙
ď
ˆ
uphq logpw1q
4h
˙2
,
where the first inequality is by (9.2). Since u is p5{2q-log-Lipschitz, and
sphq ě 10u3phq ě p4uphq ln 4uphqq2,
by (9.1) and (9.3), substituting r “ p5{2q and c “ 2 in Corollary 8.7 yields that s is pε, δ, 15q-halving of
size. Substituting
sp24q P
ˆ
loggpd,kqM log
ˆ
1
δ
˙˙2
¨ 1
ε2
log
1
ε
,
and
timepb, n, ε
Oplog nq ,
δ
nOp1q
q P Opb2q ¨ plogMqgpd,kq
in Theorem 8.4 then proves Theorem 9.3 for the query space pDn, ϑkp0q, φξ, ‖¨‖1q.
Substituting P :“ Dn in Observation 2.3, proves the theorem also for
´
Dn, ϑk
´
eξ
2pi
¯
, L, ‖¨‖1
¯
.
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Chapter 10
Experimental Results
We implemented our main coreset construction and its subroutines into a Python library called CoreGMM [59].
In this section we provide preliminary evaluations of our implementations for several public real-world
databases. All our experimental results are reproducible and the scripts that generated them can be found
in the library. While our experiments are preliminary for demonstration only, we publish CoreGMM as
open code to help future research of the community that may use the code for other ML/DL problems or
improve the results in future papers. In the next sections we describe our experiments and evaluations for
effectiveness of using coresets of different sizes for training mixture models.
From theory to practice. As common in the coreset literature and theoretical computer science in general,
the worst-case bounds, the VC-dimension and the Op¨q notation are extremely pessimistic compared to
practical experiments. E.g., because the analysis is not tight and since there is usually some structure in the
data unlike the worst input. To this end, our implementation does not contain parameters such as ε or δ, and
there is no assumption on the input data (e.g. that it is contained in a grid). Instead, the input is the desired
size of sample (coreset size), and the output is a coreset of this size. The coreset is computed based on the
distribution that is defined by our algorithms. See for example the input m to Algorithm 1 which hides ε
and δ that appears only in the analysis of Theorem 4.5. We then run existing heuristics on our coreset and
comapre the results to uniform sampling and existing state of the art for coresets of the same size.
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10.1 Input Datasets
Our experiments were applied on the following three public real-world datasets from [36, 63].
CSN cell phone accelerometer data. As explained in [36], smart phones with accelerometers are being
used by the Community Seismic Network (CSN) as inexpensive seismometers for earthquake detection.
7GB of acceleration data were recorded from volunteers while carrying and operating their phone in normal
conditions (walking, talking, on desk, etc.) [32]. As done in [36], from this data, 17-dimensional feature
vectors were computed (containing frequency information, moments, etc.). The goal is to train GMMs based
on normal data, which then can be used to perform anomaly detection to detect possible seismic activity.
Motivated by the limited storage on smart phones.
MNIST handwritten digits. The MNIST dataset contains 60,000 grayscale images of handwritten digits.
As in [60], we normalize each component of the data to have zero mean and unit variance, and then reduce
each 784-pixel (28x28) image using PCA.
Higgs high-energy physics. This databset contains 11,000,000 instances describing signal processes which
produce Higgs bosons and background processes which do not [13].
10.2 The Experiment
We trained a GMM Gorg using each dataset T with a common python library (Pomegranate), and computed
the negative log-likelihood `pGorg, T q. We used the entire data set several times to train a target GMMGtrg,
and computed the average log-likelihood `pGtrg, T q of T usingGtrg. The idea behind it was that our coreset
upper bound is to describe the dataset as Gtrg (which was trained with full dataset). Therefore, we define
the optimal log-likelihood as `opt :“ |`pGorg, T q ´ `pGtrg, T q|.
We compared our algorithm, the algorithm from [63] and uniform sample to construct coresets with
different sizes in the range between 20 and 5000. We tested each coreset C several time to train a GMM
GC , and computed the coreset average log-likelihood `pGC , T q of T using GC . We define the error log-
likelihood of each coreset to be |`opt ´ `pGC , T q|.
We evaluate coresets on, CSN, a dataset of n “ 40, 000 feature vectors (d “ 17) using the parameter
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k “ 6, As for Higgs Dataset, we fitted GMMs with d “ 150 components and k “ 15. We reproduced [63]
experiment with a scaled down training size (n “ 100, 000). From MNIST dataset, we used only the top
d “ 100 principal components as a feature vector. Using all n “ 60000 we produce coresets and uniformly
sampled subsets of sizes between 20 and 5000, using k “ 10 and fit GMMs using EM.
10.3 Results
As shown in Fig. 10.1, for all the three databases, and for every fixed sample size, our coresets introduce
smaller approximation errors and obtain significant speedups with respect to solving the problem on the full
data set. The coreset construction time was similar to [63] for every dataset and coreset size.
For a coreset of size 20 (first point in 10.1 ), the approximation error using CSN dataset was 10 times
smaller then [63] and 40 times smaller then uniform sampling, and using MNIST [63] coreset approximation
error was twice then our approximated error. For some coreset sizes on Higgs dataset, our approximation
error was 3 times smaller then [63].
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Figure 10.1: Results are presented for three reconstructed experiments on three real datasets, two from [36]
and a third from [63]. We trained a GMM Gorg using each dataset T with a common python library
(Pomegranate), and computed the log-likelihood `pGorg, T q. We used the entire data set several times to
train a target GMM Gtrg, and computed the average log-likelihood `pGtrg, T q of T using Gtrg. The idea
behind it was that our coreset upper bound is to describe the dataset as Gtrg (which was trained with full
dataset). Therefore, we define the optimal log-likelihood as `opt :“ |`pGorg, T q ´ `pGtrg, T q|. We used our
algorithm, [63] algorithm and uniform sample to create coresets with different sizes between 20 and 5000.
We used each coreset C several time to train a GMM GC , and computed the coreset average log-likelihood
`pGC , T q of T using GC . We define the error log-likelihood of each coreset to be |`opt ´ `pGC , T q|. As
presented here, for all three databases, for every fixed sample size, our coresets enjoy smaller approximation
errors and obtain significant speedups with respect to solving the problem on the full data set.
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Chapter 11
Conclusion and Open Problems
Most of the papers that are related to coresets suggest a coreset that is tailored to a very specific loss function
and family of models. In the recent years, there is an effort to replace the approach of ”paper after paper” to
a generic algorithm and frameworks that can be used compute coresets for a large family of problems. This
is also the case in this paper.
We provided algorithms that compute, with high probability (exponential in the coreset’s size), an ε-
coresets for the family of mixtures of k Gaussian models. The cost (fitting error) function is over non-
negative log-likelihood (with a lower bound on their smallest eigenvalue), φ function (for every mixture of
k-Gaussians). Similarly, we proved the first coresets for maximum over these cost functions. The coreset
can be maintained for streaming, distributed and dynamic input data using existing techniques. The key
idea is a reduction for coresets that approximate every set of k subspaces, known as the projective clustering
problem, which is a well known problem with many related coresets in the community of computational
geometry and machine learning.
Limitations. Our coreset has size exponential in both d and k for the general case of arbitrarily ratio
between the eigenvalues, and we also assume that the points are scaled to be on a polynomial grid. Unfor-
tunately, these assumptions were proved to be unavoidable for the case of projective clustering [29, 49]. We
believe that similar techniques can prove such lower bounds also to the k-GMM problem.
Further improvements and open problems. Still, there may be many lee-ways to obtain smaller coresets
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for k-GMMs. We may restrict the dimension of the subspaces in the projective clustering problem which
corresponds to restrictions on the eigenvalues of the covariance matrix of each GMM. The result from [36]
can be considered as a special case where each GMM corresponds to a point, and the suggested coreset
is essentially a coreset for k-means whose size is polynomial in k and d with no assumption on the input
coordinates. The dependency of the coreset size on d may be completely removed using weak coresets
(approximates only optimal GMM) as explained in [42], or by projecting the input on a lower dimensional
space as in [40]. The exponential dependency on k may be removed by assuming a finite but still large set
of possible eigenvalues.
Our experimental results show a huge but common gap between the pessimistic worst case analysis
theoretical bounds and results on real-world input that has more structure. Adding assumptions on the input
data or its distribution might allow provably smaller coresets than ours. For example, assume that the input
is i.i.d. (as common in machine/PAC learning) and not arbitrary (as in computational geometry).
The result from [36, 63] can be seen as a special case of our framework, where we assume that the
Gaussians are semi-spherical (all the eigenvalues of all their covariance matrices are in rε, 1{εs). In this case
we can use ‖¨‖8 ε1-coreset for k-center (points) instead of hyperplanes.
While such coresets has size exponential in d for small ε1, for our reduction ε1 “ 1 (2-approximation)
suffices to get ε-coreset for k-GMMs; see Theorem 5.5. In this case, coresets for k-center of size k ` 1
(independent of d and linear in k) can be obtained by simply running the algorithm in [47] for k ` 1
iterations Opndkq time. Plugging the rest of our framework would yield ε-coreset for `1, whose size are
linear in k and d and logarithmic in n. This results is the same as [36, 63] for streaming data, but has a gap
of log n factor due to the direct sensitivity bounds (without `8 that were used there. We leave the closing of
this gap to a future research.
Some lower bound on the smallest eigenvalue of each covariance matrix is necessary due to scalability
issues. We assumed that it is eξ{2pi when ξ ą 0 is an arbitrarily small constant, compared to ξ “ 0
in [36, 63]. An open problem is whether we can have such coresets for ξ ă 0.
The size of our coresets depends on bounds for the VC-dimension of projective clustering. Proving such
lower bounds is still an active field (e.g. [19]) and the exponents in GMMs makes it even harder.
78
Another open problem is to apply our technique to other distance functions, e.g. Laplacians mixtures
models. Generic techniques to obtain such results for log-Lipschitz loss functions were suggested in [55].
Our coreset construction is generic in the sense that it never uses the GMM cost function explicitly. We thus
suspect that exactly the same algorithm may be applied for a very large family of kernels and soft clustering.
We leave the definition of this family as an open problem.
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