ABSTRACT. The system of undetermined coefficients of a bifurcation problem [ ] = 0 in Banach spaces is investigated for proving the existence of families of solution curves by use of the implicit function theorem. The main theorem represents an Artin-Tougeron type result in the sense that approximation of order 2 ensures exact solutions agreeing up to order with the approximation [13], [22] . Alternatively, it may be interpreted as Hensel's Lemma in Banach spaces.
[ ] = 0 in Banach spaces is investigated for proving the existence of families of solution curves by use of the implicit function theorem. The main theorem represents an Artin-Tougeron type result in the sense that approximation of order 2 ensures exact solutions agreeing up to order with the approximation [13] , [22] . Alternatively, it may be interpreted as Hensel's Lemma in Banach spaces.
In the spirit of [9] and [18] , the required surjectivity condition is interpreted as a direct sum condition of order that allows for solving the remainder equation with respect to graded subspaces derived from an appropriate filtration [24] , [25] . In the direction of these subspaces, the determinant can be calculated in a finite dimensional setting, enabling the investigation of secondary global bifurcation phenomena by sign change of Brouwer's degree [18] . The direct sum condition seems to be a generalization of the direct sum condition introduced in [9] .
The implicit function theorem delivers stability of leading coefficients [ ̅ 1 , … , ̅ ] with respect to perturbations of order 2 + 1 and uniqueness in pointed wedges around the solution curves. Further, denoting by ̅ ∞ the subset of arc space ∞ with [ ̅ 1 , … , ̅ ] fixed, ̅ ∞ is iteratively approximated by ̅ 2 + as → ∞. In addition, a lower bound of the Greenberg function ( ) of a singularity is constructed by use of a step function obtained from -degree of different solution curves.
Finally, based on Kouchnirenko's theorem [17] and an extension in [6] , the results are applied to Newton-polygons where it is shown that the Milnor number of a singularity can be calculated by the sum of -degrees of corresponding solution curves. Simple -singularities are investigated in detail.
The main theorem represents a version of strong implicit function theorem in Banach spaces, possibly comparable to theorems in [2] . Moreover, our aim is to extend the direct sum condition of order from [9] to certain topics in singularity and approximation theory. Generalizations to modules as well as specializations to polynomials seem to be promising. (1) with up to infinity (formal power series solution), then the sequence is said to lie in ∞ .
Our aim is to increase step-by-step up to = 2 with ≥ 1 sufficiently high, yielding initial approximations from 2 that can be lifted to exact solution curves of [ ] = 0 by use of the implicit function theorem. (2) The complementary subspaces 1 and 1 as well as 1 by itself are assumed to be closed subspaces with continuous bijection 1 between 1 and 1 as indicated in (2) by arrows. Now in case of 1 to be surjective, we obtain 1 = {0} and the implicit function theorem ensures all solutions of [ ] = 0 in the vicinity of = 0 parametrized by 1 . In case of 1 not to be surjective, i.e. 1 ≠ {0}, we enter the iteration shown in figure 1. 
is defined with continuous projection 1 evaluated with respect to decomposition (2) . Note that 2 is mapping from the kernel 1 of 1 into the complement 1 of the image 1 of 1 , i.e. the second operator 2 is just creating values in the subspace 1 that is not reached by the first map- The result agrees essentially with the classical bifurcation theorem of simple bifurcation points [7] , [8] .
If 1 is not filled up completely by 2 , i.e. 2 ≠ {0}, then the iteration parameter is increased from = 1 to = 2 and the second round in figure 1 
is surjective, we obtain solution curves of the form ( ) = 
dealing with bifurcation points of tangentially touching branches with different curvature, as indicated in figure 1 top-right with = 2. The result can be found in [15] , [16] .
Now in this paper, we show in a constructive way, how to continue the iteration process arbitrarily, thereby enlarging the range of the sum operator step-by-step, hopefully until surjectivity of the sum operator is reached and application of the implicit function theorem is possible.
For general ≥ 1 the solvability conditions 2 −1 = 0 and 2 = 0 are used to fix the coefficient ̅ and to restrict the remaining free coefficients +1 , … , 2 in such a way that all solutions of
are found. In some more detail, with fixed -tuple [ ̅ 1 , … , ̅ ], the free variables +1 , … , 2 can exactly be chosen from an affine subspace in for satisfying (8) , thus defining the following subset of 2 ̅ 2 :
In general, ̅ , ≥ defines the subset in with fixed leading coefficients [ ̅ 1 , … , ̅ ] ∈ . The basis for the effective construction of ̅ 2 is given by some sort of filtration in
that is sequentially defined by the kernels of the linear operators 1 , … , +1 . In addition, the filtration can be used to obtain direct sum decompositions of and ̅ by graded subspaces according to
Then, if the associated sum operator
is surjective, i.e. +1 = {0} in (10), we obtain solution curves of the form
Following [15] , we call a -tuple [ ̅ 1 , … , ̅ ] regular of degree , if it represents the leading coefficients of an element in ̅ 2 with corresponding sum operator (11) showing surjectivity. Finally, define for (and ̅ ) the truncation maps : ⟶ , ≥ by deleting the components +1 , … , . Before stating the results in detail within section 3, we aim to present several examples in section 2 for showing the working principle of the iteration with respect to different types of applications. The example section, which is somewhat long, may be skipped. Applications to singularly perturbed systems in case of = 1 may be found in [26] , [27] and [28] . A blow-up prodedure with respect to homoclinic orbits is performed in [3] .
Examples
Example 1 outlines in detail the building process of the sum operator by reference to a simple example with : ℝ 3 ⟶ ℝ 2 . In addition, the stability and uniqueness results from section 3 are addressed and a solution curve that cannot be established with the iteration process is presented, based on the existence of nonisolated critical points within the singular locus .
Example 2 is dealing with -singularities [1] , [4] and -degree of their solution curves. Additionally, some formulas concerning the operators +1 are given in the simplifying cases of : 2 ⟶ as well as an existing trivial solution curve ≡ 0. Finally, the Milnor number of -singularities is calculated by -degree of their solution curves. This result is a special application of Corollary 4 of section 4 which allows to calculate the Milnor number by some characteristics of the Newton-polygon and -degree of corresponding solution curves. The proof of Corollary 4 is based on Kouchnirenko's planar theorem [1] , [17] .
In Example 3, we present some basic relations between the direct sum condition from local/global bifurcation theory [18] , [19] and decomposition (10) . Here, the behavior of the determinant with respect to a complementary subspace of the solution curve is calculated and used to consider possible sign change of Brouwer's degree assuring bifurcation of secondary solutions. Decomposition (10) seems to be a generalization of the direct sum condition introduced by J. López-Gómez in [9] .
Finally, examples 4 and 5 are dealing with families of solution curves, creating 2-and 3-dimensional surfaces of solutions. Example 4 looks at the Whitney umbrella under perturbations and examines -degree and stability of different segments of the umbrella.
Example 5 revisits an example of G. Belitskii and D. Kerner. In [2] , the example illustrates the advantages of the strong implicit function theorem for modules developed in [2] , compared to the implicit function theorems of Tougeron [30] and Fisher [11] . By application of the iteration from figure 1 to the example, we ascertain -degree of the solutions, implying stability with respect to ( , )-perturbations of order 2 + 1. The result may be an extension to [2] , since the perturbations are also allowed to depend on .
Example 1 -Sum Operator : Consider the equation
and solutions obviously given by 1 -axis, 3 -axis and the parabola 2 = 1 2 positioned within ( 1 , 2 )-plane, as shown in figure 2 top left. Pointed wedge-like neighborhoods 0 and of uniqueness (top right).
-singularities under perturbation (cusp left, node right).
Let us now perform the iteration procedure step by step, aiming to prove the existence of the different solution curves by building up the corresponding sum operators. First and according to (2) 
Here, brackets { ⋯ } denote the subspace spanned by the elements within the brackets. Obviously, the sum operator from (5) is not yet surjective and has to be increased from = 1 to = 2 according to figure 1. Then, the solvability condition reads 
with continuous projections 2 and 1 evaluated with respect to decomposition (14) . Then, by (16) we obtain ⨁ {(
with surjectivity of the sum operator [ 1 2 3 ] from (6) . Hence, according to the implicit function theorem and (7), a solution curve of the form
exists, showing that the 2-tuple [ ̅ 1 , ̅ 2 ] is regular of degree = 2. This solution curve represents the red marked solutions along the 1 -axis in figure 2.
In the next step, the black parabola in figure 2 is established by choosing the lower case in (15) with 2 = 1, ̅ 2 = (1,2,0) , yielding again decomposition (17) and parametrization of the parabola by
Note also that choosing other values in (15) with respect to 2 , e.g. 2 = 0, delivers same solution orbits, alternatively parametrized by ̅ 2 = (0,0,0) in (18) and ̅ 2 = (0,2,0) in (19) . Both of the solution curves (18) and (19) will not destroy the two solution curves for < 0.25 , whereas at = 0.25, the two solution curves merge and disappear for > 0.25 .
In Corollary 3 of section 3, it is additionally seen that the implicit function theorem delivers uniqueness in the following sense. Solution curves with finite -degree of regularity are embedded in a pointed wedge-like neighborhood within that shrinks to zero with different orders of with respect to the decomposition of in (10), (17) . Concerning the solution curves (18) and (19) with = 2, the neighborhoods 0 of 0 ( ) and of ( ) are given by
as indicated in figure 2 top-right. Hence, in the directions of the subspaces 3 ( 2 -axis) and 2 ( 3 -axis), the wedges are shrinking to zero by order of (| | 3 ) and (| | 4 ) respectively.
It remains to look at the solutions along the 3 -axis by choice of ̅ 1 = (0,0,1) in (13), implying a decomposition after the second round according to
Obviously by 3 ≠ {0}, the sum operator [ 1 2 3 ] is not surjective. Now, it is easy to see from (12) that the iteration yields = 0 for ≥ 3, and hence it is not possible to increase the range of the sum operator any more for proving the existence of the solutions along the 3 -axis. This is not astonishing, since the solution curve along the 3 -axis is not stable with respect to perturba- an -singularity appears [1] , [4] . In case of the cusp, the solutions along the negative 3 -axis are completely destroyed.
Note also that the 3 -axis represents the singular locus of (12) , consisting of nonisolated critical points with ′ [0,0, 3 ] = 0.
In the next example, we are considering -singularities in ℝ 2 in some more detail, i.e. simple -singularities are analyzed with respect to -degree of their solution curves. Moreover, a close relation between the Milnor number and -degree is established. 
Exemplarily, we start the investigation of -singularities with a real 5 -singularity given by
and corresponding basic solution curve along the -axis
as well as a cusp curve emanating in the direction of the -axis according to
Our aim is to determine -degree of regularity of the two solution curves, where the iteration in figure 1 reduces to check for the first operator +1 to become different from zero. Now, for general : 2 ⟶ and for = 0, … ,5, the operators +1 are explicitly given by based on the formula (23)
Due to ̅ = 0, ≥ 2 and 0 = 0, ≥ 1, formula (23) simplifies heavily in case of an existing trivial solution curve along the -axis according to
The simplicity of (22), (23) and (24), based on : 2 ⟶ , should not be misleading. The number of summands composing the operator +1 grows very fast with respect to when dealing with general Banach spaces and ̅ , e.g. in general 5 comprises 97 summands. On the other side, the operators are recursively defined and can easily be obtained by computer. Serious simplification occurs in case of : 2 ⟶ according to (22) and (23) Note also that the singularity 5 is 4--determined with respect to right equivalence [12] which means that perturbations of order (| , | 5 ) do not destroy the solution curves, but may change the direction along which the curves emanate from the origin. Now, the stability result of Corollary 1 in section 3 asserts that perturbations of order 2 1 + 1 = 5 do not change the two leading terms ̅ 1 = (1,0) and ̅ 2 = (0,0) of the basic solution curve 1 ( ) in (20) . Concerning the cusp curve 2 ( ), we can only state that perturbations of order 2 2 + 1 = 11 do not change the leading coefficients ̅ 1 , ⋯ , ̅ 5 in (21). Along the same lines as for 5 , other singularities may be investigated, finally implying table 1 that summarizes some results of real -singularities with a complete set of solution curves. Table 1 : Simple -singularities with Milnor number and -degree of regularity.
In particular, each of the singularities satisfies
In case of complex -singularities we obtain the same result, where the existence of a complete set of solution curves is assured by algebraic closure.
Within section 4 of this paper, relation (25) is generalized by use of the iteration from figure 1 and Kouchnirenko's planar theorem [17] along the following lines. If [ , ] defines a convenient Newton-polygon with a complete set of simple zeros for every segment, then the Milnor number can be calculated according to
Here ≥ 1 denotes the number of segments of the Newton-polygon and ≥ 1 is given by the degree of the homogenous polynomial associated with each segment [6] .
Example 3 -Global Bifurcation and direct sum condition : In some situations, the direct sum decomposition (10) allows to compute a topological degree along a solution curve. For simplicity, assume the subspace ∶= 1 ⨁ 2 ⨁ ⋯ ⨁ +1 to be finite dimensional and [ ̅ 1 , … , ̅ ] to be -regular with associated decomposition (27) and corresponding solution curve In [9] , [18] and [19] , the constellation of a given trivial solution curve, as depicted in the right diagram, is treated in detail by use of a direct sum condition of order comparable to (27) . Moreover, the leading exponent (algebraic multiplicity of -transversal eigenvalue) of the determinant is introduced. The theory developed in [9] , [10] and [18] , [19] represents a powerful generalization of [7] and [20] .
Let us now look at an example, how to exploit formulas (29) and (30) with respect to secondary bifurcation based on topological arguments from global bifurcation theory. In particular, decomposition (27) seems to be an extension of the direct sum condition from [9] .
For this purpose, consider the equation
and In addition, we can now use (29) and (30) to obtain some information about the behavior of the determinant along the -axis. First, the complementary subspace = 1 ⨁ 2 ⨁ 3 of (32) is obviously given by the -components yielding
Hence, = 3 is odd and the determinant with respect to -space, i.e. Brouwer's degree with respect to the pointed wedge 0 , changes sign at = 0, thus preventing curves of regular values to converge to the -axis. Now, from global bifurcation theory [19] , [20] , it is well known that a continuum of solutions must emanate from the origin 'absorbing' the limit points of the regular value curves. In the next step, these secondary nontrivial solutions, existing outside the pointed wedge 0 , may be looked for by start of another iteration according to figure 1.
In this sense, formulas (29) and ( For comparison, let us now treat example (31) by use of the direct sum condition from [9] together with the extension from [10] and [18] . Adopting the notation from [9] , we obtain 
and
where the direct sum condition from [9] simplifies in case of (31), (34) to the requirement
obviously not satisfied by (35). However, in [10] and [18] it is shown that a family of polynomial isomorphisms ( ), (0) = can effectively be constructed in such a way that the new family ̅ ( ) ≔ ( ) ( ) satisfies (36), thus implying the existence of nontrivial solutions as desired.
This two stage process can be performed whenever 0 is a Fredholm operator of index zero and 0 is an algebraic eigenvalue of the family ( ) at = 0 [18] . Moreover, in most concrete situations, the second step within the two stage process is not necessary. Now, the iteration from figure 1 may omit the two stage process, thus generating in an automatic way a direct sum condition that allows for computing solutions of [ ] = 0 with respect to existence, uniqueness and stability, as well as the multiplicity , possibly implying secondary bifurcation by topological arguments. To some extent, it seems that some essential properties of the isomorphisms from [10] , [18] are inherently present within the iteration from figure 1. This aspect proves to be rather convenient when dealing with Banach space lifting in a general context.
The assumption 1 ⨁ 2 ⨁ ⋯ ⨁ +1 to be finite dimensional is not optimal. It is enough to require 2 ⨁ ⋯ ⨁ +1 to be finite dimensional and performing a Lyapunov-Schmidt reduction with respect to 0 1 and 1 , 1 in advance. Note also that the calculation of in (30) does not depend on the dimension 1 . If 0 = 0 is a Fredholm operator of index 0, then the subspace 2 ⨁ ⋯ ⨁ +1 is of finite dimension.
Example 4 -Whitney Umbrella :
In this example we show that the iteration is not restricted to deal with isolated solution curves, but can also be used to prove the existence and stability of smooth solution surfaces possessing certain -degree of regularity.
Given the Whitney umbrella, as depicted in figure 6 , by the solutions of , touching the -axis by order of − 1. In figure   6 , only one of the two surfaces is indicated by blue lines with = 8.
Note also that in case of ( , , ) ≡ −1, equation (39) [2] , it is shown by application of the implicit function theorems of Tougeron [30] and Fisher [11] that the basic solutions ≡ 0 are continued to a smooth function ( ) with (0) = 0, as long as the perturbation [ 1 , 2 ] of order 2 + 1 is restricted to
The result is further improved by the strong implicit function theorem for modules, established in [2] , to arbitrary perturbations
Now, when applying the iteration from figure 1 to equation (40), then the following result is obtained with respect to ( , )-dependent perturbations of the form
(i) There exists a smooth 3-dimensional surface of solutions 
Results
First we restrict to pure existence, giving an Artin-Tougeron type result in Banach spaces.
As preliminary, we summarize the state of the iteration at the red dot in figure 1 . The leading coefficients [ ̅ 1 , … , ̅ ] ∈ ( ̅ 2 ), the affine subspace ̅ 2 by itself, and the sequence = 0 ⊃ 1 ⊃ ⋯ ⊃ ⊃ +1 , ≥ 1 are built up by solvability and decomposition conditions yielding
with corresponding sum operator
only depending on the leading coefficients [ ̅ 1 , … , ̅ ] and the first + 1 derivatives of at = 0 denoted by 0 1 , … , 0 +1 .
Theorem 1 -Existence
Assume The special structure of higher order coefficients [ +1 , … , 2 +1 ] given in (iii) is adopted from a filtration within ̅ 2 and corresponding decompositions of and ̅ according to (43). In some more detail, the family of solutions in (i) is parametrized by the kernels of 1 , … , +1
with dependent variables chosen from corresponding subspaces
Note that the parametrization of the solution curves obviously depends on the choice of the subspaces , where it can be shown that -regularity is an invariant with respect to chosen subspaces. In addition, the quotient spaces in (48) indicate that Theorem 1 may also be formulated as a coordinate free version.
Finally, the determinant in (iv) offers the possibility to calculate Brouwer's degree along the solution curves, thus allowing for search of global bifurcation phenomena [19] , [20] , as exemplified within example 3 of section 2.
Theorem 1 may be reformulated with respect to differentiable -maps : → ̅ between Banach spaces with chosen sufficiently high.
The structure of the proof is given in [24] , details can be found in [25] . In [24] , the focus is layed on singularly perturbed nonhyperbolic points and applications to biomathematics in molecular cell biology [29] , whereas [25] concentrates on mathematical aspects of bifurcation theory based on the system of undetermined coefficients.
2) It should be noted that instead of (46) we can also work with the remainder equation
which represent a certain generalization of Theorem 1, because the coefficient = ( , ̅) is now allowed to vary in the vicinity of ̅ . But also when performing this extension, first a basic solution is constructed in 2 ( ̅ 2 +1 ) and further continued to ̅ ∞ using surjectivity of the same operator [ 1 ⋯ +1 ]. We preferred (46) because of possible reference to [24] , [25] .
3) When reaching the red dot in figure 1, 
In general, these approximate solution curves only agree with the exact solution curves ( , ̅) from (i) with respect to first leading coefficients [ ̅ 1 , … , ̅ ]. This is well-known from ArtinApproximation that the approximate solution curve loses some derivatives compared to the lifted, exact solutions. In our context, the last derivatives are in general lost, whereas the first derivatives are maintained. In some more detail, this aspect is treated in Corollary 2 below.
4)
It is interesting to perform the iteration in the simplifying case of [ ] to be a polynomial. One may hope that the solvability conditions in figure 1 turn out to be satisfied automatically when exceeds some specific value, possibly implying a result comparable to Strong Artin-or Greenberg-Approximation [22] . In fact some recurrency structure is quite obvious, but we did not succeed to eliminate the obstruction given by the solvability conditions. Some questions concerning weak Greenberg functions and lower bounds of Greenberg functions are treated in the remarks of Corollary 2 below.
5)
Consider the family of solution curves ( , ̅) from (i) with -regularity of [ ̅ 1 , ⋯ , ̅ ]. Thenregularity of leading coefficients should be invariant with respect to diffeomorphic -parameter transformations as well as diffeomorphic -coordinate transformations. In some more detail, the left/right-transformation of the solution curves Next we turn to some questions of perturbation and stability. At the red dot in figure 1 , the iteration process has dealt with equations 1 = ⋯ = 2 = 0 depending on the derivatives 0 1 , …, Conversely, we may conclude that solution curves which can be destroyed by perturbations of arbitrary high order (or even by a flat map) cannot be handled by the iteration. But apart from this situation, typically characterized by a singular locus of nonisolated critical points, we hope to grasp all branches of finite type by use of the iteration in figure 1 .
Now, if we look in detail on the iteration process, the following properties with respect to perturbation and stability can easily be summarized. Now, if we additionally assume, ∶ ℝ ⟶ ℝ to be a real function, as well as ⊂ 0 , i.e. is supposed to be -0 -determined, then follows to be (2 )--determined [5] , ensuring the simple sequence 2 ⊂ ⊂ ⊂ 0 to hold true. In this sense, the strong property of to be -0 -determined forces both of the sets and 2 to move into 0 and respectively, ending up with a rather simple constellation as depicted in the lower diagram of figure 8. In particular, the green set without solution curve has completely vanished.
In the next step, we aim to complement Theorem 1 with respect to some relations between derivatives of approximate and lifted solution curves, as well as a relation between the sets ̅ 2 + and ̅ ∞ .
As already mentioned in Remark 3 of Theorem 1, an approximate solution curve defined by [ ̅ 1 , … , ̅ , +1 , … , 2 ] ∈ ̅ 2 , typically loses the last derivatives compared to the lifted exact solution curve. Now, when looking at Tougeron's implicit function theorem [22] or Hensel's Lemma [11] , one observes that an improvement of the approximation given by [ ̅ 1 , … , ̅ , +1 , … , + , + +1 , … , 2 + ] ∈ ̅ 2 + , ≥ 1 and
should give rise to an exact solution curve that agrees in the coefficients [ ̅ 1 , … , ̅ , +1 , … , + ] with the approximate solution from (54). This means that an improvement of the approximation effectively improves the accordance between both curves. Or to be more precise, only the last coefficients [ + +1 , … , 2 + ] have to be changed, when lifting the approximation to an exact First note that if [ 1 ⋯ +1 ] becomes surjective at the red point in figure 1 , we can decide whether to apply at once the implicit function theorem for lifting the approximation [ ̅ 1 , … , ̅ ] to ̅ ∞ or to continue the iteration and eventually apply the implicit function theorem on a later stage of the process.
In addition, when continuing the iteration, we will be able to compute sequentially the complete sets ̅ 2 +1 , ̅ 2 +2 , … , ̅ 2 + with arbitrary large. This results from the observation that the iteration process simplifies heavily, as soon as [ 1 ⋯ +1 ] has become surjective, as indicated in figure 9. 
implying decomposition of and ̅ simply given by
Exploiting (55) and (56), it is not too difficult to see that the following properties hold concerning the correlation of derivatives between approximate/exact solution curves as well as the structure of ̅ ∞ . (ii) The set ̅ 2 + , ≥ 1 is explicitly parametrized by the subspace 1 × ⋯ × × ( +1 ) ⊂ + according to 2) Again, due to + ( ̅ 2 + ) = + ( ̅ ∞ ), every element in ̅ 2 + ensures an exact solution curve with Taylor coefficients in ̅ ∞ agreeing up to order + with the given element from ̅ 2 + . On contrary by + ( ̅ 2 + −1 ) ⊋ + ( ̅ 2 + ), the set + ( ̅ 2 + −1 ) contains elements that cannot be continued to ̅ ∞ .
In this sense, we obtain some sort of, so to say, weak Greenberg function ̅ (•) with respect to the subset ̅ ∞ of arc space ∞ given by ̅ ( + ) = 2 + , ≥1. In case of = 0, the trivial identities In each case, the lower bound is defined by the red dotted points positioned on or below the straight line 2 . For general ≥ 1, the leftmost point is given by ( , 2 ) on the line 2 followed by − 1 points below the line 2 and a jump back to 2 . In case of = 1, no point below 2 occurs.
If the equation [ ] = 0, : → ̅ has several solution curves with regularity of degree 1 < 1 < 2 < ⋯, then a superposition of the red marked lines in figure 10 occurs and for each ≥ 1 the lower bound is defined by the maximum of corresponding red dotted points, finally yielding some sort of stepwise lower bound of ( ). In the middle diagram of figure 10 , the stepwise behavior is indicated by small circles in case of two solution curves with 1 = 2 and 2 = 3. If we restrict to polynomials : ℂ 2 → ℂ, then the Greenberg function can explicitly be calculated according to [14] , [23] . Other examples can be found in [21] . For instance, the Greenberg function of the monomial [ , ] = reads ( ) = 2 showing that a lower bound cannot exceed the line 2 without imposing further assumptions on . 
with operators (•), 2 ≤ ≤ + defined again by the composition of multilinear mappings. The corresponding subset ̅ ∞ 0 ⊂ ∞ is given by ] to be surjective. In addition, it is not difficult to see that ̅ is contained in every null space of the filtration, i.e. also in the smallest null space +1 , allowing us to refine decomposition (43) according to
Here { ̅ } denotes the space in spanned by ̅ and labels a direct complement of { ̅ } within 
we will see that essentially no solutions were lost.
Under consideration of (57) and Theorem 1 (iii), the map ( , ) can be written in detail by (iii) The solutions z( , 1 , … , , ̅ + ), ∈ , from Theorem 1 (i) are contained in the manifold ( , ) for 1 , … , and sufficiently small (uniformly in ).
If the dimension ( ) of the subspace is finite, then the dimension of the manifold equals 1 + ( ). Figure 11 shows a constellation with ( ) = 1, whereas ( ) = 0 is indicated within figure 12 below, yielding exactly one solution orbit within 0 . Note that in general the red center line 0 ( ) with coefficients from ̅ 2 +1 does not agree with the solution orbit as indicated in the left diagram. In the middle diagram, the typical constellation of pointed wedges of uniqueness near a bifurcation point of two solution curves is shown.
If is given by a map of the form : ℝ + → ℝ , then = 1 + ( ) due to bijectivity of the sum operator [ 1 ⋯ +1 ] with respect to 1 ⨁ ⋯ ⨁ +1 and ̅ = ℝ . Hence, figure 11 is obtained in case of : ℝ +2 → ℝ , whereas figure 12 occurs in case of : ℝ +1 → ℝ .
We sketch the proofs of (i)-(iii) within the following remarks. Here , ( , ) ∈ [ , ] denotes the Fréchet derivative of ( , ) with respect to ∈ . Then, with ≠ 0 sufficiently small, we obtain ̅ =0 due to ̅ ≠ 0, and it suffices to discuss the remaining equation which turns out to be of the form 2) The wedge-like neighborhood 0 ⊂ of 0 ( ) from (ii) is defined using the image of the map
The first summand 0 ( ) defines the center line of the map with leading term given by ̅ . The second summand defines a linear map with respect to the variables [ 1 , … , +1 , ] and range given by 1 ⨁ ⋯ ⨁ +1 ⨁ which defines by itself a direct complement to ̅ within , i.e. = { ̅ } ⨁ { +1 ⨁ ⋯ ⨁ +1 ⨁ } by (58). Hence, at every point of the center line 0 ( ) a direct complement of ̅ within is attached.
Then, by restriction of [ 1 , … , +1 , ] to a bounded region comprising zero, the image of the second summand is shrinking to zero as → 0, thereby creating the open and wedge-like neighborhood 0 of 0 ( ) for ≠ 0. In some more detail, the elements from +1 and are multiplied by +1 in (61), implying decrease of 0 in the directions of +1 and by order of (| | +1 ).
The remaining subspaces , 1 ≤ ≤ show faster shrinking at least by order of (| | +2 ).
The uniqueness of the solutions ( , ) in 0 can now be seen as follows. Apply the implicit function theorem to the remainder equation
choosing [ 1 , … , +1 , ] from the bounded region comprising zero from above. Locally, we obtain uniqueness, carrying directly over to 0 ⊂ and ascertaining (ii). Finally, show by continuity that the complete family of solution curves z( , 1 , … , , ̅ + ), ∈ , ∈ from Theorem 1 (i) is entering 0 independent of for 1 , … , , sufficiently small, thus implying (iii).
An application to Newton-Polygons and the Milnor Number
In this section consider ∶ 2 ⟶ , = ℝ, ℂ analytic near = ( , ) = (0,0) ∈ 2 with
Possible solutions of the form ≡ 0 or ≡ 0 are supposed to be split off, implying a convenient Newton-polygon as indicated in figure 13 left. The total number of segments will be denoted by ≥ 1. Every segment is individually characterized by integer data
as shown in figure 13 right. denotes the degree of the quasi-homogenous polynomial associated with the given segment. Area is defined by the grey area in figure 13 right, and represents the complete area defined by the triangle of origin and the two end points of the segment. Then blowing up by = • , = • equations (63) and (64) imply
with (. , . ) homogenous of degree ≥ 1. Now, if = ℂ, complete factorization holds with respect to the homogenous polynomial (. , . ), yielding the equation
with , ≠ 0 and identical factors not excluded. If = ℝ, we end up with partial factorization of (. , . ) by In addition, by uniqueness and reparametrization, it is easily seen that choosing other base solutions 0 ≠ 0, 0 ≠ 0 will result in the same solution orbit. Hence, every factor within (66) or (67) of multiplicity 1 gives rise to unique solutions of [ , ] = 0 according to
= :
Generically, in case of = ℂ, the multiplicity of each linear factor equals 1, yielding different solution curves of [ ] = 0 derived from the given segment . In case of = ℝ, the number of different solution curves decreases correspondingly.
Up to now, the calculations are standard with respect to Newton-polygons [6] . Next, we aim to calculate the -degree of regularity of the solution curves (68). For this purpose, the expansion (68) is plugged into the iteration from figure 1, looking for the first value of with +1 ≠ [0 0], hence implying surjectivity of the sum operator. Then, under consideration of the quasihomogenous degree from (64) and the areas and from figure 13 right, we obtain by basic calculation the following results. The relation between -degrees of solution curves and the Milnor number of the singularity in (iii) follows directly from (i), (ii) and Kouchnirenko's planar theorem [1] , [17] . jective and the implicit function theorem can be applied without entering the iteration in figure  1 . In this sense, minimal -degree of the solution curve is given by = 0, agreeing with (69).
Example: Let us look at the simple constellation of a power series (63) with Newton-polygon given by a homogenous polynomial of degree as indicated in figure 14. Obviously, in case of = 1, we obtain = 0 and = 0.
In the next section, we aim to relax the assumption of simple zeros with multiplicity 1 within Corollary 4 by using a generalization of Kouchnirenko's planar theorem proved in [6] .
Higher multiplicities and strict transforms
Let us name the segments of the Newton-polygon with > and < upper and lower segments respectively. If a segment with = exists, it is called the neutral segment as shown in figure 15 left. Then, from Corollary 4 (i), it is easily seen that -degree of simple zeros achieves its minimal value at the neutral segment with increasing behavior when moving to upper and lower segments. More precisely, 1 > 2 > ⋯ > −1 ≥ ≤ +1 < ⋯ −1 <
where equality only occurs, if the neutral segment has an endpoint with = 1 or = 1.
Geometrically, in ℝ 2 upper segments imply solution curves of the form (68) with < tangentially touching the -axis, whereas solution curves belonging to lower segments are tangentially touching the -axis, as indicated in the ( , )-coordinate system on the left hand side within figure 15.
Now, when performing a diffeomorphic coordinate transformation of ( , ) variables, e.g. a small rotation, then the solution curves generically leave the coordinate axes, as depicted in figure 15 top right, thereby turning into solution curves that belong to the neutral segment of the transformed Newton-polygon. In this sense, the neutral segment typically absorbs the solution curves of upper and lower segments under transformation.
On the other hand, high -degree of solution curves belonging to upper and lower segments should not be affected by the transformation (cf. Remark 5 of Theorem 1) with the consequence that the transformed solution curves cannot appear as simple zeros within the neutral segment of the transformed system but only as zeros with higher multiplicities.
This is the first motivation that it should be possible to calculate -degree of regularity from data of the Newton-polygon also in case of higher multiplicities. Secondly, the Milnor number is invariant with respect to diffeomorphic coordinate transformations and one may ask, whether formula (71) remains structurally valid if linear factors with higher multiplicities arise within the homogenous polynomials (. , . ), = 1, … , of the segments?
Now, with respect to this investigation, assume = ℂ for simplicity, ensuring factorization (66) of segment S according to 
=1 (74)
Here denotes the number of different solution branches derived from the strict transform belonging to segment , 1 ≤ ≤ and linear factor , 1 ≤ ≤ , whereas denotes the corresponding degree of regularity according to (73).
Considering (73), a zero of the Newton-polygon with arbitrary multiplicity gives rise to solution branches, each having minimal -degree by (73) that is calculated by geometric data ( , , ) of the segment, by the multiplicity 1 of the zero, and finally by geometric data ( , ) of the strict transform.
Formula (74) follows directly from (73) by use of Corollary 4 and the generalization of Kouchnirenko's planar theorem given in [6] . It remains to prove (73), possibly by inspection of the iteration from figure 1. 
