formula x"+i = <j>(x0, ■ ■ -, x") which converges to a, let pn = -log|x" -a\ so that p" is the number of correct decimal places in xn ; then we define the order p of the iteration formula to be p = lim pn+i/pn as re -> oo.
If <b depends on x" only, then the order is an integer. In fact the order in this case is the index p of the smallest derivative of <j> such that <£(p) (a) 7* 0, as is seen by the power series expansion of <b(xn) in powers of (x" -a).
We now show that a particular iteration formula has order (1 + *5)/2 = 1.6+, which is interesting because this number is not an integer and also because it is large enough to indicate that the formula is quite useful. The formula in question is a common one for solving y = f(x) = 0 by repeated linear interpolation : x"+i is the point where the straight line through (x"_i, y"_i) and (x", y") crosses the x axis. Algebraically this gives x"+i = (x"_iyn -x"y"_i)/(y" -yn-i). The fact that the formula does not involve /' (x) will often be a considerable advantage [2] .
To investigate the order of the linear interpolation formula we expand y ~ fix) in powers of (x -a) and with a little algebraic simplification obtain Xn+i -a = (x"_i -a)(xn -a)f"(a)/2f'(a) + 8, where 8 consists of terms of degree three and higher. From this equation it follows that pn+i = pn + pn-i + qn, where qH is bounded, so on dividing by pn and letting re -* <x> we get p = 1 + 1/p, whose only positive root is p -(1 + "V5)/2. This is the desired result.
It may also be of interest to note that the interpolation formula can be written as xn+i = (xn -y") + [(y" -y"_i)/(x" -x"_i)], which shows a close relation to Newton's formula. Although (y" -y"_i)/(x" -x"_i) approaches/'(a), the "one sidedness" of this difference quotient keeps the order of the interpolation formula less than the order of Newton's formula. This booklet gives, for each prime p = 2, 3, ■ ■ -, 10007, the value to 33D
of logio (p) where (p) = 2 ■ 3 • 5 • • • p ; the last digit is asterisked when it has been rounded up. There is a short table of log«, (p)/y, for y = 50, 100(100) 1000(1000)10000, where p is the greatest prime less than y, exhibiting the approach of this ratio to unity, a result which is equivalent to the prime number theorem.
This table is, presumably, based on the 36D [1] . Differencing and other tests were made, and the introduction states a belief that entries are correct within six-tenths of a unit in the last place given.
The introduction provides information concerning interpolation and the use of a truncated power series in the region where interpolation is not feasible. The table is printed photographically, presumably from masters prepared from a card-controlled typewriter (although there is no announcement in the preface or in the introduction as to how the printing was done). A spot check of 200 values for each of the functions sec x and csc x was undertaken on the SWAC computer. 200 random arguments were chosen from [2] for each function. The values of sin x and cos x were computed at these 200 values from radix tables prepared especially for the purpose-that is, sin x and cos x were computed for x = .01 (.01).1 (.1)1 (1)10(10)90°, 21D [3] .
From these tables, which were stored in the SWAC, the values of sin x and cos x for any argument in the range is computable as the function of the sum of four arguments in the table. For the arguments chosen either sin x or cos x (as appropriate to the function being tested) was calculated and the product of this value with the value listed in the table was compared with 1. No divergence was found which corresponds to an error as great as six-tenths in the last digit listed. are discussed. S. Johnson and G. B. Dantzig's paper, "A production smoothing problem," presents a graphical method of minimizing the cost of production of a single item over a given number of time periods to satisfy known future requirements, when the cost per unit for production, storage, and change in production rates are known functions of time. A good first approximation to the solution is obtained by considering the original problem and its dual simultaneously.
Often this is clearly the required solution, if not, the latter is obtained with a few iterations of the simplex method which can easily be performed graphically.
R. Bellman's paper, "Dynamic programming and multi-stage decision processes of stochastic type," consists of a brief introduction to the author's theory of dynamic programming, in which sequential decision problems are formulated as functional equations.
A. J. Hoffman's paper, "How to solve a linear programming problem," consists of a general introduction to the computational aspects of linear programming. Machine methods are discussed in the light of experience on S.E.A.C, the IBM 701 at RAND, and other machines. The author suggests that some version of the simplex method should always be used, but that special devices should be incorporated to take advantage of special features. Thus a special routine should be used for the distribution problem.
C. Tompkins's paper, "Projection methods in calculation," discusses a general relaxation method of solving simultaneous polynomial equations or inequalities. Methods of overrelaxing and acceleration are indicated. It is claimed that with enough acceleration one can solve an extensive system in an acceptable time.
A. Vazsonyi's paper, "Optimizing a function of additively separated variables subject to a simple restriction," discusses a simple technique for maximizing ¿Z, fi (xi), where the /< are general functions and the x, are nonnegative variables subject to a single linear inequality.
R. M. Thrall's paper, "Some results in non-linear programming," is chiefly concerned with the special case of the problem considered in the previous paper when the fi(x¡) are all convex functions. S. I. Gass's paper, "A first feasible solution to the linear programming problem," shows how such a solution can be found in terms of a single artificial variable if the constraints have been solved for m of the variables-preferably those which are expected to have positive values in the final solution. The method is in effect the dual to that considered in [1] .
H. Markowitz's paper, "Concepts and computing procedures for certain Xy programming problems," is primarily concerned with problems of the follow-
Minimize £ dpi a, where an, d¡ ^ 0, the variables Xn and «¿ are restricted to nonnegative values, and 8 is a parameter.
Properties of the basic optimal feasible solutions of this type of problem are established, and an algorithm, based on the simplex method, for finding optimal solutions as 8 varies is described. Extensions to more general problems are discussed.
E. D. Schell's paper, "Distribution of a product by several properties," discusses the distribution problem in 3 dimensions, i.e., the minimization of Jl pijkXijk for nonnegative ac<# subject to constraints of the form X *<»* = ßy* or i Y. Y. Xijk m ai. Methods of finding feasible solutions, and iterative methods, i t based on the simplex method, of proceeding to the optimal solution are discussed. It is shown that the optimal solution may involve fractional values of the variables even when the coefficients in the constraints are all integers. I. Heller's paper, "On the traveling salesman's problem," provides theoretical background to some semi-empirical methods of solving this problem used successfully at the RAND Corporation.
In G. B. Dantzig's concluding paper, "Developments in linear programming," a method of solving the distribution problem when the variables have fixed upper bounds is indicated. It is shown that this method can be used to solve the problem when the requirements at each destination are unknown but have a known probability distribution. These tables give the coefficients Ai,P.q in the finite difference approximation i=n of the derivatives of fix); f(p)ixq) = E -4.■.*:«/(*,■) for p = l(l)w, q = 0(1)«; re = 2(1)10. The tables are extensions of the earlier work [1] of Bickley. The coefficients are given as rational fractions with a common denominator.
The coefficients for the first derivative were computed directly and the balance were obtained recursively from the relation Mp ■ Mp> = Mp+P> where Mp is the matrix whose elements are Ai,P.t. Checks were made by applying the results to the function x". Includes the first 10,000 digits from the "RAND Random Digits" [1] .
C. C. C. "The accuracy of the tables has been checked by the hand calculation of a number of cases. For the most part, all the significant figures published are good except for an occasional error of one in the last place. When the coefficient itself gets large (~102), the last place may be weak. At no time is it thought that the numbers are off by more than 5 in the last place."
In addition to the actual tables, this book contains a foreword by P. M. Morse and a reprinted version of the paper by L. J. Chu and J. A. Stratton [1] . In this paper, a variety of properties of the spheroidal wave functions are derived and discussed.
The book also contains a section entitled "Introduction to the Tables" by John D. C. Little and Fernando J. Corbato. In this section the number notation of the tables is explained, the accuracy of the numbers is discussed, the sources of auxiliary tables are listed, and a brief description is given of the programming of the table calculations for the Whirlwind I computer.
Morse states in his introduction that ". . . the present tables were computed, tabulated and printed automatically ; no human intervention entered between the introduction of the program and the typed page, ready for offset photography." One can thus expect a considerable reduction in errors, in part because of the inherently greater accuracy of the machine over human operations with desk calculators and in part because of the fewer transcriptions between calculated results and final printed table.
A. H. T. For tables of the Fresnel Integrals see [2] and [3] .
C. B. T. No. 296, 1956, iii + 10 p., 27.5 cm. Price 50¿.
These tables give values of the well known complete elliptic integrals K and E to 6D for k2 = 0(.001)1. There are no differences. The bulk of the values were obtained by interpolation in tables to 7D by Milne-Thomson, but some values at each end of the range were computed independently.
The authors state that the errors should never exceed a unit in the last place.
Values to at least as many decimals for the same arguments have been published by several other authors, though in works which may possibly rank as not highly accessible. In fact, values to 10 or more decimals were printed in two tables published by Hayashi in 1930 and 1933, and the few errors which exceed a unit or two in the last place are all known, so that a The author has discovered a systematic error and believes the listed values to be too large by one or more units in the sixth decimal for re = 5 and x > 4.1, re = 6 and x > 3.4, re = 7 and x > 2.8, re = 8 and x > 2.4, re = 9 and x > 2.1, and re = 10 and x > 1.9.
The choice of a 6D multiplier for 86 and a 3D one for 54 seems curious, and can only add confusion to the transatlantic battle over .184 as against .18393.
The multiplier .038 is suggested by L. J. Comrie [2] .
Another unconventional point is that the differences are given, not in units of the last place of the tabulated values, but in full, and to fewer places than the main table. Thus we find : ¿io (5.0) = 1.75628 8m2 = -0.0500. [3] give £»(*)/»! to 4D for « = 2(1)7, x = 0(.1)10(.2)20.
J. E. Wilkins and Nina Kropoff
There have been various tables of the corresponding orthogonal functions, e~KL"(x), or multiples thereof. For instance, F. G. Tricomi [4] , who has studied the asymptotic behaviour of the Lna(x), tabulated e~HL"(x) to 4D for n = 1 (1)10, x = .1( .1)1(.25)3(.5)6(1)14(2) The tables include Kj"ix) = -unK0iu)du,n = 0(1)31, x = 0(.01)2(.02)5,
x" Jo 7 to 8D. HereKoiu) is the modified Bessel function of the second kind of order zero.
The tables were calculated on punched card equipment, and several significant zeros are printed after the last significant digit. They are accompanied by an introduction describing the means of calculation and drawing attention to some uses-particularly the calculation of the integral of the product of a function whose Taylor's expansion is at hand and the function Koiu). An example is worked out for illustration.
No aids to interpolation are included. The tables were checked by computation which would have accumulated errors in the evaluation of Kjoix), and the values for this table were checked against values already published by Bickley and Naylor [1] . No differencing or other such checks are mentioned.
The entries are legible, but no spacing is used to improve legibility. This paper is included in the fourth annual review of fundamentals of chemical engineering published each spring in Industrial and Engineering Chemistry. The authors attempt to give an exhaustive review of the year's literature pertaining to applications of computers, mathematics, and statistics in engineering chemistry. In addition, they discuss the current trends toward automation in chemical engineering in a way which provides a good background for chemical engineers interested in the subject.
The present paper and its three predecessors in the series, [1] , [2] , [3] , constitute a serious attempt to make available to chemists and other scientists and engineers the current status of applications of computers, mathematics, and statistics in the chemical industry.
C. B. T.
Washington, D. C, 1950, iii + 159 p., 27 cm. Price $1.75.
The modern general purpose electronic computers, as they become more widely distributed, will, in time, render the use of tables largely obsolete. In reviewing the appearance of any new book of tables its proposed use should therefore be subjected to scrutiny to determine whether the existence of the tables is of lasting value or not. The interplanar spacings in the table being reviewed are required in their own right, as, for instance, in chemical identification. For this purpose they are compared with spacings given in the ASTM index, and are not, in general, used as part of further complex calculations. It seems probable, therefore, that the tables will continue to be useful to the scientist for some time to come.
The number of significant figures given is more than adequate for identification purposes. Indeed such accuracy for small values of the diffraction angle when the a-doublet is unresolved is unjustified in practice. The observed angle does not correspond to the X-ray wave-length Xjcai used in making the tables, but to a weighted mean of Xxa, and Xxa,. For the high angle diffraction spectra used to find unit cell dimensions, the accuracy is justified, but the tables are incomplete since it is desirable to use the Ka2 spectra as well as the Kai.
The values of the interplanar spacings have been calculated for the six most commonly used wave-lengths in X-ray crystallography.
It seems an unnecessary luxury to repeat two of these six tables in terms of twice the angle and even if this is condoned, the choice of Feria for one of the two preferentially treated wave-lengths can be queried.
Nevertheless it is felt that the tables do satisfy adequately a present and continuing need, especially as such tables will not be given in the forthcoming volumes of the International  Tables for X- The matrix elements describing the coherent scattering of 7-rays by electrons may be written as series involving associated Legendre polynomials. The coefficients of the polynomials entering these series were evaluated to three decimal places on EDSAC, and it is shown that to this accuracy the coefficient of JFV is negligible.
A. H. T. This is a collection of essays by twelve scientists in which they explain their fields to the layman ; each is preceded by a biographical sketch and there is a bibliography and index. Although this review deals mainly with the contribution of Dr. J. Bronowski, entitled "Science as foresight," it is appropriate to call attention to two other articles, for their authors have made notable contributions to the area of mathematics with which this journal is concerned. The late Sir Edmund Whittaker, who discusses Mathematics and Logic, recalled that shortly after his appointment to the chair of mathematics at Edinburgh, he instituted the first University Mathematical Laboratory. Arising out of courses given there came his book with G. Robinson, The Calculus of Observations, which has been a basic text in classical numerical analysis. Dr. E. U. Condon, who writes on Physics, was responsible for the establishment of organizations of mathematicians and automatic computing machines devoted to modern numerical analysis.
Dr. Bronowski, who is now Director of the Central Research Establishment of the (British) National Coal Board, is distinguished for contributions to such varied fields as algebraic geometry, operations research, literary criticism, as well as philosophy of science; he is also well known to the listening public in Europe for his talks and dramas.
In his essay Bronowski discusses the progress of science as a development of tools which are extensions of the brain, rather than the hand. He begins with a discussion of deductive machines, underlining their speed and logical character and discusses the programming of two simple problems : n2 = 1+3 + 5+ ••• + (2re -1), x"+i = x"(2 -aXn). The next section deals with adaptive machines.
He contrasts the case of machines programmed to play games using unlimited foresight (exhaustive search of all developments, or using an analytic theory) with those using limited foresight (exploring a short sequence of moves) and then accumulating experience. There is then a discussion of the machine of Ross Ashby.
There follows a discussion on the theory of games exemplified by two-fingered Morra, and this leads to the ideas of "chance" and "random" and thence to those of "system" and "order." The concepts of information and redundancy are then discussed.
The final section deals with the logic of science. Bronowski suggests that while the more mechanical aspects of scientific method are comparable with the activities of deductive and adaptive machines, the characteristically human part is that of foresight based on insight, which is developed by a discovery of patterns. He then develops the idea of scientific theories as decoding : the aim of science is to present what we know in the most coherent fashion.
It has been pleasing to find essays from newcomers as well as practiced expositors. The book will be specially appreciated by those of us who have no gift for the popular exposition of our field, and also by those of us who are associating ourselves and our machines with scientists who work in fields unfamiliar to us.
