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COMPUTING THE COVERING RADIUS OF A POLYTOPE
WITH AN APPLICATION TO LONELY RUNNERS
JANA CSLOVJECSEK, ROMANOS DIOGENES MALIKIOSIS, MÁRTON NASZÓDI,
AND MATTHIAS SCHYMURA
Abstract. We are concerned with the computational problem of de-
termining the covering radius of a rational polytope. This parameter
is defined as the minimal dilation factor that is needed for the lattice
translates of the correspondingly dilated polytope to cover the whole
space. As our main result, we describe a new algorithm for this prob-
lem, which is simpler, more efficient and easier to implement than the
only prior algorithm of Kannan (1992).
Motivated by a variant of the famous Lonely Runner Conjecture, we
use its geometric interpretation in terms of covering radii of zonotopes,
and apply our algorithm to prove the first open case of three runners
with individual starting points.
1. Introduction
Let K be a convex body, that is, a compact convex subset of the n-
dimensional Euclidean vector space Rn, and let Λ ⊆ Rn be a full-dimensional
lattice, that is, a discrete subgroup therein. The covering radius µ(K,Λ) ofK
with respect to Λ is the smallest non-negative real number µ such that the
lattice arrangement µK + Λ =
⋃
z∈Λ(µK + z) of µK is a covering of R
n,
that is, µK+Λ = Rn. Equivalently, µ(K,Λ) is the maximal µ > 0 such that
µK can be translated to a lattice-free position, meaning a position in which
the body contains no point of the lattice Λ in its interior. If Λ = Zn is the
standard lattice then we write µ(K) = µ(K,Zn) for brevity.
The covering radius is a classical and much-studied parameter in the Ge-
ometry of Numbers, in particular in the realm of transference results, the
reduction of quadratic forms, and Diophantine Approximations (cf. [12] for
background). The study of this geometric concept was revived with Lenstra’s
landmark paper [20] on solving Linear Integer Programming in fixed dimen-
sion in polynomial time. Lenstra’s ideas were based on the famous flatness
theorem that quantifies the intuition that lattice-free convex bodies are flat
in some direction. Stronger bounds in the flatness theorem with new appli-
cations in Number Theory have been developed by Kannan & Lovász [18]
soon after. More recent applications of the covering radius include (a) the
classification of lattice polytopes, in particular lattice simplices, in small di-
mensions (cf. Iglesias-Valiño & Santos [15] and the references therein), (b)
JC and MS were supported by the Swiss National Science Foundation (SNSF) within
the project Lattice Algorithms and Integer Programming (Nr. 185030). MN was supported
by the National Research, Development and Innovation Fund grant K119670 as well as
the Bolyai Scholarship of the Hungarian Academy of Sciences.
1
2 J. CSLOVJECSEK, R. MALIKIOSIS, M. NASZÓDI, AND M. SCHYMURA
distances between optimal solutions of mixed-integer programs and their lin-
ear relaxations (Paat, Weismantel & Weltge [22]), (c) unique-lifting proper-
ties of maximal lattice-free polyhedra (Averkov & Basu [1]), and (d) another
viewpoint on the famous Lonely Runner Problem (cf. [14] and Section 4.1 in
the paper at hand).
Despite these versatile applications, the question on how to actually com-
pute the covering radius of a given convex body hasn’t received much atten-
tion in the literature. This is probably due to the immense computational
hardness of the problem: Kannan [17] reduced the classical Frobenius coin
exchange problem, which is known to be NP-hard, to computing the cov-
ering radius of certain simplices. In the same paper, Kannan described an
algorithm for the covering radius of a rational polytope, which however has
a time complexity that involves a double exponentiation of the input (see
Theorem 2.1 for a precise statement). Moreover, Haviv & Regev [13] showed
that it is even Π2-hard to approximate the covering radius of linear images of
the unit ball of the p-norm to within a constant factor and for large enough
values of p ≤ ∞. Micciancio [21] (and follow-up work) used the (assumed)
hardness of (variants of) the covering radius problem in the context of de-
signing secure cryptosystems in lattice-based cryptography.
The main objective in this paper is to pick up on Kannan’s work and devise
a simpler and at the same time more efficient algorithm for computing the
covering radius of a given rational polytope. As our main result we obtain
the following (see Theorem 3.4 for the precise statement):
Theorem. Let P ⊆ Rn be a rational polytope with m facets and input size
bounded by ∆. Then, there is an algorithm that computes the covering ra-
dius µ(P ) of P in time
O
(
(∆ · n)2n
2(n+2) ·mn+2
)
.
The devised algorithm is based on a description of the covering radius in
terms of certain last-covered points, which are points that are not contained
in the interior of any lattice translate of µ(P )P (see Lemma 3.1). Together
with the periodicity of the lattice and the boundedness of the polytope this
reduces the task to solving finitely many systems of linear equations and
checking feasibility of finitely many linear programs.
Our original motivation to study the computability of the covering radius
was drawn from an application to the famous Lonely Runner Conjecture.
Originally stated by Wills [28] in the 1960’s as a problem in Diophantine
Approximation, it is probably best known via Goddyn’s interpretation: Con-
sider d runners that run around a circular track of length 1 with pairwise
distinct constant velocities. The claim is that there is a time at which every
runner has a distance of at least 1/(d+ 1) from the common starting point.
This is a notoriously difficult problem that received renewed attention in
the literature after Tao [26] made the first significant progress after many
years and improved the known bounds on the guaranteed distance that the
runners can achieve simultaneously. In whole generality the conjecture is
proven for up to d ≤ 6 runners (cf. [3] and the references therein). In
recent years people started wondering whether the problem is posed in the
most natural way. For example, in [5] it is proposed that the restriction
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that the runners all start at the same place might very well be superficial.
Relaxing this condition and to allow each runner to start at an individual
position leads to what we call the Shifted Lonely Runner Conjecture (see
Conjecture 4.3 for details). Another stronger formulation that could be
well-suited for inductive approaches is due to Kravitz [19] and called the
Loneliness Spectrum Conjecture.
We settle the first open case of the Shifted Lonely Runner Conjecture,
that is, the case of three runners. The precise statement of the following
theorem is given in Theorem 4.7.
Theorem. Consider any three runners with pairwise distinct constant ve-
locities and which start running on a circular track of length 1, each from
her own individual starting position. Also, there is a spectator that watches
the runners from a fixed position along the track. Then, there exists a time
at which all the runners have distance at least 1/4 from the spectator.
The interpretation of the Lonely Runner Problem via covering radii of
certain zonotopes was established in the work [14] by a subset of the authors.
Based on this geometric interpretation, the main idea of the proof of the
above result is to reduce the problem to only a small list of concrete triples
of velocities and then either proceed by hand or use the developed algorithm
to compute the exact covering radius of the particular instances.
Organization of the paper. For the reader’s convenience we first give a
short review of Kannan’s original approach to compute the covering radius
of a rational polytope. Afterwards in Section 3, we describe the details of
our new algorithm and derive a bound on its time complexity that beats
Kannan’s for every reasonable input. Finally in Section 4, we explain the
relationship between the Lonely Runner Conjecture and the computation of
the covering radius of certain zonotopes, and apply our algorithm to prove
the Shifted Lonely Runner Conjecture for three runners.
2. A short review of Kannan’s approach
Throughout, we let A ∈ Rm×n and b ∈ Rm be the defining data of a
polyhedron P = {x ∈ Rn : Ax ≤ b} and we assume that P is a full-
dimensional polytope. The rows of A are denoted by a1, . . . , am and the
entries of b by b1, . . . , bm.
Kannan’s algorithm for the computation of µ(P ) is based on the fact
that, if both A and b are rational, then µ(P ) is a rational number whose
numerator and denominator are polynomially bounded by the size of the
input ([17, Prop. (5.1)]). This allows to use binary search if one is able to
decide whether the arrangement µP +Zn covers the whole space Rn, for any
fixed µ ∈ Q≥0. Kannan’s approach to this decision problem is to derive a
polyhedral description of the arrangement µP+Zn in terms of finite data. In
his main structural result, [17, Thm. (4.1)], he shows that there is a partition
of Rn into Zn-periodic sets S1, . . . , Sr, meaning that Si+Z
n = Si, such that
for each Si there is a family Bi of bases of Z
n, and for each basis B ∈ Bi
there is a finite subset ZB ⊆ Z
n and an affine transformation TB : R
m → Rn
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such that, for each 1 ≤ i ≤ r,
(µP + Zn) ∩ Si =

( ⋃
B∈Bi
(µP + ZB) ∩ (TB · b+ FB)
)
+ Zn

 ∩ Si,(2.1)
where FB = B[0, 1)
n denotes the fundamental cell of Zn associated with the
basis B. Remember that b is the right hand side of the inequality system
that defines P . Moreover, all the involved objects Si,Bi, ZB , TB , FB can be
explicitly computed and are bounded in size only by a function in the size
of the input. Note that in the very special situation that µP is contained
in a fundamental cell FB of Z
n, this description reduces to µP + Zn =
(µP ∩FB)+Z
n, which has been the starting point of Kannan’s investigation.
With the description (2.1) at hand, he now formulates a family of mixed-
integer linear programs of bounded size that model the question whether, for
a given 1 ≤ i ≤ r, there exists a point x ∈ Si such that x /∈ µP + Z
n. Em-
ploying algorithms for checking feasibility of mixed-integer linear programs,
this allows him to decide whether µP + Zn = Rn and thus facilitates the
binary search for computing µ(P ) as described above.
Theorem 2.1 (Kannan [17]). Let P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]} be a
rational polytope, with ai ∈ Z
n and bi ∈ Z>0, for all i ∈ [m]. Then, there is
an algorithm that computes the covering radius of P in time
(nm log ‖P‖∞)
nO(n) ,
where ‖P‖∞ is the maximal absolute value of an entry of the data ai and bi.
Although, in the proof of [17, Prop. (5.1)], Kannan hinted at our main
structural result in Lemma 3.1 below, he did not follow that path for the
computation of µ(P ). One may speculate that the reason was that already
while writing [17] he had an extension of his methods in mind, that he used
in [16] to design a decision procedure for sentences of the form
∀ y ∈ Zp ∃x ∈ Zn : Ax+By ≤ b.
Also, he was interested in allowing the right hand side b ∈ Rm in the def-
inition of P to vary in specified polyhedral regions. The decomposition
technique in (2.1) is suited for this purpose, and we refer to Kannan’s own
explanations in [17, p. 163] for more information.
3. Enter Geometry: A simpler and faster algorithm
Here, we present an algorithm to compute the covering radius of a rational
polytope, that is different in spirit from the one that Kannan [17] gave, is
easy to implement, and has a superior running time for all reasonable input;
a quantitative comparison is presented at the end of the this section. It is
based on a crucial geometric observation that we discuss first.
Given a convex body K ⊆ Rn, we call a point p ∈ Rn last-covered by K,
if p /∈ int(µ¯K) + Zn, where µ¯ = µ(K). The intuition behind this notion is
that if we consider the lattice arrangements µK + Zn, for increasing values
of µ ≤ µ¯, then p does not belong to any lattice translate of µK unless µ = µ¯.
This concept is very natural for the investigation of the covering radius and
already appeared before, for instance in [8].
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Lemma 3.1. Let P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]} be a facet description
of the polytope P with bi > 0. Then, there are facet normals ai1 , . . . , ain+1
of P , and not necessarily distinct lattice points z1, . . . , zn+1 ∈ Z
n such that
the system of linear equations
µ = a⊺i1(x− z1)/bi1 = . . . = a
⊺
in+1
(x− zn+1)/bin+1(3.1)
in the variables µ and x has a unique solution (µ¯, p¯), and in this solution
µ¯ = µ(P ) and p¯ is a last-covered point with respect to P .
Proof. After a suitable scaling we may assume that b1 = . . . = bm = 1,
and we write µ¯ = µ(P ) for brevity. For a last-covered point p ∈ Rn \
(int(µ¯P ) + Zn), we let
Fp := {F : ∃ z ∈ Z
n such that F is a facet of µ¯P + z that contains p}
be the set of facets of lattice translates of µ¯P that contain p, and we write
ϕ(p) = #Fp for its cardinality. Since P is bounded, this number is clearly
finite, and moreover, there is a last-covered point p¯ such that ϕ(p¯) ≥ ϕ(p),
for every p ∈ Rn \ (int(µ¯P ) + Zn), because the arrangement µ¯P + Zn is
periodic.
Now, let Fp¯ = {F1, . . . , Fk} be the family of facets of translates of µ¯P
that contain p¯, and for each 1 ≤ j ≤ k, let a⊺ij (x − zj) = µ¯ be the linear
equation of the supporting hyperplane of Fj , where the z1, . . . , zk ∈ Z
n are
suitable not necessarily distinct lattice points. We subsume these equations
as the system
µ = a⊺i1(x− z1) = . . . = a
⊺
ik
(x− zk)(3.2)
in the variables (µ, x) ∈ Rn+1, and consider the zj and the aij to be fixed in
the sequel. By construction (µ¯, p¯) is a solution of (3.2).
Let A := {ai1 , . . . , aik} be the set of facet normals of P involved in the
linear system (3.2).
Claim: A is not contained in a (possibly affine) hyperplane of Rn.
Indeed, suppose that A is contained in the hyperplane {y ∈ Rn : g⊺y = γ},
for some g ∈ Rn \ {0} and γ ≥ 0. We distinguish cases according to the sign
of γ. If γ > 0, then for every ε > 0 and every 1 ≤ j ≤ k, we have
a⊺ij (p¯+ εg − zj) = µ¯+ εa
⊺
ij
g = µ¯+ εγ > µ¯,
and therefore the point p¯ + εg is not contained in any of the lattice trans-
lates of µ¯P that contain p¯. If ε is small enough, then p¯ + εg is moreover
not contained in any other lattice translate of µ¯P either, contradicting the
definition of the covering radius µ¯ = µ(P ).
If γ = 0, then we consider the ray {p¯ + tg : t ≥ 0} and let t¯ be the
largest non-negative real number such that {p¯ + tg : 0 ≤ t ≤ t¯} ⊆
⋂k
j=1 Fj
and that {p¯ + tg : 0 ≤ t ≤ t¯} consists only of last-covered points. Since
the intersection
⋂k
j=1 Fj is bounded, we clearly have t¯ < ∞. Also t¯ > 0,
because by the choice of p¯ and the assumption A ⊆ {y ∈ Rn : g⊺y = 0} we
have p¯ ∈ relint(
⋂k
j=1 Fj). As p¯+ t¯g is a last-covered point and t¯ is maximal,
there must be an additional facet of a lattice translate of µ¯P that contains
it, contradicting the maximality of ϕ(p¯).
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Thus, in either case we arrive at a contradiction and the claim is proven.
Now, we can show that the solution (µ¯, p¯) of the system (3.2) is unique.
Indeed, if (µ′, p′) was a second solution, then µ′ − µ¯ = a⊺ij (p
′ − p¯) for every
1 ≤ j ≤ k. But this means that either (µ′, p′) = (µ¯, p¯), or A is contained in
a hyperplane of Rn, which would contradict the claim above.
Finally, since the system (3.2) has n + 1 (scalar) variables and a unique
solution, it follows that (3.2) contains n + 1 linearly independent equations
(and the others are linear combinations of these). Up to relabeling we may
assume that these n+ 1 linear equations are
µ = a⊺i1(x− z1) = . . . = a
⊺
in+1
(x− zn+1),
and the proof is complete. 
If we want to turn Lemma 3.1 into an algorithm for µ(P ), we need to con-
trol the relevant lattice points z1, . . . , zn+1 that determine the system (3.1)
by the data that defines the polytope P . To this end, assume that we have
an upper bound µ0 on the covering radius of P , that is, µ(P ) ≤ µ0. Clearly,
µP + Zn is a covering of Rn if and only if the cube [0, 1]n (a fundamental
cell of Zn) is contained in µP + Zn. We let
(3.3) NP := Z
n ∩ ([0, 1]n − µ0P ).
Then, for any µ > 0, we have that
µP + Zn = Rn if and only if µP +NP ⊇ [0, 1]
n,
or, equivalently,
(3.4) µ > µ(P ) if and only if int(µP ) +NP ⊇ [0, 1]
n.
Clearly, there is a last-covered point p in [0, 1]n, and for this p, the lattice
points z1, . . . , zn+1 in Lemma 3.1 may be chosen to belong to NP .
In summary, we have shown the following corollary of Lemma 3.1.
Proposition 3.2. Let P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]} be a facet descrip-
tion of the polytope P with bi > 0. Assume that µ(P ) ≤ µ0 for some µ0 > 0,
and let NP be defined by (3.3).
Then, there are facet normals ai1 , . . . , ain+1 of P , and not necessarily dis-
tinct lattice points z1, . . . , zn+1 ∈ NP such that the system of linear equations
(3.1) in the variables µ and x has a unique solution (µ¯, p¯), and in this solution
µ¯ = µ(P ) and p¯ is a last-covered point with respect to P .
As the set NP may be difficult to compute, we consider a superset N¯P ⊇
NP using a bounding box for P . For this purpose, let β(P ) be defined as
β(P ) := max{‖x‖∞ : x ∈ P} = max{‖v‖∞ : v is a vertex of P},
where ‖x‖∞ denotes the maximum norm of the vector x ∈ R
n. Assume that
we are provided with upper bounds β(P ) ≤ β0 and µ(P ) ≤ µ0. Then, we
may define
(3.5) N¯P := Z
n ∩ ([0, 1]n − µ0[−β0, β0]
n)
and by the definition of NP we readily get N¯P ⊇ NP .
After these preparations, we are ready to describe our algorithm for the
computation of the covering radius µ(P ) of the polytope P . As input, it
takes the facet description of P , and upper bounds β0, µ0 as above, and it
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defines N¯P according to this input. Notice that the system (3.1) has a unique
solution if and only if the vectors (ai1/bi1 , 1), . . . , (ain+1/bin+1 , 1) ∈ R
n+1
are linearly independent, or equivalently, if ai1/bi1 , . . . , ain+1/bin+1 ∈ R
n are
affinely independent.
CoveringRadius(P, β0, µ0)
1: µmax := 0
2: for z1, . . . , zn+1 not necessarily distinct points in N¯P :
3: for ai1 , . . . , ain+1 facet normals of P :
4: if ai1/bi1 , . . . , ain+1/bin+1 are affinely independent :
5: solve the linear system (3.1) to obtain (µ, p)
6: if p ∈ [0, 1]n and p /∈ int(µP ) + N¯P : # Is (µ, p) relevant?
7: µmax := max{µ, µmax}
8: end
9: end
10: end
11: end
12: return µmax
The correctness of this algorithm follows directly from the previous con-
siderations.
Proposition 3.3. Let P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]} be a facet descrip-
tion of the polytope P with bi > 0. Assume β(P ) ≤ β0 and µ(P ) ≤ µ0, for
some β0, µ0 > 0.
Then, CoveringRadius(P, β0, µ0) returns the covering radius of P .
Proof. By Proposition 3.2, the two for-loops in Lines 2 and 3 list all choices
of z1, . . . , zn+1 and ai1 , . . . , ain+1 that need to be considered. By (3.4) and
the second ’if’ condition in Line 6 of the algorithm, the returned value µmax
is at most µ(P ). On the other hand, again by Proposition 3.2, the returned
value µmax is at least µ(P ). 
The algorithm CoveringRadius(P, β0, µ0) and Proposition 3.3 are only
applicable if we have access to upper bounds on β(P ) and µ(P ). Our next
task is to provide such bounds based on the description of P . We note that
until this point, we made no assumption on the vectors ai and the right hand
sides bi.
Now and in the sequel, we assume that P is a rational polytope given by
an integer facet description, that is, P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]}, where
ai ∈ Z
n and bi ∈ Z>0, for all i ∈ [m]. We use the notation ‖P‖∞ to denote
the largest absolute value of the parameters appearing in the description
of P above, that is,
‖P‖∞ := max ({‖ai‖∞ : i ∈ [m]} ∪ {bi : i ∈ [m]}) .
First, we bound β(P ). Observe that if v is a vertex of P , then
(3.6) v is the solution of a linear system AIx = bI ,
for some index set I ⊆ [m] with |I| = n, where AI denotes the invertible
square matrix obtained by considering only the rows of A = (a⊺i )i∈[m] indexed
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by I, and bI is the corresponding vector of right hand sides. Since AI has
integer entries, we apply Cramer’s rule and obtain that
(3.7) β(P ) ≤ ‖P‖n∞n!.
Second, we bound µ(P ). To do that, we define α(P ) as the smallest α > 0
such that αP is a lattice polytope, that is, all vertices of αP are lattice points.
We observe that
(3.8) α(P ) ≤ ‖P‖n∞n!,
which follows from (3.6) and again Cramer’s rule combined with the estimate
det(AI) ≤ ‖P‖
n
∞n!. Regarding the covering radius, we claim that
(3.9) µ(P ) ≤ α(P )n.
Indeed, let ∆ be a non-degenerate lattice simplex contained in α(P )P , one
of whose vertices is 0, and let Λ denote the sublattice of Zn generated by
the vertices of ∆. Furthermore, let ∆0 = conv({0, e1, . . . , en}) denote the
standard lattice simplex. Then
1
α(P )
µ(P ) = µ(α(P )P,Zn) ≤ µ(∆,Zn) ≤ µ(∆,Λ) = µ(∆0,Z
n) = n,
where the first inequality follows from the fact that ∆ ⊆ α(P )P , the second
from Λ ⊆ Zn, and the next equality simply expresses a change of basis.
The fact that µ(∆0) = n is well-known, and also immediate to verify. This
completes the proof of (3.9).
Another possibility to obtain a useful upper bound on µ(P ) and which is
also a bit more tailored to the actual shape of the input polytope is based on
the celebrated Flatness Theorem. It states that there is a constant Flt(n),
the so-called flatness constant, such that for every polytope P ⊆ Rn we have
(3.10) µ(P ) ≤ Flt(n) · w(P )−1,
where
w(P ) = min
z∈Zn\{0}
(
max
x∈P
x⊺z −min
x∈P
x⊺z
)
denotes the lattice-width of P . The question to determine the asymptotic be-
havior of Flt(n) as a function of the dimension n has attracted much interest
in Integer Programming and the Geometry of Numbers in recent decades.
The best-known bound to date follows from a work of Rudelson [23] and
reads Flt(n) ≤ c n4/3 loga n, for some unspecified absolute constants c and a.
The worse but explicit bound Flt(n) ≤ n5/2 can be found in Barvinok’s
book [4, Ch. VII, Thm. (8.3)].
In order to get an explicit upper estimate in the flatness bound (3.10),
we need a method to compute the lattice-width of the given polytope P .
An algorithm for w(P ) can be devised from the result in [11] stating that
there are at most 3n− 1 directions z ∈ Zn \ {0} in which the lattice-width is
attained and which are explicitly computable. Another algorithm of similar
complexity is described in [7].
Since the lattice-width of a lattice polytope is at least 1, the definition
of the parameter α(P ) implies that w(P )−1 ≤ α(P ). This shows that the
bounds (3.9) and (3.10) are quite similar, and that the latter might be better
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for particular examples of P . For our further analysis we however always use
the simpler bound (3.9).
We now run our algorithm CoveringRadius(P, β0, µ0) with the values
β0 = ‖P‖
n
∞n! and µ0 = n‖P‖
n
∞n!, which are valid choices in view of the in-
equalities (3.7), (3.8) and (3.9). Slightly overloading notation, we abbreviate
CoveringRadius(P ) = CoveringRadius(P, ‖P‖n∞n!, n‖P‖
n
∞n!),
and add that the algorithm starts with computing ‖P‖∞ from the description
of P , so it has a definition of N¯P .
Working towards an estimate on the time complexity of this algorithm
we first write down a bound on the cardinality of the set N¯P respecting the
previous choice of parameters:
(3.11) |N¯P | ≤
(
2 + 2β0µ0
)n
≤
(
2 + 2n‖P‖2n∞ (n!)
2
)n
≤ (‖P‖∞n)
2n2 .
The two for-loops in CoveringRadius(P ) have combined |N¯P |
n+1 · mn+1
iterations. We may ignore the time needed for checking the ’if’ condition
in Line 4 and for solving the linear system (3.1), since this can be done in
polynomially many steps and is thus inferior in complexity to checking the
second ’if’ condition in Line 6. Indeed, given a candidate solution (µ, p),
checking whether p /∈ int(µP ) + N¯P takes m|N¯P | steps.
In total, the algorithm takes O
(
|N¯P |
n+2 ·mn+2
)
steps and with (3.11) we
get the following upper bounds on the time complexities:
O
(
(4β0µ0)
n(n+2) ·mn+2
)
for CoveringRadius(P, β0, µ0), and
O
(
(‖P‖∞n)
2n2(n+2) ·mn+2
)
for CoveringRadius(P ).
We summarize the investigations of this section into our main result:
Theorem 3.4. Let P = {x ∈ Rn : a⊺i x ≤ bi, i ∈ [m]} be a rational poly-
tope, with ai ∈ Z
n and bi ∈ Z>0, for all i ∈ [m]. Then, the algorithm
CoveringRadius(P ) returns the covering radius of P in time
O
(
(‖P‖∞n)
2n2(n+2) ·mn+2
)
.
Let us compare our result to the running time of Kannan’s algorithm: Ac-
cording to Theorem 2.1 his algorithm has time complexity
(nm log ‖P‖∞)
nO(n) .
With respect to n and m we achieved a significant improvement since the
dependence in our algorithm involves only one exponentiation, compared to
a double exponentiation in Kannan’s approach. The dependence on ‖P‖∞
is better in Kannan’s algorithm, but only if ‖P‖∞ is of order at least n
nΩ(n) ,
that is, only for unreasonably large input sizes.
4. An application to Lonely Runners
In this section, we use a geometric interpretation of the famous Lonely
Runner Conjecture to illustrate the utility of an (efficient) algorithm to com-
pute the covering radius of a rational polytope. The problem that we are
concerned with was raised as a question on simultaneous Diophantine ap-
proximations by Jörg M. Wills in the 1960’s [28].
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Conjecture 4.1 (Lonely Runner Conjecture). Given pairwise distinct num-
bers v0, v1, . . . , vd ∈ R, for each 0 ≤ i ≤ d there exists a real number t such
that for all 0 ≤ j ≤ d, i 6= j, the distance of t(vi − vj) to the nearest integer
is at least 1d+1 .
Independently of Wills, the problem also arose as a view-obstruction ques-
tion in a work of Cusick [9]. The name Lonely Runner Conjecture goes back
to the following descriptive interpretation due to Goddyn (1998): Consider
d+1 runners going at different constant velocities vi around a circular track
of length 1 (having started at the same place and time). Then the conjecture
says that each of them will at some point have distance at least 1d+1 to all
the other runners.
A more convenient formulation of the problem is based on the observation
that the distance of any two runners at any given time depends only on
their relative velocities. So we may pick a fixed runner, say the one with
velocity v0, reduce the velocity of every runner by v0 and consider only the
loneliness of the first runner that is now stagnant.
Conjecture 4.2 (Lonely Runner Conjecture). Given pairwise distinct posi-
tive v1, v2, . . . , vd ∈ R, there exists a real number t such that for all 1 ≤ j ≤ d
the distance of tvj to the nearest integer is at least
1
d+1 .
A conjecture that is stronger than Conjecture 4.2 was recently proposed
and investigated as the Loneliness Spectrum Conjecture by Kravitz [19]. His
paper is also a good source for background information and related literature
on the Lonely Runner Problem, so we refer the interested reader to his work
or the german survey article [25].
Wills [28] stated without proof that Conjecture 4.2 can be reduced to
consider only integral velocities v1, . . . , vd ∈ Z>0. It was only by Bohman,
Holzman & Kleitman [6, Lem. 8] that a proof was given, which however
depends on solving the Lonely Runner Conjecture in lower dimensions. An
independent proof of this reduction can be found in [14, Lem. 5.3]. For
this reason we always assume in the sequel that every runner runs with an
integral velocity. Since the problem is moreover invariant under simultaneous
scalings of the velocities, we may also assume that gcd(v1, . . . , vd) = 1.
The reduction of the problem to integer velocities is crucial for its refor-
mulation in the Geometry of Numbers. An interpretation of Conjecture 4.2
as a question about the existence of lattice points in certain convex regions
has only recently been worked out (see [14, 5]). We discuss some of its details
in Section 4.1.
For pairwise distinct integral velocities, it was conjectured in [5, Conj. 1]
(and in a personal communication by Jörg M. Wills himself) that Wills’
conjecture is equivalent to the following seemingly more general variant.
The point is that the non-stagnant runners may start running at arbitrarily
chosen points on the track rather than all starting from the same position.
Conjecture 4.3 (Lonely Runners with Individual Starting Points). Given
pairwise distinct nonzero velocities v1, . . . , vd ∈ R and arbitrary starting
points s1, . . . , sd ∈ R, there is a real number t such that for all 1 ≤ j ≤ d the
distance of sj + tvj to the nearest integer is at least
1
d+1 .
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Similarly to Conjecture 4.2, this can be reduced to pairwise distinct inte-
gral velocities v1, . . . , vd ∈ Z>0; the argument is along the lines of the proof
of [14, Lem. 5.3].
Conjecture 4.3 holds true for two non-stagnant runners, that is, for d = 2
as shown in [5]. For any other d ≥ 3 the question is open. In particular, in
other cases where Conjecture 4.2 holds, for instance, for any 3 ≤ d ≤ 6, it is
not clear yet whether Conjecture 4.3 is indeed equivalent.
The assumption that the velocities vi shall be pairwise distinct is crucial
in Conjecture 4.3. If we allow repeating velocities, then we are in the setting
of a theorem of Schoenberg [24] (see [5, Thm. 4] for an alternative proof).
Theorem 4.4 (Schoenberg [24], 1976). Given integral velocities v1, . . . , vd ∈
Z>0 and starting points s1, . . . , sd ∈ R, there is a real number t such that for
all 1 ≤ j ≤ d the distance of sj + tvj to the nearest integer is at least
1
2d .
Furthermore, this bound cannot be improved for v1 = . . . = vd = 1 and
starting points si =
i−1
d , for 1 ≤ i ≤ d.
Our aim is to solve the three runner problem1 of Conjecture 4.3, that is,
the case d = 3. To this end, we first review the geometric approach hinted
at above.
4.1. Zonotopes associated with the Lonely Runner Problem. We
use the geometric interpretation of the Lonely Runner Problem established
in [14] and [5] in order to reduce the case d = 3 of Conjecture 4.3 to finitely
many instances, which we then separately tackle by the covering radius al-
gorithm developed in Section 3.
Czerwiński & Grytczuk [10, Thm. 6] describe the time t at which the
maximal distance λv of the runners from the stagnant runner is attained, for
the case s = 0. Their arguments work for every fixed starting configuration
s ∈ Rd and they imply an algorithm with time complexity O(d2 ·vmax), where
vmax = max1≤i≤d vi, to compute this distance λv. One can thus computa-
tionally check Conjecture 4.3 for a given velocity vector v and an arbitrary
but fixed starting point s. For the full statement of Conjecture 4.3 we how-
ever need to do this computation a priori for every starting configuration of
the runners. This is where the covering radius comes into play.
We now describe the essential parts on how to transform Conjecture 4.3
into a problem on bounding the covering radius of certain lattice zonotopes.
For full details on the geometric arguments used in this section, as well as the
reduction of the Lonely Runner Conjecture and similar versions thereof to
finding (or proving the existence of) lattice points inside certain zonotopes,
we refer the reader to [14, Sect. 2.2 & 2.3] and [5].
As described after the statement of [5, Conj. 10], or in [14, Thm. 1.1],
the following holds for an arbitrary number of runners d: With every set of
integer speeds 0 < v1 < . . . < vd, with gcd(v1, . . . , vd) = 1, we associate a
lattice zonotope Zv in R
d−1 generated by d lattice vectors u1, . . . , ud ∈ Z
d−1
in general linear position, which means that every d− 1 of them are linearly
1As noted in the beginning of this section, this is actually the four-runner problem, as
we assume that one of the runners is stagnant, that is, it has zero speed.
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independent. More precisely,
Zv :=
d∑
j=1
[0, uj ].
The connection between the generators u1, . . . , ud and the velocity vector v =
(v1, . . . , vd) is described in detail in [14], in the discussion after Lemma 3.1.
The main points are as follows: Since v ∈ Zd>0, the intersection Z
d ∩ v⊥
contains a sublattice Λv of Z
d of dimension d − 1, where v⊥ denotes the
orthogonal complement of the linear hull of v. Consider any (d − 1) × d
matrix A, whose rows a1, . . . , ad−1 constitute a basis of the lattice Λv. The
associated lattice zonotope2 Zv in R
d−1 is then generated by the columns
u1, . . . , ud of A.
One important fact concerning the velocities vi and the zonotope Zv is
the following: The volumes of the parallelepipeds spanned by d− 1 of the d
vectors uj are precisely the values v1, . . . , vd. In particular,
(4.1) vol(Zv) = v1 + v2 + · · ·+ vd.
Now, it can be inferred from [14, Sect. 5], that the d runners with velocities
v1, . . . , vd satisfy Conjecture 4.3 if and only if
µ(Zv) ≤
d− 1
d+ 1
.(4.2)
This means that after contracting Zv by the factor (d− 1)/(d + 1), we may
shift it anywhere in Rd−1 and always find some lattice point of Zd−1 that
is contained in the shifted copy. The originial Lonely Runner Conjecture
corresponds to the question whether a certain position of d−1d+1Zv contains a
lattice point. For this reason, we may call Conjecture 4.3 the Shifted Lonely
Runner Conjecture in the sequel.
Before we describe how this geometric point of view can be used to reduce
Conjecture 4.3 for d = 3 to only a few explicitly given velocity vectors, we
remark that it suffices to consider three speeds that are pairwise coprime.
We use the standard notation {x} = x− ⌊x⌋ for the fractional part of a real
number x ∈ R.
Proposition 4.5. Let v = (v1, v2, v3) ∈ Z
3
>0 with gcd(v1, v2, v3) = 1 be
a velocity vector with pairwise distinct coordinates, and let s ∈ R3 be an
arbitrary starting point. Suppose further that gcd(v1, v2) = ℓ > 1. Then,
there exists some t ∈ R such that 14 < {sj + vjt} <
3
4 , for every j = 1, 2, 3.
Proof. Because Conjecture 4.3 holds for d = 2, there is some t0 ∈ R such
that 13 ≤ {sj + vjt0} ≤
2
3 , for j = 1, 2. Since ℓ divides v1 and v2, for any
t′ ∈
{
t0, t0 +
1
ℓ
, . . . , t0 +
ℓ− 1
ℓ
}
,
the fractional parts {sj + vjt
′} = {sj + vjt0}, for j = 1, 2. Furthermore, for
at least one of the values for t′ we must have 14 ≤ {s3 + v3t
′} ≤ 34 , since
gcd(ℓ, v3) = 1. Now, for this choice of t
′, we have 14 < {sj + vjt
′} < 34 ,
2This zonotope is not, of course, unique, but all such zonotopes are unimodularly
equivalent and thus have the same properties with respect to the volume and the covering
radius, described afterwards.
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for j = 1, 2, and therefore there is some t sufficiently close to t′, such that
1
4 < {sj + vjt} <
3
4 still holds, but
1
4 < {s3 + v3t} <
3
4 holds as well. 
So, when the speeds v1, v2, v3 are pairwise coprime, we write v3 as an
integer linear combination of v1 and v2 using Euclid’s algorithm, say
v3 = κv1 + λv2, κ, λ ∈ Z.
The associated zonotope Zv is then generated by the columns of the following
2× 3 matrix:
(4.3)
(
v2 −v1 0
κ λ −1
)
.
4.2. A geometric reduction for the case of three non-zero runners.
Throughout the following let v = (v1, v2, v3) ∈ Z
3
>0 be a velocity vector with
pairwise distinct speeds, and let Zv =
∑3
i=1[0, ui] be the associated planar
lattice zonotope as above. In view of (4.1), we have vol(Zv) = v1 + v2 + v3.
Since Zv has only integral vertices, its lattice-width w(Zv) is an integer.
Moreover, as the generators of Zv are in linear general position, there is at
least one lattice point that is interior to Zv, and thus w(Zv) ≥ 2.
By virtue of (4.2), for proving the Shifted Lonely Runner Conjecture for v,
we need to show that µ(Zv) ≤
1
2 . To get a first reduction, we apply the
flatness theorem (3.10) in the plane with the best possible constant. In fact,
it follows from [2, Cor. 2.7] that
µ(Zv) ≤ 2 · w(Zv)
−1
because Zv is centrally symmetric and the first covering minimum µ1(Zv)
is the inverse of the lattice-width. Moreover, the inequality can only be
tight for unimodular images of the standard planar crosspolytope, and as Zv
is a hexagon, this means we actually have strict inequality. Therefore, if
w(Zv) ≥ 4, then µ(Zv) <
1
2 , and thus we may assume that w(Zv) ∈ {2, 3}
in the sequel.
Let us consider the case that w(Zv) = 3. By µ(Zv) ≥ µ1(Zv), we always
have µ(Zv)w(Zv) ≥ 1. If 1 = µ(Zv)w(Zv) = 3µ(Zv), then µ(Zv) =
1
3 <
1
2
and so we can safely assume that µ(Zv)w(Zv) > 1. Under this condition,
Averkov & Wagner [2, Cor. 2.7] proved that
vol(Zv) ≤
w(Zv)
2
2µ(Zv)w(Zv)− 2
=
9
6µ(Zv)− 2
.
Rearranging terms yields the inequality
µ(Zv) ≤
3
2 vol(Zv)
+
1
3
=
3
2(v1 + v2 + v3)
+
1
3
,
and thus µ(Zv) <
1
2 as soon as v1 + v2 + v3 ≥ 10.
We finish up our reductions by showing that the case of lattice-width
w(Zv) = 2 cannot occur.
Lemma 4.6. Let v ∈ Z3>0 be a velocity vector with pairwise distinct entries.
Then, the planar lattice zonotope Zv has lattice-width w(Zv) ≥ 3.
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Proof. We argue by contradiction and assume that w(Zv) = 2. The zono-
tope Zv decomposes into (suitable lattice translates of) the three lattice
parallelograms Pj =
∑3
i=1,i 6=j[0, ui], for j = 1, 2, 3. Since w(Zv) = 2
and Zv is a hexagon, there must be a direction z ∈ Z
2 \ {0} such that
w(Zv) = maxx∈Zv x
⊺z − minx∈Zv x
⊺z = 2 and z is orthogonal to an edge
(and thus to a generator) of Zv. Without loss of generality, we assume
that z is orthogonal to u1. This implies that w(P2) = w(P3) = 1 and that
all the lattice points contained in P2 and P3 are distributed on the edges
parallel to u1. Since the Pj are lattice parallelograms this means that P2
and P3 contain exactly the same number of lattice points, and thus they
have the same area. This means however that v2 = vol(P2) = vol(P3) = v3,
contradicting the assumption that the entries of v are pairwise distinct. 
In view of the investigations above, we only need to check the triples
v = (v1, v2, v3) ∈ Z
3
>0 with coprime entries and v1 + v2 + v3 ≤ 9 for es-
tablishing the Shifted Lonely Runner Conjecture for three non-zero runners,
and characterizing the extremal velocity vectors along as well. In particular,
these are only the six triples:
(1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 2, 6), (1, 3, 4), (1, 3, 5).
Using Proposition 4.5 we can moreover safely ignore the two triples that have
velocities with a common non-trivial factor.
We implemented our algorithm CoveringRadius(P ) in sage [27] and com-
puted the covering radius of the four remaining cases, with the results gath-
ered in Table 1. The source code of our implementation is available upon
request from the authors.
(v1, v2, v3) generators for Zv µ(Zv)
(1, 2, 3)
(
2 −1 0
3 0 −1
)
1
2
(1, 2, 5)
(
2 −1 0
5 0 −1
)
3
7
(1, 3, 4)
(
3 −1 0
4 0 −1
)
3
7
(1, 3, 5)
(
3 −1 0
5 0 −1
)
3
8
Table 1. The covering radius of the zonotopes Zv corre-
sponding to the four remaining triples above.
Of course, the validity of the bound µ(Zv) ≤
1
2 could also be checked by
hand for these very special cases. We chose to compute the exact covering
radii for informative reasons. In summary, we have proven:
Theorem 4.7. Conjecture 4.3 holds for d = 3 and the only extremal velocity
vector (up to scaling and permuting coordinates) is v = (1, 2, 3).
Remark 4.8. The attempt to reduce the Lonely Runner Problem to a finite
list of exceptional velocity vectors is not new. In fact, Tao [26] obtained such
a reduction for an arbitrary number of runners, in the original setting of
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Conjecture 4.2 with common starting points. However Tao’s bound on the
number of cases to check is not applicable to solve the conjecture for a given
(small) dimension. It would be interesting to extend our arguments in the
reduction to arbitrary dimensions.
4.3. Some computer experiments and Kravitz’ Loneliness Spec-
trum Conjecture. In order to collect some more computational data on
covering radii, we computed this parameter for the zonotopes Zv for all triples
v = (v1, v2, v3) ∈ Z
3
>0 with coprime entries and satisfying v1 + v2 + v3 ≤ 18.
The results are summarized in Tables 2, 3 and 4.
Kravitz’ Loneliness Spectrum Conjecture [19, Conj. 1.2] states that for
positive coprime integer velocities v1, . . . , vd either
ML(v1, . . . , vd) =
m
dm+ 1
, for some m ∈ N,
or
ML(v1, . . . , vd) ≥
1
d
.
Here, ML(v1, . . . , vd) denotes the maximum loneliness of the runners with
velocities v1, . . . , vd, defined as the maximum distance from an integer that
all runners can attain simultaneously. Note that this is assuming that all
runners start at the same place, that is, s = 0. Translating this conjecture
to the shifted setting and the covering radius formulation (cf. [14, Sect. 3])
is equivalent to saying that either
µ(Zv) =
(d− 2)m+ 1
dm+ 1
, for some m ∈ N,
or
µ(Zv) ≤
d− 2
d
.
For the three runner case that we investigated above, this means that
µ(Zv) =
m+ 1
3m+ 1
, for some m ∈ N, or µ(Zv) ≤
1
3
.
Inspecting the computed covering radii in Tables 2, 3 and 4, one finds that
this holds true for almost all the values. The only exceptional covering radii
are 49 ,
5
12 ,
9
23 ,
15
41 . Thus, Kravitz’ Conjecture does not hold verbatim in the
shifted setting.
However, based on this limited data we may extend the Loneliness Spec-
trum Conjecture (at least for three runners) to the shifted setting as follows:
µ(Zv) =
m+ 1
3m+ j
, for some m ∈ N and j ∈ {−1, 0, 1}, or µ(Zv) ≤
1
3
.
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(v1, v2, v3) generators for Zv µ(Zv) (v1, v2, v3) generators for Zv µ(Zv)
(1, 2, 3)
(
2 −1 0
1 1 −1
)
1
2 (1, 2, 4)
(
2 −1 0
0 2 −1
)
3
7
(1, 2, 5)
(
2 −1 0
1 2 −1
)
3
7 (1, 2, 6)
(
2 −1 0
2 2 −1
)
3
7
(1, 2, 7)
(
2 −1 0
1 3 −1
)
9
23 (1, 2, 8)
(
2 −1 0
2 3 −1
)
2
5
(1, 2, 9)
(
2 −1 0
3 3 −1
)
2
5 (1, 2, 10)
(
2 −1 0
2 4 −1
)
3
8
(1, 2, 11)
(
2 −1 0
3 4 −1
)
5
13 (1, 2, 12)
(
2 −1 0
4 4 −1
)
5
13
(1, 2, 13)
(
2 −1 0
3 5 −1
)
15
41 (1, 2, 14)
(
2 −1 0
4 5 −1
)
3
8
(1, 2, 15)
(
2 −1 0
5 5 −1
)
3
8 (1, 3, 4)
(
3 −1 0
1 1 −1
)
3
7
(1, 3, 5)
(
3 −1 0
2 1 −1
)
3
8 (1, 3, 6)
(
3 −1 0
0 2 −1
)
1
3
(1, 3, 7)
(
3 −1 0
1 2 −1
)
3
8 (1, 3, 8)
(
3 −1 0
2 2 −1
)
1
3
(1, 3, 9)
(
3 −1 0
0 3 −1
)
4
13 (1, 3, 10)
(
3 −1 0
1 3 −1
)
4
13
(1, 3, 11)
(
3 −1 0
2 3 −1
)
1
3 (1, 3, 12)
(
3 −1 0
3 3 −1
)
4
13
(1, 3, 13)
(
3 −1 0
1 4 −1
)
16
55 (1, 3, 14)
(
3 −1 0
2 4 −1
)
5
17
Table 2. The covering radius of the hexagons corresponding
to the triples of velocities which sum to at most 18 - Part I.
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(v1, v2, v3) generators for Zv µ(Zv) (v1, v2, v3) generators for Zv µ(Zv)
(1, 4, 5)
(
4 −1 0
1 1 −1
)
4
9 (1, 4, 6)
(
4 −1 0
2 1 −1
)
2
5
(1, 4, 7)
(
4 −1 0
−1 2 −1
)
4
11 (1, 4, 8)
(
4 −1 0
0 2 −1
)
1
3
(1, 4, 9)
(
4 −1 0
1 2 −1
)
4
13 (1, 4, 10)
(
4 −1 0
2 2 −1
)
2
7
(1, 4, 11)
(
4 −1 0
−1 3 −1
)
4
15 (1, 4, 12)
(
4 −1 0
0 3 −1
)
1
4
(1, 4, 13)
(
4 −1 0
1 3 −1
)
2
7 (1, 5, 6)
(
5 −1 0
1 1 −1
)
3
7
(1, 5, 7)
(
5 −1 0
2 1 −1
)
3
8 (1, 5, 8)
(
5 −1 0
3 1 −1
)
18
53
(1, 5, 9)
(
5 −1 0
−1 2 −1
)
1
3 (1, 5, 10)
(
5 −1 0
0 2 −1
)
1
3
(1, 5, 11)
(
5 −1 0
1 2 −1
)
5
16 (1, 5, 12)
(
5 −1 0
2 2 −1
)
5
17
(1, 6, 7)
(
6 −1 0
1 1 −1
)
5
13 (1, 6, 8)
(
6 −1 0
2 1 −1
)
1
3
(1, 6, 9)
(
6 −1 0
3 1 −1
)
7
23 (1, 6, 10)
(
6 −1 0
−2 2 −1
)
11
38
(1, 6, 11)
(
6 −1 0
−1 2 −1
)
5
17 (1, 7, 8)
(
7 −1 0
1 1 −1
)
2
5
(1, 7, 9)
(
7 −1 0
2 1 −1
)
5
16 (1, 7, 10)
(
7 −1 0
3 1 −1
)
8
29
(1, 8, 9)
(
8 −1 0
1 1 −1
)
2
5
Table 3. The covering radius of the hexagons corresponding
to the triples of velocities which sum to at most 18 - Part II.
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(v1, v2, v3) generators for Zv µ(Zv) (v1, v2, v3) generators for Zv µ(Zv)
(2, 3, 4)
(
3 −2 0
2 0 −1
)
2
5 (2, 3, 5)
(
3 −2 0
1 1 −1
)
3
7
(2, 3, 6)
(
3 −2 0
0 2 −1
)
1
3 (2, 3, 7)
(
3 −2 0
2 1 −1
)
1
3
(2, 3, 8)
(
3 −2 0
2 2 −1
)
4
11 (2, 3, 9)
(
3 −2 0
0 3 −1
)
5
17
(2, 3, 10)
(
3 −2 0
4 2 −1
)
1
3 (2, 3, 11)
(
3 −2 0
1 3 −1
)
2
7
(2, 3, 12)
(
3 −2 0
3 3 −1
)
2
7 (2, 3, 13)
(
3 −2 0
2 3 −1
)
5
16
(2, 4, 5)
(
2 −1 0
1 2 −2
)
7
19 (2, 4, 7)
(
2 −1 0
1 3 −2
)
9
25
(2, 4, 9)
(
2 −1 0
3 3 −2
)
4
11 (2, 4, 11)
(
2 −1 0
3 4 −2
)
13
37
(2, 5, 6)
(
5 −2 0
3 0 −1
)
4
13 (2, 5, 7)
(
5 −2 0
1 1 −1
)
5
12
(2, 5, 8)
(
5 −2 0
−1 2 −1
)
4
13 (2, 5, 9)
(
5 −2 0
2 1 −1
)
5
14
(2, 5, 10)
(
5 −2 0
0 2 −1
)
1
3 (2, 5, 11)
(
5 −2 0
3 1 −1
)
4
13
(2, 6, 7)
(
3 −1 0
1 2 −2
)
4
13 (2, 6, 9)
(
3 −1 0
0 3 −2
)
2
7
(2, 7, 8)
(
7 −2 0
4 0 −1
)
4
15 (2, 7, 9)
(
7 −2 0
1 1 −1
)
3
8
(3, 4, 5)
(
4 −3 0
−1 2 −1
)
1
3 (3, 4, 6)
(
4 −3 0
2 0 −1
)
1
3
(3, 4, 7)
(
4 −3 0
1 1 −1
)
2
5 (3, 4, 8)
(
4 −3 0
0 2 −1
)
1
3
(3, 4, 9)
(
4 −3 0
3 0 −1
)
2
7 (3, 4, 10)
(
4 −3 0
2 1 −1
)
4
13
(3, 4, 11)
(
4 −3 0
1 2 −1
)
1
3 (3, 5, 6)
(
5 −3 0
2 0 −1
)
1
3
(3, 5, 7)
(
5 −3 0
−1 2 −1
)
1
3 (3, 5, 8)
(
5 −3 0
1 1 −1
)
5
13
(3, 5, 9)
(
5 −3 0
3 0 −1
)
8
29 (3, 5, 10)
(
5 −3 0
0 2 −1
)
1
3
(3, 6, 7)
(
2 −1 0
1 3 −3
)
1
3 (3, 6, 8)
(
2 −1 0
2 3 −3
)
1
3
(3, 7, 8)
(
1 3 −3
0 8 −7
)
3
10 (4, 5, 6)
(
5 −4 0
−1 2 −1
)
1
3
(4, 5, 7)
(
5 −4 0
3 −1 −1
)
3
11 (4, 5, 8)
(
5 −4 0
2 0 −1
)
1
3
(4, 5, 9)
(
5 −4 0
1 1 −1
)
5
13 (4, 6, 7)
(
3 −2 0
2 1 −2
)
13
47
(5, 6, 7)
(
6 −5 0
−1 2 −1
)
4
13
Table 4. The covering radius of the hexagons corresponding
to the triples of velocities which sum to at most 18 - Part III.
