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We improve previous work on the consistency strength of mutually sta-
tionary sequences of sets concentrating on points with divergent cofinality
building on previous work by Adolf, Cox and Welch. Specifically, we have
greatly reduced our reliance on covering properties in the proof. This will
allow us to handle sequences in which sets concentrating on points of count-
able cofinality appear infinitely often. Furthermore we will show that if κ is
a Jónsson cardinal with κ < ℵκ then 0¶, the sharp for a model with a strong
cardinal, exists.
1 Introduction
Definition 1.1 (Foreman-Magidor): Let 〈κi : i < δ〉 be a strictly increasing sequence
of regular uncountable cardinals. A sequence 〈Si : i < δ〉 with Si ⊆ κi for all i < δ is
mutually stationary if and only if the set of A ⊆ λ := sup
i<δ
κi with sup(A ∩ κi) ∈ Si
whenever κi ∈ A is stationary, i.e. for all F : [λ]<ω → λ there is some such A with
F”
[
[A]<ω
] ⊆ A.
The property of mutual stationarity was first introduced by Foreman and Magidor in
[FM01]. In that paper they proved that any sequence of stationary sets concentrating
on points of countable cofinality is mutually stationary. They also proved that the same
does not hold in L with sequences concentrating on points of cofinality ω1. ( By work of
Koepke and Welch this property does have large cardinal strength [KW06]. Ben-Neria
has recently shown its consistency in [BN]. It seems likely that it is quite strong.)
Here though we will be solely interested in sequences that are not limited to a single
cofinality. In fact, we do consider sequences with certain recurring patterns. Improving
on [ACW] we show:
Theorem 1.2: Assume that 0¶ does not exist. Let 2 ≤ k, l < ω. Let 〈Sn : k ≤ n < ω〉
be a sequence such that
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• Sn ⊂ ℵn is a stationary set that concentrates on limit ordinals with a fixed cofinality
µn;
• the sequence 〈Sn : k ≤ n < ω〉 is mutually stationary;
• there exists a sequence 〈ni : i < ω〉 such that
– ni+1 ≥ ni + l,
– µni = µni+j for j < l,
– more than one value appears infinitely often in the sequence 〈µni : i < ω〉.
Then there exist infinitely many n < ω such that there exists κn < ℵn such that (κ+n )K <
ℵn, oK(κn) ≥ max(ℵn, (κ+(l+1)n )K).
Important here is that we do allow the µn to be ω infinitely often. Unlike with Theorem
6 of [ACW] where cofinalities track closely with the Mitchell order of measures on K the
actual values of the µn seemed of no consequence in [ACW, Theorem 7], only the pattern
in which they appear. Of course, we did assume there that all the µn were uncountable,
but the new result indicates that this requirement was not necessary.
By work of Shelah [LS97] and Sharon [Sha00] the existence of a sequence as above
is consistent relative to the existence of a cardinal κ with o(κ) ≥ κ+ω. Ben-Neria has
suggested that a careful reading of the argument yields that in this specific case this
bound can be reduced down to the existence of a cardinal κ with o(κ) ≥ κ+(l+1) + 1.
The sequence of 〈κn : n < ω〉 given by the theorem are not fully unlike a Prikry sequence
which suggests that this might indeed be an exact bound.
Improving [ACW, Theorem 7] also allows us to improve [ACW, Theorem 8]:
Theorem 1.3: Let k < l be natural numbers. Assume that for all f : ω → {k, l} the
sequence 〈Snf(n) : k < n < ω〉 is mutually stationary. Then 0¶ exists.
Again the difference is that we do allow countable cofinalities. This is significant,
because for k = 0 this property is known to be consistent by work of Shelah [CFM06,
Section 6]. (For l = 1 Jensen has a consistency proof with a lesser requirement.([Jen]))
Our last theorem improves on [ACW, Theorem 9] in which we proved that the exis-
tence of 0¶ follows from the existence of a mutually stationary sequence 〈Sn : n < ω〉
concentrating on cofinalities 〈µn : n < ω〉 such that no cofinality appears more than
finitely often among the 〈µn : n < ω〉. The existence of such a sequence implies that ℵω
is Jónsson, and our improved theorem will not assume more than that.
This is a departure from the arguments we used previously: while a typical Jónsson
structure X ⊂ ℵω will have 〈kn : n < ω〉 with cof(X ∩ ℵkn) = ℵn for all n, this is
not quite enough control about all the possible cofinalities that can appear during the
iteration. We get around this by using the fact that many levels of the Jónsson structure
are instances of Chang’s conjecture together with using a "pseudo-drop" used by Mitchell
in [Mit99] to fix cofinalites on a club set. A contradiction can then be reached using our
usual methods.
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Theorem 1.4: Assume that κ is Jónsson with κ < ℵκ. Then 0¶ exists.
The rest of this paper will be organized in the following fashion: the next section
will review the necessary facts about Inner Model Theory and stationary sets used in
the proof and introduce some useful definitions; section 3 will contain the proofs of
1.2Introductionthm.1.2 and 1.3Introductionthm.1.3; section 4 will contain the proof of
1.4Introductionthm.1.4; we will finish with open questions and acknowledgements.
2 Preliminaries
In the following we will often confuse some S ⊂ P(κ) with S+ := {A ⊆ Hκ|A ∩ κ ∈ S}.
It is a standard fact that this makes no difference as far as stationarity is concerned.
We will use the same approach to fine structure as in the previous paper [ACW], so
we use the general outline of [Zem01]. K where it appears will always refer to the core
model below 0¶.
Let X ≺ Hκ for some uncountable cardinal κ. We write HX for the transitive collapse
of X, and σX : HX → X for the unique isomorphism. As usual we will want to co-iterate
K and KX := σ−1X ” [K]. (What structure specifically X is a substructure of will vary
between sections, but will be clear from context.)
When co-iterating K and KX let θX be the length of the iteration on the K-side, let
MXi (i ≤ θX) be the i-th model appearing in that iteration, κXi the critical point of the
i-th extender used during the iteration, and νXi the corresponding iteration index. We
let piXi,j : M
X
i → MXj (i ≤ j ≤ θX) be the iteration embedding(, if there is a truncation
in the interval (i, j] then piXi,j will be partial). Finally, we will let d
X
i be the eventual
degree of elementarity of the embeddings into MXi . (Note that if i ≤ j ≤ θX , there is
no truncation in the interval (i, j] and dX· is constant there, then piXi,j is continuous at
ρdXi
(MXi ).)
In Section 5 we will have to consider special iterations on K in which we might be
forced to use a special form of truncation. We shall still use the same notation for these
special iterations. This should not lead to confusion.
Unlike in [ACW], in the arguments to come we will not assume that the KX -side
remains trivial in these co-iterations both special and regular. We will write ζX for the
length of the iteration on the KX -side. We will write NXi (i ≤ ζX) for the i-th model
appearing in that iteration. For i ≤ j ≤ ζX we will write τXi,j : NXi → NXj for the
iteration embedding. (Note: There will be no truncations on the KX -side.)
We will make heavy use of the following lemma (, this is Lemma 10 in [ACW]):
Lemma 2.1: Let M be a J-structure and n < ω. Let λ, κ be cardinals in M , κ regular
in M , ρn+1(M) ≤ λ < κ ≤ ρn(M), and M is n + 1-sound above λ, i.e. HullMn+1(λ ∪
{pMn+1}) = M . Then cof(κ) = cof(ρn(M)).
Note here HullMn+1 is a fine-structural Skolem hull, i.e. relative to the canonical Σ1
Skolem functions over the n-th reduct of M . By the nature of stationary sets we will
have to consider Skolemized structures A on Hκ. In that case we will write SkA(A) for
the appropriate Skolem hull of A ⊆ Hκ.
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3 Mutually stationary sequences with alternating blocks
We start out by introducing and subsequently analysing some terms and definitions that
will serve to better communicate the argument.
Definition 3.1: Let S ⊂ P(ℵω) and 2 < l < ω.
(a) S has fixed cofinalities (with values 〈µn : n < ω〉) if and only if cof(X ∩ ℵn) = µn
for all X ∈ S.
(b) S has alternating blocks of size l if and only if S has fixed cofinalities with values
〈µn : n < ω〉 and there exists 〈nk : k < ω〉 such that µnk = µnk+i for all i < l and
more than one value appears infinitely often in the sequence 〈µnk : k < ω〉.
The hypothesis of 1.2Introductionthm.1.2 (relative to 2 < l < ω) can thus be restated
to: "there exists a stationary S ⊂ P(ℵω) that has alternating blocks of size l". To
increase distinctiveness between this section and the next we will make sure that our
stationary set does not also witness the Jónsson-ness of ℵω. Furthermore we will see that
having alternating blocks of any size is stable under changes done to an initial segment
of our structures.
Proposition 3.2: Let S ⊂ P(ℵω) and 2 < l < ω.
(a) If S has alternating blocks of size l and is stationary, then there exists some q <
ω and some stationary S∗ ⊂ P(ℵω) with alternating blocks of size l such that
Card(X) < ℵq for all X ∈ S∗.
(b) Let k < ω. If S has alternating blocks of size l, is stationary, and there exists q < ω
with Card(X) < ℵq for all X in S, then there exists some stationary S∗ ⊂ P(ℵω)
with alternating blocks of size l such that Card(X) < ℵq and cof(X ∩ ℵn) ≥ ℵ1 for
all X ∈ S∗ and 0 < n < k.
Proof: Let S ⊂ P(ℵω) stationary and 2 < k, l < ω. Assume that S has blocks of size l.
We will first refine S into some S∗ with uniformely bounded elements as required by (a).
We will then further refine to some stationary S∗∗ that fulfills the requirements of (b).
Let 〈µn : n < ω〉 be the values associated to S and 〈nk : k < ω〉 the starting points of
each block. Let ℵc,ℵd be two distinct values that appear infinitely often in the sequence
〈µnk : k < ω〉. We will see that q := max{c, d}+ 1 works.
Let A be some Skolemized structure on ℵω. By assumption we have some XA ∈ S with
X ≺ A. Let C := {k < ω|µnk = ℵc} and D := {k < ω|µnk = ℵd}. Fix fk,i : µnk+i →
X ∩ ℵnk+i cofinal. Let then X∗A := SkA(
⋃{ran(fk,i)|k ∈ C ∪D, i < l}). It is then easy
to check that S∗, the set of the X∗A’s is as desired.
From the X∗A’s we can then construct a sequence 〈XαA : α < ω1〉 with the following
properties:
• XαA ≺ A for all α < ω1;
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• X∗A ⊆ XαA ⊆ XβA for all α ≤ β < ω1;
• sup(XαA ∩ ℵn) = sup(X∗A ∩ ℵn) for all α < ω1 and n ≥ k;
• sup(XαA ∩ ℵn) < sup(XβA ∩ ℵn) for all α < β < ω1 and n < k (assuming ℵn 6⊂ XαA).
A sequence like this is easily constructed: set X0A := X
∗
A, X
α+1 := SkA(XαA ∪ {sup(XαA ∩
ℵn) : n < k}), and take unions at limit steps. That the third condition is fulfilled is due
to a well-known lemma of Baumgartner’s [Bau91].
We then set X∗∗A :=
⋃
α<ω1
XαA . S
∗∗ the set consisting of the X∗∗A ’s is then as desired. a
Remark: Note that we could have put ℵq−1 into our hull without issue thanks to Baum-
gartner’s lemma.
Let 2 < l < ω. From now on we shall assume that 0¶ does not exist. We thus have a
core model K. Assume there exists some stationary set on P(ℵω) with alternating blocks
of size l. As usual we will require that K exhibits certain nice behaviours in co-iterations
with hulls of itself. The next lemma will show that we will have many good hulls that
have alternating blocks of size l.
Lemma 3.3: There exists some S ⊂ P(Hℵω) stationary with alternating blocks of size
l such that K truncates in co-iteration of itself with KX for all X ∈ S (assuming the
iteration lasts longer than 2 steps).
Proof: Let S be any stationary set with alternating blocks of size l. By 3.2Mutually
stationary sequences with alternating blocksthm.3.2 we can assume that Card(X) <
ℵq+1, ℵq ⊂ X, and cof(X ∩ ℵn) ≥ ℵ1 for all X ∈ S and 0 < n ≤ q + 2. We will follow
the proof of ([Cox09], Lemma 39) and adapt where necessary.
Consider the co-iteration between KX and K. We do have that KX and K agree up to
αX0 := (crit(σX)
+)KX which by assumption has uncountable cofinality. It follows that αX0
cannot be a cardinal in K as otherwise by [Cox09, Corollary 19], Ult(K;σX  (K||αX0 ))
is iterable.
In conclusion the first extender applied to K has index larger than αX0 . There are two
cases: in the first case we have a stationary set S′ ⊂ S such that κX0 ≥ crit(σX) for all
X ∈ S′. In that case the first extender applied to K is not total over it and therefore S′
is as wanted.
So, assume that κX0 < crit(σX) for (almost) all X ∈ S. By pressing down we can
assume that κX0 has a fixed value κ0. Then νX0 is the Mitchell-order of κ0 in KX . Then
σX(ν
X
0 ) is oK(κ0) > ℵq+1.
Fix r such that (oK(κ0)+)K < ℵr. We can then find a stationary set S′ ⊂ P(Hℵω)
such that
• Card(X) < ℵq+1, ℵq ⊂ X for all X ∈ S′;
• crit(σX) > κ0 for all X ∈ S′;
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• cof(X ∩ ℵn) ≥ ℵ1 for all 0 < n ≤ r;
and S′ has alternating blocks of size l. Let us now fix X ∈ S′. As before νX0 ≥ αX0 ≥
((κ0)
+)K . On the other hand νX0 < On∩KX < ℵq+1 < oK(κ0). So the first extender
applied to K has critical point κ0.
Thus νX0 is in fact oKX (κ0). The local successor αX1 := ((νX0 )+)KX of the latter is
less than σ−1X (ℵr). (This is just the reflection of a first order fact about K which we
established previously.)
By choice of X we then have that αX1 has uncountable cofinality (using the weak
covering of K reflected down to KX). We conclude that αX1 is not a cardinal in MX1 as
otherwise Ult(MX1 ;σX  (MX1 ||αX1 )) is iterable. This means that αX1 < ((νX0 )+)M
X
1 and
therefore the extender applied to MX1 is not total over it. Therefore S′ is as desired. a
From now on fix some S with alternating blocks of size l as given by the lemma. Let
〈µn : n < ω〉 be the cofinalities associated to S and 〈nk : k < ω〉 be a list of starting
points for each block. For some X ∈ S we let βXn := σ−1X (ℵn). Obviously, cof(βXn ) = µn
for all n < ω.
It is not clear that we can show that infinitely many of the intervals
[
βXnk , β
X
nk+(l−1)
]
are overlapped by extenders appearing in the iteration. We will therefore make a
slight substitution. Let (γXni+j)
∗ := ((βXni)
+j)KX for j < l. Note that we still have
cof((γXnk+j)
∗) = µnk+j(= µnk). This should be clear in case (γ
X
nk+j
)∗ = βXnk+j , but even
if not it holds as a consequence of weak covering reflected down to KX (cf. [ACW, Obs.
25]). We then let γXni+j := τ
X
0,ζx
((γXni+j)
∗). Note:
1. γXni+j = ((γ
X
ni)
+j)
NXζX for j < l;
2. cof(γXni+j) = µni for 0 < j < l (but not necessarily for j = 0 if β
X
nk
is a measurable
cardinal in KX) because of the continuity of iteration embeddings at points of
non-measurable cofinality.
Now we can show:
Lemma 3.4: θX is a limit ordinal for all X ∈ S. In fact, the generators of the iteration
(on the K-side) are unbounded in On∩NXζX .
Proof: Assume not. As the K-side truncates we do have that NXζX / M
X
θX
. In NX
ζX
,
〈γXni+1 : i < ω〉 is a sequence of regular cardinals whose cofinalities are not eventually
constant.
The first possibility is that some of them are not regular cardinals inMXθX . There exists
then someM∗/MXθX which projects below On∩NXζX . By minimizing we can have that all
of 〈γXni+1 : i < ω〉 are regular cardinals in M∗. As M∗ is sound and a tail of the γX ’s lies
above its projectum we can apply 2.1Preliminariesthm.2.1 to show that their cofinalities
must eventually equal the cofinality of some fixed projectum of M∗. Contradiction!
The second possibility is that the γX ’s are regular inMXθX . But then by assumption we
have thatMXθX is sound above some η < On∩NXζX (the sup of generators of the iteration).
This leads to the same contradiction as above! a
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So we can deduce that there must eventually be a final drop on the K-side. We will
have that the dX· (, the least m such that κX· ≥ ρm+1(MX· ),) are constant on a tail-end
of the iteration. We can assume w.l.o.g. that this eventual value is some fixed m for all
X ∈ S. Then cof(ρm(MX· )) also will have a stable end-value, call it ρ.
There must then be some natural number i∗ such that cof(ρm(MXα )) = ρ whenever
νXα ≥ γXni∗ .
Lemma 3.5: Let i ≥ i∗ be such that µni 6= ρ. Let α < θX be minimal with νXα ≥ γXni .
Then κXα < γXni .
Proof: Assume not. So κXα ≥ γXni . We then have that γXni+1 is a regular cardinal in
MXα by the agreement between models in an iteration. Also MXα must be (m + 1)-
sound above γXni by the minimality of α. Hence by 2.1Preliminariesthm.2.1 we have that
cof(γXni+1) = cof(ρm(M
X
α )) = ρ. This contradicts the choice of i! a
One can even show that ((κXα )+)M
X
α < γXni . One uses that if γ
X
ni is a succesor then its
cofinality must equal µni .
Lemma 3.6: Let i ≥ i∗ be such that µni 6= ρ. Let α < θX be minimal with νXα ≥ γXni .
Then νXα ≥ γXni+(l−1).
Proof: Assume not. Then ((νXα )+)
MXα+1 is a cardinal in
(
γXni , γ
X
ni+(l−1)
]
and thus has
cofinality µni 6= ρ. On the other handMXα+1 is (m+1)-sound above νXα and ((νXα )+)M
X
α+1
is regular there. So then by 2.1Preliminariesthm.2.1 we have cof(((νXα )+)
MXα+1) =
cof(ρm(M
X
α+1)) = ρ. Contradiction! a
So then a κXα as above has Mitchell-order at least ((κXα )+(l+1))
NXζX . This then pulls
back to KX . Note that κXα is in the range of τX0,ζX because it is the largest measurable
cardinal below γXni .
Of course there are infinitely many i such that µni is not equal to ρ. This finishes the
proof of 1.2Introductionthm.1.2.
1.3Introductionthm.1.3 now follows rather quickly:
Proof: Fix natural numbers k < l. Assume that for all f : ω → {l, k} the sequence
〈Snf(n) : l < n < ω〉 is mutually stationary. Assume for contradiction that 0¶ does not
exist.
The first thing we need to realize is that by the results of the last section there are
unboundedly many K-measurable cardinals below ℵω.
We can then find a sequence 〈In : n < ω〉 of ordinal intervals with cardinal endpoints
that partition ℵω such that there exists 〈κn : n < ω〉 K-measurable cardinals with
{κn, (κ+n )K} ⊂ In for all n < ω.
Define a function f : ω → {l, k} by
m 7→
{
l m ∈ In where n is odd
k m ∈ In where n is even.
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By 3.2Mutually stationary sequences with alternating blocksthm.3.2 we can then find
some S ⊂ P(Hℵω) stationary such that S meets 〈Snf(n) : l < n < ω〉 on a tail, i.e.
sup(X ∩ ℵn) ∈ Snf(n) for all X ∈ S and all but finitely many n, and for all X ∈ S in the
co-iteration between K and KX the K-side truncates.
Note that by choice of f we have that cof(((κXn )+)KX ) is ℵl iff n is odd and ℵk iff n is
even for all X ∈ S and all but finitely many n where κXn := σ−1X (κn).
Let (κXn )∗ := τX0,ζX (κ
X
n ).
Again we can fix m,n∗, ρ such that cof(ρm(MXα )) = ρ whenever νXα ≥ (κXn∗)∗.
There is then some q ≥ n∗ such that cof((((κXq )∗)+)N
X
ζX ) 6= ρ. Let then α < θX be
minimal with νXα ≥ (κXq )∗. As before we have that κXα < (κXq )∗. But then in NXζX the
Mitchell-order of κXα is at least (κXq )∗ which is measurable there. But then 0¶ exists.
Contradiction! a
4 Very small Jónsson cardinals
Now let us fix some Jónsson cardinal κ with κ < ℵk but assume that 0¶ does not exist.
W.l.o.g. we do assume that κ is a limit cardinal. Say X ≺ (Hκ;∈,K ∩ κ) is a Jónsson
type substructure, i.e. κ * X but Card(X ∩ κ) = κ. To simplify one argument in
particular we do assume that the set of cardinals below κ is contained in X.
We let µX0 be the least cardinal µ (smaller than κ) such that X ∩µ 6= µ(, alternatively
µX0 = σX(crit(σX))). Let µX1+α be the least cardinal µ such that X ∩ µ has size (µX0 )+α
for α < α∗ where α∗ is such that (µX0 )+α
∗
= κ.
Proposition 4.1: µX(α+1) is a successor cardinal for all but boundedly many α < α
∗.
Proof: Assume not. Say λ := µX(α+1) is a limit cardinal, then we must have cof(X ∩
λ) = (µX0 )
+α. Therefore cof(λ) = (µX0 )+α and hence λ ≥ ℵ(µX0 )+α . As the sequence
〈(µX0 )+α : α < α∗〉 converges to κ we have κ = ℵκ. Contradiction! a
Our proof requires only that there exists a sequence 〈αn : n < ω〉 such that µX(αn+1) is
a successor cardinal for all n < ω. We will assume that αn = n, the general case is only
notationally more complex.
We will obviously have that cof(X ∩ µXn+1) = (µX0 )+n but it is also true that cof(X ∩
(µXn+1)
−) = (µX0 )+(n−1) where (µXn+1)− is the cardinal predecessor of µXn+1 assuming that
predecessor is regular.
The second is immediate if (µXn+2)− = µXn+1 but is true for less immediate reasons
otherwise by work of Shelah [Jec06, p 451] adapted to our current context by Foreman
and Magidor [FM95, 2.15].
As usual our proof is based on analysing the co-iteration between K and KX . We will
first assume that K early on in the iteration truncates to a mouse of size <µX0 . We do
not require that the KX side remains trivial.
We will assume that ζX = κ, otherwise we can always pad the iteration. As K
"wins" the iteration but does by assumption truncate to a small mouse we must have
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clubs CXn ⊂ (µX0 )+n such that κXα = α, piXα,(µX0 )+n(α) = (µ
X
0 )
+n, dXα is constant and
no truncation takes place in the interval
[
α, (µX0 )
+n
]
for all α ∈ CXn . (We must have
(µX0 )
+n ∈MX
(µX0 )
+n . If γ then is some pre-image of (µX0 )+n in MXβ , then an appropriate
subset of {piXβ,α(γ)|β ≤ γ < (µX0 )+n} is as wanted.)
By the proof of the comparison lemma we cannot have simultaneously some β, γ <
(µX0 )
+n such that τX
β,(µX0 )
+n(γ) = (µ
X
0 )
+n. Therefore we have clubs DXn ⊂ (µX0 )+n such
that τX0,α(α) = α for all α ∈ DXn . (We will also assume thatDXn ⊆
(
σ−1X ((µ
X
n+1)
−), (µX0 )+n
)
.)
We can then immediately conclude that (µXn+1)− is not singular as otherwise µXn+1
would be a successor cardinal in KX but every element in CXn+1∩DXn+1 is a KX -cardinal.
Therefore cof(σ−1X ((µ
X
n+1)
−)) = (µX0 )+(n−1) for all n < ω.
Lemma 4.2: Let n < ω:
(a) ∀α ∈ DXn : cof((α+)N
X
α ) = (µX0 )
+(n−1);
(b) ∀α < (µX0 )+n : cof((α+)M
X
α ) = cof(ρdXα (M
X
α )).
Proof: (a) It follows from weak covering that cof((α+)KX ) = (µX0 )+(n−1). τ0,α is
continuous at (α+)KX and α itself is fixed by the embedding, so cof((α+)NXα ) =
(µX0 )
+(n−1).
(b) This follows from applying 2.1Preliminariesthm.2.1 in MXα keeping in mind that
the generators of the iteration up to stage α are bounded by κXα = α. a
An immediate corollary to the lemma is that for all n < ω, all α ∈ DXn ∩ CXn we have
cof(ρdXα (M
X
α )) = (µ
X
0 )
+(n−1). (α ∈ CXn implies that we do not truncate when forming
MXα+1, so (α+)M
X
α = (α+)N
X
α .)
We conclude that the iteration map between α ∈ CXn ∩ DXn and β ∈ CXn+1 ∩ DXn+1
did not move ρdXα (M
X
α ) cofinally to ρdXβ (M
X
β ). Therefore we dropped to a smaller model
(either in model or degree) somewhere in the interval (α, β]. But there can only be a
finite amount of such drops in the course of an iteration. Contradiction!
We must therefore have that K does not truncate to a model of size <µX0 in the course
of the co-iteration. Following the proof of [Cox09, Lemma 39] this can only be because
of one of two reasons:
• αX0 := (crit(σX)+)KX = (crit(σX)+)K but Ult(K;σX  (KX ||αX0 )) is not iterable;
• αX0 < (crit(σX)+)K , αX1 := ((νX0 )+)KX = ((νX0 )+)M
X
1 but Ult(MX1 ;σX  (KX ||αX1 ))
is not iterable.
We can effectively ignore the first case: w.l.o.g. we can assume that µX0 ≥ ℵ2; then
cof(αX0 ) ≥ ℵ1; it follows from [Cox09, Corollary 19] that Ult(K;σX  (KX ||αX0 )) must
then be iterable.
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For the second case we shall apply an idea from [Mit99]: fix some 〈fn, an : n < ω〉
witnessing the fact that Ult(MX1 ;σX  (KX ||αX1 )) is not iterable. Let γ be a regular
cardinal with 〈fn : n < ω〉 ⊂MX1 ||γ.
We let M∗ be the transitive collapse of HullM
X
1 ||γ
ω (〈fn : n < ω〉 ∪ αX1 〉. We have that
Card(M∗) < µX0 and Ult(M∗;σX  αX1 ) is not iterable as witnessed by 〈f¯n, an : n < ω〉
where f¯n is the image of fn under the collapse.
Lemma 4.3: M∗ wins the co-iteration with KX .
Proof: Assume not. Let 〈Nα, τα,β : α ≤ β ≤ ζ∗〉 be the iteration on KX and 〈M∗α, pi∗α,β :
α ≤ β ≤ θ∗〉 be the iteration on M∗. By assumption we have that M∗θ∗ E Nζ∗ .
Let 〈N∗α, τ∗α,β : α ≤ β ≤ ζ∗〉 be the iteration on K that results from copying the
iteration of KX by σX . Let 〈σ∗α : α ≤ ζ∗〉 be the copy maps.
Clearly, Ult(Nζ∗ , σζ∗  (KX ||αX1 )) is iterable and thus so is Ult(M∗θ∗ , σζ∗  (KX ||αX1 )).
Note that νX0 is a strong cutpoint of KX andMX1 so the iteration is above αX1 . There-
fore we can embed Ult(M∗;σX  (KX ||αX1 )) into Ult(M∗θ∗ ;σ∗ζ∗  (KX ||αX1 )) ((f, a) 7→
(pi∗0,θ∗(f), a)). But by choice of M
∗ the former is not iterable. Contradiction! a
From this point on we need not concern ourselves with K any longer, so we will re-
index and use 〈Nα, τα,β : α ≤ β ≤ ζX〉 and 〈MXi , κXi , νXi , piXi,j , dXi : i ≤ j ≤ θX〉 for
the iterations on KX and M∗ respectively that arise out of the co-iteration of the two
models. (We will remember the first two steps of the previous iteration, so M∗ = MX2 .)
As the M∗-side is small we can find once again clubs CXn ⊂ (µX0 )+n consisting of the
preimages of (µX0 )+n under piX· and DXn ⊂ (µX0 )+n consisting of fixpoints of τX· .
As before we quickly realize that for no n < ω is µXn+1 the successor of a singular
cardinal. We then have that cof(σ−1X ((µ
X
n+1)
−)) = (µX0 )+(n−1) for all n < ω. As before
we conclude that cof((α+)NXα ) = (µX0 )+(n−1) for α ∈ DXn .
Mitchell characterizes the move from MX1 to M∗ as a "drop" but unfortunately M∗
does lack some characteristics typical for drops, e.g. ρω(M∗) = On∩M∗. This means
that for once our usually so reliable 2.1Preliminariesthm.2.1 deserts us. Fortunately,
M∗ does share the characteristic of being a minimal counter-example of sorts that we
can exploit to prove a substitute lemma.
Lemma 4.4: Let α < θX and assume that no drop occurs in the interval [2, α), then
cof((κ+α )
MXα ) ≤ cof(On∩MXα ).
Proof: Fix some such α. For β < On∩MXα we define γnβ := sup(HullM
X
α ||β
ω (κα ∪
{piX2,α(f¯n) : m < n}) ∩ (κ+α )M
X
α ). If there were to be some β such that γβ := sup
n<ω
γnβ =
(κ+α )
MXα then the latter would have cofinality ω ≤ cof(On∩MXα ). So assume γβ <
(κ+α )
MXα for all β < On∩MXα .
It will be sufficient to prove that 〈γβ : β < On∩MXα 〉 is cofinal in (κ+α )M
X
α . So fix
δ < (κ+α )
MXα . An easy induction shows that MXα = Hull
MXα
ω (κXα ∪ 〈pi2,α(f¯n) : n < ω〉).
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Fix then some first order formula ϕ together with ξ0, . . . , ξm−1 such that δ is the least
ordinal with ϕMXα (δ, ξ0, . . . , ξm−1, pi2,α(f¯0), . . . , pi2,α(f¯m−1)).
We claim that
∀δ∀ξ0 . . . ∀ξm−1∃β :ϕMXα ||β(δ, ξ0, . . . , ξm−1, pi2,α(f¯0), . . . , pi2,α(f¯m−1))
↔ϕ(δ, ξ0, . . . , ξm−1, pi2,α(f¯0), . . . , pi2,α(f¯m−1))
holds inMXα . This is a first order statement that holds inMX1 ||γ (relative to f0, . . . , fn−1)
as γ was a regular cardinal. Thus it also holds in M∗ relative to f¯0, . . . , f¯n−1. By
assumption pi2,α is fully elementary so it must also hold in MXα . Take then some such β
and we will have δ < γβ as desired. a
As M∗ has size <µX0 we then consequently also must have cof(On∩M∗) < µX0 . The
latter fact will be preserved by the embeddings pi2,α if they exist. We can thus conclude
that the iteration truncates somewhere before min(CX1 ∩DX1 ). But past this truncation
our (as Mitchell calls it) "quasi-iteration" does not meaningfully differ from usual iter-
ations. So we can argue just as before that there must be infinitely more truncations.
But that is a contradiction!
5 Open Questions
Question 1: Assume that the hypothesis of 1.2Introductionthm.1.2 hold for some 2 ≤
l < ω: is oK(ℵω) > (ℵ+(l+1)ω )K?
Question 2: Let 1 ≤ k < l < ω. Is it consistent relative to large cardinals that for all
f : ω → {k, l} the sequence 〈Snf(n) : k < n < ω〉 is mutually stationary?
Question 3: Assume that κ is a Jónsson cardinal with κ < ℵκ. Does there exist an
inner model with a Woodin cardinal?
6 Acknowledgements and historical note
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