Measuring the glomerular number in the entire, intact kidney using non-destructive techniques is of immense importance in studying several renal and systemic diseases. Commonly used approaches either require destruction of the entire kidney or perform extrapolation from measurements obtained from a few isolated sections. A recent magnetic resonance imaging (MRI) method, based on the injection of a contrast agent (cationic ferritin), has been used to effectively identify glomerular regions in the kidney. In this work, we propose a robust, accurate, and low-complexity method for estimating the number of glomeruli from such kidney MRI images. The proposed technique has a training phase and a low-complexity testing phase. In the training phase, organ segmentation is performed on a few expert-marked training images, and glomerular and non-glomerular image patches are extracted. Using non-local sparse coding to compute similarity and dissimilarity graphs between the patches, the subspace in which the glomerular regions can be discriminated from the rest are estimated. For novel test images, the image patches extracted after pre-processing are embedded using the discriminative subspace projections. The testing phase is of low computational complexity since it involves only matrix multiplications, clustering, and simple morphological operations. Preliminary results with MRI data obtained from five kidneys of rats show that the proposed non-invasive, low-complexity approach performs comparably to conventional approaches such as acid maceration and stereology.
INTRODUCTION
In mammalian kidneys, nephrons filter blood to form urine, and a network of capillaries called the glomerulus found in the beginning of each nephron, performs the first step of this filtering. The variations in the number and size of glomeruli have been linked to several renal and systemic diseases.
1, 2 Though approaches such as acid maceration 3 and the dissector/fractionator stereology technique 4 currently exist for measure the glomerular number and size, they require the destruction of the entire kidney. On the other hand, conventional histological methods determine the overall glomeruli statistics by extrapolating the measurements obtained from a few isolated sections. Consequently, these methods do not perform direct measurements and cannot localize the identified glomeruli to specific parts of the kidney. To address these challenges, Beeman et. al., 5 proposed a robust, non-destructive technique based on magnetic resonance imaging (MRI) to measure the number and size of glomeruli. This method accurately identifies the glomeruli by injecting cationic ferritin (CF), which causes a decrease in the MRI signal at the location of the glomeruli. The authors demonstrated that the glomerular counts obtained from the 3D MRI images were consistent with the standard histological procedures, while making the measurements in the entire kidney. A sample axial kidney image from 3-dimensional (3D) magnetic resonance imaging (MRI) data obtained for a CF-injected rat is shown in Figure 1 . Identification and counting of glomeruli was performed by thresholding spatial gradients and using morphological operations.
In this paper, we are interested in the estimation of the glomerular count from kidney MRI images. The problem of counting number of instances of an object in images (and videos) has been considered in the computer vision literature, and a number of approaches have been developed. 6 Several existing approaches are limited by their non-robustness to overlapping objects and noise, inability to provide accurate results when the objects are non-uniform, and need for time-consuming inference. Furthermore, approaches that avoid the hard problem of object detection, and take into account the spatial relationships between different local regions have been shown to provide superior results.
7
A typical solution to solving this problem is to apply a segmentation algorithm over the slices to identify isolated glomeruli, and subsequently count the number of connected regions. In this paper, we consider each 2−D axial slice separately to obtain the glomerular count. As it can be observed in Figure 1 , each glomerulus occurs in the neighborhood of other glomeruli regions. Hence, segmentation approaches that take into account the neighborhood relations can be very effective in identifying the glomeruli. In particular, graph-embedding methods provide a principled framework to encode neighborhood information for each data sample. More specifically, by incorporating supervisory information from an expert-generated training dataset, discriminative graphs can be constructed for learning an embedding. The expert-generated training data, also referred to as the ground truth data, can be typically obtained by manually marking the glomerular regions in a few example images. Since the size, shape and form of glomeruli are similar across all kidneys in a species, any set of images can be chosen and marked by the user, irrespective of the particular subject under consideration. The other important challenge with unsupervised segmentation is its computational complexity. By learning a suitable discriminative model from labeled training data, the complexity of segmenting a test image can be reduced significantly, in addition to producing accurate results.
In general, discriminative graph embedding approaches such as the linear discriminant analysis, 8 and the local discriminant embedding 9 work with graphs constructed based on locality. However, the performance of such locality-based graphs can be affected by factors such as (a) lack of robustness to noise, (b) non-uniform distribution of samples in the feature space, and (c) non-suitability of the locality assumption. To address these challenges, non-local graphs have been adopted by researchers in the recent years. In particular, 1 graphs constructed based on sparse coding of data samples have been found to be very effective. 10 On the downside, such graphs are unsupervised, and computationally very intensive when compared to simple nearest-neighbor based graph construction techniques.
In this paper, we propose to incorporate label information in 1 graphs and obtain discriminative embeddings for patches from the kidney MRI images. The proposed method allows us to incorporate prior knowledge from the expert-marked ground truth images. Since discriminative projection directions are obtained from the training data, for test data, embeddings can be obtained by just extracting the patches and projecting them on to the discriminative directions, without the need for computing any graphs. As a result, the process of identifying the glomeruli regions and subsequently obtaining the count is computationally efficient, and provides improved results when compared to locality based graphs. We evaluate the proposed method using real data obtained using experiments with 5 different rats, and present comparisons to other conventional approaches such as stereology and acid maceration.
MATHEMATICAL BACKGROUND
Graph embedding: The performance of several unsupervised, supervised, and semi-supervised learning procedures used in computer vision problems can be improved when the high-dimensional data is mapped to an appropriate low-dimensional space. Depending on the application, these dimensionality reduction approaches can be used to aid in visualization or to identify meanining clusters. In addition, by providing suitable supervisory information improved class discrimination can be achieved. Subspace methods such as principal components analysis (PCA) attempt to identify the low-dimensional subspace that preserves maximum information about the data. Several dimensionality reduction and learning schemes can be unified under the general framework of graph embedding.
11 In this approach, the relationship between data samples are coded using graphs and spectral methods are used to perform dimensionality reduction. When the local neighborhood of the data sample is used to construct a graph, we obtain a local graph. Two approaches are commonly used for constructing local graphs: (i) nearest-neighbor method, where, for each data sample, k nearest neighbors are chosen, and (ii) -ball based method, where, for each data sample, the samples lying in the ball surrounding it are chosen. In both cases, the graph edge weights can be fixed as binary values, Gaussian kernel values or the Euclidean distances directly.
Let us consider a set of samples of T samples denoted by
For supervised embedding, we will also assume that there are C classes with labels {1, . . . , C}. The class c has T c samples and I c contains the indices of samples in that class. The goal of embedding approaches is to find a mapping function v : x → y, where y ∈ R N and N M . Direct methods obtain the embedding y directly using an implicitly defined v, whereas linearized methods obtain v as the linear subspace whose orthonormal basis is defined as V ∈ R M ×N , and hence y = V T x.
We will define a similarity graph G that comprises the vertex set X and the similarity between each of the vertices encoded in the symmetric adjacency matrix W ∈ R T ×T . With the exception of NPE, for all the linearized methods we consider, the Laplacian matrix is defined as L = D − W, where D is the diagonal degree matrix of the graph with
we create a penalty matrix H, which imposes a constraint on Y T HY = I, where I is the identity matrix. For example, with LPP, H is chosen to be the degree matrix D, whereas with NPE it is chosen to be I. In supervised dimensionality reduction, H is chosen to the the penalty Laplacian, L = D − W , where D and W are respectively the degree and adjacency matrices of the penalty graphs. The forms of L and H for various graph embeddings can be found in.
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The embedding directions V with linearized methods can be optimized as
This optimization can be carried out by choosing the N eigen vectors corresponding to the minimum eigen values of the generalized eigen decomposition (GED),
and the low-dimensional embedding can be computed as Y = V T X. Note that V obtained with the GED is not guaranteed to contain only orthonormal columns.
Note that the eigen decomposition method is typically suited for unsupervised methods since H will truly represent a constraint. In supervised approaches, ideally we would like to compute embeddings that simultaneously maximize Tr(V T XHX T V), while minimizing Tr(V T XLX T V). In these cases, a provable globally optimal solution can be obtained for graph embedding by including an additional constraint V T V = I. The optimal embedding can be now obtained by maximizing the trace ratio
Approaches such as iterative trace ratio (ITR) maximization or decomposed Newton's method (DNM) can be used for this purpose and it has been shown that trace ratio maximization performs better than generalized eigen decomposition in supervised dimensionality reduction.
12, 13
Locality in graph construction: Though local graphs have been successful in several scenarios, their performance can be affected because of: (i) their lack of robustness to noise, (ii) their inability to adapt the neighborhood parameters according to each data sample, and (iii) non-suitability of the locality assumption. Local graphs are non-robust because the neighbors are identified based on Euclidean distance, and noise in even a few data samples, particularly when it is non-Gaussian, can change the graph structure significantly. Furthermore, when the data is not uniformly sampled across different regions in space, using conventional graph construction approaches with a global neighborhood parameter (k or ) may lead to suboptimal graphs. However, the most important reason why the local graph construction may result in a poor performance, is when the assumption of locality itself is unsuitable to the distribution under consideration. For example, the data may be clustered along unions of low-dimensional subspaces, in which case constructing graphs using Euclidean distances may not result in good clusterings. A popular approach to building non-local graphs is to use sparse representations.
14
The sparse code for each data sample is obtained by expressing it as a linear combination of few elements from the dictionary matrix. Sparse coding based graphs can be constructed using a predefined dictionary or a set of examples, 10, 15 and the resulting graphs are referred to as the 1 graphs.
PROPOSED APPROACH
In this section, we describe the proposed algorithm for counting the number of glomeruli in kidney MRI images.
In the proposed method, sparse coding based 1 graphs are constructed, for patches obtained from the training images, and projection directions for a low-dimensional embedding are obtained. Note that, a patch is referred as a glomerular patch if its center pixel belongs to a glomerluar region. By incorporating the label information of the patches while learning the embedding, improved discrimination between glomerular and non-glomerular regions can be achieved. The procedure for obtaining the glomerular count involves the following steps: (a) cluster the embedded patches into two classes, (b) create a binary image by assigning the value 1 to the center pixel of each glomerular patch, and (c) count the number of distinct regions in the binary image. Figure 2 illustrates the train and test phases of the proposed approach for obtaining the glomerular count.
Constructing 1 Graphs
Since constructing an 1 graph involves sparse coding, we will review it briefly. In sparse coding, the data is represented as a linear combination of a small set of representative atoms from a dictionary matrix. The dictionary is typically overcomplete, i.e., the number of basis functions exceeds the data dimension and hence we need to solve an underdetermined system of linear equations. The generative model for sparse coding of a data sample x ∈ R M is given by,
where Ψ ∈ R M ×K is the set of K elementary features and a ∈ R K is the coefficient vector, which is assumed to be sparse a priori. If the data follows the above generative model for some dictionary Ψ, usually sparse regularization results in a more robust recovery compared to other conventional regularization schemes, in inverse problems. It has been shown that sparsity is a reasonable prior for various types of natural signals and images, and hence sparse models are very useful in practice. Sparse codes for data can be obtained using the generative model, either by minimizing the exact 0 penalty,
or its convex surrogate 1 penalty,â = argmin a a 1 subj. to x = Ψa,
where . 0 is the 0 norm and . 1 is the 1 norm. Since the 0 minimization given in (5) is a combinatorial problem, it is usually replaced by its convex counterpart, the 1 minimization. Since real-world data usually has a noise component and cannot be expressed exactly using the generative model in (4), (5) and (6) are posed as penalized estimation problems to take this into account. For instance, (6) is expressed as,
where the regularization parameter λ trades off the sparsity and representation error terms.
When a set of unlabeled training samples
, are available, and each sample can be expressed as a linear combination of a few others from the set, their relationship can be modeled using 1 graphs. 10 In order to obtain this graph, for each data sample x i , we solve,
Note that the constraint a ii = 0 ensures that x i does not contribute to its own representation, and the nonnegativity constraint ensures that the graph weights are non-negative. The T ×T coefficient matrix is constructed as A = [a 1 a 2 . . . a T ]. We denote the computation of the sparse coefficient matrix using (8) as A = SC(X, X), where the arguments denote the data and the dictionary matrices respectively. The Laplacian for the 1 graph can be obtained from the coefficient matrix as
Here, I denotes the identity matrix of size T × T . This Laplacian matrix can be subsequently used to perform spectral clustering. In order to demonstrate the robustness of sparse representations, we consider a subset of images from the USPS handwritten digit dataset.
17 Figure 3 shows a sample set of images from the USPS dataset. For a given digit image, with varying amounts of noise, similarities are computed using nearest neighbors 0-00-0oo000000000600 ßo 17 For an example data sample (Digit 3), its similarities to all data samples in the case of a K-Nearest Neighbor graph (left) and an 1 graph (right) are shown. As the data sample is corrupted by noise, the K-NN graph changes significantly while the 1 is robust to the noise.
(left) and sparse coding (right). Clearly, the variation of nearest neighbor similarities is more when compared to sparse coding similarities as the additive noise component increases. Hence the sparse coding graph is more robust to noise when compared to a nearest neighbor graph. Intuitively, the Gaussian noise distribution is isotropic, and hence it will affect the local graphs constructed using the isotropic Euclidean distance measure. Whereas, the noise has a very small component along low-dimensional subspaces, and hence they will not affect the relationships in 1 significantly.
Incorporating Supervisory Information
The problem of identifying glomeruli in kidney images can be solved using unsupervised clustering with 1 graphs. However, such an approach poses two main challenges: (i) prior knowledge about the glomeruli regions cannot be incorporated, and (ii) for each image, 1 graphs need to be computed and spectral clustering should be performed, incurring high computational complexity. Hence, we propose to include the label or supervisory information in 1 graphs to obtain discriminative, low-dimensional projection directions from a set of training images. For test images, a low-complexity method for estimating the glomerular number is proposed.
In order incorporate supervisory information, we first build a training set by asking an expert to mark the glomerular regions in a few kidney MRI images. The training stage of the algorithm works with image patches of size 5 × 5 extracted from the training images. Patches are extracted around every pixel in the image, and those patches centered at the pixels marked as belonging to glomeruli regions are considered to be positive examples (X + ). The rest of the patches are the negative examples (X − ). This can also be considered as a two class problem, where the positive examples belong to one class and the negative examples belong to another class. The number of positive and negative examples are denoted as T p and T n respectively. Our goal is to create a low-dimensional embedding that discriminates the positive and negative examples effectively. We develop an algorithm that uses 1 graphs to create supervised embeddings that are robust to noise and intensity variations across images. The training examples are preprocessed by and normalizing them to unit 2 norm. Since we need a discriminative embedding, two 1 graphs need to be computed. In the intra-class 1 graph, examples belonging to a class are represented by those belonging to the same class. In the inter-class graph, examples belonging to a class are represented by those belonging to a different class. Hence, in order to compute the intra-class graph, we obtain A (+,+) = SC(X + , X + ) and A (−,−) = SC(X − , X − ). The intra-class coefficient matrix is
where 0 is a zero matrix with dimensions indicated in the subscript.
To compute the inter-class graph, we need to obtain two coefficient matrices. The elements of the first coefficient matrix, A (+,−) ∈ R Tn×Tp , where each positive example is represented using the set of negative examples are obtained as min
Repeating this for all T p positive examples, the shorthand notation for computing the coefficient matrix is
. Similarly the second coefficient matrix for the inter-class graph can be obtained as
Note that the same shorthand notation when used with the same first and second argument implies computation of intra-class sparse codes using (8) . The overall inter-class coefficient matrix is now given by
The intra-and inter-class Laplacian matrices are obtained as
Using the intra-and inter-class Laplacians, L and L , discriminant embedding directions V are computed by solving the trace-ratio optimization in (3) . Using the projection directions, the embedding for a test sample z can be obtained as V T z respectively. 
Obtaining Glomerular Count
For a given test images, 5 × 5 patches are extracted, their dc component is removed and they are normalized to unit 2 norm. The low-dimensional embeddings for these preprocessed set of test patches Z is obtained as V T Z. We employ the K-means procedure to cluster these low-dimensional projections into two groups. The group having smaller number of elements is the one that contains the glomerular regions, since the number of glomerular patches is much smaller compared to the rest. Each patch corresponding to the glomerular cluster is marked in the original test image, and this results in a segmented image. Given this image, we count the number of connected components with at least more than r pixels. This is because we assume that the glomerular regions contain at least r pixels in its neighborhood, so that we can ignore a few lonely false positives provided by the algorithm. Since the proposed algorithm uses only simple matrix multiplication and clustering in low-dimensions, it is computationally efficient.
EXPERIMENTS
In this section, we report the results obtained using the proposed algorithm, in comparison to the benchmark technique with MRI images: acid maceration and stereology methods. The evaluation was carried out with 5 different subjects and the glomerular count for the MRI based approaches were obtained using 192 slices. Note that the results reported for the proposed algorithm were obtained using only 2-D slices. For obtaining the discriminant mapping, 5 ground truth images were used and patches of size 5 × 5 were extracted. Using the ground truth labels, a training set containing 7, 500 positive and 7, 500 negative example patches was generated. The patches were normalized, and the four 1 graphs were constructed with the sparsity penalty λ fixed at 0.2. The number of reduced dimensions d was fixed at 10 and the mapping V ∈ R 25×10 was obtained using the proposed algorithm. For each image in the test set, the normalized 5 × 5 patches were projected onto the discriminant directions, and K-means clustering was performed to identify the glomeruli. Figure 4 illustrates the segmentation obtained for a set of test images. In each case, both the original and ground truth images are shown for comparison. Clearly, the proposed algorithm provides high quality segmentations of the glomerular regions and the glomerular count obtained using the proposed algorithm are comparable to the stereology results. Another important advantage of the proposed scheme is its low computational complexity, which is evident from the time reported in Table 1 .
CONCLUSIONS
We proposed an algorithm to measure the number of glomeruli in the entire kidney from contrast-enhanced MRI scans. The proposed method uses a few expert-marked training images to obtain discriminative low-dimensional projections, obtained from non-local sparse coding graphs. For a test image, the number of glomeruli regions can be counted by projecting the image patches onto the low-dimensional space, separating the projected data into two clusters, and performing morphological post-processing. Compared to existing approaches, the algorithm incurs very less computational complexity for test data, and produces highly accurate estimates.
