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Abstract
By using fixed point theorem of cone expansion and compression, this paper investigates the ex-
istence of multiple positive solutions for singular boundary value problems of a coupled system of
nonlinear ordinary differential equations.
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

u(4) = f (t, v), (t, v) ∈ (0,1)× R+,
−v′′ = g(t, u), (t, u) ∈ (0,1)×R+,
u(0) = u(1)= u′′(0) = u′′(1) = 0,
v(0) = v(1) = 0,
(1.1)
where f ∈ C[(0,1)×R+,R+], g ∈ C[(0,1)×R+,R+], that is, f,g are probably singular
at t = 0 and t = 1.
In recent years, singular boundary value problems (BVP for short) to second or fourth
order ordinary differential equations have been studied extensively (see, for example,
[1–6] and references therein). Naturally we hope there are same excellent results on sin-
gular boundary value problems to the coupled system of second and fourth order ordinary
differential equations. But as far as we know, we find only the following results on differ-
ential systems without singularity.
Recently, Agarwal and O’Regan [7,8] have considered differential systems. For exam-
ple, in [8], using Leray–Schauder theory, they studied

u′′(t) + f (t, v(t)) = 0, a.e. t ∈ [0,1],
v′′(t) + g(t, u(t)) = 0, a.e. t ∈ [0,1],
α1u(0)− β1u′(0) = 0,
γ1u(1)+ δ1u′(1) = 0,
α2v(0)− β2v′(0)= 0,
γ2v(1) + δ2v′(1) = 0,
(1.2)
and obtained the existence of solutions of system (1.2).
Further, in a recent paper [9], Agarwal et al. investigated far reaching extensions for the
above systems, that is, they consider the following system of Fredholm integral equations:
ui(t) =
1∫
0
gi(t, s)fi
(
s, u1(s), u2(s), . . . , un(s)
)
ds, t ∈ [0,1], 1 i  n. (1.3)
Criteria are offered for the existence of single, double and multiple solutions of the sys-
tem (1.3) that are of constant signs. The generality of the results obtained is illustrated
through applications to several well-known boundary value problems.
In [10,11], the authors used the Leray–Schauder fixed point theorem and critical point
theory to obtain the existence of one solution of the system similar to (1.1).
When singularity occurs, Y. Liu and B. Yan [12] considered the existence of multiple
solutions for system of two second order ordinary differential equations.
The problem (1.1) can be seen as steady state from the problem of suspension bridge
equations

ytt + yxxxx + δ1yt + k(y − z)+ = w(x), (t, x) ∈ (0,L)×R,
ztt − zxx + δ2zt − k(y − z)+ = h(x, t), (t, x) ∈ (0,L)×R,
y(0, t) = y(L, t) = yxx(0, t) = yxx(L, t) = 0, t ∈ R,
z(0, t) = z(L, t) = 0, t ∈ R,
(1.4)
which is presented in [13]. System (1.4) takes account of the fact that the coupling provided
by the ties connecting the suspension cable to the deck of the road bed is fundamentally
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variable y measures the displacement of the road bed. The constant k is a spring constant
of the ties.
Obviously, what we consider is more different from those in [7–12]. Our main fea-
tures are as follows. First, system (1.1) possesses singularity, that is, f and g may be
singular at t = 0 and t = 1. Second, the main tool used here is the fixed point theorem of
cone expansion and compression and the results obtained is the existence of multiple solu-
tions of system (1.1). Third, the system here consists of second and fourth order ordinary
differential equations. The organization of this paper is as follows. We introduce some pre-
liminaries in the rest of this section. In Section 2, our main results are stated and proved.
Finally some examples are worked out to demonstrate our main results in Section 3.
(u, v) ∈ C4[(0,1),R+] × C2[(0,1),R+] is said to be a positive solution of BVP (1.1)
if and only if (u, v) satisfies BVP (1.1) and u(t) > 0, v(t) > 0 for t ∈ (0,1).
Lemma 1 [14]. Let K be a cone of real Banach space E, Ω1,Ω2 be bounded open sets
of E, θ ∈ Ω¯1 ⊂ Ω2. Suppose that A :K ∩ (Ω¯2 \ Ω1) → K is completely continuous such
that one of the following two conditions is satisfied:
(i) ‖Ax‖ ‖x‖ for x ∈ K ∩ ∂Ω1; ‖Ax‖ ‖x‖ for x ∈ K ∩ ∂Ω2.
(ii) ‖Ax‖ ‖x‖ for x ∈ K ∩ ∂Ω2; ‖Ax‖ ‖x‖ for x ∈ K ∩ ∂Ω1.
Then, A has a fixed point in K ∩ (Ω¯2 \Ω1).
2. Main results
For convenience, let us list the following assumptions.
(H1) f ∈ C[(0,1)× R+,R+], g ∈ C[(0,1)× R+,R+], and
f (t, v) p1(t)q1(v), g(t, u) p2(t)q2(u), t ∈ (0,1), u, v ∈ R+,
where pi ∈ C[(0,1),R+], qi ∈ C[R+,R+], i = 1,2, q2(0) = 0, and
a =: 1
12
1∫
0
(τ − 2τ 3 + τ 4)p1(τ ) dτ < +∞,
b =:
1∫
0
s(1 − s)p2(s) ds < +∞.
(H2) There exist r1 ∈ (0,+∞) and r2 ∈ (0,+∞) with r1r2  1 satisfying
lim
u→0+
q1(u)
ur1
< +∞, lim
u→0+
q2(u)
ur2
= 0.
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lim
u→+∞
min
t∈[1/4,3/4]
f (t, u)
ul1
> 0, lim
u→+∞
min
t∈[1/4,3/4]
g(t, u)
ul2
= +∞.
(H4) There exist α1 ∈ (0,+∞) and α2 ∈ (0,+∞) with α1α2  1 satisfying
lim
u→+∞
q1(u)
uα1
< +∞, lim
u→+∞
q2(u)
uα2
= 0.
(H5) There exist β1 ∈ (0,+∞) and β2 ∈ (0,+∞) with β1β2  1 satisfying
lim
u→0+
min
t∈[1/4,3/4]
f (t, u)
uβ1
> 0, lim
u→0+
min
t∈[1/4,3/4]
g(t, u)
uβ2
= +∞.
(H6) There exists N > 0 such that
sup
u∈[0,Mb]
q1(u)
N
a
,
where M = supu∈[0,N] q2(u), a, b are the same as in (H1).
Our main results are as follows.
Theorem 1. Assume that (H1)–(H3) are satisfied. Then BVP (1.1) has at least one positive
solution.
Theorem 2. Assume that (H1), (H4), and (H5) hold. Then BVP (1.1) has at least one
positive solution.
Theorem 3. Assume that (H1), (H3), (H5), and (H6) hold. Then BVP (1.1) has at least two
positive solutions.
Before proving the theorems mentioned above, we first list some preliminaries and
prove a lemma. Obviously, (u, v) ∈ C4(0,1) × C2(0,1) is a solution of BVP (1.1) if and
only if (u, v) ∈ C[0,1] ×C[0,1] is a solution of the following nonlinear integral system:

u(t) = ∫ 10 G(t, s) ∫ 10 G(s, τ )f (τ, v(τ )) dτ ds, t ∈ [0,1],
v(t) = ∫ 10 G(t, s)g(s, u(s)) ds, t ∈ [0,1], (2.1)
where
G(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1.
Evidently, the nonlinear integral system (2.1) can be rewritten as the following nonlinear
integral equation:
u(t) =
1∫
G(t, s)
1∫
G(s, τ )f
(
τ,
1∫
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds, ∀t ∈ [0,1].0 0 0
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{u ∈ E: ‖u‖R} (R > 0). Then (E,‖ · ‖) is a Banach space, and P is a cone in E. Define
an operator A on P by
(Au)(t) =
1∫
0
G(t, s)
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds,
∀t ∈ [0,1]. (2.2)
Lemma 2. Assume that (H1) holds. Then A :P → P is completely continuous.
Proof. First, it is easy to see A is an operator from P into P . Next, we prove that A maps
bounded set into bounded set.
Suppose D ⊂ P is an arbitrary bounded subset, that is to say, there exists M1 > 0 such
that ‖u‖M1 for ∀u ∈ D. Since for all u ∈ D, τ ∈ [0,1], we have
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ 
1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ
M2
1∫
0
G(ξ, ξ)p2(ξ) dξ = M2b, (2.3)
where M2 = supu∈[0,M1] q2(u), b is the same as in (H1).
Thus, by (2.3), we get
∣∣(Au)(t)∣∣=
∣∣∣∣∣
1∫
0
G(t, s)
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
∣∣∣∣∣

1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
M0
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ ) dτ ds
M0
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
= M0
12
1∫
0
(τ − 2τ 3 + τ 4)p1(τ ) dτ
= M0a < +∞, ∀u ∈ D, t ∈ [0,1], (2.4)
where M0 = sup[0,M b] q1(u), a is the same as in (H1).2
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A(D) is equicontinuous.
For any t ∈ (0,1), u ∈ D, we have
∣∣(Au)′(t)∣∣=
∣∣∣∣∣−
t∫
0
s
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
+
1∫
t
(1 − s)
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
∣∣∣∣∣

t∫
0
s
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
+
1∫
t
(1 − s)
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
M0
( t∫
0
1∫
0
sG(s, τ )p1(τ ) dτ ds +
1∫
t
1∫
0
(1 − s)G(s, τ )p1(τ ) dτ ds
)
= M0h(t), (2.5)
where
h(t) =:
t∫
0
1∫
0
sG(s, τ )p1(τ ) dτ ds +
1∫
t
1∫
0
(1 − s)G(s, τ )p1(τ ) dτ ds, t ∈ (0,1).
Notice that
1∫
0
h(t) dt =
1∫
0
t∫
0
1∫
0
sG(s, τ )p1(τ ) dτ ds dt +
1∫
0
1∫
t
1∫
0
(1− s)G(s, τ )p1(τ ) dτ ds dt
=
1∫
0
1∫
s
1∫
0
sG(s, τ )p1(τ ) dτ dt ds +
1∫
0
s∫
0
1∫
0
(1− s)G(s, τ )p1(τ ) dτ dt ds
= 2
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
= 1
6
1∫
(τ − 2τ 3 + τ 4)p1(τ ) dτ < +∞. (2.6)0
20 H. Lü et al. / J. Math. Anal. Appl. 302 (2005) 14–29Then by (H1), we have h(t) ∈ L1(0,1).Thus for any given 0  t1  t2  1, and ∀u ∈ D,
by (2.5), we obtain
∣∣(Au)(t2)− (Au)(t1)∣∣=
∣∣∣∣∣
t2∫
t1
(Au)′(t) dt
∣∣∣∣∣M0
t2∫
t1
h(t) dt. (2.7)
By virtue of (2.6), (2.7), and the absolute continuity of integral function, it follows that
A(D) is equicontinuous. This together with (2.4) and Ascoli–Arzela theorem guarantees
A(D) is relatively compact.
Now, we prove that A is continuous. Suppose un,u ∈ P and ‖un −u‖ → 0 (n → +∞).
Then there exists M3 > 0 such that ‖un‖M3 and ‖u‖ M3. From the above proof we
know that {Aun} is relatively compact. In the following we prove ‖Aun − Au‖ → 0 (n →
+∞). In fact, if this is not true, then there exist ε0 and {unk } ⊂ {un} such that ‖Aunk −
Au‖ ε0 (k = 1,2, . . .). Since {Aun} is relatively compact, there exists a subsequence of
{Aunk } which converges in P to some y ∈ P . No loss of generality, we may assume that
{Aunk } itself converges to y , that is, limk→+∞ ‖Aunk − y‖ = 0. Obviously, (Aunk )(t) →
y(t), k → +∞, t ∈ [0,1].
Notice that
G(τ, ξ)g
(
ξ,unk (ξ)
)
G(τ, ξ)p2(ξ)q2
(
unk (ξ)
)
M4ξ(1 − ξ)p2(ξ), ∀τ ∈ [0,1], (2.8)
where M4 = supu∈[0,M3] q2(u). Thus,
G(t, s)G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,unk (ξ)
)
dξ
)
G(t, s)G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,unk (ξ)
)
dξ
)
M5s(1 − s)G(s, τ )p1(τ ), ∀t ∈ [0,1], (2.9)
where M5 = supu∈[0,M4b] q1(u). This together with (H1), (2.8), (2.9), and Lebesgue domi-
nated theorem yields that
y(t) = lim
k→+∞(Aunk )(t) = (Au)(t), t ∈ [0,1],
that is, y = Au. This is a contradiction.
Consequently, A is continuous.
To sum up, the conclusion of Lemma 2 follows. 
Proof of Theorem 1. Let
K =
{
u ∈ P : min
t∈[1/4,3/4]u(t)
1
4
‖u‖
}
.
It is easy to see K is a cone of E. Now we show A(K)⊂ K .
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(Au)(t)
1∫
0
1∫
0
s(1 − s)G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds, t ∈ [0,1].
Therefore,
‖Au‖
1∫
0
1∫
0
s(1 − s)G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds.
From the definition of G(t, s), it is easy to see
G(t, s) 1
4
G(s, s), (t, s) ∈
[
1
4
,
3
4
]
× [0,1].
Thus,
min
t∈[1/4,3/4](Au)(t)
= min
t∈[1/4,3/4]
1∫
0
G(t, s)
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 1
4
1∫
0
G(s, s)
1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 1
4
‖Au‖, ∀u ∈ K.
Hence,
A(K) ⊂ K. (2.10)
By condition (H2), we know that there exist c1 > 0, ε1 ∈ (0,1), and δ ∈ (0,1) such that
q1(u) c1ur1, u ∈ [0,1],
q2(u) ε1ur2, u ∈ [0, δ],
and satisfying
ε1
1∫
0
ξ(1 − ξ)p2(ξ) dξ  1,
c1ε
r1
1
1∫ 1∫
s(1 − s)G(s, τ )p1(τ ) dτ ds ·
( 1∫
ξ(1 − ξ)p2(ξ) dξ
)r1
 1.0 0 0
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1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ

1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ  ε1
1∫
0
G(τ, ξ)p2(ξ)u
r2(ξ) dξ
 ε1
1∫
0
ξ(1 − ξ)p2(ξ) dξ · ‖u‖r2  ‖u‖r2  1, ∀u ∈ ∂Bδ ∩ K, τ ∈ [0,1].
Thus, we have
(Au)(t)
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 c1
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)r1
dτ ds
 c1
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )
( 1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ
)r1
dτ ds
 c1εr11
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )
( 1∫
0
G(τ, ξ)p2(ξ)u
r2(ξ) dξ
)r1
dτ ds
 c1εr11
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
·
( 1∫
0
ξ(1− ξ)p2(ξ) dξ
)r1
· ‖u‖r1r2
 ‖u‖r1r2  ‖u‖, ∀u ∈ ∂Bδ ∩ K, t ∈ [0,1].
Consequently,
‖Au‖ ‖u‖, ∀u ∈ ∂Bδ ∩ K. (2.11)
On the other hand, by condition (H3), we know that there exist c2 > 0, ε2 > 0, and
R1 > 1 such that
f (t, u) ε2ul1, ∀uR1, t ∈
[
1
4
,
3
4
]
,
g(t, u) c2ul2, ∀uR1, t ∈
[
1
,
3
]
,4 4
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c2
4l2+1
3/4∫
1/4
ξ(1 − ξ) dξ  1,
(
c2
4l2+1
)l1
· ε2
3/4∫
1/4
3/4∫
1/4
G
(
1
2
, s
)
G(s, τ ) dτ ds ·
( 3/4∫
1/4
ξ(1 − ξ) dξ
)l1
 1.
Let R > max{4R1,R1/l21 }. Then for u ∈ ∂BR ∩ K , we have
min
t∈[1/4,3/4]u(t)
1
4
‖u‖ = 1
4
R >R1
and
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ 
3/4∫
1/4
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ  c2
3/4∫
1/4
G(τ, ξ)ul2(ξ) dξ
 c2
4
3/4∫
1/4
G(ξ, ξ)ul2(ξ) dξ  c2
4l2+1
3/4∫
1/4
ξ(1 − ξ) dξ‖u‖l2  ‖u‖l2 = Rl2 > R1,
∀τ ∈
[
1
4
,
3
4
]
.
Thus, we get
(Au)
(
1
2
)
=
1∫
0
G
(
1
2
, s
) 1∫
0
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds

3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 ε2
3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)l1
dτ ds
 ε2
3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )
(
c2
4l2+1
3/4∫
1/4
ξ(1 − ξ) dξ · ‖u‖l2
)l1
dτ ds
=
(
c2
4l2+1
)l1
· ε2
3/4∫
1/4
3/4∫
1/4
G
(
1
2
, s
)
G(s, τ ) dτ ds ·
( 3/4∫
1/4
ξ(1 − ξ) dξ
)l1
· ‖u‖l1l2
 ‖u‖l1l2  ‖u‖, ∀u ∈ ∂BR ∩ K.
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‖Au‖ ‖u‖, ∀u ∈ ∂BR ∩ K. (2.12)
By Lemmas 1, 2, (2.10)–(2.12), we obtain that A has a fixed point in (B¯R \ Bδ) ∩ K .
Therefore, BVP (1.1) has a positive solution (u, v) ∈ K × K satisfying u(t) > 0, v(t) > 0
for t ∈ (0,1). 
Proof of Theorem 2. By condition (H4), we know there exist c3 > 0, ε3 > 0, N1 > 0, and
N2 > 0 such that
q1(u) c3uα1 + N1, q2(u) ε3uα2 + N2, u ∈ R+,
and satisfying
(2ε3)α1c3
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds ·
( 1∫
0
ξ(1 − ξ)p2(ξ) dξ
)α1
< 1. (2.13)
Therefore,
(Au)(t)
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds

1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )
[
c3
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)α1
+N1
]
dτ ds
N1
1∫
0
1∫
0
G(s, s)G(s, τ )p1(τ ) dτ ds
+ c3
1∫
0
G(s, s)
1∫
0
G(s, τ )p1(τ )
( 1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ
)α1
dτ ds
N1
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
+ c3
1∫
0
G(s, s)
1∫
0
G(s, τ )p1(τ )
·
( 1∫
G(τ, ξ)p2(ξ)
(
ε3u
α2(ξ)+ N2
)
dξ
)α1
dτ ds0
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1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
+ c3
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
·
( 1∫
0
ξ(1 − ξ)p2(ξ) dξ
)α1(
ε3‖u‖α2 + N2
)α1
N1
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
+ c3
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
·
( 1∫
0
ξ(1 − ξ)p2(ξ) dξ
)α1[
2α1
(
ε
α1
3 ‖u‖α1α2 + Nα12
)]
N1
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
+ (2N2)α1c3
1∫
0
1∫
0
s(1− s)G(s, τ )p1(τ ) dτ ds ·
( 1∫
0
ξ(1−ξ)p2(ξ) dξ
)α1
+ (2ε3)α1c3
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
·
( 1∫
0
ξ(1 − ξ)p2(ξ) dξ
)α1
‖u‖α1α2 .
By (2.13), we can choose R2 > 0, which is sufficiently large such that
‖Au‖ ‖u‖, ∀u ∈ ∂BR2 ∩K. (2.14)
On the other hand, by condition (H5), we know there exist ε4 > 0, c4 > 0, and ρ ∈ (0,1)
such that
f (t, u) ε4uβ1, (t, u) ∈
[
1
4
,
3
4
]
× [0, ρ],
g(t, u) c4uβ2, (t, u) ∈
[
1
,
3
]
× [0, ρ],
4 4
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(
c4
4β2+1
)β1
ε4
3/4∫
1/4
3/4∫
1/4
G
(
1
2
, s
)
G(s, τ ) dτ ds
( 3/4∫
1/4
ξ(1 − ξ) dξ
)β1
 1.
Since q2(0) = 0 and the continuity of q2(u), there exists ε ∈ (0, ρ), which is sufficiently
small such that
q2(u)
( 1∫
0
G(ξ, ξ)p2(ξ) dξ
)−1
ρ, ∀u ∈ [0, ε].
Thus for ∀u ∈ ∂Bε ∩K and τ ∈ [0,1], we have
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ 
1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ

( 1∫
0
G(ξ, ξ)p2(ξ) dξ
)−1
ρ
1∫
0
G(τ, ξ)p2(ξ) dξ  ρ.
Therefore, we get
(Au)
(
1
2
)

3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )f
(
τ,
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 ε4
3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)β1
dτ ds
 ε4
3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )
( 3/4∫
1/4
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)β1
dτ ds
 ε4
3/4∫
1/4
G
(
1
2
, s
) 3/4∫
1/4
G(s, τ )
( 3/4∫
1/4
G(τ, ξ)c4u
β2(ξ) dξ
)β1
dτ ds

(
c4
4β2+1
)β1
ε4
3/4∫
1/4
3/4∫
1/4
G
(
1
2
, s
)
G(s, τ ) dτ ds
·
( 3/4∫
1/4
ξ(1 − ξ) dξ
)β1
‖u‖β1β2
 ‖u‖β1β2  ‖u‖, ∀u ∈ ∂Bε ∩K.
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‖Au‖ ‖u‖, ∀u ∈ ∂Bε ∩K. (2.15)
By Lemmas 1, 2, (2.10), (2.14), and (2.15), we obtain that A has a fixed point in (B¯R2 \
Bε)∩K . Therefore, BVP (1.1) has a positive solution (u, v) ∈ K ×K satisfying u(t) > 0,
v(t) > 0 for t ∈ (0,1). 
Proof of Theorem 3. By condition (H6), for ∀u ∈ ∂BN ∩K and τ ∈ [0,1], we get
1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ 
1∫
0
G(τ, ξ)p2(ξ)q2
(
u(ξ)
)
dξ
M
1∫
0
G(ξ, ξ)p2(ξ) dξ = Mb,
where M = supu∈[0,N] q2(u), b is the same as in (H1).
Thus, we get
(Au)(t)
1∫
0
G(t, s)
1∫
0
G(s, τ )p1(τ )q1
( 1∫
0
G(τ, ξ)g
(
ξ,u(ξ)
)
dξ
)
dτ ds
 sup
u∈[0,Mb]
q1(u)
1∫
0
1∫
0
s(1 − s)G(s, τ )p1(τ ) dτ ds
= a · sup
u∈[0,Mb]
q1(u)N, ∀u ∈ ∂BN ∩ K, t ∈ [0,1],
where a is the same as in (H1). Consequently,
‖Au‖ ‖u‖, ∀u ∈ ∂BN ∩ K. (2.16)
On the other hand, by (H3) and (H5), for sufficiently large R > N and sufficiently small
ε ∈ (0,N), (2.12) and (2.15) hold. In addition, by (2.10) and (2.16), we obtain A has at least
one fixed point in (B¯R \ BN) ∩ K and (B¯N \ Bε)∩ K , respectively. Therefore, BVP (1.1)
has at least two positive solutions (u1, v1) ∈ K ×K , (u2, v2) ∈ K ×K satisfying ui(t) > 0,
vi(t) > 0 for t ∈ (0,1) (i = 1,2). 
3. Some examples
In the following we give some examples to illustrate the theorems obtained in Section 2.
Example 1. In BVP (1.1), let f (t, v) = v2√1−t , g(t, u) = u
4√
t
, we can choose p1(t) = 1√1−t ,
q1(v) = v2, p2(t) = 1√ , q2(u) = u4. Then (H1) is satisfied, wheret
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12
1∫
0
(τ − 2τ 3 + τ 4) 1√
1 − τ dτ 
1
12
1∫
0
dτ√
1 − τ =
1
12
· 2 = 1
6
,
b =
1∫
0
s(1 − s) 1√
s
ds =
1∫
0
(s1/2 − s3/2) = 2
3
− 2
5
= 4
15
.
Let r1 = 12 , r2 = 3, l1 = 12 , l2 = 3. Then (H2) and (H3) are satisfied. Therefore, by Theo-
rem 1, we know BVP (1.1) has at least one solution.
Example 2. In BVP (1.1), let f (t, v) = v1/2√1−t , g(t, u) = u
1/2√
t
, we can choose p1(t) = 1√1−t ,
q1(v) = v1/2, p2(t) = 1√t , q2(u) = u1/2. Then (H1) is satisfied. Let α1 = 12 , α2 = 1, β1 =
1
2 , β2 = 1. Then (H4) and (H5) are satisfied. Therefore, by Theorem 2, we know BVP (1.1)
has at least one solution.
Example 3. In BVP (1.1), let f (t, v) = 110√1−t (v2 + v1/2), g(t, u) = 1√t (u3 + u1/2), we
can choose p1(t) = 1√1−t , q1(v) = 110 (v2 + v1/2), p2(t) = 1√t , q2(u) = u3 + u1/2, then
(H1) is satisfied, where a  16 , b = 415 . Let l1 = 12 , l2 = 2, β1 = 12 , β2 = 1, N = 1, then
(H3) and (H5) are satisfied, and
M = sup
u∈[0,1]
q2(u) = sup
u∈[0,1]
(u3 + u1/2) = 2,
a sup
u∈[0,Mb]
q1(u) sup
u∈[0,8/15]
1
10
(u2 + u1/2) 1.
Thus (H6) is satisfied. Therefore, by Theorem 3, we know BVP (1.1) has at least two
solutions.
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