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Efficient solvers for power flow equations: parametric solutions with
accuracy control assessment
Raquel Garćıa-Blanco
The Power Flow model is extensively used to predict the behavior of electric grids
and results in solving a nonlinear algebraic system of equations. Modeling the
grid is essential for design optimization and control. Both applications require a
fast response for multiple queries to a parametric family of power flow problems.
Different solvers have been introduced especially designed for the algebraic non-
linear power flow equations, providing efficient solutions for single problems, even
when the number of degrees of freedom is considerably large. However, there is no
existing methodology providing an explicit solution of the Parametric Power Flow
problem (viz. a computational vademecum, explicit in terms of the parameters).
This work aims precisely at designing algorithms producing computational
vademecums for the Parametric Power Flow problem. Once these solutions are
available, solving for different values of the parameters is an extremely fast (real-
time) post-process and therefore both the optimal design and the control problem
can readily be addressed.
In a first phase, a new family of iterative solvers for the non-parametric version
of the problem is devised. The method is based on a hybrid formulation of the
problem combined with an alternated search directions scheme. These methods
are designed such that it can be generalized to deal with the parametric version of
the problem following a Proper Generalized Decomposition (PGD) strategy.
The solver for the parametric problem is conceived by performing the opera-
tions involving the unknowns in a PGD fashion. The algorithm follows the basic
steps of the algebraic solver, but some operations are carried out in a PGD frame-
work, that is requiring a nested iterative algorithm. The PGD solver is accompa-
nied with an error assessment technique that allows monitoring the convergence of
the iterative procedures and deciding the number of terms required to meet the ac-
curacy prescriptions. Different examples of realistic grids and standard benchmark
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risas y cotilleos y a Caro por ser la perfecta compañera tronista. Gracias también
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Electricity is a common form of energy used in all countries since it is the backbone
of industrial expansion. It is essential for technological development and plays a
decisive role in social progress. Consequently, electric power systems constitute
a fundamental framework of contemporary society. Accordingly, during the last
decades, networks around the world have been continuously expanding and growing
in terms of complexity and demand of the power.
In response to this evolution, the necessity of modeling, simulating and mon-
itoring power systems in order to make predictions and design them emerged.
Power flow analysis, which is a branch of the power system engineering, is one of
the tools used to perform these actions. Specifically, power flow analysis is applied
to phenomena related to:
• Transmission and distribution of electrical power
• Energy generation and management
• Power system planning: operation and expansion




• Real-time monitoring, decision making and security risk assessment for reach-
ing stability and reliability
Apart from these applications, one of the most significant is the design planning
and verification. Due to the increased power demands, some countries share their
concern about the state and management of physical networks. For instance, they
have the urge to expand grids in order to meet the power demands. Nevertheless,
this action requires the early simulation of the whole procedure for avoiding un-
necessary failures and assuring the viability of the process. The effect of expanding
a grid may be catastrophic unless the management of resources follow a reliable
plan which is based on analyzing all the possible outputs in the network simulation
under some constraints.
The design and verification of networks is connected to another remarkable
application of the power systems analysis, the optimization of power systems. This
is due to the fact that construction of large power plants or grids could suppose
high costs in addition to legal problems such as obtaining environmental permits
for construction of new lines ensuring the reduction of the greenhouse emissions.
Hence, optimizing grids instead of updating them might be beneficial in some
circumstances. As a result, both applications are related to electricity production
and environment.
In order to generate electricity safely, industry incorporates sources of genera-
tion, called distributed generators (DG) in the case of distribution systems or just
generators for transmission systems. In Shrivastava et al. (2012) is reported that
distributed power generation is a technology that could help to enable efficient and
renewable energy production. Distributed generation is related to the use of small
generating unit installed at strategic point of electric power system, sometimes
connected directly to the customer site. DG technologies includes engines, small
wind turbines or fuel cells and photo-voltaic system. The introduction of DG tech-
nologies can bring benefits to a power grid. These advantages, see Abookazemi
et al. (2010) and Mithulananthan et al. (2004), can be divided into:
1. Technical: including wide ranges of benefits such as efficiency, grid reinforce-




reduction, reliability and security increase, load factors and voltage profile
improvement and incremental power quality supply.
2. Economical: reducing transmission and distribution operating cost and de-
creasing the electricity price generating power to save peak periods.
3. Environmental: covering the reductions in emission of greenhouse gases and
also sound pollutions.
These benefits depend on the characteristics of DG units such as photovoltaic or
wind system, characteristics of the loads and network configuration. Originally,
networks were designed for unidirectional power flows, from higher voltages to
lower voltages, rather than to accommodate generators. Accordingly, the erroneous
location may have different consequences like increase system losses, reverse power
flows or increments in line losses and voltage rise. For these reasons, it is necessary
to avoid these failures optimizing the DG units size, locate and configuration.
Design network and optimization aim at providing efficiency and security guar-
anteeing all the desirable benefits of the introduction of generators. Therefore,
these procedures must be analyzed and tested previously. For instance, Gupta
(2016) states that the intermittent and fluctuating nature of wind power injected
into the grid causes variations in bus voltages and line power flows of transmission
systems. Hence, for the prosperous integration of wind generation in the grid,
these variations need to be analyzed, estimated and quantified. In general, suc-
cessful operations of power system with generators are subject to power system
planning and contingency analysis with uncertainty. In such way, the Uncertainty
Quantification (UQ) measures the error and uncertainties, being another relevant
application. Related to this application, network analysis from the probabilistic
point of view is another tool for handling uncertainty in performance assessment
and risk calculations.
1.1.1 Classical problem statement
The power flow problem computes the flow of the electrical power in a power system
determining its state. The power flow equations are a system of nonlinear equations




very well-known equations was originally illustrated in G.W.Stagg and A.H.El-
Abiad (1968); Elgerd (1972); Wasley and Shlash (1974). The main object of the
power flow solution was described by Wasley and Shlash (1974) as: to obtain the
individual phase voltages at all nodes or buses in the network corresponding to
specified system conditions.
An electric network can be characterized by:
• The topology of the grid, described by the number of lines, the number of
buses and their connectivity.
• The admittance matrix Y ∈ Cn×n including the material characteristics of
the devices conforming the grid (wires and other system devices like trans-
formers). Note that n is the number of degrees of freedom and in the case of
a three-phase systems, n is tripled. The material characteristics of wires for
each line allows to build primitive admittance matrices. Assembling these
matrices, the global admittance matrix Y is obtained. Generally, the spar-
sity of Y is associated with the lines-buses connectivity. The unit of each
component of this matrix is the siemens (S).
• The complex power source vector S ∈ Cn, describing the power supplied
and/or extracted at each phase of each node. Its unit is the volt-ampere
(VA) and it is defined at each node from the demand value and the power
factor.
• The voltage vector V ∈ Cn measured in volt (V) and the injected current
vector I ∈ Cn whose unit is the ampere (A).
• The vector I0 ∈ Cn accounting for the current originated by the slack node.
Introducing a slack node is necessary to guarantee the solvability of the
problem. The complex voltage in this node is known, and therefore it is
not reevaluated. This is equivalent to reduce the dimension of the original
admittance matrix by deleting the slack bus row and column, see Dimitrovski





The input data characterizing the power flow problem is the complex vector S
and the admittance matrix Y. Consequently, the unknowns of the problem are the
voltages and nodal intensities collecting in vectors of n components V and I. At
each bus, the nonlinear relation between the voltage, the current and the complex
power is provided by the following equation:
S = V  I∗ , (1.1)
where I∗ denotes the complex conjugate of the current vector I, and the symbol
 denotes the Hadamard product of vectors (component-wise product). Further-
more, Kirchhoff’s law leads to the following algebraic system of equations:
YV = I + I0 , (1.2)
which, using (1.1) results in a nonlinear algebraic system of equations for the
unknown V :
YV = S∗  V ∗ + I0 = Ibus(V ) , (1.3)
where the symbol  denotes the component-wise quotient between vectors. These
governing equations are a nonlinear, specifically quadratic, complex system of n
equations and n unknowns. Note that these equations are also seen as V ∗(YV −
I0) = S
∗.
The admittance matrix and power source in Cartesian form are Y = <(Y) +
iI(Y) and S = <(S) + iI(S) = P + iQ respectively where <(·) and I(·) stand
for the real and the imaginary part of the matrix or vector and i is the imaginary
unit. Hence, the vector of voltages reads V = <(V ) + iI(V ). The notation V =
V Re+iV Im is also adopted, to shorten some expressions in the following. Moreover,
the vector V is also expressed in polar form (module-argument form, αl being the
argument of Vl), such that each component reads Vl = |Vl| [cos(αl) + i sin(αl)], for
















Type of bus |V | α P Q
Slack datum datum unknown unknown
PQ unknown unknown datum datum
PV datum unknown datum unknown
Table 1.1: Classification of the buses in an electrical network
where the module and argument of the slack node are known, thus the term V ∗I0 is
also known and from now on it is called S0 = P0 + iQ0. Furthermore, θlk = αl−αk
is defined as the difference in voltage angle between the l-th and k-th buses, hence











|Vl||Vk|[−YImlk cos(θlk) + YRelk sin(θlk)]−Q0
. (1.5)
This is a nonlinear real system of 2n equations and 2n unknowns. For each node
in the network, that is l = 1, . . . , n, the active power Pl and the reactive power Ql
are known, while the |Vl| and αl are unknown variables.
Equations (1.3) and (1.5) are equivalent, the choice of one rather than the other
depends on the type of nodes in the network and the available data. In a network,
different types of nodes are considered, see table 1.1. If there are PQ nodes, where
the values of P and Q are known, both equations are used. However, in the case
of the PV nodes where just P and |V | are given, equation (1.5) is more suitable.
1.1.2 Parametric problem statement
Solving the power flow problem provides the state of the network for a given config-
uration of the materials and loads. In practice, analyzing an electric grid requires
solving the same problem with a large number of configurations. Describing these
scenarios is easily done introducing parameters defining the concept of Parametric
Power Flow problem. The novelty of this methodology is the fact that diverse
parameters of the power flow problem are now considered as variables rather than
input quantities. Typical examples of parameters are the location and nominal
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power, denoted by q and r, of some distributed generator or just generator, and
the time t that modulates the power S.
The general form of the Parametric Power Flow problem is described by taking
the voltage V , the power source S and the current I no longer vectors of nodal
values but functions of the problems parameters, for instance S(q, r, t). Conse-
quently, the solution of equation (1.3) also depends on these parameters, namely
V (q, r, t). Thus, the equation reads as:
YV (q, r, t) = S(q, r, t)∗  V (q, r, t)∗ + I0 . (1.6)
In practice, this brings the problem from a simple nonlinear algebraic equation in
Cn into a multidimensional setup: formally, V is now in [L2(Iq)×L2(Ir)×L2(It)]n,
that is, each component of V is a function taking values for (q, r, t) ∈ Iq × Ir × It
where Iq, Ir and It are intervals in R. Further details are shown in chapter 3.
1.2 State of the art in power flow solvers
In this section a brief state of the art of the most significant and classical methods
for solving the power flow equations is presented.
1.2.1 Y-matrix and Z-matrix methods
Over the last eighty years, numerous methods have been proposed in order to solve
the power flow equation. The first practical technique was described by Ward and
Hale (1956) in the fifties. During the same decade, methods called Y-matrix also
appeared, see Glimn and Stagg (1957); Brown and Tinney (1957). These methods
are a straightforward fixed-point iteration from (1.3). Thus, an approximated
value V [γ] is used to compute the next iteration V [γ+1] such that
YV [γ+1] = S∗  V [γ]∗ + I0 , (1.7)
by solving, in each iterative step, a linear system of equations with matrix Y.
These methods are consistent and were successfully employed in many examples





This difficulty was overcame through the introduction of the Z-matrix meth-
ods, for instance, Hale and Goodrich (1959); Gupta and Humphrey Davies (1961);
Brameller and Denmead (1962); Brown et al. (1960, 1963, 1968). The main idea
of these methods is to invert the system admittance matrix Y obtaining the
impedance matrix Z using a technique based on Kron’s concept of network tearing
using the system data. This procedure is faster than the standard matrix inversion
and avoids the necessity of complete re-inversion when such minor changes in the
network are required. These changes are made directly to the inverted matrix,
thus the computation time involved for such modifications is a small fraction of
that needed for a complete matrix inversion, more details are given in Brameller
and Denmead (1962). Besides, when it comes to networks under fault conditions,
the Y-matrix approach requires an iterative solution of the entire network for each
fault condition. However, one of the distinct advantages of this method is that,
once the matrix is formed, all fault calculations may be obtained with a minimum
of arithmetic operations involving only related portions of the matrix, as is shown
in Brown et al. (1960).
Many techniques have been proposed to modify the traditional Z-matrix build-
ing algorithms. Among those methods, the Gauss implicit Z-matrix method is
the most generally used method, see Ou and Lin (2009). Furthermore, some novel
studies about the convergence analysis of this method including PV nodes and DG
have emerged in the current decade, for example, He et al. (2012); Chiang et al.
(2014); Zhao et al. (2016); Yang (2016).
1.2.2 Gauss-Seidel and Newton-Raphson methods
Around the sixties, the notable Gauss-Seidel (GS) and Newton-Raphson (NR)
methods for power flow calculations were also presented by Glimn and Stagg
(1957); Taylor and Treece (1967) and Ness (1959); Tinney and Hart (1967) re-
spectively. Both are iterative methods and their equations are:
• Gauss-Seidel
At iteration γ, the solution V [γ+1] is obtained solving the below system of
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equations:
YLV
[γ+1] = S∗  V [γ]∗ −YUV [γ] + I0 , (1.8)
being YU the upper triangular part and YL the lower triangular part of Y
plus its diagonal. In the literature, Gauss-Seidel method is also classified
as an Y-matrix method since the calculation of the solution depends on the
admittance matrix.
• Newton-Raphson
Before defining NR equations, it is necessary to consider the Cartesian rep-
resentation of the vectors and matrices involved in the power flow equations
because the conjugate function is not a holomorphic function and complex
derivation is not formally defined. By introducing the real and imaginary
parts of voltages, currents, powers and admittances as separate variables,
























P  V Re +Q V Im
)
 (V Re  V Re + V Im  V Im)(
P  V Im −Q V Re
)




where Ŷ ∈ R2n×2n and V̂ , Îbus ∈ R2n are duplicating dimensions of the com-
plex matrices and vectors. The power flow equations can be written now
as:
ŶV̂ = Îbus(V̂ ) . (1.10)
Newton-Raphson method consists in iteratively updating V̂ with an incre-
ment ∆V̂ , that is V̂ [γ+1] = V̂ [γ] + ∆V̂ . In the following the dependence on
γ is eliminated in the superscript to simplify notation. Thus, the resulting
algorithm reads
Ĵ∆V̂ = −ŶV̂ + Îbus(V̂ ) , (1.11)
where the Jacobian Ĵ is the partial derivative of the right-hand-side of (1.11)
(the residual) with respect to V̂ , that is









where Ĵkl for k, l = 1, 2 are diagonal matrices in Rn×n (component l of Îbus(V̂ )












































Pl(|Vl|2 − V Iml − 2QlV Rel V Iml
|Vl|4
,
for l = 1, . . . n.
Both GS and NR methods enjoy of low memory usage and competent ratios
of convergence, better in the case of NR which has an optimal quadratic rate,
although the computational time increases because of the assembling of the Ja-
cobian matrix at every single iteration. For that reason, diverse approaches have
appeared over the years.
In the case of NR methods, it is worthy mentioning different modifications of
the original problem introducing decomposition of the Jacobian matrix as is illus-
trated in references Cheng (1997); Garcia et al. (2000), reformulating the original
equations to accommodate the introduction of generation devices like in Li et al.
(2011); Sameni et al. (2012) or decreasing the computational time thorough the
application of third-, fourth- and fifth-order Newton-like methods as is discussed
in Derakhshandeh and Pourbagher (2016).
Similarly, the GS approach has been improved by Teng (2002); Maffei et al.
(2015) using block version of its initial equations or by Yang (2016) combining with
the implicit Z-matrix bus method for unbalanced distribution networks. The initial
references of the three type of methods (Z-matrix bus, GS and NR) are shown in
the reviews Laughton and Davies (1964); Stott (1974) while an extensively recent
study of them can also be found Gómez-Expósito et al. (2008).
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Additionally to the improved methods mentioned above, since NR methods
emerged, a great effort has been made to overcome the problem of updating the
Jacobian when the size of the test systems was considerable large. Consequently,
a variety of formulations have been developed. These include:
• Newton-Krylov methods consisting in solving the Jacobian equation partially
or combined with a Krylov subspace method as is shown in Yi-Shan and
Hsiao-Dong (2010); Idema et al. (2010, 2012, 2013).
• Jacobian-free Newton-Krylov methods (JFNK) where a Krylov subspace is
built up for correcting the Jacobian in NR strategy, see reference Knoll and
Keyes (2004).
• Jacobian-free methods that analyze approaches as partial Jacobian update
variants and inexact solutions, for instance De Leon and Semlyen (2002);
Chen and Shen (2006).
Generally, despite the fact that these strategies does not include the whole Jaco-
bian, the quadratic convergence is still granted. Apart from these approaches, the
most popular is Fast Decoupled Load Flow method (FDLF) presented by Stott
and Alsac (1974). It consists, mainly, in approximating the Jacobian using fac-
torization, preconditioners or information obtained from the network in order to
solve the Jacobian system quickly. In such a way, the matrices are kept constant
hence NR method is reduced to a sequence of decoupled linear problems for the
voltage magnitude and phase angle.
The application of the NR method for the equation (1.5) results in a nonlinear
real system of 2n equations with 2n unknowns, the vectors |Vl| and αl for l =















































|Vl|[YRelk cos(θlk) + YImlk sin(θlk)], k 6= l
n∑
m 6=l














|Vl|[YRelk sin(θlk)−YImlk cos(θlk)], k 6= l
n∑
m6=l
|Vm|[YRelm sin(θlm)−YImlm cos(θlm)]− 2YImll |Vl|, k = l
for l, k,m = 1, . . . n.
Taking into account that for k 6= l,
[J11]lk = |Vk| [J22]lk and [J21]lk = −|Vk| [J12]lk ,
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− [J21]lk , k 6= l
Pl + Y
Re









[J21]lk , k 6= l









[J11]lk , k 6= l
Ql −YImll |Vl|2, k = l
for l, k = 1, . . . n.
As mentioned before, FDLF method is a variation of Newton-Raphson method.
It is achieved by only inverting the Jacobian matrix once it is simplified assuming
the below statements:
• It is observed that real power P was barely influenced by changes in voltage
magnitude V , thus, all the derivative are considered to be zero. Similarly,











• The difference between angles θlk = αl−αk is usually small, cos(θlk) is taken
by 1 and sin(θlk) as 0, for l, k = 1, . . . , n.
• The magnitude of some voltages is also assumed to be 1.
Applying these assumptions to equation (1.15) and dividing equations by |Vk| in
















where U′ = −YIm and U′′ is built taking the elements of −YIm that correspond
to the PV nodes.
Later, FDLF has been developed for unbalanced radial distribution system in




in Lin and Teng (2000) and for transmission system using an optimal multiplier
in Bijwe et al. (2009). From the mathematical point of view, some authors as
in references Wu (1977); Monticelli et al. (1990) have addressed its theoretical
background.
1.2.3 Holomorphic Embedding Load Flow methods
Besides this deficiency in terms of the Jacobian assembly, the traditional power
flow methods suffer from the fact that there is no guarantee of convergence to the
physical or high voltage solution. There exists the possibility that some iterative
solvers converge to spurious non-operative solutions or simply fail to converge in a
number of cases. The reason behind that behavior could be either the dependency
between the initial estimate and the final approximation, see Stott (1971); Iwamoto
and Tamura (1981); Schaffer and Tylavsky (1988) or the system operability making
the algorithm not being able to find the operative solution. This might happen
when the value of network parameters move outside of the standard operating
range due to contingencies as is discussed in Tripathy et al. (1982). In the case of
NR methods, it has been demonstrated by Thorp and Naqavi (1997); Thorp et al.
(1990) that the nature of the power flow solution are fractal.
Overcoming both adversities was a challenge which motivated numerous au-
thors. On one hand, methods based on truncated Taylor expansions in a polar
or Cartesian coordinate form were proposed by Sauer (1981); Xu et al. (1998);
De Souza et al. (2007). A suitable one is the second order load flow technique
presented by Sachdev and Medicherla (1977) which requires less iterations and
have better convergence characteristics than conventional NR technique. On the
other hand, the recent Holomorphic Embedding Load Flow Method (HELM) based
on analytical continuation illustrated in Trias (2012, 2015) was introduced. It is
based on a technique that extends the domain of analytic functions relying on
Padé approximants. The method extends the voltage variables into analytic func-
tions in the complex plane providing a non-iterative procedure for constructing
the complex power series of voltages.
If a simple two buses system is considered, the Z-matrix method applied to the
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scalar version of equation (1.3) reads as:
V = Z[S∗  V ∗] + V0, (1.18)
where V0 = ZI0. Rewriting equation (1.18) using the notation U = V/V0, the
following equation is obtained,




where σ = ZS
∗
|V0|2 . This above equation (1.19) can be seen as a continued fraction
approximation of the solution,








As mentioned above, the Holomorphic Embedding method is based on analytical
continuation and a continued fraction is defined. In this particular case, (1.20)
is also seen as the same continued fraction resulting from the application of the
Holomorphic Embedding method to the same simple system, see Trias (2012).
This continued fraction suggests the use of Padé approximants and its convergents
corresponds to the application of the fixed point equation (1.18). Therefore, the
iterative solutions found with the Z-matrix method, coincide with the ones found
with the HELM as the number of coefficients of the Padé approximant is increased.
In a general case, Holomorphic Embedding changes σ by sσ in equation (1.19)




F (s) = 1 + sσ
F̄ (s)




with F̄ (s) = F ∗(s∗). In this way, the functions F (s) and F̄ (s) are holomorphic.
Note that F (s = 1) recovers the solution U of equation (1.19). The procedure is
to consider the power series expansion of F (s) about s = 0 since F (s) and F̄ (s)
are holomorphic. The embedded equations (1.21) allow to seek the coefficients of




derivates of the function F (s) evaluated in s = 0 are:
F (0) = 1
F (1)(0) = σ
F (2)(0) = −2σσ∗
F (3)(0) = 6(σ2σ∗ + σ(σ∗)2)
F (4)(0) = −72(σ2(σ∗)2)− 24(σ(σ∗)3 + σ3σ∗)
F (5)(0) = −60(σ2σ∗) + 600(σ3(σ∗)2) + 720(σ2(σ∗)3)+
+ 120(σ4σ∗)
. . .
F (l)(0) = . . .
(1.22)
Using these derivates, the Padé approximation Pap(s) is computed and the solu-
tion U = F (s = 1) is approximated by Pap(s = 1), that is to say, using Padé
approximants, the solution at s = 1 can be constructed.
The Padé approximants are a particular type of rational approximation for
power series. They have been used extensively because their convergence has been
known to be much better than the convergence of power series. For instance,
these approximants are usually superior to Taylor series when the functions to
be approximated are complex with singularities (poles), because the use of ratio-
nal functions allows them to be well-represented. In the case of the power flow
equation, Stahl’s results reveal that Padé approximants are suitable for analytic
continuation. In fact, these results confer the method very strong additional guar-
antees: if the approximants converge at s = 1, the result is guaranteed to be the
analytic continuation of the high voltage branch at s = 1; conversely, if the Padé
approximants do not converge at s = 1 then it is guaranteed that there is no
solution (that is, the system is beyond voltage collapse). More details are given in
Trias (2012).
After this initial proposal, an extension from alternating current to direct
current-based systems has been presented by Trias and Marn (2016). Other au-
thors have also explored this approach, for instance Subramanian et al. (2013);
Rao et al. (2015). The main advantage of this sort of strategies is its reliability
finding a stable solution for any set of power flow equations. If the starting solu-
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tion is an operative one, there is guarantee that the algorithm converges fast to a
solution which is in the branch of the operative solutions.
1.2.4 Parametric solvers for probabilistic and
optimization problems
All the solvers described in the above sections are related to the resolution of the
algebraic version of the power flow problem. However, there exists a category
where a parametric representation of the problem described in section 1.1.2 is
involved. Two particular cases are the Probabilistic Load Flow (PLF) and the
Optimal Power Flow (OPF) where a power flow solver is called as many times as
particular system configurations need to be evaluated.
The concept of Probabilistic Load Flow was first proposed in the seventies by
Borkowska (1974) taking into consideration uncertainty of the nodes data. Another
historical reference where the definition of the Stochastic Load Flow appeared for
the first time is Dopazo et al. (1975). Since then, many papers have been published.
In review Li and Zhang (2009), it is claimed that Probabilistic Load Flow methods
can be divided into three categories:
• Simulation methods: an example is discussed in Fang et al. (2014), Monte
Carlo method which simulates power flow calculations based on deterministic
samples. It is well-known as a flexible and robust method but also as time-
consuming because of the need of repeating calculations.
• Analytical methods: based on convolution techniques or cumulant method
are claimed to be more effective computationally, as references Allan and
Al-Shakarchi (1977) and Zhang and Lee (2004) state.
• Approximate methods: the most common are the method of moments and
the point estimate method, see for example Su (2005).
Apart from this classification, another remarkable methods for solving the proba-
bilistic load problems using techniques as combinatorics, Hybrid Latin Hypercube
Sampling and Cholesky Decomposition, polynomial normal transformation and




Yu et al. (2009) and Fang et al. (2014). Over these decades, PLF has been applied
to different phenomena as:
• Branch outages, photo-voltaic and wind power through distributed genera-
tors
• Wind farm power generation and energy storage
• Planning and design analysis of distribution system
• Optimization for reaching systems reliability
The Optimal Power Flow solution was presented in the sixties by Dommel and
Tinney (1968). The idea of the classical OPF is a power flow problem in which
certain controllable variables are to be adjusted to minimize an objective function
such as the cost of active power generation or losses, see Sun et al. (1984).
Particularly, Georgilakis and Hatziargyriou (2013) defines the optimal dis-
tributed generation placement problem (ODGP) claiming that it provides the best
locations and sizes of DGs to optimize electrical distribution networks. When
ODGP is solved, the objective function can be single or multi-objective. On one
hand, the main single-objective functions are: minimization of energy losses, min-
imization of system average interruption duration index (SAIDI), minimization
of cost, etc. On the other hand, in Shareef and Kumar (2014), ODGP multi-
objective formulations are classified as multi-objective function with weights, goal
multi-objective index and multi-objective formulation considering more than one
often contrasting objectives. The aim in this thesis is to minimize the annual
losses based on the optimal allocation of DG units. New methodologies have been
proposed with the same objective, for instance Martinez and Guerra (2012); Atwa
and El-Saadany (2011); Griffin, Tomsovic, and Law (Griffin et al.).
Improved versions of the OPF as is described in Yong and Lasseter (2000)
emerged later on and also the number of applications increase notably. Some of
them are based on the same ideas as the Probabilistic Load Flow applications,
other are economic and pollution dispatch or maximum interchange, however one
stands out the optimization problem in presence of distributed generation, mainly




this particular application as can be seen in Shrivastava et al. (2012) using the
following techniques:
• Analytical: zero point analysis focusing on the point of the feeder where
the power flow is zero or the 2
3
ruled used for capacitor placement in radial
distribution system are examples of this category, see Willis (2000).
• Exact formulas: references Acharya et al. (2006); Rau and Wan (1994)
present exact methods such as the exact loss formula or the gradient method.
• Evolutionary: diverse strategies belong to this category, such as Monte Carlo
method, Hereford Ranch Algorithm (HRA) and Genetic Algorithm (GA)
based on genetic concepts, Fuzzy System algorithm built using the fuzzy
set theory, Ant Colony optimization specially designed to deal with large
search spaces since it dynamically creates the search routes such as real ants
do, Tabu Search that explores the whole solution space randomly based on
the local search and Particle Swarm optimization inspired by social behavior
of bird flocking among others. Details about these methods can be found
in references El-Khattam et al. (2003), Kim, Park, Park, and Singh (Kim
et al.); Mithulananthan et al. (2004), Gandomkar et al. (2005),Kim et al.
(2002), Favuzza et al. (2007),Nara et al. (2001),Abido (2002).
The optimal placement of distributed generators problem is solved using the proba-
bilistic approaches mentioned above or the deterministic ones. Further information
about methods and techniques proposed for solving OPF and PLF are shown in
Huneault and Galiana (1991); Frank et al. (2012); Chen et al. (2008).
1.3 Objectives
The general objective of this thesis is to propose improved methods for solving both
versions (algebraic and parametric) of the power flow problem. These methods
are aimed to guarantee a priori the accuracy of the obtained solutions and provide
computationally efficient simulations. The present thesis aims at contributing in
the research field of reduced order techniques applied to electric power systems




These are focused on the resolution of the power flow problem overcoming classical
adversities in this area, and also including error indicators that measure the quality
of the approximation while it is computed. In order to meet this main objective,
the work was focused on achieving the following specific goals:
1. Application of Reduced Order Model techniques
The idea of applying these approaches is the possibility of making real-time
decisions in terms of controlling the state of the networks. This requires
network simulations under different configurations in order to consider all the
potential outputs. Initially, the Reduced Basis (RB) method and the Proper
Orthogonal Decomposition (POD) were suitable. However, the resolution of
optimization problems involves parametrized solutions, hence the application
of the Proper Generalized Decomposition (PGD) method emerged naturally.
2. Application of the error assessment procedure to the proposed power flow
solvers
Once the computational cost of each simulation of the power flow problem is
assured to be low, the focal point is to guarantee the quality of the computed
solution. The standard procedure of the error assessment applied to many
other fields was believed to be convenient. Thus, the challenge is to control
the process of building the solution in terms of accuracy taking into account
a specific quantity of interest. As a result, the precision of approximated
solutions would be controlled by truncating the number of terms in the sum
of the PGD approximation.
3. Introduction of an effective solver for the power flow problem able to circum-
vent classical difficulties
In order to carry out the objectives above, the fundamental step is to intro-
duce a new method able to overcome adversities associated with standard
power flow solvers such as guarantee of convergence or affordable compu-





The remainder of this document includes four additional chapters 2, 3, 4 and 5
and the papers associated with the contributions of this thesis.
In chapter 2, the proposed solver for the algebraic power flow equation is pre-
sented while chapter 3 details the extension of this method combined with the
Proper Generalized technique to the parametric version of the problem. Chapter
4 introduces the error assessment in the context of the power flow problem and
finally in chapter 5 an overview of the main contributions, the conclusions and
future research are described.
The appendix contains the papers where the contributions are discussed in
detail. Paper A describes the family of iterative solvers for power systems obtained
applying the ASDM to the power flow equation. Papers B and C present an
approach for reduced order solutions of the parametrized power flow solutions.
Paper D provides tools to monitor the error associated with the parametric solver




A family of iterative solvers for
power systems
There still exist difficulties in solving the power flow equations. One of them is
to guarantee the convergence to the physical solution. The other one is that some
methods, such as Newton-Raphson (NR) or Fast Decoupled Load Flow (FDLF),
are subject to the assemble of the Jacobian matrix. This procedure may be com-
putationally unfordable if the number of nodes in the network is considerably
large.
Thus, the goal is to proposed a method which is able to circumvent both adver-
sities and also to accommodate the parametric version of the problem so that the
Proper Generalized Decomposition technique is applied easily. The Alternating
Search Direction method (ASDM) is suitable for overcoming both difficulties tak-
ing advantage of the algebraic structure of the governing equation. This method
requires the choice of the search directions enforcing the convergence to the oper-
ative solution and providing fast convergence to the solution, at least, the conver-
gence rate is close as possible to the Newton-Raphson methods. Furthermore, in
terms of implementation, the choice of the search directions is advisable to be a
constant matrix in the linear problem.
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2.1 The method of Alternating Search
Directions
The method of Alternating Search Directions was initially described in Ladevèze
and Simmonds (1999). The studied models belong to domains of mechanics such
as plasticity. In that cases, it is possible to distinguish between different relations
in the same equations. For instance, linear and nonlinear relations, or it may
happen that a relation in a point of the domain just involves quantities defined in
the same point, that is to say, there is a local relation. On the contrary, if there
are more points involved, the relation is global. The main idea of the method is
to separated these relations, equations global and linear and equations local but
nonlinear. Thus, the resolution of the model is performed in two different stages
adding two search directions resulting in a iterative scheme.
In the derivation of the power flow equations is observed that, (1.3) is formed
combining nonlinear but local relations in equation (1.1) with global and linear
relations in equation (1.2). Hence, following the ASDM strategy, the problem
is duplicated keeping the two unknowns I and V as in the original formulation.
Consequently, a single iteration in the original fixed-point equation (1.3) becomes a
combination of two steps, one per equation. Additional relations between voltages
and currents need to be described in order the problem to be well-posed. These
linear relations, called search directions, are representing by the matrices α and
β, both considered at the beginning in Cn×n.
Thus, each iteration γ consists in computing (V, I)[γ+1] from the previous ap-




















Similarly, the second step computes (V, I)[γ+1] for a given diagonal matrix β up-




I [γ+1] − I [γ+ 12 ] = β(V [γ+1] − V [γ+ 12 ]),




2.1. The method of Alternating Search Directions
Initially, α and β are matrices of dimension n×n. However, if the matrix β is
non-diagonal, equation (2.2) would keep the global relation between the voltages.
Accordingly, from now on β is a diagonal matrix or vector. For an approximated
solution at iteration γ, V [γ], the algorithm is implemented following two steps:




] = (Y −α)−1
(
S∗  V [γ]∗ −αV [γ] + I0
)
. (2.3)
Once the search direction α is known, the LU decomposition of the matrix
Y −α is performed.
2. Step two involves the solution of n decoupled second order equations
β  V [γ+1]∗  V [γ+1] + V [γ+1]∗ 
[
(Y − β)V [γ+ 12 ] − I0
]
− S∗ = 0 . (2.4)




(Y − β)V [γ+ 12 ] − I0
]
 β,
B = −S∗  β and Z = V [γ+1]  A.
(2.5)
Now, the above equation can be written as
Z∗  Z + Z∗ + C = 0 . (2.6)
where C = B (ĀA). Duplicating the equation using Cartesian represen-




(ZRe)2 + (ZIm)2 + ZRe + CRe = 0






1− 4((CIm)2 + CRe)
2
− iCIm . (2.8)
In the above expression all the operations are intended as component-wise
on the vectors Z and C. In order to reach the high voltage solution, the root
corresponding to the sign plus is selected.
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The algorithm can be resumed as follows:
1. Assemble the system by forming the matrix Y and the vectors S and I0.
2. Select the search directions α and β.
3. Factorize the matrix (Y −α).
4. Evaluate the initial guess V [0].
5. Alternate steps (2.3) and (2.4) until the stagnation criterion for the approx-
imated solution V and the relative error in the residual is less than an fixed
tolerance.
Thus, every iteration consists of a backward and a forward substitution for the
linear global stage, and the computation of the high voltage root of n decoupled
quadratic equations, which can be done without the need of an iterative solver.
The initial guess V [0] corresponds to the solution of the systems with no loads and
only due to the slack node voltage. Note that this choice is not mandatory and the
method can be started in other ways. Convergence is obtained even with arbitrary
random starts for which NR diverges. There are several advantages associated
with this approach:
• If α is constant, the matrix factorization needed to solve system (2.3) is only
performed once.
• Equations (2.4) can be solved analytically. The final equation is a group of
n decoupled second degree equations with two possible roots, demonstrating
the existence of low and high voltage solutions in the power grid. During
the iterative process, selecting the appropriate root, the convergence to the
desired operative solution is guaranteed. Hence, the converged solution is
by construction an operative solution, regardless of the choice of the initial
guess.
• Since the pairs (V, I)[γ+ 12 ] and (V, I)[γ+1] fulfill equations (2.3) and (2.4) re-
spectively and the algorithm is numerically consistent.
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This family of algorithms is parameterized by the search directions α and β,
that is to say, the performance of this method is strongly dependent on the choice
of these matrices.
2.1.1 Geometrical interpretation
The original formulation of the ASDM states that all the solutions of equation
(2.1) are in a lineal manifold while the solutions of equation (2.2) are in a general
curve manifold, hence the method is represented in a geometric scenario where the
final solution is the intersection of the two manifolds.
The solutions of the simple two buses equation (1.18) are considered in this
section in order to observe the geometrical representation in the 2-dimension space
of the ASDM applied to the power flow problem. This second order equation has
two solutions, although the operative solution is the high voltage one (the one
resulting from the sign plus in the root). In this particular case, the manifolds are
an hyperbola of equation I = S∗/V ∗ and a line of equation I = Y (V − V0). The
intersection of them as can be seen in figure 2.1 results in the two solutions, the
high voltage and the low voltage one.
The proposed method can be identified with the following geometrical con-
struction, illustrated in figure 2.1(a): starting from any point on the hyperbola
(local problem), it is moved from there to the line (global problem) following a
straight paths (continuous line) with constant slope α and then from the line back
to the hyperbola with a straight path of slope β, until the intersection point is
found. The same result is obtained for any other initial point either on the hyper-
bola or on the line. With this perspective, it is possible to see NR algorithms as a
particularization of the discussed method for α equals to the local tangent to the
hyperbola and β →∞, see table 2.1. Although Newton-Raphson method enjoys a
faster convergence rate due to the variable α, it can be noticed from figure 2.1(b)
that it is impossible to enforce the correct branch of the hyperbola, therefore the
final solution depends on the initial guess.
Note that if the number of degrees of freedom n is higher than one, the line
and hyperbola are replaced by their corresponding multidimensional manifolds,
but the geometric scenario of the algorithm is the same, that is the solutions of
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Figure 2.1: Graphic comparison between different search directions (α, β). The
two trajectories (continuous red and dashed blue lines) are generated by choosing
the first solution in the lower branch of the hyperbola (s2) or on the line close to the
upper branch of the hyperbola (s1). (a)Generic alternating orthogonal directions.
(b)NR method.
the global and local steps are alternated through linear search directions, until an
intersection point is found.
2.1.2 Choices of the search directions
The matrix α and the vector β are a fundamental feature in the described ap-
proach. Depending on the the choice of these matrices, the characteristics of the
method in terms of convergence, computational time or accuracy might change
during the iterative process.
Typically the unknown of the power flow problem is the voltage V , although
most of the times the pair (V ,I) is considered as an unknown. Note that once
either V or I is computed, the other one is obtained fulfilling equation (1.2). In
this case, current can be neglected from the two equations (2.1) and (2.2), and
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Z-matrix bus 0 ∞
Table 2.1: Search directions for the classical methods
the iterative algorithm is formulated just for the unknown V , see equations (2.3)
(2.4). Once equations depend just on V is easy to prove that for some choices of
the matrices α and β it is possible to recover some classical methods as is shown
in table 2.1, more details are given in Borzacchiello et al. (2016).
Apart from these choices, based on the numerical examples, it has been demon-




α = diag (S∗  |Vb|2)
β →∞
, (2.9)
where Vb is the voltage base. The matrix (Y −α) becomes a modified admit-
tance matrix whose diagonal includes the linear part of the loads. This choice is
optimal in many cases, since well designed grids are normally operating not far
from the voltage Vb. A similar strategy was adopted by some authors and for the
open source code OpenDSS, see Dugan and McDermott (2013). Indeed, the basic
solution algorithm of OpenDSS can be seen as a particularization of the method
of Alternating Search Directions when the values for α and β are the same as in
equation (2.9).
A common condition in all the methods discussed so far is the choice of β,
which in practice means that the voltage of the local step is simply inherited from
the global step, while the current is calculated using (2.2). Another choice which
provides viable results although not optimal for β is the elements of the diagonal
of Y. Besides that, the matrix Y−α is preferable to be nonsingular and the ma-
trices α and diagonal matrix built using the vector β not to be equal, otherwise
the method stagnates at the first iteration. Geometrically, these search direc-
tions would be parallel and the algorithm alternates between two same solutions
indefinitely. In order to avoid this phenomenon, there exist another possibility
considering α = −β−1 which results in orthogonal search directions.
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2.2 Numerical Example
This sections shows the performance of the proposed method in a distribution
network. The test system is the IEEE 8500-node benchmark given in Arritt and
Dugan (2010). It consists of approximately 4800 buses that are single-, two or
three-phase. The total number of nodes, and therefore voltage unknowns, is around
8500. The test feeder is provided with balanced 120V secondary loads on the
service transformers.
In order to compare the computed solutions using the ASDM, which is imple-
mented using Matlab, a convergence error is defined. The error is the difference
between the reference solution V and the approximated solution Va measured
in the norm of the maximum where the reference solutions are computed using
OpenDSS and MATPOWER with tolerance close to the machine precision. To
provide comparable results, the Z-matrix bus and OpenDSS solvers were imple-
mented as particularizations of the ASDM by selecting the appropriate search
directions. In this way, timing differences due to the particular implementation
and different programming language are eliminated. For the same reason the NR
algorithm is taken from a MATPOWER routine which also uses Matlab. Since
the code execution depends on the particular system on which the test is run, a
dimensionless time is obtained by dividing the run time by the time needed for a
single NR iteration. The latter is obtained as an average over 1000 runs.
Figure 2.2 presents the convergence results. Due to the fact that at every
iteration NR methods need to assemble and solve the Jacobian, the execution
time is significant higher although NR has a faster (quadratic) convergence with
respect to methods with fixed search directions. This is more evident in large
systems, as the example IEEE-8500 feeder, for which the run time of the method
of Alternating Search Directions becomes a fraction of a single NR iteration as
can be seen in figures 2.2(a) and 2.2(b). Besides, there is no significant change
in the diagrams of convergence when the calculations are performed for the cases
of balanced and unbalanced loads and either between the different choices of the
search directions.
In the light of the results in Borzacchiello et al. (2016), it is concluded that








































Figure 2.2: Convergence in the norm of the error for different iterative methods.
(a)Case of the IEEE-8500 feeder with balanced loads. (b)Case of the IEEE-8500
feeder with unbalanced loads.
increases. Moreover, this paper studies in detail the implementation of controls





Parametric power flow solution
based on Proper Generalized
Decomposition
The design verification and optimization of networks as applications of the power
flow analysis requires to solve the power flow equations as many times as partic-
ular system configurations are considered. In order to represent these different
schemes, the Parametric Power Flow problem was introduced in section 1.1.2.
Consequently, the solutions now are sought in high dimensional spaces. This fact
implies that the number of degrees of freedom increases exponentially. Thus, this
method is potentially subject to the curse of dimensionality, that is, to a dramatic
increment of the computational cost with the number of dimensions. Indeed, in D
dimensions if each parameter assumes d possible states, the extensive exploration
of the parametric space is associated to a volume of information that scales with
dD. In this context, Reduced Order Models (ROM) are especially indicated to
remedy this deficiency.
In general, ROM aims to reduce the computational complexity of such prob-
lems. The concept of ROM techniques based on projection approaches implies to
simplify the original problem extracting the relevant information out of a set of
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representative problems and form a suitable basis to solve new problems once the
parameters are changed. Some common strategies are:
• Reduced Basis (RB): approximates the solution of a system of nonlinear
equations by the solution of a related system of much lower dimension, more
details are given in Rozza (2008).
• Proper Orthogonal Decomposition method (POD): supplies an orthonormal
basis taking into account empirical data of the initial model, hence the choice
of the data set plays a crucial role, see Sirovich (1987); Pinnau (2008); Rios
et al. (2010).
• Discrete Empirical Interpolation Method (DEIM): it is presented by Chatu-
rantabut and Sorensen (2009a) as an improvement of the POD approxima-
tion because reduces the nonlinear terms in the full problem with a complex-
ity proportional to the number of reduced variables.
ROM techniques have been applied in the field of power system engineering. For
instance, grid equivalencing techniques like Ward reduction in Ward (1949) or
POD in Parrilo et al. (1999) are commonly used to reduce the computational
cost of power flow analysis of large systems. The combination of both POD and
DEIM methods has been applied for model order reduction for semiconductors
in electrical networks using DEIM to treat the reduction of nonlinear compo-
nents as is shown in Hinze and Kunkel (2012). Electrical, thermal, and micro-
electromechanical systems have been also studied in Hochman et al. (2011). More
recently, works dealing with either OPF or PLF using order reduction techniques
rely on Sparse Grid approaches like references Lin et al. (2014); Zhang and Li
(2013); Tang et al. (2015) or Sparse Tensor Recovery in reference Zhang et al.
(2015) emerged. Both techniques can be classified as collocation approaches, since
the solution is reconstructed in the high dimensional space from the values it as-
sumes in a set of particular and well-chosen points called the collocation points.
In this thesis, ROM techniques are not intended to reduce the degrees of free-
dom of the physical system but the computational complexity associated to the
resolution of high-dimensional parametric equations. For that reason, Proper Gen-
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eralized Decomposition (PGD) technique is suitable for the parametric power flow
problem.
3.1 The Proper Generalized Decomposition
Proper Generalized Decomposition stands out in the ROM field since computes the
solution without using precomputed results reducing also the dimensional complex-
ity. PGD has proven to be an efficient method for the numerical solution of high
dimensional and parametric equations, see Chinesta et al. (2010, 2011, 2013a,b).
This strategy has been successfully applied to parametric problems in computa-
tional mechanics as is illustrated in Aghighi et al. (2013); Niroomandi et al. (2013).
The particular way in which the PGD method reduces the dimensional com-
plexity is by approximating a multidimensional function by the sum of products
of one-dimensional functions. This form, called separated variables representa-
tion, is computed using a greedy enrichment procedure, in which a single term
per iteration is introduced in the summation. Each new term is determined using
a fixed-point algorithm in which each function is updated individually, using an
alternating minimization approach.
Generally, the application of PGD to linear problems is straightforward, nev-
ertheless the extension to nonlinear problems could be really arduous depending
on the particular problem to be solved. Diversified strategies exist, in this thesis,
the combination of the nonlinear algebraic solver illustrated in chapter 2 with the
PGD approach is detailed.
3.2 Parametrized power flow equations and
separable approximation
The parameters considered in this section as the same as described in section 1.1.2.
These are the location q, the power r of a generator and the time t representing the
demand power during a year. Thus, the parametrized version of the Parametric
Power Flow problem is described by taking S depending of these three parameters
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in (1.6), that is,




hQ̆h(q)R̆h(r)T̆ h(t) , (3.1)
where H is the number of terms in the S expansion, and for h = 1, . . . , H, αhS are
positive scalars, Sh ∈ Cn are the unit vector modes of powers, and Q̆h(q), R̆h(r)
and T̆ h(t) are the unit parametric modes.
The output of PGD technique is a full parametric solution in a compact sep-
arated variables format, thus the PGD approximation of V , Va, has a separated
form. That means that it is a sum of M terms, each of them being the product of
functions only depending on one of the parameters, namely




mQm(q)Rm(r)T m(t) , (3.2)
where, for m = 1, . . . ,M , αmV are positive scalars, V
m ∈ Cn are the unit vector
modes of voltages, and Qm(q), Rm(r) and T m(t) are the unit parametric modes.
The modes are normalized (to have unit norm) and the positive scalar αmV collects
the amplitude of each term.
In practice, the parametric dimensions are discretized in a Finite Element fash-
ion. Let nq, nr and nt denote the number of degrees of freedom discretizing
the three parametric dimensions. Thus, function Qm(q) is identified with vec-
tor Qm ∈ Cnq , similarly vectors Rm ∈ Cnr and T m ∈ Cnt represent functions
Rm(r) and T m(t). Hence, the multivariate function Va(q, r, t) is also described by





m ⊗Qm ⊗Rm ⊗ T m . (3.3)






h ⊗ Q̆h ⊗ R̆h ⊗ T̆ h . (3.4)
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3.3 A PGD solver based on Z-matrix bus
method
Equation (1.3) in the parametric context with the explicit parametric dependence
reads as:
V [γ+1]a (q, r, t) = Y
−1 (S∗(q, r, t) V ∗a [γ](q, r, t) + I0
)
. (3.5)
Note that the equation above is an adaptation of the iterative strategy presented
in chapter 2 when the choice for the matrices α and β are 0 and∞ respectively. It
is worthy mentioning that any other combination of values for the matrix α and
the vector β is applicable, nevertheless in terms of computation and accuracy this
choice is suitable. Following the ideas already presented, this equation is split into
two steps:
1. First, given V
[γ]
a (q, r, t) an intermediate quantity I is computed in a separated
variables form such that
I(q, r, t) = S∗(q, r, t) V ∗a [γ](q, r, t) , (3.6)
Since the numerator S and the denominator V
[γ]
a are separated variables
functions, the evaluation of the quotient is not as trivial as in their algebraic
version. For instance, for S and Va in Cn, computing I = S∗Va is a simple




l for l = 1, . . . , n. Therefore,
PGD is applied in order to find a separated representation of I(q, r, t).
2. Then, the second step consists in solving the global (but linear) system, that
is in computing
V [γ+1]a (q, r, t) = Y
−1 (I(q, r, t) + I0) . (3.7)
This step does not present any additional difficulty since the matrix Y does
not depend on the parameters q, r and t. For this reason, the factorization of
the matrix can be stored and reused. Concluding that the voltage inherits the
same parametric modes of the current, the modes for the voltage V
[γ+1]
a can
be straightforwardly computed multiplying by Y−1, for all m = 1, . . . ,M .
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3.3.1 Overview of the algorithm
For each iteration γ, the problem to be solved is a problem of the type: find
I(q, r, t) such that I(q, r, t) V ∗a [γ](q, r, t) = S∗(q, r, t). The standard PGD proce-
dure consists in computing sequentially the terms of the PGD expansion of I(q, r, t)
(loop on M) and for each term iterate in the alternated directions scheme (this is
going to be denoted as a loop on k). The PGD solver uses a greedy algorithm to
compute these terms in the expansion (3.2) (or its tensorial form (3.3)). Thus, in
this context, the PGD algorithm involves three nested loops:
1. The external one correspond to the nonlinear solver and iterates in γ.
2. The second is the greedy part of the PGD algorithm to solve (3.6) (loop on
the number of terms of the PGD expansion M).
3. The inner loop iterates (for k = 1, 2, . . .) in the alternated direction scheme
for each of the parametric dimensions.
As an iterative solver, an initial solution is required. The initial solution is typically
provided after the slack node intensity, that is to say, I0 is the voltage circulating
in the grid under no loads or generation, namely
V [0]a = Y
−1I0. (3.8)
The computation of the parametric modes is done using the standard Finite Ele-
ment approximations, although it may be done using other procedures. Following
this approach, the modes are numerically describe as 1D functions. For instance,
Qm can be seen just as a set of values of Qm(q) in some sampling points. The
fact of identifying this set of points with a finite element 1D grid is not strictly
necessary in this context but it can be helpful in the case some integral of the nodal
modes needs to be computed. Thus, the underlying finite element space, typically
C0 linear elements which is the simplest option. Note also that the continuity of
the parametric modes is implicitly assumed and therefore the functional spaces
where the modes are sought are, in practice, smaller than L2.
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The global idea of the PGD procedure is illustrated in algorithm 1.






% Iterations of the nonlinear solver
Loop on γ: while [stopping criteria for γ do not hold (i.e.error >
tolerance)] do
% Computation of I = S∗  V ∗a [γ] à la PGD







+V MQM(q)RM(r)T M(t)︸ ︷︷ ︸
unknown
;
% Iterations for alternated directions
Loop on k: while [stopping criteria for k do not hold] do
Compute (VM )k+1 from (QM (q))k, (RM (r))k and (T M (t))k ;
Compute (QM (q))k+1 from (VM )k+1, (RM (r))k and (T M (t))k ;
Compute (RM (r))k+1 from (VM )k+1, (QM (q))k+1 and (T M (t))k ;
Compute (T M (t))k+1 from (VM )k+1, (QM (q))k+1 and (RM (r))k+1 ;
% Compute V
[γ+1]
a = Y−1(I + I0)
V m ← Y−1V m for m = 1, . . . ,M ;
V
[γ+1]




The three loops described in the algorithm 1 above stop using criteria based on
the user prescribed tolerances. The criteria defined in this section are based on
the residual of the equation and the stagnation between two consecutive approx-
imations. Hence, the error indicators ξ? , where  accounts for the type of error
measured (taking two possible values:  = R for a purely residual estimate and
 = S for a measure of the stationarity in the loop) and ? denotes the loop where
it is used (taking three possible values: ? = γ; ? = M ; or ? = k) are introduced.
Thus, the different stopping criteria are expressed as: continue with the loop while
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? being the different tolerances prescribed for the different criteria.
The definitions of the different error indicators are listed below:










a ) = S∗ − V ∗a  (YVa − I0) is the residual of equation (1.3).
Recall that ‖ · ‖2 stands for either the L2-norm or the Frobenius norm (de-
pending on whether the argument is a vector or a matrix).








where R(I) = (S∗ − V ∗a  I).
3. Loop in k
ξS1k =









‖(T M)k+1 − (T M)k‖2
‖(T M)k+1‖2
(3.11)
These stopping criteria are complemented by two more that measure the error
which are discussed in detail in section 4.3.
3.4 Numerical results
This sections aims at analyzing how the PGD method works in the context of
the Parametric Power Flow problem for an optimization problem in a distribution
system. The system analyzed is the three-phase radial distribution grid extracted
from Martinez and Guerra (2012, 2014) and it is represented in figure 3.1. This
consists of 100 buses and a transformer, therefore the number of nodes, considering
the slack bus, is n = 306.
The problem considered requires to determine the optimal location and size of
a distributed generator in the distribution network in order to minimize the power




Figure 3.1: Diagram of the distribution grid.
location of the capacitor bank and the nominal power (in this case the distributed
generator is a the capacitor bank since is a purely reactive power source) and the
time t representing the hours of a year.
Traditional optimization algorithms require multiple solutions of the power
flow problem to evaluate the cost function (in this case the power losses). Instead
of following this approach, the described PGD solver computes the parametric
solution of the problem as an explicit function of the parameters p, q and t, thus
the evaluation of the objective function in the optimization algorithm does not
require any further simulation. Consequently, simulation and optimization are
now separate steps and any optimization algorithm can be elected since this is
completely unrelated to the solution of the power flow.
The sought voltage solution is written as:




mQm(q)Rm(r)T m(t) . (3.12)
Note that the number of terms M in the summation is also referred to as the
rank of the approximation and is not known a priori but can be progressively
increased in order to improve the accuracy of the solution. In practice, the nu-
merical approximation of the parametric modes Qm(q), Rm(r) and T m(t) requires
the discretization of the parametric space based on nq, nr and nt discrete points.
Particularly, the search space for optimization is defined by:
(q, r, t) ∈ Iq × Ir × It
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where Iq = [1, qmax], Ir = [0, rmax] and It = [0, tmax] with qmax = 100 the number
of possible location for the DG (in this case, all the buses are potential candidates)
and rmax = 4 ·103 kVAR is the maximum reactive power that the DG can provide.
Accordingly, the number of discretization points are nq = 100 and nr = 100.
Moreover, tmax = 8760 h and the load variations are recorded hourly, therefore
time is discretized in nt = 8760 points.
When the time is included in the description of the solution, load profiles can
be either obtained by direct measurements over time or, as in this case, generated
with an appropriate model. Load and generation shapes data were obtained from
reference Martinez and Guerra (2012) based on the models implemented in the
software HOWER, see Lambert et al. (2006). For this case, the power can be
written as a sum of five terms, one for the generator and four describing the loads
variations in time:




hQ̆h(q)R̆h(r)T̆ h(t) + ᾰS̆Q̆(q)R̆(r)T̆ (t) . (3.13)
Thus,the resulting Parametric Power Flow problem is four-dimensional (one phys-
ical coordinate and three parameters). The same problem is solved by Martinez
and Guerra (2012) using Monte Carlo Simulation.
The prescribed tolerances in this example are tolγ = 10
−5, tolM = 10
−6 and
tolk = 10
−7 for  = S,R. The convergence of the outer loop γ is shown in figure
3.2(a), where the number of the computed modes at each iteration is also reported.
The nonlinear iterative method converges in 7 iterations and the separated rep-
resentation of the converged solution is composed of 28 terms. The Euclidean
norm of each term is also represented by the coefficients αV in figure 3.2(b), these
values are a measure of the relative weight of individual terms in the low rank
approximation.
Once the solution is obtained, a separated variables representation for the losses
can be computed as a part of the post-processing of the solution:




In the above expression the losses are also approximated using separated variables


































Figure 3.2: Parametric Power Flow solution with PGD. (a)Convergence diagram
of nonlinear PGD solver with the iteration index γ. The numbers reported on the
curve represent number of terms M that the solution contains at each nonlinear
iteration γ. (b)Norm of each individual term in the separated representation of
the converged solution for m = 1, 2, . . . , 28.
variable representation of the losses are shown respectively in figures 3.3(a), 3.3(b)
and 3.3(c) together with the reconstruction of the two dimensional loss function
in figure 3.3(d). Note that this is possible since the losses for a combination of
parameters (p, q) is taken as the sum of the losses associated with every hour t.
To understand the advantage of slow rank approximation, note that the compu-
tational work needed to obtain an equivalent solution with a traditional parametric
sweep in the optimization space corresponds to 100× 100× 8760 different calls of
the power flow solver. This amounts to compute 306×100×100×8760 unknowns,
whereas using PGD a separated variable approximation of the parametric solution
only requires computing 28×(306×100+100+8760) unknowns to have the desired
accuracy. Therefore the reduced order solution is about 25×103 times smaller than
the full order solution. This evidences how the separated variables approximation
becomes more and more efficient as the dimensionality of the problem increases.
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Figure 3.3: Separated form of the three-dimensional power losses. (a)Normalized
functions of the DG position q. (b)Normalized function of the DG output reactive
power r. (c)Normalized functions of the time t. (d)Reconstructed losses function.
Authors in Martinez and Guerra (2012) reported a run time of 2.5 hours for




PGD the execution time to compute the parametric solution is of the order of a
few minutes using MATLAB, while optimization can be performed practically in
real time.
As in the original paper of Martinez and Guerra and the theoretical analysis
presented in Willis (2000), the optimal position is predicted at approximately 2/3
of the total length of the grid, in this case in the node 65 out of 100.
Further considerations and more examples are analyzed in references Borzac-




Error assessment for the power
flow problem
Power flow equations have been studied in detail, although the errors during the
simulations have not received the corresponding attention. Particularly, the error
has been addressed from diverse points of view as identifying errors associated
with power controller parameters in Zhu and Abur (2006) or taking into account
state estimation method for measurement error and model accuracy in references
Chen and Liao (2012); Amini et al. (2015); Rouhani et al. (2016).
When it comes to errors in the application of Reduce Order methods, Rathinam
and Petzold (2000) provides an error analysis of the computed solution obtained
from POD illustrating the method using a power grid example modeled by non-
linear swing equations and Galbally et al. (2010) provides an analysis of the errors
involved in solving a nonlinear initial value problem using a POD method. An
error bound on DEIM approximation is provided by Chaturantabut and Sorensen
(2009b, 2010) while Barrault et al. (2004) gives an error analyzes for the empir-
ical interpolation procedure and Wirtz, Sorensen, and Haasdonk (Wirtz et al.)
presents a posteriori error estimation for POD-DEIM reduced nonlinear systems.
The error estimation in Proper Generalized Decomposition (PGD) is still an open
question. However, some strategies have been proposed in Ammar et al. (2011,
2010).
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This chapter aims at introducing the concept of error assessment in the context
of the Parametric Power Flow problem. Although the procedure applied to both
versions of the power flow problem is identical, it is necessary to distinguish the
algebraic version from the parametric version of the problem. The process is
focused on the development of the error equations based on a Quantity of Interest
(QoI), particularly the system losses. The classic strategy that has been applied
in this thesis, has also been applied to different problems in the field of error
estimation for Reduced Order Models, see Ammar et al. (2010); Florentin and
Dı́ez (2012); Mozolevski and Prudhomme (2015). As a result, besides the standard
stopping criteria for the PGD solver described in chapter 3, novel criteria are
devised using goal-oriented error assessment.
4.1 Algebraic formulation of the error
assessment
4.1.1 Error equation
The error is readily defined as
E = V − Va, (4.1)
where vector V is the actual solution of the problem and Va is an approximation,
both in Cn. Moreover, the residual of equation (1.3) associated with Va (also in
Cn) reads
R(Va) = S
∗ − V ∗a  (YVa − I0). (4.2)
The error equation is derived from the identity R(V ) = 0, that is R(Va + E) = 0.
The idea is to linearize R(·) noting that R(Va) is computable once Va is obtained.
Expanding the expression of R(·), it is found that
R(V ) = R(Va + E) = S
∗ − (V ∗a + E∗) (Y(Va + E)− I0) =




4.1. Algebraic formulation of the error assessment
In order to obtain a linear equation for the error, the quadratic term E∗ YE is
neglected, that is
R(V ) = R(Va)− V ∗a YE − E∗  (YVa − I0) = R(Va)−AE −BE∗, (4.4)
where A = Diag(V ∗a )Y and B = Diag(YVa − I0) are matrices in Cn×n. The
operator Diag(·) is introduced to compact the notation such that it produces a
square matrix with the elements of a vector on the diagonal, that is for V ∈ Cn,
W = Diag(V ) ∈ Cn×n and Wlm = Vlδlm.
Equation (4.4) results from neglecting the quadratic terms in (4.3) but it is
still nonlinear because it involves the conjugate operator. This operator is nonlin-
ear and also non-holomorphic (the Cauchy-Riemann equations are obviously not
fulfilled in this case). The non-holomorphic character of the resulting expression
precludes using the linearization via the Laurent series truncation strategy (similar
to truncating the Taylor expansion for the real-valued functions).
The separation in real and imaginary part is an effective alternative to linearize
the resulting equations. Thus, in equation (4.4), vectors and matrices are separated
in their real and imaginary parts, using the so-called Cartesian representation.
Hence, equation (4.4) is rewritten as a linear system of 2n real equations and
unknowns, namely
CÊ = R̂(Va) (4.5)
where the matrix C ∈ R2n×2n, and vectors R̂(Va) and Ê in R2n are the real valued
representations of the complex matrices and vectors in (4.4), and
C =
(
ARe + BRe −AIm + BIm
AIm + BIm ARe −BRe
)
.
4.1.2 Error representation via adjoint problem and error
estimates
The objective of the optimization problems in this thesis is to minimize the power
losses, thus, they are assumed as the Quantity of Interest (QoI) in the simulation.
This is a standard choice for grid optimization, where energy losses are the objec-
tive quantity to be minimized. In general, given a generic vector of voltages W ,
49
4. Error assessment for the power flow problem
	
the positive number representing the losses associated with this vector is:
l(W ) = (W ∗TYLW )
Re (4.6)
where the matrix YL coincides with the admittance matrix Y almost everywhere.
The difference between YL and Y corresponds to the admittance values of the
generators which in YL are taken to be 0. In other words, YL is the admittance
matrix corresponding to the grid, accounting for all the lines and buses but not
including the terms associated with the generators. Note that the form l(·) is non-
linear and has to be linearized in order to define a goal-oriented error assessment
strategy.
The expression of the losses in terms of the approximated solution and the
error reads
l(V ) = (V ∗TYLV )










Following the same procedure as above, the quadratic term is neglected:






= l(Va) + (f
TE)Re + (gTE∗)Re,
(4.8)
where f = YL
TV ∗a and g = YLVa are vectors in C
n.
Now, using the Cartesian representation:
l(V ) = l(Va) + (f






−f Im + gIm
)
∈ R2n.
That is, the linear approximation for the error in the Quantity of Interest reads
EQoI = l(V )− l(Va) = λ̂TÊ (4.10)
The following auxiliary problem (referred to as dual or adjoint problem) is intro-
duced in order to obtain a representation of the error in the quantity of interest:
CTρ̂ = λ̂. (4.11)
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4.2. Parametric formulation of the error assessment
The solution of this problem, ρ̂, is a real vector of dimension 2n. Assuming that
the linearization of equation (4.7) holds, using ρ̂ and (4.5), the error in the QoI is
readily represented as:
EQoI = λ̂
TÊ = ρ̂TCÊ = ρ̂TR̂(Va) (4.12)
The matrix C and the vectors R̂(Va), λ̂ and ρ̂ are computable but all of them
depend on the approximation Va at every iteration. This means that the com-
putational cost for computing the adjoint problem at one iteration is almost the
same than the cost of a PGD solver iteration. Nevertheless, this can be simpli-
fied because C and the vector λ̂ become stable after a few iterations: in practice,
they are constant along the iterative process, and therefore the corresponding dual
solution does not change along the iterative process. That is, ρ̂ does not change
significantly with the γ iterations and it is not necessary to solve the dual problem
at every iteration. This is related to the fact that, once the approximation enters
the asymptotic range, the expectation is that Va suffers slight perturbations along
the γ iterations. Note also that C and λ̂ depend linearly on Va and therefore the
perturbations in the left and right side of (4.11) do cancel each other producing
almost the same solution ρ̂. This property is also observed in the numerical exper-
iments, see figure 4.2(a) in section 4.3.2. Once vector ρ̂ is obtained, computing the
error in the quantity of interest with (4.12) requires only computing the residual
R̂(Va) which is affordable in terms of computational time.
4.2 Parametric formulation of the error
assessment
When the grid is optimized diverse parameters can be considered, however for the
sake of simplicity and without losing generality, the equations are presented for the
parameter r. Note that the dependence on q and t is omitted here (it is equivalent
to take nq, nt = 1). However, this is not a loss of generality because the behaviour
of the q and t parametric dimensions is analogous to the r dimension.
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4.2.1 Error equation and dual problem





m ⊗Rm , (4.13)
the error and the residual are also complex matrices in Cn×nr ,
E = V −Va, (4.14)
R(V) = S∗ −V∗  (Y V − I0). (4.15)
In the parametric setup, the QoI is taken as the integration with respect to the





Recalling the identity between the functional and tensorial representations in
(3.2) and (3.3), the integral along r is also determined by the mass matrix Mr (asso-






where l(·) is now the generalization to the tensor representation of the operator






where the operator diag(·) maps the elements of the diagonal of the input matrix
of size nr × nr into a column vector of size nr. Similarly as in (4.8),







= l(Va) + diag((FE)
Re) + diag((GE∗)Re)
(4.19)
where F = V∗a
TYL and G = (YLVa)T are matrices in Cnr×n. Assuming that
the approximation holds and using the Cartesian representation, this equation is
rewritten as:


















Using the tensor contraction notation, equation (4.20) becomes:
L(V) = L(Va) + λ̂
T : Ê (4.21)
where λ̂ = (12n1TnrMr) λ̂p ∈ R2n×nr .
The error equation is derived following the same ideas as in the previous section:
R(V) = R(Va + E) = S
∗ − (V∗a + E∗) (Y(Va + E)− I0)
= S∗ −V∗a  (YVa − I0)−V∗a YE− E∗  (YVa − I0)− E∗ YE.
(4.22)
Neglecting the quadratic term, and enforcing R(V) = 0 , the following equation
for the error follows
V∗a Y E + E∗  (YVa − I0) = R(Va). (4.23)
Taking every column of the matrix Va, it is possible to build two tensors A(·, ·, `) =
Diag(V∗a(·, `))Y and B(·, ·, `) = Diag((YVa(·, `) − I0(·, `)))Y for ` = 1, . . . , nr in
Cn×n×nr . Thus, (4.23) is rewritten as:
A
·
 E + B
·
 E∗ = R(Va) (4.24)
where the operation
·
 denotes a contraction of one index and a Hadamard product
in another index. For instance, in the particular case of A ∈ Cn×n×nr and E ∈










Aij`Ej` , with no sum on `. (4.25)
Note that the definition is general for the field (C can be replaced by R) and for
the dimensions of the tensors, the only restriction being that the two last indices
of tensor A have the same range as the the two indices of tensor E.
Using the Cartesian representation, the equation becomes linear:
C
·
 Ê = R̂(Va) (4.26)
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where tensor C ∈ R2n×2n×nr is:
C(·, ·, `) =
(
A(·, ·, `)Re + B(·, ·, `)Re −A(·, ·, `)Im + B(·, ·, `)Im
A(·, ·, `)Im + B(·, ·, `)Im A(·, ·, `)Re −B(·, ·, `)Re
)
,







The dual problem is readily introduced as:
CT
·
 ρ̂ = λ̂, (4.27)
where CT(·, ·, `) = C(·, ·, `)T, ∀` (transposing only the two first dimensions of the
tensor). Hence the error in the quantity of interest using equation (4.26) is:
EQoI = L(V)− L(Va) = λ̂T : Ê = λ̂T : (C†
·
 R̂(Va)) =
= ρ̂T : R̂(Va)
(4.28)
where C†(·, ·, `) = C−1(·, ·, `), ∀` (sectionally inverting the two first dimensions of














using the definition of the dual problem in equation (4.27).
The error representation provided in (4.28) describes the scalar EQoI as the
double contraction of ρ̂T and R̂(Va), both n × nr tensors. This is because the
residual error equation (4.26) is in fact a set of nr algebraic residual equations
similar to (4.5), one for each possible value of parameter r. The same occurs with
the adjoint problem (4.27), which can be seen as a collection of nr algebraic adjoint
problems like (4.11).
The error assessment technique using the solution ρ̂T of (4.27) and the error
representation (4.28) is in practice computationally unaffordable. This is due to
the multidimensional character of both ρ̂T and R̂(Va), which are tensors of order
n × nq × nr × nt. Moreover, once ρ̂T and R̂(Va) are obtained, all the tensorial
dimensions must be contracted (this requires four nested loops) to compute the
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scalar quantity EQoI . In the following, a numerical strategy that condensates
all the parametric dimensions in order to devise an amenable error assessment
methodology is introduced.
4.2.2 Error estimates
The QoI introduced in (4.16) (or its matrix form (4.17)) is integrating the effect of
the parametric dimensions and one expects the resulting problem to depend only
on the physical dimension (represented here by the vector of voltages of size n).
Accordingly, it is expected to provide an error representation having the form
EQoI = (ρ̂
A)TR̂A(Va), (4.29)
where ρ̂A and R̂A(Va) are vectors in R2n that have to be obtained condensing the
parametric dimensions (here, integrating with respect to parameter r).
The condensation of R̂(Va) ∈ R2n×nr and C ∈ R2n×2n×nr into R̂A(Va) ∈ R2n
and CA ∈ R2n×2n (superscript A is used to denote that the quantities are condensed










C(·, ·, r) dr = C Mr1nr .
It is assumed that there exists some vector ÊA ∈ R2n, representing an average





 Ê(·, r) dr = CAÊA. (4.31)
Consequently, the equation for the mean error ÊA is precisely the following linear
system of dimension 2n
CAÊA = R̂A(Va). (4.32)
Note that the existence of vector ÊA is guaranteed by the integral Mean Value
Theorem applied to the left-hand-side of (4.26), under the hypothesis of having a
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continuous dependence of Ê(·, r) on r. In this case, there exists some value of r such
that ÊA = Ê(·, r). Note that continuity of Ê(·, r) is ensured by the continuity of
the parametric description of the solution Va(r). If the modes are not continuous,
the existence of ÊA is also guaranteed provided that CA is a regular matrix. In
this case, ÊA does not necessarily coincide with any value of Ê(·, r).
In the parametric case, the error in the QoI reads
EQoI = L(V)− L(Va) =
∫
r
diag(λ̂p(·, r)TÊ(·, r)) dr = diag(λ̂Tp Ê)Mr1nr , (4.33)
where the last term in the right uses the multidimensional tensor structure to
express the integrals along the r range by a scalar product.
An accumulated value of λ̂p, λ̂




λ̂p(·, r) dr = λ̂pMr1nr .
In order to obtain a suitable error representation, it must be take for granted that
the following assumption is true.
Assumption 1. The quantity of interest EQoI is expressed using the accumulated
value of λ̂p and the vector Ê
A, that is to say,
EQoI = (λ̂
A)TÊA.
This can be interpreted as a new application of the mean value theorem in
(4.33), with the additional assumption that the average value of Ê is again ÊA.
Actually in this case there is no a unique average value: there exist an affine
space of dimension 2n− 1 where all the possible vectors ÊA fulfilling the equation
above lie. Thus, the assumption claiming that ÊA from equation (4.31) fulfils also
(4.33) (at least approximately) is very likely to hold. This assumption is further
supported by noting that the dependence on r of C and λ̂p is directly given by
the dependence on r of Va (the matrices F, G, A and B and the tensors A and
B depend on the solution Va linearly). Thus, the dominant r mode in Va is going
to be the dominant r mode also in C and λ̂p and hence Ê
A from equation (4.31)
is expected to fulfil also (4.33). An error indicator is introduced in section 4.3.1 in




Hence, the dual problem in the condensed form reads
CA
T
ρ̂A = λ̂A , (4.34)
and the corresponding error representation is
EQoI = (ρ̂
A)TR̂A(Va) . (4.35)
Thus, also in the parametric form of the problem, the error in the quantity of
interest can be affordably assessed by solving the condensed dual problem (4.34)
and computing the error estimate using (4.35).
4.3 Simulation results
4.3.1 Tolerances and stopping criteria
The aim at introducing the goal-oriented error estimates in the algorithm 1 pre-
sented in chapter 3 is to control the accuracy of the approximation solution through
the incorporation of stopping criteria into the procedure. Hence, a new value for
the error indicators ξ? is introduced when  = QoI for the error in the quantity
of interest as described above. The definitions of the additional error indicators
are:

















4. Error assessment for the power flow problem
	
If the value of dρ is small enough, the assumption on the stability of ρ̂
A is going to






Note that ÊA is computed using equation (4.32) straightforwardly.
Similarly, the verification of the obtained solution and the corresponding losses











In all the following examples, the algorithm 1 is applied to both the algebraic and
parametric version of the power flow problem taking into account the proposed
goal-oriented error estimates.
The diagram of the test system is shown in figure 4.1. The model, taken from
Martinez and Guerra (2013); Guerra and Martinez-Velasco (2016), is a three-phase
system with different topologies and load characteristics including a simplified
representation of the high-voltage system. The three-phase grid has 256 nodes
(located in 3 different branches), and therefore the number of degrees of freedom
is n = 3 × 256 = 768. However, the number of geometrical nodes in figure 4.1 is
only 155, numbered from a701 to a777 (first branch), from b701 to b746 (second
branch), from c701 to c729 (third branch), and three more: a700 connecting the
three branches, the transformer and the slack node. The additional 101 nodes
correspond to the duplication of the 101 nodes of the mesh where the distributed
generator (DG) can be located. These new 101 nodes are identified by adding
an l, for instance lc701 is the duplication of c701. This duplication is necessary
because each DG is connected to the system through a step-up interconnection
transformer allowing the switch from high-voltage to low-voltage.




• High-voltage rating: 230 kV





































































































































Figure 4.1: Diagram of the test system network
The main objective in the below examples is to solve an optimization problem:
find the optimal position and power of a distributed generator that minimizes the
system losses, quantity of interest in this work. Considering the error assessment
in the implementation of the solver allows one to compute the solution taking them
into consideration. As a first step, the computation of the solution is carried out
while the evaluation for calculating the losses is seen as a post-process or second
step where the value that optimizes the problem statement is sought.
4.3.2.1 Example 1: Algebraic approach
The efficiency of the procedure for linearizing the residual and the losses equation
explained in section 4.1 is shown in this first example. In this case, fixing the
position q = lc707, the power r = 850 kW of the DG and the hour of the year t =
759, the power flow problem associated with these values is solved. Consequently,
nq, nr, nt = 1 and the number of degrees of freedom is n = 768.
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For computing the relative errors, for instance eL, it is considered as real so-




−8. As mentioned above, it is not necessary to calculate the
solution of the dual problem at every γ iteration. In figure 4.2(a), it is observed
this fact, plotting ξQoIγ and ξ
QoI
γ̂ . Note that the notation ξ
QoI
γ̂ for indicating that
the vector ρ̂ is just calculated until the tolerance for the indicator dρ is reached
is introduced, in this particular case that tolerance is 10−3. The standard nota-
tion ξQoIγ implies that the dual problem is solved at every single iteration. It is
noticed that ρ̂ barely changes, thus the EQoI does not either. In this example the
stability is evident, as figure 4.2(b) shows after only 4 iterations the indicator dρ
verifies that dρ < 10
−4, and the same fact was noticed in other simulations. That
is the reason why from now on in the examples below, once the tolerance for the
indicator dρ is reached, the vector ρ̂ is reused in the following iterations. Hence
at some point, the cost of calculating the error in the quantity of interest has the
same computational cost as the residual calculation because there is no need to
update C, λ̂ or ρ̂.
Figure 4.3(a) shows the growth of ξQoIγ when tol
QoI
γ increases. The numbers in
the graph represent the number of iterations required until the tolerance is reached.
It is logically observed that this number decreases when tolQoIγ increases. Moreover,
in order to show the efficiency of the error indicator ξQoIγ used as stopping criteria
in the algorithm, the effectivity index is shown in figure 4.3(b) comparing the
relative error with respect to the reference solution eL versus ξ
QoI
γ .
4.3.2.2 Example 2: Parametric approach
The goal in this second example is to seek the optimal nominal and position of the
DG over a year when the parameter time t is introduced. Three DGs are introduced
in the network, each of them is set in a different branch. The parameters associated
to this problem are the position of the DGs q1, q2 and q3, the active power of the


























Figure 4.2: Convergence diagrams at iteration γ. (a)Relative error in the losses
and error in quantity of interest with the iteration index γ. (b)Stagnation criteria
for the solution of the dual problem ρ.





h ⊗ Q̆h ⊗ R̆h ⊗ T̆ h + α1S1 ⊗Q1 ⊗R1 ⊗ T 1 + α2S2 ⊗Q2 ⊗R2 ⊗ T 2+
+ α3S3 ⊗Q3 ⊗R3 ⊗ T 3 ,
(4.43)
where ∀l = 1, 2, 3 Sl are n vectors representing the nodal positions of the network,
Ql are zero vectors of nq components except for the position of the DGs and Rl
corresponds to the variation of the power. The functions T l expresses the load
curves that represent the DGs for every hour of the year. Apart from these three
terms, the load demand and the generation profiles during a year are represented by
the load curves T̆ h(t),∀h = 1, . . . , 24. For this particular system, 24 load curves
were generated using the software HOMER described in Lambert et al. (2006).
These load curves are mainly based on solar and wind data but also depend on
the customer type (commercial, industrial or residential).
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Figure 4.3: Diagrams of EQoI and effectivity index. (a)Error in the quantity of
interest for different simulations varying the tolerances. The numbers reported on
the curve represent number of iterations. (b)Effectivity index in the losses.
The parametric modes in the representation of Va and S are discretized in the
parametric space. Specifically, the parameters q1, q2 and q3 ∈ Iq = [1, qmax] where
qmax = 19 is the number of possible location for the DG in the three branches at
the same time, thus nq = 19. Due to the characteristics of the first two branches,
the variation of r1 and r2 is the same, that is, the partition of the interval Ir1 =
[0, rmax1 ] where the increment is rmax1/(nr − 1) with rmax1 = 400 kW and nr is
equal to 100. The generator situated in the third branch can provide a maximum
power of 2200 kW, thus the parameter r3 varies in the interval Ir2 = [0, rmax2 ] with
rmax2 = 2000 kW. The time parameter t is varied from 1 to 8760 with a time step
of 1h, thus nt = 8760.
The goal is to set different tolerances and compare the obtained solutions in or-
der to validate the goal-oriented error estimates in terms of controlling the quality
of the approximations. In figure 4.4, the stopping criteria for γ and M respec-
tively for the first set of tolerances in the algorithm, tolγ = 10






−6 for  = S,R,QoI are shown in figures 4.4(a) and 4.4(b). The num-
bers in 4.4(a) represent the amount of modes that the solution contains at every
iteration γ. In this case, the final solution consists of 41 modes after 9 iterations.
It is remarkable that in all M iterations, at some point the criterion ξRM stabilizes
after some iterations. This is possible because at every iteration M , a new term is
added hence more information is considered. However,it is possible that the added
information is not enough for changing significantly the quality of the solution,
thus the residual in the first step of the algorithm does not decrease.
The same quantities are shown in figures 4.5(a) and 4.5(b) but the fixed tol-
erances are tolγ = 10
−5, tolM = 10
−6 and tolk = 10
−7 for  = S,R,QoI in this
case. As can be seen, the amount of terms of the solution changes, more terms are
needed, 52 in this simulation and also the number of iterations 9 against 15.
The introduction of error estimators in the algorithm 1 allows to control the
whole procedure and specifically the construction of the solution Va. By adding
more modes to the final solution, its accuracy can increase when it is compared
to the solution obtained using the algebraic version of the algorithm (it is used
as reference solution). In figures 4.4(c) and 4.5(c) where the relatives error are
plotted this fact is observed, the accuracy of the solution and the losses improve
when the tolerances are lower because the solution has more modes, i.e. 52 versus
41, thus it is more precise.
Besides, in figure 4.6, the proof that the assumption 1 holds in the numerical
examples is shown using the indicator eÊ. At every γ iteration, the difference
between the two average vectors ÊA is insignificant.
The reconstruction of the losses is shown in figure 4.7 where the positions of
the DGs la724, lb726 and lc726 that provided the annual optimal losses 341 kW
can be seen. In terms of the parameters, the values that provide this minimal loss
are r1 = 121 kW, r2 = 365 kW and r3 = 311 kW. More examples are detailed in
Garćıa-Blanco et al. (2016a).
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Figure 4.4: Diagrams of convergence when the tolerances are tolγ = 10
−4, tolM =
10−5 and tolk = 10
−6. (a)Convergence diagram of the stopping criteria for the
outer loop with the iteration index γ. The numbers along the curves refer to
the number of modes that the solution contains. (b)Convergence diagram of the
enrichment algorithm in the last M iteration (last γ-iteration). (c)Relative errors

















































Figure 4.5: Diagrams of convergence when the tolerances are tolγ = 10
−5, tolM =
10−6 and tolk = 10
−7. (a)Convergence diagram of the stopping criteria for the
outer loop with the iteration index γ. The numbers along the curves refer to
the number of modes that the solution contains. (b)Convergence diagram of the
enrichment algorithm in the last M iteration (last γ-iteration). (c)Relative errors
comparing the real and the approximated solution.
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In the following chapter, the main contributions of this thesis are summarized and
research lines for future development are presented.
5.1 Contributions
• A family of iterative solvers for the power flow problem
The power flow equations are quadratic equations, but just one of the math-
ematical solutions corresponds to the physical, high voltage or operative
solution. One classical adversity for the power flow solvers is that the con-
vergence to the physical solution is not always guaranteed. Besides this,
when the number of nodes in the network is considerably large, assemble the
Jacobian matrix may be computationally unfordable. Taking advantage of
the algebraic structure of the governing equation (1.3), the application of the
Alternating Search Directions method (ASDM) to the power flow problem
was successful. As a result, a family of solvers depending on search directions
emerged.
The possibility of tuning the search directions allows achieving a good per-
formance in term of computational time. The reason behind this is that the




there is no need to assemble Jacobian matrices. Moreover, by construction,
regardless of the choice of the search directions, the convergence to operative
solution is enforced throughout the whole iterative process. Accordingly, the
obtained solutions are demonstrated to be accurate because the methods
are not designed based on the practical properties of the system but on the
algebraic structure of the power flow problem.
Another interesting remark is the fact that, unlike Newton-Raphson and
Fast Decoupled Load Flow methods, the convergence does not depend on
the choice of the initial guess. There also exists the possibility of recover-
ing classical methods choosing search directions, for instance, Gauss-Seidel,
Newton-Raphson and Z-matrix bus method.
This family of methods is presented in chapter 2 and discussed in detail in
paper A.
• Successful strategy for implementing nonlinear PGD
The optimal allocation of generators in networks requires to compute power
flow calculations in different scenarios. Hence, the introduction of parame-
ters in the power flow equations is necessary. Moreover, the aim is to make
decisions in real-time for operation and control of networks in case of voltage
drop or other possible failures. Both ideas are represented when the solu-
tion of the problem is assumed to have a separated representation depending
of numerous parameters. In order to computed the parametrized solutions,
the Proper Generalized Decomposition technique is applied. Nevertheless,
it is well-known that the application of the PGD methodology to nonlin-
ear problems is not straightforward. Actually, the procedure for tackling
the problem depends on the characteristics of the equations to be solved.
In this thesis, PGD strategy was implemented for the power flow problem
successfully. Besides, this adopted technique presents a double advantage.
The separated representation of the solution scales linearly the dimension
of the problem and it is easily computed as a succession of one dimensional
problems. Consequently, the memory storage requirements is insignificant.




tion of a highly dimensional problem in a compressed separated variables for-
mat. Once the PGD solution is computed in the “offline” phase and stored,
the optimization can be performed effortlessly in the “online” step, because
the objective function (in this case the power losses) is explicitly available,
that is to say, it might be possible to optimize networks in real-time.
More details about the algorithm proposed for solving these parametrized
problems and some applications are given in chapter 3 and in paper B and
C.
• Control of the accuracy of the solutions based on the Quantity of
Interest
Proper Generalized Decomposition (PGD) has been developed in diverse
areas, although the associated error associated is still an open problem. An
error assessment approach was applied defining stopping criteria added in
the nonlinear PGD solver. These criteria guarantee that the error in the
losses is lower than a prescribed tolerance.
Since the power flow problem is a system of complex equations, the develop-
ment of the error assessment following standard procedures was challenging.
In order to linearize the equations is necessary to use Cartesian represen-
tations of the vector and matrices. Furthermore, in the parametric version
of the problem, the error in the QoI is also a number implying that the
dependence on the parameters is condensed integrating the equations. In
order to integrate, the Mean Value Theorem is applied and it is essential to
assume that accumulated value of the errors after integrating both equations
coincides. Another singular characteristic of the this procedure is that the
solution of the dual problem it is observed to be stationary along the iterative
process saving computational resources.
The resulting error equations and indicators are described in detail in chapter




5.2 Open research lines
• Improved efficiency of the family of iterative solvers by exploring
optimal search directions
Diverse choices of the search directions in the proposed family of methods
have been analyzed in this thesis. Indeed, one of them seems optimal based
on the numerical results. An idea to be explored is the possibility of using a
variable search direction at each iteration, which would yield non-stationary
iterative methods and offer a possible margin for improvement. Besides this,
the PGD technique was implemented just in the case of a particular choice
of the search directions. This fact opens the possibility of choosing another
combination that may improve the accuracy of the solution and even the
computational time.
• Parametrizing variation of topology as an application of the Para-
metric Power Flow problem
In this thesis, Parametric Power Flow problem was presented in the frame-
work of optimal allocation of generators based on losses minimization. How-
ever, the availability of parametric solutions in explicit form is a commod-
ity for many power engineering applications like power system design or
real-time simulation control. Further investigation is to add parameters de-
scribing physical characteristics of the wires, all these parameters are in the
admittance matrix. That way, it would be possible establish the state of a
network in real-time even when the topology of the networks changes due to
voltage drop or other failure.
• Uncertainty quantification (UQ) in power systems as a post-process
of the explicit parametric solution
Another interesting open line is to extent the parametric solutions when
the input power data are random variables. For instance, the introduced
generator depends on a wind farm, hence it is related to high uncertainty.
Thus, the Parametric Power Flow problem would take into account random
parameters. As a result after applying the PGD strategy proposed in this
70
	
5.2. Open research lines
thesis, the probability density function of the voltage can be represented
together with other amounts of interest.
• Advanced modeling of electrical networks
All examples included in this thesis and in the indexed papers are based on
theoretical networks. Thus, another future goal is to incorporate realistic
data to the model improving the input of the problem. As an illustration,
the input power is characterized using time variations and the correlation
between generators in the case of solar panels or wind turbines is also taking
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Nantes cedex 3, France
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1.1. Motivation and background
Power flow analysis is an important field of power system engineering
that deals with the study of transmission and distribution of electrical power.
It is the core of many applications based on computer simulation for power
grids, such as real-time monitoring, optimal control, contingency analysis,
operation and expansion planning. In power system design and analysis,
a power flow solver routine is invoked as many times as particular sys-
tem configurations need to be evaluated in order to take a decision. For
some particular cases, like optimization and uncertainty quantification, spe-
cific formulations of the power flow equations have been defined. These are
known as the Optimal Power Flow[10, 19, 13] and the Probabilistic Load
Flow [3, 7].
When the dependance from many parameters need to be assessed, the
extensive exploration of the state space through a parametric sweep study
becomes computationally intensive. Considering that each sample of the
space requires a computer simulation to solve the associated power flow, the
computational cost diverges rapidly and sometimes it becomes unpractical
for real systems. This complexity is typical of high dimensional problems
and is known as the curse of dimensionality.
For this reason, the study of monolithic solvers for the Parametric Power
Flow (PPF) becomes of practical interest. In this sense, instead of sweeping
the parametric space and solving for each particular choice of the param-
eters, we propose to solve the set of parametric equations over the whole
state space at once, treating the parameters of the problem as additional
coordinates. The great drawback that comes with this approach is that
the solution of the PPF lives in a higher dimensional space than the one of
the original power flow problem. It implies that even if the solution algo-
rithm for a single solve is optimally designed and has a linear complexity,
the amount of computational work needed to explore a parametric space
increases exponentially with its dimension.
Reduced Order Modeling (ROM) techniques can be thought of as a di-
mensionality reduction strategy to tame the exponential scaling associated
with the parametric modeling. Among these, Proper Generalized Decompo-
sition (PGD) has proven to be an efficient method for the numerical solution
of high dimensional and parametric equations [9, 8]. The PGD exploits the
concept of low rank approximations based on the separation of variables in
order to compute reduced order solutions of parametric problems.
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1.2. Related work
The concept of ROM has been known for long time in the field of power
system engineering. Indeed, grid equivalencing techniques like Ward reduc-
tion [33] are commonly used to reduce the computational cost of power flow
analysis of large systems. In this work, ROM techniques are not intended to
reduce the physical degrees of freedom (i.e. the nodes) of a system but the
computational complexity associated to the resolution of high-dimensional
parametric equations.
Recent works dealing with either OPF or PLF using order reduction
techniques rely on Sparse Grid approaches [21, 35, 31] or Sparse Tensor
Recovery [36]. Both techniques can be classified as collocation approaches,
since the solution is reconstructed in the high dimensional space from the
values it assumes in a set of particular and well-chosen points called the
collocation points.
In contrast with this concept, projection methods recover the solution
using a Galerkin projection technique to guarantee global optimality. Proper
Orthogonal Decomposition (POD) belongs to this category [2, 29] and has
been used for transient simulation of electrical systems [24, 28, 27]. To
the authors knowledge PGD still has not found an application in the field
of power system simulation. Contrarily to POD, which produces a surro-
gate model from the results of previously computed results, PGD discov-
ers the true dimensionality of the model as a part of the solution of the
parametrized equations and does not need train simulations as in the Re-
duced Basis method [25]. As shown in this paper, careful treatment of
the nonlinearity is required when using PGD. Diversified strategies exist,
depending on the problem at hand, and can be found in the specialized
literature [9].
1.3. Contributions
In this work we focus on the solution of the Parametric Power Flow
using PGD, and we show how it is possible to extend a traditional iterative
algorithm, the implicit Z bus method, to the case of parametric solutions.
The proposed approach is introduced with an academic example of optimal
allocation of Distributed Generation (DG), although this technique is not
limited to this application but can be in principle extended to all the cases
in which a parametric power flow problem arises.
The layout of the paper is organized as follows: in section 2 an overview
of power flow equations and the nonlinear iterative method to solve them





section 3 with a single parameter. The formalism of separated variables
representations is also introduced in this section. In section 4, numerical
examples are presented for problem in three and four parametric dimensions,
while conclusions and perspectives are discussed in section 6.
2. Numerical Solution of Power Flow equations
In this section we review the governing equations for the power flow
problem to make the paper self contained. We also motivate the choice of
the iterative numerical method adopted for the solution.
2.1. The Power Flow equations
The Power Flow problem seeks the value of the voltages and currents
(injected or withdrawn) at specified nodal locations in a grid representative
of a power transmission or distribution system. The unknowns are assem-
bled in vectors of n components V and I ∈ Cn, where n is the number
of nodes. The input data are the complex power source vector S ∈ Cn,
the network admittance matrix Y ∈ Cn×n including the characteristics of
all power transmission devices like lines and transformers and the vector
I0 ∈ Cn accounting for constant current sources. In this formulation, the
contribution of the slack node and other voltage sources is transformed into
equivalent currents distributed in the neighboring nodes and is also included
in I0.
Writing Kirchhoff’s current law at any node, the following algebraic lin-
ear system is obtained:
YV = I0 + I , (1)
where YV denotes the matrix-vector product. Currents, voltages and pow-
ers are nonlinearly related through power balance equations, which can be
written in vector form as:
S = V  I∗ , (2)
where I∗ denotes the complex conjugate of the current vector I, and the
symbol  denotes the Hadamard product of vectors (component wise prod-
uct). By incorporating equation (2) into (1), the following nonlinear system
is obtained:
Y V = I0 + S
∗  V ∗ , (3)
where the symbol  denotes the component-wise quotient between vectors.
Equation (3) is referred to as the injected current form. Multiplying both
right and left hand side by V ∗ one obtains the power form:
V ∗  [Y V − I0] = S∗. (4)
4
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2.2. The implicit Z bus method
The resolution of the above problem has been addressed through diverse
iterative methods. The linearization technique adopted in this work is the
implicit Z bus method [6, 5, 18].
When the power flow equations are expressed in the current form this
fixed point algorithm can be formulated as follows:
YV [l+1] = I0 + S
∗  V [l]∗ , (5)
where l is the nonlinear iteration index.
Although this algorithm has a lower convergence rate compared to stan-
dard Newton-Raphson (NR) method [32, 16, 17], it can still be a preferred
choice when solving parametric power flow problems with PGD. Indeed, in
the implicit Z bus method only the admittance matrix needs to be inverted
at each iteration and, unlike the Jacobian matrix in NR method, this does
not depend on the solution. As it will be shown later in this work, this
feature is a key point that greatly simplifies the structure of the paramet-
ric power flow solver. Note that a similar linearization strategy is adopted
in other works [30, 1, 4] and in the open source code OpenDSS [11, 12],
although not in the framework of parametric solutions.
In order to extend the Z bus method to compute fully parametric solu-
tion with PGD, it is useful to reformulate the fixed point (5) as a two-step
procedure. Given the injected current I [l] at iteration l, the first step involves
the update of the voltages from the solution of the linear system:
V [l+1] = Y−1[I [l] + I0]. (6)
while the second step is to update the injected currents from:
V ∗[l+1]  I [l+1] = S∗, (7)
Note that the sub steps (7) and (6) are formally equivalent to (5), however
the currents I are reintroduced as an auxiliary variables. The iterations are
initiated assuming that initially the injected currents are zero. Therefore
after one step the voltage are set to V [1] ≡ V0 = Y−1I0, that is the solution
of the problem in absence of loads and generations. Convergence is assessed
by checking the variation of the voltage levels between successive iterations.
The convergence in the norm
∥∥(V [l+1] − V [l])
∥∥ criterion ensures that also
the injection current mismatches tend to zero. Indeed, subtracting YV [l]
from both members of (5) and taking the euclidean norm yields:
∥∥∥ I0 + S∗  V [l]
∗ −YV [l]
∥∥∥ =
∥∥∥Y(V [l+1] − V [l])
∥∥∥ ≤ ρY







Figure 1 Schematics of the distribution grid used in the numerical examples of this paper.
Data extracted from reference [22].
in which ρY is the supremum among the magnitudes of the eigenvalues of Y.
The last inequality in equation (8) provides an upper bound of the residual
norm (i.e. the current mismatches) and also guarantees that the stagnation
of the fixed point implies that current, and hence power, mismatches tend
to zero if the spectral radius of Y is bounded.
3. Numerical solution of the parametric power flow with PGD
In order to analyze how the PGD method works in the context of the
PPF problem in a easy way, a practical optimization problem is introduced.
This is only one particular case where a PPF naturally arises among those
discussed in section 1.
3.1. Test problem
The problem considered requires to determine the optimal location and
size of a capacitor bank in a distribution network in order to minimize the
power losses over a year. The system analyzed is the three-phase radial
distribution grid extracted from [22, 23] and is represented in figure 1. This
consists of 100 buses and a transformer, therefore the number of nodes,
considering the slack bus, is n = 306. Although the test system is not a
realistic one, the associated power flow problem has the required algebraic
structure needed to present and test the procedure that is proposed in this
paper.
The variables that need to be optimized are p, q, that is, the position of
the capacitor bank and the nominal power (in this case the capacitor bank
is modeled as a purely reactive power source).
The search space for optimization is defined by:
q, p ∈ [qmin, qmax]× [pmin, pmax] (9)
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Hourly variable loads are considered, therefore time is considered as addi-
tional parameter
t ∈ [0, tmax] (10)
Traditional optimization algorithms require on-the-fly solutions of the
power flow problem to evaluate the cost function (in this case the power
losses) and possibly its gradient (if gradient based minimization can be
used). Instead of following this approach we chose to pre-compute the para-
metric solution of the problem as an explicit function of the parameters p, q
and t so that the evaluation of the objective function in the optimization
algorithm does not require any further simulation.
It is important to emphasize that simulation and optimization are now
separate steps and any optimization algorithm can be elected since this is
completely unrelated to the solution of the power flow. For brevity, we do
not address the choice of the optimization algorithm in this work. In the
following examples extensive grid search was used to locate the minimum of
the objective function.
Without losing generality, we start by considering the problem as de-
pending from the single parameter q while keeping p and t fixed for the
moment. In particular we assume t = 0 and p = 100.
The input power on the last bus now varies explicitly with the parameter
q and therefore this can be taken into account into the vector S as follows:
S (q) = S0 + iS1q ∀q ∈ [qmin, qmax] , (11)
where i is the imaginary unit. In equation (11), S0 is the vector of constant
loads, while S1 contains the reactive power variation in the last bus due to
the presence of the capacitor bank. Hence, S1 is zero for all buses except
the last one.
Solving the PPF for this problem implies computing V (q), q ∈ [qmin, qmax],
representing the voltage at each node of the power grid as an explicit func-
tion of the parameter q, representing the reactive power level in the last
bus.
3.2. The separated varibles approximation
In the framework of the PGD, reduced order modeling is achieved through
the separation of variables in the solution. For instance, for the injected cur-









This choice of representation allows to express a vector-valued function of
the variable q
I (q) : [qmin, qmax] ⊂ R 7→ Cn
as linear combination of scalar functions
Qm (q) : [qmin, qmax] ⊂ R→ C
by vector coefficients Im ∈ Cn.
Thus, the functions Qm(q), expressing the functional dependency from
q, are used to weight the space modes Im expressing the dependency from
the nodal position in the network. Note that the parametrization of the
power given by expression (11) is also a separated variable representation
made of two terms.
The symbol ≈ denotes the fact that we seek a numerical approximation
of the solution and not an exact representation. The number of terms M
in the summation is also referred to as the rank of the approximation and
is not known apriori but can be progressively increased in order to improve
the accuracy of the solution, as explained in the next section.
In practice, a numerical approximation requires the discretization of the
parametric space using a suitable sampling strategy based on Nq discrete
points. In this case, a PGD reduced order solution expressed by (12) has
M · (n+Nq) degrees of freedom. On the other hand, a traditional paramet-
ric sweep approach for this problem would require to compute a full order
solution consisting of n ·Nq degrees of freedom, since a new solution would
be computed for each of the Nq values of the parametric sampling. It is
evident that an effective reduction is achieved if the rank of the separated
variables approximation M is small.
3.3. Parametrized version of the implicit Z bus method
When the implicit Z bus method is used to solve a parametric prob-
lem, we first assume that a separated variables representations for I (q) is




I [l]mQ[l]m(q) . (13)
The first step (7) of the iterative solver consists in solving equation:
V (q)[l+1] = Y−1[I0 + I(q)[l]]. (14)
8
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Since the matrix Y does not depend on the parameter q, it is straightforward
to show that V (q)[l+1] has the form
V (q)[l+1] ≈ V0 +
M∑
m
V [l+1]m Q[l]m(q) (15)
with
V [l+1]m = Y




This means that, once the injected currents is known, that the voltage
inherits all the parametric functions from the current, while the space modes
are easily computed using (16) once the factorization of the matrix Y is
performed once and for all. This result is possible because Y does not
depend on the solution. In Jacobian based iterative methods computing
V (q)[l+1] would be more complicated due to the necessity of evaluating the
Jacobian from the separated variable representation of V (q)[l] at current
iteration.
Once the voltage is known the currents needs to be updated from:
V (q)∗[l+1]  I (q)[l+1] = S (q)∗ , (17)
This step is less straightforward than the first, since it requires to find a
low rank approximation for I (q) as the quotient of two separated variable
functions V (q)∗[l+1] and S (q)∗. This is explained in the following section.
As usual the procedure can be started by taking zero initial injected currents
and is stopped when the difference between two successive iterations is small
enough.
3.4. The Proper Generalized Decomposition
The computational bottleneck of the parametric Z bus solver is the de-
termination of the current I (q) in a separated variables form, from equation
(17). The Proper Generalized Decomposition is based on greedy enrichment
strategy that starts by computing a rank one approximation for the current
I (q) ≈ I1Q1(q) (18)
Equations (17) express a set of n × Nq constraints while I (q) has only
n+Nq degrees of freedom. Therefore, using a rank one approximation may





overdetermined and therefore the equations must solved in an approximate
sense by minimizing the residual norm, which corresponds to minimizing
the nodal power mismatch.
Since the voltage and the power are expressed in a separated variables
form, the residual of equations (17) can also be expressed in a separated
variables form













where 〈RHj Rk〉 is the classical inner product in Cn, RHj being the conjugate




∗Wk(q)dq denotes the inner
product between continuous functions defined over [qmin, qmax].
The best approximation for the current can be found from the condition






Since this is not necessarily enough to reduce the nodal power mis-
matches to the desired tolerance, the rank of the approximation is increased
by one and the new term I2Q2(q) is computed using an analogous minimiza-
tion procedure. New terms are added until the power mismatch is less than
a given tolerance parameter εl.
The minimization problem (20) can be solved at each enrichment step
using any algorithm and valid numerical integration technique for computing
the integrals appearing in (19). What works well in practice is an Alternat-
ing Minimization approach. This starts from a random guess for ImQm(q)
and then gradually improves the approximation quality by fixing one factor
and minimizing the residual norm over the other factor. The first order op-
timality condition dictated by the residual minimization over a single factor
results in a linear diagonal system that can be easily solved with any direct
solver. The procedure is detailed in Appendix A.
3.5. Overview of the algorithm and convergence criteria
The algorithm presented in the previous sections consists of three nested
iterative loops. The outer solver is needed to deal with the nonlinearity is
10
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the implicit Z bus method (iteration index l), while the inner solver (PGD)
is used to find a separated variable approximation of the solution at current
nonlinear iteration. PGD is further broken down in a Greedy Enrichment
algorithm that adds new terms until the residual of the equations is suffi-
ciently small (iteration index m), and the Alternating Minimization fixed
point needed to compute each new term in the separated form of I(q). The
pseudo-code (1) provides a step by step outline of the overall procedure.
Algorithm 1: PGD - Power Flow
Data: V 0 = Y −1I0
1 for l = 0, 1, . . . (Nonlinear iteration) do
2 I0,l+1 ← 0;
3 m = 0;
4 while ‖R(q)‖ > εg (Add new enrichment) do
5 m← m+ 1;










9 Minimize the residual norm over Im with Qm(q) fixed ;
10 Minimize the residual norm over Qm(q) with Im fixed ;
11 Im,l+1 ← Im−1,l+1 + ImQm(q);
12 Compute V l+1 from eq. (14);
13 if
∥∥V l+1 − V l
∥∥ /
∥∥V l+1
∥∥ < εl then
14 break;
Convergence is checked using the guidelines described in [8]. In algo-
rithm 1, we adopt a stagnation criterion to check the convergence of both
the nonlinear loop and the inner fixed point loop using εl and εf as toler-
ance parameters. The convergence of the greedy algorithm is controlled by
the norm of the residual, which is required to be smaller than εg. In the
numerical examples presented in this paper we adopt εf = 10
−4, εl = 10−7
and εg = 10
−7. When the problem dimensionality is higher than two, the
described algorithm is directly applicable with the only variant being that






Figure 2 Parametric Power Flow solution with PGD. Convergence diagram of nonlinear-
PGD with the iteration index l (left). The numbers reported on the curve represent
number of terms M in the solution at each nonlinear iteration l. Norm of each individual
term in the separated representation of the converged solution for m = 1, 2, . . . , 11
(middle). Normalized functions Qm(q) expressing the functional dependency form the
reactive power variation q of the node 100 (right). Note that, in order to visualize
Qm(q) for this case, we constrained the PGD algorithm to work with real output for the
parametric dimension. In general, using complex functions results in a more compact
representation (i.e. with fewer terms).
3.6. Numerical results
We report hereafter the convergence results for the problem described in
section 3.2. The values for the reactive power in this example were taken as
qmin = 0 and qmax = 4 ·103 kVAR. The parametric space is discretized using
Nq = 1000 points and trapezoidal rule is used for numerical integration.
The convergence of the outer loop for the implicit Z bus method is shown
in figure 2, where the number of enrichment computed at each iteration is
also reported. The separated representation of the converged solution is
composed of 11 terms. The Euclidean norm of each term is also represented
in figure 2, this values are a measure of the relative importance of individual
term in the low rank approximation. The rate at which these coefficient
decay gives some insight on the reducibility of the model. In this case the fact
that the decay is quite fast indicates that the model is fairly well reducible.
Finally the normalized functions Qm(q) are also shown. By recombining
the vectors Vm with these, the solution of the power flow for any value of q
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4. Application to the optimal allocation of DG
In this section results related to the application of the nonlinear PGD
solver for a high dimension version of the PPF are shown.
4.1. Optimal positioning and sizing of a capacitor bank
In this example, we reintroduce the location p of the capacitor as para-
metric coordinates of the PPF and seek to minimize the power losses over p
and q. The resulting PPF problem is three-dimensional (one physical coordi-
nate and two parameters) and is solved using the PGD. The same problem is
solved by Martinez and Guerra using Monte Carlo Simulation [22]. Here we
follow an “offline-online” approach, in the sense that first we solve the PPF
to compute the loss function L (q, p) explicitly for every point of the para-
metric space (offline) and then proceed to its minimization (online). The
offline stage consists in determining a separated variables representation of
the voltage solution:




Qm(q) : [qmin, qmax] ⊂ R 7→ C (22)
are functions of the injected reactive power q and
Pm(p) : [pmin, pmax] ⊂ N 7→ C (23)
are functions of the capacitor bank position p.
Once the solution is obtained, a separated variables representation for





In the above expression the losses are also approximated using separated
variables representation.
The online phase consists in determining the optimal positioning and
sizing of the capacitor bank as the minimizers of the loss function
q̃, p̃ = arg min
q,p
{L(q, p)} . (25)
The injected reactive power q is varied between qmin = 0 and qmax =





from bus 1 to bus 100. Therefore the number of available positions Np is
100. Again, the interval [qmin, qmax] is discretized in Nq = 1000 points and
the trapezoidal integration rule is adopted.
The desired accuracy is obtained after 7 nonlinear iterations of the im-
plicit Z bus method and the final solution approximation for the voltage
contains only M = 13 enrichments. The first 5 functions Q̃m(q) and P̃m(p),
from the separated variable representation of the losses are shown respec-
tively in figure 3 together with the reconstruction of the two dimensional
loss function.
In practice, for this problem a 2D− 1D separation is adopted, since the
fully separated representation of the power S needs exactly as many terms
as possible positions p. For this reason two dimensions are kept together:
the bus coordinate and the DG position. In this way, only two terms are
needed for the separated representation of the power, as in the previous
example.
To understand the advantage of slow rank approximation, note that the
computational work needed to obtain an equivalent solution with a tradi-
tional parametric sweep in the optimization space corresponds to 100×1000
different calls of the power flow solver. This amounts to compute 306×100×
1000 unknowns, whereas using PGD a separated variable approximation of
the parametric solution only requires computing 13× (306 ∗ 100 + 1000) un-
knowns to have the desired accuracy. Therefore the reduced order solution
is about 75 times smaller than the full order solution.
The final step involves performing a global minimization procedure. This
can be done using any optimization technique by reconstructing the objec-
tive function “on-the-fly” only in the points where evaluations are needed by
the minimization algorithm. Function evaluations are now no longer associ-
ated with power flow solutions but with the reconstruction of the separated
variables representation which only involves simple arithmetic operations
and can be done practically in real time on a standard laptop computer.
As in the original paper of Martinez and Guerra and the theoretical
analysis present in [34], the optimal position is predicted at approximately
2/3 of the total length of the grid.
4.2. Long term losses evaluation with hourly variable loads
In this last example we turn our attention to the case where loads are
varying in time. The voltage solution can be written as:
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Figure 3 Separated form of the power losses as a function of the nodal position p and
the generated reactive power q of the capacitor bank. Functions of the DG output
reactive power (top-left). Functions of the DG position (bottom-left). Reconstructed
losses function (right).
Figure 4 Separated form of the three-dimensional power losses, computed for the case
of time varying loads. Normalized function of the DG output reactive power q (left).







Tm(t) : [0, tf ] ⊂ R 7→ C (27)
being the parametric functions of the time t. In the present example tf =
8760h and the load variations are recorded hourly, therefore time is dis-
cretized in Nt = 8760 points. Load profiles can be either obtained by direct
measurements over time or, as in this case, generated with an appropriate
model. Load and generation shapes data were obtained from reference [22]
based on the models implemented in [20]. For this case, the power can be
written as a sum of five terms, one for the base loads and four describing
the loads variations in time:




Following the same reasoning of section 4.1, we represent the now four-
dimensional voltage solution using a 2D − 1D − 1D separation. As in the
previous exemple the nonlinear iterative method converges in 7 iterations,
but the rank of final solution is now 65. The power loss function




can be computed directly by post-processing the separated form of the volt-
age solution and incorporated in the objective function to minimize. The
first ten individual terms of the separated variables representation of the
power loss are represented in figure 4. In this case the reduced order solu-
tion obtained with 65 modes is approximately 5 orders of magnitude smaller
than the full order solution.
This evidences how the separated variables approximation becomes more
and more efficient as the dimensionality of the problem increases. Authors
in [22] reported a run time of 2.5 hours for the execution of Monte Carlo
optimization using OpenDSS in time mode for this example. With PGD the
execution time to compute the parametric solution is of the order of a few
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5. Further considerations
When the system depends on more parameters ξ = {ξ1, ξ2, . . . , ξD}, a
separated variable approximation can be written in a general form as:







m (ξ2) . . . X
D
m (ξD) ,
where Vm are vector coefficients, X
d
m (ξd) , d = 1, 2, . . . , D are functions ex-
pressing the solution dependency from the individual parameters ξd. From
the numerical viewpoint a parametric sweep based on a sampling strategy
with N points per dimension requires ND simulations. However, the expo-
nential scaling is avoided using separated variables representations. In this
case the complexity of the solution is M × N × D, hence it scales linearly
with the dimension of the parametric space. The PGD attempts to com-
pute a low rank approximation by breaking down the original problem into
a succession of smaller problems each depending on a single parameter.
The reducibility of the problem and the existence of low rank approx-
imations of parametric solutions depend on the nature of the problem at
hand. This subject is rather broad and will not be addressed in this work.
The interested read may refer to [26] chapter 5. Our experience so far with
different power systems, indicates that the power flow problem solutions are
good candidates for dimensionality reduction, meaning that low rank repre-
sentations with reasonable accuracy can be computed using PGD. Further
examples of the application of this technique can be found in [14].
6. Conclusions and perspectives
The computational strategy adopted in this paper is intended as a first
step in the introduction of the PGD for low rank approximations of the para-
metric solutions of the power flow problem. The efficiency of the proposed
method relies on a robust nonlinear iterative solver that can accommodate
the Proper Generalized Decomposition in order to reduce the exponential al-
gorithmic complexity naturally arising in high-dimensional parametric prob-
lems.
The results presented in this work show a double advantage. In the first
place, the representation of the solution through the separated variables for-
malism, and by consequence the memory storage requirements, scale linearly
with the dimensionality of the problem. Second, the alternating minimiza-
tion algorithm breaks down the original multiparametric problem into a





This new computational strategy was presented in the framework of
optimal allocation of DG based on losses minimization and will hopefully
be extended to other application areas, in which parametric modeling is
applicable. Indeed, the availability of parametric solutions in explicit form
is a commodity for many power engineering applications like power system
design and optimization, real time simulation-based control and uncertainty
quantification due to non-deterministic power generations and loads.
For the method proposed in this paper, we have developed a robust
error estimation strategy for the quantity of interest (the losses for instance)
allowing to monitor the convergence of the PGD algorithm, which is the
subject of a parallel publication [15].
Appendix A. Alternating Minimization Method










a low rank approximation of the current I(q) is sought from the linear rela-
tion:
V (q)∗  I(q)− S(q)∗ = 0 , (A.3)
In the following a generic method is explained supposing that M − 1 terms
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∥∥ is higher than the admissible tolerance, an improved
rank M approximation for the current can be obtained by adding a rank




ImQm(q) + IMQM (q) (A.6)
The new term IMQM (q) is found from the requirement that the norm of
power mismatch RM (q) is minimized. Using equation (A.5), this can be
written as:
RM (q) = RM−1(q) + [IMQM (q)] V (q)∗ . (A.7)
By consequence, the following relation holds for the norm of RM (q):
∥∥RM (q)








[IMQM (q)]∗  V (q), RM (q)
〉
(A.8)
The algorithm for minimizing
∥∥RM (q)
∥∥ is started by assuming random
values for IM and QM (q).
First, the factor QM (q) is fixed. Minimizing the power mismatch norm
over the other factor results in the following first order optimality condition,







































These can be approximated using standard quadrature rules. Note that
(A.9) is a linear system that is straightforwardly solved for IM since the
operator is diagonal. Then, IM is considered fixed and the minimization is





















with coefficients defined by
α̃jk =
〈










In practice the function QM (q), is solved for a set of Nq discrete points in
[qmin, qmax] using the linear relation (A.10).
This procedure is iterated until convergence, when both factors reach
stagnation. At this point, if the power mismatch norm is still too high a
new rank one enrichment is added and the algorithm is started again.
Similarly, for higher dimensional problems, the minimization is alter-
nated over each parametric dimension until convergence.
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