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Abstract We introduce new partial orders on the set S+n of positive definite
matrices of dimension n derived from the affine-invariant geometry of S+n . The
orders are induced by affine-invariant cone fields, which arise naturally from a
local analysis of the orders that are compatible with the homogeneous geom-
etry of S+n defined by the natural transitive action of the general linear group
GL(n). We then take a geometric approach to the study of monotone func-
tions on S+n and establish a number of relevant results, including an extension
of the well-known Lo¨wner-Heinz theorem derived using differential positivity
with respect to affine-invariant cone fields.
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1 Introduction
Well-defined notions of ordering of elements of a space are of fundamental
importance to many areas of applied mathematics, including the theory of
monotone functions and matrix means in which orders play a defining role
[17, 11, 2, 14]. Partial orders play a key part in a wide variety of applications
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across information geometry where one is interested in performing statistical
analysis on sets of matrices. In such applications, the choice of order relation
is often taken for granted. This choice, however, is of crucial significance since
a function that is not monotone with respect to one order, may be monotone
with respect to another.
We outline a geometric approach to systematically generate orders on ho-
mogeneous spaces. A homogeneous space is a manifold that admits a transitive
action by a Lie group, in the sense that any two points on the manifold can be
mapped onto each other by elements of a group of transformations that act on
the space. The observation that cone fields induce conal orders on continuous
spaces, combined with the geometry of homogeneous spaces forms the basis of
the approach taken in this paper. The aim is to generate cone fields that are
invariant with respect to the homogeneous geometry, thereby defining partial
orders built upon the underlying symmetries of the space. A smooth cone field
on a manifold is often also referred to as a causal structure. The geometry of
invariant cone fields and causal structures on homogeneous spaces has been the
subject of extensive studies from a Lie theoretic perspective; see [18, 12, 13],
for instance. Causal structures induced by quadratic cone fields on manifolds
also play a fundamental role in mathematical physics, in particular within the
theory of general relativity [22].
The focus of this paper is on ordering the elements of the set of symmetric
positive definite matrices S+n of dimension n. Positive definite matrices arise
in numerous applications, including as covariance matrices in statistics and
computer vision, as variables in convex and semidefinite programming, as un-
knowns in fundamental problems in systems and control theory, as kernels in
machine learning, and as diffusion tensors in medical imaging. The space S+n
forms a smooth manifold that can be viewed as a homogeneous space admit-
ting a transitive action by the general linear group GL(n), which endows the
space with an affine-invariant geometry as reviewed in Section 2. In Section 3,
this geometry is used to construct affine-invariant cone fields and new partial
orders on S+n . In Section 4, we discuss how differential positivity [9] can be used
to study and characterize monotonicity on S+n with respect to the invariant
orders introduced in this paper. We also state and prove a generalized version
of the celebrated Lo¨wner-Heinz theorem [17, 11] of operator monotonicity the-
ory derived using this approach. In Section 5, we consider preorder relations
induced by affine-invariant and translation-invariant half-spaces on S+n , and
provide examples of functions and flows that preserve such structures. Finally,
in Section 6, we review the notion of matrix means and establish a connection
between the geometric mean and affine-invariant cone fields on S+n .
2 Homogeneous geometry of S+n
The set S+n of symmetric positive definite matrices of dimension n has the
structure of a homogeneous space with a transitive GL(n)-action. The tran-
sitive action of GL(n) on S+n is given by congruence transformations of the
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form
τA : Σ 7→ AΣAT ∀A ∈ GL(n), ∀Σ ∈ S+n . (1)
Specifically, if Σ1, Σ2 ∈ S+n , then τA with A = Σ1/22 Σ−1/21 ∈ GL(n) maps Σ1
onto Σ2, where Σ
1/2 denotes the unique positive definite square root of Σ.
This action is said to be almost effective in the sense that ±I are the only
elements of GL(n) that fix every Σ ∈ S+n . The isotropy group of this action
at Σ = I is precisely the orthogonal group O(n), since τQ : I 7→ QIQT = I if
and only if Q ∈ O(n). Thus, we can identify any Σ ∈ S+n with an element of
the quotient space GL(n)/O(n). That is
S+n
∼= GL(n)/O(n). (2)
The identification in (2) can also be made by noting that Σ ∈ S+n admits a
Cholesky decomposition Σ = CCT for some C ∈ GL(n). The Cauchy polar
decomposition of the invertible matrix C yields a unique decomposition C =
PQ of C into an orthogonal matrix Q ∈ O(n) and a symmetric positive definite
matrix P ∈ Sn+. Now note that if Σ has Cholesky decomposition Σ = CCT
and C has a Cauchy polar decomposition C = PQ, then Σ = PQQTP = P 2.
That is, Σ is invariant with respect to the orthogonal part Q of the polar
decomposition. Therefore, we can identify any Σ ∈ S+n with the equivalence
class [Σ1/2] = Σ1/2 ·O(n) in the quotient space GL(n)/O(n).
Recall that the Lie algebra gl(n) of GL(n) consists of the set Rn×n of all
real n× n matrices equipped with the Lie bracket [X,Y ] = XY − Y X, while
the Lie algebra of O(n) is o(n) = {X ∈ Rn×n : XT = −X}. Since any matrix
X ∈ Rn×n has a unique decomposition X = 12 (X −XT ) + 12 (X + XT ), as a
sum of an antisymmetric part and a symmetric part, we have gl(n) = o(n)⊕m,
where m = {X ∈ Rn×n : XT = X}. Furthermore, since AdQ(S) = QSQ−1 =
QSQT is a symmetric matrix for each S ∈ m, we have
AdO(n)m ⊆ m, (3)
which shows that S+n = GL(n)/O(n) is in fact a reductive homogeneous space
with reductive decomposition gl(n) = o(n)⊕ m. Also, note that since (XY −
Y X)T = Y TXT − XTY T , we have [o(n), o(n)] ⊆ o(n), [m,m] ⊆ o(n), and
[o(n),m] ⊆ m. The tangent space ToS+n of S+n at the base-point o = [I] =
I · O(n) is identified with m. For each Σ ∈ S+n , the action τΣ1/2 : S+n → S+n
induces the vector space isomorphism dτΣ1/2 |I : TIS+n → TΣS+n given by
dτΣ1/2
∣∣
I
X = Σ1/2XΣ1/2, ∀X ∈ m. (4)
The map (4) can be used to extend structures defined in ToS
+
n to structures de-
fined on the tangent bundle TS+n through affine-invariance, provided that the
structures in ToS
+
n are AdO(n)-invariant. The AdO(n)-invariance is required to
ensure that the extension to TS+n is unique and thus well-defined. For instance,
any homogeneous Riemannian metric on S+n
∼= GL(n)/O(n) is determined by
an AdO(n)-invariant inner product on m. Any such inner product induces a
norm that is rotationally invariant and so can only depend on the scalar in-
variants tr(Xk) where k ≥ 1 and X ∈ m. Moreover, as the inner product is a
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quadratic function, ‖X‖2 must be a linear combination of (tr(X))2 and tr(X2).
Thus, any AdO(n)-invariant inner product on m must be a scalar multiple of
〈X,Y 〉m = tr(XY ) + µ tr(X) tr(Y ), (5)
where µ is a scalar parameter with µ > −1/n to ensure positive-definiteness
[21]. Therefore, the corresponding affine-invariant Riemannian metrics are gen-
erated by (4) and given by
〈X,Y 〉Σ = 〈Σ−1/2XΣ−1/2, Σ−1/2Y Σ−1/2〉m
= tr(Σ−1XΣ−1Y ) + µ tr(Σ−1X) tr(Σ−1Y ), (6)
for Σ ∈ S+n and X,Y ∈ TΣS+n . In the case µ = 0, (6) yields the most commonly
used ‘natural’ Riemannian metric on S+n , which corresponds to the Fisher
information metric for the multivariate normal distribution [8, 23], and has
been widely used in applications such as tensor computing in medical imaging
[4].
3 Affine-invariant orders
3.1 Affine-invariant cone fields
A cone field K on S+n smoothly assigns a cone K(Σ) ⊂ TΣS+n to each point
Σ ∈ S+n . In this paper, we consider a cone to be a solid and pointed subset of a
vector space that is closed under linear combinations with positive coefficients.
We say that K is affine-invariant or homogeneous with respect to the quotient
geometry S+n
∼= GL(n)/O(n) if
dτA
∣∣
Σ
K(Σ) = K(τA(Σ)), (7)
for all Σ ∈ S+n and A ∈ GL(n). The procedure we will use for constructing
affine-invariant cone fields on S+n is similar to the approach taken for generating
the affine-invariant Riemannian metrics in Section 2. We begin by defining a
cone K(I) at I that is AdO(n)-invariant:
X ∈ K(I)⇐⇒ AdQX = dτQ
∣∣
I
X = QXQT ∈ K(I), ∀Q ∈ O(n). (8)
Using such a cone, we generate a cone field via
K(Σ) = dτΣ1/2
∣∣
I
K(I) = {X ∈ TΣS+n : Σ−1/2XΣ−1/2 ∈ K(I)}. (9)
The AdO(n)-invariance condition (8) is satisfied if K(I) has a spectral char-
acterization; that is, we can check to see if any given X ∈ TIS+n ∼= m lies in
K(I) using only properties of X that are characterized by its spectrum. This
observation leads to the following result.
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Proposition 1 A cone K(I) ∈ TIS+n is AdO(n)-invariant if and only if there
exists a cone KΛ ⊂ Rn that satisfies
λ ∈ KΛ ⇐⇒ Pλ ∈ KΛ, (10)
for all permutation matrices P ∈ Rn×n, such that X ∈ K(I) whenever λX ∈
KΛ, where λX = (λi(X)) is a vector consisting of the n real eigenvalues of the
symmetric matrix X.
For instance, tr(X) and tr(X2) are both functions of X that are spectrally
characterized and indeed AdO(n)-invariant. Quadratic AdO(n)-invariant cones
are defined by inequalities on suitable linear combinations of (tr(X))2 and
tr(X2).
Proposition 2 For any choice of parameter µ ∈ (0, n), the set
K(I) = {X ∈ TIS+n : (tr(X))2 − µ tr(X2) ≥ 0, tr(X) ≥ 0}, (11)
defines an AdO(n)-invariant cone in TIS
+
n = {X ∈ Rn×n : XT = X}.
Proof AdO(n)-invariance is clear since tr(X
2) = tr(QXQTQXQT ) and tr(X) =
tr(QXQT ) for all Q ∈ O(n). To prove that (11) is a cone, first note that 0 ∈
K(I) and for λ > 0, X ∈ K(I), we have λX ∈ K(I) since tr(λX) = λ tr(X) ≥ 0
and
(tr(λX))2 − µ tr((λX)2) = λ2[(tr(X))2 − µ tr(X2)] ≥ 0. (12)
To show convexity, let X1, X2 ∈ K(I). Now tr(X1+X2) = tr(X1)+tr(X2) ≥ 0,
and
(tr(X1 +X2))
2 − µ tr((X1 +X2)2) = [(tr(X1))2 − µ tr(X21 )]
+ [(tr(X2))
2 − µ tr(X22 )] + 2[tr(X1) tr(X2)− µ tr(X1X2)] ≥ 0,
(13)
since tr(X1X2) ≤ (tr(X21 ))
1
2 (tr(X22 ))
1
2 ≤ 1√µ tr(X1) 1√µ tr(X2), where the first
inequality follows by Cauchy-Schwarz. Finally, we need to show that K(I) is
pointed. If X ∈ K(I) and −X ∈ K(I), then tr(−X) = − tr(X) = 0. Thus,
(tr(X))2−µ tr(X2) = −µ tr(X2) ≥ 0, which is possible if and only if all of the
eigenvalues of X are zero; i.e., if and only if X = 0. uunionsq
The parameter µ controls the opening angle of the cone. If µ = 0, then (11)
defines the half-space tr(X) ≥ 0. As µ increases, the opening angle of the cone
becomes smaller and for µ = n (11) collapses to a ray. For each µ ∈ (0, n), the
cone KΛ = KµΛ ⊂ Rn of Proposition 1 is given by
KµΛ =
{
λ = (λi) ∈ Rn :
(
n∑
i=1
λi
)2
− µ
n∑
i=1
λ2i ≥ 0,
n∑
i=1
λi ≥ 0
}
, (14)
since tr(X) =
∑n
i=1 λi(X) and tr(X
2) =
∑n
i=1 λ
2
i (X). IndeedKµΛ is a quadratic
cone
KµΛ = {λ ∈ Rn : λTQµλ ≥ 0,1Tλ ≥ 0}, (15)
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where 1 = (1, · · ·, 1)T ∈ Rn, and Qµ is the n× n matrix with entries (Qµ)ii =
1− µ and (Qµ)ij = 1 for i 6= j.
The dual cone C∗ of a subset C of a vector space is a very important notion
in convex analysis. For a vector space V endowed with an inner product 〈·, ·〉,
the dual cone can be defined as C∗ = {y ∈ V : 〈y, x〉 ≥ 0, ∀x ∈ C}. A cone is
said to be self-dual if it coincides with its dual cone. It is well-known that the
cone of positive semidefinite matrices is self-dual. The following lemma will be
used to characterize the form of the dual cone (KµΛ)∗ for each µ ∈ (0, n) with
respect to the standard inner product on Rn.
Lemma 1 The dual cone of the quadratic cone defined by (15) with respect to
the standard inner product on Rn is given by
(KµΛ)∗ = {λ ∈ Rn : λTQ−1µ λ ≥ 0,1Tλ ≥ 0}. (16)
The inverse matrix Q−1µ is given by
(Q−1µ )ij =
{
µ−(n−1)
µ(n−µ) i = j,
1
µ(n−µ) i 6= j.
(17)
Since µ(n− µ) > 0 and µ− (n− 1) = 1− µ∗ where µ∗ = n− µ, we find that
λTQ−1µ λ ≥ 0 if and only if λTQµ∗λ ≥ 0. That is,
(KµΛ)∗ = Kn−µΛ . (18)
We notice of course from (18) that AdO(n)-invariant cones are generally not
self-dual. Indeed, for quadratic AdO(n)-invariant cones, self-duality is only
achieved for µ = n/2.
Now for any fixed µ ∈ (0, n), we obtain a unique well-defined affine-
invariant cone field given by
K(Σ) = {X ∈ TΣS+n : (tr(Σ−1X))2−µ tr(Σ−1XΣ−1X) ≥ 0, tr(Σ−1X) ≥ 0}.
(19)
Note that for the value µ = 0, (19) reduces to the affine-invariant half-space
field {X ∈ TΣS+n : tr(Σ−1X) ≥ 0}. At the other extreme, for µ = n, it is easy
to show that the set at I is given by the ray {X ∈ TIS+n : X = λI, λ ≥ 0}.
By affine-invariance, (19) reduces to {X ∈ TΣS+n : X = λΣ, λ ≥ 0} for µ = n,
which describes an affine-invariant field of rays in S+n .
It should be noted that of course not all AdO(n)-invariant cones at I are
quadratic. Indeed, it is possible to construct polyhedral AdO(n)-invariant cones
that arise as the intersections of a collection of spectrally defined half-spaces
in TIS
+
n . The clearest example of such a construction is the cone of positive
semidefinite matrices in TIS
+
n , which of course itself has a spectral character-
ization K(I) = {X ∈ TIS+n : λi(X) ≥ 0, i = 1, . . . , n}.
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3.2 Affine-invariant pseudo-Riemannian structures on S+n
At this point it is instructive to note the following systematic analysis of
all affine-invariant pseudo-Riemannian structures on S+n before continuing
with our treatment of affine-invariant cone fields. This elegant characteriza-
tion presents the affine-invariant Riemannian metrics of (6) and the quadratic
affine-invariant cone fields of (19) within a unified and rigorous mathematical
framework. Recall that a pseudo-Riemannian metric is a generalization of a
Riemannian metric in which the metric tensor need not be positive definite,
but need only be a non-degenerate, smooth, symmetric bilinear form. The sig-
nature of such a metric tensor is defined as the ordered pair consisting of the
number of positive and negative eigenvalues of the real and symmetric matrix
of the metric tensor with respect to a basis. Note that the signature of a met-
ric tensor is independent of the choice of basis by Sylvester’s law of inertia. A
metric tensor on a smooth manifold M is called Lorentzian if its signature is
(1,dimM− 1).
The irreducible decomposition of m under the AdO(n)-action is given by
m = RI ⊕m0, where m0 := {X ∈ m : trX = 0}. According to this decomposi-
tion, we have X = trXn I ⊕ pi(X) for any X ∈ m, where pi(X) := X − trXn I ∈
m0. Denote by 〈X,Y 〉std the standard inner product tr(XY ) on m, and let
‖X‖2std := 〈X,X〉std be the corresponding norm. Then we have
tr(X2) = ‖X‖2std =
(trX)2
n
+ ‖pi(X)‖2std. (20)
Now since m0 is an irreducible AdO(n)-module, any AdO(n)-invariant quadratic
form on m0 is simply a scalar multiple of ‖ · ‖2std by Schur’s lemma. Therefore,
any AdO(n)-invariant quadratic form on m is of the form
Qαβ(X) := α
(trX)2
n
+ β‖pi(X)‖2std, (21)
with α, β ∈ R. Clearly, Qαβ is positive definite if and only if α > 0 and
β > 0. Moreover, if α > 0 and β < 0, then Qαβ is Lorentzian and the set
{X ∈ m : Qαβ(X) ≥ 0, trX ≥ 0} defines a pointed cone. Noting that
tr(XY ) + µ tr(X) tr(Y ) =
(
µ+
1
n
)
tr(X) tr(Y ) + 〈pi(X), pi(Y )〉std, (22)
for each X,Y ∈ m, we confirm that the metrics in (6) are indeed positive
definite if and only if µ > −1/n. Similarly, we find that
(trX)2 − µ tr(X2) = n− µ
n
(trX)2 − µ‖pi(X)‖2std, (23)
which is Lorentzian if and only if 0 < µ < n. Thus, we see that the affine-
invariant pseudo-Riemannian structures on S+n are essentially either Rieman-
nian or Lorentzian, and the quadratic cone fields in (19) are precisely the cone
fields defined by the affine-invariant Lorentzian metrics.
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3.3 Affine-invariant partial orders on S+n
A smooth cone field K on a manifoldM gives rise to a conal order ≺K onM,
defined by x ≺K y if there exists a (piecewise) smooth curve γ : [0, 1] → M
with γ(0) = x, γ(1) = y and γ′(t) ∈ K(γ(t)) whenever the derivative exists.
The closure ≤K of this order is again an order and satisfies x ≤K y if and
only if y ∈ {z : x ≺K z}. We say thatM is globally orderable if ≤K is a partial
order. Here we will prove that the conal orders induced by affine-invariant cone
fields on S+n define partial orders. That is, we will show that the conal orders
satisfy the antisymmetry property that Σ1 ≤K Σ2 and Σ2 ≤K Σ1 together
imply Σ1 = Σ2, for any affine-invariant cone field K on S+n . In other words,
we will prove that there do not exist any non-trivial closed conal curves in S+n .
In the following, we will make use of the preimage theorem [3] given below.
Recall that given a smooth map F : M → N between manifolds, we say
that a point y ∈ N is a regular value of F if for all x ∈ F−1(y) the map
dF |x : TxM→ TyN is surjective.
Theorem 1 (The preimage theorem) Let F :M→ N be a smooth map
of manifolds, with dimM = m and dimN = n. If x ∈ N is a regular value
of F , then F−1(c) is a submanifold of M of dimension m− n. Moreover, the
tangent space of F−1(c) at x is equal to ker(dF |x).
Now define F : S+n → R by F (Σ) = detΣ. By Jacobi’s formula, the
differential of the determinant takes the form d(det)|ΣX = tr (adj(Σ)X) ,
where adj(Σ) denotes the adjugate of Σ. That is,
dF |ΣX = (detΣ) tr
(
Σ−1X
)
, (24)
for all X ∈ TΣS+n . Note that for c > 0 and any Σ ∈ F−1(c), we have dF |ΣI =
c tr
(
Σ−1
)
> 0, which clearly shows that any c > 0 is a regular value of F .
Hence, F−1(c) is a submanifold of codimension 1 for any choice of c > 0.
Furthermore, as im(F ) = R+ = {c ∈ R : c > 0}, the collection of submanifolds
{F−1(c)}c>0 forms a foliation of S+n . Since detΣ > 0 for any Σ ∈ S+n , (24)
implies that ker(dF |Σ) = {X ∈ TΣS+n : tr(Σ−1X) = 0}. Thus, the tangent
spaces to the submanifolds {F−1(c)}c>0 are described by the affine-invariant
distribution DΣ of rank dimS+n − 1 = n(n + 1)/2 − 1 on S+n defined by
DΣ := {X ∈ TΣS+n : tr(Σ−1X) = 0}.
Proposition 3 If γ : [0, 1] → S+n is a non-trivial conal curve with respect to
a quadratic affine-invariant cone field K (19), then
t2 > t1 =⇒ det(γ(t2)) > det(γ(t1)), (25)
for t1, t2 ∈ [0, 1].
Proof First note that X ∈ K(Σ)\{0} implies that tr(Σ−1X) > 0. This follows
by noting that if tr(Σ−1X) = 0, then tr(Σ−1XΣ−1X) = tr[(Σ−1/2XΣ−1/2)2] ≤
0, which is a contradiction. For simplicity, we assume that γ is a non-trivial
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smooth conal curve. The proof for a piecewise smooth curve is similar. We
then have tr(γ(t)−1γ′(t)) > 0, which implies that
d
dt
det γ(t) = (det γ(t)) tr
(
γ(t)−1γ′(t)
)
> 0. (26)
uunionsq
Proposition 3 clearly implies that S+n equipped with any of the cone fields
described by (19) does not admit any non-trivial closed conal curves. Indeed,
this result holds for all affine-invariant cone fields, not just quadratic ones. To
see this, note that the permutation symmetry (10) of Proposition 1, implies
that tr(Σ−1X) 6= 0 whenever X ∈ K(Σ) \ {0}. It thus follows by (26) that
det ◦γ : [0, 1] → R+ is a strictly monotone function for any non-trivial conal
curve γ, which rules out the existence of closed conal curves. We thus arrive
at the following theorem.
Theorem 2 All affine-invariant conal orders on S+n are partial orders.
At this point it is worth noting a few interesting features of the collection of
submanifolds {F−1(c)}c>0 of S+n . First note that if γ is an inextensible conal
curve, then by (26) it must intersect each of the submanifolds F−1(c) exactly
once. That is, for each c > 0, F−1(c) defines a Cauchy surface for the causal
structure induced by any affine-invariant cone field. We also note the following
results which connect these submanifolds to geodesics on S+n with respect to
the standard affine-invariant Riemannian metric ds2 = tr[(Σ−1dΣ)2] on S+n .
Proposition 4 Endow S+n with the Riemannian structure defined by the stan-
dard Riemannian metric ds2 = tr[(Σ−1dΣ)2]. We have the following results.
i) If Σ1, Σ2 ∈ S+n satisfy detΣ1 = detΣ2 = c, then the geodesic from Σ1 to
Σ2 lies in F
−1(c).
ii) If X ∈ TΣS+n satisfies tr(Σ−1X) = 0, then the geodesic through Σ in the
direction of X stays on the submanifold F−1(detΣ).
Proof i) Let Σ1, Σ2 ∈ S+n satisfy detΣ1 = detΣ2. The geodesic γ from Σ1 to
Σ2 is given by
γ(t) = Σ
1/2
1 exp
(
t log
(
Σ
−1/2
1 Σ2Σ
−1/2
1
))
Σ
1/2
1 . (27)
Thus, det(γ(t)) = (detΣ1) det(exp(t log(Σ
−1/2
1 Σ2Σ
−1/2
1 )). Using the matrix
identity log(detA) = tr(logA), we find that
log
[
det
(
exp
(
t log
(
Σ
− 12
1 Σ2Σ
− 12
1
)))]
= tr
[
log
(
exp
(
t log
(
Σ
− 12
1 Σ2Σ
− 12
1
)))]
= t tr
(
log
(
Σ
− 12
1 Σ2Σ
− 12
1
))
(28)
= t log (detΣ2/ detΣ1) = 0. (29)
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Therefore, det(exp(t log(Σ
−1/2
1 Σ2Σ
−1/2
1 )) = 1, which implies that det(γ(t)) =
detΣ1 for all t ∈ R.
ii) The geodesic γ from Σ in the direction of X ∈ TΣS+n takes the form
γ(t) = Σ1/2 exp(tΣ−1/2XΣ−1/2)Σ1/2. If tr(Σ−1X) = 0, then
log(det(exp(tΣ−1/2XΣ−1/2))) = tr(tΣ−1/2XΣ−1/2) = t tr(Σ−1X) = 0,
(30)
which implies that det(γ(t)) = (detΣ) det(exp(tΣ−1/2XΣ−1/2)) = detΣ for
all t ∈ R. uunionsq
3.4 Causal semigroups
Define a wedge to be a closed and convex subset of a vector space that is also
invariant with respect to scaling by positive numbers. Notice in particular that
a wedge need not be pointed. LetM = G/H be a homogeneous space, G a Lie
group with group identity element e and Lie algebra g, H a closed subgroup
with Lie algebra h, and pi : G → M the associated projection map. Assume
that the Lie algebra g contains a wedge W such that (i) W ∩ −W = h and
(ii) Ad(h)W = W for all h ∈ H. A wedge W is said to be a Lie wedge if
eadhW = W for all h ∈ W ∩ −W . Denoting the left action of G on M by
τg :M→M, we have pi ◦ λg = τg ◦ pi, where λg is the left multiplication with
g on G. Conditions (i) and (ii) ensure that dpi|g ◦ dλg|eW only depends on
pi(g), so that
K(pi(g)) = (dpi|g ◦ dλg|e)W, (31)
yields a well-defined field of pointed cones on M that is invariant under the
action of G on M: dτg|xK(x) = K(τg(x)). These results can be found in [13].
The set S = {g ∈ G : o ≤K τg(o)}, where o = pi(e), is a closed semigroup of
G referred to as the causal semigroup of (M, G,K). The following theorem is
derived from [18].
Theorem 3 Let S = 〈expW 〉H ⊆ G, then S = pi−1 ({x ∈M : o ≤K x}) and
M is globally orderable with respect to K if and only if W = L(S), where
L(S) = {Z ∈ g : exp(R+Z) ⊆ S}. (32)
The affine-invariant cone fields on S+n = GL(n)/O(n) can be viewed as
projections of invariant wedge fields on the Lie group GL(n) in the sense of the
above results. Since we have the reductive decomposition gl(n) = o(n)⊕m, it is
easy to construct the corresponding wedge field W that satisfies conditions (i)
and (ii) for a given affine-invariant cone field K. We will now use this structure
and Theorem 3 to prove the following important result.
Theorem 4 Let S+n be equipped with an affine-invariant cone field K and the
standard affine-invariant Riemannian metric ds2 = tr[(Σ−1dΣ)2]. For any
pair of matrices Σ1, Σ2 ∈ S+n , we have Σ1 ≤K Σ2 if and only if the geodesic
from Σ1 to Σ2 is a conal curve.
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Proof Note that the expression of the geodesic from Σ1 to Σ2 given in (27)
implies that this theorem is equivalent to
Σ1 ≤K Σ2 ⇐⇒ log
(
Σ
−1/2
1 Σ2Σ
−1/2
1
)
∈ K(I). (33)
As K is affine-invariant, Σ1 ≤K Σ2 is equivalent to I ≤ Σ−1/21 Σ2Σ−1/21 . Thus,
it is sufficient to prove that
I ≤K Σ ⇐⇒ log (Σ) ∈ K(I), (34)
for any Σ ∈ S+n . We define a wedge W in gl(n) by
W := {X + Y : X ∈ K(I), Y ∈ o(n)} ⊂ gl(n) = m⊕ o(n), (35)
where K(I) is viewed as a subset of m ∼= TIS+n . Note that (35) ensures that
W satisfies the properties required of it in Theorem 3. If I ≤K Σ, it follows
from Theorem 3 that there exists A ∈W such that
Σ = pi(expA) = τexpA(I) = (expA)(expA)
T . (36)
By the polar decomposition theorem of [16], any element g = expA of the
semigroup S = 〈expW 〉O(n) ⊂ GL(n) admits a unique decomposition as
g = (expX)Q with X ∈W ∩m = K(I) and Q ∈ O(n). Thus, we have
Σ = τg(I) = τexpX(I) = exp 2X, (37)
so that logΣ = 2X ∈ K(I). uunionsq
Remark 1 Let K be a quadratic affine-invariant cone field described by (19).
Given a pair Σ1, Σ2 ∈ S+n , we have by Theorem 4 that Σ1 ≤K Σ2 if and only
if log
(
Σ
−1/2
1 Σ2Σ
−1/2
1
)
∈ K(I), which is equivalent totr
(
log(Σ
−1/2
1 Σ2Σ
−1/2
1 )
)
≥ 0,(
tr(log(Σ
−1/2
1 Σ2Σ
−1/2
1 ))
)2
− µ tr
[
(log(Σ
−1/2
1 Σ2Σ
−1/2
1 ))
2
]
≥ 0.
(38)
Since Σ
−1/2
1 Σ2Σ
−1/2
1 and Σ2Σ
−1
1 have the same spectrum, (38) can be written
as {
tr
(
log(Σ2Σ
−1
1 )
) ≥ 0,(
tr(log(Σ2Σ
−1
1 ))
)2 − µ tr [(log(Σ2Σ−11 ))2] ≥ 0, (39)
which has the virtue of not involving square roots of Σ1 and Σ2. Equation
(39) in turn is equivalent to{∑
i log λi ≥ 0,
(
∑
i log λi)
2 − µ∑i(log λi)2 ≥ 0, (40)
where λi = λi(Σ2Σ
−1
1 ) (i = 1, ..., n) denote the n real and positive eigenvalues
of Σ2Σ
−1
1 . We have thus used invariance to reduce the question of whether a
pair of positive definite matrices Σ1 and Σ2 are ordered with respect to any
of the quadratic affine-invariant cone fields to a pair of inequalities involving
the spectrum of Σ2Σ
−1
1 .
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x
y
λ1
λ2
KµΛK(I) ⊂ TIS+n(a) (b)
z2 − x2 − y2 ≥ 0z ≥ 0
I
z
S+2
Fig. 1 (a) Identification of S+2 with the interior of the closed, convex, pointed cone K =
{(x, y, z) ∈ R3 : z2 − x2 − y2 ≥ 0, z ≥ 0} in R3. The AdO(n)-invariant cone K(I) ⊂ TIS+n
at identity is also shown for a choice of µ ∈ (0, 1). (b) The corresponding spectral cone
KµΛ ⊂ R2 which characterizes the cone K(I) ⊂ TIS+n .
3.5 Visualization of affine-invariant cone fields on S+2
It is well-known that the set of positive semidefinite matrices of dimension n
forms a cone in the space of symmetric n × n matrices. Moreover, S+n forms
the interior of this cone. A concrete visualization of this identification can be
made in the n = 2 case, as shown in Figure 1 (a). The set S+2 can be identified
with the interior of the set K = {(x, y, z) ∈ R3 : z2 − x2 − y2 ≥ 0, z ≥ 0},
through the bijection φ : S+2 → intK given by
φ :
(
a b
b c
)
7→ (x, y, z) =
(√
2b,
1√
2
(a− c), 1√
2
(a+ c)
)
. (41)
Inverting φ, we find that a = (z + y)/
√
2, b = x/
√
2, c = (z − y)/√2. Note
that the point (x, y, z) = (0, 0,
√
2) corresponds to the identity matrix I ∈ S+2 .
We seek to arrive at a visual representation of the affine-invariant cone fields
generated from the AdO(n)-invariant cones (11) for different choices of the
parameter µ. The defining inequalities tr(X) ≥ 0 and (tr(X))2−µ tr(X2) ≥ 0
in TIS
+
2 take the forms
δz ≥ 0, and
(
2
µ
− 1
)
δz2 − δx2 − δy2 ≥ 0, (42)
respectively, where (δx, δy, δz) ∈ T(0,0,√2)K ∼= TIS+2 . The corresponding spec-
tral cone KµΛ ⊂ R2 is given by
λ1 + λ2 ≥ 0, and (λ1 + λ2)2 − µ(λ21 + λ22) ≥ 0. (43)
See Figure 1 (b) for an illustration of such a cone for a choice of µ ∈ (0, 1).
Clearly the translation invariant cone fields generated from this cone are
given by the same equations as in (42) for (δx, δy, δz) ∈ T(x,y,z)K ∼= TΣS+2 ,
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µ > 1 µ = 1 µ < 1
(a)
(b)
Fig. 2 Cone fields on S+2 : (a) Quadratic affine-invariant cone fields for different choices of
the parameter µ ∈ (0, 2). (b) The corresponding translation-invariant cone fields.
where φ(Σ) = (x, y, z). To obtain the affine-invariant cone fields, note that at
Σ = φ−1(x, y, z) ∈ S+2 , the inequality tr(Σ−1X) ≥ 0 takes the form
tr
[(
c −b
−b a
)(
δa δb
δb δc
)]
= c δa− 2b δb+ a δc ≥ 0 (44)
⇐⇒ z δz − x δx− y δy ≥ 0. (45)
Similarly, the inequality (tr(Σ−1X))2 − µ tr(Σ−1XΣ−1X) ≥ 0 is equivalent
to
2(x δx+ y δy − z δz)2−µ [(z2 + x2 − y2)δx2 + (z2 − x2 − y2)δy2
+ (x2 + y2 + z2)δz2 + 4xy δxδy − 4xz δxδz − 4yz δyδz] ≥ 0, (46)
where (δx, δy, δz) ∈ T(x,y,z)K ∼= TΣS+2 . In the case µ = 1, this reduces to
( 2µ−1)δz2−δx2−δy2 ≥ 0. Thus, for µ = 1 the quadratic cone field generated by
affine-invariance coincides with the corresponding translation-invariant cone
field. Generally, however, affine-invariant and translation-invariant cone fields
do not agree, as depicted in Figure 2. Each of the distinct cone fields in Figure
2 induces a distinct partial order on S+n .
3.6 The Lo¨wner order
The Lo¨wner order is the partial order ≥L on S+n defined by
A ≥L B ⇐⇒ A−B ≥L O, (47)
where the inequality on the right denotes that A − B is positive semidefinite
[5]. The definition in (47) is based on translations and the ‘flat’ geometry
of S+n . It is clear that the Lo¨wner order is translation invariant in the sense
that A ≥L B implies that A + C ≥L B + C for all A,B,C ∈ S+n . From the
perspective of conal orders, the Lo¨wner order is the partial order induced by
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the cone field generated by translations of the cone of positive semidefinite
matrices at TIS
+
n .
In the previous section, we gave an explicit construction showing that
the cone field generated through translations of the cone of positive semidefi-
nite matrices at TIS
+
n coincides with the cone field generated through affine-
invariance in the n = 2 case. We will now show that this is a general result
which holds for all n. First note that the cone at TIS
+
n can be expressed as
K(I) = {X ∈ TIS+n : uTXu ≥ 0 ∀u ∈ Rn, uTXu = 0⇒ u = 0}, (48)
and the resulting translation-invariant cone field is simply given by
KT (Σ) = {X ∈ TΣS+n : uTXu ≥ 0 ∀u ∈ Rn, uTXu = 0⇒ u = 0}. (49)
The corresponding affine-invariant cone field is given by
KA(Σ) = {X ∈ TΣS+n : uTΣ−1/2XΣ−1/2u ≥ 0 ∀u ∈ Rn,
uTΣ−1/2XΣ−1/2u = 0⇒ u = 0},
(50)
which is seen to be equal to KT by introducing the invertible transformation
u¯ = Σ−1/2u in (50). Thus we see that the Lo¨wner order enjoys the special
status of being both affine-invariant and translation-invariant, even though its
classical definition is based on the ‘flat’ or translational geometry on S+n .
4 Monotone functions on S+n
4.1 Differential positivity
Let f be a map of S+n into itself. We say that f is monotone with respect to
a partial order ≥ on S+n if f(Σ1) ≥ f(Σ2) whenever Σ1 ≥ Σ2. Such functions
were introduced by Lo¨wner in his seminal paper [17] on operator monotone
functions. Since then operator monotone functions have been studied exten-
sively and found applications to many fields including electrical engineering
[1], network theory, and quantum information theory [6, 19]. Monotonicity of
mappings and dynamical systems with respect to partial orders induced by
cone fields have a local geometric characterization in the form of differential
positivity [9]. A smooth map f : S+n → S+n is said to be differentially posi-
tive with respect to a cone field K on S+n if df |Σ(δΣ) ∈ K(f(Σ)) whenever
δΣ ∈ K(Σ), where df |Σ : TΣS+n → Tf(Σ)S+n denotes the differential of f at
Σ. Assuming that ≥K is a partial order induced by K, then f is monotone
with respect to ≥K if and only if it is differentially positive with respect to K.
To see this, recall that Σ2 ≥K Σ1 means that there exists some conal curve
γ : [0, 1] → S+n such that γ(0) = Σ1, γ(1) = Σ2 and γ′(t) ∈ K(γ(t)) for all
t ∈ (0, 1). Now f ◦ γ : [0, 1] → S+n is a curve in S+n with (f ◦ γ)(0) = f(Σ1),
(f ◦ γ)(1) = f(Σ2), and
(f ◦ γ)′(t) = df |γ(t)γ′(t). (51)
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Hence, f◦γ is a conal curve joining f(Σ1) to f(Σ2) if and only if df |γ(t)K(γ(t)) ⊆
K(f(γ(t)).
4.2 The Generalized Lo¨wner-Heinz Theorem
One of the most fundamental results in operator theory is the Lo¨wner-Heinz
theorem [17, 11] stated below.
Theorem 5 (Lo¨wner-Heinz) If Σ1 ≥L Σ2 in S+n and r ∈ [0, 1], then
Σr1 ≥L Σr2 . (52)
Furthermore, if n ≥ 2 and r > 1, then Σ1 ≥L Σ2 6⇒ Σr1 ≥L Σr2 .
There are several different proofs of the Lo¨wner-Heinz theorem. See [5,
20, 17, 11], for instance. Most of these proofs are based on analytic methods,
such as integral representations from complex analysis. Instead we employ a
geometric approach to study monotonicity based on a differential analysis of
the system. One of the advantages of such an approach is that it is immediately
applicable to all of the conal orders considered in this paper, while providing
geometric insight into the behavior of the map under consideration. By using
invariant differential positivity with respect to the family of affine-invariant
cone fields in (19), we arrive at the following extension to the Lo¨wner-Heinz
theorem.
Theorem 6 (Generalized Lo¨wner-Heinz) For any of the affine-invariant
partial orders induced by the quadratic cone fields (19) parametrized by µ, the
map fr(Σ) = Σ
r is monotone on S+n for any r ∈ [0, 1].
This result suggests that the monotonicity of the map fr : Σ 7→ Σr for
r ∈ (0, 1) is intimately connected to the affine-invariant geometry of S+n and
not its translational geometry. The structure of the proof of Theorem 6 is as
follows. We first prove that the map f1/p : Σ 7→ Σ1/p is monotone for any p ∈
N. We then extend this result to maps fq/p : Σ 7→ Σq/p for rational numbers
q/p ∈ Q ∩ (0, 1), before arriving at the full result via a density argument. We
prove monotonicty by establishing differential positivity in each case. To prove
the monotonicity of f1/p : Σ 7→ Σ1/p, p ∈ N, we only need the following lemma
[24].
Lemma 2 If A and B are Hermitian n× n matrices, then
tr[(AB)2m] ≤ tr[A2mB2m], m ∈ N. (53)
The proof of the theorem for rational exponents is based on a simple obser-
vation whose proof nonetheless requires a few technical steps that are based
on Proposition 5, which itself relies on Lemma 3 established in [7, 10].
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Lemma 3 Let F,G be real-valued functions on some domain D ⊆ R and Σ,
X be Hermitian matrices, such that the spectrum of Σ is contained in D. If
(F,G) is an antimonotone pair so that (F (a)−F (b))(G(a)−G(b)) ≤ 0 for all
a, b ∈ D, then
tr [F (Σ)XG(Σ)X] ≥ tr [F (Σ)G(Σ)X2] . (54)
Proposition 5 If Σ ∈ S+n and X is a Hermitian matrix, then
tr
(
Σ−2−kXΣkX
) ≥ tr (Σ−1−kXΣ−1+kX) , (55)
for integers k ≥ 0.
Proof Define F,G : (0,∞) → R by F (x) := x−1−2k and G(x) := x, and note
that (F (a)− F (b))(G(a)−G(b)) ≤ 0 for all a, b > 0. Let Σ ∈ S+n and X be a
Hermitian matrix. Then, we have
tr
(
Σ−2−kXΣkX
)
= tr
[
Σ−1−2k
(
Σ
−1+k
2 XΣ
−1+k
2
)
Σ
(
Σ
−1+k
2 XΣ
−1+k
2
)]
≥ tr
[
Σ−2k
(
Σ
−1+k
2 XΣ
−1+k
2
)(
Σ
−1+k
2 XΣ
−1+k
2
)]
(56)
= tr
(
Σ−1−kXΣ−1+kX
)
, (57)
following an application of Lemma 3 with the Hermitian matrix replaced by
Σ(−1+k)/2XΣ(−1+k)/2. uunionsq
Proof (of Theorem 6) : The differential df1/p|Σ : TΣS+n → Tf1/p(Σ)S+n of f1/p
satisfies the generalized Sylvester equation
p−1∑
j=0
(Σ1/p)p−1−j(df1/p|ΣX)(Σ1/p)j = X, (58)
for every X ∈ TΣS+n . Thus,
p−1∑
j=0
(Σ1/p)p−1−j−
1
2p(df1/p|ΣX)(Σ1/p)j− 12p = Σ−1/2XΣ−1/2. (59)
Taking the trace of (59) yields
tr
p−1∑
j=0
(Σ1/p)
1
2p−1−j(df1/p|ΣX)(Σ1/p)j− 12p
 = tr(Σ−1/2XΣ−1/2) (60)
=⇒ tr
p−1∑
j=0
Σ−1/p(df1/p|ΣX)
 = tr(Σ−1X). (61)
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That is, p tr
(
(f1/p(Σ))
−1(df1/p|ΣX)
)
= tr(Σ−1X), for all X ∈ TΣS+n . Now
taking the trace of the square of (59), we obtain
tr
 p−1∑
i,j=0
(Σ1/p)i−j−1(df1/p|ΣX)(Σ1/p)j−i−1(df1/p|ΣX)
 = tr(Σ−1XΣ−1X).
(62)
The left-hand side of (62) can be rewritten as
p−1∑
i,j=0
tr
[(
(Σ1/p)
j−i−1
2 (df1/p|ΣX)(Σ1/p)
j−i−1
2
)2 (
(Σ1/p)i−j
)2]
(63)
≥
p−1∑
i,j=0
tr
[(
(Σ1/p)
j−i−1
2 (df1/p|ΣX)(Σ1/p)
j−i−1
2 (Σ1/p)i−j
)2]
(64)
=
p−1∑
i,j=0
tr
[
Σ−1/p(df1/p|ΣX)Σ−1/p(df1/p|ΣX)
]
(65)
= p2 tr
[
(f1/p(Σ))
−1(df1/p|ΣX)(f1/p(Σ))−1(df1/p|ΣX)
]
, (66)
where the inequality follows from an application of Lemma 2. Thus,
tr
[(
(f1/p(Σ))
−1(df1/p|ΣX)
)2] ≤ 1
p2
tr(Σ−1XΣ−1X). (67)
Combined with (61), this implies that
[tr
(
(f1/p(Σ))
−1(df1/p|ΣX)
)
]2 − µ tr
[(
(f1/p(Σ))
−1(df1/p|ΣX)
)2]
≥ 1
p2
(
[tr(Σ−1X)]2 − µ tr(Σ−1XΣ−1X)) ≥ 0, (68)
for all X ∈ K(Σ). That is, (df1/p|Σ)K(Σ) ⊆ K(f1/p(Σ)) for any choice of µ.
This result can be extended to all rational powers q/p ∈ Q ∩ [0, 1] by
combining two observations. First, since the inverse of the p-th root matrix
function f1/p is the p-th power function fp : Σ 7→ Σp and f1/p contracts the
invariant cone field K, fp must expand K. Second, this expansion is greater
for larger p. That is, for positive integers p1 ≤ p2,
(dτΣ−1/2p1 |Σp1 ◦ dfp1 |Σ)K(Σ) ⊆ (dτΣ−1/2p2 |Σp2 ◦ dfp2 |Σ)K(Σ). (69)
Thus, the map fq/p = fq ◦ f1/p is differentially positive, since the contraction
of the cone field by f1/p will dominate the expansion of the cone field by fq for
p ≥ q. Note that the contractions and expansions referred to here need not be
strict for the argument to hold. To prove (69), it is sufficient to show that the
map fp+1 expands the cone field at least as much as fp for any p ∈ N. This is
done by showing that
dfp|ΣX ∈ ∂K(Σp) =⇒ dfp+1|ΣX /∈ intK(Σp+1), (70)
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for any Σ ∈ S+n and X ∈ TΣS+n , where ∂K(Σp) denotes the boundary of
K(Σp). Note that dfp|ΣX ∈ ∂K(Σp) implies that X ∈ K(Σ), since fp expands
K. The implication in (70) shows that the expansion of the cone field by fp+1
is at least as great as that of fp by linearity of the differential maps. Using
tr(fp(Σ)
−1dfp|ΣX) = p tr(Σ−1X), we see that dfp|ΣX ∈ ∂K(Σp) is equivalent
to
p2 tr(Σ−1X)2 = µ
p−1∑
i,j=0
tr
(
Σ−1+i−jXΣ−1+j−iX
)
. (71)
Assuming (71), we have
[
tr
(
(fp+1(Σ))
−1(dfp+1|ΣX)
)]2 − µ tr [((fp+1(Σ))−1(dfp+1|ΣX))2] (72)
= (p+ 1)2 tr(Σ−1X)2 − µ
p∑
i,j=0
tr
(
Σ−1+i−jXΣ−1+j−iX
)
=
µ(p+ 1)2
p2
p−1∑
i,j=0
tr
(
Σ−1+i−jXΣ−1+j−iX
)− µ p∑
i,j=0
tr
(
Σ−1+i−jXΣ−1+j−iX
)
,
where the last equation follows from substitution using (71). Using the sim-
plification
∑p−1
i,j=0 tr
(
Σ−1+i−jXΣ−1+j−iX
)
=
∑p−1
k=0 αk tr
(
Σ−k−1XΣk−1X
)
,
where α0 = p and αk = 2(p− k) for k ≥ 1, (72) reduces to
µ
[(
p
(p+ 1)2
p2
− (p+ 1)
)
tr
(
Σ−1XΣ−1X
)
+
(p+ 1)2
p2
p−1∑
k=1
2(p− k) tr (Σ−1−kXΣ−1+kX)
−
p∑
k=1
2(p+ 1− k) tr (Σ−1−kXΣ−1+kX)] (73)
= µ
[
p+ 1
p
tr
(
Σ−1XΣ−1X
)
+
p−1∑
k=1
βk tr
(
Σ−1−kXΣ−1+kX
) −2 tr (Σ−1−pXΣ−1+pX)] , (74)
where
βk = 2
(p+ 1)2(p− k)
p2
− 2(p+ 1− k). (75)
We find that βk ≥ 0 if and only if k ≤ l := bp/2c, where b·c identifies the integer
part of its argument. Thus, through repeated applications of Proposition 5,
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we see that (74) is less than or equal to
µ
(
p+ 1
p
+
l∑
k=1
βk
)
tr
(
Σ−1−lXΣ−1+lX
)− µ(2 + p−1∑
k=l+1
|βk|
)
tr
(
Σ−2−lXΣlX
)
= µ
(
2 +
(p− l − 1)(l + 2pl − p)
p2
)[
tr
(
Σ−1−lXΣ−1+lX
)− tr (Σ−2−lXΣlX)] ,
(76)
which is nonpositive by a final application of Proposition 5. This completes
the proof of (70).
Finally, we extend the result to all real exponents r ∈ [0, 1]. Assume for
a contradiction that there exists some r ∈ (0, 1) and Σ1, Σ2 ∈ S+n such that
Σ1 ≥ Σ2 and Σr1 < Σr2 . Define E = {x ∈ (0, 1) : Σx1 < Σx2 } and note that
E 6= ∅ since r ∈ E. As E is an open set in R, there exists some s ∈ Q ∩ E
so that Σs1 < Σ
s
2 , which is a contradiction. Therefore, fr is monotone for all
r ∈ [0, 1] with respect to any of the affine-invariant orders parametrized by
µ. uunionsq
Remark 2 The geometric insight provided by differential positivity clarifies the
duality between the monotonicity of the function fr : Σ 7→ Σr for 0 < r < 1
and its non-monotonicity for r > 1, which may seem somewhat mysterious
otherwise. Specifically, since the inverse of the function fr is given by f1/r,
we see that if fr contracts affine-invariant cone fields for r ∈ (0, 1) at every
point, then f1/r must expand the same cone fields. Indeed, if the contraction
of K by fr is strict at some Σ ∈ S+n , then f1/r cannot be differentially positive
with respect to K and so is not monotone with respect to ≤K. See Figure
3. To show that this is indeed the case for any of the affine-invariant cone
fields (19), we note that at any Σ ∈ S+n , XΣ = Σ ∈ TΣS+n lies in the interior
of K(Σ), since (tr(Σ−1XΣ))2 − µ tr(Σ−1XΣΣ−1XΣ) = n2 − µn > 0 and
tr(Σ−1XΣ) = tr(I) = n > 0 for µ ∈ (0, n). Let Σ = diag(σ1, σ2, . . . , σn) be
any diagonal matrix in S+n with σ1 > σ2. As XΣ = Σ ∈ intK(Σ), there exists
some δ > 0 such that
X = (xij) =

σ1 δ
δ σ2
σ3
. . .
σn
 (77)
lies on the boundary of ∂K(Σ). Specifically, we find that(
tr(Σ−1X)
)2 − µ tr (Σ−1XΣ−1X) (78)
=
(∑
i
xii
σi
)2
− µ
(∑
i
x2ii
σ2i
+
2
σ1σ2
δ2
)
= n2 − µ
(
n+
2
σ1σ2
δ2
)
(79)
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fr
f−1r = f1/r
dfr
∣∣
Σ
K(Σ) ⊆ K(Σr)
ΣrΣ
K(Σ)
Fig. 3 Contraction of affine-invariant cone fields by fr : Σ 7→ Σr for 0 < r < 1 corresponds
to expansion of affine-invariant cone fields by the inverse map f−1r = f1/r : Σ 7→ Σ1/r.
vanishes when
δ2 =
n(n− µ)σ1σ2
2µ
. (80)
Now for this choice of X, the inequality (55) of Proposition 5 with k = 0
becomes strict as
tr
(
Σ−1XΣ−1X
)
= n+
2
σ1σ2
δ2 < n+
(
1
σ21
+
1
σ22
)
δ2 = tr(Σ−2X2), (81)
since (1/σ1 − 1/σ2)2 > 0. As this inequality is used to derive (76), which is
used to prove (69), it follows that the contraction of K by fr is strict at some
Σ ∈ S+n for r ∈ (0, 1). Therefore, fr cannot be monotone with respect to ≤K
for r > 1.
4.3 Matrix inversion
Consider the matrix inversion map f(Σ) = Σ−1. The differential df |Σ :
TΣS
+
n → TΣ−1S+n of f is given by
df |ΣX = −Σ−1XΣ−1. (82)
To show this, it is sufficient to consider the geodesic from Σ in the direction
X ∈ TΣS+n given by
γ(t) = Σ1/2 exp(tΣ−1/2XΣ−1/2)Σ1/2, (83)
and note that (f ◦ γ)(t) = Σ−1/2 exp(−tΣ−1/2XΣ−1/2)Σ−1/2 so that
(f ◦ γ)′(0) = Σ−1/2(−Σ−1/2XΣ−1/2)e−tΣ1/2XΣ1/2Σ−1/2∣∣
t=0
= −Σ−1XΣ−1.
(84)
Thus, tr(Σ (df |ΣX)) = − tr(Σ−1X) and tr
[
(Σ df |ΣX)2
]
= tr(Σ−1XΣ−1X).
Therefore, noting the conditions in (19), it is clear that Σ 7→ Σ−1 reverses
the ordering of positive definite matrices for any of the affine-invariant orders
since
tr((f(Σ))−1(df |ΣX)) = − tr(Σ−1X). (85)
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That is,
Σ1 ≥K Σ2 =⇒ Σ−12 ≥K Σ−11 , (86)
for any of the affine-invariant cone fields K in (19).
4.4 Scaling and congruence transformations
Consider the function Sλ : S
+
n → S+n defined by Sλ(Σ) = λΣ, where λ > 0 is
a scalar. The differential dSλ|Σ : TΣS+n → TλΣS+n is given by dSλ|ΣX = λX.
Substituting into the formula for the family of quadratic affine-invariant cones
(19), we find that[
tr
(
Sλ(Σ)
−1(dSλ|ΣX)
)]2 − µ tr (Sλ(Σ)−1(dSλ|ΣX)Sλ(Σ)−1(dSλ|ΣX))
=
[
tr
(
1
λ
Σ−1λX
)]2
− µ tr
(
1
λ
Σ−1λX
)2
= [tr(Σ−1X)]2 − µ tr(Σ−1X)2 ≥ 0
(87)
for any X ∈ K(Σ). Thus, Sλ is differentially positive and so preserves the
affine-invariant orders induced by any of the cone fields (19). This is of course
a special case of a more general result about congruence transformations
τA(Σ) = AΣA
T , where A ∈ GL(n). Congruence transformations can be
thought of as generalizations of scaling transformations on S+n . The preserva-
tion of affine-invariant orders by congruence transformations follows by con-
struction. If Σ1 ≤K Σ2 for some partial order induced by an affine-invariant
cone field K, then there exists a conal curve γ from Σ1 to Σ2. It follows from
the definition of affine-invariant cone fields that congruence transformations
map conal curves to conal curves in S+n . That is, τA(γ(t)) is a conal curve
joining τA(Σ1) to τA(Σ2).
4.5 Translations
It is important to note that translations do not generally preserve an affine-
invariant order unless the associated affine-invariant cone field happens to also
be translation invariant.
Proposition 6 Let ≤K denote the partial order induced by an affine-invariant
cone field K on S+n . If K is not translation invariant, then there exists a
translation TC : S
+
n → S+n , TC(Σ) = Σ + C that does not preserve ≤K.
Proof If K is not translation invariant, then there exist Σ1, Σ2 ∈ S+n such that
dT(Σ2−Σ1)|Σ1K(Σ1) 6= K(Σ2), where T(Σ2−Σ1)(Σ) = Σ + (Σ2 − Σ1). Thus
there exists some δΣ in the cone at either Σ1 or Σ2 that cannot be identified
with an element of the cone at the other point under translation. Without loss
of generality, assume that δΣ ∈ K(Σ1) and dT(Σ2−Σ1)
∣∣
Σ1
(δΣ) /∈ K(Σ2). For
an affine-invariant cone field K, we have
K(λΣ) = dτλ1/2I
∣∣
Σ
K(Σ) = dSλ
∣∣
Σ
K(Σ) = λK(Σ) = K(Σ) (88)
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for any λ > 0 and Σ ∈ S+n . That is, the cone field is translationally invariant
along each ray γ(t) = tΣ, t > 0. Thus, we can identify K(Σ2) through transla-
tion with any cone K(λΣ2) where λ > 0. It follows that dT(λΣ2−Σ1)
∣∣
Σ1
(δΣ) /∈
K(λΣ2) for any λ > 0. For sufficiently large λ > 0, C := λΣ2−Σ1 is a positive
definite matrix. Therefore, TC : S
+
n → S+n is not differentially positive with
respect to K and hence is not monotone with respect to ≤K. uunionsq
5 Invariant half-spaces
5.1 An affine-invariant half-space preorder
The AdO(n)-invariant condition tr(X) ≥ 0 on TIS+n in (11) picks out a pointed
cone from the double cone defined by the non-negativity of the quadratic form
(tr(X))2 − µ tr(X2). Indeed, tr(X) ≥ 0 defines a half-space in TIS+n bounded
by the hyperplane tr(X) = 0 in TIS
+
n . The affine-invariant extension of this
hyperplane to all of S+n yields a distribution of rank dimS
+
n −1 = n(n+1)/2−1
on S+n given by tr(Σ
−1/2XΣ−1/2) = tr(Σ−1X) = 0 for X ∈ TΣS+n . The
corresponding affine-invariant half-space field HΣ on the tangent bundle TS+n
simply takes the form
HΣ = {X ∈ TΣS+n : tr(Σ−1X) ≥ 0}. (89)
A half-space field of this form induces a partial preorder H on S+n . That is,
a binary relation that is reflexive and transitive. The antisymmetry condition
required for a preorder to be a partial order does not hold since HΣ is not
a pointed cone. Nonetheless, one can ask whether any two given matrices
Σ1, Σ2 ∈ S+n satisfy Σ1 H Σ2, or if a given function on S+n is monotone
with respect to the preorder induced by (89). The monotonicity of a function
with respect to a preorder still gives geometric insight into the effects of the
function on the space on which it acts and the discrete-time dynamics defined
by its iterations.
To illustrate this we return to a puzzling aspect concerning the monotonic-
ity of the function fr(x) = x
r on the real line for r > 0 and its analogue
result for positive semidefinite matrices. Namely, that the map fr is monotone
on S+n with respect to an affine-invariant partial order if r ∈ [0, 1] but is not
monotone on S+n for r > 1. We will show that the monotonicity on the real
line for r > 0 is inherited in the matrix function setting in the form of a one-
dimensional monotonicity expressed as the preservation of the affine-invariant
half-space preorder for any r > 0.
Proposition 7 The function fr : Σ 7→ Σr is monotone on S+n with respect
to the affine-invariant half-space preorder H for any r > 0.
Proof Let p, q ∈ N be positive integers. The map fq/p : Σ 7→ Σq/p can be
written as the composition f1/p ◦ fq with differential
dfq/p|Σ = df1/p|fq(Σ) ◦ dfq|Σ . (90)
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Now since dfq|Σ is given by
dfq|ΣX =
q−1∑
j=0
Σq−1−jXΣj , (X ∈ TΣS+n ) (91)
and df1/p|Σ is the unique solution of the generalized Sylvester equation (58),
the differential dfq/p|Σ in (90) must satisfy
p−1∑
i=0
(Σq/p)p−1−i(dfq/p|ΣX)(Σq/p)i =
q−1∑
j=0
Σq−1−jXΣj . (92)
Multiplying both sides of this equation by Σ−q and taking the trace of the
resulting equation yields
tr
(
p−1∑
i=0
(Σq/p)−1−i(dfq/p|ΣX)(Σq/p)i
)
= tr
q−1∑
j=0
Σ−1−jXΣj
 (93)
=⇒ tr
(
p−1∑
i=0
Σ−q/p(dfq/p|ΣX)
)
= tr
q−1∑
j=0
Σ−1X
 (94)
=⇒ p tr
(
Σ−q/p(dfq/p|ΣX)
)
= q tr(Σ−1X). (95)
That is, tr
(
(fq/p(Σ))
−1dfq/p|ΣX
)
= qp tr(Σ
−1X) for all X ∈ TΣS+n . A stan-
dard argument based on the density of positive rational numbers in the positive
real line R+ gives
tr
(
(fr(Σ))
−1dfr|ΣX
)
= r tr(Σ−1X) (96)
for any real r > 0. Therefore, we clearly have the implication
X ∈ HΣ =⇒ dfr|ΣX ∈ Hfr(Σ) (97)
for all X ∈ TΣS+n , which is precisely the local characterization of the mono-
tonicity of fr with respect to the preorder induced by HΣ . uunionsq
This result further highlights the natural connection between affine-invariance
of causal structures on S+n and monotonicity of the matrix power functions
fr(Σ) = Σ
r. In particular, fr is generally not monotone with respect to a
preorder induced by a half-space field that is translation-invariant.
It should be noted that although the above proof has the virtue of being
self-contained, Proposition 7 can also be proven using results from Section
3.3. Specifically, it should be clear from the material from that section that
Σ1 H Σ2 if and only if detΣ1 H detΣ2, whence fr : Σ 7→ Σr preserves H
precisely when
detΣ1 ≤ detΣ2 =⇒ det fr(Σ1) ≤ det fr(Σ2). (98)
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z δz − x δx− y δy ≥ 0 z2 − x2 − y2 = C
(a) (b)
Fig. 4 (a) An illustration of the affine-invariant hyperplanes ∂H corresponding to
tr(Σ−1X) = 0 against the backdrop of the cone K = {(x, y, z) ∈ R3 : z2−x2−y2 ≥ 0, z ≥ 0}
identified with S+2 . (b) The distributions integrate to give a family of hyperboloids of rev-
olution parametrized by C > 0. The limiting case C = 0 yields the boundary of the cone
K.
Since det fr(Σ) = detΣ
r = r(detΣ), this is clearly the case for any r > 0.
It is instructive to return to the n = 2 case to obtain a visualization of the
rank 2 distribution DΣ = ∂H that defines the affine-invariant preorder induced
byHΣ . As noted in Section 3.5, the set S+2 can be identified with the interior of
the quadratic cone K in R3 given by z2−x2−y2 ≥ 0, z ≥ 0 via a bijection φ :
Σ 7→ (x, y, z). At Σ = φ−1(x, y, z) ∈ S+2 , the inequality tr(Σ−1X) ≥ 0 takes
the form zδz−xδx−yδy ≥ 0, where (δx, δy, δz) ∈ T(x,y,z)K as shown in (45).
The distribution ∂H that consists of the hyperplanes which form the boundary
of the half-space field HΣ are given by zδz−xδx− yδy = 0. This distribution
is clearly integrable with integral submanifolds of the form z2 − x2 − y2 = C,
where C ≥ 0 is a constant for each of the integral submanifolds, which form
hyperboloids of revolution as shown in Figure 4. As expected, these surfaces
coincide with the submanifolds of constant determinant predicted in Section
3.3.
5.2 The Toda and QR flows
The Toda flow is a well-know Hamiltonian dynamical system on the space of
real symmetric matrices of fixed dimension n, which can be expressed in the
Lax pair form
X˙(t) = [X,pis(X)] = Xpis(X)− pis(X)X, (99)
where pis(X) is the skew-symmetric matrix pis(X) = Xij if i > j, pis(X) = 0 if
i = j, and pis(X) = −Xji if i < j. The QR-flow is a related dynamical system
on S+n that has close connections to the QR algorithm and is given by
Σ˙(t) = [Σ, pis(logΣ)]. (100)
The Lax pair formulations of the Toda and QR-flows show that these flows
are isospectral. That is, the eigenvalues of X(t) and Σ(t) are independent of t.
Isospectral flows clearly preserve all translation invariant orders that possess
spectral characterizations.
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In [15], the following theorem is established for the projected Toda and
QR flows. The projected flows refer to projections of the flows to the r × r
upper left corner principal submatrices of X(t) and Σ(t), i.e., the flows of
Xr(t) = E
T
r X(t)Er and Σr(t) = E
T
r Σ(t)Er, where E
T
r = [Ir 0].
Theorem 7 For 1 ≤ r ≤ n and any symmetric matrix X(0) and symmetric
positive definite matrix Σ(0), the ordered eigenvalues of the projected Toda flow
orbit Xr(t) = E
T
r X(t)Er and the projected QR flow orbit Σr(t) = E
T
r Σ(t)Er
are nondecreasing functions of t.
Corollary 1 Let f(x) be any nondecreasing real-valued function and α > 0.
Then F (t) = tr(f(ETr X(t)Er)) and G(t) = tr(f(E
T
r Σ(t)
αEr)) are nondecreas-
ing functions of t for t ∈ R.
The geometric interpretation of the above corollary is that the generalized
projected Toda and QR flows, f(Xr(t)) and f(Σr(t)), respectively, preserve the
half-space preorder induced by the translation invariant half-space tr(X) ≥ 0.
This is clear by noting that if X(0), Xˆ(0) are symmetric matrices such that
tr(X(0)− Xˆ(0)) ≥ 0, then
tr(f(Xr(t))− f(Xˆr(t))) ≥ tr(X(0)− Xˆ(0)) ≥ 0, ∀t > 0, (101)
and similarly for the generalized projected QR flow.
6 Matrix means
Notions of means and averaging operations on matrices are of great interest in
matrix analysis and operator theory with numerous applications to fields such
as radar data processing, medical imaging, statistics and machine learning.
Adapting basic properties of means on the positive real line to the setting of
positive definite matrices, we may define a matrix mean to be a continuous
map M : S+n × S+n → S+n that satisfies the following properties
1. M(Σ1, Σ2) = M(Σ2, Σ1)
2. Σ1 ≤ Σ2 =⇒ Σ1 ≤M(Σ1, Σ2) ≤ Σ2
3. M(ATΣ1A,A
TΣ2A) = A
TM(Σ1, Σ2)A, for all A ∈ GL(n).
4. M(Σ1, Σ2) is monotone in Σ1 and Σ2.
In the existing literature on matrix means, the partial order ≤ in the above
definition refers to the Lo¨wner order ≤L. It is a nontrivial question whether
a given map M : S+n × S+n → S+n defines a matrix mean with respect to any
of the new partial orders considered in this paper. A particularly important
matrix mean that has been the subject of considerable interest in recent years
is the geometric mean M(Σ1, Σ2) = Σ1#Σ2 defined by
Σ1#Σ2 = Σ
1/2
1
(
Σ
−1/2
1 Σ2Σ
−1/2
1
)1/2
Σ
1/2
1 . (102)
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The following theorem shows that the geometric mean and affine-invariant
orders on S+n are intimately connected.
Theorem 8 The geometric mean # (102) defines a matrix mean for any
affine-invariant order ≤ on S+n .
Proof The geometric mean Σ1#Σ2 of two points Σ1, Σ2 ∈ S+n is the mid-
point of the geodesic joining Σ1 and Σ2 in S
+
n endowed with the standard
Riemannian metric ds2 = tr[(Σ−1dΣ)2] [5]. This geometric interpretation im-
mediately implies Σ1#Σ2 = Σ2#Σ1. Furthermore, given any affine-invariant
order ≤K induced by an affine-invariant cone field K and a pair of matri-
ces satisfying Σ1 ≤K Σ2, the geodesic γ : [0, 1] → S+n from Σ1 to Σ2 is a
conal curve by Theorem 4. Hence, the midpoint Σ1#Σ2 of γ clearly satis-
fies Σ1 ≤K Σ1#Σ2 ≤K Σ2. Since congruence transformations are isometries,
for any A ∈ GL(n) the geodesic connecting ATΣ1A to ATΣ2A is given by
γ˜(t) = AT γ(t)A. Thus, (ATΣ1A)#(A
TΣ2A) = A
T (Σ1#Σ2)A. Finally, for
fixed Σ1 ∈ S+n , the function F (Σ) = Σ1#Σ is monotone with respect to
any affine-invariant order since congruence transformations preserve affine-
invariant orders and the function Σ 7→ Σ1/2 is monotone for any affine-
invariant order. By symmetry, # is also monotone with respect to its first
argument. That is, the four conditions that define a matrix mean are all sat-
isfied by the geometric mean for any choice of affine-invariant order. uunionsq
7 Conclusion
The choice of partial order is a key part of studying monotonicity of func-
tions that is often taken for granted. Invariant cone fields provide a geometric
approach to systematically construct ‘natural’ orders by connecting the ge-
ometry of the state space to the search for orders. Coupled with differential
positivity, invariant cone fields provide an insightful and powerful method for
studying monotonicity, as shown in the case of S+n . Future work can focus on
exploring the applications of the new partial orders presented in this paper to
the study of dynamical systems and convergence analysis of algorithms defined
on matrices. It may also be fruitful to explore the implications of this work in
convexity theory. New notions of partial orders mean new notions of convexity.
In this context it may be natural to consider the concept of geodesic convexity
on S+n with respect to the Riemannian structure on S
+
n , as well as the usual
notion of convexity on sets of matrices that is based on translational geometry.
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