We present the development of a sputtering diagnostic based on a quartz crystal microbalance (QCM). The QCM system allows angularly resolved (differential) sputter yield measurements as a function of both polar angle and azimuthal angle. We discuss development of the QCM diagnostic and present sputtering data for molybdenum by xenon ions in the energy range 250-750 eV for bombardment at 0º, 30º, and 45º angles of incidence. Total sputter yields, found from integrating the differential sputtering profiles, are found to be in reasonable agreement with those in the literature. We fit the differential sputtering profiles with polynomials and theoretical expressions. For the energy range studied, we find under-cosine profiles for normally incident ions, and profiles dominated by forward scattering for the non-normally (obliquely) incident ions. Nomenclature y = differential sputtering yield (atoms/ion/steradian) P y = polynomial fit to differential sputtering yield (atoms/ion/steradian) Z y = theoretical fit to differential sputtering yield (atoms/ion/steradian) Y = total sputter yield (atoms/ion) Y P = total sputter yield based on polynomial fit (atoms/ion) Y Z = total sputter yield based on theoretical fit (atoms/ion) α = polar angle measured from surface normal β = ion incidence angle measured from surface normal φ = azimuthal angle in target plane measured from forward scattering direction
Nomenclature

y
= differential sputtering yield (atoms/ion/steradian) P y = polynomial fit to differential sputtering yield (atoms/ion/steradian) Z y = theoretical fit to differential sputtering yield (atoms/ion/steradian) Y = total sputter yield (atoms/ion) Y P = total sputter yield based on polynomial fit (atoms/ion) Y Z = total sputter yield based on theoretical fit (atoms/ion) α = polar angle measured from surface normal β = ion incidence angle measured from surface normal φ = azimuthal angle in target plane measured from forward scattering direction
I. Introduction
S PUTTER erosion of surfaces is of great importance for electric propulsion (EP) thrusters and spacecraft employing such thrusters. Sputtering has been identified as a major process that is involved in 80% of the possible failure modes of an electrostatic thruster 1 . Deposition of sputtered products onto other spacecraft surfaces can also result in surface property modification or contamination. Currently, the problems of sputter erosion and spacecraft contamination due to deposition of sputtered material are generally addressed through the use of computer codes. These codes rely critically on fundamental sputtering data as "inputs" which are needed to compute amount of the sputtering and the trajectories of the sputtered particles (to track deposition and contamination). However, the sputtering data available for these codes tend to be incomplete. The simplest quantitative description of sputtering uses the total sputter yield (Y), which is the number of sputtered atoms per incident ion (and varies with target and ion material, and energy and direction of the incident ion). The total sputter yields characterize the total amount of material sputtered, but provide no information on the direction (angle) of 
E. The (measured) polar angle (α) is varied by scanning the QCM over the target in an arc. The azimuthal angle (φ) is varied by rotating the target. The ion incidence angle (β) is varied by tilting the target (relative to the ion beam).
The ion source was comprised of a discharge chamber, into which neutral gas flowed at a set flow rate. The neutral gas was ionized using a tungsten hot-filament cathode, and the ion optics used to extract and focus the ion beam consisted of a two-grid Poco graphite system. A tungsten hot-filament neutralizer was located 1 cm downstream of the accelerator grid. The neutralizer emission current was set at 150% of the beam current to negate the space charge effect and neutralize the extracted ion beam. The discharge voltage (V D ) was set between 30 V and 35 V to minimize the number of multiply charged ions produced. Xenon gas was used in this study.
Measurements as a function of both polar and azimuthal angle are achieved by scanning the QCM over the target and rotating the target, see Fig.1 . (Target rotation generally corresponds to change in the azimuthal angle, and the QCM to polar angle, though for non-normal incidence there is some coupling between the angles and rotations.) A rotatable, water-cooled target was placed 23 cm downstream of the ion source. Both the target rotation and QCM scanning employ 25,000-step stepper motors. (With both motors in place, vents are only required when a change in the angle of incidence is needed.) The motor has relatively high resolution, so that the azimuthal angle is accurately known and smaller step sizes can be used (15° increments instead of 45° increments when done by hand). A LabView code controls both the rotation of the target and the scanning of the QCM. The angle of inclination between the target and the ion beam can also be varied.
The target material investigated was molybdenum, and was more than 99.9% pure. The ion beam extracted from the ion source was directed toward the target as indicated in Fig. 1 . For each configuration, a QCM was used to obtain the differential sputter yield distribution by sweeping it over the target (about the axis of target rotation) so as to ensure the viewing of the same point on the target throughout the sweep. The QCM was placed, via an extended arm (radius 17.4 cm) from target center.
B. Beam Characterization
Characterizations of the ion beam were performed with a screened Faraday probe and have been previously presented 11 . In general, the integrated beam currents (J b,int ) agreed with the indicated beam currents displayed by the power supply (J b ) to within 15%. The analysis of the radial data showed optimized Xe + beams whose full width-athalf-maximums (FWHMs) were in the vicinity of 3 cm. Our analysis assumes that all the ions are incident on the target with the same angle (β). The beam characterization showed this assumption to be satisfactory, though we note that the maximum divergence angle in the low current density (fringe) regions of the ion beam could be as much as 20°. Similarly, our analysis assumes that the beam spot size is small on the target, which calculations based on our measured beam profile and detection geometry show to be a good assumption. Finally, the effect of doubly-charged ions present in the beam was also computed to be generally negligible (though they may have a slight effect at the lower ion energies where the yields become very sensitive to energy).
C. Quartz Crystal Microbalance (QCM)
The QCM was the device used to measure the differential sputtering distributions. The QCM works by detecting changes in mass on its surface by sensing the change in the crystal's resonant frequency. Each crystal used in these experiments initially resonated at a frequency of ~6 MHz and had a surface coating of gold to ensure a high initial sticking coefficient. As more mass accumulated on the exposed crystal area, A s = 0.535 cm 2 , the resonant frequency dropped until a resonant frequency of ~5.7 MHz was reached, at which point the crystal was considered un-useable and was replaced. To ensure consistent sticking coefficients for new crystals, a 10µg coating of target material was added before initiating a test. The QCM acceptance angle is 165° and is able to receive a particle from any location on the target. The crystal retainer is periodically cleaned.
In general, there are two potential problems 28, 29 associated with using QCMs as sputtering measurement devices: 1) measurement instabilities due to thermal changes in the environment and 2) ensuring the QCM sensor face has a uniform flux of particles. In terms of the first issue, the crystal holder was water-cooled at a temperature of ~28°C to accommodate the majority of the thermal stabilization of the system. Due to the movement of the QCM with respect to the ion source and its hot filaments, certain angular locations in the experiment had higher heat fluxes than others. As a result, when the angular position changed, transient heating of the QCM was observed to slightly affect the sputter readings. Therefore, a 70 second long thermal stabilization period was implemented whenever the QCM angular position changed by 10° to further ensure a stable QCM reading. We are unaffected by the second problem owing to the inherent set-up of our system, i.e. the QCM position is sufficiently far from the sputtering target to ensure that the arrival flux of sputtered material is spatially uniform.
D. Procedure
Details on the sample preparation and procedure have been previously reported 11 . Briefly, the targets were cleaned using an acetone solution but were not mechanically polished. After target preparation, the chamber was evacuated and baked-out for an 8 hour period. Prior to measurements, the target was sputter-cleaned for 1-3 hours with a 1500 eV beam from the ion source.
Definitions of the angles used are given in Section II.E below. Typically, the QCM is scanned over a range of polar angles (α) in a given arc above the target. Angular steps of approximately 10° are used (though we do not measure at positions that would block the ion beam). After a QCM scan, the target is azimuthally rotated, and the process is repeated until the full hemisphere above the target is probed. A typical measurement involved waiting 70 seconds to allow for the thermal stabilization of the QCM followed by 7-10 differential yield measurements; these were averaged to obtain the final reading. Data is acquired with a custom LabView program. Data from the differential yield measurements is given in Section III and analysis methods are discussed below. Differential sputter yield profiles were measured for incidence angles (β) of 0°, 30° and 45° for beam energies in the range of 250 -750 eV for bombarding xenon ions. 
E. Data Acquisition and Analysis
The (target-frame) coordinates used in our analysis are shown in Figure 2 and defined as follows: β is the incidence angle of bombarding ions measured relative to the surface normal (so that β=0 for normal incidence), α is the polar angle of sputtered atoms (measured relative to the surface normal), and φ is the azimuthal angle of the sputtered atoms measured in the plane of the target surface (defined so that φ=0 is in the forward scatter direction i.e. in the direction of the plane containing the surface normal and the incident ion directions).
At a given measurement condition, the differential sputter yield, y(α,φ), is measured using equation (1) , in which R(αφ,) is the mass accumulation rate (found from a deposition monitor device), J B,avg (C/s) is the current incident on the target (measured every 0.5 s and averaged), M t is the molecular weight of the target atoms, r qcm the distance from the target center to the QCM (17.4 
Care must be taken to handle several coordinate systems that enter the study. Our control and acquisition software use a laboratory coordinate system (relative to the lab, not to the target) in which Α represents the polar angle (defined so that Α = 0° coincides with the center of the ion beam) and Φ represents the azimuthal angle (defined so that Φ = 0° direction is defined by the plane containing the ion beam and the target normal, i.e. the forward scattering directions). Yet to analyze and report the data, we use a target coordinate system (i.e. relative to the target) using the angles α and φ (defined above in Figure 2 ). (Unless stated otherwise all angles in this paper are relative to the target.) The coordinate transform uses 2 sets of Cartesian coordinates, with (X,Y,Z) being the position in the lab-frame and (x,y,z) corresponding to the same physical location but expressed in the target frame coordinates (with the two sets of Cartesian and spherical frames aligned to one another in the conventional way,. i.e. with Z aligned parallel to the ion beam, and z parallel to the surface normal). Equations (2-4) are used to convert the experimentally defined (A,Φ) to the corresponding values of (α,φ):
At each experimental test-condition (i.e. for a given ion/target combination, and given ion energy and incidence angle) we collect a profile (matrix) of differential sputter yields y i (α i ,φ i ) as a function of the polar and azimuthal angles. The index i corresponds to the data point "number" and conveys that these are discrete experimental values. For a given test-condition we analyze the measured profile in several ways. First, we use a least-squares algorithm to fit an 8 th order polynomial, P y (α,φ), to the data of the form: 
∑∑
The use of such polynomials to describe the sputtering profiles is not physically justified but it provides a convenient way to describe (fit) the discrete experimental points with a continuous function (both for our analyses and for use by others). The 8 th order polynomials do not have terms for which the sum of the exponents (i and j) exceeds 8, so that many of the coefficients c ij are in fact zero (each polynomial consists of 45 terms). We quantify the quality of fit provided by the polynomials by computing the standard deviation, std p , between the polynomial fit and the experimental points which we normalize by the average value of the fit (both weighted by corresponding solid angle):
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Typical values of the fractional standard deviations are ~0.05, i.e. the data and fits differ by about 5%. Generally the polynomials provide very reasonable fits over the full hemisphere (i.e. 0 2, 0 2 α π φ π ≤ ≤ ≤ ≤ ) though in a few cases the polynomials yield (slightly) spurious values in regions where no raw data was measured (i.e. in the region where the ion beam intersects the hemisphere). In this latter sense, the fits with the expressions by Zhang (described next) are preferable. Examples of polynomial fits and corresponding raw-data are shown in Section III.
We also fit the experimental differential sputter yield data with expressions derived by Zhang 25 . The expressions are based on modifications of previous work by Yamamura 26, 27 . The differential sputter yield, Z y (α,φ), as derived by Zhang can be expressed as: 
where C is a constant, E is the ion energy, E* is a characteristic value of energy, and the angles are as defined above.
As derived by Zhang, the parameters C and E* are not free-parameters, i.e. C (essentially proportional to the total sputter yield) can be calculated based on the masses and nuclear stopping cross-sections, while E* is the threshold energy for sputtering (which according to the theory used should not vary with incidence angle and ion energy). For ion energies E that are large compared to E*, i.e. for E*/E<<1, equation (8) reduces to the simple case of a diffuse (cosine) emission profile
In the present work, as a means to describe our measured profiles with simple functions and to assess the appropriateness of the form proposed by Zhang, we fit our experimental data (using a least squares algorithm) with equation (8) using C and E* as two free parameters. We interpret C as a (multiplicative) constant which is proportional to the total sputter yield, but which does not affect the shapes of the differential sputtering profiles. The parameter E* does influence the profile shapes (as does the ion energy E and incidence angle β). We note that the best fit values of E* found in this work vary with ion incidence angle and ion energy and are too high to be the threshold energies. Currently, we simply view E* as a characteristic values of energy that determine the shape of the sputtering profiles. As a means to assess the quality of fit provided by equation (8), we compute the standard deviation, std Z , between the best-fit and the experimental points (weighted by solid angle). Again, we normalize by the average value of the data (using the average from the polynomial fit for consistency):
, , s i n 1 sin
Values of the standard deviation and discussion of the fits are given in Section III and in the Appendix. We also compute total sputter yields, Y, by integrating the differential sputter yields over the solid-angle hemisphere. We compute a value of the total sputter yield based on the polynomial fit (Y P from eqn. (5)), and a value based on the best-fit Zhang expression (Y Z from eqn. (8)
We find that the values of total yield from the two approaches are generally consistent to within <5%. Values of the total sputter yields are provided in Section III and in the Appendix.
III.
Results and Discussion
Due to the relatively large amount of data and analysis, all results are reported in Appendix 1 in tabular form to save space. In this section we present some of our results as illustrative examples. The first section contains total sputter yields including comparisons with values from other groups. The following sections contain differential sputtering results measured at normal incidence (where the bulk of the sputtering data has been obtained in the literature) and measured at non-normal (oblique) incidence.
A. Total Sputter Yields
Figure 3 compares our integrated (normal incidence) total sputter yields (from eqn. (10b)) with data from other groups 6, 7, [30] [31] [32] [33] . Our total yields compare favorably with those found by other researchers (being on the low-end of the range of published measurements), and are in good agreement to Yamamura and Tawara curve fits 30 . Figure 4 compares total yield data calculated from our measurements (from eqn. (10b)) along with those from other groups 23 for oblique incidence conditions. Our total yields exhibit the expected trend in the measured energy range and the 500 eV measurements are in reasonable agreement with those from Kolasinski (though slightly lower for low angles, and higher for high angles). American Institute of Aeronautics and Astronautics Figure 5 is a polar plot of a typical data set of differential sputter yields collected for normal incidence 350 eV Xe + ions on Mo. The (radial) distance from the origin corresponds to the (amplitude of the) differential sputter yield in the corresponding polar direction (α). The plot contains 7 curves corresponding to different azimuthal slices, i.e. data scans at different target azimuthal rotations. (We combine coplanar azimuthal slices, e.g. 0° and 180°, into a single curve.) Assuming an isotropic target surface, there should be no dependence on the azimuthal position, so that the various curves should be coincident with one another. The small variations between our experimental curves correspond either to experimental noise (error) and/or anisotropic effects of the target surface causing preferential sputtering in certain directions due to sample preparation (cross-rolling in this case). These (possible) effects will be further examined in future research. In this type of polar plot, a diffuse (cosine) sputter yield would appear as a circle. The observed profiles (with maxima away from α=0) correspond to under-cosine behavior which is typical for this ion/target mass ratio and energy range. Figure 6 is a scatter plot of the differential sputter yield data for normal incidence 350 eV Xe + ions on Mo. It contains the same data as Figure 5 , but plotted three-dimensionally. The x-y plane corresponds to the plane of the target surface, with φ=0 originating from the positive x-axis. The differential sputter yield measurements (colored points joined by lines) are plotted in a Cartesian (x,y,z) space, such that the length of a vector connecting the origin (0,0,0) to a data point is equal to the (differential) sputter yield in the given direction. (The plotted extents along the axes x,y,z correspond only to the amplitude of the differential sputter yields, not to any physical lengths.) Owing to geometric symmetry (assuming an isotropic target surface) we only measure data over half the hemisphere, but here we "fold" the data and plot the full hemisphere. (Actually, our experimental data is obtained in the ranges φ=0-90° and 180°-270°, corresponding to scanning the QCM over full polar arcs initiating at φ=0-90°, but extending into 180°-270°.) As expected for normally incidence ions (and like Figure 5 ), the data is approximately axisymetric about the surface normal and an under-cosine shape is visible. (Note that owing to QCM blockage we do not collect data for α=0 (i.e. for x=y=0 in Figure 6 Figure 6 , the length of a vector joining the origin (0,0,0) to any point on the surface corresponds to the amplitude of the differential sputter yield in the given direction, and the axes are defined in the same way. The plotted surface is that of the (least-squares) best-fit Zhang expression (eqn. 8) to the experimental data and exhibits an under-cosine character. (A diffuse or cosine profile plotted in this way would yield a spherical surface.) The free-parameters found in the fit for this case are C=0.457 and E*=169 eV. Note that for normal incidence (β=0), Zhang's form of the differential sputter yield is inherently axisymetric (about the surface normal direction) since the last term containing the azimuthal (φ) dependence goes to zero. For normally incident ions we find that our best fit profiles based on Zhang's expressions provide reasonable descriptions of the measured sputtered data. In this case the (normalized) standard deviation between the fit and experimental data (from eqn. (9)) is 6.5%. We note (as mentioned in Section II.E) that the best fit characteristic energy, E*=169 eV, is too high to be identically equal to the threshold energy for sputtering. A polar plot of the best-fit Zhang profile is also shown with the data in Fig. 5 . Figure 9 is a polar plot of the differential sputter yield data collected for xenon ions incident at a 30° angle (to the surface normal) at 350 eV on Mo. The (radial) distance from the origin corresponds to the (magnitude) of the differential sputter yield in the given polar (α) direction. The plot contains 7 curves corresponding to different azimuthal slices (see caption). In contrast to the normally incident profiles, this profile shows a forward-scattering feature. The feature is more prominent in the 0/180 slice corresponding to pure forward/backward scattering, and reduces in magnitude (in the forward direction, left side of the graph) as the slices move away from the forward scattering direction (i.e. as φ increases from 0° to 30° etc.). Note that in this case we have only plotted the polynomial fits to the data (i.e. no data points), because at oblique incidences data is not collected at fixed azimuthal angles in the target reference frame. The polynomial fit is in good agreement with the experimental measurements (normalized standard deviation of 4.8%), so that the plotted polynomial fits may be considered as being representative of the experimental data. Figure 10 is a three-dimensional scatter plot of the differential sputter yield data for 30° incidence 350 eV Xe ions on Mo (same condition as in Figure 9 ). Here we plot the experimental measurements of the differential sputter yield (colored points) and corresponding polynomial fit values (smaller black points). The points are plotted in a Cartesian space such that the length of a vector connecting the origin (0,0,0) to a data point is equal to the (differential) sputter yield in the given direction. Again, owing to symmetry we fold the measured data (from half the hemisphere) over the full hemisphere. For the obliquely incident ions at this energy the sputtering is clearly not azimuthally symmetric but rather shows a clear forward scattering feature (lobe). American Institute of Aeronautics and Astronautics Figure 11 shows a three-dimensional surface plot of the best-fit Zhang expression for the differential sputter yield profile for 30° incident Xe + on Mo with ion energy of 350 eV (same case as Figs 9 and 10) . Again, the length of a vector joining the origin (0,0,0) to any point on the surface corresponds to the amplitude of the differential sputter yield in the given direction. The surface is found from our best-fit version of the Zhang expression (eqn. 8) to the experimental data. For this case, the free-parameters in the fit are C=0.884 and E*=199 eV. The best-fit Zhang expression captures the azimuthal asymmetry including the forward scatter character. As with the normally incident case, the best-fit value of the parameter E* clearly is not equal to the threshold energy for sputtering. We find that the (best-fit) Zhang theoretical expression provides a reasonable description of the measured sputtered data but with poorer agreement than the normal case presented earlier. For this dataset, the (normalized) standard deviation between the fit and experimental data (from eqn. (9)) is 26%. We find that there are systematic deviations between the best-fit Zhang profiles and the experimental datasets for non-normally incident ions. These are discussed below in connection with Figure 12 . The differences between the fitted surface (of Figure 11 ) and the corresponding measured sputter yield profile can be seen in Figure 12 . Figure 12 shows the polar angle (α) dependence of differential sputter yields for various azimuthal slices (see caption). The plots compare the best-fit Zhang profiles with the polynomial fit profiles. The polynomials shown correspond to those plotted in Figure 9 , and owing to the good agreement between the polynomial fits and experimental data, the polynomials can be considered as an accurate representation of the data. When comparing the best-fit Zhang profiles with the polynomial profiles, we note that the major discrepancy is in the forward scattering lobe, see, e.g., the forward-scatter feature at φ=0 and 30°. The Zhang profile tends to underestimate the amplitude of the forward scattering lobe but overestimates its angular extent (in the polar angle direction). On the other hand, for azimuthal angles further away from the forward scattering direction (in the approximate range 60°<φ<300°) the agreement between the Zhang and polynomial fits progressively increases. Comparison of the Zhang and polynomial profiles for other energies in the studied range (for non-normally incident ions) shows the same systematic trends, i.e. the best-fit expression from Zhang predicts a forward-scattering lobe that is too broad (in the α direction) and too small in amplitude. (Note that varying our free parameters does not allow variation of these detailed aspects of the shape of the profiles.) Nonetheless, the best-fit Zhang profiles do capture the essential features of the sputtering profiles, and provide reasonable quantitative agreement (standard deviations from the data of ~25%). Furthermore, since they require only 2 free-parameters, we view that they provide a compact and useful means of describing the actual sputtering profiles. (α<0) is φ=180° (the backward-scatter direction) . The following plot shows φ=30° (close to forward-scatter), and φ=210° (close to backward-scatter). Owing to symmetry (for an isotropic target), φ=30° also corresponds to φ=330°, and φ=210° also corresponds to φ=150°.
B. Differential Sputter Yields -Normally Incident Ions
Ion Direction
B. Differential Sputter Yields -Non-normal (Obliquely) Incident Ions
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Surface
Ion Direction
American Institute of Aeronautics and Astronautics Figure 13 shows surface plots of the best-fit Zhang differential sputter yield profiles for 30° incident xenon ions on molybdenum for several values of ion energy. The plots use common scales and illustrate the decreased total amount of sputtering as the ion energy decreases, as well as the tendency for the profiles to become less diffuse as the energy decreases. The volume of the surfaces corresponds to the total sputter yield, while their aspheric character corresponds to being non-diffuse (under-cosine). Departures from diffuse (cosine) profiles in Zhang's expressions are governed by the parameter * E E which (for our fits) takes the values of 0.63, 0.68, 0.69, 0.71 for energies of 750, 500, 350, and 250 eV respectively. Consistent with theoretical expectations, we find that the lower is the energy the more pronounced is the forward scattering lobe and the less diffuse is the profile.
Ion Direction 500 eV
30°
Ion Direction 750 eV
Ion Direction 350 eV
Ion Direction 250 eV 
IV. Conclusions
A QCM based technique has been used to obtain polar-angle profiles of differential sputtering yield distributions in multiple azimuthal planes for xenon ions incident on molybdenum. In this way, we effectively collect differential sputter yield data over the full sputtering hemisphere (i.e. the 2π solid-angle above the target surface). In general, the measured differential sputter yields are not consistent with diffuse (cosine) profiles, thereby emphasizing the need for full angular measurements of the sputter yield distributions. Angles of incidence investigated were 0°, 30°, and 45° while bombarding ion energies were in the range of 250 eV to 750 eV. The measured differential sputter yield profiles have been fit both with 8 th -order polynomials as well as with theoretical expressions (modified to include two free-parameters). The quality of the fits (polynomial and theoretical expression) has been quantified by computing normalized standard deviations between the experimental data and fitted profiles. We have also computed total sputter yields by integrating the differential sputter yield profiles. The total yields are in good agreement with those predicted by Yamamura et al. Fit parameters and related results are tabulated in the Appendix.
For normally incident ions, the differential yield distributions are approximately symmetric about the surface normal and are under-cosine in shape (for the measured energies). We observe the expected trend of the profiles becoming less under-cosine (i.e. closer to diffuse profiles) as the ion energy increases. Our polynomial fits have relatively low standard-deviation from the datasets (generally less than 5%) and thus effectively describe the measured data. The fits from the theoretical expressions (using two free parameters) are also in good agreement with the measurements (standard deviation from the measurements generally less than 10%), though we emphasize that the fitted values of E* are not equal to the threshold energies for sputtering (as is postulated in the derivation of those expressions).
For obliquely (non-normally) incident ions, the differential sputter yield distributions are qualitatively different than for the normally incident case and exhibit preferential forward scattering with a pronounced lobe in that direction. Again, as the ion energy increases the profiles become closer to diffuse profiles (with a diminishing forward scatter lobe). The data is well fit with polynomial profiles (standard deviation generally less than 5%). The fits provided by the theoretical expressions capture the main features of the measured sputtering profiles and are in reasonable quantitative agreement (standard deviations of about 20%), though with systematic deviations. Specifically, the forward scattering feature predicted by the best-fit theoretical expressions is smaller in amplitude but angularly broader (especially in the polar-angle direction) than that measured experimentally. As with the case of normally incident ions, the best-fit values of E* are not identically equal to the threshold energies for sputtering.
Appendix
The Appendix provides tabular summaries of the differential sputter yield results and parameters for xenon ions on molybdenum. For each experimental condition (angle of incidence β, and ion energy), we provide:
Fitted parameters C and E* corresponding to the (least-squares) best fit between the theoretical expression (eqn. (8) ) and experimental data, and the normalized standard deviation std Z (eqn. (9) ) between the fit and data. (10b) ). The coefficients c ij for the polynomial fit to the data (eqn. (5)). Row number corresponds to index i and the column number to index j. The angles α and φ are to be expressed in radians for these coefficients.
The normalized standard deviation between the polynomial and data, std poly (eqn. (6)). The total sputter yield found by integrating the polynomial fit, Y poly (eqn. (10a)). For cases where we have measured more than one dataset, the above quantities are given as mean and uncertainty (based on repeatability), and the number of datasets n is given. 
Normally Incident Ions (β=0):
E=250 eV
