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ENDPOINT FOR THE DIV-CURL LEMMA
IN HARDY SPACES
ALINE BONAMI, JUSTIN FEUTO, AND SANDRINE GRELLIER
Abstract. We give a div -curl type lemma for the wedge product of closed
differential forms on Rn when they have coefficients respectively in a Hardy
space and L∞ or a space of BMO type. In this last case, the wedge product
belongs to an appropriate Hardy-Orlicz space.
1. Introduction
The theory of compensated compactness initiated and developed by L. Tar-
tar [Ta] and F. Murat [M] has been largely studied and extended to various
setting. The famous paper of Coifman, Lions, Meyer and Semmes ( [CLMS])
gives an overview of this theory in the context of Hardy spaces in the Euclidean
space Rn (n ≥ 1). They prove in particular, that, for n
n+1
< p, q < ∞ such
that 1
p
+ 1
q
< 1 + 1
n
, when F is a vector field belonging to the Hardy space
Hp(Rn,Rn) with curlF = 0 and G is a vector field belonging to Hq(Rn,Rn)
with divG = 0, then the scalar product F · G can be given a meaning as a
distribution of Hr(Rn) with
(1) ‖F ·G‖Hr(Rn) ≤ C ‖F‖Hp(Rn,Rn) ‖G‖Hq(Rn,Rn)
where 1
r
= 1
p
+ 1
q
.
The endpoint n
n+1
is related to cancellation properties of Hardy spaces:
bounded functions with compact support and zero mean do not belong to
H
n
n+1 unless their moments of order one are zero, a property that the scalar
product F.G does not have in general.
We shall consider here the endpoint q = ∞. Let us first start by some
description of what is known. Auscher, Russ and Tchamitchian remarked
in [ART] that, for p = 1, one has, under the same assumptions of being
respectively curl free and divergence free,
(2) ‖F ·G‖H1(Rn) ≤ C ‖F‖H1(Rn,Rn) ‖G‖L∞(Rn,Rn) .
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2In fact it is easy to see that the proof given in [CLMS] is also valid for q =∞.
They give in [ART] another proof, which has its own interest and has helped
us in our generalization to BMO. Remark that the scalar product does not
make sense in general when F is in Hp(Rn,Rn) for p < 1, so that one can only
write a priori estimates, such as the following one.
Theorem 1.1. Let n
n+1
< p ≤ 1. If F ∈ Hp(Rn,Rn) is integrable and such
that curl F = 0 and if G ∈ L∞(Rn,Rn) with divG = 0, then there exists a
constant C, independent of F and G, such that
(3) ‖F ·G‖Hp(Rn) ≤ C ‖F‖Hp(Rn,Rn) ‖G‖L∞(Rn,Rn) .
This a priori estimate allows to give a meaning to F ·G in the distribution
sense. There is no hope to give such a meaning for general products fg, with
f ∈ Hp(Rn) and g ∈ L∞. It is proved in [BF] that this is possible when g is
in the inhomogeneous Lipschitz space Λα(R
n), with α = n(1
p
− 1). Moreover,
one has
(4) fg ∈ L1(Rn) +Hp(Rn)
for f in Hp (with p < 1) and g in Λn( 1p−1)
. So, cancellation properties of the
scalar product of curl free and divergence free vector fields allow to get rid of
the integrable part and to weaken the assumptions from Lipschitz to bounded.
We will show in Section 4 that this generalizes to wedge products of closed
forms. Remark that end-point estimates would imply all other ones by inter-
polation if we could interpolate between Hp spaces of closed forms. Indeed, for
instance, the generalization to closed forms allows to have (3) when assump-
tions on the two factors are exchanged: F is bounded and G is in Hp(Rn,Rn).
Unfortunately, one does not know whether one can interpolate: while there is
a bounded projection onto closed forms in Hp for p <∞, it is not the case for
p =∞.
The core of this paper concerns div -curl lemmas (and their extensions for
the wedge product of closed forms) when the assumption to be bounded is
weakened into an assumption of type BMO. Products of functions in H1 and
BMO have been considered by Bonami, Iwaniec, Jones and Zinsmeister in
[BIJZ]. Such products make sense as distributions, and can be written as the
sum of an integrable function and a function in a weighted Hardy-Orlicz space.
In order to have a div -curl lemma in this context, we make some restriction
for one of the two factors. Recall that bmo := bmo(Rn) is the set of locally
integrable functions b satisfying
(5) sup
|B|≤1

 1
|B|
∫
B
|b− bB|dx

 <∞ and sup
|B|≥1

 1
|B|
∫
B
|b|dx

 <∞
3with B varying among all balls of Rn and |B| denoting the measure of the
ball B. The sum of the two finite quantities will be denoted by ‖b‖bmo. Then
bmo is well-known to be the dual space of the localized version of the Hardy
space, which we note h1(Rn), see [G]. To be more precise, for f ∈ H1(Rn)
and g ∈ bmo, we define the product (in the distribution sense) fg as the
distribution whose action on the Schwartz function ϕ ∈ S(Rn) is given by
(6) 〈fg, ϕ〉 := 〈ϕg, f〉 ,
where the second bracket stands for the duality bracket between H1 and BMO.
It is then proved in [BIJZ] that
(7) fg ∈ L1(Rn) +HΦω (R
n).
Here HΦω (R
n) is the weighted Hardy-Orlicz space related to the Orlicz function
(8) Φ(t) :=
t
log(e + t)
and with weight ω(x) := (log(e+ |x|))−1. This extends immediately to vector-
valued functions. In the next theorem, we prove that there is no L1 term in
the context of the div -curl lemma.
Theorem 1.2. Let F ∈ H1(Rn,Rn) with curlF = 0 and G ∈ bmo(Rn,Rn)
with divG = 0. Then there exists some constant C, independent of F and G,
such that
(9) ‖F ·G‖HΦω (Rn) ≤ C ‖F‖H1(Rn,Rn) ‖G‖bmo(Rn,Rn) .
The theorem is also valid for G ∈ BMO, but for local Hardy spaces h1 and
hΦω instead of H
1 and HΦω . We do not know whether it is valid without this
restriction on F or F · G. There is an Hp version of this theorem, for p < 1,
which we give also. Note that div -curl have been developed in the context of
local Hardy spaces by Dafni [D].
These results can be compared to what can be said on products of holomor-
phic functions, for which analogous estimates are elementary and have a weak
converse, see [BG].
To simplify notations, we restricted to vector fields in the introduction, but
we shall write below these results in the context of the wedge product of closed
differential forms. Indeed, recall that a divergence free vector field can be
identified with an (n− 1)-closed differential form, while a curl free vector field
identifies with a 1- closed form, their scalar product being given by the wedge
product of these two forms. The usual div -curl lemma has been extended to
wedge products of closed differential forms by Lou and Mc Intosh [LM1, LM2]
when 1
p
+ 1
q
= 1, with both p and q finite. We will do it in general.
Our paper is organized as follows. We recall basic results about classical
Hardy spaces in the second section. We define an appropriate grand maximal
4function to characterize Hp(Rn), which has been introduced in [ART]. In
Section 3, after recalling some basic facts about differential forms, we give
the analogous of the previous grand maximal function characterization in this
context. In Section 4 we give the whole range of the div -curl Lemma for closed
forms. Section 5 is devoted to assumptions of type BMO.
Throughout this paper, C denotes constants that are independent of the
functions involved, with values which may differ from line to line. For two
quantities A and B, the notation A ∼ B means that there exist two positive
constants C1 and C2 such that C1A ≤ B ≤ C2A. If E is a measurable subset
of Rn, then |E| stands for its Lebesgue measure.
2. Some basic facts about classical Hardy spaces
We fix ϕ ∈ S(Rn) having integral 1 and support in the unit ball B =
{x ∈ Rn : |x| < 1}. For f ∈ S ′(Rn) and x ∈ Rn, we put
(10) (f ∗ ϕ) (x) := 〈f, ϕ(x− ·)〉 ,
and define the maximal function Mf =Mϕf by
(11) Mf(x) := sup
t>0
|(f ∗ ϕt) (x)| ,
where ϕt(x) = t
−nϕ (t−1x).
For p > 0, a tempered distribution f is said to belong to the Hardy space
Hp(Rn) if
(12) ‖f‖Hp(Rn) :=

∫
Rn
Mϕf(x)
pdx


1
p
= ‖Mϕf‖Lp
is finite. It is well known that, up to equivalence of corresponding norms, the
space Hp(Rn) does not depend on the choice of the function ϕ. So, in the
sequel, we shall use the notation Mf instead of Mϕf .
For n
n+1
< p ≤ 1, an Hp-atom (related to the ball B) is a bounded function
a supported in B and satisfying the following conditions
(13) ‖a‖L∞ ≤ |B|
− 1
p and
∫
Rn
a(x)dx = 0.
The atomic decomposition ofHp states that a temperate distribution f belongs
to Hp if and only if there exist a sequence (aj) of H
p-atoms and a sequence
(λj) of scalars such that
(14) f =
∞∑
j=1
λjaj and
∞∑
j=1
|λj |
p <∞,
5where the first sum is assumed to converge in the sense of distributions. More-
over, f is the limit of the partial sums in Hp, and ‖f‖Hp is equivalent to the in-
fimum, taken over all such decomposition of f , of the quantities
(∑∞
j=1 |λj|
p
) 1
p
.
We refer to [St] for background on Hardy spaces.
For the purpose of our main results, we are going to define an appropriate
grand maximal function, which induces on Hp a semi-norm equivalent to the
previous one.
Let q > n. For x ∈ Rn, we denote by F qx , the set of all ψ ∈ W
1,q(Rn)
supported in some ball B(x, r) centered at x with radius r > 0 which satisfy
(15) ‖ψ‖Lq(Rn) + r ‖∇ψ‖Lq(Rn) ≤ |B(x,r)|
− 1
q′ ,
where 1
q
+ 1
q′
= 1. Here W 1,q(Rn) denotes the Sobolev space of functions in Lq
with derivatives in Lq. Since q > n, the Sobolev theorem guarantees that the
test functions are bounded, which allows to give the following definition.
For f ∈ L1loc(R
n), and x ∈ Rn, put
(16) Mqf(x) := sup
ψ∈Fqx
|
∫
Rn
fψ|.
The following lemma is classical, but we give its proof for completeness.
Lemma 2.1. Let f be a locally integrable function on Rn.
(i) There exists a constant C not depending on f , such that
(17) Mf ≤ CM∞f,
(ii) For n
n+1
< p ≤ 1 and 1
q
< n+1
n
− 1
p
(18) ‖Mqf‖Lp(Rn) ∼ ‖f‖Hp(Rn) .
Proof. Let f ∈ L1loc(R
n). To prove (i), it is sufficient to see that, for ϕ the test
function used in the definition of Hardy space, there exists some constant c
such that, for all x ∈ Rn and t > 0, the function ϕx,t(y) := cϕt(x− y) belongs
to F∞x . One can choose c =
(
‖ϕ‖L∞(Rn) + ‖∇ϕ‖L∞
)−1
.
Let us now prove (ii). It is sufficient to consider q <∞ and the inequality
(19) ‖Mqf‖Lp ≤ C ‖f‖Hp ,
since
(20) Mf ≤ CM∞f ≤ CMqf.
By sub-linearity of the maximal operatorMq, it is sufficient to prove a uniform
estimate for atoms,
(21) ‖Mqa‖Lp ≤ C
6for some uniform constant C. Indeed, once we have this, we conclude for
f =
∑
λjaj that
‖Mqf‖Lp ≤
(∑
|λj|
p‖Mqa‖
p
Lp
)1/p
≤ C
(∑
|λj|
p
)1/p
.
So let us prove (21). Without loss of generality, using invariance by trans-
lation and dilation, we may assume that a is a function with zero mean, sup-
ported by the unit ball B centered at 0, and bounded by 1. We prove that
there exists ε > 0 depending on q such that
|Mqa(x)| ≤ C(1 + |x|)
−n−1+ε.
By assumption on ψ ∈ F qx, using Ho¨lder’s Inequality, we find that ‖ψ‖1 ≤ 1.
So Mqa is bounded by 1, and it is sufficient to prove that, for ψ ∈ F
q
x,
|
∫
B
ψa| ≤ C|x|−n−1+ε
for |x| ≥ 2. Moreover, in this range of x, we may restrict to functions ψ
supported in B(x, r) with r > |x|/2, so that ‖∇ψ‖q ≤ C|x|
− n
q′
−1
.
Since a has mean zero,
|
∫
B
ψa| = |
∫
B
(ψ − ψB)a| ≤ C‖∇ψ‖q.
We have used Poincare´ Inequality for the last inequality. The condition on q
is required for |x|
−p( n
q′
+1)
to be integrable at infinity. 
This discussion extends to local Hardy spaces, that we define now. We first
define the truncated version of the maximal function, namely
(22) M(1)ϕ f(x) := sup
0<t<1
|(f ∗ ϕt) (x)| .
A tempered distribution f is said to belong to the space hp(Rn) if
(23) ‖f‖hp(Rn) :=

∫
Rn
M(1)ϕ f(x)
pdx


1
p
<∞.
The atomic decomposition holds for local Hardy spaces, with only atoms asso-
ciated to balls of radius less than 1 satisfying the moment condition, see [G].
The previous lemma is valid in the context of hp(Rn), with M(1) in place of
M.
73. Hardy spaces of differential forms
Let us first fix notations and recall standard properties. Let Rn be the Eu-
clidean space equipped with its standard orthonormal basis B = {e1, . . . , en},
and let B∗ = {e1, . . . , en} be its dual basis.
For ℓ ∈ {1, . . . , n}, denote by Λℓ the space of ℓ-linear alternating forms,
which consists in linear combinations of exterior products
(24) eI = ei1 ∧ . . . ∧ eiℓ ,
where I = (i1, . . . , iℓ) is any ℓ-tuple. The standard basis of Λ
ℓ is
{
eI
}
where I
is an ordered ℓ-tuple, 1 ≤ i1 < . . . < iℓ ≤ n. For α =
∑
I αIe
I and β =
∑
I βIe
I
in Λℓ, we define the inner product of α and β as follows
(25) 〈α, β〉 :=
∑
αIβI ,
where the summation is taken over all ordered ℓ-tuples.
The Hodge operator is the linear operator ∗ : Λℓ → Λn−ℓ defined by
(26) α ∧ ∗β = 〈α, β〉 e1 ∧ . . . ∧ en
for all α, β ∈ Λℓ.
An ℓ-form on Rn is defined as a function u : Rn → Λℓ which may be written
as
(27) u =
∑
I
uIe
I ,
where the uI ’s are (real-valued) functions on R
n and all the I’s are of length
ℓ.
Definition 3.1. Let Ω ⊂ Rn be an open set, ℓ a positive integer as above and
E(Ω) a normed space of functions f : Ω→ R equipped with the norm ‖f‖E(Ω).
We say that an ℓ-form ω =
∑
I ωIe
I belongs to E(Ω,Λℓ) if ωI ∈ E(Ω) for all
ordered ℓ-tuples I, and we pose
(28) ‖ω‖E(Ω,Λℓ) :=
∑
I
‖ωI‖E(Ω) .
Let d : D′(Ω,Λℓ−1) → D′(Ω,Λℓ) denote the exterior derivative operator
given by
(29) dω =
∑
k,I
∂kωIe
k ∧ eI
where ∂kωI is the partial derivative with respect to the k-th variable. The
Hodge operator δ : Λℓ → Λℓ−1 defined by δ = (−1)n(n−ℓ) ∗ d∗ is the formal
adjoint of d in the sense that if α ∈ C∞(Ω,Λℓ) and β ∈ C∞(Ω,Λℓ+1), then
(30)
∫
Ω
〈α, δβ〉 = −
∫
Ω
〈dα, β〉 ,
8provided that one of these forms has compact support. We also define the
Laplacian
(31) ∆ℓ = dδ + δd : D
′(Rn,Λℓ)→ D′(Rn,Λℓ)
and a simple calculation shows that for ω =
∑
I ωIe
I ∈ W 2,p(Rn,Λℓ) with
1 ≤ p ≤ ∞,
(32) ∆ℓω =
∑
I
∆ωIe
I ,
where ∆ωI is the usual Laplacian on functions.
For f =
∑
I fIe
I ∈ D′(Rn,Λℓ), we put
(33) ∂jf :=
∑
I
∂jfIe
I .
Definition 3.2. Let ℓ ∈ {1, . . . , n− 1}, and n
n+1
< p ≤ 1. The Hardy space
of closed ℓ-forms is defined as
(34) Hpd
(
R
n,Λℓ
)
:=
{
f ∈ Hp
(
R
n,Λℓ
)
: df = 0
}
endowed with the norm of Hp(Rn,Λℓ).
Recall that all closed ℓ-forms are exact, that is, there exists some g ∈
D′(Rn, Λℓ−1) such that f = dg.
We will need the analogue of the previous scalar characterizations of Hardy
spaces.
For 1 ≤ q ≤ ∞, we first define, for f ∈ L1loc(R
n, Λℓ), the grand maximal
function ~Mqf as follows.
(35) ~Mqf(x) := sup
Φ∈ ~Fqx
|
∫
Rn
f ∧ Φ|,
where ~F qx denote the set of all Φ ∈ W
1,q(Rn, Λn−ℓ) for which there exists r > 0
such that Φ is supported in the ball B(x,r) and satisfies
(∗) ‖Φ‖Lq(Rn,Λn−ℓ) + r ‖∇Φ‖Lq(Rn,Λn−ℓ) ≤
∣∣B(x,r)∣∣− 1q′ .
The next lemma is a direct consequence of Lemma 2.1 and the fact that for
f =
∑
I fIe
I ∈ Hp(Rn,Λℓ) and any positive integer k,
(36) ~Mqf ≤
∑
I
MqfI .
Lemma 3.3. Let n
n+1
< p ≤ 1 and 1
q
< n+1
n
− 1
p
. There exists a constant C
such that, for all f ∈ L1loc(R
n,Λℓ),
(37)
∥∥∥ ~Mqf
∥∥∥
Lp(Rn)
≤ C ‖f‖Hp(Rn,Λℓ) .
9We need a weaker version of this grand maximal function, denoted by ~Mq,df ,
which is adapted to Hardy spaces of closed forms. We define
(38) ~Mq,df(x) := sup
Φ∈ ~Fq
x,d
|
∫
Rn
f ∧ Φ|,
where ~F qx,d denote the set of Φ ∈ L
∞(Rn,Λn−ℓ) supported in some ball B(x, r)
satisfying
(∗∗) ‖Φ‖Lq(Rn,Λn−ℓ) + r ‖dΦ‖Lq(Rn,Λn−ℓ+1) ≤
∣∣B(x,r)∣∣− 1q′ .
Lemma 3.4. Let q > n and 1 ≤ ℓ ≤ n − 1. For all f ∈ L1loc(R
n,Λℓ), the
following inequality holds
(39) ~Mqf ≤ ~Mq,df.
Moreover, if f is a closed form, then
(40) ~Mq,df ≤ C ~Mqf.
for some uniform constant C.
Proof. Let Φ =
∑
I ΦIe
I ∈ C∞(Rn,Λn−ℓ). It follows from the fact that dΦ =∑
I,j
∂jΦIe
j ∧ eI , that
(41) ‖dΦ‖Lq(Rn,Λn−ℓ+1) ≤
∑
I,j
‖∂jΦI‖Lq(Rn) ≤ ‖∇Φ‖Lq(Rn,Λn−ℓ) .
Thus, for all x ∈ Rn, we have ~F qx ⊂ ~F
q
x,d so that (39) follows from the
definition of the maximal functions ~Mqf and ~Mq,df .
Assume now that f is a locally integrable closed form. Remark first that,
for φ and ψ bounded compactly supported such that dψ = dφ, we have
(42)
∫
f ∧ φ =
∫
f ∧ ψ.
Indeed, we can assume by regularization that f is a smooth function on some
open set containing the supports of φ and ψ. Moreover, f may be written as
dg, with g a smooth function on this open set. So the equality follows from
integration by parts.
Now, let x ∈ Rn and Φ =
∑
I ΦIe
I ∈ ~F qx,d supported in B(x,r). We put
ϕ(y) = rnΦ(x+ ry) for all y ∈ Rn. Then ϕ is supported in B and
(43) dϕ(y) = rn+1
∑
I,j
(∂jΦI)(x+ ry)e
j ∧ eI = rn+1dΦ(x+ ry).
So, we obtain
10
(44) ‖dϕ‖Lq(B,Λn−ℓ+1) = r ‖dΦ‖Lq(Rn,Λn−ℓ+1) ≤
∣∣B(x,r)∣∣− 1q′ ,
according to the definition of Φ ∈ ~F qx,d. To conclude for the lemma, it is
sufficient to find ψ in W 1,q(Rn,Λn−ℓ) supported in B and such that dψ = dϕ
with
(45) ‖ψ‖W 1,q(Rn,Λn−ℓ) ≤ C ‖dϕ‖Lq(B,Λn−ℓ+1) .
Indeed, if we let Ψ(y) = ψr(y − x), then C
−1Φ ∈ ~F qx , and dΨ = dΦ, so that∫
f ∧ Φ =
∫
f ∧Ψ.
So we conclude easily from the following lemma.
Lemma 3.5. Let 1 < q < ∞ and 1 ≤ ℓ ≤ n − 1. Let B be the unit ball.
Let ϕ ∈ L∞(Rn,Λℓ) compactly supported in B such that dϕ is in Lq(Rn,Λℓ+1).
Then there exists ψ ∈ W 1,q(Rn,Λℓ) vanishing outside B, such that dψ = dϕ.
Moreover, we can choose ψ such that
‖ψ‖W 1,q(Rn,Λℓ) ≤ C ‖dϕ‖Lq(Rn,Λℓ+1)
for some uniform constant C.
Proof. The existence of a form ψ ∈ W 1,q0 (B,Λ
ℓ) such that dψ = dϕ is given by
Theorem 3.3.3 of [Sc]. Moreover, one has the inequality
‖ψ‖W 1,q(B,Λℓ) ≤ C ‖dϕ‖Lq(B,Λℓ+1) .
Then ψ extends into a form of W 1,q(Rn,Λℓ) when given the value 0 outside
the unit ball. We still note ψ the form on Rn, which is supported by B. 
This allows to conclude for the proof of Lemma 3.4. 
4. Wedge products
We are interested in estimates of wedge products of two differential forms
of degree ℓ and n − ℓ respectively, with 1 ≤ ℓ ≤ n − 1. Recall that, for
f =
∑
I fIe
I ∈ C(Rn,Λℓ) and g =
∑
J gJe
J ∈ C(Rn,Λn−ℓ), with I varying
among all ordered ℓ-tuples 1 ≤ i1 < . . . < iℓ ≤ n and J among all ordered
n− ℓ-tuples, we put
(46) f ∧ g =
∑
I,J
(fI · gJ) e
I ∧ eJ .
The n-form f ∧ g identifies with a function via the Hodge operator. It is
clear that the wedge product can also be defined as soon as products are. In
particular, it is the case when f ∈ Lp(Rn,Λℓ) and g ∈ Lq(Rn,Λn−ℓ), with
1
p
+ 1
q
≤ 1. Using the results of [BIJZ] and [BF], it is also the case when one
11
of the two forms belongs to the Hardy space Hp(Rn,Λℓ) while the other one is
in the dual space. Moreover, it is proved that
(47) f ∧ g ∈ L1(Rn,Λn) +HΦω (R
n,Λn)
if f ∈ H1(Rn,Λℓ) and g ∈ bmo(Rn,Λn−ℓ), while
(48) f ∧ g ∈ L1(Rn,Λn) +Hp(Rn,Λn)
if p < 1, f ∈ Hp(Rn,Λℓ) and g ∈ Λn( 1
p
−1)(R
n,Λn−ℓ). Here HΦω (R
n,Λn) is
the Hardy Orlicz space associated to the function Φ(t) = t
log(e+t)
and ω(x) =
(log(e+ |x|))−1.
We are now interested in improving these estimates when f and g are closed.
The div -curl lemma can be generalized to closed forms: this has already been
observed by Lou and Mc Intosh in [LM1] when 1
p
+ 1
q
= 1. In general, we can
state the following.
Theorem 4.1. Let n
n+1
< p ≤ 1 and 1 ≤ ℓ ≤ n−1. Let 1 < q ≤ ∞ be such that
1
r
:= 1
p
+ 1
q
≤ n+1
n
. Then, if f ∈ Hpd(R
n,Λℓ)∩Lq
′
(Rn,Λℓ) and g ∈ Lq(Rn,Λn−ℓ)
is such that dg = 0, then f ∧g ∈ Hrd(R
n,Λn). Moreover, there exists a constant
C not depending on f and g, such that
(49) ‖g ∧ f‖Hr
d
(Rn,Λn) ≤ C ‖g‖Lq(Rn,Λn−ℓ) ‖f‖Hp
d
(Rn,Λℓ) .
Proof. Remark that the forms f ∈ Hpd(R
n,Λℓ) ∩ Lq
′
(Rn,Λℓ) are dense in
Hpd(R
n,Λℓ): just take f ∗ Pε, where Pt is the Poisson kernel, to approach
f . Remark also that the assumptions can be made symmetric: just replace ℓ
by n− ℓ.
To adapt the proof given in [CLMS] the main point is given in the next
lemma, which has its own interest.
Lemma 4.2. Let n
n+1
< p ≤ 1 and 1 ≤ ℓ ≤ n− 1. Then, for f ∈ Hpd(R
n,Λℓ),
there exists h ∈ Lp
∗
d (R
n,Λℓ−1) such that dh = f and δh = 0, with 1
p∗
= 1
p
− 1
n
.
Moreover h is unique up to the addition of a constant form, and there exists
some uniform constant C such that
(50) ‖MSob(f)‖p ≤ C‖f‖Hp,
with
MSob(f)(x) = sup
t>0
1
t|B(x, t)|
∫
B(x,t)
|h(y)− hB(x,t)|dy.
Recall that hB(x,t) is the mean of h over the ball B(x, t), which is well defined
since h is in Lp
∗
and p∗ > 1.
Remark that MSob(f) is independent on the choice of h since h is unique
up to the addition of a constant form.
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Proof. The case ℓ = 1 is Lemma II.2 of [CLMS]. So it is sufficient to consider
ℓ > 1. Let us first remark that the uniqueness is direct, since in Lp
∗
(Rn,Λℓ−1)
only constants are d-closed and δ-closed. Assume that h is a solution. Then
all the derivatives ∂jhI are in the Hardy space H
p(Rn). Indeed, we use the
fact that, by definition of ∆ℓ−1, we have the identities
∆ℓ−1h = δf, ∂jh = (∂j(−∆ℓ−1)
−1/2)((−∆ℓ−1)
−1/2δ)f.
But both operators arising in the last expression, that is ∂j(−∆ℓ−1)
−1/2 and
(−∆ℓ−1)
−1/2δ, are linear combinations of Riesz transforms and preserve Hardy
spaces. Indeed, since ∆ℓ−1 is given by the Laplacian, coefficients by coefficients,
the same is valid for all its powers. Furthermore, we have
‖∇h‖Hp ≤ C‖f‖Hp.
Conversely, given f , we can use these formulas to fix the values of ∂jhI in the
Hardy space Hp(Rn). Using this lemma for one-forms, we know the existence
of hI ∈ L
p∗(Rn) having these functions as derivatives. It is elementary to see
that the form h =
∑
hIe
I is such that dh = f and δh = 0, using commutation
properties of the operators. Finally, we write (50) for each fj = ∂jhI to obtain
the inequality for f . 
It is elementary to adapt the rest of the proof of Theorem II.3 in [CLMS],
once the lemma has been settled, and we leave it to the reader. So this gives
the proof of Theorem 4.1. Remark that f ∧g can be defined in the distribution
sense without the additional assumption that g ∈ Lq
′
(Rn,Λℓ): we pose f ∧g =
d(h ∧ g), with h given by Lemma 4.2. Indeed, h ∧ g is in the Lebesgue space
Ls, with s > 1 given by 1
s
= 1
r
− 1
n
. So its exterior derivative is well defined as
a distribution. 
Following the ideas of [ART], let us sketch another proof for the endpoint
q =∞.
Proof for the endpoint. Let f ∈ Hpd(R
n,Λℓ) and g ∈ L∞(Rn,Λn−ℓ) such that
dg = 0. We want to prove that
M (f ∧ g) (x) ≤ C ‖g‖L∞(Rn,Λn−ℓ)
~M∞,df(x),
from which we conclude directly by using Lemma 3.3 and Lemma 3.4. By
linearity we can assume that ‖g‖∞ = 1. In order to estimate M(f ∧ g)(x), we
have to consider∫
ϕx,tf ∧ g, ϕx,t(y) = t
−nϕ((x− y)/t).
Here ϕ is chosen smooth and supported in the unit ball as in (11). It is
sufficient to prove the existence of some uniform constant c such that cϕx,t g
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belongs to ~F∞x,d. This follows from the inequality
‖ϕx,t‖∞ + t‖dϕx,t‖∞ ≤ |B(x,t)|
−1.
Indeed, since g is closed, we have the equality d(ϕx,t g) = dϕx,t ∧ g and the
uniform norm of a wedge product is bounded by the product of norms.
This finishes the proof. 
5. BMO estimates
Let us first recall some facts on BMO(Rn) and weighted Hardy-Orlicz
spaces.
Given a continuous function P : [0,∞)→ [0,∞) increasing from 0 to∞ (but
not necessarily convex, P is called the Orlicz function), and given a positive
measurable function ω, the weighted Orlicz space LPω (R
n) consists in the set
of functions f such that
(51) ‖f‖LPω (Rn) := inf

k > 0 :
∫
Rn
P(k−1 |f |)ω(x)dx ≤ 1


is finite. The Hardy Orlicz space HPω (R
n) (resp. the local Hardy Orlicz space
hPω (R
n) is the space of tempered distributions f such that Mf (resp. M(1)f)
belongs to LPω (R
n). We will consider here the Orlicz space associated to the
function Φ(t) = t
log(e+t)
and the weight (log(e + |x|))−1, as mentioned in the
introduction. The space LΦω (R
n) is not a normed space. Let us state the
following properties of the function Φ and LΦω .
Φ(s + t) ≤ Φ(s) + Φ(t), for all s, t > 0.(52)
Φ(st) ≥ Φ(s)Φ(t), for all s, t > 0.(53)
Φ(st) ≤ s+ et − 1 for all s, t > 0.(54)
Φ(st) ≤ log(e+ d) (s+
1
d
(et − 1)) for all s, t, d > 0.(55)
The two first inequalities are elementary. The third one is given in [BIJZ]. For
d > 0, we write that Φ(d)Φ(st) ≤ Φ((sd)t), and use the previous one with sd
in place of s.
Next, by using the fact that Φ(4) > 2 and (53) we obtain the inequality
Φ
(
s+ t
4
)
≤
Φ(s) + Φ(t)
2
,
from which we conclude that
(56) ‖f + g‖LΦω (Rn) ≤ 4 ‖f‖LΦω(Rn) + 4 ‖g‖LΦω (Rn) .
We will also need the fact that products of integrable functions with functions
in the exponential class are in LΦ. More precisely, we will use the following
lemma, for B a ball with radius 1. It is a direct consequence of (55).
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Lemma 5.1. For c > 0 given, there exists C such that, for d > 0,
(57)
∫
B
Φ(|fg|)
dx
log(e+ d)
≤ C
∫
B
|f |dx+
C
d
∫
B
(ec|g| − 1)dx.
Our main theorem is the following.
Theorem 5.2. Let f ∈ H1d(R
n,Λℓ) and g ∈ bmo(Rn,Λn−ℓ) such that dg = 0,
then the product f ∧ g is in HΦω (R
n,Λn). Moreover, there exists a uniform
constant C such that
(58) ‖f ∧ g‖HΦω(Rn,Λn) ≤ C ‖f‖H1(Rn,Λℓ) ‖g‖bmo(Rn,Λn−ℓ) .
Proof. Recall that the wedge product f ∧ g is well defined in the distribution
sense for f ∈ H1d(R
n,Λℓ) and g ∈ bmo(Rn,Λn−ℓ). It is sufficient to have an a
priori estimate for g bounded, which we assume from now on. We also assume
that ‖g‖bmo(Rn,Λn−ℓ) = 1 and ‖f‖H1(Rn,Λℓ) = 1. Then, for x ∈ R
n and ϕ ∈ F∞x
supported in B(x, r), we have
(59)
∣∣∣∣
∫
(f ∧ g)ϕ
∣∣∣∣ ≤
∣∣∣∣
∫
f ∧
(
g − gB(x,r)
)
ϕ
∣∣∣∣+
∣∣∣∣
∫
f ∧ (gB(x,r)ϕ)
∣∣∣∣ ,
where
(60) gB(x,r) =
∑
I
(gI)B(x,r)e
I if g =
∑
I
gIe
I .
Let us first evaluate the second term of the sum (59). We have∣∣∣∣
∫
f ∧ (gB(x,r)ϕ)
∣∣∣∣ =
∣∣∣∣∣
∑
I
(gI)B(x,r)
∫
f ∧ ϕeI
∣∣∣∣∣
≤
(
1 +M(1)g(x)
)
~M∞(f)(x)(61)
where M(1)g(x) =
∑
I M
(1)gI(x)e
I , and for h ∈ L1loc(R
n) a scalar valued func-
tion,
(62) M(1)h(x) = sup


1
|B|
∫
B
|h(y)| dy, x ∈ B and |B| < 1

 .
Indeed, when r ≥ 1, the mean of g is, by definition of bmo, bounded by
‖g‖bmo(Rn,Λn−ℓ) = 1, while, for r < 1, it is bounded by the maximal function
related to small balls. For the first term, we proceed in the same way as for
bounded g. By John-Nirenberg Inequality, the form
(
g − gB(x,r)
)
ϕ satisfies
Condition (∗∗) for all q > 1 up to some uniform constant C. So, according to
Lemma 3.4, for q large enough,
(63)
∣∣∣∣
∫
f ∧
(
g − gB(x,r)
)
ϕ
∣∣∣∣ ≤ C ~Mqf(x).
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Taking in (61) and (63) the supremum over all ϕ ∈ F∞x yields
(64) M∞(f ∧ g) ≤ C
(
~Mq(f) +M
(1)(g) ~M∞(f)
)
.
The first term is in L1(Rn) under the assumption that f ∈ H1d(R
n,Λℓ) ac-
cording to Lemma 3.3. It remains to prove that the second term is in LΦω (R
n)
to conclude the proof of our theorem. Roughly speaking, this is the conse-
quence of the fact that the product of an integrable function with a function
in the exponential class is in the Orlicz space LΦ. Indeed, we recall that, by
John-Nirenberg’s Inequality, there exists c > such that, for each ball B,
∫
B
ec|g−gB|dx ≤ C.
The following lemma allows to have the same kind of estimate for M(1)(g) in
place of g.
Lemma 5.3. Let c > 0 fixed. Then there exists some uniform constant C such
that
(65)
∫
B
e
c
2 |M(1)(g)| ≤ C
∫
3B
ec|g|dx,
for every ball B with radius 1. The ball 3B is the ball with same center and
radius 3.
Proof. We have
(66)
∫
B
e
c
2 |M(1)(g)(x)|dx ≤ ec|B|+
∞∫
1
e
cs
2
∣∣{x ∈ B : M(1)(g) > s}∣∣ ds.
Let g1 = gχ3B, where 3B is the ball having same center as B, but with radius
3 times the one of B and χ3B is the characteristic function of 3B. It is easy to
see that for all s > 0, we have
{
x ∈ B : M(1)g(x) > s
}
⊂ {x ∈ Rn : Mg1(x) > s} .
Thus from the above inclusion and the weak type (1, 1) boundedness of the
Hardy-littlewood maximal function, we have
∣∣{x ∈ B : M(1)(g) > s}∣∣ ≤ |{x ∈ Rn : Mg1(x) > s}| ≤ C
s
∫
{|g1|> s2}
|g1(x)| dx
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with C independent of B and g, so that the integral in the second member
becomes
∞∫
1
e
cs
2
∣∣{x ∈ B : M(1)(g) > s}∣∣ ds ≤ C
∞∫
1
e
cs
2
s


∫
{|g|> s2}∩3B
|g(x)| dx

 ds
≤ C ′
∫
3B
ec|g(x)|dx
by using Fubini’s Theorem. We conclude for the lemma. 
Let us come back to the proof of Theorem 5.2. We write Rn as the almost
disjoint union of balls Bj =: B+j, with j ∈ Z
n, with B the unit ball centered at
0. We make use of Lemma 5.1 on each of these balls, with d := dj := (1+|j|)
−N ,
with N large enough so that
∑
d−1j < ∞ while ω(x) ≃ (log dj)
−1 for x ∈ Bj.
We recall that by assumption |g3Bj | ≤ C, since ‖g‖bmo(Rn,Λn−ℓ) = 1. So
(67)
∫
3Bj
ec|g(x)|dx ≤ C.
We finally have
(68)
∫
Rn
Φ
(
M(1)(g)(x) ~M∞(f)(x)
)
ω(x)dx ≤ C
∑
j∈Zn
∫
Bj
|f |dx,
from which we conclude that M(1)(g) ~M∞(f) has a bounded norm in L
Φ
ω (R
n)
because of the finite overlapping of balls Bj . By finite additivity (56) we have
‖M(f ∧ g)‖LΦω(Rn) ≤ 4C
∥∥∥ ~Mqf
∥∥∥
LΦω (R
n)
+ 4C
∥∥∥M(1)(g) ~M∞(f)
∥∥∥
LΦω (R
n)
so that
(69) ‖f ∧ g‖HΦω(Rn,Λn) ≤ C
for ‖f‖H1(Rn,Λℓ) = 1. 
We have as well the following theorem.
Theorem 5.4. Let f ∈ h1d(R
n,Λℓ) and g ∈ BMO(Rn,Λn−ℓ) such that dg = 0,
then the product f ∧ g is in hΦω(R
n,Λn). Moreover, there exists a uniform
constant C such that
(70) ‖f ∧ g‖hΦω (Rn,Λn) ≤ C ‖f‖h1(Rn,Λℓ) ‖g‖BMO(Rn,Λn−ℓ) .
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The key point is that again we only have to make use of M(1)g and not of
Mg. The only difference in the proof is the replacement of (67) by
(71)
∫
3Bj
ec|g(x)|dx ≤ C(1 + |j|)M
for some M > 0: use the well-known fact that g3Bj ≤ C log(1 + |j|).
The generalization of Theorem 5.2 to Hpω for p < 1 is direct from (64). Then
the product f ∧ g belongs to H
Φp
ω , with Φp(t) =
(
t
log(e+t)
)p
. Remark that, in
this case, the product of a function in bmo and a function in Hp does not make
sense as a distribution in general. But we can establish as above an a priori
estimate, which allows to give a meaning to the wedge product of two closed
forms.
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