Natural Computing (2019) 18:215-216 https://doi.org/10.1007/s11047-018-9717-7( 0123456789().,-volV) (0123456789().,-volV)
The International Work-Conference on the Interplay between Natural and Artificial Computation (IWINAC) is a bianual conference that was started by Professor José Mira in 2005. Its main focus is the study of the relationship between natural processes and computational models. Therefore, this conference tries to bring together researchers and practitioners from fields such as Electronic, Artificial Intelligence, Knowledge Engineering, Physics, Mathematics, Computation, Artificial Vision, Situated Robotics, Neurophysiology, Cognitive Science, Linguistics and Philosophy to exchange and put forward new ideas to shed some light on the following two questions: This special issue is focused in bio-inspired computer applications. In principle, it was intended for selected papers from the IWINAC 2017 conference held in A Coruña in June 2017. However, this time the special issue was open to external contributions as well. In all, eleven papers were submited and after a rigurous review process, five papers were finally accepted. These papers present contributions of bio-inspired techniques as neural computation, swarm optimization, evolutionary algorithms or local search to some complex problems in artificial vision, protein folding, machine learning, security and bussiness intelligence. These papers are the following: To reduce the execution time of metaheuristics, the authors propose to use fitness estimation as alternative to evaluate the actual fitness for every candidate solution. They argue that it would be possible evaluating the actual fitness of only some representative candidates and from this exact value estimating the fitness of the solutions that are close in the solution space. To make the estimations, they use machine learning techniques as affinity propagation and support vector regression. The proposal is evaluated on particle swarm optimization showing that it is possible to reduce the number of evaluations with reasonable worsening in the solution quality.
''New Perspectives on the Optimal Placement of
Detectors for Suicide Bombers using Metaheuristics'' by Carlos Cotta and José Enrique Gallardo. In this paper, the authors consider a model of suicide bombing attacks against specific targets and the problem of locating detectors of explosives in a given area. They model the problem in the framework of two competing agents: the attacker and the defender, and propose solving this problem with some heuristic and metaheuristics, namely greedy algorithm, hill climbing, local search (tabu search) and genetic algorithm. The paper presents a thorough experimental study on different scenarios inspired in three different contexts: old city, new city and a harbour. The analysis of the algorithms shows their performance on each one of these scenarios. The genetic algorithm being the outstanding approach. 4. ''KLN, a New Biological KonioCortex Based Unsupervised Neural Network: Competitive Results on Credit Scoring'' by Juan Fombellida, Irene Martín-Rubio, Andrés Luis Romera-Zarza and Diego Andina. In this paper the authors propose to use KLN (Koniocortex-Like Network) model for classification. KLN is applied to credit classification and evaluated on a set of instances taken from the ACAD (Australian Credit Approval Database) benchmark. The prototype implementation presented requires low number of iterations in the training process and at the same time produces results that are competitive with some stateof-the-art methods. 5. ''Automatically obtaining a cellular automaton scheme for modeling protein folding using the FCC model'' by Daniel Varela and José Santos Reyes. The authors consider the use of cellular automata for modeling the dynamic folding process, on the contrary to the traditional problem of optimization of the final protein folded conformation in an energy landscape. The cellular automaton that provides the folding is implemented by means of feed-forward neural nets (termed neural-CA), and is automatically obtained by Differential Evolution. The authors used the Face-Centered Cubic lattice model for protein representation, and the proposed method is evaluated across a set of 9 benchmark sequences, and compared to other methods in the literature, as well as to Simulated Annealing (SA). The results of this study show that neural-CA outperforms SA and that it may be competitive with other methods that only consider the prediction of the final folded conformation.
These five papers are good examples of successful application of bio-inspired algorithms to solve complex problems. We thank the authors for their contribution to this special issue and for their collaboration during the review process. Besides, we are very grateful to the anonymous reviewers for their constructive comments and suggestions, which helped the authors to improve their papers. We thank also the editorial staff of Natural Computing and the IWINAC organizing committees for making this special issue possible.
