Abstract-Partial distance search (PDS) is a method of reducing the amount of computation required for vector quantization encoding. The method is simple and general enough to be incorporated into many fast encoding algorithms. This paper describes a simple improvement to PDS based on principal components analysis (PCA), which rotates the codebook without altering the interpoint distances. Like PDS, this new method can be used to improve many fast encoding algorithms. The algorithm decreases the decoding time of PDS by as much as 44%, and decreases the decoding time of -trees by as much as 66% on common vector quantization benchmarks.
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I. INTRODUCTION
V ECTOR quantization is a popular and powerful method of compression. During encoding, the nearest neighbor in a codebook is found for each signal vector and the index of the nearest neighbor is used to encode, or represent, the signal vector. The most common measure of nearness is the Euclidean distance, or equivalently, the square of the Euclidean distance , where is the signal vector, is the th vector in the codebook, and is the dimension of the vectors.
Although vector quantization is theoretically a powerful method of compression, the large computational cost of finding the nearest neighbor during encoding imposes practical limits on the codebook size and the compression rate. In some applications, it is impractical to use a brute force approach of exhaustively calculating the distance to each vector in the codebook. This has motivated the development of many fast vector quantization encoding algorithms, which are also known as fast nearest neighbor algorithms in the literature.
A. Partial Distance Search
Cheng et al. originally proposed a method called partial distance search (PDS) 1 that has gained widespread acceptance as a more efficient method than the brute force method [4] . PDS consists of a simple modification to the way that distances are calculated. During the calculation of the distance sum, if the parManuscript received March 13, 2000 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. J. Apostolopoulos.
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1 Others have also proposed PDS independently [1] - [3] .
tial distance exceeds the distance to the nearest neighbor found so far, the calculation is aborted. This method substantially decreases the computation despite the added cost of performing a comparison for each element of the distance sum.
B. Previous Work
Many other encoding algorithms have been proposed to overcome the large computational cost of the brute force method. Each estimates a lower bound on the distance between the signal vector and a vector or set of vectors in the codebook. If the lower bound is greater than the distance to the nearest neighbor found so far, the point can be eliminated without explicitly calculating the distance to that point. When the bounding criteria fail, the fastest algorithms use PDS to calculate the true distance [5] .
This work describes how PDS can be improved by a principal component rotation (PCR) of the codebook. Other methods have incorporated PCR as part of their bounding criteria, but if the bounds are not satisfied, most of these methods revert to calculating the full distance in the original coordinates using either the brute force method or PDS [6] - [10] . PCR has also been reported to improve performance in a voronoi-based encoding algorithm, but this method did not use PDS or discuss the potential of PCR to increase performance in other encoders [11] .
II. CODEBOOK ROTATION
Principal components analysis (PCA) can be used to rotate the signal vector and code vectors without changing the interpoint distances. For example, if we represent the codebook as a matrix such that each row contains the transpose of a codebook vector, the singular value decomposition of this matrix can be used to find the principal directions in the matrix . Since is a unitary matrix, that is, , multiplying the signal vector and the codebook vectors by this matrix does not change the distance between them. Specifically
The matrix can also be calculated by an eigenvector decomposition of the correlation matrix . If the vectors in the matrix are arranged in order of decreasing singular values, this rotation causes the distance along the directions of largest variance to be calculated first. Thus, on average, the distance summations can be aborted more quickly than in the original coordinates. This new method is called rotated partial distance search (RPDS).
1070-9908/00$10.00 © 2000 IEEE A strong advantage of RPDS is that it can be incorporated into other fast encoding algorithms just like PDS. When the bounding criteria of the other methods fail, the true distance can be calculated using RPDS instead of PDS. PCR also improves the effectiveness of the bounding criteria of some encoders, which further decreases the average encoding time [11] .
III. PERFORMANCE
To determine how much principal component rotation improves performance of encoders in vector quantization applications, a range of different codebooks were constructed for two speech signals and two gray-scale images that are commonly used as benchmarks for vector quantization algorithms. 2 The codebooks were constructed using the clustering algorithm described by Franti et al. [12] .
For each codebook, the average encoding time was measured for the brute force method (Brute), PDS, and RPDS. To illustrate that RPDS can also be used to improve the performance of established fast encoding algorithms such as -trees [13] , the average encoding time was also measured for -trees with PDS (KD-PDS) and -trees with RPDS (KD-RPDS). 3 Table I shows the average encoding times for the speech signals calculated using 35 000 signal vectors, and Table II shows the average encoding times for the benchmark images "Lena" and "Baboon." 4 For the images, the average encoding times were calculated using 20 000 signal vectors for the 2 2 image blocks and 15 000 signal vectors for the 4 4 image blocks. In all cases, the signal vectors were taken from the original data sets used to construct the codebook.
The performance improvement of RPDS as compared to PDS ranged from slightly worse to more than a 65% decrease in encoding time. The performance was slightly worse for low-dimensional vectors due to the increased overhead of RPDS. The improvement was more dramatic in higher dimensions because the distance sums were larger, and there was greater potential decrease in encoding time from truncating the distance sums.
IV. DISCUSSION
In some applications, RPDS requires approximately twice as much storage as PDS because both the original codebook and the rotated codebook must be stored. Once the index of the nearest neighbor is found using the rotated codebook, the original vector is retrieved from the original codebook. This extra storage can be eliminated by storing only the rotated codebook and rotating the vector back to the original coordinates by a multiplication with . Since is unitary, . In most cases, the extra computation of this technique is negligible compared to the cost of finding the nearest neighbor. For vector quantization applications, this problem is averted entirely if the rotated codebook is stored by the transmitter, and the original codebook is stored in the receiver. Encoding algorithms is often part of the clustering algorithm used for codebook construction. Unlike most encoding applications, the codebook construction algorithms are sensitive to the amount of preprocessing required because during each iteration of the clustering algorithm, the data set changes and the preprocessing of the encoding algorithm must be repeated. PDS is one of the most popular encoding algorithms for codebook construction because it is substantially faster than the brute force method and does not require any preprocessing. RPDS is also an appealing algorithm for codebook construction because it is significantly faster than PDS, and the amount of preprocessing can be controlled by limiting the number of data set vectors used to estimate the principal components.
V. CONCLUSIONS This paper described how PDS, a general-purpose improvement to fast encoding algorithms, could be improved by a PCR of the codebook. The new method, called RPDS, was compared to PDS on several different vector quantization benchmarks. When used alone the reduction in average encoding time was as much as 44%. When combined with -trees the encoding time was decreased by as much as 66%.
