I. INTRODUCTION

L
INEAR filters have long been used in many signal and image processing applications. They can be easily analyzed and implemented. However, many noise contamination situations, such as impulsive, speckle, or signal-dependent noise, demand the use of nonlinear filters [1] , [2] . Several important nonlinear filter classes that have gained much popularity are classes based on positive (monotone) Boolean functions (PBFs), including the class of stack smoothers based on threshold decomposition and the recently introduced class of stack filters based on mirrored threshold decomposition [10] .
Stack smoothers [3] - [5] , which have been defined in the binary domain of threshold decomposition, have traditionally been referred to in the literature as stack filters, although, as detailed in [10] - [12] , they are limited to lowpass operations. In this paper, we denote these structures as "smoothers" to differentiate them from the more powerful stack filter structures defined in the binary domain of mirrored threshold decomposition. Stack filters based on mirrored threshold decomposition are much more versatile, being empowered not only with lowpass filtering characteristics but with bandpass or highpass filtering characteristics as well. Much like the stack smoother framework used in the definition of weighted order statistic (WOS) and weighted median (WM) smoothers, the new stack filter framework naturally leads to the definition of WOS and WM filters that admit positive and negative weights. Consequently, this allows such filters to possess arbitrary frequency-selective characteristics [11] , [12] .
To date, statistical analysis for stack-type filters has been limited to the case of stack smoothers [6] - [9] . In this paper, we develop statistical analysis tools for the more general class of stack filters, in particular, deriving the output distribution formula. This formula enables us to compute the cumulative distribution function of the output of any stack filter with a given input noise distribution, which is assumed to be i.i.d. The recently introduced analytical tool called the mirrored threshold decomposition [10] forms the basis of our derivation in that it permits us to analyze the input-output characteristics of the stack filter in the binary domain, despite the input and output signals being real valued. Subsequently, the sliding window operation of the stack filter is modeled by a deterministic finite automaton. The output distribution of the filter is obtained by interpreting the automaton as a Markov chain whose transition probabilities depend on the probabilistic description of the binary input signal resulting from the mirrored threshold decomposition operation.
As with stack smoothers, the output distribution formula for stack filters can play a key role in their statistical optimization. The output distribution of any stack filter can be obtained in terms of the input distribution, making it possible to optimize stack filters in the mean square sense [2] . In other words, the knowledge of the input distribution will allow one to find a stack filter or a set of stack filters that minimize the output variance, which, in turn, is a measure of the filter's noise attenuation capability. Thus, the statistical analysis tools derived in this paper will lead to new stack filter optimization methods that were previously available for stack smoothers only.
Section II introduces mirrored threshold decomposition and the new class of stack filters based on it. Section III is devoted to the modeling of the stack filter operation by a deterministic finite automaton and the derivation of the output distribution formula, which is stated as Theorem 4. An example illustrating the use of the output distribution formula is given in Section III-C. Finally, Section IV contains some concluding remarks.
II. MIRRORED THRESHOLD DECOMPOSITION AND STACK FILTER REPRESENTATION
Threshold decomposition provides the foundation needed for the definition of stack smoothers. The class of stack filters has been recently defined in a similar fashion through a more general threshold decomposition architecture referred to as mirrored threshold decomposition [10] . where denotes the one-to-one mapping provided by the mirrored threshold decomposition operation. Thus, the original integer-valued signal can be exactly reconstructed from its binary representation through the inverse process as (3) As an example, the representation of the vector in the binary domain of mirrored threshold decomposition is 
Since threshold decomposition is invertible, can be reconstructed from its binary representation as for
A. Stack Filters
The output of a stack filter is the result of a sum of a stack of binary operations acting on thresholded versions of the input samples and their corresponding mirrored samples. The stack filter output is defined by (6) where and , are the thresholded samples defined in (1) and (2) , and where is a -variable positive Boolean function (PBF) that contains only uncomplemented input variables in its minimal sum-of-products form.
Given an input vector , its mirrored vector , and their set of thresholded binary vectors , ; , , it follows from the definition of threshold decomposition that the set of thresholded binary vectors satisfies the partial ordering if That is, and stack, i.e., and if for all . Consequently, stack filtering of the thresholded binary vectors by the PBF also satisfies if
The stacking property in (7) ensures that the decisions on different levels are consistent. Thus, if the filter at a given time location decides that the signal is less than , then the filter outputs at levels and greater must draw the same conclusion. As defined in (6), stack filter input signals are assumed to be quantized to a finite number of signal levels. Following an approach similar to that with stack smoothers, the class of stack filters admitting real-valued input signals is defined next. Thus, given a positive Boolean function that characterizes a stack filter, it is possible to find the equivalent filter in the real domain by replacing the binary AND and OR operations acting on the s and s with max and min operations acting on the real-valued and samples.
III. OUTPUT DISTRIBUTIONS OF STACK FILTERS
A. Modeling Stack Filters By Deterministic Finite Automata
The automaton model that we will use to describe the operation of stack filters is commonly referred to as the Mealy machine [13] . We give its definition below.
Definition 3: A deterministic finite automaton (dfa) is a system in which is the input alphabet, is the output alphabet, is the set of states, and and are the transition and output functions, respectively.
A useful way to visualize a dfa is to draw its state transition diagram. We can draw a graph in which each state is represented by a vertex; if and , then there is an arrow from to over which we write . Let be the positive Boolean function describing the stack filter. Consider the binary signal obtained by thresholding the real-valued signal at level . With each binary vector , we will associate a state . The first state labels represent the contents of the filter's window at a given point in time at threshold . The second half of the state labels represents the mirrored real-valued samples thresholded at level . That is, and . Let us also suppose that the s are i.i.d. with cumulative distribution function . Let be the value immediately to the right of the filter window, that is, when the window slides by one sample to the right, will be in its right-most position. Furthermore, in favor of notational simplicity, let and . Thus, on any given threshold level , we can think of the pair as being the input to the automaton, even though there is only one real-valued input. Hence, the input alphabet consists of four symbols: 1) 2) 3) 4) We can now define the state transition function as (8) Finally, to complete the description of the stack filter operation using the dfa, we can define the output function as Thus, the output does not depend on the input value , and we can call the output of state . We now turn to the derivation of the output distribution formula for stack filters.
B. Derivation of the Output Distribution Formula
As there are four possible input values, we can proceed to compute the probability of each, and by doing so, we construct a Markov chain with the computed transition probabilities. From the definition of mirrored threshold decomposition, it follows that Pr Pr and for
Pr Pr Pr
However, to obtain the transition probabilities, we need to compute the joint probabilities
Pr for
Let us first consider Pr Pr
Since and are functionally related, all the probability masses are on the line . Thus, the joint distribution can be expressed in terms of . Two cases need to be distinguished, depending on whether is positive or negative. If is negative, then the probability mass is located on the line within the intersection of two half planes, namely, . This is illustrated in Fig. 1 , where the probability mass is located on the line between points A and B and is equal to . When is positive, it can easily be seen that no probability mass will be located in the intersection of the two half planes, and thus, the joint probability in (9) is equal to zero. Summarizing, we have
In a similar fashion, we can obtain the joint probabilities for the other three possible inputs. These probabilities are
The joint probabilities in (10)- (13) as functions of are shown in Fig. 2 , where is used. Let us denote the four functions in (10)- (13) by , , , and , respectively.
When the densities of the input random variables are symmetrical with respect to the origin, such as Gaussian, Laplacian, Cauchy, and Uniform densities with mean equal to zero, it follows that and . Using this fact, (10)- (13) As can be seen from (16), the inputs and are probabilistically indistinguishable. This can also be seen from Fig. 2(c) and (d) .
The above probabilities completely define the Markov chain that models the sliding window process. The total number of states is , and there are four possible transitions from each and every state with the probabilities in (10)- (13) . These probabilities uniquely specify the state transition matrix of the Markov chain. Then, by solving the equations and , where , we can obtain the steady-state probabilities for each state or, equivalently, the invariant distribution of the Markov chain. Summing up the probabilities over all states on which the function is equal to , we immediately obtain the output cumulative distribution function of the stack filter in question.
Unfortunately, solving for the row eigenvectors of is analytically burdensome when its dimensions are arbitrarily large (i.e., ), even though the matrix possesses a well-defined structure. A more intuitive method is afforded by the state labels themselves, which inherently capture a finite amount of memory of the Markov chain, that is, a state label gives us information about the last transitions that have taken place [see (8)]. Thus, if the process, which is in steady state, is stopped at a random point in time, the probability of finding it in any given state can be obtained by direct inspection of the state labels. For example, if the state is , we can conclude that the last three inputs must have been , , and , which occur with probabilities , , and , respectively. Consequently, the steady-state probability of that particular state must be equal to . Before stating the above results in a more formal manner, let us clarify some notation. Since and are binary variables taking values in , the operations of conjunction and complement are defined in the usual manner, having replaced 0 by and 1 by . That is, and . Moreover, for any two vectors, , and . Let be the Hamming weight of , that is, the number of elements equal to . Finally, let be a binary vector of length . Then, we have the following At this point, let us consider an example illustrating the application of the above Theorem.
C. Example
Suppose we wish to compute the output distribution of the stack filter defined by when the input variables are i.i.d. In the domain of real numbers, this stack filter can be expressed as Upon direct inspection of the above expression, it can be seen that the output of the stack filter is restricted to be non-negative, even though the inputs can take positive or negative values. To see this, suppose all four terms inside the operator are negative, and a contradiction will result. To compute the output distribution, we must first list the vectors on which . These vectors are given in Table I . The last column of the table shows the terms associated with each vector, which have been obtained using (17). Finally, the output cumulative distribution function of the stack filter can be obtained by summing all these terms, which results in Fig. 3(a) shows the input and output probability density functions, whereas Fig. 3(b) shows the input and output cumulative distribution functions for this example. Note that as expected, all output values are non-negative.
It is interesting to note that some states, such as in this example, have zero steady-state probability, as indicated by the sixth row in the table. The reason for this is that if , then Pr . On the other hand, if , then Pr [see (10) and (11)]. Thus, given any threshold , both events cannot occur. This can be stated more generally in the following Proposition 5: Let . If and , then, the steady-state probability for state is equal to zero.
IV. CONCLUDING REMARKS
The output distribution formula has played an important role in the statistical analysis of stack smoother properties. For instance, the so-called rank selection probabilities, which are probabilities that the output of the filter is equal to an input sample with a given rank, can be easily calculated by using this formula. In addition, the output distribution formula forms the basis of statistical optimization of stack filters. The rank selection probabilities can, in turn, be used to specify robustness constraints during the optimization stage.
The newly introduced class of stack filters is more general and powerful than the class of stack smoothers. In fact, a stack smoother is simply a stack filter whose PBF does not depend on the variables (i.e., they are fictitious). Consequently, the well-known output distribution formula for stack smoothers is a special case of the formula given in Theorem 4 . It should be mentioned that the usual approach taken for the derivation of the output distribution for stack smoothers, by partitioning the input space into disjoint events [2] , is not applicable to stack filters, which are based on mirrored threshold decomposition. This is because the input samples used by a stack filter are no longer independent. The "dynamic" approach, based on Markov chains, taken in this paper is more general, as it can serve as an alternate and straightforward method for deriving the classical output distribution formula for stack smoothers as well as for the recursive counterparts of these filters [9] , where the independence assumption is once again violated.
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