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I» INTRODUCTION 
A space X has the fixed point property if and only if 
every continuous mapping on X into X has at least one fixed 
point. 
Let (X,d) be a compact metric space with the fixed 
point property. Denote by X% the set of all continuous 
mappings on X into X metrized by setting p(f,g) = 
sup{d(f(x),g(x))|x e X}. (XX,p) is a complete metric space. 
Let p be a fixed point of f e X%. p is an essential 
fixed point of f if and only if corresponding to each 
neighborhood U of p there is an e > 0 such that if g e X% 
and p(f,g) < e then g has a fixed point in U. 
The concept of essentiality for a fixed point is a 
stability property which is analogous to the notion of a 
stable value for a function. See (3). The above definition 
is given by M. K. Fort, Jr. (l) in a paper published in the 
American Journal of Mathematics in 1950* Subsequently two 
other papers dealing with generalizations of this concept 
appeared in the literature, one in 1952 by Kinoshita ( 5 )  
and the other by O'Neill (7)• 
A problem in the theory of essential fixed points is 
to find conditions under which a mapping will have essential 
fixed points. Fort proves two existence theorems. The first 
states that if a mapping has a unique fixed point, then that 
2 
point is essential. By further restricting the space to be 
a topological n-manifold he shows that if the set of fixed 
points is totally disconnected then at least one fixed point 
must be essential. 
When a mapping has no essential fixed points it may 
have a component of its set of fixed points which has the 
property of being essential. A component C of the set of 
fixed points of f is essential if and only if corresponding 
to each neighborhood Û of C there is a neighborhood N of f 
such that if g e N then g has a fixed point in ÏÏ. Kinoshita 
proves that if X is an absolute retract (a homeomorphic image 
of a retract of the Hilbert cube and hence metric) then every 
continuous mapping on X into X has an essential component of 
its set of fixed points. 
O'Neill defines an essential set and considers mainly 
the problem of locating those sets which are essential with 
respect to a given mapping. If an essential set is a 
component of the set of fixed points then it is essential in 
the former sense. 
It is the purpose of this paper to show that results 
concerning essential fixed points and components can be 
obtained in the more general setting of a compact Hausdorff 
space. Use is made of the fact that the topology of a compact 
Hausdorff space is a uniform topology. It turns out that such 
spaces have enough structure to enable one to obtain, in some 
3 
cases, results just as strong as for metric spaces» 
Chapter III of this paper contains theorems giving 
conditions under which a mapping will have only essential 
fixed points. This study is motivated by Port's result that 
for a metric space such mappings form an everywhere dense 
set in X%. Also in this section an example is given of a 
non-metric compact Hausdorff space with the fixed point 
* s 
property. Two theorems relating to essential fixed points 
are proved for this space. In Chapter IV the result of 
Kinoshita is generalized to include a certain class of 
non-metric absolute retracts. The last section deals with 
the behavior of the mapping in the neighborhood of an 
essential component of the set of fixed points and the 
problem of recognizing essential fixed points and components. 
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lie PRELIMINARIES 
Throughout this paper use is made of the theory of 
uniform spaces. This chapter contains preliminary theorems 
and definitions which will be referred to in the following 
.chapters. With the exception of Definition 2.13,. Theorems 
2.14 and 2.15, this material can be found in chapters six and 
seven of Kelley, General Topology (4). Standard notation is 
* 
used throughout and in most cases agrees with that used by 
Kelley. As in Kelley, a neighborhood of x will mean a set 
containing an open set containing x. 
Definition 2.1: (i) Let X be a set. A relation U in X is a 
subset of X x x, or a set of ordered pairs (x,y). 
(ii) If U is a relation then the inverse of U is defined by 
the equation U-l = .{(x,y) | (y,x) « U}. 
(iii) If IT= U-1 then U is symmetric. 
(iv) If U and V are relations then their composition U«V is 
defined by the equation U»V = [(x,y)| for some z, 
(x,z) e V and (z,y) e U}. 
(v) The identity relation, or the diagonal, is defined by 
the equation A(X) = £(x,x)|x e X}. 
(vi) If A c X and U is a relation, then 
U[A] = (y|(x,y) e U for some x e A}. If A = {x}, then 
U[{x}] = U[x] = (y|(x,y) e U}. 
Definition 2.2: A uniformity for a set X is a non-empty 
family Ii of subsets of X x X, or relations in X, such that 
(i) each member of H contains the diagonal; 
(ii) if U c U , then U-l c VL ; 
(iii) if U tU, then V.V c u for some V e ZL ; 
(iv) if U and V are members of XL , then U H V c 
(v) if U e Zt and U c v c X x X, then V e ti. The pair 
(X, It ) is a uniform space. 
Definition 2.1: À subfamily B of a uniformity IL is a base 
for tt if and only if each member of t/. contains a member of 
B. 
Theorem 2.1: A family B of subsets of X x x is a base for 
some uniformity for X if and only if 
(i) each member of B contains the diagonal; 
(ii) if U e B, then U-l contains a member of B; 
(iii) if U e B, then V«V c u for some V « B; and 
(iv) the intersection of two members of B contains a member. 
Definition 2.4: If (X, &0 is a uniform space the topology 
of the uniformity Zt , or the uniform topology, is the 
family of all subsets T of X such that for each x e T there 
is a U c XL such that U[x] c T. 
Theorem 2.2: If B is a base for the uniformity 21 then for 
each x the family of sets U[x] for U e B is a base for the 
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neighborhood system of x. 
Theorem 2.1: If U is a member of the uniformity ZC , then the 
interior (in the product uniform topology) of U is also a 
member; consequently the family of all open symmetric members 
of ZL is a base for IL * 
Theorem 2*4: If U 6 is open in X x X, then for each x e X, 
U[x] is open in X. 
Theorem 2.5: If (X,^ ) is a compact regular topological 
space then the family of all neighborhoods of the diagonal is 
a uniformity for X and X is the uniform topology. 
Definition 2.4: If f is a function on a uniform space (X, Zi ) 
to a uniform space (Y, £/ ), then f is uniformly continuous if 
and only if for each V e V there is a U e such that 
(f(x), f(y)) e V whenever (x,y) e U. 
Definition 2.6: A net {Sn> n e D} in the uniform space 
(X, Ii ) is a Cauchy net if and only if for each member U e 
there is a member N e D such that (Sn, Sm) e U whenever n 
and m follow N in the ordering of D. 
Definition 2.7: A uniform space is complete if and only if 
every Cauchy net in the space converges to a point in the 
space. 
Definition 2.8: A uniform space (X, ) is totally bounded 
if and only if for each U e ZL there is a finite subset F of 
X such that U[F] = X. 
Definition 2.9: A net {Tm, m e E} is a subnet of a net 
{Sn, n e D} if and only if there is a function N on E with 
values in D such that 
(i) T = S*N, or equivalently, TJ, = S^ , for each i e E; 
and 
(ii) for each n e D there is m e E with the property that, 
if p > m, then Np > n. 
Theorem 2.6: A uniform space (X, ZL ) is totally bounded if 
and only if each net in X has a Cauchy subnet. 
Theorem 2.7: A uniform space is compact if and only if it 
is totally bounded and complete. 
Theorem 2.8: Let A be a compact subset of a uniform space 
(X, ZC)» Then each neighborhood of A contains a neighborhood 
of the form U[A] for some U e ZC* 
Let Y be a subset of a uniform space (X, Zi )e For each 
U e Zi , let U1 = U H Y x Y. The family of subsets 
{U C\ Y x Y|U e Zi) is a uniformity for Y. 
Definition 2.10: The uniformity (S = {U n Y x t|u e U] 
is called the relativization of 2/ to Y, or the relative 
uniformity for Y, and (Y, (f) is called a uniform subspace of 
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the space (X$ Zi)* 
Theorem 2.9: The topology of the relative uniformity C/ is 
the relative topology of ZC . 
Theorem 2.10: A uniform space is completely regular. 
Theorem 2.11: A uniform space is metrizable if and only if 
it is Hausdorff and its uniformity has a countable base. 
Definition 2.11: Let F be a family of functions on a set X 
to a uniform space (Y, W), For each V e CS let 
W(V) = {(f,g)|(f(x), g(x)) e V for each x e X}. 
Theorem 2.12: The family of all sets W(v) for V e (S is a 
base for a uniformity 11 for F. 
Definition 2.12: The family U = £W(V)|V e W] is called the 
uniformity of uniform convergence. The topology of ZC is-
called the topology of uniform convergence. 
A base for the neighborhood system of f e F is the 
family of sets W(V)[f] = £g|(g(x), f(x)) e V for each x e X). 
Theorem 2.11: Let F be the family of all continuous functions 
on a space X to a uniform space (Y, £Z), and let ZC be the 
uniformity of uniform convergence. Then the family F is 
closed in the space of all functions on X to Y, and conse­
quently (F, 'Zi ) is complete if (Y, (f) is complete. 
Let C(X) denote the set of all compact subsets of a 
uniform space (X,ZC)9 A topology for C(X) will be constructed 
which is analogous to the topology of the Hausdorff metric 
for metric spaces. 
Definition 2.11: For each U e 11, let 
M(U) = £ ( K , K f  ) e C(X) x C(X)|K' <= U[K] a n d  K c U[K']). 
Lemma 2.1: If U and V are in ti and U c v, then M(U) c M(V). 
Proof: Let (K, K') e M(U). Then K c u[K'] and K' c U[K]. 
Since U c v it follows that K' c v[K] and K c v[K]. Hence 
(K, K') c M(V). 
Theorem 2.1k: The family (M(U)|U e V. } is a base for a 
uniformity LT for C(X). 
Proof: The theorem will be proved by showing that the 
family £M(Û)} satisfies the conditions of Theorem 2.1. Let 
B(C(X)) denote the family (M(U)}. 
(i) For each U e 2/ and K e C(X), (K, K) c M(U) and hence 
each M(U) contains the diagonal. 
(ii) From the definition of M(U) it follows that (M(U))"1 = 
M(U) for each U til. Hence (M(U))"1 c B(C(X)). In 
fact each M(U) is symmetric. 
(iii) For each M(U) e  B(C(X)) it must be shown that there 
exists a M(V) such that M(V)«M(V) c M(U). Choose U and 
V in ZL such that V»V c u. Then 
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M(V)«M(V) = {(K, K")|for some K', (K, K')e M(V) and 
(K1, K") e M(V)J• 
(K, KM e M(V) implies that K c v[K'] and K' c v[K], 
Similarly (K', Kw) e M(v) implies"that K' c V[KW] and 
K" c V[K']. Consequently K c VV[K"] and K" c V'V[K]. 
Therefore 
M(V)*M(V) = {(K, K")|K c V.V[KM] and K* c V«V[K]} 
= M(V.V). 
Now V c v.V c x x X and by Definition 2.2 (v), V-V t il. 
By Lemma 2.1, M(V.V) c M(U) since V-V c u. Hence 
M(V).M(V) c M(U). 
(iv) Let U, V e Z i  . Then 
M(U) fi M(V) = {(K,K* ) | K c U[K'], K1 c U[K] and 
K c V[K'], K' c V[K]). 
C((K, K ' ) | K  c (U n V)[K'] and 
K* c (U n V)[K]}. 
= M(U n V) s B(C(X)). 
This completes the proof of the theorem. 
The base B(C(X)) for W is equivalent to a base for a 
uniformity 2^  constructed by Michael (6). in fact if only 
symmetric members of K. are used in the construction of 
these bases then they are identical. Michael proves the 
following theorem for C(X). 
Theorem 2.], 4: C(X) is compact Hausdorff if and only if X is 
compact Hausdorff• 
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III. ESSENTIAL FIXED POINTS 
Throughout this chapter, unless otherwise stated, X 
will be a compact Hausdorff space with the fixed point prop­
erty. Since a compact Hausdorff space is regular it follows 
from Theorem 2*5 that X is a uniform space with a uniformity 
1A consisting of all the neighborhoods of the diagonal. Let 
B(X) denote the set of all open symmetric neighborhoods of 
the diagonal. By Theorem 2.3 B(X) is a base for ZC and from 
Theorems 2.2 and 2.4 it follows that a base for the topology 
for X is the set of all open sets U[x], for U e B(X) and 
x e X. 
Let X* denote the set of all continuous mappings on X 
into X topologized by the topology of uniform convergence. 
See Definitions 2.11, 2.12 and Theorem 2.12. 
Definition 1.1: Let p be a fixed point of f c Xx. p is an 
essential fixed point of f if and only if corresponding to 
each neighborhood U of p there is a neighborhood N of f such 
that if g c N, then g has a fixed point in U. 
Let C(X) denote the set of all compact subsets of X. 
Let C(X) be given the topology of the uniformity defined in 
Definition 2.13. According to Theorem 2.15, with this 
topology, C(X) is à compact Hausdorff space. 
Definition 1.2: Let f « Xx. Define 
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P(f) = [x € Xjf(x) = x}. 
Theorem 1.1: For each f e XX, F(f) is a compact subset of X. 
This theorem is easily proved by showing that F(f) is 
closed in X. The compactness follows from the fact that a 
closed subset of a compact set is compact. 
Hence for each f e  Xx, F(f) e C(X) and F is a function 
on Xx into C(X). 
Definition 1.1: (i) F is upper semi-continuoué (USC) at 
f e Xx if and only if corresponding to each U e Zi there 
is a neighborhood N of f such that if g e N then 
F(g) c U[F(f)]. 
(ii) F is lower semi-continuous (LSC) at f e Xx if and only 
if corresponding to each U e 11 there is a neighborhood 
N of f such that if g c .N then F(f) c U[F(g)]. 
(iii) F is continuous at f e Xxif and only if corresponding 
to each neighborhood V of F(f) e C(X) there is a 
neighborhood N of f such that if g e N then F(g) e V. 
The straightforward proof of the following theorem 
will be omitted. 
Theorem 1.2: F is continuous at f e Xx if and only if F is 
ÙSC and LSC at f. 
ItfFinifl Irl * Let (X, ZC ) be a Hausdorff uniform space and K a 
compact subset of X. Let f be a continuous mapping on X into 
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X such that f(x) f x for every x e K. Then .there is a W e tC 
such that f (x) j; W[x] for every x e K. 
Proof: For every x e K there exist neighborhoods N(x) and. 
M(f(x)) such that N(x) C\ M(f(x)) = 0. Since f is continuous, 
for each x e K there is a' Ux e ZI such that Ux[x] c N(x) and 
f(Ux[x]) c M(f(x)). For each Ux choose a Vx e ZC such that 
VX*VX c ux. The collection £vx[x]} is an open cover for K 
and since K is compact there is a finite set x^ , xg, .., xn 
in K such that 
Choose W e ZC such that 
,cAv 
Let y e K. Then y e V„ [xk] for some k, 1 < k < n. Hence 
k 
W[y] c uXfc [xk] c N(xk) and f(y) e f(U^  [xk]) c M(f(xk)). 
Since N(xk) D M(f(xk)) = 0, f(y) ^  V[y]. 
Theorem 1.?: F is USC on XX to C(X). 
Proof : Let f e XX. Let U be an open set in X containing 
F(f). X- IT is a compact subset of a Hausdorff uniform space 
and hence by Lemma 3.1 there is a V € Zi such that f(x) If 
V[x] for each x c X - U. Choose V* e B(X) such that V1 <= v. 
Then f(x) ^ V'[x] and since V* is symmetric it is true that 
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x { V'[f(x)]. Choose g e  Xx such that g e  W(V')[f]. For 
each x e X - U, g(x) e V'[f(x)] but x  ^V'[f(x)] and 
consequently g(x) f x. Therefore g has no fixed point in 
X - U and it follows that F(g) c u. 
Theorem 1.4: Each fixed point of f e X* is essential if and 
only if F is LSC at f. 
Proof: Suppose that each fixed point of f is essential. 
If U e V, , choose V e B(X) such that V»V c u. For each 
p e F(f) there is a neighborhood Np of f such that if g e Np 
then g has a fixed point in V[p]. Since F(f) is compact 
there is a finite set p^ , pg, .pn in F(f) such that 
n n 
F(f) c V[p* ]. Let W = C\ N- . Let g e W. Then g has a 
1=1 . i=l Pi 
fixed point in each VCp^ 3• 1=1» 2, ..., n. For each 
P e F(f), p e V[pk] for some k, 1 < k < n, and there is a 
q e F(g) such that q e V[pk], By symmetry pk e V[q] and 
since VeV c u it is true that p « U[q]. Therefore every 
p e F(f) is in U[q] for some q e F(g) and so F(f) c U[F(g)]. 
Thus F is LSC at"f. 
Suppose now that F is LSC at f. Let W be a neighborhood 
of p e F(f). Choose U e B(X) such that U[p] c w. Since F is 
• ' ' \ 
LSC there exists a neighborhood N of f such that if g e N 
then F(f) c U[F(g)]. Hence p e U[q] for some q e F(g). By 
symmetry q ë Ù[p] c Vf smd so p is essential. 
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Corollary 1.1: Each fixed point of f e XX is essential if 
and only if F is continuous at f. 
Proof: If F is continuous at f then F is LSC by Theorem 
3»2 and by Theorem 3*4 each fixed point of f is essential. 
If each fixed point of f is essential then by Theorem 3*4 F 
is LSC at f. The continuity of F follows from Theorems 3*3 
and 3*2. 
Definition 1.4: Let U c B(X). Let A(U) be the set of all 
f e Xx such that for every neighborhood N of f and any 
V e B(X) there is a g e N such that V[F(f)] $ U[F(g)]. 
If F is not continuous at f e XX then F is not LSC at 
F in view of Theorem 3.2 and hence f is in A(U) for some 
U e B(X). The theorem and corollary following Lemma 3*2 show 
that F is not too badly discontinuous in the sense that if 
Û e B(X) the criterion of continuity relative to U is 
satisfied almost everywhere in Xx. 
Lemma 1.2: Let f e X* and U, V e B(X) such that V«V c u. 
Then there is a neighborhood N of f such that if g e N 
then V[F(g)] c U[F(f)]. 
Proof: Since F is IJSC at f there is a neighborhood N of f 
such that if g e N then F(g) c V[F(f)]. Let p e V[F(g)]. 
Then p e V[q] for some q e F(g) and q e V[r] for some r e 
F(f)• Since V«V c u it follows that p e V*V[r] c U[r]. 
Therefore V[F(g)] c U[F(f)]. 
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Theorem 1.4: For every U e B(X) the set A(U) is nowhere 
dense in Xx. 
Proof: The theorem will be proved by showing that A(U) is 
a closed set in Xx which contains no non-empty open set. 
Let f be a limit point of A(U) and V be any member of 
B(X). Choose V e B(X) such that W*W c v. By Lemma 3.2 there 
is an open neighborhood N of f such that if g e N then 
W[F(g)] c V[F(f)]. Let g e N /H A(U) and choose h e I such 
that V[F(g)] U[F(h)]. This is possible since g e A(U) and 
N is a neighborhood of g. Suppose now that V[F(f)] c U[F(h)]. 
Since W[F(g)] c V[F(f)] this would imply that W[F(g)] c 
U[F(h)] which contradicts the choice of h. Thus f e A(U) 
and A(U) is closed. 
Assume that A(U) contains a non-empty open set G. 
Choose a sequence [Vj] in B(X) such that Vi+i#^ i+l c vif 
i = 1, 2, and c u. Choose a point in G and call 
it f^ . By Lemma 3.2 and Definition 3*4 there exists a point 
f2 e G such that V2[F(f2)] <= VxCFt^ )] and Vï[F(fi)] $ 
UCFtfg)]. In general if f^  has been chosen, select fj+i such 
that Vi+1[F(f1+1)3 c Vj[F(fi)] and V^ F(f^ ] f U[F(f1+1)]. 
Suppose now that Vj[F(fj)] c UfF(fi)] for j < i. Since 
Vi-l[F(fi_l)] c ' = Vjn[P(fj+i)] c Vj[F(fj)3 this would 
imply that Vi_i[F(fjL„1)3 c U[F(f^ )3 which contradicts the 
choice of the f^ . It is also true that Vj[F(fj)3 c V^ [F(fj)3 
and hence Vi[F(fj)3 $ U[F(f^ )3 for j < i. It now follows 
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that F(f j) V^ [F(fj)] for j < i. For suppose that for some 
j < i, F(fj) c V1CF(fi)3. Since VyVi c U this would imply 
that V^ [F(fj)] c Ù[F(f^ )] which contradicts the fact that 
Vi[F(fp3 4- XJ[F(fi53 for j < i. Assume now that the sequence, 
or net, £F(fi}, 1} (where I denotes the positive integers) 
has a Cauchy subnet {Tq, E}. Then since e B(X) there is a 
p e E such that (Tm, Tn) e M(V%) whenever m, n > p. Choose 
n > p. By Definition 2.9 Tn = F(f^ ) where Nn e I and there 
is a q e E such that s > q implies that Ns > Nn. But given 
q, n e E there exists m e E such that m > q and m > n > p. 
Hence Nm > Nn and (F(f^ ), F(f^ ) = (Tm, T%) c M(^ ). This 
implies that F(f^ ) c V^ CFtf^ )] and contradicts the fact 
that for j < i, F(fj) <(: Vi[F(fi)]. Consequently the sequence 
£F(fi)} has no Cauchy subnet which in view of Theorem 2.7 
contradicts the total boundedness of C(X). Therefore A(U) 
contains no interior points and the theorem is proved. 
Corollary 1.2: Let U e B(X). The set of all f e Xx for 
which there is a neighborhood N such that g e N implies that 
F(g) c U[F(f)] and F(f) c U[F(g)] is everywhere dense in Xx. 
Proof: Let f e Xx - A(U). Since F is USC there is a 
neighborhood N'of f such that F(g) c U[F(f )] if g e N. 
Suppose that for every neighborhood N1 of f there is a 
g' e N' such that F(f) $ U[F(g)]. Then for any V e B(X), 
V[F(f)] $ U[F(g)] which implies that f e A(U) and contradicts 
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the fact that f e X* - A(U). Hence there is a neighborhood 
M of f such that if g e M then F(f) c U[F(f)] and 
F(f) c U[F(g)]. Since Xx - A(U) is everywhere dense the 
corollary follows. 
If X is metric Fort's (1) result that the set of 
mappings all of whose fixed points are essential is dense in 
Xx follows from the fact that X is a uniform space whose 
uniformity has a countable base {U^ }, i = 1, 2, 3, • ••• The 
points of discontinuity of F are then contained in 
c e  
U A(Uj). Since Xx is a complete metric space the 
1=1 
complement of this countable union of nowhere dense sets, 
consisting of the points of continuity of F, is dense in x\ 
The result follows from Corollary 3*1* In view of Theorem 
2.11 a generalization using this method does not seem possible 
if X is compact Hausdorff. 
However the next theorem and corollary show that for a 
given U e B(X), mappings which have essential fixed points 
or all of whose fixed points are essential can, under certain 
conditions, be found in XX - A(U). 
Theorem 1.6: Let U e B(X) and f e Xx - A(U). If p is a 
fixed point of f and no other fixed point of f is in U[p], 
then p is essential. 
Proof: Since f e Xx - A(U) there is a neighborhood N of f 
such that for g e N it is true that F(g) c U[F(f)] and 
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F(f) c U[F(g)]. By hypothesis U[p] P) [F(f) - {p}] = 0 and 
since these sets are closed there is a V* e B(X) such that 
V'[F(f) - Cp}] O U[p] = 0, Let VT be any neighborhood of p. 
Choose U1 c B(X) such that U'[p] c w and U1 c v1. Since F 
is USC there is a neighborhood N' of f such that g e N* 
implies that F(g) c U,[F(f)]. Let g e N O N1. Then 
F(g) c U1[F(f)] and F(f) c U[F(g)]. Hence there is a point 
q e F(g) such that p e U[q] and by symmetry q e U[p]. Since 
F(g) c U1[F(f)] q must be in U'[x] for some x e Flf). But 
U'[x] H Û[p] = 0 for x e F(f) - £p} since U'[x] <= V'[xj. 
Therefore x = p and q e U'[p] c vf. It follows that p is 
essential. 
Corollary 1.1: If f c  XX - A(U) and if for each p e F(f) 
U[p] contains no other fixed points of f then the fixed points 
of f are all essential. 
As a consequence of the compactness of F(f) a mapping 
satisfying the condition of Corollary 3*3 can have only a 
finite number of fixed points. 
In some cases fixed points of g "close" to essential 
fixed points of f inherit the property of being essential. 
Theorem 1.7: Let U e B(X) and f e XX. If p is an essential 
fixed point of f then there is a neighborhood N of f such 
that if g c N has only onè fixed point q e U[p], then q is 
essential. 
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Proof: Choose a neighborhood W of p such that W c U[p]. 
Since p is essential there is an open neighborhood N of f 
such that if g e N then g has a fixed point q in W. Suppose 
that q is the only fixed point of g in u[p]. Then F(g) - (q) 
and W are disjoint closed subsets of X and there is a 
V e B(X) such that V[F(g) - {q}] f) W = 0. Let W* be any 
neighborhood of q. Choose V* e B(X) such that V1 c v. and 
V'[q] c W\ Let N1 be a neighborhood of g such that h1 e N* 
implies that F(h') c 7'[F(g)]. Let h e N D Nf. It follows 
that F(h) c V'[F(g)] and that h has a fixed point r in W. 
Now r must be in V'[x] for some x e F(g). Suppose 
x e F(g) - {q}. Then r e V'[F(g) {q} j• But since 
Y'[F(g) - £q)] H W = 0 this contradicts the fact that r e W. 
Hencè r e V'[q] c w1 and so q is essential. 
Theorem 1.8: Let p1# p2, ...» pn be essential fixed points of 
f e Xx. There exists a neighborhood N of f such that if g e N 
has exactly n fixed points then they are all essential. 
Proof : Choose U e B(X) such that U[p^ ] A U[pj] = 0 for 
i t j» i» j = 1» 2, ..., n. Since the p^  are all essential 
it is possible to find a neighborhood N of f such that if 
g e N then g has a fixed point in each U[pjJ. Suppose g e N 
has exactly n fixed points. Then each U[pjJ contains one and 
only one fixed point of g and as a consequence of Theorem 3.7  
each fixed point of g must be essential. 
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To establish theorems showing the existence of 
essential fixed points it is usually necessary to put further 
restrictions on the space X. However for every compact 
Hausdorff space with the fixed point property the following 
theorem is true. 
Theorem 1.9: If f has a unique fixed point p then p is 
essential. 
Proof: Let V be a neighborhood of p. Choose U e B(X) 
such that U[p] c w. Since F is USC there is a neighborhood 
N of f such that if g is in N then F(g) c U[F(f)] = U[p] c w. 
Hence p is essential. 
Let E(a,b) denote a compact connected Hausdorff space 
with exactly two non-cut points a and b. E(a,b) can be 
simply ordered and the order topology on E(a,b) is the same 
as the given topology. Since E(a,b) is compact Hausdorff 
this topology is the uniform topology. Let B(E) denote a 
base for the uniformity for E(a,b). Assume that a < b in the 
order on E(a,b). A discussion of this space is found in 
Hocking and Young (2, p. 52). 
The following lemma can be proved using the fact that 
the Dedekind cut theorem holds in E(a,b). 
Lemma 1.1: E(a,b) is locally connected. 
Lemma 1.4: Let U be a connected subset of E(a,b). Let f be 
a continuous mapping on E(a,b) into E(a,b). If there are 
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points 1 and r in U such that f(l) < 1 and f(r) > r, then 
there is a point p e U such that f(p) = p. 
Proof: If f(l) - 1 or f(r) = r then there is nothing to 
prove. Assume therefore that f(x) f x for each x e U. Let 
L(f) = £x e U|f(x) < x} and E(f) = (x e Ujf(x) > x}. L(f) 
and B(f) are non-empty since 1 e L(f) and r e B(f). 
Furthermore L(f) D B(f) = 0 and from the continuity of f 
it follows that L(f) and B(f) are open. The assumption that 
f(x) f x for x « U implies that L(f) U B(f) = U. But this 
contradicts the connectedness of U and hence there is a point 
p e U such that f(p) = p. 
Theorem 1.10: E(a,b) has the fixed point property. 
Proof: Since f(a) > a and f(b) < b the theorem follows 
from Lemma 3.4. 
Theorem 1.11: Let f be a continuous mapping on E(a,b) into 
E(a,b). Let p be a fixed point of f. 
(i) Suppose p f a,b. If every connected neighborhood of p 
contains points 1 and r such that f(l) < 1 and 
f(r) > r then p is essential. 
(ii) Suppose p = a (respectively, b). If every connected 
neighborhood U of a(b) contains a point l(r) such that 
f(l) < 1 (f(r) > r) then p is essential. 
Proof of (i): Let V be a neighborhood of p. By Lemma 3.3  
there exists a connected neighborhood V1 of p such that 
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V1 C v. By hypothesis there exist points 1 and r in V' such 
that f(l) < 1 and f(r-) > r* Choose neighborhoods M of f (l) 
and N of f(r) such that for every x c M, x < 1 and for every 
x e N, x > r. Choose U and U' e B(E) such that U[f(l)] c m 
and U'[f(r)] c N. Let U" = U f) U' and g e W(U")[f]. Then 
g(l) e Uw[f(l)] c M, g(r) e U"[f(r)] c N and it follows that 
g(l) < 1 and g(r) > r. By Lemma 3.4 g has a fixed point in V 
and so p is essential. The proof of (ii) is similar. 
Theorem 1.12: Let f be a continuous mapping on E(a,b) into 
itself. If the set of fixed points of f is totally discon­
nected then at least one fixed point is essential. 
Proof• Let A = {x|f(x) > x} and B = {x|f(x) < x}. Suppose 
A = 0. Then f(a) = a and every neighborhood of a contains 
points of B such that f(x) < x since F(f) is totally discon­
nected. By Theorem 3.11 (ii) a is essential. Suppose A f 0. 
Then A has a least upper bound p which must necessarily be 
* 
a fixed point of f. If p = b then every neighborhood of P 
contains points of A and again by Theorem 3.11 (ii) p is 
essential. Ifp^ b then every neighborhood of p must 
contain points of A and points of B which are not fixed. By 
Theorem 3*11 (i) p is essential. 
The "long line" (2, p. 55) is a specific example of a 
non-metric space to which Theorems 3«10, 3*11 and 3*12 apply. 
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IV. ESSENTIAL COMPONENTS 
Let X be Euclidean and f e X*. If C is a component of 
F(f) Eind contains more than one point then O'Neill (7) shows 
that no proper subset of C is essential. Since an essential 
fixed point is an essential singleton set in the sense of 
O'Neill's definition it is easy to find mappings which have 
no essential fixed points. A simple example is obtained by 
taking the identity mapping on a Euclidean n-cell. 
Mappings which have no essential fixed points may 
however have a component of its set of fixed points which has 
the property of being essential in the following sense* 
Definition 4.1: let f c XX. Let C be a component of F(f). 
C is an essential component of F(f) if corresponding to each 
neighborhood U of C there is a neighborhood N of f such that 
if g e N then g has a fixed point in U. 
The result obtained in this chapter is that for a 
certain class of spaces, including non-metric spaces, every 
self mapping f has at least one essential component C of 
F(f). This generalizes a result of Kinoshita (5) for 
separable metric spaces. 
Definition 4.2: Let E be a non-empty indexing set. For each 
a e 2, let I& be the unit interval. The product HI*, a e 2, 
with the product topology, is called the Tychonoff cube. 
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Denote this space by T. 
For each x e T, x is an a-tuple x = {xg}, where a e E 
arid Xa e I». 
Definition 4.1: Let A be a finite subset of E and 6 a real 
number such that 0 < 6 < 1. Define 
U(A,6) = {(x,y) € T x T| |x@ - y&| < 6, for each a e A}. 
The family {U(A,6)} for Acs, ô e (0,1], is a base for 
a uniformity for T consisting of open symmetric neighborhoods 
of the diagonal. Denote this base by B(T). The neighborhood 
system at x e T is the family of subsets 
U(A,6)[x] = (y|(x,y) e U(A,6)J 
= {y| |xo - ya|< 6, for each a e A). 
With this topology T is a compact Hausdorff space. 
The following theorem is due to Tychonoff (9)• 
Theorem 4.1: The Tychonoff cube has the fixed point property. 
Definition 4.4: A subset A of a space B is a retract of B 
provided that there is a continuous mapping r of B into A, 
such that r(x) = x for each x e A. The mapping r is called 
a retraction. 
Definition 4.5 and Theorem 4.2 can be found in a paper 
by Saalfratik (8) in which he develops a theory of retracts 
for normal Hausdorff spaces. 
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Definition 4. S: A space A is called an absolute retract (AH) 
provided it is a normal- Hausdorff space and for every 
topological image of A such that A1 is a closed subset of 
a normal Hausdorff space M, it is true that A^  is a retract of 
M. 
Theorem 4.2: À necessary and sufficient condition for a 
space to be an AH is that it be homeomorphic to a retract of 
some Tychonoff cube. 
Since T is compact it follows that every AH is 
compact. 
Definition 4.6: Let X be a compact Hausdorff space with the 
fixed point property. X has property F1 if and only if every 
continuous mapping on X into X has at least one essential 
component of its set of fixed points. 
Theorem 4.1: Property F' is invariant under retraction. 
Proof: Let X have property F1 and Y be a retract of X 
under a retraction r. Let f be a continuous mapping on Ï 
into Y. Then fr is a continuous mapping on X into X and 
since X has property F', F(fr) contains an essential compo­
nent C. The mapping fr maps X into Y and hence F(fr) c Y. 
In fact, F(fr) = F(f) and C is a component of F(f). Let U be 
a neighborhood of C in Y. Then there is a neighborhood U1 of 
C in X such that U' O Y = U. Since C is essential there is 
a neighborhood N of fr e X% such that if g* e N then g1 has a 
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fixed point in U1. Choose V e BfX) such that W(V)[fr] c N. 
Let g e Yy such that g e W(VV)[fj, where V' = V H Y x Y is 
a member of the relative uniformity for Y. (See Definition 
2.10). Consider now the mapping gr e X*. Let x e X - Y 
and let r(x) = y e Y. Then gr(x) = g(y) e V'[f(g)] c 
V[f(y)] = V[fr(x)]. Similarly if x e Y, then" 
gr(x) = g(x) e V'[f(x)] c V[f(x)] = V[fr(x)]. 
Hence gr e W(V)[fr] c N. Consequently gr has a fixed point 
p in U1. Moreover since gr maps X into Y, p e 17 c Y. Now 
gr(p) = p and since r(p) = p it follows that g(p) = p. 
Therefore C is an essential component of F(f) and Y has 
property F*. 
Theorem k.k: Property F1 is invariant under a homeomorphism. 
Proof: Suppose X has property F*. Let h be a homeomorphism 
on X to Y and-let f e Y^ . Then h'lfh is a continuous mapping 
on X into X and since X has property F', F(h'lfh) contains an 
essential component C. Since h"lfh(C) = C it follows that 
f(h(C)) = h(C) and that h(C) is a component of F(f) in Y. 
Let U be a neighborhood of h(C) in Y. Then h~l(Ù) is a 
neighborhood of C in X. Since C is essential with respect to 
h""lfh, there is a neighborhood N of h"lfh e x\ such that if 
g e N then g has a fixed point in h-l(U). Since property F1 
is defined only for compact Hausdorff spaces it follows that 
Y is also compact Hausdorff and that h is a uniform homeo-
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morphism. Let B(Y) denote a base for the uniformity for Y. 
-Choose a V e B(X) such that W(V)Ch-1fh] c N. Since h"1 is 
uniformly continuous there is a V1 e B(Y) such that 
(x,y) e V* implies that (h-1(x), h"l(y)) e V. Choose g e YY 
such that g e W(V')[f] and consider the mapping h-1gh e X^ . 
For each x e X, h(x) e Y and (fh(x), gh(x)) e V'. Hence 
(h"^ fh(x), h~lgh(x)) e V which implies that h"^ gh c 
¥(V)[h-1fh]. Therefore h-1gh has a fixed point p in If^ tU). 
Since h-1gh(p) = p it follows that gh(p) = h(p) where 
h(p) e U. Therefore g has a fixed point in U and h(C) is an 
essential component of F(f). Consequently Y has property F1. 
Before proving that the Tychonoff cube has property 
F1 it is necessary to have the following theorems and lemmas. 
* * 
Theorem 4.4: If C is a compact component of a locally compact 
Hausdorff space S, and U is an open set containing C, then S 
is the union of disjoint open sets M and N such that C c M c u, 
The proof of this theorem can be found in Wilder 
(10, p. 100). 
Lemma 4.1: Let K be a closed subset of a compact Hausdorff 
space X. Let C be a component of K and U an open set 
containing C. Then U contains an open set V containing C 
such that the boundary of V does not intersect K. 
Proof: Since K is closed it is a compact Hausdorff subspace 
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of X. Let C be a component of K and U c x an open set 
containing C. Assume that the boundary of U contains points 
of K. H' = II O K is an open set in K containing C. According 
to Theorem 4.5 there exist sets M and N open in K such that 
C c M c u», M n N = 0 and K = M UN. In X, M and N are 
r- - closed and disjoint and hence there are disjoint open sets 
V and V such that M c v and New. Since C c M c v and 
M c u' c u, v H U is an open set in X containing C whose 
boundary contains no points of K. For suppose that the 
boundary of V O U contained a point p e K. Then p would 
have to be a point of N in V which is not possible since 
N c w and W n V = {f. 
The next theorem is found in Hocking and Young 
(2 ,  p. 36) .  
Theorem 4.6: Let nx@ and HYa be two product spaces over the 
same index set A, and let fa be a continuous mapping on X@ 
into Ya for each a e A, Then the mapping f(x) = y, x = (xa), 
y = {fa(x@)} is continuous. 
Definition 4.7; (i) Let M = ((x,y) e T x T|xa + ya < ls 
a e S}. Let (x,y) e M. Define 
x + y = {xa + ya3i a ® 
(ii) Let a e I = {x|0 < x < 1}, x e T. Define 
a.x = {a XflJ, a e 2. 
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Lgipffla lfrT?rî (i) is a continuous function on M into T. 
(ii) is a continuous function on I x T into T. 
The proof of the lemma follows from Theorem 4.6. 
Kelley proves the following theorem (4, p. 91). 
Theorem 4.7: A function f on a topological space to a 
product space e A} is continuous if and only if the 
composition P&.f is continuous for each projection P@. 
Lemma 4.1: Let f and g be in TT and a,b e 1^ . If for each 
x € T, a(x)»f(x) + b(x)*g(x) e T, then the function h defined 
by h(x) = a(x)*f(x) + b(x)«g(x) is in TT. 
Proof: Let G be a function on T into I2 x T2 defined by 
G(x) = (a(x), b(x), f(x), g(x)). Let F be a function on 
I2 x T2 into T defined by F(p,q,y,z) = p.y + q«z. F is 
continuous since "+" and are continuous by Lemma 4.2. 
Since the compositions Pi*G = a, Pg'G = b, P^ *G = f and 
P4*G = g are continuous it follows from Theorem 4.7 that G 
is continuous. Now h can be written as the composition of 
the functions F and G, and consequently h is continuous. 
Theorem 4.8: The Tychonoff cube has property F1. 
Proof: Let f e TT. Let F(f) be decomposed into 
components C%, a e r, such that F(f) = U Cg, a e T. Each 
Ca is compact and Ca H Cp =0 if a ^  p. Assume that no C% 
is essential. Then for each Ca there is a neighborhood Ua 
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such that every neighborhood of f contains a mapping ga which 
has no fixed point in Ua. According to Lemma 4.1 there 
exists a neighborhood U'a for each C@ such that U'@ c ua and 
such that the boundary of U'a does not intersect F(f). Since 
F(f) is compact it is possible to select a finite set 
i = 1, 2, ..., n, which covers F(f). It follows that each 
Ca c U'ei c Uài for some i, 1 < i < n, and in particular 
C@i c U'a^  c Ua^ . Now define 
= P(f) fi and 
- p(f) n [Û^ - - U Uej]; i = 2, 
Each F^  is closed and F^  H Fj = 0 for i ? j. Hence there 
exist open sets and W^ , i 5 1, 2, ..., n, such that 
Fi c c c V^  c U'a and such that 
vi H Vj. = 0 for i f j. 
Since f has no fixed points in the compact subset 
n 
T - U according to Lemma 3.1, there is a U(A,6) e B(T) 
i=l 
n 
such that (x,f(x)) £ U(A,6) for each x e T - U VT.. Since 
1=1 
Cat c Fj, c Vi c Ua^ , it is possible to find a g± e W(U)[f], 
where U = U(A,6), such that gj_ has no fixed point in Vi. 
Since U and T - U Vi are closed disjoint subsets of a 
i=l i=l 
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normal space there is a continuous function a on T to I such 
n n 
that a(x) = 0 on U W< and a(x) = 1 on T - U V*. Let 
1=1 i=l 1 
b(x) = 1 - a(x). A mapping g e will now "be constructed 
which has no fixed point in T. 
Define 
n 
g(x) = f(x) for x e T - U V4 ; 
i=l 
= gi(x) for x e ; and 
~ a(x)*f(x) + b(x)*gi(x) for x e . 
For convenience let f(x) = {x'a}, g%(x) = {x^ } and 
g(x) = {x#<x) t & e E. With this notation the last equation 
can be written as 
g(x) = £xwa) = {a(x) x'a + b(x) x3^ }. 
By construction and in view of Lemma 4.3 g is continuous 
on T into T. It remains to be shown that g has no fixed point 
in T. 
n 
f has no fixed point in T - U and g^  has no fixed 
1=1 
point in i = 1, 2, ..., n. Hence from the definition of 
g, g has no fixed points in those regions. For each 
n __ 
x g U [Vi - Wi], it will now be shown that 
1=1 
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(g(x)$ f(x) e U(A,6) and since (x, f(x)) $ U(A.ô), it will 
follow that g(x) f x in this region and hence in T. Let 
x e Vi - Vi« For each a e A, 
lx"a " x'al = |a(x) x'a + b(x) x^  - x'a| 
= b(x)|x'a - x*al 
< | x'a - x^ -a I < 6» 
The last inequality follows from the fact that 
(gi(x), f(x)) c U(A,ô), i = 1, 2, ..., n. Consequently 
n 
(g(x), f(x)) e U(A,6) for x e U [V, - Wi] and in view of 
1=1 . 
the above discussion g has no fixed point in T. This 
contradicts the fact that T has the fixed point property and 
therefore the assumption that no Ca is essential if false. 
Theorem 4.9: Every AB has property F'. 
Proof: Let A be an AH. Then by Theorem 4.2 A is 
homeomorphic to a retract A% of T. From Theorems 4.7* 4.3 
and 4.4 it follows respectively that T, A^  and hence A,have 
property F*. 
Let X be a compact Hausdorff space with the fixed 
point property. Then the following theorem holds. 
Theorem 4.10: Let f e Xx. If F(f) is connected then 
F(f) = C is an essential component. 
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Proof g Let U be a neighborhood of G» By Theorem 2.8 
there is a V e B(X) such that V[C] c u. Since F is USC there 
is a neighborhood N of f such that if g e N then F(g) c 
V[F(f)] = V[C]. Hence C is essential. 
If C = {p} then this theorem reduces to Theorem 3»9» 
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V. LOCAL STUDY OF ESSENTIAL COMPONENTS 
Various theorems in the preceding chapters have been 
established giving sufficient conditions for existence of 
essential fixed points or components. However when a 
mapping has more than one component in its set of fixed 
points these theorems are of no use in determining those 
components which are essential. It is therefore desirable 
to have theorems which may be used to prove essentiality by 
examining the behavior of the mapping in a neighborhood of 
the component. One such theorem follows. 
Theorem 4.1: Let X be a compact Hausdorff space. Let 
f e X* and C be a component of F(f). If every neighborhood 
U of C contains an open neighborhood V of C such that 
V c U, V has the fixed point property and f(V) c v, then 
C is essential. 
Proof: Let U be a neighborhood of C. Choose an open 
neighborhood V of C such that V c u and such that V has the 
fixed point property. Since f(V) c v there is a U* e B(X) 
such that U'[f(V)] c v. Choose g e X* such that g e V(U')[f]. 
Then g(x) e Û'[f(x)] for every x e X and hence g(x) e 
U'[f(V)] for x e V. Consequently g(V) c U'[f (V)] c v and 
since V has the fixed point property, g has a fixed point in 
V and hence in U. Therefore C is essential. 
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Note that in Theorem 5«1 X is not required to have the 
fixed point property and it is necessary for g to be "close" 
to f only on V and not on the whole space. For many spaces 
the essentiality of a component of the set of fixed points 
depends only on the nature of the mapping in a neighborhood 
of the component. O'Neill (?) proves that this is the case 
if X is a polyhedral space. Hence it is true if X is 
Euclidean. The next theorem shows that the Tychonoff cube 
has this local property. 
Theorem 4.2: Let C be a component of F(f), f e T^ . Let U 
be an open neighborhood of C and let g e T^  agree with f on 
U. Then C is an essential component of F(g) if and only if 
C is an essential component of F(f). 
Proof: Let U be an open neighborhood of C and let f = g 
on U. C is a component of F(g). For suppose C c c' where 
C' is a component of F(g). Then U contains fixed points of 
g which are not fixed points of f and contradicts the fact 
that f = g on U. 
Assume that C is essential with respect to f but 
inessential with respect to g. Then there is an open set U' 
containing C such that every neighborhood of g contains a 
mapping which has no fixed point in U'. Let V be an open 
neighborhood of C such that V c u D u'. Since C is essential 
. < 
with respect to f there is a neighborhood N of f such that if 
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f* e N then f1 has a fixed point in V. Choose V* = 
V1(A,6) e B(T) such that W(V')[f] c N. Choose h e TT such 
that h e W(V')[g] and such that h has no fixed point in U'. 
Let a e IT such that a(x) = 0 for x e V and a(x) = 1 for 
x e T - U D U1. Let b(x) = 1 - a(x). Construct a mapping 
h* as follows: Let 
h'(x) = f(x) for x e T - U D U1 ; 
= h(x) for x e V ; and 
= a(x)ef(x) + b(x)*h(x) for x e U D Ur - V • 
By construction and Lemma 4.3» h' e T^ . Furthermore, 
as in the proof of Theorem 4.7, it can be shown that 
hf 0 W(V',)[f]. Hence h1 must have a fixed point in V. But 
h* = h on V and h was chosen with no fixed point in U\. 
Since V c U1, h' has no fixed point in V which contradicts 
the essentiality of C with respect to f. Thus C is an 
essential component of F(g). 
A similar argument shows that if C is essential with 
respect to g then it is also essential with respect to f. 
In conclusion an example is given of a mapping f e TT 
which has two fixed points. It is shown that one is 
essential and the other inessential. The following lemmas 
are used in the proof. 
Lemma 4.1: Let h be a mapping of EX@ onto HY@, a e E, 
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defined as follows: For each a e 2, let h& be a homeomorphism 
of onto I<x« Then h is a homeomorphism. 
Proof: h is continuous by Theorem 4.6.. Let x and y be in 
T and suppose that h(x) = h(y). Then h@ (x&) = h@ (ya) for 
each a e 2 and since h@ is one to one it follows that x^  = 
y& and that x = y. Hence h is one to one. h"^  is defined 
by h"^ a on Ia to Since h"^ a is continuous for each a, 
again by Theorem 4.6, h"^ - is continuous. Therefore h is a 
homeomorphism. 
Lemma 4.2: Let x e T and V be a neighborhood of x. Then 
there is a U = U(A,6) e B(T) such that Û[x] c v and ÏÏ[x] 
has the fixed point property. 
Proof: Choose U = U(A,6) e B(T) such that U[x] c v. Let 
I
'a = Cya e Ia| |ya - x^ | < 6, a e A}. Then 
U[%] = Cy| Iy» - xal < ô, a e A] = N I' x N ig . 
aeA ae2-A 
Define a mapping h on T onto U[x] as follows: For each 
a E A, let h@ be a homeomorphism of la onto I'a. If a e 2 - A, 
let ha be the identity on Ia. Then 
h(T) - n . I'a x n Ia = U[x] and by Lemma 5*1» h is a 
aeA ac2-A 
homeomorphism. Since the fixed point property is a 
topological property it follows that U[x] has the fixed point 
property. 
39 
Examples Let f be a mapping on T into T defined as 
follows. For each a e 2, let f@ be defined by fg(x^ ) = x2a. 
By Theorem 4.6 f is continuous. Let 0 denote the point 
x = {xqJ e T such that x*j •= 0 for each a e 2. Let 1 denote 
the point x e T such that x& = 1 for each a e 2. Then it is 
clear that f(0) = 0 and f(l) = 1. According to Theorem 4.7 
at least one of these fixed points must be essential. 
Let V be a neighborhood of x = 0. Then by Lemma 5.2 
there is a If/= U(A,ô) e B(T) such that UfO] c v and U[0] has 
the fixed point property. Assume that 6 < 1. Let y e U£0]. 
Then ya < 6 < l, a e A. If ya f 0, then fa(ya) = 
y2a < Y* S 5. If ya = 0, then fa(0) = 0 < 6. Hence for 
each a e A, fg(ya) < 6 and therefore f(y) e U[0] and so 
f(U[0]) Rj[0]. From Theorem 5»1 it follows that x = 0 is an 
essential fixed point of f. = 
Choose U = U(A, 1/2) e B(T) and let U[l] be the 
corresponding neighborhood of x = 1. For eâch X, 0 < \ '< 1, 
define a continuous mapping on T into T as follows. For each 
a e 2, let ga(xa) = (l - X)x2a. The only fixed point of 
each g& is x% = 0 and hence it is true that the only fixed 
point of g% is x =0. Let N be any neighborhood of f. Then 
there is a U' = U'[A', 6'] e B(T) such that W(U')[f] c N. 
Choose g^  such that X < 61. Then for each a e A% 
I&&(%%) - fa(xci)| 88 1(1 - X)x2a - x2a| = Xx2a < X < 6» . 
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Hence g% e W(U')[f] but g^  has no fixed point in U[l] since 
x = 0 {: U[l], Therefore for every neighborhood N of f there 
is a g% e N such that g^  has no fixed point in U[l], Hence 
x = 1 is an inessential fixed point of f. 
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