Abstract-This paper develops an analytical model for a residential microgrid (RMG) under a collaborative environment. The model assumes that the RMG community is under a social agreement referred to as Collaborative Consumption. The model includes a framework for RMGs using a unique method of demand response based on the particular characteristics of residential loads. Residential loads are categorized into three types based on their necessity and reschedulable ability. Consumers assign priority to their appliances. Then, the microgrid informs consumers about their real-time consumption and economic benefits associated with their participation in collaborative consumption. Accordingly, consumers can evaluate suggested alternatives prior to using appliances and consequentially make better decisions. Finally, the effects of model parameters on profit maximization are studied. The results of this paper estimate the economic benefits within a collaborative environment.
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I. INTRODUCTION
T ECHNOLOGICAL advancements in modern telecommunications, efficient renewable energy generations, and energy-dense storage devices have transformed the conventional electricity grid into a smart, reliable, and more efficient system. Microgrid, as a small-scale realization of such a vision, presents great potential to develop a collaborative environment where all generation, storage, and consumption units cooperate in overall performance enhancement and achieve in cost optimization. However, the coordination among distributed energy resource (DER) units and loads within a residential microgrid (RMG) to improve the wide area optimization and achieve greater savings is one of the missing elements of previous studies. An intelligent distributed autonomous power systems microgrid is suggested as a market-based approach for such a problem [1] . The connection among neighboring buildings and their energy resources forms a RMG, which creates new opportunities to improve electricity grids from the users' viewpoint and shape new market [2] .
Some studies have investigated social-based challenges and opportunities of distributed generation in smart grids such as community engagement of residence and their social acceptance [3] - [5] . There are also studies that have developed a social-based collaborative framework for demand response of smart grids by maximizing the utility functions of users and their costs [6] , [7] . However, giving the ability to a set of users in a microgrid with specific characteristics to participate in the market as a player requires an innovative framework. In this case, an optimal energy schedule can be obtained through maximizing the profit, which is the difference between selling and buying electricity. We will explain later in this paper how this goal could be achieved by rescheduling lower priority demand and increasing the available inventory by different techniques such as buying energy during off-peaks. These all indicate the necessity of developing an advanced framework for capturing these features of upcoming grids. Accordingly, collaborative consumption (CC) is used in this regard, which is a social-based agreement framework and has been studied by Botsman and Rogers [8] for nonelectricity markets to shape demand response and, thus, mitigate over-production and over-consumption. Potential advantages of this framework have been investigated in [9] to solve operational, tactical, and strategic problems. However, application of this framework in microgrids is still open to research.
The literature suggests that electricity consumers are willing to participate in a load rescheduling program to a certain degree as long as their cooperation is monetarily compensated [10] . Direct load control, where the utility is given full control over specific load types, has been studied by Ramanathan and Vittal [11] , Salehfar and Patton [12] , Ruiz et al. [13] , and Chu et al. [14] . Although some models of direct load control have minimized the consumers' discomfort, it is unsatisfactory to consumers because of the loss of full load controllability. Moreover, some of these studies considered consumers' preferences in their framework, but they assumed that the existing demand levels are predetermined and consumers have no flexibility to assign priority into their appliances [15] . Furthermore, instead of considering a top-down control approach in which each user has a consumption limit and should meet that consumption level [6] , consumers would likely prefer a framework in which there is no mandatory limit on users' consumptions, and they have the ability to assign priorities to their demand based on their convenience. Therefore, it is of paramount value to explore a comprehensive solution that offers rescheduling of certain load types, while providing consumers with satisfactory controllability.
In addition, there are some studies that investigated optimal load control by dividing residential loads into two categories-reschedulable or nonreschedulable [16] - [18] . Indeed, they treated all schedulable loads the same without considering specific characteristics of residential loads. Alternatively, the optimization model in this paper is formed and calibrated based on the nature of residential loads in terms of their controllability [19] and categorizes the reschedulable loads into sub groups based on their controllability. Furthermore, this paper assumes the users are in a collaborative microgrid, which gives them the ability to participate in the electricity market as a market player, rather than to assume customers are simple individual users, as in previous studies on optimal load control [17] , [18] .
Furthermore, Kulvanitchaiyanunt et al. [20] studied some new features of future grids such as the taking advantage of low market price, demand satisfaction from both renewable resources and battery charge, and battery limitations in their developed model for plug-in hybrid electric vehicle charging stations. However, user collaboration, multiple demand types, and capturing costs associated with scheduling demand have not been considered. Therefore, the proposed framework in this paper considers conditions of a RMG in a collaborative environment while consumers demand are scheduled based on users priorities and residential load characteristics. The contributions of this paper are highlighted below.
1) Propose a new approach toward active consumer participation in the electricity market. Specifically, a community-based social framework among residents, so-called CC, is applied in a microgrid for the first time in order to study financial incentives for shifting consumer behavior from passive consumers to active consumers who collaborate together to participate in the supply side of the electricity market. 2) Provide a convenient and dynamic method of load rescheduling based on users' preferences and load characteristics. 3) Define a controllability index for the microgrid to analyze the microgrid performance based on different levels of consumer flexibility. 4) Materialize different parameters on consumers' benefits as well as consumers' responses to the market in a collaborative environment. 5) A waiting term in the cost function to penalize distribution delays for different load types. This paper proposes a general framework for RMGs to examine the effects of different load types on consumer benefits in a collaborative environment. Herein, consumers assign a priority to each appliance. Accordingly, a central controller finds an optimal response time for each load. Thus, it provides full load controllability from the consumers' perspectives while compensating their contribution in the rescheduling program.
In general, the potential financial benefits can come through two main techniques: demand rescheduling and using DERs. There are some papers that applied either one or both of these techniques [6] , [7] , [32] , [33] . Besides applying these two techniques on a RMG in a collaborative environment, we also studied the idea of giving the ability of buying energy from main grid or other suppliers such as wind farms and selling the energy back to the main grid during peak periods. Combining the demand response in terms of load rescheduling with using DERs and ability to sell/buy energy as a player in the market together makes this paper different than existing research. By segmenting the acquired financial benefit into these three features, we will show the importance of them individually. As stated by Kamgarpour et al. [31] , developing a simple model for controlling loads which adequately captures the behavior of loads is still a main challenge while the accuracy of results may drop down by adding heterogeneous parameters. Thus, we have conducted some analyses to assess individual contribution of the main parameters like market price variations, charging efficiency, and control level on the acquired profit under a comprehensive framework.
From a modeling perspective, as previously mentioned, existing literature includes models for demand response [17] , [18] as well as control models that sell electricity back to a main grid [20] . However, we are unaware of models that integrate both of these components, which are unique and appropriate to the proposed framework of CC within a RMG. In addition, we have included experimental results quantifying the value of both of these features of the proposed framework and demonstrate that their combination provides the greatest benefit to the consumers.
The rest of this paper is organized as follows. Section II reviews the fundamentals of CC. RMG in a collaborative environment is modeled in Section III. The proposed framework and numerical simulations are provided and discussed in Section IV, where the impacts of the most important parameters on the solution have been demonstrated through analysis. Section V summarizes the results and introduces opportunities for furthering this paper.
II. COLLABORATIVE CONSUMPTION FRAMEWORK CONCEPTS
The approach to demand control in this paper has two essential characteristics that differentiate it from other studies. First, using a network-driven technology in which users integrate their resources in collaboration, which is called CC. The next one is the use of a priority-based scheduling method based on grid characteristics in an integrated environment.
A. Collaborative Consumption
Currently, end-users participate in the market just as consumers and are unable to contribute to the supply side of the market. Fortunately, existing technology enables end users to be involved in the market both as a consumer and a supplier. This technology also facilitates communication and interaction between users such as customer-customer and customersupplier relationships instead of the one-sided relationship between consumers and utilities. As Botsman and Rogers [8] stated, sharing and collaboration are happening at a scale never before seen with having their own economy and culture. They asserted that smart grid and real-time technologies are achieved to remove high consumption by creating new systems based on shared usage by increasing usage efficiency, reducing waste, and eliminating over production/consumption [8] . However, certain issues prevent establishing such collaboration. First, consumers have concerns about sharing their resources and information. For example, they would likely need to understand the general protocol or agreement among consumers and how they might benefit from such collaboration.
CC will be explained in this section since it has not previously been applied in microgrids. Belk [21] defined CC as a network-driven technology, in which one or more consumers integrate their resources in collaboration with others to co-create value and contribute to meaningful service for the benefit of themselves or others, and it has the following principles: belief in the commons, critical mass, trust among strangers, and idling capacity [8] .
1) Principle I-Belief in the Commons:
In a collaborative environment, consumer behavior reflects not only such individual expressions but also the efforts by people to engage in joint activities with others [22] . Residents have more economic incentives to generate more energy and to reschedule their consumption, which improves their belief in the local community.
2) Principle II-Critical Mass: This principle implies that the microgrid has to include an adequate number of consumers and suppliers. Under this principle, a huge number of consumers come together on the supply side of the electricity market, thus removing the separation between consumers and suppliers in the current market.
3) Principle III-Trust Among Strangers: In every collaborative system, participants benefit from their collaboration level, which is closely tied into their trust level. Since users are residential neighbors in the studied microgrid, residents become more involved in cooperation by seeing their profit associated with their contribution. Moreover, in such framework, there are no issues related to misusing private information, since the microgrid central controller is the only node in charge of data acquisition. However, it publicizes some general information, which all other individuals would have access to.
4) Principle IV-Idling Capacity:
Like other service networks, electricity grids have some periods in which generation is greater than demand, and there is unused capacity, which is called idling capacity. Utilization of idling capacity has been employed in small-size applications for some industries by using captive power plants [23] . This extra generation can be stored in the storage systems and then will be used in later periods.
B. Priority-Based Scheduling
Demand-side management techniques have been developed for many reasons, such as reshaping load curves, and reducing peak demand. These techniques include a variety of methods from technical to behavioral solutions in order to modify consumption and also improve the reliability of electricity grids. An appropriate technique should improve both energy consumption and also provide economic incentives for consumers. In the proposed framework, priority-based scheduling provides both of the aforementioned improvements by enabling the central controller to control prioritized loads. First, it enhances the load profile by scheduling lessprioritized loads to later periods based on consumer priorities and upcoming prices. Then, it gives incentives to consumers who participated in the scheme while CC is the universal agreement among users. The central controller receives load priorities in the beginning of each period from all users and then schedules the loads.
C. Residential Load Types
Residents postpone their consumption based on two things: the necessity of services and the amount of incentives they receive. For the first one, residential loads can be divided into classes with similar necessities. During on-peak periods, even a small percentage of reduction in usage could change cost considerably without hurting consumer satisfaction. A suitable way for grouping residential loads in terms of consumer needs is important for the success of the proposed method. Some researchers have asserted that home appliances can be categorized into three main groups based on their ability to be rescheduled [19] . Specifically, these categories are:
1) nonreschedulable usage and service loads; 2) reschedulable usage loads; 3) reschedulable usage and service loads. 1) Nonreschedulable Usage and Service: Some appliances are not deferrable to later periods such as lights, refrigerators, and televisions, since they provide necessary and uninterruptible services for users. Based on some studies, nearly 28% of each electricity bill belongs to this type of load [24] . Since their deferment may cause a reduction in their quality, these loads are considered "first priority loads" in the developed priority-based scheduling method.
2) Reschedulable Usage: This type of load includes home appliances that use thermal storage, such as water heaters, space heaters, and air conditioners. Because of the use of thermal inertia, these loads are deferrable to near future periods and still provide acceptable comfort. They form approximately 60% of residential usage [24] . Since their consumption could be held until near future periods, they assumed to be "second priority loads."
3) Reschedulable Usage and Service: The next group of loads corresponds to appliances that provide deferrable services for residents including dishwashers, ranges, and clothes washers and dryers. Most consumers do not need them immediately, so these loads are considered "third priority loads."
By default, all of the loads that belong to the same group have equal priority based on their necessity and ability to be rescheduled. However, each resident can assign his own priority. For instance, one user can assign first priority to all loads if he needs all of his demand to be satisfied immediately. Therefore, the central controller receives two pieces of information from each device in every period: the load priority and the energy usage. The load priority is a dynamic value that is assigned to a load based on the user's need. Users also can assign the above suggested priorities based on the load type rather than their need. For example, if a user needs her dishwasher urgently she could assign first priority to it, instead of assigning the device second or third priority and possibly waiting for a longer period.
Finally, since future prices will be provided for consumers in advance, the central controller may safely use this data for optimizations.
III. RMG MODEL
In this section, the operation and model of the proposed framework will be explained. The program runs every 15 min, which equals to one period. The central controller receives aggregated demand for each priority and future prices in the beginning of each period. Loads are scheduled within a predetermined maximum scheduling horizon depending upon the load priority. Although it is assumed that second and third priority demands are interruptible, the model could be modified for uninterruptable loads. In a collaborative environment, consumers have agreed to the scheduling horizon.
A. Grid Control Level
Microgrids can have different mixes of demand priorities. A simple measure of a microgrid's control over the demand is control level, denoted by ϕ. Let θ 1 , θ 2 , and θ 3 be the total amount of first, second, and third priority load in kW, respectively. Then, control level ϕ is defined as the summation of controllable loads (second and third priority loads) divided by the total incurred load as
The control level alters between zero, in which the central controller has no control, and one, in which the central controller has the flexibility to delay all of the demand. When the control level is close to one, the central controller can sell larger amounts of electricity generation to the main grid rather than supply its internal demand if the market price is attractive. When the control level is close to zero, the controller should use most of its generation for supplying the requested demand. In this case, consumers have assigned first priority to most of their appliances and have disregarded the advantages of load scheduling.
B. Problem Formulation
The proposed framework aims to balance demand satisfaction and maximize profit by finding an optimal solution. The objective function has three parts: a real-time function (RT κ ), a short-term function (ST κ ), and a waiting cost function (W κγ ). Moreover, a microgrid's supply consists of inventory from a battery, direct supply (generation that bypasses a battery system), and potentially generation from a main grid [20] . It will be shown later how this separation improves the efficiency of energy delivery depending on the charge and discharge rates of the battery. The direct supply includes all of the internal resources, such as those from micro turbines, small-sized wind generators, and solar cells, at the current period. The battery inventory is the available amount of energy in the storage systems from different sources such as stored energy or purchased electricity from previous periods.
The real-time function represents costs associated with selling and buying electricity in each period. It sums these amounts from the current time to the end of the largest scheduling horizon. The real-time function is modeled as
where C κ and B κ representing the selling price to the grid and buying price from the grid, respectively, in time period κ. These two prices can also be equal. Here, x κ and R κ represent the amount of electricity that is sold to the main grid from the direct supply and inventory, respectively, and y κ denotes the amount of electricity that microgrid buys from the main grid in time period κ and τ represents the current period as well. The real-time function covers demand balance from the current time period κ to the next H periods in which prices are determined and fixed. For the remaining periods in the scheduling horizon (T), the short-term function is equal to
In all of the equations including (3), a hat over the parameters indicates a forecasted value. Moreover, the scheduling horizon should be decomposed into the real time and forecasted components. Forecasted amounts are generated from the following period until the end of the time horizon.
Some researchers have applied a waiting cost function to capture costs associated with rescheduling loads [16] . The waiting cost function has to capture specific features of the developed framework, such as prioritized loads. Therefore, Z 2 and Z 3 have been used in order to represent the waiting cost values related to second and third priority loads. The waiting cost function is assumed to be an increasing function with respect to the duration of waiting, and it can be modeled as
where T 3 denotes the scheduling horizon for third priority demand, which is equal or greater than the scheduling horizon for second priority demand (T 3 ≥ T 2 ). Here, the first subscript (κ) is used for capturing the incurred period, and the second subscript (γ ) is used for showing the supply period. Finally, DD 2 and DI 2 symbolize the amount of second priority demand that is supplied from direct supply and inventory, respectively. Similarly, DD 3 and DI 3 represent the amount of third priority demand that is supplied from the direct supply and inventory. Together, (2)- (4) form the objective function of the load scheduling problem as shown below
The load scheduling problem also has the following constraints. One set of constraints is the transition of inventory from one period to another. As mentioned earlier, the storage system holds the inventory in batteries. Since the battery has different charging and discharging efficiency, these efficiency rates should be captured in the inventory transition formula. The inventory transition can be modeled as
where I κ denotes the inventory level of the microgrid in time period κ, and BC κ represents the battery charge in period κ.
Here, DI κ symbolizes the total amount of first, second, and third priority demand that is pulled from the inventory in each period and the discharging efficiency is captured by e d . Moreover, there is also an upper and lower limit for the inventory level depending on the reliability and quality of receiving services. There are some technical constraints such as maximum capacity of battery that determine the total capacity of the inventory. Therefore, the next constraint is
Moreover, the battery charge comes from different resources, and it could be modeled as
Here, W κ and S κ represent the total wind and solar generation respectively, and G κ denotes the total amount of generation from other resources such as micro turbines. Also, charging efficiency is symbolized by e c , and DD κ models the total amount of first, second, and third priority demand that is pulled from the direct supply in the time period κ.
There is also a technical limit on the storage rate of battery depending on the battery type. Therefore
where C r is the nominal charging rate of the battery times the duration of each period. After formulating the inventory transition and battery charge, the remaining part of the model is demand balance. The demand side consists of three different load types, and each of them could be supplied either from the inventory or direct supply. First priority demand is equals to
According to constraint (10), the amount of first priority demand in the current period (D 1 τ ) is equal to the portion of first priority demand that is supplied from the inventory (DI 1 τ ) plus the amount of first priority demand that is supplied from the direct supply (DD 1 τ ). After formulating the first priority demand balance constraints, the next step is modeling the lower priority demands. These equations are different from (10) since the central controller could reschedule the incurred second and third priority demands into future periods. Therefore, the second priority demand constraint can be modeled as
According to (11) , the incurred second priority demand in the current period should be supplied within the next T 2 periods, either from direct supply or inventory. Here, DI 2 τ γ and DD 2 τ γ denote the portion of second priority demand that is incurred in period τ and would be supplied in period γ from the inventory and direct supply, respectively. Therefore, the incurred second priority demand (D 2 τ ) in the current period is equal to the summation of its supplied portions in the next T 2 periods from the inventory and direct supply.
Moreover, third priority demand has constraints similar to second priority demand. Therefore, (11) can be modified as
Here, DI 3 τ γ and DD 3 τ γ denote the portion of third priority demand that is incurred in period τ and is supplied at γ from the inventory and direct supply respectively, and D 3 τ represents the incurred third priority demand in the current period. According to (12) , the incurred third priority demand (D 3 τ ) in the current period is equal to the summation of its supplied portions in the next T 3 periods from the inventory and direct supply.
As mentioned previously, the central controller supplies three different types of demand in each period from the inventory and direct supply, including all of the first priority demand and some portion of the lower priority demand in the current period plus the demand that has been incurred in previous periods and scheduled for the current period. Therefore, the total amount of energy that the microgrid pulls from the inventory in each period is given by the following constraint set:
As stated in constraint set (6) , DI κ symbolizes the total amount of first, second, and third priority demands that is pulled from the inventory in period κ. Constraint set (13) can be modified to model the total amount of energy that the central controller pulls from the direct supply as below
Again, DD κ is the total amount of first, second, and third priority demands that is pulled from the direct supply in period κ. The next element of the left-hand side is the total second priority demand incurred in the previous T 2 periods and scheduled to be supplied from direct supply in period κ. The third term of the left-hand side is the total amount of third priority demand incurred from the previous T 3 periods and rescheduled to be supplied from the direct supply in period κ.
Similar to constraint set (9), there is a limit on the maximum amount of electricity that can be supplied from the inventory as given by
According to constraint set (15) , the amount of energy that is pulled from inventory and sold to the grid in each period κ is equal or less than the charging rate of the battery multiplied by the discharging efficiency.
Finally, the last constraint set models the termination conditions for the inventory level. Specifically
According to constraint set (16), the inventory level returns to its current level after passing the scheduling horizon (T), which is typically equal to 24 h. Consequently, if the controller begins scheduling from midnight, the inventory returns to the same level tomorrow at midnight.
As Conejo et al. [17] stated on the demand response problem for a household, simplicity of the model and incorporating it into a linear programming algorithm is an advantage, since it can easily be integrated in the energy management system (EMS) system. Indeed, what mainly distinguishes between different frameworks are their accuracy, adaptability, and results rather than their complexity. Here, the proposed framework needs to be run every 15 min, so the formulation has many variables and several constraints, such as demand, inventory, and battery charge constraints. Therefore, using a more complex algorithm for this number of variables and constraints would affect the ability of the controller to respond to changes. Thus, the problem is modeled as a linear program, so it can be incorporated in the existing EMS in a real-time environment. Later, it will be shown in Section IV how the framework has achieved this criteria. 
IV. NUMERICAL SIMULATIONS AND RESULTS
A. Demand-Side Parameters
There are some parameters on the demand side that should be defined prior to solving the optimization problem. First, the program runs every period (15 min) and the scheduling horizon (T) is equal to 24 h or 96 periods. Moreover, scheduling horizons can be determined either by controller or consumers based on load characteristics and price patterns.
Prioritized loads would be rescheduled into short-term periods or long-term periods within their scheduling horizons if the rescheduling is economically feasible.
In the studied case, the primary scheduling horizons are determined based on the observed short-term and long patterns in the average electricity price profile, which reflects market response in different seasons [25] . Indeed, during onpeak hours, which rescheduling is economically beneficial, it usually takes less than 4 h for the price to decrease moderately and less than 12 h to decrease drastically. Thus, the primary scheduling horizons for the second and third priority demand are assumed to be 4 and 12 h. It is assumed that the studied microgrid consists of 1000 houses in Central Florida with the aggregated load profile including load types starting at midnight is shown in Fig. 1 [26] .
B. Supply-Side Parameters
The RMG uses small wind turbines, micro turbines, and solar cells. It also has been assumed that the microgrid has the Scheduling horizon (Quarterly periods) Fig. 2 . Quarterly aggregated renewable generation profile for 1000 residents.
following installation and associated investment. Each user has a small size lead-acid battery with e c = 0.789 and e d = 0.85. The battery costs users around $350 and is about 80 kg in weight [27] . Each building has two installations of 59 m 2 of a lossless solar hydrogen energy system [28] . Fig. 2 shows quarterly aggregated wind and solar generation profiles [29] . Although a microgrid has no control over the generation of renewable resources, it can schedule the generation of nonrenewable resources such as micro turbines whenever it is economically feasible.
Therefore, the central controller makes these types of decisions using the optimization algorithm, including how much energy should be generated from micro turbines, how much energy should be bought from or sold to the main grid, and how much energy should be stored as inventory in battery systems.
C. Demand Response
Prioritized loads come into the microgrid central controller every period (15 min), and they will be satisfied in regard to maximize profit. Demand can be supplied either from the inventory or direct supply, but it is more efficient for loads to be supplied by the direct supply rather than the inventory.
This scheduling problem has 12 960 variables and was solved by using MATLAB solver as shown in Fig. 3 . Here, most of the first priority demand has been supplied by the direct supply, while there are periods in which the controller utilizes the inventory instead and uses the direct supply for satisfying other demand types. The first priority loads should be satisfied right after their occurrence, while there could be a 4 h gap for the second priority loads satisfaction. Therefore, as shown in Fig. 4 , the top line depicts the cumulative incurred demand, and the next line indicates the cumulative supplied second priority demand (when the central controller has allocated resources).
Lastly, the lowest priority loads that were labeled as the third priority loads are supplied within the next 12 h. Fig. 5 shows the third priority demand is delayed during high-price periods. The top line shows the original demand profile, and the next line depicts the rescheduled demand.
Scheduling horizon (Quarterly periods) Fig. 3 . First priority demand satisfaction from the direct supply and inventory for the case study. 
D. Impact of Waiting Costs
In order to evaluate the impacts of model parameters on the objective value, some analyzes have been conducted that reveal subtle aspects of the developed framework. Generally, there are two factors that represent consumers' flexibility: prioritized loads and waiting cost function. The first one would be reviewed in terms of control level and the next one would be analyzed here. Obviously, consumers could tolerate small delays more easily than long delays. Thus, the costs associated with rescheduling loads increases with time; that is, consumer frustration increases by waiting time. On the other hand, there should be an upper limit on the waiting cost depending on the market price. If the waiting cost is too large, no low market price can compensate such a cost, and rescheduling is not beneficial. Fig. 8 shows that there is a critical point on the waiting cost curve where rescheduling stops at all waiting costs above this point. Here, there is no economic benefit for load rescheduling for waiting costs above M = 59.0201 ($/MWh). Since the market price is the key factor in determining this critical point, the used real-time price profile is also shown in Fig. 6(a) . This profile is used as both the buying and selling price of electricity for all scenarios in this section [30] . The volatile profile, which will be used for further analysis in the next sections is also shown in Fig. 6(b) .
Five different waiting cost functions are used in order to see how the central controller reacts to each of these functions in terms of demand rescheduling using the price profile in Fig. 6(a) . As mentioned, the waiting cost function represents consumers' flexibility as it changes between zero (the maximum flexibility) and maximum waiting cost value (the least flexibility). In addition, three different functions have been used to study functions that fall between the min and max. The linear function will be used to model the proportional relationship between the scheduling time and waiting cost. A logarithmic function has been used to model cases in which the waiting cost function grows more quickly at the early periods. Finally, an exponential function has been used to show how model responses to cases in which waiting cost increases more quickly at the end periods rather than beginning periods. Accordingly, the first scenario uses the waiting cost value equal to the maximum waiting cost
For the second scenario, a logarithmic function has been used as
A linear function has been considered as the third scenario
The fourth scenario uses an exponential function as
Finally, in the last scenario, it is assumed that there is no cost associated with delaying demand. Fig. 7 shows the waiting cost values in these scenarios. In Fig. 9 , the gap between incurred second priority demand and satisfied second priority demand increases for smaller waiting cost functions. Moreover, the cumulative third priority demand and its satisfaction in different scenarios are presented in Fig. 10(a) . Considering Fig. 10(a) with the market price profile in Fig. 6 (a) provides a better understanding of load rescheduling and the central controller's reaction to the market price emerges.
As shown in the price profile, electricity prices are increasing in the first half periods until they reach the peak price. Then, they decrease in most periods until reaching negative prices where there is no need to wait any more. Thus, there should be larger gaps in different scenarios in the first half periods versus the second half periods. For each scenario, the area between the cumulative incurred demand and its relative rescheduled demand shows the delaying in demand in each scenario. The smaller area indicates the smaller waiting time or quicker satisfaction. Therefore, A i is the area satisfied demand curve in scenario i and A is the area under incurred demand. The areas between the satisfied and incurred demand curve in different scenarios divided by the area under the incurred demand in Fig. 10(b) is shown in Table I . These percentages are examples to calculate the delay percentage in each scenario and making comparison between different scenarios. Indeed, this paper gives a guideline to users to choose appropriate waiting cost function based on the necessity of their demand. As summarized in Table I , there is no notable rescheduling for the logarithmic function, while there is some for the exponential function. Therefore, these two are more appropriate functions in case of having low and high flexibility in rescheduling, respectively. Moreover, in all of the scenarios, the delay in the third priority demand is equal or greater than the second priority demand, which indicates the waiting cost has a bigger impact on the third priority demand.
E. Performance Comparison
The proposed framework would not only help the main grid alleviate over-consumption or price spikes by shifting unnecessary consumption to off-peak periods, it also compensates consumers' participation financially. Accordingly, the average daily electricity payment of each user having a collaborative RMG in place with the established setup has been simulated for half a month. As a reference point, the noncollaborative case (No CC) is also provided in order to compare the financial returns of users' collaboration. As can be seen in Fig. 11 , daily payments of users significantly drop by 36% in some days, which shows that the proposed framework would significantly compensate consumers' participation. Indeed, the daily payment can be even more than this depending on other parameters such as the electricity price and consumption profile. Comparing this improvement to other studies like [17] and [18] , which achieved 28% and 18% reduction in energy costs of end users respectively, shows the effectiveness of our framework. Furthermore, as shown in Table II , at the top level the energy consumption of users would be dropped between 7% and 44% depending on the month, with the mean of 17% for the entire year. On the other side, all of these improvements happen in a more convenient environment in which consumers' prioritized loads come first and then the controller does the scheduling. Comparing this approach to [11] - [14] in which the controller has full control over specific load types, called direct load control, reveals consumers satisfaction is much higher. Indeed, here the controller does the scheduling for users not to users.
F. Impact of Selling Electricity to Main Grid
As mentioned earlier, one of the unique features of the proposed microgrid is the ability to buy energy from the main grid and sell it back during peaks. A microgrid can store energy in many ways such as buying from the main grid during off peak periods, buying from external providers like wind farms, and also saving its own generation by rescheduling loads. Indeed, here consumers collaborate together to assign lower priorities to their loads during peaks in order to have more energy for selling in those periods. Since all users collaborate together to form a unique player and participate in the supply side of the market, we called them active consumers. The more available energy they have makes them a stronger player and then provides them more financial benefits. In order to see how much of the obtained improvement belongs to the ability of selling electricity to main grid, a new scenario has been considered. In this scenario, microgrid has all of features of the proposed microgrid except the ability to sell energy to a main grid, which means it can only uses the stored energy for its internal consumption. In other words, the last column in Table II , which represents the obtained improvement, would be broken into two pieces: 1) with selling energy; and 2) without selling energy.
As shown in Table III , the last two columns show the contribution of each piece in the obtained energy cost reduction. Accordingly, the correspondent improvement of all features together except selling electricity to main grid is less than 8.1%, and the majority of improvement comes from selling energy to the main grid. This reveals the importance of consumers' active participation toward their financial benefits, which is the main incentive for their participation.
G. Impact of Different Parameters on the Objective Function Value
1) Control Level Impact: Different demand profiles using the exponential waiting cost function for the volatile profile in Fig. 6(b) [30] is studied in order to see how the control level will impact the objective function, which is an indicator of user benefits. As it is shown in Fig. 12 by improving the control level from 70% to 87%, the objective function value changes more than $1900 for the entire day. That means the average benefit of each house increases by more than 1.9 ($/day). One more time, it can be seen that participants will pay significantly lower electricity bills. Again, this proves that lower priority demand gives more economic benefits to consumers as expected. Moreover, by fixing the control level at 70%, there exist different mixtures of the second and third demand such as 0% and 70%, or 35% and 35%. Although demand mixture can alter the objective function value, it has no significant impact on the observed results. 2) Market Price Impact: In order to evaluate impacts of the market price on the load control, two different scenarios have been reviewed: normal market prices and high market price. For the normal market price profiles, we have used the prices for the second half of Jun. 2011 to capture a grid's response in normal conditions.
For the high market price scenario, the most volatile profiles of that year in the state of Texas have been selected to show the grid's performance in unusual conditions [30] . These profiles have been studied to see the demand response in some possible cases in which electricity prices unusually increase for such reasons as severe weather conditions. As it is shown in Fig. 13 , high prices have much more impact on the consumers' benefit.
3) Discharging Rate Impact: The discharging rate is a technical parameter in the model. In this analysis, the discharging rate is varied between 70% and 95%. In Fig. 14 , the objective function value increases very slowly by improving the discharging rate. This shows that the discharging rate has a much smaller impact on the consumers' benefit rather than control level and market price. Consequently, most of the consumers' benefits come from opportunities that currently exist in the grid such as variant market price instead of battery efficiency.
V. CONCLUSION
RMGs have remained in the realm of theory and experimental tests without large implementations. The designed framework helps remove some of the existing challenges. In the developed framework, a novel approach to load control was taken, which demonstrates economic benefits for consumers. The approach was formed based upon the residential loads' characteristics and collaboration between consumers. The observed results show that an agreement between consumers can successfully provide mutual financial benefit. Indeed, by applying CC to a RMG, a framework has been developed for finding an optimal solution, giving economic benefit to residents. In other words, the proposed framework for a RMG determines the best load control strategy to balance between electricity consumption, demand rescheduling, and selling electricity to a main grid, while residential loads have been prioritized by consumers. The experimental results show that significant financial benefits are only realized by allowing a controller to schedule loads and sell stored electricity to a main grid.
There are some opportunities for other research to further this paper. The purpose of the case study in this paper was to analyze the validity of the proposed framework as well as test the impacts of the key parameters. However, there exist many other factors that could be analyzed. Another area of future research is on the impact of microgrid connectivity to the main grid. A third area on future research is on whether users are able to supply their demand in the islanding mode. Also finding an accurate price predictor for this grid can be another opportunity for furthering this research. Finally, the proposed framework can be modified to be suitable for other types of microgrids or even larger electricity grids, such as smart grids.
