Abstract-Predicting specific household characteristics (e.g., age of person, household income, cooking style, etc.) from their everyday electricity consumption (i.e., smart meter data) enables energy provider to develop many intelligent business applications or help consumers to reduce their energy consumption. However, most existing works intend to predict single household characteristic via smart meter data independently, and ignore the joint analysis of different characteristics. In this paper, we consider each characteristic as an independent task and intend to predict multiple household characteristics simultaneously by designing a new multi-task learning formulation: discriminative multi-task relationship learning (DisMTRL). Specifically, two main challenges need to be handled: 1) task relationship, that is the embedded structure of relationships among different characteristics and 2) feature learning, there exist redundant features in original training data. To achieve these, our DisMTRL model aims to obtain a simple but robust weight matrix through capturing the intrinsic relatedness among different characteristics by task covariance matrix (MTRL) and incorporating the discriminative features via feature covariance matrix (Dis). For model optimization, we employ an alternating minimization strategy to learn the optimal weight matrix as well as the relationship between tasks by converting feature learning regularization as trace minimization problem. For evaluation, we adopt a smart meter dataset collected from 4232 households in Ireland at a 30 min granularity over an interval of 1.5 years. The experimental results justify the effectiveness of our proposed model.
services [2] in order to appeal new customers as well as retaining existing ones. Private households then get better control over their own electricity usage [3] , energy consumption [4] , [5] and caused carbon footprint using consumption feedback. Generally, household characteristic information is not easily accessed, or needs to be manually collected by conducting conveys. Therefore, how to automatically infer household characteristics from smart meter data instead of conducting time-consuming surveys is of paramount importance.
Recently, a definitive result of characteristic can only be made through an analysis of smart meter data with single task learning. For instance, Beckel et al. [6] present the implementation of CLASS system that takes the electricity consumption data of a household as input and returns each characteristic to which the household belongs as output; depending on the pioneering work of Beckel, [7] focuses on three following aspects to improve the classification performance: extending the feature set, filtering irrelevant features, and refining characteristic definitions. However, as shown in Fig. 1 , these methods above considering the single characteristic as independent task, ignore that joint analysis of different characteristics can improve the generalization performance. Therefore, in this paper, we focus on how to apply multi-task learning into this challenge and design a MTLCLASS system to predict various characteristics simultaneously. Two major research problems need to be carefully handled:
• Characteristic Relationship: Since the prior information about the relationships among multiple characteristics is inaccessible before the training process, incorrect characteristic relationships (e.g., positive characteristic correlation, negative characteristic correlation or unrelated characteristic correlation) may degrade the classification performance and further destroy the accuracy.
• Feature Learning: Because only a few of the features may be relevant for the major characteristic relationships, selecting the discriminative features used in the classification problem instead of applying feature filtering methods before training process can reduce computational cost. In order to address the aforementioned challenges, we propose a multi-task learning formulation referred to as Discriminative Multi-Task Relationship Learning (DisMTRL) to predict the characteristics of household by capturing the relationships among different characteristics while learning discriminative features. Specifically, for characteristic relationship, it is reasonable to assume that there are three types of task relationships (i.e., positive, negative and unrelated) in this prediction problem, and capture task relationships in the form of a task covariance matrix instead of predetermining empirically based on prior information or heuristics. Meanwhile, for feature learning, we learn a set of discriminative features which are exploitable of the predictors as well as not independent with each other, and model the shared features across the tasks with a feature covariance matrix. Furthermore, in order to model these, we learn the weight matrix W adaptively from the training dataset by assuming different Gaussian distributions on rows and columns of W separately. After converting our proposed DisMTRL to an equivalent convex optimization problem which can converge to an optimal solution, we employ an alternating optimization method to solve this convex problem and conduct the proximal operator for each subproblem. By applying our model into the smart meter dataset collected in Ireland, our DisMTRL model is capable of discovering the true relationships among multiple characteristics, which demonstrates the effectiveness and robustness of our proposed algorithm.
In summary, the main contributions of this paper include:
• To the best of our knowledge, this is the first attempt to combine household characteristic prediction problem with multi-task learning, which can jointly analyze the socio-economic characteristics of individual households using the electricity consumption data.
• Based on the Gaussian Process, we deduce a general multi-task learning formulation: Discriminative Multi-Task Relationship Learning (DisMTRL), which can capture the global characteristic relationships and model the discriminative features across characteristics with two covariance matrices, respectively.
• We compare with the state-of-the-arts using smart metering study conducted by the Irish Commission for Energy Regulation (CER), and validate the effectiveness of our proposed DisMTRL model. For the rest of this paper, we briefly review some related works in Section II. Section III introduces our proposed multi-task learning formulation. Section IV then proposes how to solve the proposed model efficiently via alternating direction algorithm. In Section V, we report the experimental results, and some conclusions are then given in Section VI.
Notations: For matrix W ∈ R m×n , let w ij be the element in the i-th row and j-th column of W. Let's define some norms: the 0 -norm, i.e., W 0 is the number of nonzero entries in W; the W p is used to denote the p norm with 1 
II. RELATED WORKS

A. Household Characteristics Prediction
According to how to utilize smart meter data to predict household characteristics, existing researches can be divided into: unsupervised technique and supervised technique.
For unsupervised technique [8] , [9] , fuzzy clustering [10] , [11] and self-organizing [12] are used to identify households with repeatable load traces. Specifically, fuzzy modeling approach is adopted with the intent of obtaining transparent and interpretable models with higher accuracy than classical regression models, and self-organizing maps [12] can create comparison customer groups using concrete building information. However, these approaches need interpret the obtained patterns and do not allow for deriving household characteristics. Consequently, there methods have not been applied in practical settings so far. For the supervised technique, Beckel et al. [6] , [13] , and Silva et al. [14] adopt the supervised learning methods to infer household characteristics from 30min smart meter data. Based on the predefined features and characteristics, these methods achieve more than 70% classification accuracy over all households for many of defined characteristics. In addition, the approach in [6] proposes to extract 22 empirically defined features, and then infer 12 household characteristics. However, these approaches above only establish independent classifier for each characteristic and ignore the relationships among the characteristics.
B. Multi-Task Learning
Most state-of-the-art multi-task learning models intend to explore the task relationship between different tasks or select the shared features. Depending on how to learn model parameters from training data simultaneously, the multi-task learning models can be roughly categorized as: task learning and shared feature selection. For the task learning [15] [16] [17] , multi-layered feed forward neural networks [18] , [19] provide one of the earliest attempts for multi-task learning. In a multi-layered feed forward neural network, the common features learned from training tasks is represented in the hidden layer, and each unit in the output layer can usually be considered as the output of one task. However, this assumption which forces predictors to be shared across unrelated tasks can be violated in many real applications and degrade the performance significantly. In order to avoid endangering the above assumption causes, another widely studied approaches for clustering based assumption [20] [21] [22] [23] are proposed. Its main idea is to separate all the observed tasks into several clusters and then parameters of tasks within a cluster are either close to each other in some distance metrics or share a common probabilistic prior. An advantage of its methods is its robustness against outlier / irrelevant tasks because they exist in separate clusters that have no effect on other tasks. However, these methods might fail to take advantage of negatively correlated tasks since they can put these in different clusters. Moreover, some Bayesian models [22] , [24] , [25] have been proposed for multi-task learning by using Gaussian process [26] , t-process [27] , Dirichlet process [28] , etc.
For the shared feature selection, researchers have explored methods to infer the structure of features via regularization terms such as 1 -norm (i.e., lasso model [29] ) which is an elementwise sparse matrix and capture the non-shared features, 2,1 -norm [30] which is a row-sparse matrix and capture the shared features, 1 + ∞,1 -norm (i.e., dirty model [31] ) which has used to leverage the common features shared among tasks. In addition, instead of choosing between specific choices such as ∞,1 and 2,1 norms, a family of q,1 norms [27] have been used to select features. Although such methods adopt the information of feature to guide feature selection, the limitations of those works are that: (i) these methods select a subset of features for all tasks without considering the relatedness of the tasks and (ii) cannot reveal how similar the solutions are for the related tasks.
In order to relieve the problem of most existing methods and incorporate the structural information of features into task relationships, we employ two covariance matrices to model the relationships among different tasks and discriminative features separately, and then build a more robust model.
III. CHARACTERISTIC PREDICTION VIA MULTI-TASK LEARNING A. Preliminaries
In the household characteristics prediction problem, we let the raw features {x 1 , x 2 , . . . , x n } as the input data, and characteristic {y 1 , y 2 , . . . , y n } as the targets, where each x i ∈ R d represents a household, y i is the corresponding target, denotes the -th characteristic and n is the total number of household of the -th task. Different from the proposed algorithms [13] (e.g., LDA, KNN, SVM) which assume different characteristics should be unrelated and ignore the relationships among different characteristics, we employ the characteristic relationships and discriminative feature property into multi-task classification formulation in this paper.
Suppose that we have m classification tasks
n as the total number of samples. In this paper we adopt the commonly-used least squares loss function and focus on linear model:
where f is a predictor of the -th learning task and w ∈ R d is the corresponding weight vector for the -th task. The weight vectors for all m tasks form the weight matrix W = [w 1 , . . . , w m ] ∈ R d×m , which needs to be learned from the given training data. Furthermore, the objective formulation for multi-task learning can be summarized as:
where first term is the empirical error on the training data, and second term R(W) : R d×m → R + is the regularization term, which can be used to shrink model complexity. In the next section, we will show an efficient model can be achieved via imposing appropriate priors on W, the experiment section will show the high performance of our model.
B. Probabilistic Framework for Proposed DisMTRL
In this section, we give a probabilistic interpretation for our DisMTRL model. In Eq. (2), given y i , w and ε for task , the likelihood for x i is:
where N (w T x i , ε 2 ) denotes the normal distribution with mean w T x i and variance ε 2 , i.e., the target y ∈ R for the -th task has a Gaussian distribution as:
After denoting ε 2 = [(ε 1 ) 2 , . . . , (ε m ) 2 ] T ∈ R m and assuming that the data {X, Y} are drawn independently from the distribution in Eq. (4), the likelihood function then can be written as:
which can induce the first term in Eq. (2). Here we first model the relationships between the different columns (characteristics) of W. In order to model this intrinsic geometric structure, one may naturally expect that, if two characteristics i and j are close in the intrinsic manifold, their corresponding representation coefficients w i and w j should be also close to each other and induce the positive task correlation. On the other hand, two dissimilar characteristics are more likely to be negative correlation. Therefore, we impose a prior on the columns of W in the following. Due to the fact that W is a matrix variable, it is natural to use the matrix variate distribution to model it. To utilize the structure of weight matrix W 1 , matrix normal distribution assume that dm × dm can be decomposed as kronecker product. More specifically, 
where row covariance matrix learns the relationships among different rows of W 2 (i.e., discriminative features), and I m is the m × m identity matrix. Therefore, the integral prior of W in this paper is proposed as. Corollary 1: Given the corresponding prior of W 1 and W 2 as Eq. (6) and Eq. (7), the prior of W in this paper can be cast as the product of the Gaussian densities of W 1 and W 2 :
where
For more details on proof of Corollary 1, please refer the multivariate normal distribution.
With the negative logarithm of MAP (maximum posterior estimation) of W:
and combining with Eq. (5) and Corollary 1, we can have the solution of W by minimizing:
where tr(·) is the trace function of a square matrix. In order to infer a simple model, we set 
After ignoring the constant term in Eq. (9), we can rewrite the DisMTRL formulation as:
where the last term is to penalize the complexity of and . However, the last term is concave since − log | | and − log | | are convex function with respect to and . According to [25] , we make only one simple assumption in this paper, i.e., the trace bound of both and . This assumption, which is similar in spirit to that of low rank constraint such as trace norm penalty, will enable us to develop a convex learning method in the next section. In addition, our discussion below can be straightforwardly extended to the setting of sparse constraint, such as 1 -norm.
Therefore, we replace the last term in Eq. (10) with constraints tr( ) ≤ k 1 and tr( ) ≤ k 2 to restrict its complexity, and problem in Eq. (10) can be reformulated as:
where A 0 means that matrix A is positive semidefinite. Although that we model the relationship among the rows and columns of weight matrix W in Eq. (11), the classification problem may suffer from many parameters. Motivated by [16] , we factorize the target matrix W into two matrices as:
where U ∈ O d denotes a d × d matrix and each column represents the corresponding features of W. We can further replace the minimization problem:
with 2,1 -norm, and we have the following theorem. 
and
Proof: This proof is based on [16] . Let W = UA and = UDiag( a i
From the above theorem, we notice that when matrix U is set as U = I d , problem in Eq. (11) intends to learn a common set of features across the tasks with W 2,1 . Therefore, with U ∈ O d , Eq. (11) will become:
Note that model in Eq. (14) holds the convexity property with respect to W and . We will employ an alternating strategy to solve Eq. (14) . More details are provided in the next section.
IV. MODEL OPTIMIZATION
Due to the constraints U T U = I and 0 in Eq. (14), the objective function of DisMTRL and the constraints are convex with respect to all variables. Therefore, a global optimal solution will be guaranteed without optimizing three variables simultaneously. In this section, we employ an efficient method to solve Eq. (14) with update W and iteratively and alternatively.
A. Optimizing w.r.t. When W&U Are Fixed
With fixed W and U, is the variable in this subproblem. The optimization function can be rewritten as:
Then the solution which is achieved using Cauchy-Schwarz inequality can be given as:
where is a relatively small positive parameter and defined as 10 −6 in this paper.
B. Optimizing w.r.t. W&U When Is Fixed
Given the fixed , the optimization function can be reduced to following formulation:
The minimization problem over U with fixed model can then be rewritten as:
Motivated by [16] , the above optimization can be addressed by the following theorem. Based on the above theorem, the bivariate minimization problem can be transformed into univariate minimization as:
Due to the non-smooth convex nature of W * in Eq. (19), we propose the Accelerated Gradient Method (AGM) [32] with fast global convergence rate to solve the constrained optimization problem. Such a procedure has demonstrated good scalability in machine learning and data mining communities. More specifically, Eq. (19) can be denoted as a simplified version:
At the t − 1-th iteration of AGM, W t can be obtained via:
, and L t can be appropriately determined by the backtracking rule. In order to solve such a simple convex optimization problem in Eq. (21), we show that an optimal W can be obtained in the following theorem.
Theorem 3: Let [U, , V T ] be the full SVD ofŴ t−1 ∈ R d×m , where rank(Ŵ t−1 ) = r, U ∈ R d×r , V ∈ R m×r and = Diag( 1 , . . . , r ) ∈ R r×r is diagonal. Therefore, the globally optimal solution to problem:
is given as:
Notice that AGM amounts for using two sequences {W t } and {V t } in which {W t } is the approximate solution and {V t } is search points. Moreover, the AGM procedure and alternating direction method are summarized in Algorithm 1 and Algorithm 2, respectively.
V. EXPERIMENT
In this section, we carry out empirical comparisons with representative single task learning models and multi-task learning models. The experiments are then conducted on the CER dataset. 
Algorithm 1 Solve W via Accelerated Gradient Method
4:
while (1) do 6: Compute W i via Eq. (21) 
10:
if Convergence criteria satisfied then 
A. Comparison Algorithms and Evaluation
In our experiments, we evaluate the proposed DisMTRL model on two single-task learning models: KNN and IndSVM, multi-task feature learning (MTFL) [16] , multi-task relationship learning (MTRL) [25] and constrained multi-task feature learning (ConMTFL) [33] . Specifically, we implement all the algorithms using MATLAB, and the codes are available at the supplement website. 1, 2 Notice that all the parameter of the algorithms are tuned in
and selected via 5-fold cross validation. We terminate all the models when the change of the loss function values in two consecutive iterations is smaller than 10 −5 or the number of iterations is greater than 10 5 . In addition, for the classification problem, four criteria in different levels are applied for evaluation: Aver_AUC, Micro_F1, Macro_F1 [34] and ACC (accuracy). The bigger value of Aver_AUC, Micro_F1, Macro_F1 and ACC is, the Fig. 2 . Overview of the MTLCLASS system using our proposed DisMTRL model. better classification performance of the corresponding model will be.
B. Smart Meter Dataset
In order to train and test our proposed DisMTRL model, we adopt the CER (Commission for Energy Regulation) 3 dataset and customer survey data, which are collected during a smart metering trial conducted in Ireland by the Irish CER. Moreover, both the electricity consumption data and the questionnaires have been recently made available to the public. Specifically, meter dataset consists of measurements of electricity consumption collected from 4232 households every 30 min from July 2009 to December 2010 (75 weeks in total). The questions in the questionnaire are about the household's characteristics (e.g., socio-economic status, appliance stock, consumption behavior of the occupants and properties of the dwelling), and answered by each participating household before and after the study. The original intention of this study is to explore how the consumption feedback affects the household electricity consumption. In this paper, we analyze average electricity consumption values from week 2 to week 5 in the 75 weeks because the survey data is earlier than CER dataset, and more earlier CER dataset seems persuasive enough to reflect the household characteristics accurately. Besides, if one characteristic value of one household cannot be discovered from the survey data, this household is not involved in the training and test for this characteristic classification problem, but not for the others.
1) Design of the MTLCLASS System: Our system relies on the multi-task supervised learning model DisMTRL to predict household's characteristics from its electricity consumption data. Furthermore, we demonstrate the main components of the proposed characteristics estimation process in Fig. 2 .
2) Feature Definition: From the CER dataset of 4 weeks, we define 81 features (as shown in Table I ), where 25 feature definitions are consistent with them in [13] . We add another 56 features which take into account the relation between the electricity consumption data on weekdays and weekend. The main categories of our used features include daily consumption figures (e.g., average or max consumption in different times of the day and in different days), ratios (e.g., daytime or nighttime ratios, and ratios between different days), statistical aspects (e.g., the variance of weekday and weekend, the autocorrelation and other statistical numbers) and different temporal aspects (e.g., electricity consumption levels, important moments, peaks, values of time series analysis). After this extraction, we normalize each feature with zero mean and unit variance via three common data transformations [35] : square root, logarithmic and inverse transformations, since data normalization is required of each Gaussian distribution based classifier in Eq. (4). More specifically, we give the normal quantile plot for features con_week and r_min/mean by a square root transformation in Fig. 3 , respectively. The linearity of the quantile plot means that the transformed features are normalized well.
3) Household Characteristics: According to the fact that [13] has given more details about CER survey data, in this paper, we extract 16 characteristics that are mainly divided into three types: socio-economic status (e.g., children, employment, social_class, etc), dwelling status (e.g., age_house, floor_area, etc) and appliance status (e.g., appliances, light_bulbs, etc). More specifically, the selected characteristics should be interesting for energy providers or households, for instance, Fig. 4 . Performance comparison of four classification strategies, where Class, MultiClass and Ours denote characteristic definitions from [13] , original survey data, and our definitions, respectively. BRG is biased random guess, and the legend gives the corresponding average accuracy among all the threes characteristics.
TABLE II LIST OF USED HOUSEHOLD CHARACTERISTICS
knowing the income of a household is particularly relevant to energy providers, since households with low income are potentially more interested than high income households in receiving information about energy consumption data and saving advices.
Different from characteristic definitions in [13] , we only consider bivalent definitions in this study, i.e., 16 binary classification problems as shown in Table II , since learning multiple label-consistent tasks is the common scenario in the MTL setting. Furthermore, we adopt the same bivalent definition as [13] among some of characteristics (e.g., cooking, employment, family, etc). For the other characteristics, we (1) redefine the class label for floor_area by adjusting the number of class labels such that each class contains a similar number of households and (2) further select the class labels for age_person, appliances, and social_class via testing how different threshold values affect the classification result in comparison with the results of [13] . As presented in Fig. 4 , we give the performances of both biased random guess and KNN with original survey data, KNN with characteristics from [13] , KNN with our redefined characteristics. Notice that the classification accuracy (10% training data and 90% test data) on the three characteristics is higher, i.e., we choose the right threshold value to redefine age_person, appliances, and social_class.
4) Experimental Results:
For the experimental setup, we randomly select 10%, 20% and 30% of the samples (from each characteristic) to form the training set and use the rest of the samples as the test set. The experimental results averaged over ten random performance are presented in Table III . We also give the accuracy of each characteristic in Fig. 5 with the training set as 10%. From these results, we can draw the following conclusions: 1) From Table III , we can see that the our proposed DisMTRL model achieves the best performance among the competing algorithms (such as MTFL and MTRL) in this experiment, which give strong support for our rationale of improving the generalization performance by learning the task relationship and discriminative features simultaneously from multiple characteristics. 2) Except for the MTFL in Fig. 5 , multi-task learning models in this experiment outperform the KNN and IndSVM, which justifies the effect of improved generalization performance via jointly predicting multiple characteristics.
3) The relationships among multiple characteristics (i.e., in our model) is illustrated in Fig. 6 , we can note that:
• Some characteristics are positively correlated (e.g., the 2-th characteristic (age_person) and the 14-th characteristic (single), which means the old persons are usually single after losing their partners). Furthermore, the positive correlations occupy a large part of , i.e., most selected characteristics have similar model parameters, which also lends further evidence that MTL model can achieve better performance than single task learning in this study.
• Some characteristics are negatively correlated (e.g., the 5-th characteristic (cooking style) and the 14-th characteristic (single), that is most single persons purchase daily food directly instead of cooking). Additionally, the negative correlations can also reduce the search space of model parameters.
• Just a few characteristics are uncorrelated (e.g., the 11-th characteristic (light_bulbs) and the 14-th characteristic (single), which means the old persons do not concern about the number of light_bulbs), which implies that many observed characteristics can be interacted via everyday electricity consumption data.
C. Effect of the Defined Features
In this subsection, we investigate how the defined features affect the corresponding tasks by tuning parameter λ 2 , i.e., the bigger the value of λ 2 is, the less the feature number of corresponding model will be, and vice versa. Specifically, we randomly select 10%-90% of the smart meter dataset as training-test set. By fixing the parameter λ 1 = k 1 = 1, and tuning parameter λ 2 in the range of [0.001, 0.01, 0.1, 1, 10, 100, 200, 500, 1000], we present the classification performance of DisMTRL model in terms of Aver_ACC (average accuracy among all test tasks) and Aver_AUC in Fig. 7 . We can conclude that:
• Both the value of Aver_ACC and Aver_AUC are maximum when λ 2 = 100, i.e., the performance of our DisMTRL is best. Additionally, we also give the corresponding feature distribution of the optimal weight matrix W in Fig. 8 , where the absolute value of each element is larger than 0.01. We can note that some characteristics are under the influence of all the features (e.g., the 6-th characteristic (employment) and the 12-th characteristic (residents)), which means the contributions of these defined features are almost equal), some characteristics are affected by less features (e.g., the 10-th characteristic (income), which means low / high income can be recognized by the ratios among different time range). • After λ 2 = 100, the value of Aver_ACC and Aver_AUC are decreasing with the increase of value of λ 2 . This is because that the larger value of λ 2 , the less feature number can be used in the weight matrix W.
D. Effect of the Model Parameter k 1
In this subsection, we study the effect of the model parameter k 1 in terms of Aver_ACC and Aver_AUC, where k 1 is one of the major differences with MTRL [25] which sets k 1 as 1.
We randomly select 10% of the smart meter dataset as the training set and use the rest as test set. By fixing the parameter λ 1 = λ 2 = 1, and varying the parameter k 1 in the range of [0.001, 0.01, 0.1, 1, 10, 100, 200, 500, 1000], the results are shown in Fig. 9 . We can see the Aver_ACC and Aver_AUC fluctuates when the value of k 1 increasing, which give the evidence that the appropriate parameter k 1 can make the generalization performance better. This is one reason why ours is more effective than MTRL.
VI. CONCLUSION
In this paper, we study the problem of learning household characteristics from their electricity consumption dataset. Specifically, we formulate the characteristic prediction as a multi-task classification problem by considering the prediction of each characteristic as a task. In order to combine the information of discriminative features and task relationship inference, we propose to simultaneously couple task relationship and discriminative features based on two covariance matrices, i.e., DisMTRL. After converting feature learning term into its equivalent convex problem, we utilize the alternating minimization method to learn the optimal model. The effectiveness of our proposed model in predicting household characteristic is evaluated by on the smart meter dataset conducted by CER. Experimental results also demonstrate the promise of multi-task learning for predicting household characteristics.
One question that comes to the mind when talking about how to evaluate correlations among large-scale characteristics (i.e., d m, where d and m denote the feature number and characteristic number, respectively). It would also be interesting to look further into that, due to the fact that the computational complexity of each iteration in our algorithm is O(d 2 m) (i.e., SVD decomposition). Therefore, in the future, we plan to introduce online learning to large-scale characteristic prediction problems real-time and apply the proposed DisMTRL to other real-world applications.
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