Abstract: With growing urbanization, it has become necessary to manage this growth smartly. Specifically, increased electrical energy consumption has become a rapid urbanization trend in China. A building model based on a neural network was proposed to overcome the difficulties of analytical modelling. However, increased amounts of data, repetitive computation, and training time become a limitation of this approach. A simplified model can be used instead of the full order model if the performance is acceptable. In order to select effective data, Mean Impact Value (MIV) has been applied to select meaningful data. To verify this neural network method, we used real electricity consumption data of a shopping mall in China as a case study. In this paper, a Bayesian Regularization Neural Network (BRNN) is utilized to avoid overfitting due to the small amount of data. With the simplified data set, the building model showed reasonable performance. The mean of Root Mean Square Error achieved is around 10% with respect to the actual consumption and the standard deviation is low, which reflects the model's reliability. We also compare the results with our previous approach using the Levenberg-Marquardt back propagation (LM-BP) method. The main difference is the output reliability of the two methods. LM-BP shows higher error than BRNN due to overfitting. BRNN shows reliable prediction results when the simplified neural network model is applied.
Introduction
China's total electricity consumption in 2015 was 5.55 trillion kWh, and this will increase drastically with China's economic growth. Specifically, building energy consumption has been emphasized with the increase of urbanization throughout the world. Specifically, in China, it has been projected to drastically increase by 35% by 2020 [1] . Although most buildings are controlled with intelligent energy optimization systems, improving efficiency is still challenging from the power management and microgrid viewpoint. Hence, prediction of building energy consumption has become is the combination of the conventional sum of the least squares error function with the additional regularization term [25] . The simplified neural network is proposed and verified with the combination of high effective inputs obtained from MIV.
In this paper, we illustrate the sensitivity definition using two Artificial Neural Network algorithms, LM-BP and BRNN, and its relationship with input and output in the next section. In Section 2, sensitivity analysis (SA) is introduced and energy management in buildings and from a residential view point is addressed. Furthermore, SA of the neural network revealed the relationship between energy and neural network structure. More explicit data analysis on neural networks with output variation with respect to input variation has been explained with SA in Section 3. Analysis of the relation between input combination and output is also carried out. Simulation results and the discussion are shown in Section 4. A discussion about the importance of the simplified neural network and the procedure are also addressed Section 4. We also compare the simplified model and original neural network model. Finally, conclusions and future research directions are presented in Section 5.
Sensitivity in Neural Network

Sensitivity Analysis
Sensitivity analysis (SA) analyzes system behavior and characteristics. Hence, SA provides considerable assistance in model building, model identification, and model calibration. Saltelli et al. summarized SA methodologies in their script with quantitative methods and measured the effect of perturbing inputs [26] . Variation of output Y when each conditional input X i satisfies a fixed value x i * is considered a measure of the sensitivity V[E(Y|X i = x i * )]. It is considered that quantitative approaches, such as variance-based methods or regression methods, are not widely used in engineering or science.
Here, we use a one-at-a-time (OAT) approach, which is also denoted as a direct method. It investigates the change of Y with respect to the variation of X i .
It also measures the change of Y due to changes in X i around a nominal value x i * . Equation (1) is expressed as
For system analysis (SA), consider the closed loop system in Figure 1 . G(s) and C(s) denote plant and controller or compensator, respectively. r and y represent the reference value and plant output, respectively.
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Sensitivity Application to Neural Network
Perturbation Relation between Input and Output
Now, we consider a three-layer neural network consisting of one layer for each input, hidden layers, and output layers. The three-layer back propagation (BP) neural network is illustrated in Figure 2 . The output of the output layer is expressed as follows [14, 16, 18, 30] :
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In Equation (3), and are the weights between the input and hidden nodes and hiddenoutput nodes, respectively. n, l, and m are the numbers of input, hidden, and output nodes. and , = 1, 2, … , , = 1, 2, … , are the threshold of each node. , = 1, 2, … , are the input variables for the neural network building model, such as temperature, humidity, working day, and weather characteristics. , = 1, 2, … , are the output variables of the neural network building model, such as electricity consumption, inside room temperature, and so on. Output variation with respect to input variable, that is , is satisfied in for = 1, 2, … , and = 1, 2, … , . Derivation of Equation (4) is included in Appendix B.
Therefore, summation of all input perturbation is obtained by
Total perturbation can be accordingly obtained as
Least Square Error
Consider the actual output value , = 1, 2, … , , the performance error function in the neural network is expressed from Equation ( In Equation (3), w ij and v jk are the weights between the input and hidden nodes and hidden-output nodes, respectively. n, l, and m are the numbers of input, hidden, and output nodes. d j and p k , j = 1, 2, . . . , l, k = 1, 2, . . . , m are the threshold of each node. x i , i = 1, 2, . . . , n are the input variables for the neural network building model, such as temperature, humidity, working day, and weather characteristics. Y k , k = 1, 2, . . . , m are the output variables of the neural network building model, such as electricity consumption, inside room temperature, and so on.
Output variation with respect to input variable, that is
, is satisfied in for k = 1, 2, . . . , m and i = 1, 2, . . . , n. Derivation of Equation (4) is included in Appendix B.
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Consider the actual output value F k , k = 1, 2, . . . , m, the performance error function in the neural network is expressed from Equation (3) [13, 16, 17] 
All output error summation is defined as
In the neural network building model, we define the sensitivity function as error derivation with respect to input variable perturbation. Because the neural network is already trained with the training data, we can assume w ij and v jk are fixed [13] . Sensitivity with respect to input variable is calculated as follows:
where,
With the comparison between Equations (5) and (9), least square error perturbation analysis is obtained by the multiplication of output error to total perturbation, i.e.,
Simplified Model Construction
Simplified order modelling is needed to remedy the high dimensional data processing burden. Here, we propose the simplified order model by analyzing the input-output relationship.
Input-Output Relationship
Actual data of building electricity consumption has been obtained from a shopping mall in Dalian, China. It was also used to validate the model and algorithm in reference [31] . The shopping mall's area is 50,000 square meters, and it is representative of a high energy consumption building in China. Energy consumption data for March and April in 2014 were included for the analysis. Part of the full data is illustrated in Appendix A.
Neural network output variation is directly affected by the input value variation. It was previously defined as MIV which can be calculated as follows [32] :
Train the network with data set M, and get test result and assign as R1.
2.
Add a certain proportion, such as p%, into the input data, and make the intended input data set N. Train and get test result as R2.
3.
Calculate the difference R1 and R2, which is called MIV.
In our previous result, the results based on MIV were illustrated [13] . In the calculation of MIV, we added p% = 10% variation in input data set M. From Table 1 , electricity consumption is highly affected by Temperature and Working Day, i.e., 2.5% and 2.7%, respectively. The negative values of Weather characteristics and Wind speed indicate the opposite direction. So, for each input variable, its absolute value indicates the effect of the variation of the input. From the data illustration in Appendix A, 60 historical data points from the shopping mall were used for training and testing. Forty data points were used for training and 20 data points were used for testing. The wind speed is not considered to affect the input. Every test result, in terms of the RMSE, is greater than the training result. Based on the environmental condition data, we newly analyzed actual building electricity consumption data and calculated environmental input factors' influence on sensitivity with MIV information from Table 1 . From the calculation, "working day" has the highest influence, followed by "temperature", "weather", "humidity", and "wind speed". The findings make sense, since working day is rather decisive to electricity consumption, whereas wind speed little effect on electricity consumption because the building is isolated from wind. In order to make simplify, we assign input factors to index. It is illustrated in Table 2 . In order to know how each factor impacts the sensitivity, we also tested the scenarios listed below:
{1, 2, 3, 4} = temperature, humidity ratio, working day, weather characteristics {1, 3} = temperature, working day {1, 2} = temperature, humidity {2, 4} = humidity, weather characteristics {3, 4} =working day, weather characteristics {1, 2, 3} = temperature, humidity ratio, working day {1, 2, 4} = temperature, humidity ratio, weather characteristics {1, 3, 4} = temperature, working day, weather characteristics
The Levenberg-Marquardt back propagation (LM-BP) algorithm shows good performance in training, with full input variables presented in Table 3 . Regarding the error between the actual electrical consumption and the predicted value, the RMSE value is 223.6 and has low standard deviation. The other simplified input combination results also achieve satisfactory training results with low RMSE. However, the test results do not show consistency. The prediction error variation is very large. This is due to the insufficiency of the small amount of data. Thus, LM-BP is not a reliable neural network prediction model. Hence, we consider different neural network models to replace LM-BP. With the consideration of Equations (4) and (5), it is very clear that the input-output relationship is affected by weight values, w ij and v jk . It is proper to include weight information in the cost function. Thus, we apply a Bayesian regularization neural network to construct a neural network model more suitable for small amounts of data. 
Bayesian Regularized Neural Network
Bayesian Regularized Neural Network (BRNN) also constitutes a multilayer structure for the nonlinear regression. It has hidden layers and weight connections between nodes like Figure 2 . BRNN is assessed with the error of least square as in Equation (7) and the regularization term, E w . It penalizes large values of node connection weight. For total output error summation, E LM = ∑ k i=1 E k is defined as above in Equation (7). Error with regularization consideration is defined in Equation (11) [33, 34] .
where, E w = ∑ m i=1 w i 2 , w i and m denote weight and number of weights, respectively. With the help of Bayesian network theory, regularization parameters α and β are obtained [25, 34] .
With the regularization objective function in Equation (11), extensive work on Bayes' rule to neural network training and regularization was done by MacKay [34] . The weight density function can be updated from the Bayes' rule as follows [25] :
where D, M, and w denote the data set, particular neural network model, and network weight vector, respectively [34] . As Bishop proposed, with initial prior distribution and data observation, it is converted to a posterior distribution with the help of Bayes' theorem [35] . Posterior density P(w|D, α, β, M ) is obtained via Gaussian prior density and a likelihood function. The regularization parameters α and β are also obtained through Hessian availability [25] .
Discussion
In Table 3 , input variables are indexed; then, ten combinations of input variables are considered by excluding null inputs, single inputs, and whole inputs. In Table 4 , training and test results from BRNN with ten reduced input combinations are illustrated. Training and test results with full input variables have RSME means of 571.6877 and 1168.5, respectively. The results show higher RMSE values than the LM-BP test results [13] . However, 100 iterations of the testing shows rather reliable standard deviation, 1.3711 × 10 −12 .
Among all input combinations, the most expected {Temperature, Working Day} = {1, 3} input combination shows reliable output compared with full input case. By inspection, the rather high RMSE results come from the combinations of {1, 2}, {2, 4}, and {1, 2, 4}. We can see that the common input in these combinations is "Humidity". Hence, we will investigate why {Humidity} = {2} is not related to electricity consumption. Now, simulation is planned for From the simulation results, we investigate how "Humidity" and two inputs {Temperature, Working Day} affect building electricity consumption. As illustrated in Figure 3 , input {1, 2} with humidity results does not guarantee agreement with the test value. This means that "Humidity" is not a predictor of energy consumption. From Figure 3 , the results are consistent due to low standard deviation, but the prediction results do not follow actual test data. From the simulation results, we investigate how "Humidity" and two inputs {Temperature, Working Day} affect building electricity consumption. As illustrated in Figure 3 , input {1, 2} with humidity results does not guarantee agreement with the test value. This means that "Humidity" is not a predictor of energy consumption. From Figure 3 , the results are consistent due to low standard deviation, but the prediction results do not follow actual test data.
From Figures 4 and 5 , the predictions with input combinations of {1, 3} and {1, 3, 4} are similar. The output results also show consistency, with very low standard deviations for both. From the simulation results, it is obvious that the {Temperature, Working Day} = {1, 3} input combination is a good predictor of electricity consumption. It is also pointed out that the simulation results with BRNN are more satisfactory than with LM-BP in terms of reliability [8] . The output results also show consistency, with very low standard deviations for both. From the simulation results, it is obvious that the {Temperature, Working Day} = {1, 3} input combination is a good predictor of electricity consumption. It is also pointed out that the simulation results with BRNN are more satisfactory than with LM-BP in terms of reliability [8] . In the previous results reported in the literature, the absolute relative errors of the predicted output values were between 0.314% and 11.635% with the LM-BP neural network [13] . Although the resulting error rate was lower than for the BP neural network, it has a high standard deviation. In the previous results reported in the literature, the absolute relative errors of the predicted output values were between 0.314% and 11.635% with the LM-BP neural network [13] . Although the resulting error rate was lower than for the BP neural network, it has a high standard deviation. In the previous results reported in the literature, the absolute relative errors of the predicted output values were between 0.314% and 11.635% with the LM-BP neural network [13] . Although the resulting error rate was lower than for the BP neural network, it has a high standard deviation.
This means that the method is not reliable, while for BRNN, every case of our test result in Table 4 shows a rather small standard deviation. As mentioned, LM-BP cannot guarantee high reliability with a small amount of data due to overfitting.
The simplified NN model provides easy, fast, efficient, and reliable results. From the fixed system point of view, overall system order must be reduced by way of controller design. The neural network model is organized by way of a training procedure, and the model is optimized by the specific combination of the data set. Thus, weight smoothness is needed to satisfy the balanced and regularized requirements. Although it has a long historical background, Bayesian knowledge cannot obtain the output density function from the likelihood function and prior density.
It provides a simpler solution [18, 19] , but still needs the likelihood function in advance.
Conclusions
In this study, we proposed a simplified neural network with the help of mean impact value (MIV) to predict building electricity consumption. In order to investigate how each environmental element influences the electricity consumption in a building, we analyzed the sensitivity using the Bayesian neural network. A Bayesian regularization neural network (BRNN) was applied to a shopping mall building model to describe the input-output relationship. In order to design a simplified NN, SA was addressed. The definition of SA and its application in feedback systems and residential/building case studies were explained. The relationship between total energy and input variables in NN were derived. As we pointed out, the simplified neural network model makes it possible to avoid repetitive calculation and provides a faster response than a full-scale neural network structure. First, we applied MIV to the BRNN model to add and subtract 10% as described in Section 3.1. Wind speed has very low MIV, hence it was excluded from model input. Ten selected input combinations were applied to the simplified model, and the prediction results were obtained. The results were rather reliable; we simulated the prediction 100 times and they yielded rather low standard deviation of the error. From the simulation results, it was verified that the humidity variable is the least influential on energy consumption in the building model. It is clear from the simulation results that temperature and working day are the strongest predictors of energy consumption. In the future, we could analyze the electricity consumption impact and sensitivity of other environmental elements, such as seasonal climate change, occupancy behavior, lighting types, and mechanical systems.
The obtained results are helpful for designing simplified neural networks. Our light model can be extended to residential houses and small microgrids as well. From the simulation results, we also verified that the BRNN model is suitable for describing neural networks with small amounts of data. Using the simplified model, a smart device can be installed to control the energy consumption of buildings. Then, each output perturbation with respect to inputs is obtained as in Equation (4).
