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Abstract. We outline an approach to building knowledge-based system based
on tightly controlling the order of evaluation of the knowledge components of the
system. The order of evaluation is based on two relations, sequence and correction
that correspond to the changes that an expert may wish to make to a knowledge
base and knowledge acquisition is structured so that new knowledge is added
having one of these relations with existing knowledge in the system. We further
propose that the knowledge components added might be any knowledge-based
systems or programs rather than rules. This proposal is a generalisation of the
Ripple-Down Rule incremental approach to building knowledge-based systems.
1 Introduction
A rule based system can be described a set of rules, an inference engine to enable the
rules to be evaluated, mechanisms to control the order in which rules are evaluated and
the working memory which contains input data plus any output from rules that re. The
control information for how the rules are evaluated can be encoded as a dependency
graph [ABW88,Col99] or implicitly stated in the software that implements the infer-
ence engine. Even though there has been some move towards second generation expert
systems (which contain a conceptual model of the domain), the majority of expert sys-
tems developed to date have been rule based.
The importance of controlling the order of rule evaluation should be noted. It is of-
ten assumed that declarative programming avoids the programmer/knowledge engineer
having to think about the order of evaluation. This is certainly not the case in rule-based
systems and is probably not true for any declarative programming. Rule-based systems
include control mechanisms such as conict resolution strategies to decide which rule
should be red (its conclusion added to working memory) rst if a number of rules are
satised by the data. These strategies are essentially heuristic; e.g, re the rule with
greatest number of conditions rst, so that there will be circumstance where the or-
dering is inappropriate. The knowledge engineer then changes the rules to make the
conict resolution strategy give the right conclusion. Conict resolution applies to the
order in which rule res; the inference engine also evaluates rules in a particular order,
which will need to be taken into account. For example, the MYCIN backward chaining
inference engine evaluates rule conditions in the order in which the conditions occur in
the rule. The MYCIN knowledge engineers therefore organised the order of conditions
in rules so that when the system asks the user about a particular rule condition, it does
this in an order that is appropriate for the domain. Much of the following is about de-
veloping a very explicit ordering for evaluation and ring so that they cannot and do
not need to be controlled by the person adding rules. That is, knowledge acquisition
becomes more declarative if ring and evaluation and ring ordering becomes more
procedural.
This description of a rule-based system can be generalised if we consider that a
single rule plus inference engine can be considered as a program: that is, given some
input the rule evaluation may result in some output (if the rule res). A rule-based
system can thus be generalised to a set of programs, mechanisms to control the order in
which these programs are run and working memory where the original input data plus
any output from the various programs is stored. Of course what makes such a system a
knowledge- based is that the programs (or rules) are added to capture the preferences
and beliefs of the owner/supervisor/teacher of the system in some sort of knowledge
acquisition process.
In such systems there would be two situations where knowledge acquisition was
required: rstly the system’s output is correct but incomplete and secondly that part of
whole of the output is wrong. If we assume that we cannot look inside the system to x
it and that the system has a lot of value so that we do not want to discard it, then these
errors must be xed by adding a second KBS so that the output of the rst is passed to
the second to have extra information added or to have the output from the rst system
replaced in the specic circumstances where it has been found to be wrong.
This is what must happen at the atomic rule level, except hidden by the editing that
occurs.
 If we have a system with a single rule then we add an extra rule to deal with some
new circumstance.
 If the rule res inappropriately we add extra conditions to it to restrict the circum-
stance in which it res and add a new rule to give the correct conclusion in the
circumstances. Despite the two step editing, what is happening logically is that the
new rule species the circumstances in which its conclusion should be given rather
than the previous rule. That is if both rules re the conclusion of the later rule
replaces that of the initial rule.
If we cannot edit the rule, (or the black box that has produced the incorrect output),
all we can do is to add a program that replaces the output of the rst program in certain
circumstances.
Cases that are used to test the knowledge base are of central importance. The only
possible of way of characterising, testing or evaluating a knowledge base is via a set
of cases. As will be discussed, these cases may not test every possible behaviour of
the KBS; the testing is only as good as the cases available. However, regardless of the
quality of the cases, they are the only way of characterising the system.
This can be seen in the example of a single rule: If the single rule is an overgen-
eralisation and gives the wrong conclusion for a case, it is equally that the new rule
that replaces the conclusion of the rst rule, will also be an overgeneralisation. If the
expert overgeneralised the rst time, how can he or she be relied upon to do better next
time. If the new rule is to result in an improvement there must be a case or cases which
correctly re the rst rule and are assumed to specify its scope, which need to be tested
to see that they are still handled correctly by the rst rule rather than the correction rule.
The philosophical arguments for why an expert can never be relied on are outlined in
[CE90].
A central insight of this work is that is that the two tasks of adding knowledge to
add conclusions or replace conclusions do not have to be implicit in knowledge engi-
neering. Rather systems can be recursively structured so that all knowledge acquisition
is explicitly achieved by adding a KBS/program/rule to augment or replace output. Sec-
ondly, we hypothesise that there can be no advantage in carrying out these tasks in an
implicit way by editing the knowledge base. Rather, there is risk or introducing other
errors in such editing. The assumption here is that the circumstances in which knowl-
edge is appropriate are never fully dened (and cannot be) so that it is inappropriate to
hope for a perfect x for such knowledge, the x will never be complete. Ultimately the
only way to handle errors is to provide knowledge of the circumstances where output
has to be added to or replaced. And this knowledge will also need to be augmented or
replaced.
Rule-level versions of these ideas are known as Ripple-Down Rules (RDR). Vari-
ous RDR approaches have been developed and applied to a range of domain including:
pathology [EC93], conguration [CRP+98], control [SS97], heuristic search [BH00],
document management using multiple classication [KYMC97], and resource alloca-
tion [RC98] with considerable success. The generalisation here is an extension of a
previous generalisation applying only to rules [CR00]. Beydoun and Hoffman have
also generalised RDR with a multiple RDR knowledge base approach, Nested RDR
(NRDR). However, their linking between knowledge bases is via intermediate conclu-
sions of concepts as used in heuristic classication [Cla85]. The generalisation here
attempts to control the linking between knowledge-bases itself in an RDR-like fashion.
An example of this is an image processing system which links decision trees developed
by machine learning in an renement structure [KC03].
2 Basic Concepts
2.1 Input
The inputs of each system are called cases. A case is the data, relationships in the data
and any theory that may be provided as input to the KBS plus the output of the KBS.
Note that a KBS cannot change the case it is provided with; it can only add to it. That is
a KBS linked to a blackboard could not delete information from the blackboard, it could
only add information. This does not mean the KBS cannot decide there is something
wrong with the information it is provided. It means that if the case were rerun after
being processed, the same output would be provided again. The the output would be the
original input plus some sort of statement that there is something wrong with the input.
Informally, we dene a case as a nite list of atomic objects which can be originally
given or as output from evaluation. The atomic object representation will depend on the
underlying language used. For example, if the language used is a rst order language,
the objects will be the set of atomic formulas. For a conguration task, the objects here
are variable assignments. The order of the list is important because it keeps track of the
order of evaluation.
2.2 Output
Output can be either information of some type that is added to the case, or a request
for some other agent to add information to the case. If information is added, it may
be a classication, a design or theory or it may be adding relations to the data; e.g. in
a resource allocation problem resources are assigned to users of those resources, and
perhaps temporal or spatial relations are also added specifying the temporal sequence
and relative locations of resources.
If the output is a request for another agent to add information, this agent may be
a human who provides other information or a program for example carrying out a cal-
culation, another KBS of the type dened above or another kind of knowledge based
system.
In particular, a special symbol, called NO OUTPUT is used when no output can
be derived from the current input. That is the system does not have knowledge relevant
to the case in hand.
2.3 Primary rules
A primary rule (or a clausal rule) is a formula of the form
O ←− L1, L2, . . . , Lm
where the Li’s are conditions that refer to information in the case and the condition
will be true or false depending on whether the relevant object is in the case. O is ei-
ther an atomic object or a request for a additional information or the special symbol,
NO OUTPUT.
2.4 RDR Agent
An RDR agent manages how control is passed between the various programs used and
how data is posted to the blackboard and passed to programs. Note that the programs
called may themselves be other RDR agents who may have their own blackboards and
programs which they call. The RDR agent is simply a blackboard controller, but one
which organises how programs are called. The RDR agent does not have any explicit
human knowledge, as the control structure it learns is determined simply by whether a
correction or an additional knowledge base is invoked.
2.5 Control mechanism
The control mechanisms here are very simple and are of three types. One type of control
mechanism handles requests for specic programs (see output above), the other organ-
ises the sequence of KBS independent of requests for specic agents. The sequence is
determined by two types of relations between KBS: sibling and correction relations.
These two relations are determined by the knowledge acquisition process.
For completeness there is also a general control mechanism that after each addition
to the case (output posted to the blackboard), the whole reasoning process restarts with
the rst KBS. This is not a strict requirement, but the reasons for this will be outlined
under knowledge acquisition.
Information requests If the output from a KBS indicates that a request be posted
to another agent to provide information to the blackboard, this is acted on immediately.
If the agent is unable to respond or does not respond quickly enough, then the answer
NO OUTPUT is posted. That is, the output from the KBS is the result of the action
suggested and the KBS is only considered to have completed its task when a nal re-
sponse is posted.
Sibling relation A case is input to the rst KBS which then produces output which
is added to the case. This enhanced case is now passed to the second knowledge base
and further output is added. Any case passed to the rst KBS must be passed to the
second KBS. That is, the original KBS is replaced by a sequence of KBS. There can be
any number of KBS in a sequence of KBS, but the sequence replaces the original KBS
(and each consequent sequence). As described below, extra KBS are added in a sibling
relationship when knowledge inadequacies are discovered. Since they are added over
time, the sibling sequence is always ordered by age or time of addition. Note again that
the output from any later KBS cannot change the case it is provided with; i.e. the input
plus output from the earlier sequence.
Correction relation A case is input to the rst KBS, but is then passed to a second
KBS before the output is added to the case (i.e. posted to the blackboard). If the second
KBS provides output, this output from the second KBS is added to the case, not the
output from the rst KBS. If the second KBS does not provide any output then the
output from the rst KBS is added to the case. Any case passed to the rst KBS which
produces output, is passed to the second KBS. That is, the original KBS is replaced by a
correction sequence of KBS. There can be any number of KBS in a correction sequence
of KBS, but the sequence replaces the original KBS (and each consequent sequence).
More than one correction KBS can be added to correct a KBS. In this case, the
correction KBSs have a sibling relation. That is, the case is initially passed to the rst
correction KBS, are then passed to the second correction KBS. If the rst correction
KBS adds output to the case, the second correction KBS acts as a conventional sibling
KBS. However, if the rst KBS does not add any output, the output from the origi-
nal KBS is not immediately added to the case, rather the case is passed to the second
correction KBS which may add output to replace the output of the original KBS, or if
it too fails to add any output then the original output of the rst KBS is added. (The
circumstances in which more than one correction may apply will be discussed below)
A KBS can also be any combination of both types of sequences, resulting in a re-
cursive structure, with these two types of relationships possible at every level. Note that
a correction rule may be added to a KBS which is a sibling sequence of KBS. In this
case all the output which is produced by the sibling sequence is replaced. Alternatively
the correction may be added to the particular KBS that caused the error. The knowledge
acquisition issues which determine which approach is used will be discussed. However,
it should be noted that if a correction KBS replaces a specic KBS rather than a se-
quence, a case must be passed to a correction KBS before being passed to a sibling
KBS to determine the output from the rst KBS. That is the evaluation is depth rst
rather than breadth rst.
Repeat inference After a piece of output is added to a case, control is passed back
to the rst KBS and inference starts again but with the enhanced case. This process is
repeated until the case passes through the system with no more output being added . The
reason for repeat inference is that some features of a case may be provided in the initial
case on some occasions but on other occasions these same features will be generated as
output from a KBS. If KBS which uses these features was developed before the KBS
that produces the features, then the rst KBS using the features will not be effectively
used without repeat inference. The reason inference is repeated as soon as output is
generated, is that the supervisor/owner decides extra output is required in the context
that the previous repeat inference has been completed. Hence the new KBS, should only
be used in the same circumstances.
3 Semi-formal Specification
In this section, we would like to give a semi-formal description of the proposed system.
First, we look at the knowledge base representation. Second, we describe the control
mechanism through the evaluation functions.
3.1 Representation
A knowledge base K is one of three forms: a primary rule, or is composed from two
component knowledge bases by sibling or correction relations. In addition, each knowl-
edge base is associated with a set of input cases, named cornerstone cases. In a more
formal way, we can dene K recursively:
K =


(R, D)
(Sib(K1, K2), D)
(Cor(K1, K2), D)
where R is a primary rule dened above, K1, K2 are knowledge bases and D is the
cornerstone case set. Note that the cornerstone case set is attached to both primary rules
and composite knowledge bases, they correspond to two different knowledge acquisi-
tion techniques described later: global renement and local renement.
Knowledge bases can communicate through special Request objects. A Request
object contains the address of the agent which will carry out the request and the input
data that had been passed to the knowledge base.
3.2 Evaluation
The evaluation function Eval(K, d) can be dened recursively as follows
 If d is the case passed to K and K is a primary rule R, which is of the form
A←− L1, L2, . . . , Lm then Eval(K, d) = A.
 If K = Sib(K1, K2), let o1 = Eval(K1), o2 = Eval(K2)
• if o1 is not NO OUTPUT and o1 is not in d then Eval(K, d) = o1,
• otherwise Eval(K, d) = o2 (note that o2 can also be NO OUTPUT).
 If K = Cor(K1, K2), let o1 = Eval(K1), o2 = Eval(K2)
• if o1 is NO OUTPUT then Eval(K, d) = NO OUTPUT, otherwise
• if o1 is not NO OUTPUT and o2 is NO OUTPUT then Eval(K, d) = o1,
• otherwise Eval(K, d) = o2.
From the denition, we can see that the evaluation function returns as soon as there is an
output that is to be added to the case. The returned output is the conclusion of a knowl-
edge base where none of its corrections applies to the current input. The repeated eval-
uation function RepeatedEval(K, d) can be dened as applying Eval to the data until
the output does not change. The following algorithm will show RepeatedEval(K, d) is
computed.
o := {}
do
d := d ∪ o
o := Eval(K, d)
if o = Request then o := getRequestedInformation 
if o = d then
RepeatedEval(K, d) = o;
exit

od
The operation of Request can be seen from the algorithm. As the external agent does
not have the same control mechanism as RDR agent, we simply send the current data
and assign the result to the output.
4 Knowledge Acquisition
The fundamental strategy for knowledge acquisition is to add knowledge when and if
a case is handled incorrectly. This means that knowledge is added for real cases in real
circumstances. Secondly since the cost of knowledge acquisition is effectively constant
with knowledge base size, knowledge can be added while the system is in actual use
and becomes a small but interesting extension to normal work or activity ow.
Of particular importance: it can be noted that since no information is removed from
the blackboard there is an implicit assumption that solutions to all problems can be
assembled linearly. That is, there is no need for any backtracking; information initially
added does not need to be removed. This seems to be a plausible assumption in that
although a human may use a propose-and-revise or similar approach to developing a
solution, they can provide a linear sequence of justication when they are explaining
how they reach a conclusion . The broad knowledge acquisition strategies outlined in
the introduction then apply as follows.
In the following knowledge acquisition, we consider the special function Request
and the special symbol NO OUTPUT to be the same as the other conclusion objects
when constructing the knowledge base.
4.1 Global Renement
The simplest case is to add an extra KBS or to add a replacement KBS which applies
to the entire previous KBS. That is, no matter how complex the previous output, it
will be replaced by other output in some circumstances. The cornerstone cases are then
checked to see if their output is changed and if so whether this is appropriate. If any
cornerstone cases have had their output changed inappropriately the application of the
added KBS is made more restrictive. (If the extra KBS is a single rule, the user adds
further conditions which apply to the case in hand, but not to the cornerstone case.) If
the user is to replace some component from the output, we have the following operator
K ′ = (Cor(K, R), D)
where K is the original knowledge base, R is the renement knowledge base and D is
the cornerstone case set associated with the new knowledge base K ′. D is the union of
the the cornerstone cases from K and R. Similarly, if the user chooses to add further
components to the output, we have
K ′ = (Sib(K, R), D).
4.2 Local Renement
The user looks at the sequence of output and decides that one of the outputs in the
sequence have to be replaced. A KBS is added to do this. The case then has to be rerun
as some of the later outputs may be missing or wrong, and perhaps a series of changes
need to be made to the case to get all the components right. This generalises to the
idea that when the output for a case is being xed one corrects whatever outputs need
correcting in the sequence in which they are provided. If the corrections cause further
errors in the sequence, these too are corrected in sequence. The following algorithm
shows how this is done. Suppose the input data d = {d1, d2, . . . , dm}, we have the
output RepeatedEval(K, d) = {o1, o2, . . . , on}:
1. the expert identies the rst wrong output component oi
2. the expert identies the component knowledge base K which 7 oi (from the list
provided by the system)
3. do a global renement to K
4. rerun the input data with respect to the new knowledge base
5. if output is correct, stop the process, otherwise, go to step 1.
In each step, the newly added component will only affect the performance of the local
knowledge base.
5 Conclusion
Previous work on RDR has been explicit about attaching a rule to another rule using
a correction relation and been explicit about the use of cases. However, it has been
less explicit about the sequence relationship except for [CR00]. Because of the lack
of focus on the sequence relationship some RDR systems have included other control
mechanisms such as conict resolution strategies. In this paper we have reduced all
inference control to the two relations of sequence and correction and elaborated these
relations.
We have further proposed that these relations can be used between knowledge-based
systems or other programs as well as between rules. Again cases are used to initiate
and guide knowledge acquisition. We suggest that this generalisation should enable
extremely powerful RDR systems to be developed.
We have also suggested that perhaps all knowledge acquisition can be reduced to
correcting or adding to knowledge using these two relations and that perhaps the success
of RDR comes from explicitly ensuring that knowledge is added to existing knowledge
using one or other of these relations, rather than allowing essentially uncontrolled edit-
ing. We are not able to prove such a conjecture at this stage, but would suggest that
an RDR approach does seem to facilitate easier knowledge-based system development
than free editing.
Our hope is that the generalisation outlined here will lead to far more sophisticated
systems being assembled from more complex components, but that this is incrementally
with similar ease to rule-based RDR.
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