Abstract. We establish the central limit theorem for the number of real roots of the Weyl polynomial P n pxq " ξ 0`ξ1 x`¨¨¨`1 ? n! ξ n x n , where ξ i are iid Gaussian random variables. The main ingredients in the proof are new estimates for the correlation functions of the real roots of P n and a comparison argument exploiting local laws and repulsion properties of these real roots.
Introduction
In this paper, we discuss random polynomials with Gaussian coefficients, namely, polynomials of the form
where ξ i are iid standard normal random variables, and c i are real, deterministic coefficients (which can depend on both i and n).
The central object in the theory of random polynomials, starting with the classical works of Littlewood and Offord [18, 17, 16] , is the distribution of the real roots. This will be the focus of our paper. In what follows, we denote by N n the number of real roots of P n .
One important case is when c 1 "¨¨¨" c n " 1. In this case, the polynomial is often referred to as Kac polynomial. Littlewood and Offord [18, 17, 16] in the early 1940s, to the surprise of many mathematicians of their time, showed that N n is typically polylogarithmic in n.
Theorem 1 (Littlewood-Offord). For Kac polynomials, log n log log n ď N n ď log 2 n with probability 1´op1q.
Almost simultaneously, Kac [15] discovered his famous formula for the density function ρptq of N n ; he show where ppt, x, yq is the joint probability density for P n ptq " x and the derivative P For Kac polynomials, he computed ppt, 0, yq explicitly and showed [15] (1.3)
More elaborate analysis of Wilkins [28] and also Edelman and Kostlan [8] provide a precise estimate of the RHS, showing (1.4) EN n " 2 π log n`C`op1q,
where C " 0.65... is an explicit constant. The problem of estimating the variance and establishing the limiting law has turned out to be significantly harder. Almost thirty years after Kac's work, Maslova solved this problem.
Theorem 2. [19, 20] Consider Kac polynomials. We have, as n tends to infinity N n´E N n pV arN n q 1{2 Ñ N p0, 1q. Furthermore V arN n " pK`op1qq log n, where K " 4 π p1´2 π q. Both Kac's and Maslova's results hold in a more general setting where the gaussian variable is replaced by any random variable with the same mean and variance; see [19, 20, 13] .
Beyond the case c 1 "¨¨¨" c n " 1, the expectation of N n is known for many other settings, see for instance [4, 9, 20, 8] and the references therein and also the introduction of [7] for a recent update. In many cases, the order of magnitude of the coefficients c i (rather than their precise values) already determines the expectation EN n almost precisely (see the introduction of [7] ).
The limiting law is a more challenging problem, and progress has been made only very recently, almost 40 years after the publication of Maslova's result. In 2015, Dalmao [5] established the CLT for Kostlan-Shub-Smale polynomials (the case when c i "
. It has been known that in the case the expectation EN n is precisely 2 ? n [8] .
Theorem 3.
[5] Consider Kostlan-Shub-Smale polynomials. We have, as n tends to infinity N n´E N n pV arN n q 1{2 Ñ N p0, 1q. Furthermore V arN n " pK`op1qq ? n, where K " 0.57... is an explicit constant.
There are also many recent results on random trigonometric polynomial; see [11, 3, 2, 26] ; in fact, [5] is closely related to [2] , and the proof of Theorem 3 used the ideas developed for random trigonometric polynomials from [2] . In particular, the papers mentioned above made essential use of properties of gaussian processes.
In this paper, we first establish the central limit theorem for N n for another important class of random polynomials, the Weyl polynomials
Theorem 4. Consider Weyl polynomials. We have, as n Ñ 8, N n´E N n pV arN n q 1{2 Ñ N p0, 1q. Furthermore V arN n " p2K`op1qq ? n, where K " 0.18198.. is an explicit constant.
It is well known that for Weyl polynomials EN n " p
? n [8, 27] . We give the exact value of K in the next section.
Our method for proving the CLT is new, and it actually yields a stronger result, which establishes the following CLT for a very general class of linear statistics.
To fix notation, let h : R Ñ R. Given 0 ă α ď 1, we say that h is α-Hölder continuous on an interval ra, bs if |hpxq´hpyq| ď C|x´y| α for any a ď x, y ď b, and the constant C is uniform over x, y. Below let Z n denote the (multi)set of the real zeros of P n .
Theorem 5.
There is a finite positive constant K such that the following holds.
Let h : R Ñ R be bounded, nonzero, and supported on r´1, 1s such that (i) h has finitely many discontinuities and (ii) h is Hölder continuous when restricted to each interval in the partition of r´1, 1s using these discontinuities.
Let pR n q Ñ 8 such that R n ď n 1{2`o pn 1{4 q and let N n " ř xPZn hpx{R n q. Then
VarrN n s R n }h} 2 2 " K .
Furthermore, as n Ñ 8 we have the following convergence in distribution: (1.5) N n´E N n pVar N n q 1{2 Ñ N p0, 1q .
It seems to us that the approach relying on the properties of Gaussian processes used in the above mentioned papers is not applicable in the setting of Theorem 5, with a general test function h.
Taking h " 1 I where I is union of finitely many intervals in r´1, 1s, we obtain the following corollary, which establishes the CLT for the number of real roots in unions of intervals with total length tending to infinity.
Corollary 1.
There is a finite positive constant K such that the following holds. Let I Ă r´1, 1s be union of finitely many intervals. Let pR n q Ñ 8 such that R n ď n 1{2`o pn 1{4 q and let N n be the number of zeros of P n in R n I " tR n x, x P Iu.
Then lim nÑ8
VarrN n s R n |I| " K .
Furthermore, as n Ñ 8 we have the following convergence in distribution:
For the special case when I is an interval of the form r´a, as, the above asymptotics for the variance of the number of real roots was obtained in [24] .
The assumption pR n q Ñ 8 on the length is optimal, since asymptotic normality does not hold for intervals of bounded length, due to the repulsion between nearby real roots. A similar result of this type was obtained by Granville and Wigman [11] for random trigonometric polynomials, in the special case where the union I consists of one interval.
A sketch of our argument and the outline of the paper
The heart of the matter is Theorem 5. It is well-known that most of the real roots of the Weyl polynomial (which we will denote by P n in the rest of the proof) are inside r´?n, ? ns; see for instance [8, 27] (see also Lemma 4 of the current paper for a local law for the number of real roots of P n ). Instead of considering N n , we restrict to the number of real roots inside r´?n, ? ns. By Theorem 5, this variable satisfies CLT. To conclude the proof of Theorem 4, we will use a tool from [27] to bound the number of roots outside this interval, and show that this extra factor is negligible with respect to the validity of the CLT.
In order to establish Theorem 5, we first prove a central limit theorem for the random Weyl series
Let Z denote the (multi)set of the real zeros of P 8 where each element in Z is repeated according to its multiplicity. For h : R Ñ R and R ą 0 let npR, hq " ř xPZ hpx{Rq. Theorem 6. There is a finite positive constant K such that the following holds.
Let h : R Ñ R be nonzero compactly supported and bounded. Then
VarrnpR, hqs R}h} " K and as R Ñ 8 we have the following convergence in distribution:
Furthermore, for any k ě 1 it holds that ErnpR,
The constant K is the same in Theorem 4, Theorem 5, and Theorem 6, and could be computed explicitly:
where ρps, tq is the two-point correlation function for the real zeros of P 8 . In fact, numerical computation of K was done by Schehr and Majumdar [24] using an explicit evaluation of ρps, tq (from the Kac-Rice formula), giving K " 0.18198.... For the convenience of the reader and to keep the paper self-contained we sketch some details in Appendix C. We deduce Theorem 5 from Theorem 6 via a comparison argument. Roughly speaking, we try to show that, restricted to certain intervals, there is a bijection between the real roots of the two functions. This argument relies critically on the repulsion properties of the real roots of P n and P 8 (see Section 6) .
The rest of the paper is devoted to proving Theorem 6. By extending the polynomial to the full series, we can take advantage of the invariance properties of the root process. The main ingredients of the proof are estimates for the correlation functions of the real zeros of P 8 . These correlation function estimates are inspired by related results for the complex zeros of P 8 by Nazarov and Sodin [22] , and we adapt their approach to the real setting. One of the essential steps in [22] is to use a Jacobian formula (which relates the distribution of the coefficients of a polynomial to the distribution of its complex roots) to estimate the correlation functions of random polynomials with fixed degrees. Such formula is, however, not available for real roots, and to overcome this difficulty we use a general expression for correlation functions of real roots of random polynomials due to Götze, Kaliada, Zaporozhets [10] . This expression turns out to be useful to study correlation of small (real) roots, and to remove the smallness assumption we appeal to various invariant properties of the real roots of P 8 .
Outline of the paper. In Section 3 we will prove several estimates concerning the repulsion properties of the real zeros of P n and P 8 . In Section 4 we will prove some local estimates for the real roots of P n . In Section 6 we will use these estimates to prove Theorem 5 assuming the validity of Theorem 6.
In Section 7 we summarize the new estimates for the correlation functions for the real zeros of P 8 , which will be used in Section 8 to prove Theorem 5.
The proof of the correlation function estimates stated in Section 7 will be presented in the remaining sections.
Notational convention. By A À B we mean that there is a finite positive constant C such that |A| ď CB. By A À t 1 ,t 2 ..., B we mean that there is a finite positive constant C that may depend on t 1 , t 2 , . . . such that |A| ď CB. Sometimes we also omit the subscripts when the dependency is clear from the context.
We also say that an event holds with overwhelming probability if it holds with probability at least 1´O C pn´Cq where C ą 0 is any fixed constant.
For any I Ă R we'll let N n pIq be the number of real roots of P n in I.
Real root repulsion
In this section we will prove some repulsion estimates for the real roots of P n (and P 8 ). These estimates will be used to deduce Theorem 5 from Theorem 6 3.1. Uniform estimates for P n and P 8 . We first establish several basic estimates for the derivatives of P n and P 8 . For convenience of notation let P ąn " P 8´Pn . Lemma 1. Let I n " r´n 1{2`n1{6 log n, n 1{2´n1{6 log ns. For any m ě 0 integer and C ą 0 there is a constant c " cpm, Cq ą 0 such that for any N ą 0 and n ě 1
The implicit constants may depend on C and m.
Proof. Without loss of generality we may assume N ą 1.
We first show (3.1). For any fixed y, we have
Since e´y 2 {2 P pmq n pyq is centered Gaussian, it follows that for each fixed y we have
Let X " pξ 0 , . . . , ξ n q and let }.} denote the 2 norm on R n`1 . By CauchySchwarz, we have the deterministic estimate |e´y 2 {2 P pmq n pyq| ď }X}Varre´y 2 {2 P pmq n pyqs ă }X}n m{2 Let δ P p0, 1q to be chosen later. Divide the interval I n into Opn 1{2 δ´1q intervals of length at most δ. Let K be the collection of the midpoints of these intervals, then by an union bound we have
For any y 1 P I n , then there is y P K such that |y 1´y | ď δ. Now, for any P p0, 1q, using the mean value theorem we have . (There are sharper estimates for X which follows the chi-squared distribution, but the above estimate is good enough for our purposes.) Therefore by letting δ " N n´1 {2 e´N 2 {8 and conditioning on the event }X} ď e N 2 {8 we obtain
This completes the proof of (3.1). By the triangle inequality it remains to show (3.3).
We proceed as before. Given any fixed y we have
Let y 0 " n 1{2´n1{6 log n. Then for n large enough (relative to m) we have n´m`1 ě y 2 0 ą y 2 , consequently for each k ě n´m`1 the function hpyq " 2k log |y|´y 2 is increasing over y P p0, y 0 . It follows that " n m`1{2 e´y 2 0`2 n log y 0´n log n`n Now, for brevity write y 0 " ? np1´βq where β " n´1 {3 log n " op1q, theń y 2 0`2 n log y 0´n log n`n "´np1´2β`β 2 q`n log n`2n logp1´βq´n log n`n " 2nrβ´β 2 2`l ogp1´βqs
when n is large. Therefore
for any C ą 0. Therefore for any fixed y such that |y| ď ? np1´log n{n 1{3 q we have
Let X " pξ n`1 , ξ n`2 , . . . , ξ 3n , ξ 3n`1 {2, . . . , ξ m {2 m´3n , . . . q and let }.} denote the 2 norm on R n`1 . By Cauchy-Schwarz and using y 2 ď n, we have the deterministic estimate
Let δ P p0, 1q to be chosen later. Divide the interval I n into Opn 1{2 δ´1q intervals of length at most δ. Let K be the collection of the midpoints of these intervals, then by an union bound we have
For any y 1 P I n , then there is y P K such that |y 1´y | ď δ. Now, for any P p0, 1q, using the mean value theorem we have This completes the proof of (3.3).
3.2.
Replusion of the real roots. In this section we prove estimates concerning the separation of real roots of P n and P 8 in I n " r´n 1{2`n1{6 log n, n 1{2ń 1{6 log ns.
Lemma 2. For any c 2 ą 0 the following estimates hold for c 1 ą c 2`2 :
Proof. For convenience of notation let q n pxq " e´x 2 {2 P n pxq. Clearly q n and P n have the same real roots. Furthermore, for x P I n it holds that
and similarly
Thus, using Lemma 1 with N " C log 1{2 n with C ą 0 large, we obtain
(i) Let δ " n´c 1 . Suppose that q n pxq " 0 and |q 1 n pxq| ă δ for some fixed x P I n . Then for every x 1 P I n with |x 1´x | ď δ, conditioning on the event sup |y|PIn |q 2 n pyq| À n log 1{2 n and using the mean value theorem, we have
Now, divide the interval I n into Opn 1{2 δ´1q intervals of length at most δ{2. Using the above estimates and using an union bound, it follows that P´D x P I n : q n pxq " 0, |q
Now, for each x P I n there is 0 ď j ď n depending on x such that |e´x
{2 . To see this, we invoke (3.4) for m " 0 and obtain
Consequently for x P I n we have ř n j"0
Á e x 2 and therefore one could select a j P 0, n with the stated properties.
Given such a j, we condition on e´x
, which is independent from ξ j , obtaining
since the density of the Gaussian distribution (of ξ j ) is bounded. Note that the implicit constants are independent of x P I n . Consequently,
(ii) Assume that for some x ‰ x 1 in I n we have q n pxq " q n px 1 q " 0. By the mean value theorem there is some x 2 between x, x 1 such that q 1 n px 2 q " 0. Let δ " n´c 1 as before. Conditioning on the event sup |y|PIn |q 2 n pyq| À n log 1{2 n (which holds with probability 1´Opn´c 2 q) and using the mean value theorem we have
therefore for any y P rx´δ, x`δs it holds that
The rest of the proof similar to (i).
Using an entirely similar argument, we also have the following series analogue of Lemma 2.
Lemma 3. For any c 2 ą 0 the following estimates hold for c 1 ą c 2`2 :
(i) P´D x P I n :
In this section we prove a local law for P n , which will be used in the proof of Theorem 5 and Theorem 4.
Lemma 4. The following holds with overwhelming probability: for any interval I Ă R it holds that N n pIq À p1`|I X r´?n, ? ns|qn op1q .
A variant of Lemma 4 for complex zeros of (non-Gaussian) Weyl polynomials was considered in [27] (see estimates (87,88) of [27] ). The proof given below for Lemma 4 is inspired by the (complex) argument in [27] . Our setting is simpler because P n is Gaussian thus our condition on I is weaker (in comparison to the requirement that I Ă tn´C ď |x| ď C ? nu in [27] ). We will need the following estimate [27, Proposition 4.1, arXiv version]; to keep the current paper self-contained we will include a proof of this estimate shortly. Proposition 1. Let n ě 1 be integer and f be a random polynomial of degree at most n. Let z 0 P C be depending on n, and let n´O p1q À c ď r À n Op1q be quantities that may depend on n.
Let G : C Ñ C be a deterministic smooth function that may depend on n such that sup
Assume that for any z P Bpz 0 , r`cqzBpz 0 , r´cq one has log |f pzq| " Gpzq`Opn op1with overwhelming probability. Then with overwhelming probability the following holds: f ı 0 and the number N of roots of f in Bpz 0 , rq satisfies
Proof. We largely follow [27] . We first prove the upper bound
Let Z denote the (multi)set of zeros of f . We then estimate
Now it is clear that ż 
with overwhelming probability. Since h " log |f |´G and |Gpzq| " Opn Op1uniformly on Bpz 0 , r`cqzBpz 0 , r´cq and r, c are polynomial in n, it remains to show the same estimate for log |f |. Now, let z 1 " z 0`r . By the given hypothesis, with overwhelming probability log |f pz 1 q| " Gpz 1 q`Opn op1" Opn Op1(which in particular means that z 1 is not one of the zeros of f on this event). Conditioning on this event, it remains to show that ż
Factorizing P n pzq " C ś n k"1 pz´ξ k q where pξ k q are the complex roots of f , it suffices to show that for any α P Czz 1 we have ż
(uniformly over α). There are two cases: First, if |α´z 0 | ą r`2c then clearly
uniformly over z P Bpz 0 , r`cqzBpz 0 , r´cq, which implies the desired estimate. Secondly, if |α´z 0 | ď r`2c then we estimate log 2 | z´α z 1´α | À log 2 |z´α|`log 2 |z 1´α | and the desired estimate follows from ż Bp0,2r`3cq
Now we condition on the event that (4.1) holds. For m ě 1 let x 1 , . . . , x m be independently randomly selected from Bpz 0 , r`cqzBpz 0 , r´cq (which has measure 4rc). (These points are also chosen independent of f .) Using the Monte Carlo sampling lemma and (4.1), we have
Op1q with probability at least 1´δ. Given any C ą 0 let δ " n´C and m " n A`C where A is very large. By the given hypothesis, for each k " 1, . . . , m we have hpx k q| " Opn op1with probability at least 1´O A,C pn´p 2A`Cq q. Therefore using union bound with probability at least 1´Opn´Cq we have (still conditioning on (4.1) holding): ż
Since A could be chosen arbitrarily large and r, c are at least some negative power of n, it follows that with probability at least 1´Opn´Cq we have (still conditioning on (4.1) holding): ż
Since (4.1) holds overwhelmingly, by removing the conditioning it follows that the following estimate hold with probability 1´Opn´Cq (any C ą 0):
in other words it holds overwhelmingly, as desired. For the lower bound for N we'll choose φ to be supported on Bpz 0 , rq and equal 1 on Bpz 0 , r´cq, the rest of the argument is entirely similar.
We'll use a crude estimate for the roots of P n :
Lemma 5. Given any C ą 0, with probability at least 1´Opn´Cq the roots of P n satisfy |z| ď n p3C`2q{2 .
Proof. Without loss of generality assume n ě 2. Let X " pξ 0 , . . . , ξ n´1 q and let }.} denote the 2 norm on R n . By Cauchy-Schwartz, we have the deterministic estimate
For any |z| ą n p3C`2q{2 it is clear that the sequence p|z| 2j {j!q n j"0 is lacunary
therefore we have the deterministic bound
Consequently it suffices to show that the event t}X} ď 1 M n p3C`1q{2 |ξ n |u has probability at least 1´O M,C pn´Cq, any M ą 0. Since E}X} 2 " n, it follows that P p}X} ă n pC`1q{2 q " 1´Opn´Cq and using boundedness of the density of Gaussian we have
thus taking the intersection of these two events we obtain the desired claim.
Proof of Lemma 4.
We now begin the proof of Lemma 4. Note that P n {|V arP n | 1{2 is normalized Gaussian. It follows that for any z log |P n pzq| " 1 2 log |V arP n pzq|`Opn op1with overwhelming probability (the implicit constant is independent of z but the bad event may depend on z). And
Let z be such that |z| ě ? n. Then the sequence 1 ď |z| 2 {1! ď¨¨¨ď |z| 2n {n! is increasing. It follows that |z| 2n {n! ď V arrP n s ď pn`1q|z| 2n {n!, and consequently using Stirling's formula we have the uniform bound log |V arP n pzq| " 2n log |z|´logpn!q`Oplog nq " 2n log |z|´pn log n´nq`Opn pop1If |z| ď n 1{2 then |z| 2k {pkq! ě |z| 2k`2 {pk`1q! for any k ě n and when k ą 2n we have |z| 2k {k! ě 2|z| 2k`2 {pk`1q!. Thus n´1e
We now take Gpzq "
1´gp|z|qqrn log |z|´1 2 nplog n´1qs which is smooth where g : R Ñ r0, 1s a bump function such that gpxq " 1 for |x| ď ? n and gpxq " 0 for |x| ě ? n`1. In the transitional region ? n ď |z| ď ? n`1, by examination we have 2n log |z|´n log n`n " |z| 2`O p1q
Therefore for each z with overwhelming probability it holds that log |P n pzq| " 1 2 log |V arP n pzq|`Opn op1" Gpzq`Opn op1q q
Note that G is depending only on |z| and satisfies polynomial bound Gpzq " Opn Op1if |z| is also at most polynomial in n. Furthermore, ∆Gpzq "
and for ? n ă |z| ă ? n`1 using the polar coordinate form of ∆ it holds that ∆Gpzq " r 1 r B r`Brr s´gprq r 2 2`p 1´gprqqpn log r´1 2 n log n`n 2 q"
Now, let C ą 0, then by Lemma 5 with probability 1´Opn´Cq the roots of P n satisfy |z| ď N :" n p3C`2q{2 . We now apply Proposition 1 with z 0 " N , r " N {2, and c " N {4. Then with overwhelming probability
We then repeat (variance of) this argument Oplog N q times with a decreasing lacunary sequence of z 0 (starting from N ). Then with overwhelming probability, in r ? n`2, N s there are Opn op1q log N q " Opn op1real roots. By a similar argument, we have the same bound in r´N,´?n´2s with overwhelming probability.
We now consider the real roots in r´?n´2, ? n`2s. Let z 0 " ? n and r " c " 2, it follows that with overwhelming probability the number of real roots in r ? n´2, ? n`2s is Opn op1q q. By repeating this argument it follows that for any interval I 0 Ă r´?n´2, ? n`2s of length 1 with overwhelming probability the number of real roots in I is Opn op1q q. Of course if I 0 has length less than 1 then using monotonicity of N n pIq we also have the same upper bound. Dividing r´?n´2, ? n`2s into intervals of length 1 and taking the union bound, it follows that one could could ensure that for all subintervals of length 1 with overwhelming probability.
Consequently, given any C ą 0, with probability 1´Opn´C q , for any interval I Ă R we have
This completes the proof of Lemma 4.
Proof of Theorem 4 assuming Theorem 5
Recall the notation that N n pIq denotes the number of real roots of P n in I Ă R. Let h " 1 r´1,1s and R n " ? n. Let N n,in :" N n pr´?n, ? nsq and N n,out " N nŃ n,in . Then by Theorem 5, we have
as n Ñ 8, and the second convergence is in distribution. By Lemma 4, with overwhelming probability we have N n,out " Opn op1q q, and we always have N n,out ď n deterministically. Consequently
and therefore V arrN n,out s " Opn op1and so
Furthermore, with overwhelming probability we have
Thus by Slutsky's theorem (see e.g. [1, Chapter 7] ) it follows that
Proof of Theorem 5 assuming Theorem 6
The comparison argument in this section is inspired by similar arguments in [6, 23] .
Recall that N n " ř xPZn hpx{R n q and Z n is the multiset of the real zeros of P n . Denote N 8 :" npR, hq " ř xPZ hpx{R n q where Z is the multiset of the real zeros of P 8 . Let N G " N p0, 1q be the standard Gaussian random variable, and
To deduce Theorem 5, we will compare N n with N 8 .
Lemma 6. As n Ñ 8, it holds that
Below we prove Theorem 5 assuming Lemma 6.
Proof of Theorem 5. For convenience let ∆N n " N n´N8 . It follows from Lemma 6 that
Ñ 0 in probability. Therefore by Slutsky's theorem (see e.g. [1, Chapter 7] ) it follows that Nn conveges to N p0, 1q in distribution.
Our proof of Lemma 6 will use a comparison argument. More specifically, we'll show that with high probability sup xPIn |P n pxq´P 8 pxq| is very small in comparison to the typical distance between the real roots inside I n of P n and P 8 . Via geometric considerations and properties of h, it will follow that |N n´N8 | " Op1q with high probability, which implies the desired estimates for |Nn´N8|.
We'll use an elementary result whose proof is left as an exercise (see e.g. [23] ).
Proposition 2. Let F and G be continuous real valued functions on R, and F P C 2 . Let 1 , M, N ą 0 and I :" rx 0´ 1 {M, x 0` 1 {M s. Assume that
Then G has a root in I if M 1 ď
Let q n pxq " e´x 2 {2 P n pxq and q 8 pxq " e´x 2 {2 P 8 pxq. Note that the real roots of q n and P n are the same, and the real roots of q 8 and P 8 are the same.
Let c 2 ą 0 and c 1 ą c 2`2 . Let I n " r´n 1{2`n1{6 log n, n 1{2´n1{6 log ns and let J n " supp ph Rn qzI n .
Applying Lemma 1 (with N " C 0 log 1{2 n, C 0 large), Lemma 
Consequently, Proposition 2 applies. (Note that the zeros of P n are at least 1 apart by (ii)). Thus for each zero of P n in I n (except for those near the endpoints) we could pair with one real zero of P 8 that is within a distance 1 {M ă 1 {2. Similarly, we consider the event E 1 with P pE 1 q ě 1´Opn´c 2 q where the following holds: for every x P I n , (i) |q n pxq´q 8 pxq| ď n´C.
(ii) If q 8 pxq " 0 then |q 1 8 pxq| ě n´c 1 and q 1 n px 1 q ‰ 0 for all x 1 P I n such that
1{2 n. Thus by applying Proposition 2 as before it follows that on the event E 1 for each zero of P 8 in I n (except for those near the endpoints) we could pair with one real zero of P n that is within a distance 1 {M ă 1 {2.
Consequently, on the event G " E 1 X E the zeros of P n and P 8 inside I n will form pairs, except for Op1q zeros near the endpoints. Now, if |x´x 1 | ď 1 {M is such a pair then there are three possibilities: (i) both x and x 1 are inside one interval forming suppphq, or (ii) both x and x 1 are outside suppphq, or (iii) one of them is inside and one is outside.
In the last two cases we have |hpx{R n q´hpx 1 {R n q| " Op1q, while in the first case using Hölder continuity of h we have
by choosing c 2 , c 1 large compare to 1{α. Since there are at most n such pairs, it follows that on the event G we have
where M n and M 8 are the numbers of zeroes of P n and P 8 in J n , respectively. Note that if R n ď n 1{2´n1{6 log n then suppph Rn q Ă I n and M n "
1{4 q by given assumption) then we have |J n | 2 " opn 1{2 q " opR n q. By translation invariance of the real zeros of P 8 and using Theorem 6, it follows that
By Lemma 4 we also have M n ď n op1q p1`|J n X r´n 1{2 , n 1{2 s|q " Opn op1q`1{6 q with overwhelming probability. Since M n ď n always, it follows that
Therefore, taking c 2 large we obtain
here we have used the crude estimate N n " Opnq and the estimate EN
n " Opn 2 q (which is a result of Theorem 6). It follows that in both cases we have
This completes the proof of Lemma 6.
Estimates for correlation functions
In this section we summarize several new estimates for the correlation function for the real zeros of P 8 , which will be used in the proof of Theorem 6.
We first recall the notion of correlation function. Let X be a random point process on R. For k ě 1, the function ρ : R k Ñ R is the k-point corelation function of X if for any compactly supported
where on the left hand side the summation is over all ordered k-tuples of different elements in X. 1 Note that this implies ρ is locally integrable on R k . If there is ą 0 such that ρ is locally L 1` integrable, then by a simple approximation argument it follows that the above equality holds when f is only bounded and compactly supported. In particular, for every interval I Ă R it holds that
One should point out that the k-point correlation function does not always exists (however existence of the correlation measure, generalizing ρpξ 1 , . . . , ξ k qdξ 1 . . . dξ k , 1 So if px α q αPI is a labeling of elements of X then we are summing over all px α1 , . . . , x α k q where pα 1 , . . . , α k q P I k such that α i ‰ α j if i ‰ j. The correlation function is symmetric and the definition does not depend on the choice of the labeling.
follows from the Riesz representation theorem). For the setting of the current work (namely P n and P 8 ), existence of the correlation functions is a consequence of the Kac-Rice formula (see also [12] for generalizations to all real Gaussian analytic functions).
Let ρ pkq be the k-point correlation function for the real zeros of P 8 . When it is clear from the context we will simply write ρ instead of ρ pkq .
Lemma 7. For every M ą 0 and k ě 1 there is a finite positive constant C M,k such that for all x 1 , . . . , x k P r´M, M s it holds that
Lemma 7 is a special case of the following more general result, which holds for any 2k-nondegenerate real Gaussian analytic functions on C, examples include random series ř j"0 c j ξ j x j where ξ j are iid normalized Gaussian, c 0 , c 1 ,¨¨¨P R such that ř j c 2 j ă 8 and c 0 , . . . , c 2k´1 ‰ 0. This notion of nondegeneracy is a real variant of the complex nondegeneracy notion in [22] , see Section 9 of the current paper for details.
Lemma 8. Let k ě 1. Let f be a 2k-nondegenerate real Gaussian analytic function on C. Let ρ f denote its k-point correlation function for the real zeroes. For every M ą 0 there is a finite positive constant C M,k,f such that for all x 1 , . . . , x k P r´M, M s it holds that
Our next estimates will be about clustering properties for ρ.
Lemma 9.
There are finite positive constants ∆ k and C k such that the following holds: Given any X " px 1 , . . . , x k q of distinct points in R, for any partition X " X I Y X J with d " dpX I , X J q ě 2∆ k we have
Using Lemma 7, it follows that if X " px 1 , . . . , x k q splits into two clusters X I and X J that are sufficiently far part, then the correlation function essentially factors out. From these clustering estimates and the well-known translation invariant properties of the real zeros of P 8 (see Lemma 20 in Appendix A for a proof), it follows that ρ is bounded globally. Lemma 10. Let ptq " minp1, |t|q for every t P R. For every k ě 1 there is a finite positive constant C k such that
Indeed, if k " 1 then the estimates hold trivially. The proof of the general case uses induction: for k ě 2, if we could split X " px 1 , . . . , x k ) into two groups X 1 , X 2 with distance C∆ k where C is sufficiently large (depending on k) then using Lemma 9 we have
therefore the desired claim follows from the induction hypothesis. If no such spliting could be found then it follows from geometry that diampXq is bounded. Consequently, the desired bounds follow from the local estimates for the correlation function (Lemma 7) and the translation invariant properties of the real zeros. Using Lemma 10 and Lemma 9, we immediately obtain the additive form of (7.1):
Lemma 11. There are finite positive constants ∆ k and C k such that the following holds: Given any X " px 1 , . . . , x k q P R k , for any partition X " X I Y X J with d " dpX I , X J q ě 2∆ k we have
Proof of Theorem 6 using correlation function estimates
Recall that Z denotes the (multi-set of the) zeros of P 8 and h : R Ñ R`is bounded and compactly supported, and npR, hq " ÿ xPZ hpx{Rq for each R ą 0. Note that npR, hq " np1, h R q where h R pxq " hpx{Rq. For convenience of notation, let σpR, hq 2 be the variance of npR, hq and let n˚pR; hq be the normalization of npR, hq, namely n˚pR; hq " npR, hq´EnpR, hq σpR, hq 8.1. Bound on the moments. In this section, we'll show that ErnpR, hq k s À R k . Cleary it suffices to consider h " 1 I for some fixed interval I. Let X denote npR, hq and let I R denote tRx : x P Iu. Using the uniform bound for the correlation function of real zeros of P 8 proved in Lemma 10, we have EXpX´1q . . . pX´k`1q "
then the claims folow from writing X k as a linear combination of XpX´1q . . . pXj q with j " 0, 1, . . . , k´1.
Asymptotic normality.
The convergence of n˚pR, hq to standard Gaussian follows from the following two lemmas:
Lemma 12. Let h : R Ñ R`be bounded and compactly supported. Assume that there are C, ą 0 such that σpR, hq ě CR for R sufficiently large. Then n˚pR; hq converges in distribution to the standard Gaussian law as R Ñ 8.
We will prove Lemma 13 in Section 8.2.1. In this section we'll prove Lemma 12.
We will use the cumulant convergence theorem which will be recalled below. The cumulants s k pN q of the random variable N " ř xPZ hpxq is defined by the formal equation
The version of the cumulant convergence theorem that we use is the following result of S. Janson [14] :
. . be a sequence of random variables such that as n Ñ 8 it holds that ‚ s 1 pX n q Ñ 0, and ‚ s 2 pX n q Ñ 1, and ‚ s j pX n q Ñ 0 for each j ě m. Then X n Ñ N p0, 1q in distribution as n Ñ 8, furthermore all moments of X n converges to the corresponding moments of N p0, 1q.
Since s 1 pN q " EN and s 2 pN q " VarpN q and n˚pR; hq has mean 0 and variance 1, it remains to show that the higher cumulants of n˚pR; hq converge to 0 as R Ñ 8. We'll show that Lemma 14. For some finite constant C k depending only on k it holds that
here |suppphq| is the Lebesgue measure of the support of h.
Applying Lemma 14 to h R pxq " hpx{Rq, it follows that s k pnpR, hqq ď C h,k R. It follows from scaling symmetries and the definition of cumulants that if N 1 " aN`b where a ą 0 and b P R are fixed constants, then s k pN 1 q " a k s k pN q for any k ě 2. Thus, s k pn˚pR, hqq " σpR, hq´js k pnpR, hqq for all k ě 2. Consequently, using the fact that σpR, hq grows as a positive power of R, it follows that for k sufficiently large s k pn˚pR; hqq Ñ 0 as R Ñ 8, as desired.
Thus it remains to prove Lemma 14. The proof uses the notion of the truncated correlation functions , whose definition is recalled below. First, given Z " px 1 , . . . , x k q let |Z| :" k and let Z I denote px j q jPI . Let Πpkq be the set of all partitions of t1, 2, . . . , ku (into nonempty disjoint subsets). The truncated correlation function ρ T is defined using the following recursive formula (see e.g. Mehta [21, Appendix A.7] ):
here Πpkq is the set of partitions of t1, 2, . . . , ku, and if γ is the partition t1, . . . , ku "
To prove Lemma 14, we will use the following two properties:
where |γ| is the number of subsets in the partition γ, dApxq is the Lebesgue measure on R |γ| , and if γ 1 , . . . , γ j are the cardinality of the subsets in γ then
Lemma 16. There are finite positive constants c k , C k such that for any Z " px 1 , . . . , x k q it holds that
A complex variant of Lemma 15 was also considered by Nazarov-Sodin in [22] , who provided a proof using a detailed algebraic computation. Lemma 15 could be proved using a similar argument, and we include a proof in Appendix B.
Proof of Lemma 16. We will use mathematical induction on k. If k " 2 this follows from the uniform boundedness and clustering properties of ρ:
Let k ě 3 and assume the estimates hold for all collection k 1 points where 1 ď k 1 ă k. Then there is a partition of Z " Z I Y Z J based on t1, . . . , ku " I Y J such that distpZ I , Z J q ě diampZq{Z k and I and J are nonempty. It suffices to show that |ρ T pZq| ď C k e´c k dpZ I ,Z J q 2 . Let Π 1 pkq be the set of partitions of t1, . . . , ku that mixes Z I and Z J , i.e. there is at least one block in the partition that intersects both Z I and Z J , and let Π 2 pkq be ΠpkqzΠ 1 pkq. It follows from (8.1) that
consequently using clustering of ρ and the triangle inequality
(and the induction hypothesis and boundedness of ρ)
(note that the constants c k in different lines are not necessarily the same).
We now finish the proof of Lemma 14. Since |Πpkq| À k 1, using Lemma 15 it suffices to show that
for each γ P Πpkq. Fix such a γ. Let γ 1 , . . . , γ j be the length of its blocks. Using the uniform boundedness of the correlation function ρ pkq (Lemma 10), we obtain
|suppphq| in the last estimate we used Lemma 16.
8.2.1. Growth of the variance. In this section we prove Lemma 13. We have σpR, hq " σp1, h R q, so we first estimate σp1, hq and then apply the estimate to h R . Note that for x P R we have ρpxq " 
Let kpx 1 , x 2 q " ρpx 1 , x 2 q´ρpx 1 qρpx 2 q, since the distribution of the real zeros is translation invariant it follows that ρpx 1 , x 2 q depends only on x 1´x2 (while
). Thus, we may write kpx 1 , x 2 q " kpx 1´x2 q with |kpxq| ď Ce´C
Using p k P L 8 and the dominated convergence theorem, it follows that
Explicit computation [24] gives p kp0q`1 π " 0.18198... ą 0 (for the reader's convenience we include a self-contained derivation in Appendix C). Consequently σpR, hq Á R 1{2 .
Real Gaussian analytic functions and linear functionals
In this section we discuss real Gaussian analytic functions and linear functionals on C. These notions are adaptations of analogous notion in [22] and will be used in the proof of the correlation function estimates of Section 7.
9.1. Real Gaussian analytic functions. We say that g is a real Gaussian analytic function (real GAF) if
where ξ i are iid normalized real Gaussian, and g 1 , g 2 , . . . are analytic functions on C such that ř j |g j | 2 ă 8 uniformly on any compact subset of C. In particular, uniformly over any compact subset of C we have E|gpzq| 2 " ř j |g j pzq| 2 ă 8.
Linear functionals.
We say that L is a linear functional if for some K ě 1 there are m 1 , . . . , m K P Z nonnegative and z 1 , . . . , z K P C and γ 1 , . . . , γ K P C such that for any real GAF g it holds that
Lg "
Here we require pm j , z j q ‰ pm h , z h q for j ‰ h. We loosely say that z j are the poles of L (technically speaking only the distinct elements of tz j u should be called the poles of L, although in this case one has to count multiplicity). Since ř j |g j | 2 ă 8 uniformly on compact subsets of C, by standard arguments it follows that almost surely ř 8 n"1 ξ n g n pzq converges absolutely on compact subsets of C to an analytic function (for a proof see e.g. [12] ). Writing Lg " ÿ ně1 ξ n Lpg n q and using independence of ξ n 's, it follows that Lg " 0 a. s. iff Lpg n q " 0 for all n. Let G Ă C be a bounded domain with simple smooth boundary γ " BG such that the poles z j are inside the interior G o . By Cauchy's theorem, if g is analytic then
Now, r
L is a rational function vanishing at 8, and will be refered to as the kernel of L. We define the rank of L to be the degree of the denominator in any irreducible form of r L (this notion of rank is well defined and is independent of G).
9.4.
Degenerate and nondegenerate GAFs. We say that a real GAF g is ddegenerate if there is a linear functional L ‰ 0 of rank at most d such that Lg " 0 almost surely. If no such linear functional exists, we say that g is d-nondegenerate.
9.5. Linear functional arises from the Kac-Rice formula. We discuss linear functionals used in the proof. Let f be a real Gaussian analytic function. Using the Kac-Rice formula for correlation functions of the real zeros of f (see e.g. [12] ) asserts that: for any px 1 , . . . , x k q P R k , we have
where Γ is the covariance matrix of pf px 1 q, f 1 px 1 q, . . . , f px k q, f 1 px k qq, and
Given γ " pα 1 , β 1 , . . . , α k , β k q P R 2k , via elementary computations we have
One could also define local version of L, namely for any I Ă R we L I f " ř iPI α i f px i q`β i f 1 px i q is also a linear functional. Certainly L and L I depend on γ, however we will supress the notational dependence for brevity, and none of the implicit constants in our estimates will depend on γ. Note that in the Kac-Rice formula, γ " p0, η 1 , . . . , 0, η k q.
9.6. Non-degeneracy of random series. Consider random infinite series f pzq " ř jě0 a j ξ j z j such that pξ j q are iid standard Gaussian, a j P C and sup zPK ř j |a j z j | 2 ă 8 for any compact K. We now show that for such series if a 0 , . . . , a d´1 ‰ 0 then f is d-nondegenerate on C. (Certainly f is a real GAF.)
Assume towards a contradiction that f is d-degenerate. Then there is a linear functional L of rank at most d such that Lpa n z n q " 0 for all n ě 0. Since a n ‰ 0 for 0 ď n ď d´1, it follows that Lpz n q " 0 for all 0 ď n ď d´1. Taking γ " t|z| " Ru for any R ą 0 sufficiently large so that the poles of L are enclosed inside γ, we get
for all n P 0, d´1. Since rank of L is at most d there is some m P t1, du and C ‰ 0 such that z m r L pzq " Cp1`op1qq as |z| Ñ 8 uniformly. Consequently,
It follows from the above discussion that the infinite flat series P 8 is 2k-nondegenerate, and the Gaussian Kac polynomial of degree 2k´1 defined by g 2k´1 pxq " ξ 0`ξ1 x`¨¨¨`ξ 2k´1 x 2k´1 is also 2k-nondegenerate.
9.7. Equivalence of linear functionals. The following lemma is a real Gaussian adaptation of a result in [22] .
Lemma 17. Assume that f is d-nondegenerate real GAF. Let K Ă C be nonempty compact. Let G be a bounded domain such that K Ă G o , and assume that γ " BG is a simple rectifiable curve.
Then for any d ě 1 there is a finite positive constant C " Cpd, G, K, f q such that for every linear functional L of rank at most d with poles in K we have
Proof. The proof largely follows [22] , included here to keep the paper self-contained.
We first show the upper bound. Let ds denote the arclength measure on γ, then using (9.1) and Cauchy-Schwarz we have
We now show the lower bound. Assume towards a contradiction that the lower bound does not hold, then there is a sequence pL n q ně1 of linear functionals of rank at most d (with poles in K) such that max γ |r n | " 1 but
We write r n pzq " pnpzq qnpzq where p n and q n are polynomials, and by multiplying both the numerator and denominator of r n by common factors (of the form px´αq with α P K) if necessary we may assume that degpq n q " d and degpp n q ď d´1 and q n is monic. Since the zeros of q n are in K, we have sup zPγ |q n pzq| ă C d,K ă 8 (uniformly over n), therefore using sup γ |r n pzq| ď 1 we obtain sup zPγ |p n pzq| ă C d,K uniformly over n. Therefore, by passing to a subsequence, we may assume that pp n q converges uniformly on γ to p. By iteratively passing to subsequences we may assume further that p 1 n , p 2 n , . . . , p pdq n converge uniformly to p 1 , p 2 , . . . , p pdq . Since degpp n q ă d, it follows that p pdq " 0 and consequently p is a polynomial of degree at most d´1. Now, the d complex zeros of q n are in K, a compact set, therefore by passing to a subsequence we may assume that uniformly on γ " BG we have q n Ñ q, and q is a monic polynomial of degree d with zeros in K.
Using partial fractional decomposition of rpzq " ppzq{qpzq, we obtain a linear functional L of rank at most d with poles in K such that max zPγ |r L pzq´r Ln pzq| Ñ 0 when n Ñ 8. Consequently using the upper bound (already shown above) we obtain
Using lim nÑ8 E|L n f | 2 " op1q it follows that E|Lf | 2 " 0, hence Lf " 0 almost surely. This violates the d-nondegeneracy of f .
Local estimates for correlation functions
In this section we prove Lemma 7 and Lemma 8. Using Lemma 17 and the Kac-Rice formula (9.2), we observe that if f 1 and f 2 are two 2k-nondegenerate real Gaussian analytic functions and ρ r1s and ρ r2s are the corresponding k-point correlation functions for the real zeroes, then there is a finite positive constant C " C M,N,k,f 1 ,f 2 such that 1 C ρ r2s py 1 , . . . , y k q ď ρ r1s py 1 , . . . , y k q ď Cρ r2s py 1 , . . . , y k q Indeed, let Γ j be the covariance matrix for f j py 1 q, f 1 j py 1 q, . . . , f j py k q, f 1 j py k qq, which are positive definite symmetric. Then by Lemma 17, it follows that detpΓ 1 q and detpΓ 2 q are comparable and xΓ´1 1 η, ηy and xΓ´1 2 η, ηy are comparable. Consequently, using the Kac-Rice formula (9.2) it follows that ρ r1s py 1 , . . . , y k q and ρ r2s py 1 , . . . , y k q are comparable. Therefore it suffices to show Theorem 7. Namely, we'll show that the correlation function for the real zeroes of P 8 is locally comparable to the Vandermonde product.
Let M ą 0 and k ě 1. Assume that x 1 , . . . , x k P r´M, M s. Let N " N pM, kq be a large positive constant that will be chosen later. Thanks to the translation invariant property of the distribution of real zeros of Z, we have ρpx 1 , . . . , x k q " ρpx 1`N , . . . , x k`N q. Let y 1 " x 1`N , ..., y k " x k`N . Then N´M ď y j ď N`M , and our choice of N will ensure in particular that N´M and N`M are very large.
We now apply the above observation to f 1 " P 8 and f 2 " g 2k´1 :" ξ 0`ξ1 xξ 2k´1 x 2k´1 , the Gaussian Kac polynomial. It then suffices to show that for any n ě k the correlation function ρ Kac for the real zeros of the Gaussian Kac polynomial g n pxq " ξ 0`ξ1 x`¨¨¨`ξ n x n satisfies
|y i´yj | whenever y 1 , . . . , y k P rN´M, N`M s and N´M " 1. We now observe that the distribution of the real roots of the Kac polynomial g n is invariant under the transformation x Þ Ñ 1{x, underwhich g n pxq becomes x´nr g n pxq where r g n " ξ n`ξn´1 x`¨¨¨`ξ 0 x n . It follows that, with w j " 1{y j , ρ Kac py 1 , . . . , y k q " M,N,k,n ρ Kac pw 1 , . . . , w k q Indeed, it is well known (see e.g. [12] ) that ρ Kac py 1 , . . . , y k q " lim
Ñ0
Pp|u 1´y1 | ď , . . . , |u k´yk | ď ˇˇˇg n pu 1 q "¨¨¨" g n pu k q " 0q p2 q k Now, observe that if |u 1´y1 | ď and ą 0 is sufficiently small then | | ď {C for C very large depending on M, N then for ą 0 sufficienlty small we will have |u 1´y1 | ď . It follows that ρ Kac py 1 , . . . , y k q is comparable to the limit
which is exactly ρ Kac pw 1 , . . . , w k q. Now, note that we also have
|y i´yj | and note that |w j | ď 1 N´M which could be made small if N is chosen large. Therefore it suffices to show that for δ ą 0 sufficiently small depending on k and n there is a finite positive constant C " C δ,k,n such that for any w 1 , . . . , w k P r´δ, δs it holds that 1
To show this estimate, our starting point is an explicit formula due to GotzeKaliada-Zaporozhets [10, Theorem 2.3] for the real correlation of the general random polynomial f pxq " γ 0`γ1 x`¨¨¨`γ n x n where γ j 's are independent real-valued random variables, and the distribution of γ j has probability density f j . To formulate the formula, we first fix some notations. Given w " pw 1 , . . . , w k q and 0 ď i ď k we define σ i pwq to be the ith symmetric function of x, namely the sum of all products of i coordinates of w: 
We apply this to f " g n the Gaussian Kac polynomial of degre n, note that f j ptq "
Note that if max |w i | ď δ for δ very small then for k ď i ď n we have
therefore with δ small enough (depending on k and n)
Therefore for some finite positive constants C 1 , C 2 that may depend on k, n it holds that
From here it follows easily that
For the lower bound, note that if t 1 , . . . , t n´k P r´1, 1s then
This completes the proof of Lemma 7.
Clustering estimates for correlation functions
For a set X " tx 1 , . . . , x k u of k distinct points and for any nonempty subset I Ă t1, . . . , ku, we denote by X I the corresponding subset tx i : i P Iu. Recall that ρ denote the correlation function of the real zeroes of P 8 . For simplicity of notation in this section let f " P 8 .
In this section we will prove Lemma 9, namely we will show that there is a constant ∆ k ą 0 and C k finite such that the following holds: Given any X " px 1 , . . . , x k q of distinct points in R, for any partition X " X I Y X J with d " dpX I , X J q ě 2∆ k we have
We will need the following lemma. Below fix η " p0, η 1 , . . . , 0, η k q where η 1 , . . . , η k P R, none of the implicit constants will depend on η. Let the linear functionals L be defined using
and define L I f for any I Ă t1, . . . , ku using the summation over j P I instead of 1 ď j ď k.
Lemma 18. There are finite positive constants ∆ k and C k such that the following holds: Given any X " px 1 , . . . , x k q of distinct points in R, for any partition X "
We defer the proof of this lemma to later sections. Below we prove the clustering property of the correlation function using this lemma.
Let C k and ∆ k be as in Lemma 18. Let " C k e´1 2 pd´∆ k q 2 where d " dpX I , X J q. To show clustering it suffices to show that
Define L using (11.1). By Lemma 18 we have
Consequently using (9.3) we obtain
where Γ is the covariance matrix of pf px 1 q, f 1 px 1 q, . . . , f px k q, f 1 px kand Γ I,J " Γ I 0 0 Γ J˙. We obtain detpΓq ě p1´ q 2k detpΓ I q detpΓ J q, and therefore
Similarly we have
This completes the proof of (11.2).
11.1. Proof of Lemma 18. We first show a small scale version of the lemma.
Lemma 19. Let ρ ą 0. Suppose that K 1 and K 2 are two intervals with length at most 2ρ. Assume that L K j is a linear functional on C with poles inside K j with rank at most k. Assume that d " distpK 1 , K 2 q ě 2ρ. Then
Proof. Let c 1 and c 2 be the centers of
then ET x f pt 1 qT x f pt 2 q " Ef pt 1 qf pt 2 q for any t 1 , t 2 P R. Therefore for any x P R, T x f and f have the same distribution (in particular the distribution of the real zeroes of f is translation invariant). Let K 3 and K 4 be K 1´c1 and K 4 " K 2´c2 , thus these intervals are centered at 0 and have length at most 2ρ. Let L 1 be such that
Then it is clear that L 1 and L 2 are linear functional of rank at most k with poles inside r´ρ, ρs. Let γ " t|z| " 2ρu. Since f is 2k-nondegenerate on C, we then have Since f and T c j f have the same distribution, the last display is the same as
which implies the desired estimate.
We now start the proof of Lemma 18. We will construct a covering X by small intervals having the following properties:
(i) The cover will consists of m ď k intervals I 1 ,. . . I m each of length at most ρ such that the distance between the centers of any two of them is at least 4ρ.
(ii) The algorithm will ensure that ρ ą 1 (or any given large absolute constant) but ρ " O k,f p1q.
We first let ρ 1 " 1 and use the given points as centers of the interval. If there are two centers with distance not larger than 4ρ 1 , we replace these two centers by one center at their midpoint, and enlarge all intervals, replacing ρ 1 by ρ 2 " 3ρ 1 .
We repeat this process if needed, and since there are only k points the process has to stop. Clearly the last radius is at most 3 k´1 . Note that we could ensure that ρ is larger than any given constant depending on k, f if needed, by setting ρ 1 the initial radius to be larger than this constant. Now, choose ∆ k ą 4ρ such that ∆ k´4 ρ is very large compared to 1. Notice that there is no k such that I k intersects both I and J. Let A " tk : I k X I ‰ Hu and B " tk : I k X J ‰ Hu. Now using the above small scale result we have
Similarly, E|L J f | 2 ě 1 2 ř kPB E|L I k f | 2 . Now, if k P A and n P B it is clear that distpI k , I n q ě d´2ρ ą 2ρ since d ě 2∆ k is very large compared to ρ. Therefore where ρ T pZ, γq " ρ T pZ Γ 1 q . . . ρ T pZ Γ j q if γ " pΓ 1 , . . . , Γ j q. To facilitate the notation, for γ, π P Πpkq we say that γ ď π if γ is a refinement of π, in other words the partitioning subsets of γ are subsets of the partitioning subsets in π. If γ ď π and γ ‰ π we say γ ă π.
Let 1 denote the trivial partition with just one partitioning subset, clearly all π P Πpkq satisfies π ! 1. We'll write π " pΠ 1 , . . . , Π |π q below.
Using the induction hypothesis we have 
