We consider O(N )-symmetric potentials with a logarithmic singularity in the second field derivative. This class includes BCS and Gross Neveu potentials. Formally, the exact renormalization group equation for the Legendre transform of these potentials seems to have ill-defined initial conditions. We show that the renormalization group equation for the local potential has well-defined initial conditions and that the logarithmic singularity is smoothed rapidly in the flow. Our analysis also provides an efficient method for numerical studies.
I. INTRODUCTION
In quantum field theory and quantum statistical mechanics, bosonic O(N) models originate naturally from microscopic fermionic models as the effective low-energy models for order parameter fields, like Cooper pairs or spin operators. As such, they play a central role in the analysis of symmetry-breaking phenomena. Technically, they arise via the introduction of auxiliary boson fields φ coupling to composite fermion fields with a Gaussian integral (Hubbard-Stratonovich transformation). The correlation function of the composite fermionic "order parameter fields" can then be expressed as functions of the correlations of the φ, and the integration over the fermionic fields yields an new action G 0 (φ) for the bosonic fields φ. There are situations where the resulting action G 0 is not localized enough, so that the fermionic degrees of freedom need to be kept even at the lowest scales, but there is a large class of models where studying G 0 is justified at low enough energies. On the mean-field level, a nonvanishing expectation value of the Hubbard-Stratonovich field φ signals symmetry breaking. In the full theory, fluctuations need to be taken into account (and can strongly change or even invalidate the mean-field result).
The functional renormalization group (RG)
1,2,3,4,5 is a very useful tool for studying such fluctuation effects: it defines a flow of effective actions G s , with initial condition given by the potential G 0 , as a function of a scale parameter s ≥ 0. In the typical application, s is related to some energy, length or temperature scale 6, 7 that labels which degrees of freedom are incorporated. Here we have taken the convention that the energy scale is a decreasing function of s (or the length scale is increasing in s). We remark in passing that the RG method is flexible enough to allow for widely varying choices of s.
More and more fluctuation effects are incorporated as s increases, and the full generating function for the correlations is obtained for s → ∞. The existence of this limit is not obvious. Indeed, control over this limit can be considered the solution of the model, i.e. the construction of a particular model of quantum field theory or statistical mechanics.
There are several different implementations of the RG idea 8, 9, 10 is a regulator function chosen such that in the limit s → 0, R s → ∞, so that all fluctuations are suppressed at the beginning, and the generating function for the amputated correlation functions is equal to the initial action G 0 . In the opposite limit s → ∞, R s → 0, so that the regulator disappears and formally, the full generating function for the correlations is recovered (as mentioned above, it is nontrivial to show that this limit really exists).
Taking the Legendre transform of the logarithm of the partition function, subtracting the regulating Gaussian exponent, and differentiating, we obtain the 1PI flow equation of a modified Legendre transform
In comparison with Ref. ultraviolet problem for the case of fields φ originating from a Hubbard-Stratonovitch transformation, because the fermion loops determining the action G 0 vanish at large Matsubara frequencies. Therefore, a time derivative term is never really there to smoothen the shorttime fluctuations, i.e. the propagator for φ has no decay at large frequencies. Ultraviolet divergences are only prevented by the decay of the higher vertices of the initial action in these frequencies, i.e. the decay of the vertices generated by the φ-dependent terms in δ 2 Γs δφ 2 . When the initial action is the result of an integration where the high-frequency modes are integrated over, e.g. in a fermionic representation, this ultraviolet problem is absent. The fermionic integration over high-frequency modes can be done by convergent perturbation theory.
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A further problem is that the status of (1) becomes unclear in the limit s → 0 if the second field derivative of the initial interaction potential contains a singular term, such as In the present note we show that this problem is not really there, due to the smoothing properties of the RG flow, which become evident when regarding the flow of the connected, amputated functions instead of the 1PI vertex functions. We show that the generating function for the connected functions is smooth at any s > 0 and use this to give estimates on the Legendre transform that imply smoothness of Γ s in φ for any positive s. We apply this in two ways. First, we can overcome the problem of the seemingly ill-defined initial condition simply by the semigroup property of the RG: performing the fluctuation integral with covariance c ε as a Gaussian convolution for W ε and respectively G ε , and then Legendretransforming, gives a new, smooth, initial condition Γ ε for the generating function of the 1PI vertices. It turns out that δ 2 Γε δφ 2 ∼ log c ε , so that c ε δ 2 Γε δφ 2 vanishes as ε → 0, and hence there is no singularity in the inverse in Eq. (1) . Second, we use these estimates to show that the differential equation for the 1PI vertices holds for any s > 0, and we give the asymptotic behaviour of the solution for small s > 0. As one would expect, the deviation from the initial condition Γ 0 is nonuniform in φ, which explains the absence of the above-mentioned singularity: at any s > 0, one can choose φ so small that Γ 0 [φ] is not a good approximation
Thus the physically important logarithmic singularities in the initial condition for the potential do not present any conceptual problem for the functional RG, and our method also provides a practical method to treat such initial conditions, also in the 1PI scheme. For simplicity of presentation, we concentrate here on reduced O(N) models, that is, only on the local potential. The field theoretical methods and the estimates we use allow, however, generalize to the full model: the smoothing property of the Gaussian convolution also holds for infinite-dimensional Gaussian integrals, and the strong decay properties imposed by the RG regulator function at the beginning of the flow justify perturbation theory. In particular, the generalization to include the second order of a derivative expansion is straightforward.
N be a constant field, that is, a vector with N components. For
model with the generating function for the connected correlations
The external field H couples linearly to φ. The scale dependence c s = s½ N with s ∈ [0, ∞) is already included in the definition. This particular choice of scale dependence is not essential for the calculations; it is chosen for convenience only. The potential G 0 is O(N)-symmetric, so that it can be written as G 0 (φ) = V 0 (ρ) with ρ = 1 2 φ 2 . We assume that V 0 is smooth away from ρ = 0 and that for large ρ, V ′ 0 (ρ) ≥ const. > 0. For small ρ, we assume
Here v 1 > 0 and the remainder term R satisfies R(0) = R ′ (0) = 0, and there is a constant
With these assumptions, the function exp(−G 0 (φ) + (H, φ)) is integrable uniformly in H, hence the limit s → ∞ of (2) exists by the dominated convergence theorem.
An important example satisfying these hypotheses is the mean-field potential of the BCS model. This is the case N = 2 and For notational simplicity we have used a unit volume here. In general, the exponent is given by ΩV 0 , where Ω denotes the volume, which is taken to infinity in the thermodynamic limit. In this limit, Eq. (4) 
for the effective (local) potential 2 , which can also be derived by inserting constant fields in Eq. (1). In this sense U s is the lowest order of a derivative expansion. Formally, the initial condition is posed in the limit s → 0, where U 0 (ρ) = V 0 (ρ), which seems to lead to the vanishing-denominator-problem discussed before because
Of course, W s is convex by Jensen's inequality, and hence the Legendre transform cannot diverge at any finite ρ. In the following we show the more specific statement that, due to the smoothing effects of the RG transformation, the denominators are strictly positive, and we give sharp bounds for their behaviour as s → 0.
II. THE RG AS A SMOOTHING OPERATOR
We introduce the effective action
− G s (ξ) with ξ = sH. By O(N) symmetry we can write G s (ξ) = V s (ζ) with ζ = ξ 2 /2. The structure of (6) is
where * denotes convolution and µ s is the Gaussian measure with covariance s (the integral exists by the above-mentioned properties of G 0 ). For s → 0, µ s tends to a Dirac measure, so the convolution gives e −G 0 in that limit. The convolution with a Gaussian measure is a standard example of a smoothing operator 19 , so this already implies that in spite of the singularities in derivatives of G 0 , µ s * e −G 0 is smooth, even analytic in φ for any s > 0. This can be seen explicitly from (µ s * f )(ξ) = f (x)dµ s (x − ξ), and understood in a physical analogy by noting that the RG flow defined in (6) is a heat flow with time parameter s, whose solution is smooth for any positive time s > 0.
Therefore we can avoid the singular initial condition altogether by using the semigroup property 3 of Gaussian integration: let ε > 0, then for all s > ε G s (ξ) = − ln µ s−ε * e −Gε (ξ).
Or in terms of the unamputated connected functions with a shifted scale
for all s > 0, i.e.
, that is, the functions W s (G 0 , H) and W s (G ε , H) coincide in the limit s → ∞ up to an explicit term. The RG flow of the (modified)
Legendre transform remains unchanged but the advantage is now that the initial condition of Eq. (5) is given by G ε (φ) = V ε (ρ), which is smooth. In the remainder of this section we compute V ε and give bounds on its derivatives. V ′ ε has no logarithmic divergence in φ for arbitrarily small ε > 0, and it provides a well-defined starting point for integrating (5) .
To begin, we collect some properties of V 0 that follow from (3) and the assumptions on the remainder term R stated there, namely that, loosely speaking, the behaviour of V 0 is that of v 1 ρ ln ρ for small ρ. By our assumptions and integration in ρ,
with α < 1. It follows immediately that
which is much smaller than |v 1 ln ρ| for small enough ρ, and
which is again much smaller than We split the analysis of G ε in two cases distinguished by the value of ζ = . Then perturbation theory for small ε yields
where
The function T (J) and all its derivatives with respect to J are bounded on the interval
. Likewise the higher order terms and their derivatives with respect to J can be estimated. That is, although ε can be arbitrarily small, V ε contains no logarithms of the field anymore. Additionally we obtain for the derivatives
Case 2: ε < ζ ≤ ρ 0 . We perform the integral (6) by the saddle point method (because we are analyzing G s for s = ε, s is substituted by ε in (6)). The stationarity condition for the
in the integrand of Eq. (6) is
for all i. We first assume that there is a stationary point φ * and denote
and
The left hand side of (19) is monotonically increasing in ρ * ∈ [ε, 2ρ 0 ] by our hypotheses on the potential V 0 . Thus a unique solution ρ * ∈ [ζ, 2ζ] of (19) exists. There is no solution in the interval [0, ε] since ζ > ε. For larger fields there is no solution since V ′ 0 (ρ) becomes positive eventually, so that Eq. (19) would imply ρ * < ζ ≤ ρ 0 , and because ε is small. Given ρ * , the unique solution of (17) is, by
. Thus S has a single stationary point. By (19) , and because
Because |V ′ 0 | is decreasing and ρ * ≥ ζ ≥ ε, this implies
We thus have the estimate
These bounds imply that all eigenvalues of the Hessian 
Combining Eqs. (16) and (25) from the two cases, we find that in V ε (ζ) the logarithm of the field ζ is replaced by the logarithm of max{ε, ζ}. Therefore, the RG flow starting at s = ε, and with with initial condition Γ ε = V ε , is well defined.
As we have just shown, perturbation theory for small ζ < ε allows us to calculate V ε to arbitrary precision. This result can easily be extended to non-reduced models because in general, the regularization c ε provides an infrared regularization, which justifes perturbation theory for small enough ε. For reasons of brevity, we have only outlined the saddle point argument that estimates the difference of V ε and V 0 for ζ > ε. This argument can easily be made into a proof, and it also extends to the non-reduced situation, again by noting that the infrared regularization together with the smallness of ε provide rigorous control over the saddle point expansion.
III. THE RG DIFFERENTIAL EQUATION AT SMALL s AND φ
Shifting the initial condition of the flow as described in the last section is an exact procedure and approximations become necessary only for the calculation of the new initial condition (at least for non-reduced models). But the question remains whether one can find a less indirect way of showing that the RG equation (5) In a first step, we assume that the denominators and also ρU 
If we knew that Eq. (26) also provides the asymptotic behaviour for the derivatives with respect to s and ρ, we could easily justify the assumptions we just made: the denominators for small ρ and s contribute only to order O(s ln s), and ρU We have already derived such bounds directly from the functional integral in the previous section, and use them now to prove the asymptotic correctness of (26).
For the Legendre transformation of W s we denote the inverse of the maps 
whereζ(ρ) = s 
IV. CONCLUSION
We have shown that it is possible to apply the functional RG to initial conditions given by potentials with a logarithmic singularity in their second field derivative, because the RG flow smoothes out these logarithms sufficiently fast. One might think that a rapid change of the effective local potential near the singularity might cause numerical difficulites, but our arguments also provide a method to calculate the flow at small s efficiently and with arbitrary precision.
We have restricted our analysis to reduced models to bring out the main points in a simple way, but it can be generalized to include the second order of a derivative expansion. and ρ −2 respectively for the BCS model. As shown here for the local potential, regularized functions Z ε and Y ε can be obtained by a derivative expansion of the effective action at scale ε. Moreover, as explained above, the smoothing argument is completely general, that is, it can be used to prove a similar statement to the full theory.
As already remarked in the beginning, potentials with singularities are not academic examples, but arise in important physical situations and have important effects. The results described here will therefore be useful in going beyond φ 4 -type approximations of these potentials, to obtain a more quantitative theory.
