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RESUMO: Este trabalho discute uma implementac¸a˜o eficiente do me´todo da correlac¸a˜o
cruzada normalizada (NCC) para detecc¸a˜o de double-talk em sistemas de cancelamento
de eco. A principal vantagem desse me´todo e´ obter um limiar de detecc¸a˜o o´timo inde-
pendente das caracter´ısticas do sistema e dos sinais envolvidos. No entanto, sua imple-
mentac¸a˜o direta envolve a inversa˜o de uma matriz N ×N . Na pra´tica, utilizam-se verso˜es
simplificadas desse me´todo, que teˆm como desvantagem a dependeˆncia dos coeficientes
do filtro adaptativo utilizado no cancelamento de eco. A abordagem aqui proposta utiliza
uma versa˜o de baixa complexidade computacional do algoritmo recursive least-squares
(RLS) para efetuar uma parte importante dos ca´lculos, eliminando assim a necessidade
de algumas aproximac¸o˜es usualmente consideradas. Assim, a implementac¸a˜o proposta de-
pende apenas do conhecimento dos sinais do far-end e do near-end, na˜o levando em conta
outras varia´veis do sistema, tais como os coeficientes do filtro. Uma reduc¸a˜o adicional de
complexidade e´ obtida se a detecc¸a˜o de double-talk for realizada em uma frequ¨eˆncia de
amostragem menor do que a do sistema. Resultados de simulac¸a˜o mostram muito bom
desempenho da abordagem proposta quando comparada com outras te´cnicas da literatura.
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ABSTRACT: This dissertation presents an efficient implementation of the normalized
cross-correlation method (NCC) for double-talk detection in echo cancellation systems.
The main advantage of the NCC is to obtain an optimum detection threshold, which
is independent of the characteristics of both system and signals involved in the process.
However, its direct implementation requires an N × N matrix inversion. In practice,
simplified versions of this method are used, which have as disadvantage the dependence
on the adaptive filter coefficients used in the echo cancellation. The approach proposed
here uses a low complexity version of the recursive least-squares (RLS) algorithm to
perform an important part of the required computations, thereby avoiding some commonly
used approximations. Therefore, the proposed implementation relies only on the far-end
and near-end signals, not taking into account other variables such as the adaptive filter
coefficients. Further computational complexity savings can be obtained by performing
double-talk detection in a reduced sampling rate condition. Simulation results point out
very good performance for the proposed approach compared with other techniques.
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1 Introduc¸a˜o
A invenc¸a˜o do telefone, cerca de 150 anos atra´s, foi responsa´vel por estender o
alcance da comunicac¸a˜o verbal entre as pessoas muito ale´m do que antes era poss´ıvel.
Desde enta˜o, a telefonia se tornou uma parte essencial do cotidiano, permitindo de forma
eficiente a comunicac¸a˜o entre indiv´ıduos em diversos lugares do planeta.
A evoluc¸a˜o da tecnologia fez com que os sistemas de telecomunicac¸a˜o se expandissem
ale´m da telefonia convencional. Os sistemas de telefonia mo´vel, por exemplo, permitem
que os usua´rios se comuniquem sem a necessidade de conexa˜o f´ısica atrave´s de fios. Em
particular, o sistema de telefonia celular e´ hoje amplamente dispon´ıvel para a populac¸a˜o
em geral.
Um outro tipo de sistema de comunicac¸a˜o que vem sendo cada vez mais utilizado e´ o
de voz sobre IP (VoIP). Nesses sistemas, a estrutura concebida para transmissa˜o de dados
e´ tambe´m utilizada para transmitir voz. Assim, os sistemas VoIP sa˜o muito utilizados no
meio corporativo, pois permitem reduc¸a˜o de custos atrave´s da utilizac¸a˜o de uma u´nica
rede f´ısica para voz e dados. Devido a` crescente disponibilidade da Internet em banda
larga, os sistemas VoIP veˆm tambe´m sendo muito utilizados por usua´rios em geral, ja´ que
permitem a realizac¸a˜o de ligac¸o˜es telefoˆnicas atrave´s da Internet com custo reduzido.
Independentemente da sua natureza, os sistemas de telefonia apresentam diversos
desafios te´cnicos aos projetistas de tais sistemas. Um desses problemas e´ a presenc¸a de
eco nas ligac¸o˜es telefoˆnicas.
1.1 Eco em Telefonia
Em telefonia, eco e´ o retorno da voz de um dos interlocutores em uma conversac¸a˜o.
Em muitos casos, a presenc¸a de eco pode impactar fortemente a qualidade de voz percebida
pelos usua´rios. Dessa forma, a procura de soluc¸o˜es que reduzam o desconforto causado
pelo eco e´ de grande interesse das partes envolvidas na prestac¸a˜o de servic¸os de telefonia
e de telecomunicac¸o˜es em geral [1].
Na maioria dos sistemas de comunicac¸a˜o atuais (incluindo telefonia fixa, telefonia
2celular e sistemas VoIP), a transmissa˜o dos sinais de voz por longas distaˆncias e´ feita na
forma digital. Esse tipo de transmissa˜o na˜o causa eco, pois o fluxo de bits em um dos
caminhos do circuito digital na˜o “vaza” para o outro sentido. No entanto, nas pontas do
circuito, os sinais de voz sa˜o convertidos em sinais analo´gicos. Nesses trechos analo´gicos,
algumas situac¸o˜es podem causar o retorno da voz dos usua´rios. As fontes mais comuns de
eco sa˜o:
• Descasamento de impedaˆncia na h´ıbrida, que e´ o equipamento que realiza a con-
versa˜o entre os circuitos a quatro fios e a dois fios nos sistemas de telefonia analo´gica.
• Acoplamento acu´stico entre alto-falantes e microfones, principalmente em sistemas
viva-voz.
Em qualquer conversac¸a˜o realizada pessoalmente ou atrave´s de telefones, as pessoas
escutam a pro´pria voz enquanto falam. Em geral, esse efeito na˜o e´ incoˆmodo e e´ uma parte
natural da fala. Os usua´rios percebem a pro´pria voz como eco apenas quando o tempo de
retorno da voz e´ elevado. Na maioria das ligac¸o˜es telefoˆnicas locais esse tempo e´ pequeno
e, portanto, a presenc¸a de eco na˜o causa impacto na qualidade da voz percebida pelos
usua´rios. No entanto, existem algumas situac¸o˜es nas quais o atraso entre a voz e o seu
respectivo eco e´ grande. Um exemplo sa˜o as ligac¸o˜es internacionais via sate´lite em que o
atraso t´ıpico e´ de 25 ms a 150 ms. Ja´ nos sistemas VoIP, utilizam-se geralmente buffers
de a´udio que visam preservar a qualidade da voz em condic¸o˜es adversas de transmissa˜o
de dados na rede. Esses buffers, usualmente, causam um atraso da ordem de 150 ms.
Nos sistemas de telefonia celular, o atraso total t´ıpico e´ de 160 ms a 200 ms, devido a`s
diversas etapas de codificac¸a˜o de voz envolvidas nesses sistemas. Assim, em todos esses
casos, devem ser utilizados canceladores de eco visando melhorar a qualidade da voz e o
conforto dos usua´rios.
1.2 Abordagens Atuais de Cancelamento de Eco
Em geral, a estrutura ba´sica dos sistemas de cancelamento de eco e´ composta por um
filtro adaptativo, um detector de double-talk e um mecanismo de controle de adaptac¸a˜o
[2].
Em um cancelador de eco, os coeficientes do filtro adaptativo sa˜o continuamente
modificados de modo a modelar a resposta ao impulso do caminho do eco. Dessa forma, e´
poss´ıvel gerar uma re´plica do sinal de eco e o cancelamento e´ obtido atrave´s de subtrac¸a˜o.
Um dos algoritmos de filtragem adaptativa mais utilizados e´ o LMS (least-mean-square),
devido principalmente a` sua simplicidade, robustez e baixa complexidade computacional
3[3]. Em aplicac¸o˜es de cancelamento de eco, utilizam-se geralmente variac¸o˜es do LMS, tais
como o normalized LMS (NLMS) [3] e o proportional NLMS (PNLMS) [4]. Outro algo-
ritmo de filtragem adaptativa usualmente considerado em aplicac¸o˜es pra´ticas e´ o RLS
(recursive least-squares), que apresenta velocidade de convergeˆncia tipicamente uma or-
dem de grandeza maior do que a do LMS [3]. Uma desvantagem do RLS em relac¸a˜o
ao LMS e´ a sua elevada complexidade computacional. Existem, no entanto, algumas es-
trate´gias de implementac¸a˜o do RLS que apresentam complexidade reduzida, como o FTF
(fast transversal filter) [5] e o FNTF (fast newton transversal filter) [6].
Independentemente do algoritmo adaptativo utilizado, o desempenho de um cance-
lador de eco e´ afetado se a adaptac¸a˜o dos coeficientes e´ realizada nos instantes em que
ha´ atividade de fala nos dois lados da linha (double-talk). Dessa forma, deve existir no
cancelador de eco um mecanismo de controle de adaptac¸a˜o associado a um detector de
double-talk. Quando for detectado double-talk, o mecanismo de controle deve interromper
o processo de adaptac¸a˜o, evitando dessa forma uma degradac¸a˜o na estimativa do caminho
do eco.
Devido a` sua importaˆncia para sistemas de cancelamento de eco, diversos me´todos
para a detecc¸a˜o de double-talk veˆm sendo propostos na literatura [7]-[11]. Nesses me´todos,
em geral, uma varia´vel de detecc¸a˜o e´ calculada a partir dos sinais de entrada e das varia´veis
internas do cancelador de eco. Essa varia´vel e´ enta˜o comparada com um limiar de detecc¸a˜o
e double-talk e´ assumido quando a varia´vel de detecc¸a˜o e´ menor do que esse limiar. As-
sim, uma dificuldade geralmente associada aos algoritmos de detecc¸a˜o de double-talk e´
determinar um limiar de detecc¸a˜o que permita um desempenho adequado considerando
diferentes situac¸o˜es e caracter´ısticas dos sinais envolvidos.
O me´todo da correlac¸a˜o cruzada normalizada (NCC) para detecc¸a˜o de double-talk
tem como principal vantagem apresentar um limiar de detecc¸a˜o o´timo na˜o dependente
das caracter´ısticas do sistema e dos sinais envolvidos [12]. Em sua formulac¸a˜o original,
os ca´lculos envolvem apenas os sinais do far-end e near-end. A implementac¸a˜o direta
desse me´todo, no entanto, e´ geralmente evitada, pois envolve a inversa˜o de uma matriz (o
que pode acarretar elevada complexidade computacional). Logo, na pra´tica, utilizam-se
em geral verso˜es simplificadas desse me´todo [12], [13]. Uma desvantagem dessas verso˜es
simplificadas e´ que elas dependem do valor dos coeficientes do filtro adaptativo. Na pra´tica,
essa dependeˆncia traz uma se´rie de desvantagens. Por exemplo, uma falha na detecc¸a˜o
de double-talk pode fazer o algoritmo adaptativo divergir, o que por consequ¨eˆncia tem
impacto na detecc¸a˜o de double-talk nos instantes seguintes. Nesses casos, o desempenho
do cancelador de eco como um todo pode ser fortemente impactado.
41.3 Proposta Deste Trabalho
Neste trabalho, e´ apresentado um me´todo eficiente para a implementac¸a˜o do NCC. A
chave para esse me´todo adve´m da constatac¸a˜o de que uma parte importante dos ca´lculos
pode ser efetuada atrave´s do algoritmo RLS. Dessa forma, podem-se utilizar verso˜es de
baixa complexidade desse algoritmo no ca´lculo da varia´vel de detecc¸a˜o.
A implementac¸a˜o proposta depende apenas do conhecimento dos sinais do far-end e
near-end. Assim, evitam-se as desvantagens associadas a` dependeˆncia do filtro adaptativo
utilizado no cancelamento de eco.
1.4 Organizac¸a˜o da Dissertac¸a˜o
Este trabalho e´ organizado como segue. O Cap´ıtulo 2 apresenta os tipos de eco mais
comuns em telefonia e as caracter´ısticas gerais dos sistemas de cancelamento de eco. O
Cap´ıtulo 3 traz uma introduc¸a˜o a` filtragem adaptativa, mostrando alguns dos algoritmos
mais utilizados em aplicac¸o˜es pra´ticas. O Cap´ıtulo 4 discute algumas abordagens utili-
zadas para a detecc¸a˜o de double-talk em sistemas de cancelamento de eco, mostrando
as suas caracter´ısticas, vantagens e desvantagens. Sa˜o mostrados tambe´m resultados de
simulac¸a˜o, comparando o desempenho das te´cnicas apresentadas. O Cap´ıtulo 5 descreve
a implementac¸a˜o proposta do me´todo da correlac¸a˜o cruzada normalizada, baseada no
algoritmo RLS. Sa˜o apresentados resultados de simulac¸a˜o que mostram muito bom de-
sempenho da te´cnica proposta. Finalmente, o Cap´ıtulo 6 apresenta as considerac¸o˜es finais
do trabalho.
2 Cancelamento de Eco
Neste cap´ıtulo, e´ apresentada uma introduc¸a˜o aos sistemas de cancelamento de eco.
Sa˜o discutidos os tipos mais comuns de eco em telefonia e a estrutura ba´sica de um
cancelador de eco.
2.1 Tipos de Eco
Em uma ligac¸a˜o telefoˆnica, os tipos mais frequ¨entes de eco sa˜o o eco de linha e o
eco acu´stico [1], que sa˜o brevemente descritos a seguir.
2.1.1 Eco de Linha
O eco de linha ocorre em ligac¸o˜es no sistema de telefonia convencional (analo´gica).
Neste sistema, os usua´rios conectam-se a central local mais pro´xima atrave´s de um circuito
com um par de fios. Assim, conforme observado na Figura 2.1, os sinais de voz durante
uma ligac¸a˜o telefoˆnica trafegam simultaneamente em ambas direc¸o˜es nesse circuito.
Figura 2.1: Conexa˜o dos assintantes a`s centrais locais.
A conexa˜o entre as centrais locais na˜o e´ efetuada atrave´s de circuitos a dois fios.
Nesses casos, sa˜o necessa´rios dois caminhos separados e unidirecionais para os sinais de
voz dos usua´rios devido ao uso de equipamentos unidirecionais como amplificadores e
conversores analo´gico/digital. Assim, as centrais locais devem converter o circuito a dois
fios em um conjunto de dois caminhos unidirecionais, chamado circuito a quatro fios.
O dispositivo que realiza essa conversa˜o e a separac¸a˜o dos sinais nos dois caminhos e´
6chamado h´ıbrida. Na Figura 2.2, e´ mostrada uma ilustrac¸a˜o dessa conversa˜o, tomando
como exemplo a central local conectada ao usua´rio B.
Figura 2.2: Conversa˜o de quatro para dois fios.
Na pra´tica, na˜o se obte´m uma perfeita separac¸a˜o dos sinais, principalmente, devido a
descasamentos de impedaˆncia entre a h´ıbrida e os circuitos envolvidos. Essas imperfeic¸o˜es
causam o retorno de parte do sinal de voz dos usua´rios, causando eco. A Figura 2.3
apresenta como se origina o eco existente no caso particular do exemplo mostrado na
Figura 2.2. Nessa situac¸a˜o, uma parcela do sinal de voz do usua´rio A retorna (eco),
somada a voz do usua´rio B.
Figura 2.3: Sinal de eco em uma ligac¸a˜o telefoˆnica.
Nas ligac¸o˜es locais (e mesmo em ligac¸o˜es interurbanas), a existeˆncia de eco na˜o
chega a causar desconforto ao usua´rio. Isso acontece porque o tempo que a voz leva para
retornar e´ muito pequeno (geralmente, menor do que 20 ms) e, dessa maneira, o usua´rio
percebe o eco apenas como uma sutil reverberac¸a˜o.
7A grande motivac¸a˜o para o desenvolvimento de canceladores de eco se deve, entre-
tanto, a`s situac¸o˜es nas quais existe um grande atraso no retorno da voz, como acontece,
por exemplo, em ligac¸o˜es de longa distaˆncia via sate´lite. Nesses casos, a voz que retorna
com atraso e´ percebida como um eco desconforta´vel que dificulta a conversac¸a˜o. Assim, em
situac¸o˜es como essas, e´ deseja´vel a utilizac¸a˜o de um cancelador de eco de linha (LEC, line
echo canceller), visando melhorar a qualidade da conversac¸a˜o e o conforto dos usua´rios
[1].
Recentemente, devido a` popularizac¸a˜o das redes de voz sobre IP (VoIP), renovou-se
o interesse na pesquisa e no desenvolvimento de novas estrate´gias de cancelamento de eco.
Nessas redes, o tempo de retorno da voz e´ usualmente muito elevado (podendo chegar a
mais de 300 ms) e a qualidade de conversac¸a˜o sem a utilizac¸a˜o de um LEC torna-se muito
pobre [14].
2.1.2 Eco Acu´stico
O eco acu´stico ocorre em sistemas em que existe acoplamento acu´stico entre alto-
falante e microfone como, por exemplo, em telefones (analo´gicos ou digitais) equipados
com func¸a˜o viva-voz e em equipamentos de teleconfereˆncia.
Ligac¸o˜es telefoˆnicas atrave´s de viva-voz teˆm se tornado cada vez mais populares.
Um exemplo de aplicac¸a˜o sa˜o os sistemas embarcados em automo´veis que permitem ao
usua´rio realizar ligac¸o˜es telefoˆnicas enquanto mante´m as ma˜os ao volante. Sistemas viva-
voz e teleconfereˆncias sa˜o tambe´m muito utilizados no meio corporativo, pois permitem
a realizac¸a˜o de reunio˜es sem o deslocamento f´ısico dos seus participantes.
Uma ilustrac¸a˜o de caso em que ocorre o eco acu´stico e´ mostrada na Figura 2.4,
que representa uma ligac¸a˜o telefoˆnica entre o usua´rio A em um telefone convencional e o
usua´rio B em um telefone viva-voz. Nesse exemplo, o sinal de voz do usua´rio A e´ repro-
duzido pelo alto-falante e captado pelo microfone, gerando eco. Ale´m do caminho direto,
ilustrado na figura, o som pode sofrer mu´ltiplas reflexo˜es antes de ser captado pelo micro-
fone (principalmente, em ambientes fechados), gerando um efeito de reverberac¸a˜o. Assim,
devido a` baixa velocidade de propagac¸a˜o do som no ar (aproximadamente 344 m/s), o
tempo de atraso no caminho do eco somado ao tempo de reverberac¸a˜o pode ser relativa-
mente elevado. Por exemplo, em uma sala de escrito´rio t´ıpica, esse tempo pode chegar a
300 ms [3].
Dessa forma, deve-se utilizar em sistemas viva-voz um cancelador de eco acu´stico
(AEC, acoustic echo canceller) para reduzir o desconforto causado pelo eco aos usua´rios
de tais sistemas.
8Figura 2.4: Eco acu´stico em telefone viva-voz.
2.2 Sistemas de Cancelamento de Eco
Uma primeira abordagem utilizada para controle do eco foi permitir apenas a co-
municac¸a˜o half-duplex 1, atrave´s de utilizac¸a˜o de supressores de eco [15]. O supressor de
eco e´ um dispositivo que, ao detectar a presenc¸a de voz em um sentido do circuito, su-
prime (ou atenua fortemente) o sinal na outra direc¸a˜o. Essas interrupc¸o˜es tempora´rias
na transmissa˜o podem causar o efeito de “picotamento” nos sinais de voz dos usua´rios,
prejudicando assim a clareza e a naturalidade da conversac¸a˜o.
Os canceladores de eco sa˜o desenvolvidos visando obter uma soluc¸a˜o mais apropriada
para o problema do eco [1]. Nos canceladores de eco, uma re´plica sinte´tica do sinal de eco e´
criada e subtra´ıda do sinal de voz contaminado pelo eco. Essa subtrac¸a˜o permite eliminar
o eco sem interromper o caminho da voz dos usua´rios, preservando assim a qualidade da
conversac¸a˜o.
Na Figura 2.5, um diagrama de blocos que representa a gerac¸a˜o do eco em uma
ligac¸a˜o telefoˆnica e´ mostrado. Aqui, x(n) representa o sinal de voz do usua´rio que escuta
o eco (chamado na literatura usua´rio no far-end), enquanto v(n) e´ o sinal de voz do usua´rio
do outro lado da linha (chamado usua´rio no near-end) [16]. Geralmente, considera-se que
o caminho percorrido pelo sinal de voz que retorna como eco pode ser descrito por um
sistema linear. Na Figura 2.5, a resposta ao impulso desse sistema e´ denotada h(n) e o
sinal de eco, d(n). O sinal recebido pelo usua´rio no far-end e´ a soma do eco d(n) com a
voz do usua´rio no near-end v(n), o qual e´ representado na Figura 2.5 por s(n).
Caso seja poss´ıvel estimar a resposta ao impulso do sistema, pode-se obter uma
1Um sistema half-duplex, apesar de ser bidirecional, na˜o permite a comunicac¸a˜o nos dois sentidos
simultaneamente. Ou seja, enquanto um lado opera como transmissor o outro necessariamente opera
como receptor.
9Figura 2.5: Diagrama de blocos da gerac¸a˜o de eco em uma ligac¸a˜o telefoˆnica.
re´plica do sinal de eco. Para tal, essa estimativa [denotada por hˆ(n)] e´ utilizada como
resposta ao impulso de um filtro. Excitando esse filtro pelo sinal x(n), obte´m-se uma esti-
mativa do sinal de eco [denotada por dˆ(n)] que e´ subtra´ıda do sinal s(n). Tal procedimento
e´ ilustrado na Figura 2.6.
Figura 2.6: Diagrama de blocos simplificado de um sistema de cancelamento de eco.
Se hˆ(n) ≈ h(n), enta˜o dˆ(n) ≈ d(n) e o eco pode ser cancelado atrave´s de sub-
trac¸a˜o. Nesses casos, o sinal residual e(n) que e´ transmitido para o usua´rio no far-end e´
praticamente igual ao sinal de voz do usua´rio do near-end v(n).
Nas estrate´gias de cancelamento de eco usualmente consideradas, a resposta ao
impulso h(n) e´ estimada em tempo real a partir dos sinais x(n) e d(n), utilizando um
algoritmo de filtragem adaptativa [1]. O algoritmo adaptativo tem como objetivo alterar
(ou adaptar) de forma iterativa hˆ(n) visando gradualmente reduzir a diferenc¸a entre o
sinal de eco e a sua estimativa. Dessa forma, o problema do cancelamento de eco pode ser
10
interpretado como um problema de identificac¸a˜o de sistemas [3].
Existem dispon´ıveis na literatura diversos algoritmos de filtragem adaptativa, com
diferentes caracter´ısticas de desempenho, estabilidade nume´rica e complexidade compu-
tacional. Alguns dos algoritmos mais utilizados em aplicac¸o˜es de cancelamento de eco sa˜o
discutidos no Cap´ıtulo 3.
2.2.1 Detecc¸a˜o de Double-Talk
Em um sistema de cancelamento de eco, na˜o se tem acesso diretamente ao sinal de
eco d(n), que e´ utilizado na adaptac¸a˜o dos coeficientes do filtro. O sinal dispon´ıvel e´ s(n),
que conte´m, ale´m do sinal de eco d(n), o sinal de voz do usua´rio no near-end v(n).
As situac¸o˜es em que existe atividade de voz dos dois usua´rios [ou seja, x(n) 6= 0
e v(n) 6= 0] sa˜o chamadas double-talk. Nessas situac¸o˜es, a voz do usua´rio no near-end
atua como uma perturbac¸a˜o na adaptac¸a˜o dos coeficientes do filtro, prejudicando assim
a efica´cia do cancelamento de eco [17]. A maneira mais usual de contornar tal problema e´
reduzir ou parar completamente a adaptac¸a˜o quando e´ detectada atividade do usua´rio no
near-end. Para tal, e´ utilizado um detector de double-talk (DTD, double-talk detector).
O desempenho de um cancelador de eco e´ impactado caso existam falhas na detecc¸a˜o
de double-talk. Um tipo comum de falha e´ o falso alarme, que ocorre quando o detector
acusa a presenc¸a de double-talk em um instante em que na˜o ha´ atividade do usua´rio do
near-end [v(n) = 0]. Outro tipo de falha, denominada perda, ocorre quando double-talk
na˜o e´ identificado em um instante em que ha´ atividade dos dois usua´rios. Geralmente,
existe uma relac¸a˜o de compromisso entre baixa probabilidade de falsos alarmes e de perdas.
2.3 Considerac¸o˜es
Neste cap´ıtulo, foram apresentados os tipos de eco mais comuns em ligac¸o˜es te-
lefoˆnicas: o eco de linha e o eco acu´stico. Em determinadas situac¸o˜es, a presenc¸a de eco
pode trazer desconforto aos usua´rios e prejudicar a qualidade da conversac¸a˜o.
Uma estrutura ba´sica de cancelamento de eco e´ discutida, na qual um filtro adap-
tativo e´ utilizado para gerar uma re´plica do sinal de eco. Dessa forma, o cancelamento
e´ obtido atrave´s de subtrac¸a˜o. Para um funcionamento adequado do cancelador de eco,
deve existir uma detecc¸a˜o eficaz das situac¸o˜es nas quais existe atividade do usua´rio no
near-end. Para tal, sa˜o empregados algoritmos de detecc¸a˜o de double-talk. Falhas na de-
tecc¸a˜o de double-talk podem impactar a adaptac¸a˜o dos coeficientes do filtro, prejudicando
assim o processo de cancelamento do eco.
3 Algoritmos de Filtragem
Adaptativa
Neste cap´ıtulo, e´ apresentada uma introduc¸a˜o a` filtragem adaptativa. Algumas das
abordagens geralmente consideradas no desenvolvimento dos algoritmos adaptativos sa˜o
discutidas. Os algoritmos least-mean-square (LMS) e recursive least-squares (RLS) (e
algumas das suas variac¸o˜es), muito usados na pra´tica, sa˜o tambe´m analisados.
Um sistema adaptativo e´ um sistema cuja estrutura e´ altera´vel ou ajusta´vel tal que
o seu desempenho melhore atrave´s do contato com o ambiente ao seu redor [18]. Dessa
forma, a propriedade essencial dos sistemas adaptativos e´ que o seu desempenho seja
variante e auto-ajusta´vel. Essa propriedade e´ deseja´vel nos casos em que na˜o e´ poss´ıvel
prever, a priori, as condic¸o˜es nas quais um determinado sistema opera e as caracter´ısticas
dos sinais de entrada desse sistema.
Os filtros adaptativos representam uma classe particular dos sistemas adaptativos.
Em geral, a resposta ao impulso de um filtro adaptativo e´ alterada de forma iterativa,
visando aproximar a sa´ıda desse filtro de um determinado sinal desejado. Na Figura 3.1, e´
mostrado um diagrama de blocos de uma aplicac¸a˜o t´ıpica de filtragem adaptativa. O sinal
de excitac¸a˜o e´ representado na figura por x(n) e a resposta ao impulso do filtro adaptativo
no instante n, por hˆk(n). Tal resposta e´ adaptada de modo que a sa´ıda do filtro, denotada
por dˆ(n), aproxime-se do sinal desejado [representado na figura por d(n)]. Dessa forma, o
sinal de erro e(n) e´ gradativamente reduzido.
Diversos algoritmos de filtragem adaptativa sa˜o apresentados na literatura. Algumas
das caracter´ısticas mais importantes desses algoritmos sa˜o [3]:
Velocidade de convergeˆncia. Definida como o nu´mero de iterac¸o˜es necessa´rias para
que o filtro adaptativo opere em regime permanente.
Desajuste. Medida quantitativa do erro em regime permanente, quando comparado com
uma soluc¸a˜o o´tima.
Rastreamento. Medida da capacidade do algoritmo de “rastrear” variac¸o˜es estat´ısticas
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Figura 3.1: Diagrama em blocos do filtro adaptativo.
em ambientes na˜o-estaciona´rios.
Robustez. Um filtro e´ considerado robusto quando pequenos distu´rbios (ou seja, distu´r-
bios com pequena energia) resultam em pequenos erros de estimac¸a˜o.
Complexidade computacional. Reflexo da quantidade de operac¸o˜es aritme´ticas (a-
dic¸o˜es, multiplicac¸o˜es e diviso˜es) e da quantidade de memo´ria requeridas pelo algo-
ritmo.
Robustez nume´rica. Sensibilidade do algoritmo a erros causados pela implementac¸a˜o,
considerando aritme´tica de precisa˜o finita e quantizac¸a˜o dos sinais de entrada.
Na escolha de um algoritmo de filtragem adaptativa, deve ser considerada a estru-
tura do filtro: de resposta ao impulso infinita (IIR, infinite impulse response) ou finita
(FIR, finite impulse response) [19]. Essa escolha e´ ditada principalmente por crite´rios
pra´ticos [3]. Os filtros FIR sa˜o inerentemente esta´veis, enquanto os filtros IIR podem ser
insta´veis para determinados conjuntos de coeficientes. Ainda que seja poss´ıvel projetar
filtros IIR esta´veis, garantir sua estabilidade em um processo adaptativo na˜o e´ uma tarefa
trivial. E´ por esse motivo que a maioria das implementac¸o˜es pra´ticas de filtros adap-
tativos utiliza estruturas FIR, ainda que estruturas IIR exijam, para uma dada ordem,
menor complexidade computacional. Neste trabalho, apenas filtros adaptativos FIR sa˜o
considerados.
Existem diversas possibilidades para estabelecer o crite´rio de desempenho segundo o
qual o algoritmo de filtragem adaptativa atualiza (ou adapta) seus coeficientes. Em geral,
costuma-se adotar a minimizac¸a˜o de uma func¸a˜o custo que dependa do sinal de erro como
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crite´rio de desempenho [20]. Na escolha dessa func¸a˜o, devem ser levados em conta fatores
como facilidade de tratamento matema´tico e complexidade computacional.
A seguir, sa˜o apresentadas duas abordagens utilizadas no desenvolvimento de al-
goritmos adaptativos. Na primeira, a func¸a˜o custo considerada e´ o valor me´dio do erro
quadra´tico. Essa abordagem da´ origem ao filtro de Wiener, do qual deriva o algoritmo
least-mean-square (LMS). Na segunda, a func¸a˜o custo considerada e´ uma soma ponde-
rada de amostras passadas do erro quadra´tico. Dessa abordagem, obte´m-se o algoritmo
recursive least-squares (RLS).
3.1 Abordagem do Erro Quadra´tico Me´dio
A abordagem do erro quadra´tico me´dio (MSE, mean-square error) tem como grande
vantagem a facilidade no tratamento matema´tico [3], [18]. A func¸a˜o custo que se deseja
minimizar e´ o valor me´dio do erro quadra´tico. Assim,
JMSE = E
[
e2(n)
]
(3.1)
onde E (.) denota o operador valor esperado. E´ poss´ıvel determinar um filtro linear o´timo
(na˜o adaptativo) que corresponda ao mı´nimo de (3.1), denominado filtro de Wiener. A
partir do filtro de Wiener, sa˜o derivados alguns algoritmos de filtragem adaptativa, tal
como o LMS.
3.1.1 Filtro de Wiener
O filtro de Wiener e´ o filtro linear que corresponde ao conjunto de coeficientes que
oferece o menor valor poss´ıvel para o erro quadra´tico me´dio JMSE. Na derivac¸a˜o do filtro
de Wiener, considera-se inicialmente que o filtro ilustrado na Figura 3.1 e´ invariante e
que os sinais envolvidos sa˜o estaciona´rios e teˆm me´dia zero. Assim, a sa´ıda dˆ(n) do filtro
e´ obtida como
dˆ(n) =
N−1∑
k=0
hˆkx(n− k) = hˆTx(n) (3.2)
onde x(n) = [x(n) x(n− 1) · · · x(n−N + 1)]T representa o vetor de excitac¸a˜o e hˆ =
[hˆ0 hˆ1 · · · hˆN−1]T, o vetor de coeficientes. Dessa forma, o sinal de erro pode ser escrito
como
e(n) = d(n)− dˆ(n) = d(n)− hˆTx(n) (3.3)
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e (3.1) pode ser expressa como func¸a˜o de hˆ. Assim,
JMSE(hˆ) = E
{[
d(n)− hˆTx(n)
]2}
= E
[
d2(n)
]− 2 E [d(n)hˆTx(n)]+ E [hˆTx(n)xT(n)hˆ]
= E
[
d2(n)
]− 2hˆT E [x(n)d(n)] + hˆT E [x(n)xT(n)]hˆ . (3.4)
Agora, denotando por σ2d a variaˆncia de d(n)
σ2d = E
[
d2(n)
]
, (3.5)
por rxd o vetor N × 1 de correlac¸a˜o cruzada entre x(n) e d(n)
rxd = E [x(n)d(n)] (3.6)
e por Rx a matriz N ×N de autocorrelac¸a˜o de x(n)
Rx = E
[
x(n)xT(n)
]
, (3.7)
reescreve-se (3.4) como
JMSE(hˆ) = σ
2
d − 2hˆTrxd + hˆTRxhˆ . (3.8)
Observa-se que JMSE(hˆ) depende quadraticamente dos coeficientes de hˆ e, portanto,
apresenta um u´nico ponto de mı´nimo, denotado por hˆMSE. Para determinar esse ponto,
define-se o operador gradiente ∇, cujo k-e´simo componente e´ dada por
∇k = ∂
∂hˆk
, k = 0, 1, . . . , N − 1 .
Aplicando o operador ∇ em (3.8), obte´m-se
∇JMSE(hˆ) =

∂
∂hˆ0
JMSE(hˆ)
∂
∂hˆ1
JMSE(hˆ)
...
∂
∂hˆN−1
JMSE(hˆ)

= −2rxd + 2Rxhˆ . (3.9)
No ponto em que JMSE(hˆ) assume o seu valor mı´nimo, os componentes do vetor gradiente
se anulam. Assim, denotando por hˆMSE o vetor de coeficientes que corresponde ao mı´nimo
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de JMSE(hˆ) , verifica-se que
∇JMSE(hˆMSE) = −2rxd + 2RxhˆMSE = 0N (3.10)
onde 0N denota um vetor de zeros com dimensa˜o N . Reescrevendo (3.10) como
RxhˆMSE = rxd (3.11)
obte´m-se a equac¸a˜o de Wiener-Hopf. Assumindo que Rx seja na˜o-singular, hˆMSE pode ser
obtido por
hˆMSE = R
−1
x rxd . (3.12)
O vetor hˆMSE e´ o vetor de coeficientes que apresenta o mı´nimo erro quadra´tico me´dio.
Na literatura, esse conjunto de coeficientes e´ usualmente denominado filtro de Wiener.
Observa-se que a determinac¸a˜o do filtro de Wiener depende do conhecimento da matriz
de autocorrelac¸a˜o do sinal de entrada x(n) e do vetor de correlac¸a˜o cruzada entre x(n) e
d(n).
3.1.2 Ca´lculo do Filtro de Wiener Atrave´s do Me´todo Steepest
Descent
E´ poss´ıvel ainda calcular hˆMSE sem a aplicac¸a˜o direta de (3.12), atrave´s de um
procedimento iterativo de otimizac¸a˜o. Nesse processo, parte-se de um valor inicial ar-
bitra´rio hˆ(0). Na j-e´sima iterac¸a˜o, o vetor de coeficientes assume um valor particular
hˆ(j) = [hˆ
(j)
0 hˆ
(j)
1 · · · hˆ(j)N−1]T, que e´ utilizado para calcular hˆ(j+1). Com o aumento do
nu´mero de iterac¸o˜es, espera-se que hˆ(j) aproxime-se de hˆMSE. O procedimento iterativo
aqui considerado e´ me´todo steepest descent (SD), que e´ uma te´cnica bem conhecida de
otimizac¸a˜o.
Na iterac¸a˜o j, a func¸a˜o custo pode ser escrita como
J
(j)
MSE = σ
2
d − 2
[
hˆ(j)
]T
rxd +
[
hˆ(j)
]T
Rxhˆ
(j) (3.13)
e o seu gradiente,
∇J (j)MSE = −2rxd + 2Rxhˆ(j) . (3.14)
De acordo com o me´todo SD, o valor do vetor de coeficientes na iterac¸a˜o j + 1 e´ obtido
incrementando o valor atual hˆ(j) na direc¸a˜o oposta a`quela apontada pelo vetor gradiente.
Assim,
hˆ(j+1) = hˆ(j) +
1
2
µ[−∇J (j)MSE] (3.15)
onde µ e´ uma constante positiva e o fator 1
2
e´ inclu´ıdo por simplicidade matema´tica. Assim,
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substituindo (3.14) em (3.15), obte´m-se a equac¸a˜o recursiva do me´todo SD. Portanto,
hˆ(j+1) = hˆ(j) + µ
[
rxd −Rxhˆ(j)
]
. (3.16)
Dado que o valor de µ seja adequadamente escolhido [3], a soluc¸a˜o obtida pelo me´todo
SD converge para o filtro de Wiener. Dessa forma,
lim
j→∞
hˆ(j) = hˆMSE . (3.17)
3.1.3 Algoritmo Least-Mean-Square (LMS)
Nos casos em que as estat´ısticas dos sinais x(n) e s(n) sa˜o conhecidas, o filtro que
minimiza o erro quadra´tico me´dio pode ser calculado diretamente atrave´s da equac¸a˜o
de Wiener-Hopf ou iterativamente utilizando o me´todo SD. No entanto, na pra´tica nem
sempre e´ poss´ıvel conhecer tais estat´ısticas a priori. Mais ainda, em muitos casos os sinais
envolvidos na˜o sa˜o estaciona´rios, fazendo com que as estat´ısticas variem com o tempo.
Assim, e´ deseja´vel obter um algoritmo que dependa apenas dos sinais x(n) e s(n),
e que tenha a capacidade de se ajustar a variac¸o˜es estat´ısticas desses sinais. Para tal, sa˜o
definidas as estimativas instantaˆneas da matriz de autocorrelac¸a˜o e do vetor de correlac¸a˜o
cruzada. Assim,
Rˆx(n) = x(n)x
T(n) (3.18)
e
rˆxd(n) = x(n)d(n) . (3.19)
Dessa forma, utilizando (3.18) e (3.19), uma versa˜o simplificada do me´todo SD pode ser
obtida. Considerando que e´ realizada uma iterac¸a˜o do me´todo para cada nova amos-
tra de x(n) e d(n), o vetor de coeficientes nesse caso pode ser escrito como hˆ(n) =
[hˆ0(n) hˆ1(n) · · · hˆN−1(n)]T. Assim, a estimativa no vetor gradiente para o instante n e´
∇ˆJMSE(n) = −2x(n)d(n) + 2x(n)xT(n)hˆ(n)
= −2x(n)
[
d(n)− dˆ(n)
]
= −2x(n)e(n) (3.20)
com
e(n) = d(n)− dˆ(n) = d(n)− xT(n)hˆ(n) . (3.21)
Substituindo ∇JMSE(n) por ∇ˆJMSE(n) em (3.15), obte´m-se a seguinte equac¸a˜o recursiva:
hˆ(n+ 1) = hˆ(n) + µx(n)e(n) .
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O algoritmo obtido, definido por (3.21) e (3.1.3), e´ denominado least-mean-square (LMS).
Observa-se que hˆ(n) caracteriza um filtro adaptativo, pois os seus coeficientes sa˜o modi-
ficados de forma iterativa a partir dos dados de entrada. Dessa forma, na˜o e´ necessa´ria
qualquer informac¸a˜o a priori sobre as caracter´ısticas dos sinais envolvidos.
Em aplicac¸o˜es pra´ticas, o valores dos coeficientes do filtro adaptativo sa˜o geralmente
inicializados com zero. Assim,
hˆ(0) = 0N . (3.22)
Na Tabela 3.1, sa˜o mostradas as equac¸o˜es que caracterizam o algoritmo LMS. Ge-
ralmente, a complexidade computacional de um algoritmo e´ medida atrave´s do nu´mero de
multiplicac¸o˜es requeridas pelo algoritmo. No caso do LMS, conforme observado na Tabela
3.1, sa˜o necessa´rias 2N multiplicac¸o˜es por iterac¸a˜o.
Tabela 3.1: Algoritmo LMS
Inicializac¸a˜o do algoritmo
hˆ(0) = 0N
Atualizac¸a˜o dos coeficientes
e(n) = d(n)− xT(n)hˆ(n)
hˆ(n+ 1) = hˆ(n) + µx(n)e(n)
O algoritmo LMS e´ muito utilizado em aplicac¸o˜es pra´ticas de filtragem adaptativa.
Isso se deve principalmente a` sua robustez, simplicidade e baixa complexidade computa-
cional. No entanto, em determinadas situac¸o˜es, a velocidade de convergeˆncia do algoritmo
LMS e´ baixa [3]. Isso acontece principalmente quando as amostras do sinal de entrada sa˜o
fortemente correlacionadas, como, por exemplo, para sinais de voz.
3.2 Abordagem dos Mı´nimos Quadrados
Uma outra abordagem usualmente considerada no desenvolvimento de algoritmos
adaptativos e´ a dos mı´nimos quadrados (LS). Esse crite´rio da´ origem ao algoritmo RLS,
que e´ tambe´m utilizado em diversas aplicac¸o˜es pra´ticas.
Como no caso do algoritmo LMS, considera-se aqui que o vetor de coeficientes assume
para cada n um valor particular hˆ(n) = [hˆ0(n) hˆ1(n) · · · hˆN−1(n)]T. Dado que sa˜o
conhecidos os valores de x(1), x(2), . . . , x(n) e d(1), d(2), . . . , d(n), pode-se definir um erro
de estimac¸a˜o considerando o valor atual de hˆ(n) e amostras passadas dos sinais de entrada
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x(i) e d(i), com i = 1, 2, . . . , n. Esse erro de estimac¸a˜o pode ser escrito como
ei(n) = d(i)−
N−1∑
k=0
hˆk(n)x(i− k)
= d(i)− hˆT(n)x(i) . (3.23)
Dessa forma, o valor de ei(n) depende da amostra passada d(i), do vetor de amostras
passadas x(i) = [x(i) x(i− 1) · · · x(i−N + 1)]T e do vetor atual de coeficientes hˆ(n).
Geralmente, considera-se que o sinal de entrada e´ pre´-janelado [ou seja, x(n) = 0 para
n ≤ 0]. Na abordagem dos mı´nimos quadrados, a func¸a˜o custo considerada e´ a soma
exponencialmente ponderada dos erros de estimac¸a˜o ao quadrado:
JLS(n) =
n∑
i=1
λn−ie2i (n) . (3.24)
onde 0 < λ ≤ 1 e´ denominado fator de esquecimento. O caso particular em que λ = 1
corresponde a` memo´ria infinita. Ja´ para λ < 1, observa-se que os valores mais recentes
dos sinais de entrada teˆm peso maior do que valores passados. De maneira geral, o inverso
de 1− λ fornece uma medida da memo´ria do me´todo [3]. Substituindo (3.23) em (3.24),
tem-se
JLS(n) =
n∑
i=1
λn−i
[
d(i)− hˆT(n)x(i)
]2
=
n∑
i=1
λn−i
[
d2(i)− 2d(i)hˆT(n)x(i) + hˆ(n)Tx(i)xT(i)hˆ(n)
]
. (3.25)
Como no caso do filtro de Wiener, deseja-se determinar o vetor de coeficientes que
anule o gradiente da func¸a˜o custo. O gradiente de (3.25) e´
∇JLS(n) = 2
n∑
i=1
λn−i
[
−d(i)x(i) + x(i)xT(i)hˆ(n)
]
. (3.26)
Considerando que todos os componentes do vetor gradiente se anulam, verifica-se que
n∑
i=1
λn−i
[
−d(i)x(i) + x(i)xT(i)hˆLS(n)
]
= 0 , (3.27)
ou seja,
n∑
i=1
[
λn−ix(i)xT(i)
]
hˆLS(n) =
n∑
i=1
λn−ix(i)d(i) . (3.28)
onde hˆLS(n) e´ o vetor de coeficientes que corresponde a` soluc¸a˜o de mı´nimos quadrados.
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Agora, definindo a matriz N ×N de autocorrelac¸a˜o amostral do sinal de entrada
R˜x(n) =
n∑
i=1
λn−ix(i)xT(i)
= x(n)xT(n) + λR˜x(n− 1) (3.29)
e o vetor N × 1 de correlac¸a˜o cruzada amostral entre o sinal de entrada e o sinal desejado
como
r˜xd(n) =
n∑
i=1
λn−ix(i)d(i)
= x(n)d(n) + λr˜xd(n− 1) (3.30)
reescreve-se (3.28) como
R˜x(n)hˆLS(n) = r˜xd(n) . (3.31)
A expressa˜o (3.31) e´ equivalente a` equac¸a˜o de Wiener-Hopf, para o caso dos mı´nimos
quadrados. Admitindo que R˜x(n) seja na˜o-singular , tem-se
hˆLS(n) = R˜
−1
x (n)r˜xd(n) . (3.32)
Dessa forma, pode-se usar (3.32) para obter o vetor de coeficientes que corresponde, para
todo n, ao mı´nimo de (3.24).
3.2.1 Algoritmo Recursive Least-Squares (RLS)
Uma desvantagem da utilizac¸a˜o de (3.32) para determinar hˆLS(n) e´ a necessidade
de calcular a inversa de R˜x(n) para cada nova amostra de x(n) e d(n). Na pra´tica, essa
operac¸a˜o pode demandar elevada carga computacional, principalmente, se a ordem N for
elevada. E´ poss´ıvel, no entanto, obter um procedimento para determinar recursivamente
R˜−1x (n). Para tal, lanc¸a-se ma˜o do lema da inversa˜o de matrizes. Sejam duas matrizes
definidas positivas N ×N A e B relacionadas por
A = B−1 + CD−1CT (3.33)
onde C e´ uma matriz N×M e D e´ uma matriz M×M . De acordo com o lema da inversa˜o
de matrizes, o inverso de A pode ser escrito como
A−1 = B−BC (D + CTBC)−1 CTB . (3.34)
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Agora, igualando (3.29) a (3.33), verifica-se que
A = R˜x(n)
B−1 = λR˜x(n− 1)
C = x(n)
D = 1
Dessa forma, utilzando (3.34), pode-se escrever R˜x(n)
−1 como
R˜−1x (n) =
1
λ
R˜−1x (n− 1)−
1
λ2
R˜−1x (n− 1)x(n)xT(n)R˜−1x (n− 1)
1 +
1
λ
xT(n)R˜−1x (n− 1)x(n)
 (3.35)
Por simplicidade matema´tica, define-se o vetor N × 1
k(n) =
R˜−1x (n− 1)x(n)
λ+ xT(n)R˜−1x (n− 1)x(n)
(3.36)
e (3.35) pode agora ser reescrita como
R˜−1x (n) =
1
λ
[
I− k(n)xT(n)] R˜−1x (n− 1) . (3.37)
O vetor k(n) e´ geralmente denominado na literatura ganho de Kalman [3]. Observa-se
que (3.36) e (3.37) permitem o ca´lculo recursivo de R˜−1x (n) sem a necessidade da inversa˜o
expl´ıcita de R˜x(n).
Utilizando o ganho de Kalman, e´ poss´ıvel tambe´m obter uma expressa˜o recursiva
para o vetor de coeficientes hˆLS(n). Para tal, reescreve-se (3.36) como
k(n) =
1
λ
[
R˜−1x (n− 1)x(n)− k(n)xT(n)R˜−1x (n− 1)x(n)
]
=
{
1
λ
[
I− k(n)xT(n)] R˜−1x (n− 1)}x(n) . (3.38)
Substituindo a expressa˜o entre chaves em (3.38) por (3.37) , obte´m-se
k(n) = R˜−1x (n)x(n) . (3.39)
Assim, aplicando (3.30) e (3.39) em (3.32), obte´m-se a seguinte expressa˜o recursiva para
21
hˆLS(n):
hˆLS(n) = R˜
−1
x (n) [λr˜xd(n− 1) + x(n)d(n)]
= λR˜−1x (n)r˜xd(n− 1) + R˜−1x (n)x(n)d(n)
=
[
I− k(n)xT(n)] R˜−1x (n− 1)r˜xd(n− 1) + k(n)d(n)
=
[
I− k(n)xT(n)] hˆLS(n− 1) + k(n)d(n)
= hˆLS(n− 1) + k(n)
[
d(n)− xT(n)hˆLS(n− 1)
]
= hˆLS(n− 1) + k(n)(n) (3.40)
onde (n) e´ o erro a priori, definido como
(n) = d(n)− xT(n)hˆLS(n− 1) . (3.41)
As equac¸o˜es (3.36), (3.41), (3.40) e (3.37) definem o algoritmo recursive least-quares
(RLS). Para inicializar o algoritmo, geralmente considera-se [20]
R˜−1x (0) = δ
−1IN (3.42)
onde IN denota a matriz identidade de ordem N e δ e´ uma constante positiva. Ja´ o vetor
de coeficientes, assim como no algoritmo LMS, e´ geralmente inicializado como um vetor
de zeros. Na Tabela 3.2, sa˜o mostradas as equac¸o˜es que caracterizam o algoritmo RLS.
Tabela 3.2: Algoritmo RLS
Inicializac¸a˜o do algoritmo
hˆLS(0) = 0N
R˜−1x (0) = δ
−1IN
Atualizac¸a˜o de k(n) e R˜−1x (n)
k(n) =
R˜−1x (n− 1)x(n)
λ+ xT(n)R˜−1x (n− 1)x(n)
R˜−1x (n) =
1
λ
[
I− k(n)xT(n)] R˜−1x (n− 1)
Adaptac¸a˜o do vetor de coeficientes
(n) = d(n)− xT(n)hˆLS(n− 1)
hˆLS(n) = hˆLS(n− 1) + k(n)(n)
A principal vantagem do algoritmo RLS em relac¸a˜o ao LMS e´ que sua velocidade
de convergeˆncia e´, tipicamente, uma ordem de grandeza maior [3]. No entanto, apesar de
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evitar a inversa˜o expl´ıcita da matriz de autocorrelac¸a˜o, a complexidade computacional do
algoritmo RLS e´ ainda substancialmente superior a` do LMS. Na formulac¸a˜o apresentada, o
RLS possui complexidade O (N2), fazendo com que implementac¸o˜es de filtros adaptativos
de ordem elevada demandem grande carga computacional.
A seguir, sa˜o apresentadas algumas importantes relac¸o˜es matema´ticas que dizem
respeito a`s varia´veis do algoritmo RLS. Em (3.41), o erro a priori e´ calculado a partir do
valor do vetor de coeficientes no instante n− 1. O erro a priori, em geral, e´ diferente do
erro a posteriori
e(n) = d(n)− xT(n)hˆLS(n) (3.43)
cujo ca´lculo depende do vetor de coeficientes no instante n. No entanto, e´ poss´ıvel esta-
belecer uma relac¸a˜o entre e(n) e (n). Substituindo (3.40) em (3.43), tem-se
e(n) = d(n)− xT(n)
[
hˆLS(n− 1) + k(n)(n)
]
= d(n)− xT(n)hˆLS(n− 1)− xT(n)k(n)(n)
= (n)− xT(n)k(n)(n)
=
[
1− xT(n)k(n)] (n) . (3.44)
Definindo
γ(n) = 1− xT(n)k(n) (3.45)
observa-se que
γ(n) =
e(n)
(n)
. (3.46)
A varia´vel γ(n) e´ geralmente denominada na literatura de fator de conversa˜o [3].
A soma dos erros quadra´ticos JLS(n) assume seu valor mı´nimo quando o vetor de
coeficientes assume o valor particular hˆLS(n) dado por (3.32). Utilizando as definic¸o˜es de
R˜x(n) e rxd(n) e substituindo (3.32) em (3.25), o valor mı´nimo de JLS(n) [aqui denotado
por J
(min)
LS (n)] pode ser escrito como
J
(min)
LS (n) =
n∑
i=1
λn−id2(i)− 2hˆTLS(n)rxd(n) + hˆTLS(n)R˜x(n)hˆLS(n)
=
n∑
i=1
λn−id2(i)− 2hˆTLS(n)rxd(n) + hˆTLS(n)R˜x(n)R˜−1x (n)rxd(n)
=
n∑
i=1
λn−id2(i)− hˆTLS(n)rxd(n) . (3.47)
Pode-se ainda obter uma equac¸a˜o recursiva para J
(min)
LS (n) substituindo (3.30), (3.40) e
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(3.39) em (3.47). Assim,
J
(min)
LS (n) =
n−1∑
i=1
λn−id2(i) + d2(n)− λrTxd(n− 1)hˆLS(n− 1)− λrTxd(n− 1)k(n)(n)
− xT(n)hˆLS(n− 1)d(n)− xT(n)k(n)(n)d(n)
= λJ
(min)
LS (n− 1) + (n)
[
λrTxd(n− 1) + xT(n)d(n)
]
k(n)
+ d(n)
[
d(n)− xT(n)hˆLS(n− 1)
]
= λJ
(min)
LS (n− 1) + d(n)(n)− (n)rTxd(n)R˜−1x (n)x(n)
= λJ
(min)
LS (n− 1) + (n)
[
d(n)− hˆTLS(n)x(n)
]
= λJ
(min)
LS (n− 1) + (n)e(n) . (3.48)
Na literatura, o algoritmo RLS e´ muitas vezes escrito em termos do ganho de Kalman
normalizado, definido como
k˜(n) =
k(n)
γ(n)
. (3.49)
3.2.2 Algoritmo Fast Transversal Filter (FTF)
Conforme anteriormente apresentado, a principal desvantagem do algoritmo RLS e´
a sua elevada complexidade computacional. No entanto, existem dispon´ıveis na literatura
diversas estrate´gias para implementac¸a˜o do RLS que apresentam menor complexidade.
Algumas estrate´gias tiram proveito da estrutura transversal do filtro adaptativo, apresen-
tando complexidade O(N). Dentre essas, a de menor complexidade e´ o fast transversal
filter (FTF) [5], que tem complexidade 7N .
No algoritmo FTF, tira-se proveito da estrutura particular do vetor de entrada x(n)
para os filtros transversais FIR. Nesses casos, pode-se relacionar o valor atual de x(n) e
o seu valor passado x(n− 1) atrave´s de[
x(n)
x(n− 1)
]
= xN+1(n) =
[
x(n)
x(n−N)
]
(3.50)
onde xN+1(n) denota o vetor de entrada aumentado. Observa-se que (3.50) representa
um aumento seguido de uma diminuic¸a˜o da ordem de x(n). Nessa mesma linha, pode-se
definir tambe´m a matriz de autocorrelac¸a˜o amostral aumentada
R˜xN+1(n) =
n∑
i=1
λn−ixN+1(i) [xN+1(i)]
T (3.51)
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o ganho de Kalman aumentado
kN+1(n) =
[
R˜xN+1(n)
]−1
xN+1(n) (3.52)
e o fator de conversa˜o aumentado
γN+1(n) = 1− [xN+1(n)]T kN+1(n) . (3.53)
Nesse caso, o ganho de Kalman aumentado normalizado e´
k˜N+1(n) =
kN+1(n)
γN+1(n)
. (3.54)
Para o FTF, o ganho de Kalman e´ obtido recursivamente de maneira similar a`
considerada em (3.50). O vetor aumentado kN+1(n) e´ calculado a partir de k(n − 1),
enquanto k(n) e´ obtido atrave´s de uma operac¸a˜o de reduc¸a˜o da ordem de kN+1(n). Essa
sequ¨eˆncia de operac¸o˜es e´ ilustrada na Figura 3.2 [21]. Os vetores auxiliares a(n) e b(n)
mostrados na figura sa˜o, respectivamente, filtros preditores forward e backward. O preditor
forward a(n) e´ utilizado no aumento da ordem de k(n− 1), enquanto o preditor backward
b(n) e´ utilizado na reduc¸a˜o de ordem de kN+1(n). As operac¸o˜es de aumento e de reduc¸a˜o
da ordem do ganho de Kalman e a atualizac¸a˜o dos preditores sa˜o discutidas na sequ¨eˆncia.
Figura 3.2: Ilustrac¸a˜o do procedimento de atualizac¸a˜o do ganho de Kalman no FTF.
3.2.2.1 Filtro Preditor Linear Forward
O filtro preditor forward a(n) tem como objetivo estimar a amostra atual do sinal de
entrada x(n) a partir do vetor de N amostras passadas desse sinal, denotado por x(n−1) =
[x(n− 1) x(n− 2) · · · x(n−N)]T. Considerando o crite´rio dos mı´nimos quadrados para
determinar a(n), o equacionamento obtido no desenvolvimento do algoritmo RLS pode
ser utilizado. No caso do preditor forward, o vetor de entrada considerado e´ x(n − 1),
enquanto o sinal desejado e´ x(n). Assim, modificando (3.32), o filtro preditor a(n) pode
ser determinado atrave´s de
a(n) = R˜−1x (n− 1)r˜fxx(n) (3.55)
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onde
r˜fxx(n) =
n∑
i=1
λn−ix(i− 1)x(i) (3.56)
denota a correlac¸a˜o cruzada amostral entre x(n− 1) e x(n). Adaptando (3.40) ao caso do
preditor forward, obte´m-se a equac¸a˜o recursiva de atualizac¸a˜o de a(n). Assim,
a(n) = a(n− 1) + k(n− 1)φ(n) (3.57)
onde φ(n) e´ erro de estimac¸a˜o a priori do filtro forward, dado por
φ(n) = x(n)− aT(n− 1)x(n− 1) . (3.58)
Ja´ o erro da estimac¸a˜o a posteriori do preditor forward e´
f(n) = x(n)− aT(n)x(n− 1) (3.59)
= γ(n− 1)φ(n) . (3.60)
A soma dos erros quadra´ticos para o preditor forward e´ obtida adaptando (3.47) e
(3.48). Portanto,
Jf(n) =
n∑
i=1
λn−ix2(i)− aT(n)r˜fxx(n)
= r00 − aT(n)r˜fxx(n) (3.61)
= λJf(n− 1) + φ(n)f(n) (3.62)
com
r00 =
n∑
i=1
λn−ix2(i) . (3.63)
Utilizando (3.50), (3.56) e (3.63), pode-se reescrever R˜xN+1(n) como
R˜xN+1(n) =
n∑
i=1
λn−i
{[
x(i)
x(i− 1)
] [
x(i) xT(i− 1)
]}
=
n∑
i=1
λn−i
{[
x2(i) x(i)xT(i− 1)
x(i)x(i− 1) x(i− 1)xT(i− 1)
]}
=
[
r00
[
r˜fxx(n)
]T
r˜fxx(n) R˜x(n− 1)
]
. (3.64)
O complemento de Schur da matriz R˜xN+1(n) e´
s = r00 −
[
r˜fxx(n)
]T
R˜−1x (n− 1)r˜fxx(n) . (3.65)
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Substituindo (3.55) e (3.61) em (3.65), verifica-se que
s = r00 − aT(n)r˜fxx(n)
= Jf(n) (3.66)
e, utilizando (3.55), a inversa de R˜xN+1(n) pode ser escrita como
[
R˜xN+1(n)
]−1
=
1
Jf(n)
[
1 −aT(n)
−a(n) Jf(n)R˜−1x (n− 1) + a(n)aT(n)
]
=
[
0 0TN
0N R˜
−1
x (n− 1)
]
+
1
Jf(n)
a˜(n)a˜T(n) (3.67)
com
a˜(n) =
[
1
−a(n)
]
. (3.68)
Po´s-multiplicando (3.67) por xN+1(n) e utilizando (3.52), (3.39) e (3.59), obte´m-se
kN+1(n) =
[
0 0TN
0N R˜
−1
x (n− 1)
][
x(n)
x(n− 1)
]
+
a˜(n)a˜T(n)
Jf(n)
[
x(n)
x(n− 1)
]
=
[
0
k(n− 1)
]
+
f(n)a˜(n)
Jf(n)
. (3.69)
Agora, pre´-multiplicando (3.69) por xN+1(n) e substituiindo (3.45) e (3.53), verifica-se
que
γN+1(n) = γ(n− 1)− f
2(n)
Jf(n)
. (3.70)
Substituindo (3.60) e (3.62) em (3.70), obte´m-se
γN+1(n) = γ(n− 1)− f
2(n)
Jf(n)
= γ(n− 1)
[
1− f(n)φ(n)
Jf(n)
]
(3.71)
= γ(n− 1)λJf(n− 1)
Jf(n)
. (3.72)
Dessa forma, a expressa˜o anterior pode ser utilizada para determinar o valor do fator de
conversa˜o aumentado.
Agora, substituindo (3.57) em (3.69) e rearranjando os termos, obte´m-se
kN+1(n) =
[
1− f(n)φ(n)
Jf(n)
][
0
k(n− 1)
]
+
f(n)a˜(n− 1)
Jf(n)
. (3.73)
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Utilizando (3.49), (3.54) e (3.71), reescreve-se (3.73) como
γN+1(n)k˜N+1(n) =
[
1− f(n)φ(n)
Jf(n)
]
γ(n− 1)
[
0
k˜(n− 1)
]
+
f(n)a˜(n− 1)
Jf(n)
= γN+1(n)
[
0
k˜(n− 1)
]
+
f(n)a˜(n− 1)
Jf(n)
. (3.74)
Finalmente, dividindo os dois lados de (3.74) por γN+1(n) e substituindo (3.72), pode-se
obter k˜N+1(n). Assim,
k˜N+1(n) =
[
0
k˜(n− 1)
]
+
φ(n)
λJf(n− 1) a˜(n− 1) . (3.75)
Enta˜o, utilizando (3.72) e (3.75), obte´m-se γN+1(n) e k˜N+1(n). A seguir, utiliza-se um
preditor backward para realizar a reduc¸a˜o de ordem dessas varia´veis.
3.2.2.2 Filtro Preditor Linear Backward
O filtro preditor backward e´ denotado por b(n). Seu objetivo e´ estimar a amostra
passada x(n−N) do sinal de entrada, a partir das N amostras mais recentes x(n), x(n−
1), . . . , x(n − N + 1). Assim, nesse caso, o vetor de entrada e´ o pro´prio x(n) e o sinal
desejado e´ x(n−N). A equac¸a˜o utilizada para obter o vetor b(n) o´timo segundo o crite´rio
dos mı´nimos quadrados e´
b(n) = R˜−1x (n)r˜
b
xx(n) (3.76)
onde
r˜bxx(n) =
n∑
i=1
λn−ix(i)x(i−N) (3.77)
denota a correlac¸a˜o cruzada amostral entre x(n) e x(n−N). Nesse caso, a atualizac¸a˜o de
b(n) e´ obtida atrave´s de
b(n) = b(n− 1) + k(n)β(n) (3.78)
onde β(n) e´ erro de estimac¸a˜o a priori do filtro backward
β(n) = x(n−N)− bT(n− 1)x(n) . (3.79)
Ja´ o erro da estimac¸a˜o a posteriori do preditor backward e´
b(n) = x(n−N)− bT(n)x(n) (3.80)
= γ(n)β(n) . (3.81)
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A soma dos erros quadra´ticos e´
Jb(n) =
n∑
i=1
λn−ix2(i−N)− bT(n)r˜bxx(n)
= rNN − bT(n)r˜bxx(n) (3.82)
= λJb(n− 1) + β(n)b(n) (3.83)
com
rNN =
n∑
i=1
λn−ix2(i−N) . (3.84)
Utilizando (3.50), (3.77) e (3.84), pode-se reescrever R˜xN+1(n) como
R˜xN+1(n) =
n∑
i=1
λn−i
{[
x(i)
x(i−N)
] [
x(i) x(i−N)
]}
=
n∑
i=1
λn−i
{[
x(i)xT(i) x(i−N)xT(i)
x(i−N)x(i) x2(i−N)
]}
=
[
R˜x(n) r˜
b
xx(n)[
r˜bxx(n)
]T
rNN
]
. (3.85)
Enta˜o, utilizando (3.76) e (3.82), o seu complemento de Schur e´
s = rNN −
[
r˜bxx(n)
]T
R˜−1x (n)r˜
b
xx(n)
= rNN − bT(n)r˜bxx(n)
= Jb(n) . (3.86)
A inversa de R˜xN+1(n) pode enta˜o ser escrita como
[
R˜xN+1(n)
]−1
=
1
Jb(n)
[
Jb(n)R˜
−1
x (n) + b(n)b
T(n) −b(n)
−bT(n) 1
]
=
[
R˜−1x (n) 0N
0TN 0
]
+
1
Jb(n)
b˜(n)b˜T(n) (3.87)
com
b˜(n) =
[
−b(n)
1
]
. (3.88)
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Po´s-multiplicando (3.87) por xN+1(n) e substituindo (3.52), (3.39) e (3.80), obte´m-se
kN+1(n) =
[
R˜−1x (n) 0N
0TN 0
][
x(n)
x(n−N)
]
+
b˜(n)b˜T(n)
Jb(n)
[
x(n)
x(n−N)
]
=
[
k(n)
0
]
+
b(n)b˜(n)
Jb(n)
(3.89)
que pode ser reescrita em termos do ganho de Kalman normalizado como
γN+1(n)k˜N+1(n) = γ(n)
[
k(n)
0
]
+
b(n)b˜(n)
Jb(n)
. (3.90)
Igualando o u´ltimo componente dos vetores nos dois lados de (3.90) e denotando por
k˜N+1(n) o u´ltimo elemento de k˜N+1(n), verifica-se que
k˜N+1(n) =
b(n)
γN+1(n)Jb(n)
. (3.91)
Agora, pre´-multiplicando (3.89) por xN+1(n), utilizando (3.81) e (3.45) e rearranjando os
termos, obte´m-se
γN+1(n) = γ(n)− b
2(n)
Jb(n)
. (3.92)
Substituindo (3.81), (3.83) e (3.91) em (3.92), obte´m-se
γN+1(n) = γ(n)− b
2(n)
Jb(n)
= γ(n)
[
1− b(n)β(n)
Jb(n)
]
(3.93)
= γ(n)
[
1− k˜N+1(n)γN+1(n)β(n)
]
. (3.94)
Assim, isolando γ(n) na expressa˜o anterior, tem-se
γ(n) =
γN+1(n)
1− k˜N+1(n)γN+1(n)β(n)
. (3.95)
Dessa forma, (3.95) permite determinar o fator de conversa˜o γ(n) a partir da reduc¸a˜o da
ordem de γN+1(n). Agora, substituindo (3.78) e (3.93) em (3.90) e rearranjando os termos,
obte´m-se
γN+1(n)k˜N+1(n) = γ(n)
[
1− b(n)β(n)
Jb(n)
] [
k˜(n)
0
]
+
b(n)b˜(n− 1)
Jb(n)
= γN+1(n)
[
k˜(n)
0
]
+
b(n)b˜(n− 1)
Jb(n)
. (3.96)
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Dividindo os dois lados de (3.96) por γN+1(n) e substituindo (3.91), verifica-se que[
k˜(n)
0
]
= k˜N+1(n)− k˜N+1(n)b˜(n− 1) . (3.97)
Dessa forma, pode-se utilizar (3.97) para determinar o valor atualizado de k˜(n) a partir
do vetor aumentado k˜N+1(n).
E´ poss´ıvel ainda obter uma expressa˜o alternativa a` (3.79) para o erro de estimac¸a˜o
a priori do filtro backward. Para tal, utilizando (3.83), observa-se que (3.93) pode ser
reescrita como
γN+1(n) = γ(n)λ
Jb(n− 1)
Jb(n)
. (3.98)
Substituindo (3.98) em (3.91) e rearranjando os termos, obte´m-se
β(n) = λJb(n− 1)k˜N+1(n) . (3.99)
3.2.2.3 Adaptac¸a˜o dos Coeficientes
Utilizando (3.97), e´ poss´ıvel determinar o valor do ganho de Kalman normalizado.
Esse vetor pode enta˜o ser utilizado na determinac¸a˜o recursiva do vetor de coeficientes.
Escrevendo (3.40) em termos de k˜(n) e substituindo (3.46), obte´m-se
hˆLS(n) = hˆLS(n− 1) + k˜(n)γ(n)(n)
= hˆLS(n− 1) + k˜(n)e(n) . (3.100)
Na Tabela (3.3), sa˜o apresentadas as equac¸o˜es que caracterizam as treˆs etapas do
algoritmo FTF, a saber: predic¸a˜o forward, predic¸a˜o backward e adaptac¸a˜o dos coeficientes.
Tambe´m sa˜o mostrados os valores utilizados na inicializac¸a˜o do algoritmo [5]. Observa-se
que a complexidade computacional total do FTF e´ 7N .
3.2.3 Algoritmo Stabilized Fast Transversal Filter (SFTF)
O principal atrativo do algoritmo FTF, em relac¸a˜o ao RLS, e´ que a sua comple-
xidade computacional e´ significativamente menor. No entanto, o FTF e´ reconhecido ser
numericamente insta´vel, quando implementado com aritme´tica de precisa˜o finita [22].
Uma modificac¸a˜o do FTF, denominada stabilized FTF (SFTF) [22], visa melhorar
as suas caracter´ısticas nume´ricas. A ide´ia ba´sica do SFTF e´ tirar proveito do fato de
que certas quantidades, no FTF, podem ser calculadas de mais de uma maneira. As-
sim, comparando o resultado obtido por diferentes expresso˜es, pode-se realizar medidas
instantaˆneas dos erros nume´ricos presentes no algoritmo. Essas medidas, enta˜o, sa˜o reali-
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Tabela 3.3: Algoritmo FTF
Inicializac¸a˜o do algoritmo
a(0) = 0N b(0) = 0N k˜(0) = 0N
Jf(0) = δλ
N Jb(0) = δ γ(0) = 1
Predic¸a˜o forward - Ca´lculo de γN+1(n) e k˜N+1(n)
φ(n) = x(n)− aT(n− 1)x(n− 1)
f(n) = γ(n− 1)φ(n)
Jf(n) = λJf(n− 1) + φ(n)f(n)
γN+1(n) = λ
Jf(n− 1)
Jf(n)
k˜N+1(n) =
[
0
k˜(n− 1)
]
+
φ(n)
λJf(n− 1)
[
1
−a(n− 1)
]
a(n) = a(n− 1) + k˜(n− 1)f(n)
Predic¸a˜o backward - Ca´lculo de γ(n) e k˜(n)
β(n) = λJb(n− 1)k˜N+1(n)
γ(n) =
γN+1(n)
1− k˜N+1(n)γN+1(n)β(n)
b(n) = γ(n)β(n)
Jb(n) = λJb(n− 1) + β(n)b(n)[
k˜(n)
0
]
= k˜N+1(n)− k˜N+1(n)
[−b(n− 1)
1
]
b(n) = b(n− 1) + k˜(n)b(n)
Atualizac¸a˜o dos coeficientes - Ca´lculo de e(n) e hˆLS(n)
(n) = d(n)− xT(n)hˆLS(n− 1)
e(n) = γ(n)(n)
hˆLS(n) = hˆLS(n− 1) + k˜(n)e(n)
mentadas, visando modificar a dinaˆmica da propagac¸a˜o dos erros nume´ricos e estabilizar
os modos insta´veis do FTF [22].
No SFTF, apenas a predic¸a˜o backward do algoritmo FTF e´ modificada. Em parti-
cular, sa˜o consideradas duas maneiras diferentes de calcular o erro de estimac¸a˜o a priori
do preditor backward β(n). A primeira e´ a mesma expressa˜o usada no FTF, que e´ dada
por
βs(n) = λJb(n− 1)k˜N+1(n) (3.101)
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onde o subescrito s denota manipulac¸a˜o escalar [3]. Ja´ a segunda e´ a pro´pria definic¸a˜o de
β(n). Assim,
βf(n) = x(n−N)− bT(n− 1)x(n) (3.102)
onde o subescrito f denota uma operac¸a˜o de filtragem. O valor final da varia´vel β(n) e´
obtido utilizando uma combinac¸a˜o convexa de βs(n) e βf(n). Portanto,
β(n) = βs(n) +K [βf(n)− βs(n)] (3.103)
onde K e´ uma constante que determina o peso relativo de βs(n) e βf(n). Dado que o valor
de β(n) e´ utilizado em va´rias expresso˜es no FTF, utiliza-se em cada uma delas um valor
particular βi(n) que e´ calculado considerando uma constante Ki. Dessa forma, o ajuste
dos valores individuais das constantes Ki permite obter graus de liberdade adicionais no
ajuste da propagac¸a˜o dos erros do FTF.
No SFTF, utiliza-se tambe´m uma expressa˜o alternativa para o fator de conversa˜o
γ(n), dada por
γa(n) = λ
N Jb(n)
Jf(n)
. (3.104)
Essa expressa˜o apresenta um mecanismo diferente de propagac¸a˜o de erros nume´ricos do
que a expressa˜o utilizada no FTF [22], i.e.,
γs(n) =
γN+1(n)
1− k˜N+1(n)γN+1(n)β(n)
. (3.105)
O valor de γ(n) e´ utilizado em diferentes expresso˜es do algoritmo FTF. Dessa forma, no
SFTF, utiliza-se o valor de γa(n) em determinados pontos e o de γs(n) em outros.
Na Tabela 3.4, sa˜o mostradas as equac¸o˜es utilizadas na predic¸a˜o backward algoritmo
SFTF. A inicializac¸a˜o, a predic¸a˜o forward e a adaptac¸a˜o dos coeficientes sa˜o realizadas
de maneira ideˆntica a` do FTF [considerando γ(n) = γa(n)]. Observa-se que o ca´lculo de
βf(n) atrave´s de (3.102) faz com que a complexidade computacional total do SFTF seja
8N .
3.2.4 Algoritmo Fast Newton Transversal Filter (FNTF)
O algoritmo Fast Newton Transversal Filter (FNTF) [6] e´ uma versa˜o modificada
do algoritmo FTF, que permite certa liberdade no ajuste do compromisso entre o seu
desempenho e a sua complexidade computacional. Em geral, as caracter´ısticas do FNTF
(desempenho e complexidade) ficam entre aquelas dos algoritmos LMS e FTF.
A equac¸a˜o de adaptac¸a˜o dos coeficientes do LMS e do RLS pode ser escrita como
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Tabela 3.4: Algoritmo SFTF
Predic¸a˜o backward do algoritmo SFTF
βs(n) = λJb(n− 1)k˜N+1(n)
βf(n) = x(n−N)− bT(n− 1)x(n)
β1(n) = βs(n) +K1 [βf(n)− βs(n)]
β2(n) = βs(n) +K2 [βf(n)− βs(n)]
γs(n) =
γN+1(n)
1− k˜N+1(n)γN+1(n)βf(n)
b1(n) = γs(n)β1(n)
b2(n) = γs(n)β2(n)
Jb(n) = λJb(n− 1) + β2(n)b2(n)
γa(n) = λ
N Jb(n)
Jf(n)[
k˜(n)
0
]
= k˜N+1(n)− k˜N+1(n)
[−b(n− 1)
1
]
b(n) = b(n− 1) + k˜(n)b1(n)
um caso particular da seguinte equac¸a˜o geral:
hˆ(n) = hˆ(n− 1) + R−1(n)x(n)e(n) (3.106)
onde R(n) e´ uma matriz N ×N . No caso do LMS, a matriz R(n) considerada e´
R(n) = R =
1
µ
IN . (3.107)
Ja´ no caso do RLS, a matriz considerada e´ a matriz de autocorrelac¸a˜o amostral, definida
em (3.29). Assim,
R(n) = R˜x(n) . (3.108)
Utilizando o algoritmo FTF, o mesmo vetor de coeficientes obtido pelo RLS e´ determinado
sem a necessidade do ca´lculo expl´ıcito de R˜x(n), atrave´s do uso de preditores forward e
backward.
A ide´ia ba´sica do FNTF e´ que, nos casos em que o sinal de entrada x(n) pode ser
representando por um processo auto-regressivo de ordem L [AR(L), com L < N ], a matriz
N ×N de autocorrelac¸a˜o amostral R˜x(n) pode ser obtida estendendo a matriz L× L de
autocorrelac¸a˜o amostral R˜xL(n). Em muitos casos, sinais de interesse pra´tico (como, por
exemplo, sinais de voz) podem ser representados como um processo AR(L). Dessa forma,
em aplicac¸o˜es de cancelamento de eco, o FNTF permite uma reduc¸a˜o da complexidade
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computacional (em comparac¸a˜o ao FTF) sem grande preju´ızo no desempenho.
De maneira similar ao que ocorre no algoritmo RLS, o ca´lculo expl´ıcito de R˜xL(n)
e a extensa˜o de R˜xL(n) para R˜x(n) podem ser evitados. Nesse caso, assim como no
FTF, sa˜o utilizados preditores forward e backward. Como o sinal de entrada x(n) pode
ser representado por um processo AR(L), esses preditores possuem ordem L. O ca´lculo
dos coeficientes desses preditores e´ efetuado utilizando o equacionamento das predic¸o˜es
forward e backward do FTF (ou da sua versa˜o numericamente mais esta´vel, o SFTF).
No ca´lculo do ganho de Kalman, os preditores obtidos (de ordem L) sa˜o estendidos
com N − L zeros. Assim, o ganho de Kalman normalizado aumentado e´ obtido como
k˜N+1(n) =
[
0
k˜(n− 1)
]
+
φ(n)
λJf(n− 1)

1
−a(n− 1)
0N−L
 (3.109)
e o ganho de Kalman normalizado, como
[
k˜(n)
0
]
= k˜N+1(n)− β(nc)
λJb(nc − 1)

0N−L
−b(nc − 1)
1
 (3.110)
com
nc = n−N + L . (3.111)
As varia´veis φ(n) e β(n) representam, respectivamente, o erro de estimac¸a˜o a priori dos
preditores forward e backward e Jf(n) e Jb(n) denotam, respectivamente, a soma dos erros
quadra´ticos dos preditores forward e backward.
Na Tabela 3.5, sa˜o mostradas as equac¸o˜es que definem o algoritmo FNTF e as
varia´veis obtidas utilizando a predic¸a˜o forward e backward do algoritmo FTF. Observando
a Tabela 3.3, verifica-se que as predic¸o˜es do FTF possuem complexidade 6L. O ca´lculo do
ganho de Kalman na˜o requer multiplicac¸o˜es adicionais, enquanto a adaptac¸a˜o dos coefici-
entes possui complexidade 2N . Dessa forma, o FNTF possui complexidade total 2N+6L.
Verifica-se que, para L = 0, a complexidade e´ a mesma do algoritmo LMS, enquanto para
L = N , obte´m-se o algoritmo FTF. Dessa forma, escolhendo 0 < L < N , pode-se obter
um compromisso entre a simplicidade computacional do LMS e o desempenho do FTF.
Uma desvantagem do algoritmo FNTF em relac¸a˜o ao FTF e´ que devem ser arma-
zenados L × (N − L) valores adicionais na memo´ria, devido ao uso do vetor b(nc − 1)
em (3.110). E´ poss´ıvel eliminar essa necessidade de memo´ria adicional se for utilizado
um segundo algoritmo FTF, em paralelo, cujo sinal de entrada e´ x(nc). Nesse caso, no
entanto, a complexidade computacional total torna-se 2N + 12L [23].
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Tabela 3.5: Algoritmo FNTF
Inicializac¸a˜o do algoritmo
k˜(0) = 0N γ(0) = 1
Varia´veis obtidas do algoritmo FTF (ou SFTF)
a(n− 1) Jf(n− 1) φ(n)
b(nc − 1) Jf(nc − 1) β(nc)
Ca´lculo do ganho de Kalman
k˜N+1(n) =
[
0
k˜(n− 1)
]
+
φ(n)
λJf(n− 1)
 1−a(n− 1)
0N−L

[
k˜(n)
0
]
= k˜N+1(n)− β(nc)
λJb(nc − 1)
 0N−L−b(nc − 1)
1

Ca´lculo do fator de conversa˜o
γ(n) = γ(n− 1)− φ
2(n)
λJf(n− 1) +
β2(nc)
λJb(nc − 1)
Atualizac¸a˜o dos coeficientes
(n) = d(n)− xT(n)hˆLS(n− 1)
e(n) = γ(n)(n)
hˆLS(n) = hˆLS(n− 1) + k˜(n)e(n)
3.3 Considerac¸o˜es
Neste cap´ıtulo, foram apresentados conceitos ba´sicos de filtragem adaptativa e al-
guns dos algoritmos adaptativos mais utilizados em aplicac¸o˜es pra´ticas. Um deles e´ o
algoritmo LMS, cujas principais caracter´ısticas sa˜o a sua robustez, simplicidade e baixa
complexidade computacional (2N). No entanto, em alguns casos, o LMS pode apresentar
baixa velocidade de convergeˆncia. Outro algoritmo bastante utilizado e´ o RLS, que apre-
senta, em geral, velocidade de convergeˆncia uma ordem de grandeza maior do que a do
LMS. No entanto, o RLS apresenta elevada complexidade computacional [O (N2)].
Uma estrate´gia eficiente de implementac¸a˜o do RLS e´ o algoritmo FTF, que tira
proveito da estrutura transversal do filtro adaptativo e apresenta complexidade 7N . Uma
desvantagem do FTF e´ que esse algoritmo pode apresentar instabilidades nume´ricas em
implementac¸o˜es pra´ticas. Uma modificac¸a˜o do FTF, denominada SFTF, visa melhorar
suas caracter´ısticas nume´ricas, com um pequeno aumento de complexidade (8N).
Outra modificac¸a˜o do FTF e´ o algoritmo FNTF. Nesse algoritmo, considera-se que
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o sinal de entrada pode ser representado por um processo AR(L). Dessa forma, obte´m-se
uma reduc¸a˜o na ordem dos preditores do FTF, reduzindo assim a complexidade compu-
tacional para 2N + 6L. Ajustando o valor de L de zero ate´ N , obte´m-se um compromisso
entre a baixa complexidade do LMS e o desempenho superior do FTF.
4 Detecc¸a˜o de Double-Talk
Neste cap´ıtulo, sa˜o discutidas algumas estrate´gias utilizadas para a detecc¸a˜o de
double-talk em uma ligac¸a˜o telefoˆnica. O procedimento geral de detecc¸a˜o de double-talk e
alguns algoritmos utilizados para tal func¸a˜o sa˜o apresentados e discutidos.
4.1 Detectores de Double-Talk
Na Figura 4.1, e´ mostrada a estrutura ba´sica de um cancelador de eco. Como dis-
cutido nos Cap´ıtulos 2 e 3, o algoritmo adaptativo em um cancelador utiliza o sinal de
voz do usua´rio do far-end x(n) e o seu eco d(n) para refinar a medida hˆ(n) da resposta
ao impulso h(n). No entanto, na˜o se tem acesso diretamente ao sinal de eco d(n). O sinal
dispon´ıvel para o cancelador de eco e´ s(n), resultado da soma de d(n) com o sinal de voz
do usua´rio no near-end v(n). Assim, deve existir um mecanismo de controle que diminua
ou interrompa a adaptac¸a˜o dos coeficientes nos per´ıodos em que existe, simultaneamente,
eco do usua´rio no far-end e sinal de voz do usua´rio no near-end. A parte principal desse
mecanismo de controle e´ o detector de double-talk (DTD) [17].
Figura 4.1: Estrutura ba´sica de um cancelador de eco.
Existem diferentes me´todos para detecc¸a˜o de double-talk propostos na literatura.
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Em geral, esses me´todos operam como descrito a seguir:
1. Uma varia´vel de decisa˜o ξ(n) e´ calculada, utilizando os sinais dispon´ıveis x(n), s(n),
e(n) e dˆ(n), e os coeficientes da resposta ao impulso hˆ(n).
2. A varia´vel ξ(n) e´ comparada a um limiar pre´-definido T e double-talk e´ assumido
quando ξ(n) < T .
3. Uma vez que double-talk e´ assumido, a adaptac¸a˜o dos coeficientes e´ interrompida
por um nu´mero mı´nimo de amostras Nhold.
4. Se a condic¸a˜o ξ(n) < T se mantiver falsa por mais do queNhold amostras, a adaptac¸a˜o
dos coeficientes recomec¸a.
Algumas abordagens para detecc¸a˜o de double-talk podem falhar sob certas condic¸o˜es
na pra´tica. Em particular, para algumas te´cnicas, na˜o se pode dispor de um limiar T que
seja independente das caracter´ısticas do sistema (como, por exemplo, poteˆncia dos sinais
envolvidos ou atenuac¸a˜o da resposta ao impulso). Dessa forma, o valor de T deve ser
ajustado para cada caso, o que pode ser indeseja´vel em certas aplicac¸o˜es.
Uma outra condic¸a˜o que pode levar a` falha e´ a dependeˆncia do algoritmo de detecc¸a˜o
de double-talk do valor dos coeficientes do filtro adaptativo hˆ(n). Quando essa dependeˆncia
existe, alguns fatores devem ser levados em conta, a saber:
• Uma falha na detecc¸a˜o de double-talk pode fazer o algoritmo adaptativo divergir, o
que por consequ¨eˆncia pode impactar a detecc¸a˜o de double-talk nos instantes seguin-
tes.
• Uma mudanc¸a abrupta na resposta ao impulso do sistema pode ser interpretada
de forma errada como sendo double-talk, impedindo a adaptac¸a˜o do filtro a` nova
condic¸a˜o.
• Na inicializac¸a˜o do cancelador de eco [ou seja, quando hˆ(n) = 0], deve existir uma
estrate´gia que permita a adaptac¸a˜o do filtro antes do in´ıcio da detecc¸a˜o de double-
talk.
De maneira geral, o desempenho de um detector de double-talk pode ser caracteri-
zado pelas seguintes grandezas:
• Probabilidade de falso alarme Pf . Probabilidade de falsa detecc¸a˜o de double-talk, ou
seja, de double-talk ser declarado quando na˜o ha´ atividade do usua´rio do near-end
[v(n) = 0].
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• Probabilidade de detecc¸a˜o Pd. Probabilidade da correta detecc¸a˜o de double-talk, ou
seja, de double-talk ser declarado quando existe atividade do usua´rio do near-end
[v(n) 6= 0].
• Probabilidade de perda Pm = 1−Pd. Probabilidade de double-talk na˜o ser detectado
quando existe atividade do usua´rio do near-end [v(n) 6= 0].
Tipicamente, existe uma relac¸a˜o de compromisso entre a baixa probabilidade de falso
alarme Pf e a baixa probabilidade de perda Pm, que e´ controlada pelo valor do limiar T .
Em sistemas de cancelamento de eco, a penalidade associada a`s perdas e´ elevada quando
comparada a` dos falsos alarmes, ja´ que essas situac¸o˜es podem acarretar divergeˆncia do
filtro adaptativo. Ja´ os falsos alarmes causam, em geral, uma reduc¸a˜o na velocidade de
convergeˆncia do filtro.
Algumas te´cnicas conhecidas para detecc¸a˜o de double-talk sa˜o discutidas na sequ¨eˆn-
cia.
4.2 Algoritmo Geigel
O algoritmo Geigel [7] e´ um algoritmo cla´ssico e bastante simples para detecc¸a˜o de
double-talk. Nesse algoritmo, assume-se que a poteˆncia me´dia do sinal de eco e´ menor do
que as dos sinais de voz dos usua´rios do far-end e do near-end. Dessa forma, nas situac¸o˜es
em que o sinal s(n) recebido pelo cancelador de eco tem baixa poteˆncia [em relac¸a˜o ao
sinal x(n)], pode-se considerar que na˜o ha´ atividade do usua´rio do near-end (e, portanto,
na˜o ha´ double-talk).
A varia´vel de detecc¸a˜o considerada e´
ξ(n)G =
‖x(n)‖∞
|s(n)| (4.1)
onde x(n) = [x(n) x(n− 1) · · · x(n−N + 1)]T e´ o vetor de amostras do far-end, N
denota o nu´mero de amostras passadas consideradas no ca´lculo de ξ(n)G e ‖.‖∞ caracteriza
a norma infinita de um vetor. Geralmente, o valor de N corresponde a` ordem do filtro
adaptativo considerado, visando assim abranger todo o tempo de atraso do caminho do
eco.
O limiar T e´ escolhido de forma a compensar um valor espec´ıfico de atenuac¸a˜o me´dia
do caminho do eco. Uma desvantagem do algoritmo Geigel e´ que, em muitas situac¸o˜es,
na˜o e´ poss´ıvel conhecer a priori esse valor de atenuac¸a˜o.
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4.3 Me´todo da Correlac¸a˜o Cruzada
Um outro me´todo de detecc¸a˜o de double-talk utiliza a correlac¸a˜o entre o vetor de
amostras do far-end x(n) e o sinal do near-end s(n) para detecc¸a˜o de double-talk [10].
A medida de correlac¸a˜o considerada e´ o vetor de coeficientes de correlac¸a˜o cruzada, dado
por
cxs =
E [x(n) s(n)]√
E [x2(n)] E [s2(n)]
=
rxs
σx σs
(4.2)
onde E (.) denota o valor esperado, rxs = E [x(n) s(n)] e´ o vetor de correlac¸a˜o cruzada
entre x(n) e s(n) e σx e σs sa˜o os desvios-padra˜o de x(n) e s(n), respectivamente.
O coeficiente de correlac¸a˜o cruzada aproxima-se da unidade quando a correlac¸a˜o e´
ma´xima e de zero quando e´ mı´nima. Assim, se os valores dos componentes de cxs sa˜o
baixos [indicando baixa correlac¸a˜o entre x(n) e s(n)], pode-se assumir que o sinal s(n)
na˜o e´ composto inteiramente por eco (o que caracteriza uma situac¸a˜o de double-talk).
Dessa maneira, a varia´vel de detecc¸a˜o do me´todo da correlac¸a˜o cruzada e´ definida como
ξCC = ‖cxs‖∞
=
‖rxs‖∞
σx σs
. (4.3)
Em aplicac¸o˜es pra´ticas, as grandezas estat´ısticas utilizadas em (4.2) devem ser es-
timadas a partir de x(n) e s(n), que geralmente sa˜o na˜o-estaciona´rios. Essas grandezas
podem ser obtidas recursivamente como segue:
r˜xs(n) = x(n)s(n) + λr˜xs(n− 1) (4.4)
σ˜x
2(n) = x2(n) + λσ˜x
2(n− 1) (4.5)
σ˜s
2(n) = s2(n) + λσ˜s
2(n− 1) (4.6)
onde 0 ≤ λ ≤ 1 e´ o fator de esquecimento. Assim, a varia´vel de detecc¸a˜o pode ser obtida
como
ξCC(n) = ‖cxs(n)‖∞
=
‖r˜xs(n)‖∞
σ˜x(n) σ˜s(n)
. (4.7)
A principal desvantagem do me´todo da correlac¸a˜o cruzada e´ que o valor o´timo do
limiar T pode ter grande variac¸a˜o dependendo das condic¸o˜es de operac¸a˜o [12].
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4.4 Me´todo da Coereˆncia Espectral
Em vez de utilizar diretamente a correlac¸a˜o cruzada, e´ poss´ıvel utilizar a coereˆncia
espectral entre os sinais x(n) e s(n) como um indicativo da presenc¸a de double-talk [9].
A coereˆncia espectral entre os sinais x(n) e s(n) e´ definida como
γ2xs(ω) =
|Φxs(ω)|2
Φx(ω)Φs(ω)
(4.8)
onde Φx(ω) e Φs(ω) representam, respectivamente, a densidade espectral de poteˆncia de
x(n) e s(n),
Φx(ω) =
∞∑
k=−∞
rx(k)e
−jωk (4.9)
e
Φs(ω) =
∞∑
k=−∞
rs(k)e
−jωk , (4.10)
Φxs(ω) e´ a densidade espectral cruzada de poteˆncia entre x(n) e s(n),
Φxs(ω) =
∞∑
k=−∞
rxs(k)e
−jωk (4.11)
e rx(k), rs(k) e rxs(k) denotam, respectivamente, as autocorrelac¸o˜es de x(n) e s(n) e a
correlac¸a˜o cruzada entre esses dois sinais. Assim como o coeficiente de correlac¸a˜o cruzada,
a coereˆncia espectral aproxima-se da unidade quando a correlac¸a˜o entre x(n) e s(n) e´
elevada e de zero quando a correlac¸a˜o e´ baixa. Dessa forma, valores baixos de γ2xs(ω)
podem ser utilizados como um indicativo da presenc¸a de double-talk.
No me´todo da coereˆncia espectral, a varia´vel de decisa˜o considerada e´ uma me´dia
de valores de γ2xs(ω) avaliados em determinadas frequ¨eˆncias. Assim,
ξCE =
1
M
M−1∑
m=0
γ2xs(ωm) (4.12)
onde ω0, ω1, . . . , ωM−1 representam frequ¨eˆncias de interesse.
Em aplicac¸o˜es pra´ticas, a coereˆncia espectral deve ser estimada a partir dos si-
nais x(n) e s(n) recebidos pelo cancelador de eco. Uma poss´ıvel abordagem e´ estimar a
coereˆncia espectral atrave´s do processamento de blocos de amostras dos sinais de entrada.
Os i-e´simos blocos de amostras sa˜o denotados por xiB(n) e s
i
B(n) e sa˜o formados segmen-
tando os sinais x(n) e s(n) por uma janela de L amostras. Tipicamente, cada novo bloco
conte´m 5 a 10 novas amostras. Para cada bloco i, sa˜o estimadas as densidades espectrais
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de poteˆncia Φix(ω), Φ
i
s(ω) e Φ
i
xs(ω) atrave´s do me´todo multi-janelas [24]. Portanto,
Φˆix(ω) =
1
K
K−1∑
k=0
|X ik(ω)|2
λk
(4.13)
Φˆis(ω) =
1
K
K−1∑
k=0
|Sik(ω)|2
λk
(4.14)
Φˆixs(ω) =
1
K
K−1∑
k=0
Sik(ω) [X
i
k(ω)]
∗
λk
(4.15)
onde X ik(ω) e S
i
k(ω) denotam, respectivamente, o k-e´simo autoespectro dos blocos de
amostras xiB(n) e s
i
B(n), λk e´ o autovalor associado ao k-e´simo autoespectro e K repre-
senta o nu´mero de janelas consideradas. Os k-e´simos autoespectros X ik(ω) e S
i
k(ω) sa˜o,
respectivamente, dados por
X ik(ω) =
L−1∑
n=0
xiB(n)φk(n)e
−jωn (4.16)
Sik(ω) =
L−1∑
n=0
siB(n)φk(n)e
−jωn (4.17)
onde φk(n) representa a sequ¨eˆncia de Slepian de ordem k [24]. As sequ¨eˆncias de Sle-
pian teˆm a propriedade de apresentarem seu espectro maximamente concentrado em uma
determinada largura de banda W , atendendo a` seguinte equac¸a˜o:
λkφk(n) =
L−1∑
m=0
{
sen [2piW (n−m)]
piW (n−m) φk(m)
}
. (4.18)
Em geral, sa˜o utilizados
K = b2LW c (4.19)
autoespectros no ca´lculo das densidades espectrais.
Na pra´tica, (4.16) e (4.17) podem ser calculadas de forma eficiente atrave´s da FFT.
Assim, a estimativa da coereˆncia espectral para o i-e´simo bloco de amostras pode ser
escrita como [
γixs(k)
]2
=
∣∣∣Φˆixs(k)∣∣∣2
Φˆix(k)Φˆ
i
s(k)
(4.20)
onde k denota o ı´ndice da FFT. Nesse caso, a varia´vel de detecc¸a˜o e´ obtida por
ξiCE =
1
M
M−1∑
m=0
[
γixs(km)
]2
(4.21)
onde k0, k1, . . . , kM−1 denotam os ı´ndices da FFT que correspondem a`s frequ¨eˆncias de
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interesse. Usualmente, considera-se uma faixa de frequ¨eˆncia de aproximadamente 300 Hz
a 2000 Hz para o ca´lculo de ξiCE.
As principais desvantagens do me´todo da coereˆncia espectral para a detecc¸a˜o de
double-talk consistem no seu elevado custo computacional (principalmente para valores
grandes de L) e a dificuldade na determinac¸a˜o de um valor do limiar T que apresente
desempenho adequado para uma grande variedade de condic¸o˜es de operac¸a˜o.
4.5 Me´todo da Correlac¸a˜o Cruzada Normalizada
O me´todo da correlac¸a˜o cruzada normalizada (NCC) para detecc¸a˜o de double-talk e´
baseado no me´todo da correlac¸a˜o entre x(n) e s(n). A sua principal vantagem e´ obter um
valor constante para ξ(n) quando v(n) = 0, independente de quaisquer caracter´ısticas do
sistema.
Da Figura 4.1, observa-se que o sinal s(n) recebido pelo cancelador de eco e´
s(n) = d(n) + v(n) . (4.22)
Dessa forma, a variaˆncia do sinal s(n) e´
σ2s = σ
2
d + σ
2
v . (4.23)
Ja´ a variaˆncia do sinal d(n) pode ser escrita como
σ2d = h
TRxh (4.24)
onde o vetor h = [h(0) h(1) · · · h(N − 1)]T caracteriza a resposta ao impulso do sistema.
Dado que d(n) = hTx(n), tem-se
h = R−1x rxd . (4.25)
Assim, pode-se reescrever (4.24) como
σ2d = r
T
xdR
−1
x rxd . (4.26)
Enta˜o, assumindo que o sinal de entrada x(n) e o sinal de voz do near-end v(n) sa˜o
na˜o-correlacionados, obte´m-se
rxs = E [x(n)s(n)] = E {x(n) [d(n) + v(n)]}
= E [x(n)d(n)]
= rxd . (4.27)
44
Assim, σ2d pode ser expresso como
σ2d = r
T
xsR
−1
x rxs . (4.28)
A varia´vel de detecc¸a˜o do NCC e´ obtida calculando-se a raza˜o entre σ2d e σ
2
s . Portanto,
ξNCC =
σ2d
σ2s
=
rTxsR
−1
x rxs
σ2s
. (4.29)
O ca´lculo de ξNCC, de acordo com (4.29), depende apenas dos sinais x(n) e s(n), que sa˜o
os sinais dispon´ıveis para o cancelador de eco.
Agora, reescrevendo (4.29) como
ξNCC =
σ2d
σ2s
=
σ2d
σ2d + σ
2
v
(4.30)
observa-se que, quando existe double-talk [v(n) 6= 0], o denominador de (4.30) torna-se
maior do que seu numerador. Dessa forma, a detecc¸a˜o de double-talk pode ser realizada
considerando T = 1. Contudo, costuma-se na pra´tica utilizar um valor T < 1, visando
compensar poss´ıveis erros de estimac¸a˜o das grandezas estat´ısticas bem como a presenc¸a
de ru´ıdo.
Assim como no me´todo da correlac¸a˜o cruzada, as grandezas estat´ısticas requeridas
para o ca´lculo de ξNCC podem ser estimadas recursivamente. As estimativas do vetor de
correlac¸a˜o cruzada entre x(n) e s(n) e da variaˆncia do sinal s(n) sa˜o obtidas, respectiva-
mente, por (4.4) e (4.6). Ja´ a estimativa da matriz de autocorrelac¸a˜o de x(n) pode ser
determinada atrave´s de (3.29). Dessa forma, a varia´vel de detecc¸a˜o pode ser obtida como
ξNCC(n) =
rxs(n)
TR−1x (n)rxs(n)
σ2s(n)
. (4.31)
Para valores elevados de N , a inversa˜o da matriz Rx(n) pode acarretar elevada carga
computacional. Assim, visando reduzir a complexidade da implementac¸a˜o, pode-se evitar
o ca´lculo de R−1x (n) assumindo que o filtro adaptativo tenha convergido. Nesse caso,
tem-se
h = R−1x rxs ≈ hˆ(n) (4.32)
onde hˆ(n) = [hˆ0(n) hˆ1(n) · · · hˆN−1(n)]T e´ o vetor de coeficientes do filtro adaptativo.
Assim, e´ poss´ıvel aproximar (4.31) por
ξNCC(n) ≈ r
T
xs(n)hˆ(n)
σ2s(n)
. (4.33)
Assumindo ainda a convergeˆncia do filtro adaptativo, uma outra estrate´gia para simplificar
45
a implementac¸a˜o do NCC e´ utilizar a re´plica do eco dˆ(n) no ca´lculo da variaˆncia do sinal
d(n). Assim,
σ2d(n) ≈ σ2dˆ(n) = dˆ2(n) + λσ2dˆ(n− 1) . (4.34)
Enta˜o, substituindo (4.34) em (4.31), obte´m-se a aproximac¸a˜o
ξNCC(n) ≈
σ2
dˆ
(n)
σ2s(n)
. (4.35)
O ca´lculo aproximado de ξNCC(n) atrave´s de (4.33) ou (4.35) e´ sedutor do ponto
de vista de complexidade computacional. No entanto, em ambos os casos, a qualidade
da aproximac¸a˜o (e, portanto, o desempenho do detector de double-talk) depende de a
convergeˆncia dos coeficientes do filtro adaptativo ter sido alcanc¸ada.
4.6 Resultados de Simulac¸a˜o
Nesta sec¸a˜o, sa˜o apresentados resultados experimentais visando avaliar o desempe-
nho das te´cnicas apresentadas para detecc¸a˜o de double-talk. A maneira escolhida aqui para
essa avaliac¸a˜o e´ atrave´s do valor de Pm obtido para um dado valor de Pf . Nos experimentos
realizados, a probabilidade de falso alarme Pf e´ medida como
Pf =
Nx,DT
Nx
(4.36)
onde Nx e´ o nu´mero de amostras em que ha´ somente atividade do usua´rio do far-end
[x(n) 6= 0 e v(n) = 0] e Nx,DT e´ o nu´mero de amostras desse conjunto nas quais e´ declarado
double-talk. Ja´ a probabilidade de perda Pm e´ medida como
Pm = 1− Nx,v,DT
Nx,v
(4.37)
onde Nx,v e´ o nu´mero de amostras em que ha´ atividade dos usua´rios do far-end e do
near-end [x(n) 6= 0 e v(n) 6= 0] e Nx,v,DT e´ o nu´mero de amostras desse conjunto nas quais
e´ declarado double-talk. Nos experimentos realizados, o valor de T e´ ajustado de modo a
obter Pf = 0, 1.
Quando se comparam diferentes te´cnicas para detecc¸a˜o de double-talk, e´ interessante
medir Pm para diferentes valores da raza˜o near-end para far-end (NFR), a qual caracteriza
uma medida da energia do sinal do near-end em relac¸a˜o a` do far-end. Assim,
NFR = 10log10
(
σ2v
σ2y
)
. (4.38)
Nos testes realizados, foram utilizado 10 pares de arquivos de voz como sinais de
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far-end e near-end. Esses arquivos, extra´ıdos de uma base de dados de sinais de voz, sa˜o
amostrados em 8 kHz e possuem em me´dia um minuto de durac¸a˜o. Para cada par de
arquivos, os diferentes valores de NFR sa˜o obtidos aplicando um ganho ao sinal corres-
pondente ao near-end. Ja´ os sinais de eco sa˜o obtidos atrave´s da convoluc¸a˜o dos sinais
referentes ao far-end com diferentes vetores de coeficientes. Cada um desses vetores cor-
responde a`s primeiras Nh = 256 amostras de uma resposta ao impulso medida (atrave´s
de um processo de identificac¸a˜o de sistemas) em uma situac¸a˜o real de eco de linha.
O desempenho do me´todo da correlac¸a˜o cruzada e do NCC depende do fator de
esquecimento λ utilizado na estimac¸a˜o recursiva das estat´ısticas dos sinais envolvidos. Na
Figura 4.2, e´ mostrada a curva de probabilidade de perda Pm obtida pelo NCC, consi-
derando diversos valores de λ. Nesse experimento, realizado com um par de arquivos de
far-end e near-end, a varia´vel de detecc¸a˜o e´ calculada atrave´s de (4.31) e sa˜o considerados
N = 256, Pf = 0, 1 e NFR = −5 dB. Observa-se que os melhores resultados sa˜o obtidos
para valores de λ inferiores a 0,996. Essa caracter´ıstica e´ tambe´m observada considerando
outros valores de NFR e Pf . Assim, nos experimentos realizados, e´ utilizado λ = 0, 995.
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Figura 4.2: Influeˆncia do fator de esquecimento λ no me´todo da correlac¸a˜o cruzada nor-
malizada para NFR = −5 dB e probabilidade de falso alarme Pf = 0, 1.
Na Figura 4.3, e´ mostrada uma comparac¸a˜o entre os desempenhos do algoritmo de
Geigel, do me´todo da correlac¸a˜o cruzada, do me´todo da coereˆncia espectral e do NCC.
Sa˜o considerados valores de NFR entre −20 dB e 10 dB, que correspondem a valores
usualmente observados em aplicac¸o˜es pra´ticas. Para cada me´todo, e´ determinado um valor
para o limiar T de modo que, levando em conta todos os valores de NFR, obtenha-se na
me´dia Pf = 0, 1. No me´todo da coereˆncia espectral, sa˜o utilizados blocos com L = 256
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amostras, tomando 128 novas amostras por bloco e W = 0, 02. A faixa de frequ¨eˆncias
considerada no ca´lculo da varia´vel de detecc¸a˜o desse me´todo e´ de 280 Hz ate´ 2200 Hz.
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Figura 4.3: Comparac¸a˜o dos valores de Pm obtidos por diferentes te´cnicas, considerando
uma probabilidade de falso alarme Pf = 0, 1.
Observa-se que o me´todo do NCC apresenta melhor desempenho para todos os valo-
res de NFR considerados. O me´todo da correlac¸a˜o cruzada convencional obte´m resultados
pro´ximos aos obtidos pelo NCC apenas para valores elevados de NFR (aproximadamente,
maior do que 1 dB), enquanto o me´todo da coereˆncia espectral e o algoritmo de Geigel
apresentam, de maneira geral, os piores desempenhos. Na Tabela 4.1, sa˜o mostrados os
valores de T utilizados nos experimentos para cada uma das te´cnicas. Verifica-se que o
valor de T obtido experimentalmente para o NCC e´ muito pro´ximo de 1, que e´ o limiar
teo´rico o´timo para esse me´todo.
Tabela 4.1: Valor do Limiar T Obtido para Diferentes Te´cnicas
Me´todo T
Algoritmo de Geigel 19,520
Correlac¸a˜o Cruzada 0,661
Coereˆncia Espectral 0,274
Correlac¸a˜o Cruzada Normalizada 0,996
4.7 Considerac¸o˜es
Neste cap´ıtulo, foram discutidas algumas te´cnicas dispon´ıveis na literatura para a
detecc¸a˜o de double-talk em sistemas de cancelamento de eco. A mais simples delas e´ o
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algoritmo de Geigel, que considera que existe uma atenuac¸a˜o fixa entre o sinal do usua´rio
no far-end e o seu eco. Uma desvantagem desse algoritmo e´ que nem sempre se conhece
a priori esse valor de atenuac¸a˜o. Ja´ nos me´todos da correlac¸a˜o cruzada e da coereˆncia
espectral, considera-se que a correlac¸a˜o entre os sinais x(n) e s(n) e´ baixa quando s(n)
e´ contaminado pelo sinal de voz do usua´rio do near-end, indicando assim a presenc¸a
de double-talk. No entanto, nesses dois me´todos, na˜o existe um limiar de detecc¸a˜o que
seja independente das caracter´ısticas dos sinais e dos sistemas. O me´todo da coereˆncia
espectral tem ainda como desvantagem uma elevada complexidade computacional.
O me´todo da correlac¸a˜o cruzada normalizada (NCC) tem como grande diferencial
apresentar um limiar de detecc¸a˜o que na˜o depende das caracter´ısticas do sistema. No
entanto, a implementac¸a˜o direta desse me´todo requer a inversa˜o de uma matriz N × N
para todo n, que pode acarretar elevado custo computacional para valores elevados de N .
O ca´lculo da inversa dessa matriz pode ser evitado considerando algumas simplificac¸o˜es,
que, no entanto, tornam a varia´vel de detecc¸a˜o dependente do valor dos coeficientes do
filtro adaptativo do cancelador de eco.
5 Implementac¸a˜o Eficiente do
Me´todo da Correlac¸a˜o Cruzada
Normalizada
Nesse cap´ıtulo, e´ discutida uma estrate´gia eficiente para a implementac¸a˜o do me´todo
da correlac¸a˜o cruzada. A principal vantagem dessa estrate´gia e´ depender apenas do co-
nhecimento dos sinais do far-end e do near-end, na˜o levando em conta outras varia´veis do
sistema. Na abordagem proposta, uma versa˜o de baixa complexidade do algoritmo RLS e´
utilizada para efetuar uma parte importante dos ca´lculos, eliminando assim a necessidade
de algumas aproximac¸o˜es usuais.
5.1 Abordagem Considerada
Conforme discutido no Cap´ıtulo 4, a principal vantagem do me´todo da correlac¸a˜o
cruzada normalizada (NCC) para a detecc¸a˜o de double-talk e´ que se pode determinar um
limiar de detecc¸a˜o o´timo na˜o dependente das caracter´ısticas do sistema e dos sinais en-
volvidos. Para obter a varia´vel de detecc¸a˜o do NCC, e´ necessa´rio determinar a inversa da
matriz de autocorrelac¸a˜o do sinal de entrada, o que pode demandar elevada carga com-
putacional. Existem dispon´ıveis na literatura algumas formas simplificadas do NCC que
evitam o ca´lculo da inversa de Rx(n). Nessas estrate´gias, no entanto, existe a dependeˆncia
do vetor de coeficientes do filtro adaptativo hˆ(n). Tal dependeˆncia pode, em aplicac¸o˜es
pra´ticas, gerar uma se´rie de problemas, principalmente na fase inicial de operac¸a˜o do can-
celador de eco e nas situac¸o˜es em que existe uma modificac¸a˜o no caminho do eco. Dessa
forma, e´ deseja´vel obter uma maneira eficiente de calcular a varia´vel de detecc¸a˜o do NCC
diretamente a partir de (4.31), sem a dependeˆncia de hˆ(n). Um poss´ıvel caminho e´ obter,
de maneira recursiva, diretamente a matriz R−1x (n), evitando assim a inversa˜o expl´ıcita de
Rx(n). Para tal, como visto no Cap´ıtulo 3, pode ser utilizada a atualizac¸a˜o recursiva de
R−1x (n) do algoritmo RLS, atrave´s de (3.37). Ainda assim, tal procedimento requer uma
complexidade computacional elevada, pois a implementac¸a˜o de (3.37) e (4.31) demanda
O (N2) multiplicac¸o˜es.
50
Uma alternativa mais interessante para determinar ξNCC(n) pode ser obtida consi-
derando o vetor de coeficientes hˆLS(n) obtido pelo algoritmo RLS. Considerando os sinais
de entrada x(n) e s(n), o RLS atualiza de maneira recursiva o vetor de coeficientes que
obedece a` equac¸a˜o
hˆLS(n) = R
−1
x (n)rxs(n) . (5.1)
A relac¸a˜o (5.1) se mante´m na˜o importando a natureza dos sinais x(n) e s(n). Dessa forma,
tanto nas situac¸o˜es em que s(n) e´ composto apenas pelo eco quanto nas situac¸o˜es em que
existe double-talk, o vetor de coeficientes hˆLS(n) e´ exatamente o produto de R
−1
x (n) por
rxs(n). Esse mesmo resultado e´ utilizado no ca´lculo da varia´vel de detecc¸a˜o do NCC, que
e´ enta˜o escrita como
ξNCC(n) =
rTxs(n)hˆLS(n)
σ2y(n)
. (5.2)
A utilizac¸a˜o de (5.2) para o ca´lculo de ξNCC(n) e´ interessante do ponto de vista pra´tico,
pois verso˜es de complexidade reduzida do RLS podem ser utilizadas como um me´todo
eficiente para o ca´lculo do vetor hˆLS(n). Dessa forma, elimina-se a necessidade do ca´lculo
expl´ıcito da matriz R−1x (n).
E´ importante observar que aqui, os coeficientes determinados pelo algoritmo RLS
na˜o sa˜o interpretados como aqueles de um filtro adaptativo em uma aplicac¸a˜o convencional
de cancelamento de eco. Dado que tais coeficientes sa˜o adaptados inclusive durante os
instantes de double-talk, na˜o ha´ garantia de que hˆLS(n) estime adequadamente o caminho
do eco.
Assim, o algoritmo proposto para detecc¸a˜o de double-talk pode ser implementado
seguindo os passos:
1. Ca´lculo de hˆRLS(n) utilizando uma versa˜o de baixa complexidade do algoritmo RLS.
2. Atualizac¸a˜o de rxy(n) e σ
2
y(n) usando (4.4) e (4.6).
3. Ca´lculo de ξNCC(n) atrave´s de (5.2).
Um poss´ıvel caminho para a implementac¸a˜o do NCC e´ utilizar o algoritmo SFTF
para o ca´lculo de hˆRLS(n). Esse algoritmo possui baixa complexidade computacional, em
relac¸a˜o ao RLS convencional, e suas caracter´ısticas nume´ricas sa˜o melhores do que as do
FTF. No entanto, o algoritmo SFTF pode ainda apresentar instabilidade nume´rica caso o
valor de λ seja muito pequeno [22]. Em [22], e´ mostrado que um comportamento nume´rico
satisfato´rio e´ obtido se
1 ≥ λ ≥ λMIN (5.3)
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com
λMIN = 1− 0, 4
N
. (5.4)
Para N = 256, tem-se λMIN ≈ 0, 9985. No entanto, observa-se pela Figura 4.2 que a faixa de
valores para λ definida em (5.3) na˜o corresponde a` de melhor desempenho. A abordagem
aqui escolhida para obter estabilidade nume´rica sem comprometer o desempenho e´ utilizar,
para o ca´lculo de hˆLS(n), um fator de esquecimento, designado como λRLS, diferente daquele
denotado por λ, usado em (4.4) e (4.6). Os valores considerados nos experimentos sa˜o
λRLS = 0, 9999 e λ = 0, 995.
Na Figura 5.1, e´ mostrada uma comparac¸a˜o de desempenho entre a implementac¸a˜o
do NCC considerando o algoritmo SFTF e a implementac¸a˜o considerando o ca´lculo
expl´ıcito de R−1x (n) (denominada implementac¸a˜o convencional). A metodologia aqui uti-
lizada e´ a mesma considerada na Sec¸a˜o 4.6. Verifica-se que o uso de λRLS no ca´lculo de
hˆLS(n) atrave´s do algoritmo SFTF na˜o traz grande impacto ao desempenho do me´todo.
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Figura 5.1: Comparac¸a˜o dos valores de Pm obtidos pela implementac¸a˜o proposta do NCC,
com λRLS = 0, 9999 e λ = 0, 995, e o algoritmo convencional, considerando uma probabi-
lidade de falso alarme Pf = 0, 1.
5.2 Implementac¸a˜o do NCC Utilizando o Algoritmo
FNTF
Uma alternativa para reduzir a complexidade computacional da implementac¸a˜o pro-
posta e´ utilizar o algoritmo FNTF para o ca´lculo de hˆLS(n). Nesse caso, um paraˆmetro
que influencia o desempenho do me´todo e´ a ordem Np dos preditores. Na Figura 5.2,
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e´ mostrada a curva da probabilidade de perda Pm em func¸a˜o de Np, considerando um
experimento com um par de arquivos de far-end e near-end. Observa-se que a reduc¸a˜o
da ordem dos preditores na˜o prejudica substancialmente o desempenho do me´todo. Mais
ainda, o melhor caso corresponde a Np = 0. Essa caracter´ıstica e´ tambe´m observada consi-
derando outros valores de NFR e Pf . Assim, esse valor de Np e´ utilizado nos experimentos
que seguem.
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Figura 5.2: Influeˆncia da ordem dos preditoresNp, considerando NFR = −5 dB e Pf = 0, 1.
Na Figura 5.3, e´ mostrada uma comparac¸a˜o da implementac¸a˜o proposta, utilizando
o algoritmo FNFF com Np = 0, com a implementac¸a˜o convencional. Verifica-se que o de-
sempenho nos dois casos e´ bastante pro´ximo. Ja´ na Tabela 5.1, e´ mostrada a complexidade
computacional de cada uma das etapas da implementac¸a˜o do NCC proposta, considerando
o algoritmo FNTF com Np = 0. Verifica-se que a complexidade computacional total da
implementac¸a˜o proposta e´ 5N .
Tabela 5.1: Complexidade Computacional da Implementac¸a˜o Proposta
Etapa Complexidade
Ca´lculo de hˆRLS(n) 2N
Atualizac¸a˜o recursiva de rxy(n) e σ
2
y(n) 2N
Ca´lculo de ξNCC(n) N
Total 5N
E´ poss´ıvel reduzir a complexidade do NCC se forem assumidas algumas suposic¸o˜es
sobre os sinais envolvidos. Em particular, considerando que sinais de voz teˆm a maior
parte de sua energia concentrada em baixas frequ¨eˆncias, pode-se (em determinados casos)
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Figura 5.3: Comparac¸a˜o dos valores de Pm obtidos pelo NCC considerando o algoritmo
FNTF, com Np = 0, em relac¸a˜o ao NCC convencional.
realizar a detecc¸a˜o de double-talk usando uma taxa de amostragem menor do que a taxa do
sistema, sem grande preju´ızo de desempenho. Assim, a dimensa˜o N dos vetores utilizados
na detecc¸a˜o de double-talk reduz-se para
Nr =
N
L
(5.5)
onde L caracteriza o fator de reduc¸a˜o da taxa de amostragem. Considerando ainda que o
nu´mero total de operac¸o˜es e´ tambe´m reduzido por um fator L (devido a` reduc¸a˜o na taxa
de amostragem), a complexidade total do me´todo torna-se
Cr = 5N
L2
(5.6)
Na Figura 5.4, e´ mostrada uma comparac¸a˜o do desempenho do NCC baseado no
FNTF com diferentes fatores de reduc¸a˜o de taxa de amostragem do sistema. Observa-se
que ate´ o valor da frequ¨eˆncia de amostragem fs = 2 kHz (que corresponde ao fator de
reduc¸a˜o L = 4), na˜o ha´ perda significativa de desempenho.
5.3 Considerac¸o˜es
Neste cap´ıtulo, foi apresentada uma implementac¸a˜o eficiente do me´todo da cor-
relac¸a˜o cruzada normalizada (NCC) para detecc¸a˜o de double-talk que na˜o depende dos
coeficientes do filtro de cancelamento de eco. Na implementac¸a˜o proposta, uma parte
importante dos ca´lculos e´ efetuada atrave´s do algoritmo RLS. Assim, utilizando o al-
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Figura 5.4: Probabilidade de perda Pm para diferentes frequ¨eˆncias de amostragem.
goritmo FNTF (uma versa˜o de baixa complexidade do RLS), com preditores de ordem
zero, o NCC pode ser implementado com complexidade de 5N . Pode-se adicionalmente
reduzir a complexidade computacional se a detecc¸a˜o de double-talk for realizada usando
uma taxa de amostragem inferior a` do sistema. Resultados de simulac¸a˜o mostraram que
a implementac¸a˜o proposta apresenta um desempenho equivalente ao da implementac¸a˜o
convencional do me´todo da correlac¸a˜o cruzada normalizada envolvendo a inversa˜o de uma
matriz N ×N . Ale´m do mais, observa-se que a detecc¸a˜o de double-talk pode ser realizada
usando uma taxa de amostragem ta˜o baixa quanto fs = 2 kHz, sem preju´ızo significativo
ao desempenho. Nessa situac¸a˜o, a complexidade da abordagem proposta pode ser ta˜o
baixa quanto 0, 3N .
6 Considerac¸o˜es Finais
Neste trabalho, foi apresentada uma abordagem eficiente para a implementac¸a˜o
do me´todo da correlac¸a˜o cruzada normalizada (NCC) para detecc¸a˜o de double-talk em
sistemas de cancelamento de eco. Neste cap´ıtulo, os principais pontos do trabalho sa˜o
discutidos e algumas propostas para trabalhos futuros sa˜o sugeridas.
6.1 Suma´rio e Discussa˜o dos Resultados
No Cap´ıtulo 2, e´ apresentada uma introduc¸a˜o geral aos sistemas de cancelamento
de eco. Sa˜o discutidos os tipos de eco mais relevantes em telefonia, que sa˜o o eco de linha
e o eco acu´stico. A abordagem usualmente considerada para solucionar o problema do
eco e´ a utilizac¸a˜o de um cancelador de eco. Nesses sistemas, uma re´plica do sinal de eco
e´ subtra´ıda do sinal de voz contaminado pelo eco. Dessa forma, na˜o ha´ a interrupc¸a˜o do
caminho da voz dos usua´rios, preservando assim a qualidade da conversac¸a˜o. Em geral, a
resposta ao impulso do caminho do eco e´ estimada utilizando um algoritmo de filtragem
adaptativa. O algoritmo adaptativo tem como objetivo obter de forma iterativa uma
estimativa da resposta ao impulso do caminho do eco, visando gradualmente reduzir a
diferenc¸a entre o sinal de eco e a sua re´plica. No entanto, a adaptac¸a˜o do filtro deve ser
interrompida nos instantes em que ha´ fala nos dois lados da linha (double-talk). Dessa
forma, e´ indispensa´vel o uso de um detector de double-talk associado aos sistemas de
cancelamento de eco.
No Cap´ıtulo 3, sa˜o apresentados alguns algoritmos de filtragem adaptativa usual-
mente considerados em aplicac¸o˜es pra´ticas. O algoritmo mais popular e´ o LMS, cujas
principais caracter´ısticas sa˜o a sua robustez, simplicidade e baixa complexidade compu-
tacional. No entanto, em determinadas situac¸o˜es, o LMS pode exibir baixa velocidade
de convergeˆncia. Outro algoritmo bastante utilizado em aplicac¸o˜es pra´ticas e´ o RLS. Em
relac¸a˜o ao LMS, o RLS apresenta velocidade de convergeˆncia substancialmente maior. A
desvantagem desse algoritmo, pore´m, e´ a sua elevada complexidade computacional. Exis-
tem, no entanto, algumas estrate´gias de implementac¸a˜o do RLS que apresentam menor
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complexidade. Uma delas e´ o algoritmo FTF, que tira proveito da estrutura transversal do
filtro adaptativo. No entanto, o FTF e´ reconhecido ser numericamente insta´vel, quando
implementado com precisa˜o finita. Uma modificac¸a˜o do FTF, denominada SFTF, visa
melhorar as suas caracter´ısticas nume´ricas com um pequeno aumento de complexidade.
Outra modificac¸a˜o do FTF e´ o algoritmo FNTF. Nesse algoritmo, considera-se que o sinal
de entrada pode ser representado por um processo auto-regressivo AR(L). Assim, ajus-
tando o valor de L de zero ate´ N , obte´m-se um compromisso entre a baixa complexidade
do LMS e o desempenho superior do FTF.
No Cap´ıtulo 4, sa˜o mostradas algumas te´cnicas dispon´ıveis na literatura para a de-
tecc¸a˜o de double-talk. A mais simples delas e´ o algoritmo de Geigel, que e´ baseado na
comparac¸a˜o de n´ıvel entre os sinais do far-end e do near-end. No entanto, nesse algo-
ritmo, deve-se conhecer a priori o valor da atenuac¸a˜o entre o sinal do far-end e o seu eco,
o que nem sempre e´ poss´ıvel na pra´tica. Nos me´todos da correlac¸a˜o cruzada e da coereˆncia
espectral, considera-se que a correlac¸a˜o entre os sinais do far-end e do near-end e´ baixa
quando existe double-talk. Uma desvantagem desses me´todos e´ que na˜o existe um limiar
de detecc¸a˜o que seja independente das caracter´ısticas do sistema e dos sinais envolvidos.
O me´todo da correlac¸a˜o cruzada normalizada (NCC) tem como principal vantagem apre-
sentar um limiar de detecc¸a˜o que na˜o depende dessas caracter´ısticas. A desvantagem desse
me´todo e´ que a sua implementac¸a˜o envolve a inversa˜o de uma matriz N ×N , o que pode
acarretar elevado custo computacional. O ca´lculo dessa matriz inversa pode ser evitado
considerando algumas simplificac¸o˜es, que fazem com que o ca´lculo da varia´vel de detecc¸a˜o
passe a depender dos coeficientes do filtro adaptativo do cancelador de eco. Resultados de
simulac¸a˜o mostram o desempenho superior do me´todo da correlac¸a˜o cruzada normalizada
em relac¸a˜o aos outros me´todos apresentados.
No Cap´ıtulo 5, e´ descrita a implementac¸a˜o proposta do NCC. Nessa implementac¸a˜o,
na˜o ha´ a dependeˆncia do filtro adaptativo utilizado no cancelamento de eco. A parcela
mais significativa do ca´lculo da varia´vel de detecc¸a˜o do NCC pode ser realizada atrave´s
de uma versa˜o de baixa complexidade do algoritmo RLS. Utilizando o algoritmo FNTF
e considerando L = 0, o NCC pode ser implementado com complexidade de 5N . Pode-se
obter uma reduc¸a˜o ainda maior da complexidade se a detecc¸a˜o de double-talk for reali-
zada utilizando uma taxa de amostragem inferior a` do sistema. Resultados de simulac¸a˜o
mostram que o desempenho da implementac¸a˜o proposta e´ equivalente ao obtido pela im-
plementac¸a˜o direta do NCC (que envolve inversa˜o de uma matriz N × N). Verifica-se
ainda que a detecc¸a˜o de double-talk pode ser realizada considerando uma taxa de amos-
tragem ta˜o baixa quanto fs = 2 kHz, sem perda significativa de desempenho. Dessa forma,
a complexidade da abordagem proposta pode ser ta˜o baixa quanto 0, 3N .
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6.2 Propostas para Trabalhos Futuros
Na abordagem considerada neste trabalho para a implementac¸a˜o do NCC, uma
parte significativa dos ca´lculos e´ realizada pelo algoritmo RLS. Aqui, foi considerado o
uso do algoritmo FNTF. No entanto, outras verso˜es do RLS podem ser consideradas.
Em particular, podem ser explorados algoritmos que trabalhem em blocos, como o fast
subsampled-updating SFTF [25]. Para valores elevados de N , esse algoritmo pode apresen-
tar complexidade computacional menor ate´ do que a do algoritmo LMS. Podem tambe´m
ser consideradas implementac¸o˜es do NCC diretamente no domı´nio da frequ¨eˆncia, o que
poderia reduzir ainda mais a complexidade computacional do me´todo.
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