is held and there is a solution of (7). Equations (8) and (9) describe their general form.
Nj which satisfy (5). From the elementary theory of congruencies, it follows that some combinations of
Mi's, Nj's result in the unsolvability of (7). For example, if there exists Nj such that then (7) is unsolvable. A similar rule results from the formal interchange of M * N , rn * n in (1 1). Unfortunately, the rule based on (1 1) does not guarantee the solvability of (7), however, it reduces the number of possible combinations of Mi's, Nj's. Further, in many cases, (6) reduces the number of combinations of vaji in such a way that (7) can be solved heuristically or allows us to use a computer.
From the theoretical point of view, it is interesting that the conditions of the existence of index transforms in both cases (DFT and CC) are identical and are equivalent to the solvability of (5) and (7). Theorem 2 then describes the interrelationship between DFT and CC index transforms and states one-to-one correspondence between them. Further, it was shown that the symmetries following from (10) have a general character. It means that if one has functions satisfying (3), then these functions are bijective and satisfy (10). These results can give insight into existing algorithms and extend new possibilities. [4] . It appears that when weighed in terms of performance and computational feasibility, the singular-value decomposition method and the pencil-of-functions method are perhaps two of the more practical techniques for signal modeling, although we must also acknowledge other contemporary modeling approaches notably Burg, Pisarenko, and the high-order Yule-Walker equations techniques.
As stated above, a significant advantage of the pencil-of-functions method is its high performance in the presence of noise. This advantage is realized by creating a set of basis functions that are rich in the high-SNR frequencies.'
A cascade of filters is used which, when excited by the given data signal, generhtes at its nodes the basis functions. In [4] each of the processing filters was a firstorder filter Q(z) = 1/(1 -qz). Each filter in the cascade processes its input in backward time. Further, when q is positive, as was the case in the examples of [4] , then Q(z) acts as a low-pass filter; the cascade then produces a basis set with high SNR provided the given data signal itself has a spectrum concentrated at the low end.
In this corfespondence, we extend the previous results to the case of a cascade of alternation of processing filters Q,(z) = (1 -rz)/(l -qlz -q2z2) and Q2(z) = z . This extension makes it possible to achieve high-performance estimation for signals whose spectral energy is concentrated in a band other than simple low or high bands.
GENERATION OF BASIS SIGNALS
It is convenient to present the results first for the case where the data are assumed noiseless and the extent of the signal is taken to be singly infinite, i.e., N = 00. The signal is then representable as Manuscript received August 15, 1983; revised December 30, 1985 where ai and bi are the numerator and denominator parameters, respectively; z, are the signal poles, and Km the corresponding residues. The basis signals are generated by processing the data signal through the filter cascade shown in Fig. 1 . Thus, letting yo@) = y(n), we successively have
where we have used the notation Q [ ] to denote the operation of the filter Q on the argument signal, starting at infinite time, and we have set yk(co) = 0 for all k. Note that
3b) are both anticausal filters. The reason for the above choice will be discussed later.
The family of signals generated above will be called information signals. For the case of rational stable' signals [4] , this family is also a basis set, i.e., y(n) lies in the subspace spanned by y l ( n ) , * , y i ( n ) . We have assumedp to be even for convenience. This observation follows immediately from the following lemma.
Lemma I : If y(n) is rational stable of orderp with poles z,, then the corresponding information signals are also stable rational of order p with poles zm:
The proof of this lemma follows immediately from the fact that the response of an anticausal filter Q(z) to the input zl, is Q(z,)
From the lemma it is easily observed that the set yo, * * . , yp -I is linearly independent, while the set yo, . * , yp is linearly dependent. For example, if p = 2 2:.
'The signal y(n) is said to be rational [4] if it is the impulse response of a rational transfer function such as (1); additionally, it is said to be stable if all of the poles lie within the unit circle.
It is clear that yo and y 1 are linearly independent, whereas y o , y l , and y2 are linearly dependent.
Reason for the Particular Choice of Q l (z) and Qz(z)
Lemma 1 also sheds light on the reason for the particular choice of the filters Q , and Q2. To state it more explicitly, we have used the filter combination Ql and Q2 as a second-order filter with a twostate output. A theoretically more general, but effectively equivalent, strategy would be to use Q1(z) = (a + bz)/(l -q l z -q2z2), and Q2(z) = ( c + dz)/ (l -q,z -q22'), ( c , d) not a scalar multiple of (a, b), with no apparent advantage or disadvantage.
DETERMINATION OF PARAMETERS VIA PENCIL-OF-FUNCTIONS
THEOREM FOR RATIONALLY REPRESENTABLE SIGNALS We begin this section with the consideration of a pencil set. For convenience of notation, we let R(z) = (1 -rz) and D(z) = (1 -q l z -4 9 ' ) so that the processing filter Ql may be written as Q,(z) = R(z)/D(z). Also, we will denote by Z(z) the inverse of Q 1 ( z ) ,
i.e., Z(z) = D(z)/R(z).
Lemma 2: The set
is linearly dependent if and only if z equals z,, i.e., one of the poles zm of the signal. where Mi are signed square-roots of the diagonal cofactors of the Gram matrix F [2] .
In (10) the notation [x] denotes the truncated integer value of x. The proof of the theorem follows immediately upon application of the pencil-of-functions theorem to the set (5). The signs of the square roots are taken to be the signs of the cofactors of the first row of F. Now the denominator of the model A(z) is obtained by normalizing the leading term of the polynomial in (10). To clarify the notation, we explicitly expand (10) for the case p = 2 :
The numerator parameters can now be found by the method of least squares, specifically by solving the linear equation 
Here ui denotes the impulse response of z-'/A(z). Note that ui(n) = u(n T i ) where u(n) is the impulse response of l/A(z). All innerproducts are summed from n = 0 to N -1.
IV. EFFECT OF MISSING TAIL
As discussed in [4] it is very difficult to assess the effect of tail truncation analytically. We will therefore present the results of simulation on a simple example. It is safe to say that the best results are obtained when the signal has damped out to zero before n reaches N -1.
A Second-Order Example
Consider the signal x(n) = 0.9" sin (0.7854n). Note that the true poles are 0.63639 f j0.63640. Results obtained from various record lengths are given in Table I ; Ql(z) was 1/(1 -1.22 + 0 . 7~~) .
V. SIMULATION EXPERIMENT
A simulation example is presented in this section. It is shown that at moderately high levels of noise the pencil-of-functions method yield quite accurate results.
At high levels of noise, the degradation is noticeable; however, acceptable values of meansquare errors are still achieved, and the estimated poles have reasonable variances as demonstrated by scattergrams.
Example I : Consider the signal inator parameters are given in Table 11 . For the pencil-of-functions method and the SVD method, the biases and standard deviations of the poles are also given in Table 11 ; they are not computed for the covariance method because of the wild scatter. The model order was taken to be p = 4 and the number of the data points used were N = 100. Note that the model order for the SVD method is actually 12 although only four poles associated with the largest singular values (and the corresponding denominator parameters) are listed in Table 11 . This overmodeling is essential for the SVD method to obtain satisfactory results. It is evident from Table I1 that the pencil-of-functions method exhibits high performance in pole estimation. Finally, we consider the modeling effectiveness of band-pass pencil-of-functions method at SNR less than 10 dB; we choose . The signal to be tested is formed as
where w(n) is a zero-mean, unit variance, uncorrelated noise sequence. The positive scalar s is chosen to be 0.1 so that the signalto-noise ratio is 15 dB.3 The signal was tested by the following methods.
1) The band-pass version of pencil-of-function method. The processing filter Q, was chosen to be Q , = (1 + z-')/(l -1.222-1 + O .~Z -~) .
2) The singular-value decomposition method as developed in [I] .
3) The all-pole covariance method. We remark that the poles thus obtained would be identical to those by the Prony method.
Forty simulation runs, each with a different sample of noise, were performed. The biases and standard deviations of the denom- Although the estimation accuracy has understandably degraded, the poles have shifted somewhat gracefully. Also, we observe that while the bias is large, the s.d. is still small.
Before leaving~this section, we must remark that in the above examples no noise correction was applied. Needless to say, the performance would improve if a noise correction procedure similar to that in [4] were used.
VI. SELECTION OF PROCESSING FILTER Q,(z)
We have remarked that the filter Q, should be so selected that it peaks in the frequency band where the signal itself has a high SNR. This is not a difficult requirment to satisfy if a general idea about the signal spectrum is available to the user. In this section we give some guidelines for a quick selection of this processing filter. Con-0096-3518/86/0800-1000$01.00 O 1986 IEEE sider first the filter function 1 1 --
where = -4, COS e = q,/2?.
(15)
To a first appr~ximation,~ the resonant peak frequency, the bandwidth, and the lower and upper cutoff frequencies are given by f o = e 1 2~
Working back, given the cutoff frequencies, the denominator parameters of the filter can be found from the formulas
Now, a zero can be placed in the numerator to form Q , ( z ) . In fact, for most purposes the zero may be placed either at 1 or -1. If the signal has low-frequency drift, a zero at 1 is recommended, otherwise a zero at -1 should be used. Thus, Q,(z) = (1 f z ) / D(z), thereby completing the processing filter design. Using the above guidelines, the processing filters for example 1 were designed.
It is useful to point out that the filter cascade of Fig. 1 is not used here as a prefilter to be followed by a modeling procedure. Indeed, it is well known that prefilters introduce distortion in the results of the algorithm. Recall from Section I11 that exact parameter values are recovered regardless of the choices of Q, in the absence of noise (and with N sufficiently large). However, when noise is present, proper choice of Q results in a good basis set and correspondingly robust estimation of the parameters.
VII. CONCLUSIONS
We have extended the pencil-of-functions technique to the case where the signal spectrum is concentrated in a band of frequencies. It was shown that second-order processing filters together with unit delays yield a satisfactory cascade for producing-by processing in backward time-the basis functions. A simulation example was given to demonstrate that high performance in pole estimation can be achieved with this method. Furthermore, this efficacy is achieved without resorting to overmodeling.
