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In januari 1969 is op het Mathematisch Centrum. een colloquium. over partiele 
differentiaalvergelijkingen van het elliptische type gestart onder leiding 
van prof.dr. E.M. de Jager en prof.dr. H,.A. Lauwerier. Dit boekje is het 
eerste deel van een verslag dat van dit colloquium. zal verschijnen, en be-
strijkt de periode t/m juni 1969. 
A priori schattingen voor oplossingen van elliptische differentiaalver-
gelijkingen, en de existentie en uniciteit-van oplossingen vormen de be-
langrijkste onderwerpen van dit eerste deel. Hoofdstuk 1 is een eerste 
inleiding in de theorie van de elliptische differentiaalvergelijkingen. 
In hoofdstuk 2 wordt het maximum.principe voor harmonische functies be-
handeld, en een daarme~ samenhangend bewijs van existentie van oplossingen 
van randwaardeproblemen voor de vergelijking van Poisson gegeven. In 
hoofdstuk 3 komen we nog eens terug op het maximum.principe, maar nu voor 
algemene tweede orde elliptische vergelijkingen, en wordt voorts op de 
theorie van Schauder· ingegaan. Hoofdstukken 4 en 5 tenslotte benaderen 
elliptische differentiaalvergelijkingen vanuit de functionaalanalyse. In 
hoofdstuk 4 wordt enerzijds getracht aan te geven hoe men vanuit de 
"klassieke" theorie komt tot het beschouwen van functieruimten en tot het 
uitbreiden van het begrip oplossing, en anderzijds die delen van de theorie 
van distributies en Hilbertruimten samengevat, die voor de uiteenzetting 
in hoofdstuk 5 van Hilbertruimte-methoden nodig blijken te zijn. 
De inhoud van dit boekje is ontleend aan voordrachten die gegeven zijn 
E.M. de Jager (hoofdstuk 1), 
G.J.R. Forch (hoofdstukken 2 en 3), 
T.M.T. Coolen (secties 4.1 t/m 4.3) en 
H.G.J. Pijls (secties 4.4, 5.1 t/m 5.4), 
en die door T.M.T. Coolen en H.G.J. Pijls bewerkt en tot een systematisch 
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1. INLEIDING 
1.1. Doelstelling van het colloguium 
De theorie van de partiele differentiaalvergelijkingen werd ontwikkeld 
ender de invloed van problem.en uit de mathematische fysica, waar het 
mathematisch model van een fysisch verschijnsel dikwijls leidt tot een 
partiele differentiaalvergelijking, waarvan de oplossing bovendien nog 
aan bepaalde randvoorwaarden moet voldoen. Voor de meer eenvoudige rand-
waardeproblemen, waarbij de partiele differentiaalvergelijking lineair 
is en constante coefficienten heeft en waarbij zowel de rand als de rand-
condities van eenvoudige vorm zijn, staan ons vele technieken voor de 
oplossing ter beschikking en deze technieken zijn tot de standaardleer-
boeken doorgedrongen en algemeen bekend (bijv. de technieken van de 
Fourier-reeksen, de integraaltransformaties en de Greense functie). 
In de praktijk ontmoet men echter ook randwaardeproblemen, waar deze 
technieken niet meer of niet meer zo gemakkelijk zijn toe te passen. We 
denken aan lineaire partiele differentiaalvergelijkingen met niet-constante 
coefficienten, niet lineaire partiele differentiaalvergelijkingen, inge-
wikkelde randvoorwaarden, e.d. De fundamentele vragen naar de existentie 
en de ondubbelzinnigheid van de oplossing en naar de continue afhankelijk-
heid van de oplossing van de randvoorwaarden (kortom: de vraag naar het 
"goed gesteld11 zijn van het randwaardeprobleem) zijn dan niet langer een-
voudig te beantwoorden. De techniek hoe een oplossing te constueren is 
niet langer recht toe recht aan; dikwijls moet men de hulp van een com-
puter inschakelen, maar hiervoor is dan toch wel a priori enige kennis 
van de oplossing noodzakelijk, opdat de berekening op de computer met 
succes kan worden uitgevoerd; we denken hier bijvoorbeeld aan schattingen 
voor de grootte van de oplossing en zijn afgeleide, gedrag van de oplos-
sing in de omgeving van singuliere punten van de rand. Voor vele van 
dergelijke vragen zijn in de laatste twintig a dertig jaar theorieen ont-
wikkeld. Deze theorieen zullen we, voor zover deze differentiaalverge-
lijkingen van het elliptische type betreft, in dit colloquium nader be-
kijken en we zullen ons ook afvragen, wat wij als toegepast wiskundigen 
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in de praktijk aan deze theorie hebben. Er bestaat een immense hoeveelheid 
literatuur op dit gebied en we zullen trachten het essentiele uit deze 
literatuur te halen. 
Voor lineaire partiele differentiaalvergelijkingen is een uitgebreide 
hoeveelheid resultaten geboekt; voor niet-lineaire partiele differentiaal-
vergelijkingen staat de theorie pas aan een aarzelend begin; het zijn 
juist deze niet-lineaire partiele differentiaalvergelijkingen die voor 
de toegepaste wiskunde zo belangrijk zijn; hopelijk kunnen we ook aan 
deze differentiaalvergelijkingen onze aandacht geven. 
1.2. Elliptische partiele differentiaalvergelijkingen 
Het begrip ellipticiteit 
De partiele differentiaalvergelijking 
( 1. 1 ) 
waarin 
l u (x) Dpu = f(x) 
IPl5._m p 
P = (p 1,p2 , .•• ,pn)' pi niet-negatief geheel, 
n 
IPI = l p., 
i=1 1 
a (x) en f(x) reele functies, p 
heet elliptisch in een gebied G van~ , indien in elk punt xEG geldt, 
n 
dat de zgn. karakteristieke vorm 




definiet is; hierin is 
We merken op, dat de orde m van elliptische partiele differentiaalverge-
lijkingen met reele coefficienten altijd even is. In het geval, dat (1.1) 
van de tweede orde is, gaat (1.1) en de conditie (1.2) over in 
n a2u n ( 1. 1*") l a (x) + l a. (x) au- + a(x)u(x) = f(x) 
. 1 ik ax1.ax. . 1 1 ax. 
en 
1,k= k 1= 1 
n 
Q(x,~) = l aik(x) ~i ~k • 
i,k=1 
In dit colloquium zullen we ons voornamelijk bezighouden met elliptische 
partiele differentiaalvergelijkingen van de 2e orde. De differentiaalver-
gelijkingen (1.1) en (1.1*) zijn van het lineaire type; indien de coef-
ficienten a ook van u en/of zijn afgeleiden afhankelijk zijn, dan krijgen p 
we te maken met een niet-lineaire elliptische differentiaalvergelijking; 
de definitie van ellipticiteit blij~ dezelfde als in het lineaire geval, 
maar bij gegeven gebied n is het nu in het algemeen niet mogelijk a priori 
de ellipticiteit van de differentiaalvergelijking vast te stellen, omdat 
de karakteristieke vorm onbekende coefficienten bevat (de waarden van a 
en zijn afgeleiden zijn nog onbekenden). 
Normaalvormen van lineaire elliptische differentiaalvergelijkingen van 
de tweede orde met constante coefficienten 
We beschouwen een willekeurige partiele differentiaalvergelijking van de 
twee de orde met constante reele coefficienten: 
n 
a2u n au ( 1. 3) l aik + l Pk a~+ e u = f(x 1 ,x2 , ••. ,xn) i,k=1 axia~ k=1 
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Het hoofddeel van (1.3} is het deel, waarin alleen afgeleiden van de 
tweede orde voorkomen, i.e. 
( 1 • 4) n 
Cl2u l a1.k Cl Cl = (grad , A grad u) x1. x. x x i ,k=1 11: 
waarbij A de matrix van de coefficienten aik voorstelt. 
De karakteristieke vorm behorende bij (1.3) luidt: 
( 1. 5) Q(~) = (~, A~) 
met 
Zonder de algemeenheid te zeer te schaden mag men de matrix A symmetrisch 
veronderstellen; verder nemen we aan dat det(A) # o. Met behulp van de lineaire 
homogene niet singuliere reele transformatie y = Tx (y. = ~ t.k x.) kan 
1 k=1 1 11: (1.4) gebracht worden in de vorm 
( 1 .6) (grad , A grad u) = (grad TAT*' grad u) 
x x y y 
met bijbehorende karakteristieke vorm 
( 1. 7) *' (n, TAT n). 
Hieruit volgt dat het definiet zijn van de karakteristieke vorm behouden 
blij~ onder lineaire niet singuliere reele transformaties T van de 
coordinaten x1,x2 , ••• ,xn. Immers met behulp van~= T*" n volgt uit het 
definiet zijn van (~, A~) het definiet zijn van (n, TA~ n). Dus de 
ellipticiteit is een echte karakteristiek van een differentiaalverge-
lijking van de tweede orde. Door voor T*" de hoofdassen-transformatie te 
kiezen gaat ( 1.6) over in 
2 2 a2u ( 1.8) /..1 .ll + /.. .ll + ••• + A 2 2 Cl 2 n Cl 2 ClY 1 Y2 yn 
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en ( 1. 7) in: 
( 1. 9) 2 + 1 2 
"1 n1 ~2 n2 + ••• + 
Indien de partiele differantiaalvergelijking (1.3) elliptisch is, dan be-
zitten alle A. (i = 1, ••• ,n} hetzelfde teken en door tenslotte de coordi-1 
naten y. met ~~ te vermenigvuldigen wordt (1.3) uiteindelijk gebracht i V!Ai I 
in de vorm: 
(1.10) 
n 
Liu + l 
k=1 
<lu 
c - + e u = f(y) 
k Clyk 
waarin Li de Laplace operator in n dimensies voorstelt. Substitutie in 
(1.10) van 
levert tenslotte 
(1.11) Liv+ pv = g(y) 
waarin p een constante is en 
1 n g(y) = f(y) exp{+ 2 l c1 y1 }. 
1=1 
De vergelijking (1.11) kan dus beschouwd worden als de meest algemene 
elliptische differentiaalvergelijking van de tweede orde met constante 
coefficienten. (1.11) heet ook wel de normaalvorm van (1.3). 
Van de differentiaaloperator in het linkerlid van (1.11) weten we reeds 
erg veel; geheel anders ligt de problematiek bij elliptische differentiaal-
vergelijkingen met variabele coefficienten. 
Normaalvormen van lineaire elliptische differentiaalvergelijkingen van de 
tweede orde in twee onafhankelijke variabelen met variabele coefficienten 
Ook differentiaalvergelijkingen van dit type kunnen tot een eenvoudige 
6 
normaalvorm warden teruggebracht door een geschikte coordinaten trans-
formatie. De partiele differentiaalvergelijking zij gegeven door 
(1.12) 
2 2 ~2 
( ) .£_J! + ( ) Cl u ( ) " u ( ) Clu + ( ) Clu a x,y 2 2b x,y ClxCly + c x,y --2 + d x,y Clx e x,y Clx Cly Cly 
+ f(x,y) u(x,y) = g(x,y) 
waarin we de coefficienten a(x,y), b(x,y) en c(x,y) continue differen-
tieerbaar en niet tegelijkertijd gelijk aan nul veronderstellen. Voert 
men nieuwe coordinaten 
(1.13) f,; = cj>(x,y) en n = 1/J(x,y) 
in met <f> en 1/J twee maal differentieerbaar, dan wordt het hoofddeel van 
(1.12), namelijk 
(1.14) L[a] = a Cl2u + 2b Cl2u + c Cl2u 
Clx2 ClxCly Cly2 
overgevoerd in het hoofddeel 
(1.15) A [u] 
met 
Qt = a <t> 2 + 2b <f> <f> + c <1>2 
x x y y 
(1.16) y = a 1/1 2 + 2b 1/J 1/J + c 1/12 x x y y 
13 = a <f> 1/J + b(<f> 1/J + <f> 1/J ) + c <f> 1/J x x x y y x y y 
en derhalve 
(1.17) ay - 132 
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Het hoofddeel van een partiele differentiaalvergelijking is dat deel van 
de vergelijking, waarin slechts de afgeleiden van de hoogste orde voor-
komen. 
Uit (1.17} volgt onmiddellijk dat elke niet singuliere transformatie 
het teken van (ac - 2) . . t b invariant laa en derhalve levert het teken van 2 karakterisatie van linea.ire partiele differentiaalverge-(ac - b ) een 
lijkingen van de tweede orde. De karakteristieke vormen corresponderende 
met (1.14) en (1.15) zijn respectievelijk 
(1.18) 2 2 Q(x,y;l,m) = al + 2blm + cm 
en 
(1.19) 2 2 = aA + 28Aµ + yµ , 
waarbij (1.18) en (1.19) in elkaar overgevoerd kunnen worden met behulp 
van de transformatie 
( 1. 20) en m = Acj> + µijJ • y y 
Hieruit volgt weer, dat het definiet zijn van de karakteristieke vorm 
behouden blij~ onder alle niet singuliere transformaties van de 
2 coordinaten x en y. Als ac - b > O dan is de karakteristieke vorm 
definiet (differentiaalvergelijking is van elliptisch type), als 
ac - b2 < O dan is de karakteristieke vorm indefiniet (differentiaal-
vergelijking is van hyPerbolisch type), en als ac - b2 = 0 is dan is de 
karakteristieke vorm semidefiniet (differentiaalvergelijking is van 
parabolisch type). Voor een elliptische partiele differentiaalverge-
lijking is de karakteristieke vorm Q(x,y;l,m) = 1 de vergelijking van 
een ellips, voor een hyperbolische partiele differentiaalvergelijking 
is de karakteristieke vorm Q(x,y;l,m) = 1 de vergelijking van een hyper-
bool en voor een parabolische partiele differentiaalvergelijking is de 
karakteristieke vorm Q(x,y;l,m) = 1 de vergelijking van een parabool. 
Door de functies ~ = cj>(x,y) en n = ijJ(x,y) geschikt te kiezen kan het 
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hoofddeel van de partiele differentiaalvergelijking (1.12) in een zo 
eenvoudig mogelijke vonn gebracht worden; deze vorm heet de normaalvonn. 
We zullen de verschillende normaalvonnen hier kort bespreken: 
(l.) H bi· h · 1 ac - b2 < O. yper o isc e geva : 
De vergelijking 
(1.21) 
heeft twee verschillende reele oplossingen A = A1 en A = A2• Indien de 
f'uncties s = ~(x,y) en n = w(x,y) oplossingen zijn de partiele differen-
tiaalvergelijkingen 
( 1. 22) en 
dan wordt het hoofddeel van de partiele differentiaalvergelijking (1.12) 
uitgedrukt in (s,n) coordinaten 
( 1. 23) 
De lijnen s = ~(x,y) = constant en n = ~(x,y) = constant zijn de zgn. 
karakteristieken der p.d.v. (1.12). 
(ii) Parabolische geval: ac - b2 = O. 
De vergelijking (1.21) heeft twee sa.menvallende oplossingen. Stel de wortel 
van (1.21) zij A, We laten s = ~(x,y) voldoen aan de differentiaalverge-
lijking 
.£! A lP_ = 
ax - ay 0 • 
Hieruit volgt a = O; wordt nu n = w(x,y) zodanig gekozen, dat a(s,n) ~ 0 
a ( x ,y) 
is, dan volgt verder uit (1.17) dat B = 0 is en het hoofddeel van de par-
tiele differentiaalvergelijking (1.12) uitgedrukt in (s,n) coordinaten 
wordt 
( 1. 24) A [u] 
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2 (iii) Elliptische geval: ac - b > O. 
De vgl. ( 2. 21 } : .aA 2 + 2bA + c = 0 heeft toegevoegd complexe wortels. A 1 en 
A2• Indien we veronderstellen dat de coefficienten a(x,y), b(x,y) en c(x,y) 
analytisch zijn in x en y en we laten de mogelijkheid open voor analytische 
•Cx,y) en w(x,y), dan mogen we 
• - A • = 0 x 1 y en W - A W = 0 x . 2 y 
beschouwen als differentiaalvergelijkingen in complexwa.ardige coordinaten 
x en y. De nieuwe variabelen ~ en n worden toegevoegd complex. Geheel als 
voorheen in het hyperbolische geval krijgt men weer de normaalvorm 
( 1.23) A[uJ = 28 u~n· 
Stelt men tenslotte 
( 1. 25) P - .L±.....!l 
- 2 en a = ~ (p en a dus reeel) 21 
dan gaat (1.23) over in 
(1.26) 
2 2 
A ru] = _21 8 [a u + a w1 1 '1u. L; ap2 aa2:J = 2 B 
Dus het hoofddeel van elke lineaire elliptische differentiaalvergelijking 
van de tweede orde is de Laplace-operator, wa.a.r we reeds veel van weten. 
De normaalvorm (1.26) is afgeleid onder de conditie dat de coefficienten 
a(x,y), b(x,y) en c(x,y) analytisch zouden zijn, hetgeen wel een beetje 
erg veel gevraagd is. 
De normaalvorm (1.26) geldt echter onder veel algemenere voorwaarden 
·voor de coefficienten a, b enc; we dienen dan anders te werk te gaan. 
We eisen dat onze transformatiei'uncties •Cx,y) en w(x,y) voldoen aan de 
voorwaarden 
a = y en B = O 
10 
d.w.z. aan de differentiaalvergelijkingen: 
( 1. 27) en 
Vermenigvuldigen we de tweede formule met 2i en tellen we het resultaat 
op bij de eerste vergelijking, dan krijg~n we: 
a($ + iw )2 + 2b($ + iw )($ + iw ) + c($ + iw )2 = o. 
x x x xy y y y 
Derhalve 
( 1. 28) $ + i$ = A($ + i$ ) 
x x y y 
b iW V 2' met A = - + en W = ac - b • 
a 
(Nemen we de andere wortel voor A, dan geheel analoge redenering), 
Oplossing van$ en$ uit de tweede vergelijking van (1.27) en uit (1.28) 
x y 
geeft tenslotte 
( 1. 29) 
b$ + c$ 
$ = x y 
x w en 
a$ + b$ 
$ = - x y 
y w 
De vergelijkingen (1.29) staan bekend onder de naam van de differentiaal-
vergelijkingen van Beltrami. Eliminatie van$ en$ uit (1.29) levert 
x y 
tenslotte voor $(x,y) de partiele differentiaalvergelijking 
( 1. 30) 
a$ + b$ b$ + c$ 
a ( x Y) + .£..... ( x Y) = o 
ax w ay w · 
Met behulp van functionaalanalytische middelen kan aangetoond worden, dat 
de vergelijkingen (1.29) onder de voorwaarde, dat de coefficienten a, b 
enc Holdercontinu zijn met exponent 0 <a< 1, een oplossing b~zitteh 
(zie [3], Hoofdstuk IV, §8, pag. 350; bewijzen van Korn, Lichtenstein, 
L. Bers, Chern en Morrey). Derhalve kan elke elliptische differentiaal-
vergelijking van de tweede orde met Holder-continue coefficienten a, b 
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en c geschreven worden in de gedaante 
(1.31) . au . ·au Au+ a(x,y) a;c + b(x,y) ay + c(x,y)u(x,y) = g(x,y). 
AJ.s u0(x,y) een willekeurige oplossing van (1.31) voorstelt en stellen 
we u = u0(x,y) + v(x,y) dan voldoet v(x,y) aan de vergelijking 
( 1. 32) Av + a(x,y) ~~ + b(x,y) ~; + c(~,y)v(x,y) = o. 
Dus elke elliptische differentiaalvergelijking van de tweede orde in 
twee onafhankelijke variabelen lijkt erg veel op de differentiaalverge-
lijking van Laplace. 
De theorie van de vergelijking van Laplace met twee onafhankelijke 
variabelen is in wezen de theorie van de analytische functies van een 
complexe variabele. Het is dus te verwachten, dat de theorie van wille-
keurige elliptische differentiaalvergelijkingen van de tweede orde met 
twee onafhankelijke variabelen in wezen een theorie van functies is, die 
veel op analytische functies lijken; dit is de theorie van de zogenaa.mde 
pseudo-anal.ytische functies, ontwikkeld door Bers en Vekua. Deze theorie 
zullen we dan ook in dit colloquium bestuderen. 
Normaalvormen van elliptische differentiaalvergelijkingen van de tweede 
orde met variabele coefficienten in meer dan twee onafhankelijke variabelen 
De differentiaalvergelijking zij 
( 1. 33) 
Indien we met behulp van een niet-singuliere transformatie 
( 1. 34) ~- = ~.(x 1 ,x2 , ••• ,x) (i = 1,2, ••• ,n) i J. n 
de gemenge termen uit het hoofddeel willen verwijderen, dan krijgen we 
voor den onbekende functies ~i(x) een aantal van~ n(n-1) vergelijkingen. 




1 3 geldt echter 2 n(n-1) > n en derhalve is het systeem van de 
$.(x) te bepalen overbepaald en het zal dus in dit geval niet 
J. 
de gemengde term.en uit het hoofddeel te verwijderen. Voor n = 3 
gelukt dit nog wel; het hoofddeel zal dan evenwel nog niet in de Laplace-
operator overgaan, omdat de coefficienten in het hoofddeel van de getrans-
formeerde vergelijkingen niet alle drie onderling gelijk zijn te maken. 
Quasilineaire elliptische differentiaalvergelijkingen van de tweede orde 
in twee onafhankelijke variabelen. 
De differentiaalvergelijking zij 
( 1 • 35) a(x,y,u,p,q)r + 2b(x,y,u,p,q)s + c(x,y,u,p,q}t + d(x,y,u,p,q) = 0 
met 
We voeren wederom nieuwe coordinaten in 
~ = $(x,y) ' n = w(x,y) ' 
en we eisen weer 
( 1. 27) 
a$ W + b($ W + $ W ) + C$ W = Q , 
xx xy yx yy 
waarin a, b en c nu functies zijn van x, y, u, p en q. Beschouwen we nu 
x, y en u simultaan als functies van de nieuwe coordinaten ~ en n dan 
volgen met behulp van 
( 1. 36) 
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uit (1.27) de relaties 
( 1. 37) 
en 
( 1. 38) 
terwijl (1.35) overgaat in: 
(1.39) 
+ (an + bn + en )u = -d • 
xx x:y yy n 
De vergelijkingen (1.37), (1.38) en (1.39) vormen nu drie vergelijkingen 
voor de drie onbekende functies x(~,n), y(~,n) en u(~,n). Berekenen we 
nu de coefficienten van (u~~ + unn)' u~ en un in (1.39), waarbij we 
wederom gebruik maken van (1.36), (1,37), (1,38) en de Beltrami-verge-
lijkingen (die op grond van (1.27) geldig blijven!) in de vorm 
(1.40) 
by - ex ay - bx 
n n x _ n n 
y ~ = - ' I 2 1 ' ~ - - , I 2' ' Vac - b vac - b 
dan krijgen we tenslotte de vergelijking (1.39) in de gedaante: 
!ix b.y liu 
(1.41) (x~yn 2 d x~ y~ u~ = - x y ) 
Vac - 2' n ~ b x Yn u n n 




Een interessant gevolg is, dat de normaalvorm van een quasilineaire ellip-
tische differentiaalvergelijking van de tweede orde met twee onafhankelijke 
variabelen en met d = 0 onafhankelijk is van de coefficienten a, b en c. 
Toepassing 
We beschouwen in het vlak z = 0 een gesloten kromme c1: x = x1(s), y = y 1(s) 
en evenzo in het vlak z = h een gesloten kromme c2 : x = x2(s), y = y2(s) 
en we vragen naar het oppervlak z = z(x,~) dat de krommen c1 en c2 als 
randkrommen hee~ en dat tevens een relatief minimale oppervlakte bezit 
(zeepvlies probleem). Dit vraagstuk 





z dxdy m1n1maal. y 
Toepassing van Euler-Lagrange levert 
(1.42) 
(1+z2 )z - 2z z z + (1+z2 )z = O, y xx x y x:y x yy 
welke vergelijking quasilineair en 
elliptisch is. Randvoorwaarden zijn 
z = 0 voor ( x ,y) E C 1 ; z = h voor 
(x,y)EC2· Brengen we (1.42) in nor-
maalvorm door overgang op coordinaten 
(s,n) dan vinden we voor de vector 
X = (x,y,z) de vergelijking: 
( 1. 43) 
. Clx Clx ~ ~ · ( ) ( 8) Voor de functies aI, an, Cls en Cln gelden de betrekkingen 1.37 en 1.3 ; 
dus in ons geval wordt dit nu 
2 2 2 2 (1+z )y + 2z z x y + (1+z )x y n x y n n x n 
en 




x,,.x + y ,,.Y + .. Z ,,.z = 0 , 
.. n .. n .. n 
o:t'wel 




( 1 • 45) (ax)( •v) 0 a~ LlA = . 
Analoog geldt ook 
( 1. 46) 
. ( 1 4 ) •v ax 0 ax . 0 • k . Uit • 3 volgt echter LlA = a a[ + I> an • waarin a en I> WJ.lle eurige con-. 
stanten zijn; uit (1.45) en (1.46) volgt echter nu data= 6 = 0 moet zijn. 
Dus voor ons minima.al oppervlak geldt 
( 1. 47) Ax = 0 , Ay = 0 en Az = 0 




( 1. 49) 
De condities (1.48) en (1.49} ziJn op te vatten als randvoorva.a.rden in 
. aA aB aA aB het (~,n)-vlak; immers uit ~=~en~= - ~ volgt dat A+ iB een 
at an an at 
analytische functie van (t + in) is; dus als A nul is langs een wille-
keurige gesloten kromme in het (t,n)-vlak en B = 0 in een willekeurig 
punt van deze kromme dan geldt A + iB = ~ binnen deze kromme. Noemen we 
"' "' "' de harmonisch geconjugeerde van x, y en z resp. x, y en z, en stellen we 
x + i~ = r1(w) = r1(t + in); x =Re r1(w) 
y + iy = r2(w) = r2(t + in); y = Re r2 (w) 
z + i~ = r3(w) = r3(t + in); z =Re r3(w) 
dan zijn r1 , r2 en r3 analytische functies van w. Op grand van de verge-
lijkingen van Cauchy-Riemann geldt verder 
Dus (1.47), (1.48) en (1.49) is gelijkwaardig met het bepalen van drie 
analytische functies r1(w), r2(w) en r3(w) die voldoen aan de conditie 
( 1 • 50) 
3 df. 2 l {a_;f (w)} = 0 • 
j=1 
Derhalve wordt elk minimaal oppervlak gerepresenteerd door drie analytische 
functies, die aan de conditie (1.50) voldoen. Verder moeten r 1(w), r2(w) 
en r 3(w) nog zodanig gekozen warden, dat het oppervlak z = z(t,n) door 
de krommen c1 en c2 gaat; d.w.z. z = O voor (t,n) behorend tot het beeld 
van c1 in het (t,n)-vlak en z = h voor (t,n) behorend tot het beeld van 
c2 in het (t,n)-vlak. 
Het probleem van het minimale oppervlak begrensd door de krommen c1 en 
c2 is niet ondubbelzinnig oplosbaar. In het geval dat c1 en c2 twee cir-
kels zijn met middelpunten op de z-as, dan wordt een oplossing geleverd 
17 
door z = 0 en z = h; een a.ndere oplossing is een "ca.tenoide" (een om-
wentelingslicha.a:m met een kettinglijn a.ls genererende kromme), die de 
krommen c1 en c2 verbindt (zie [7]). 
Er is tot nog toe niet veel bekend over het a.a.nta.l en de a.a.rd va.n de 
oplossingen va.n "zeepvlies" problemen (zie verder [2], p. 180). 
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2. HARMONISCHE FUNCTIES 
2.1. Het maximum-minimum principe. 
We zullen beginnen met het bestuderen van enkele eigenschappen van de 
oplossingen van de Laplace vergelijking in n dimensies, i.e. 
( 2. 1 ) 
We beschouwen in dit hoofdstuk de oplossingen van (2.1) in een begrensd 
sam.enhangend gebied n, of in een normaalgebied, d.w.z. een begrensd open 
enkelvoudig sa.menhangend gebied n, waarop de stellingen van Green geldig 
zijn. De rand van n geven we aan met an en n U an noteren we als n. Met x 
zal steeds (x1 , ••• ,xn) worden bedoeld. 
Definitie 2.1. Zij u(x) een functie gedefinieerd inn. u(x) heet harmo-
nisch in n indien aan de volgende voorwaarden voldaan is: 
( i) en 
(ii) ~u = O in n. 
Stelling 2.1. Zij scn een bol met middelpunt x0 en straal R. Als u(x) 
harmonisch is in n, dan geldt 
(2.2) = --2 J u(x) do • 
41TR as 
Als een funktie u(x) deze eigenschap bezit, dan zeggen we dat u(x) de 
middelwaarde-eigenschap heeft. 
BewiJs. Het uitgangspunt van het bewijs is de tweede formule van Green. 
De kunnen we als volgt formuleren: zij n een normaalgebied en laten u(x), 
v(x) twee funkties die tweemaal continu differentieerbaar zijn in n en 
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eenmaal continu differentieerbaar in n, dan geldt 
(2.3) J (uA v - vA u) dx = J 
av ·au (u av - v a;) dcr ' 
fl 
waarin a~ is de afgeleide langs de naar binnen gerichte normaal is. 
We kiezen nu een bol s0 concentrisch met S en met straal R0 < R. Op de 
1 bolschil s0s = S\S0 passen we (2.3) toe, waarbij we kiezen v(x) =; 
met r = Ix - x0 1 • Zowel u(x) als v(x)_voldoen in s0s aan (i). Volgens 
de stelling van Gauss geldt bovendien 
J au do = 0 av ' als Au = 0 in n. 
an 
We vinden dus 
1 J . u do = ~-2- u do • 
4'1fR as 
In deze gelijkheid laten we R0 naar nul gaan, hetgeen vergelijking (2.2) 
oplevert. Er zij nog opgemerkt dat (2.2) equivalent is met 
(2.4) u(x0 ) = ~ J u dx • 
4'1fR S 
We kunnen de middelwaarde eigenschap van harmonische functies natuurlijk 
ook direct destilleren uit de integraalformule van Poisson. Deze levert 
een harmonische u in een bol S met straal R in termen van zijn waarden 
op de rand as. La.ten we voor het gemak het middelpunt van S in de oor-
sprong kiezen, laat x een punt zijn in S met afstand r tot de oorsprong 
en ; een willekeurig punt op de rand as. Het oppervlak van de eenheidsbol 
in Rn noemen we cr 1 , en we schrijven lx-;1 = (l(x.-;.) 2 )~. Er geldt dan ~ 1 1 
(2.5) 
2 2 
u(x) = R -r J u(E:) dcr • 
Ro I In n-1 as x-; 
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Voor n = 2 kunnen we, als we van poolcoordinaten x1 = r cos ~. x2 = r sin ~. 
~ 1 = R cos 9, ~2 = R sin 9 gebruik maken, (2.5) ook schrijven we in de be-
kende vorm 
(2.6) u(r cos ~. r sin ~) = _J_ J2n (R2-r2 )u(R cos 9, R sin 9) d9 ~ 2n 2 · 2 
0 R - 2Rr cos (9-~} + r 
De afleiding van (2.5) kan men bijvoorbeeld vinden in [2], p. 253. Als men 
in (2.5) n = 3 en x = 0 kiest, dan vinden we (2.2) terug. 
Men kan ook omgekeerd laten zien (zie -[2], p. 249 en 254), dat bij ge-
geven continue functie f(~) (f(9)) gedefinieerd op de rand van as, de inte-
graal van Poisson 
(2.5') R2 2 f u(x) = --=!_ Ro 
n-1 as 
of, in twee dimensies, 
(2.6 1 ) u(r cos ~. r sin ~) 
do 
een functie voorstelt die harmonisch is in n, continu op n. met randwaarden 
die gelijk zijn aan f. Hiervan zullen we in stelling 2.4 gebruik maken. 
Met behulp van stelling 2.1 kan op zeer eenvoudige wijze het maximum-
minimum principe voor ha.rmonische functies bewezen worden. 
Stelling 2.2. (Maximum-minimum principe). Zij u(x) harmonisch in n en 
uec0(n). Indien het maximum (minimum) van u(x) in een inwendig punt v~n 
n wordt aangenomen, dan is u(x) : const. op n. Voor een niet-constante 
u(x) wordt het maximum (minimum) dus alleen op an aangenomen. 
Bewijs. We tonen aan dat de aanwezigheid van een inwendig maximumpunt 
impliceert dat u(x) identiek gelijk is aan een constante in n. Dat het 
optreden van een inwendig minimumpunt hetzelfde gevolg hee~ is meteen 
duidelijk uit de overweging dat v(x) = - u(x) ook harmonisch is in n. 
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Zij M de verza.meling van alle punten in n waarin u(x) de maximale waarde 
u0 aanneemt. We bewijzen achtereenvolgens dat M gesloten is in n, en dat 
M open is in n. 
(i) Mis gesloten inn. Dit volgt direkt uit de continuiteit van u(x). 
(ii) Mis open inn. Zij x0e.M, dan is er een bol SCn met x0 als middel-
punt. Relatie (2.4) impliceert dat u(x) = u0 in S, immers u(x) is 
continu, dus SC M. Dus M is open in n. 
M is zowel open als gesloten in n. Aangezien we hebben aangenomen 
dat M ~ ~. moet gelden M = n. Wegens de continuiteit van u(x) geldt 
ook u(x) = uo in n. 
Uit dit maximum-minimum principe kan men concluderen dat de oplossing 
van het Dirichletprobleem voor de Laplace vergelijking, zo hij bestaat 
altijd eenduidig bepaald is. We kunnen dit als stelling formuleren. 
Stelling 2.3. Het Dirichletprobleem 
( 2. 7) lrn = o in n, u(x) = cp(x) op an, u(x) E£c 0(1''1) 
heeft hoogstens een oplossing. 
Bewijs. Stel dat er twee functies u(x) en v(x) zijn die aan (2.7) voldoen. 
Hun verschil w(x) = u(x) - v(x) voldoet dan aan het Dirichletprobleem 
(2.8) tiw = o in n, w(x) = o op an, we::c0U2). 
Volgens het maximum-minimum principe impliceert dit dat w(x) = 0 in n. 
/ 
De middelwaarde eigenschap blijkt karakteristiek te zijn voor harmonische 
funkties, zoals uit de volgende stelling volgt 
Stelling 2.4. Zij n CR3. Veronderstel dat voor elke bol SC n, met wille-





(2.4) u(x01 = ·~ J u(x) dx , 
. 4nR as 
dan is u(x) harmonisch in n. 
Bewijs. We kiezen een willekeurige bol SC~. Beschouw de :t'unktie v(x) die 
ha.rmonisch is in S met v(x) = u(x) op as. Dus hee:t't v(x) volgens stelling 
2.1 de middelwaarde eigenschap. Het is duidelijk dat ook w(x) = v(x) - u(x) 
deze eigenschap bezit. Zeals in het bewijs van stelling 2.2 is gebleken 
impliceert de middelwaarde eigenschap van geldigheid van het maximum.-
minimum principe. Omdat w(x) = 0 op as, geldt w(x) = 0 in s, zodat u(x) 
harmonisch is in elke bol s en. 
We zullen nog twee stellingen van :t'unda.menteel belang geven, die beide 
met gebruikmaking van de middelwaarde eigenschap heel elegant bewezen 
kunnen worden. 
Stelling 2.5. (Harnack). Zij gegeven een rij :t'uncties (u.(x)), i = 1,2, ••• , 
l. 
alle ha.rmonisch in ncR3 , met lim u.(x) = u(x), waarbij de convergentie 
n.+a> l. 
uniform is in elke compacte deelverza.meling van n. Dan is u(x) harmonisch 
in n. 
Bewijs. Zij sc.n een willekeurige bol met middelpunt x0 een straal R. Er 
geldt voor elke u.(x) 
l. 
u. (x0 ) = __]_3 J u. (x) dx , 
1 4nR S 1 
i = 1 ,2.... . 
De u.(x) convergeren naar u(x) uniform in S, zodat we limiet en inte-
l. 
gratie mogen verwisselen. Dus 
voor elke Sen. Volgens stelling 2.4 betekent dit dat u(x) harmonisch is 
in n. 
24 
Er bestaat een andere, sterkere versie van de stelling van Harnack. 
Stelling 2.6. (Harnack). Als een monotoon niet-dalende of niet-stijgende 
rij harmonische f'uncties in een enkel punt in een gebied ncRn convergeert, 
dan convergeert de rij in alle punten van n, en is de limietf'unctie even-
eens harmonisch in n. 
Bewi,js. We geven het bewijs voor het monotoon niet-dalende geval van n = 2. 
Allereerst leiden we de ongelijkheden van Harnack af voor niet-negatieve 
harmonische f'uncties. Het is duidelijk dat geldt 
2 2 2 2 (R-r) ~R - 2Rr cos (8-$) + r ~ (R+r) , 
waaruit volgt dat de Poissonkern in formule (2.6) ligt tussen de grenzen 
R R2 - r2 R 
_.::r. < < +r 
R+r - 2 (a-~)+ r2 -R-r R - 2Rr cos 'f' 





R+r u(R cos a, R sin a)~ u(r cos $, r sin$) 
1 f 11 <-
- 211 
R+r 
-R u(R cos a, R sin a) de • 
-r 
0 
Met behulp van de middelwaarde-eigenschap verkrijgen wij 
(2.8) :~~ u(O,O) ~ u(r cos $, r sin $) ~ :~~ u(O,O) 
de ongelijkheden van Harnack die ons de groei van een harmonische functie 
beschrij~ op elke cirkel met straal R. 
Beschouw nu een rij harmonische f'uncties (u.), die convergeren in een l. 
punt van n. La.ten we voor dat punt de oorsprong kiezen, wat geen beperking 
inhoudt. Voor i < j geldt dan u. - u. _> O, zodat uit (2.8) volgt 
l. J 
0 < u.(r cos$, r sin$) - u.(r cos$, r sin$) 
- l. . J 
R+r ~ J < -R u.(o,o) - u.(o,o) , 
- -r i J 
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waaruit volgt dat de rij (u.) uniform convergeert op elke cirkel om de oor-l. 
sprang bevat inn. Gemakkelijk is na te gaan dat (ui) uniform convergeert 
op elke compacte deelverzameling van n. Uit de vorige stelling volgt dan 
dat de limietfunctie harmonisch is in n. 
Stelling 2.7. Zij {u} een familie harmonische funkties in n, die uniform 
begrensd is in n d.w.z. ju(x) I 2_ m voor elke u en elke xe.n. Dan is in elk 
compact deelgebied n1c n de familie van de eerste afgeleiden {D 1u}, {D2u} 
en {D3u} ook .uniform begrensd. 
Bewijs. In elk inwendig punt van n is u(x) analytisch (dit volgt uit de 
integraal formule van Poisson, zie [1], p. 269), dus zeker driemaal con-
tinu differentieerbaar. Het is meteen in te zien dat de D1u, D2u en D3u 
harmonisch zijn. We kiezen een bol SC n met straal R en middelpunt x0 • 
Voor de harmonische funties D1u geldt 
Partiele integratie levert 
Maar iul 
3 J ax 1 D u( x ) = - -- -- do 1 o 4 R3 av 
7[ as 
ax, 
<men lav-1 2_ 1, zodat jD1u(x0 )j 3m < -
-R 
Dezelfde schattingen gelden voor D2u en D3u. Zij nu een compact deelgebied 
n 1c n gegeven. n 1 hee~ dan een minimale afstand tot an, die we d noemen. 
Als we R < d een willekeurig punt x0c. n 1 nemen, dan ligt de bol S, die x0 
als middelpunt en R als straal hee~. geheel inn. Op deze bol kunnen we 
de boven gegeven redenering toepassen, zodat in n1 geldt ID 1ui, jD2ul, 
ID3ui 2.. ~ • 
Opmerking 2.1. Het maximum principe levert ook direct de uniciteit op voor 
de oplossing van het Dirichletprobleem voor de Poisson vergelijking, namelijk 
(2.9) t.u = f(x) inn, u(x) = cp(x) op an, u(x)ec0(i'i). 
Immers als u(x) en v(x) aan (2.9) voldoen, dan voldoet w(x) = u(x) - v(x) 
aan (2.8), zodat w(x) = 0 inn. 
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Opmerking 2.2. Behalve het Dirichletprobleem voor de vergelijking van 
La.place beschouwt men ook vaak het Neumann probleem voor deze verge-
lijking, waarbij dan geeist wordt 
(2.10) t;u = o inn, a~~i;} = ijJ(~} op an, u(x}c:c 1(i'i}. 
Dit probleem is niet voor elke continue functie ijJ(x} oplosbaar. De stel-
ling van Gauss leert ons dat voor een harmonische functie u(x) €.C 1 (n) 
geldt 
J ~~ dx = o. 
an 
Hieruit volgt dat (2.10) alleen dan een oplossing kan hebben wanneer 
J ijJ(l;)do=O. 
an 
Indien er een oplossing bestaat, dan is deze, op een constante na, een-
duidig bepaald. Het bewijs van deze bewering zal worden gegeven zodra we 
het maximum principe voor algemene tweede orde elliptische differentiaal-
vergelijkingen hebben behandeld. 
2.2. Het Existentiebewijs van Perron 
Perron hee~ een existentiebewijs geconstrueerd voor het Dirichlet pro-
bleem voor de Laplace vergelijking (2.7), dat volledig gebaseerd is op 
het maximum-minimum principe. Wel wordt in dit bewijs uitgegaan van de 
eenduidige oplosbaarheid van het Dirichlet probleem voor een bolvorro.ig 
gebied. Deze aanname wordt door (2.5) gerechtvaardigd. We beginnen met 
het introduceren van enkele begrippen. 
Definitie 2.2. Zij u(x) e c0(n). Zij scn een bol. Zij v(x) de harmonische 
functie in S, die op as gelijk is aan u(x}. Dan wordt de functie M8 [u] 
als volgt gedefinieerd: 
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Ms[u] (x} = l v(x} in S 
u(x} in n,s. 
Definitie 2.3. Een tunctie ue.c0(n} heet subharmonisch, resp. superhar-
monisch inn, indien voor elite bol S n geldt dat u(x} ~Mslul(x), resp. 
u(x) ~M8 lul(x). 
Opm.erking 2.3. La.at u een tunctie van c2~n) zijn, wa.a.rvoor geldt Au(x) > O 
voor xen. Dan is u subharmonisch in n. 
Bewijs. Neem een bol Sen, en stel w = Ms lul, dan is w = u op as, Aw = o. 
Beschouw de tunctie z = w - u, waarvoor geldt z = 0 op as en Az ~ O op S. 
Uit de stelling van Green verkrijgen we 
f (Vz) 2 + zAz) dx = - J az z av do = o, 
s as 
waaruit volgt z ~ O, zodat u ~ w op s. 
Evenzo kunnen we bewijzen dat u superharmonisch is, als Au< O. De 
begrippen subhannonisch en superharmonisch kunnen we zien als generali-
saties in meer dimensies van convex en concaaf. Immers, de lineaire tunctie 
is oplossing van de eendimensionale vergelijking van Laplace uxx = O, een 
convexe tunctie voldoet aan u > O, een concave aan u < O. xx- xx-
We zullen nu enige eenvoudige eigenschappen van sub- en superharmonische 
tuncties afleiden, die we in de volgende sectie bij het existentiebewijs 
van Perron nodig zullen hebben. Daarbij zullen we de beweringen alleen 
maar voor subharmonische tuncties formuleren. 
Eigenschap 2.1. La.at u1,u2 ''nun een 
inn. Dan is hun som u(x) = l u.(x) 
i=1 l. Bewijs. Triviaal. 
aantal tuncties zijn, subharmonisch 
ook subharmonisch in n. 
Eigenschap 2.2. Als u subharmonisch is in n, dan is v = - u superhar-
monisch in n. 
Bewijs. Triviaal. 
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Eigenschap 2.3. Laat u1,u2 , ••• ,un een aantal subharmonische functies in 
n zijn. Dan is u(x} = max (u1(x},u2(x}, ••• ,un(x}) ook subharmonisch inn. 
Bewij s. Zij S een willekeurige bol in n. Er geldt dan ui ~ MS [ uJ ~ Ms [ u J 
voor i = 1, ••• ,n, zodat u ~MS[u]. 
Eigenschap 2.4 • .A.ls u subharmonisch is in n, dan is ook v = Ms[u] subhar-
monisch in n voor elke bol SC n. 
Bewij s. We beschouwen MS, [ v J voor een willekeurige bol S' c n. .A.ls S' c S 
of S'/1 S = ~. dan is het direct duidelijk dat v ~MS' [v] op n. 
We veronderstellen nu dat S en S' elkaar snijden, en dat er een stuk 
van S' buiten S ligt. Kies een punt x1E: S' '-.S. 
Figuur 2.1 s 
Er geldt dan in het punt x 1 
v = MS[u) = u ~MS' (u) ~MS' [v], 
waarbij de laatste ongelijkheid volgt ui t u ~ v. Nemen we x2 £ S '-.S' , dan 
volgt direct dat v = MS' [v]. Rest ons nog x3E:. Sn S'. In dit gebied is 
v = MS[u] harmonisch, en is ook MS' [v] harmonisch. Op de rand van dit gebied 
geldt, wegens het voorafgaande, v ~MS' [v], zodat uit het maximumprincipe 
volgt dat v ~MS' [v] in het gehele gebied SAS'. 
Eigenschap 2.5. Indien u subharmonisch is in n, en u een maximumpunt in 
het inwendige van n hee~, dan is u gelijk aan een constante in n. Als 
bovendien u€.C0(n), dan wordt dus het maximum van u aangenomen op de rand 
van n, of is u constant. 
Bewijs. Zij x0 een maximumpunt in het inwendige van n. Kies een bol SC n 
met middelpunt x0• Bekijk de functie v = MS[u]. Aangezien u < v inn, is 
v een in S harmonische functie met inwendig maximumpunt. Dus is, wegens 
stelling 2.2 v(x) = v(x0} in s. Daar u(x} = v(x} op as heeft u(x) op as 
de constante waarde v(x). Maar dit geldt voor elke bol S'C S met middel-
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punt x0 , zodat u(x) = u(x0) in S. Er volgt dat de verza.meling van maximum-
punten open is in r.. Wegens de continuiteit van u is deze verza.meling ook 
gesloten, zodat u(x) = const. in r.. 
Met behulp van de begrippen subharmonische functie en superharmonische 
functie voeren we nu de begrippen subfunctie en superfunctie van een rand-
functie ~ voor een gebied r. in. 
Definitie 2.4. Zij u een functie gedefinieerd in n en zij ~ een continue 
functie gedefinieerd op ar.. Dan wordt u een subfunctie van ~ voor het ge-
bied r. genoemd, indien aan de volgende eisen is voldaan: 
(i) UE:C0(1'i), 
(ii) u is subharmonisch in r., 
(iii) u ~ ~ op ar.. 
Een functie u zal een superfunctie van ~ voor het gebied r. worden genoemd, 
indien voldaan is aan: 
(i) u€CO(n), 
(ii) u is superharmonisch in r., 
(iii) u .:._ ~ op ar.. 
De existentie van subfuncties en superfuncties is evident. Immers 
u(x) = -max l~(~)j is een subfunctie en u(x) = max j~(~)j is een super-
~Ea~ ~car. 
superfunctie. We voeren bij een gegeven gebied r. en een gegeven functie 
~ de klasse F van alle subfuncties van ~ voor r. in. Voor de functies uc. F 
zullen we een aantal eigenschappen afleiden, die voor een groot deel direct 
volgen uit de eigenschappen 2.1 t/m 2.5. 
Eigenschap 2.6. De klasse F is naar boven begrensd door de functie 
f = max l~(~)j. 
~€ ar. 
Bewijs. Volgt direct uit de definitie 2.4 en eigenschap 2.5. 
Eigenschap 2.7. Als u 1,u2 , ••• ,unE:F, dan is ook u(x) = max(u 1(x),u2(x), ••• , 
u(x))EF. 
n 
Bewijs. Volgt uit de eigenschap 2.3. 
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Eigenschap 2.8. Indien u€F, dan ook MS[u] e F voor iedere willekeurige bol 
s c n. 
Bewijs. Volgt uit eigenschap 2.4. 
Eigenschap 2.9. Indien u6F en v is een superfunctie van cj> voor n, dan 
geldt u .::. v in n. 
Bewijs. w = u - vis een subfunctie van de randfunctie cj> = 0 (eigenschap 2.2). 
Wegens het maximumprincipe voor subharmonische functies is dus w < O in n. 
Het idee dat achter het existentiebewijs van Perron zit is nu dat de ge-
zochte oplossing u van het Dirichlet-probleem (2.7) een subfunctie is. Het 
is duidelijk dat voor elke subfunctie v geldt v ~ u, immers w = v - u is 
een subfunctie van de randfunctie cj> - O. Perron definieert een functie u 
die in elk punt van n gelijk is aan de kleinste bovengrens van de waarden 
in dit punt van alle subfuncties. Hij bewijst dat deze u harmonisch is in 
n, en dat u(E,:) = cj>(E,:) in elk "regulier" punt t; van an. Indien an alleen uit 
reguliere punten bestaat, dan is dus u de oplossing van (2.7). We kunnen 
dit als stelling formuleren. 
Stelling 2.8. De functie u gedefinieerd in elk punt x als 
(2.11) u(x) = sup v(x) 
veF 
is de oplossing van het Dirichletprobleem (2.7). 
Bewijs. Het bewijs valt uiteen in twee delen. 
(i) u is harmonisch in n. 
Zij S een willekeurige bol in n en s0 een met S concentrische bol met halve 
straal. Als we bewezen hebben dat u harmonisch is in s0, dan weten we ook 
dat u harmonisch is in n. 
We kiezen een deelklasse F* uit F, zodanig dat de functies uit F* een 
uniforme benedengrens bezitten, terwijl bovendien voor F* de eigenschappen 
2.6, 2.7 en 2.8 geldig blijven. We kunnen zo'n deelklasse F* als volgt 
construeren. Zij w1(x) een vast element uit F, en w(x) een willekeurige 
functie uit F. De klasse F* zal nu de functie v(x) = max(w1(x),w(x)) be-
vatten voor 'iedere functie w~F. Het is duidelijk dat 
u(x) = sup v(x). 
*" veF 
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We kiezen nu een riJ punten (x.), die dicht ligt in Sen een verza.meling 
. *" . J functies v j ,k e: F met de eigenschap 
1 0 < u(x.) - v. k(x.) < -k, j,k = 1,2, •••. 
- J J, J -
Naar aanleiding hiervan definieren we de functies vk(x) als 
(2.12) 
Wegens eigenschappen 2.8 en 2.9 liggen de functies vk(x) in F*". Bovendien 
geldt in alle punten xj dat vk + u voor k + ®· De functies vk zijn uniform 
begrensd en harmonisch in S, zodat wegens stelling 2.7 hun eerste afge-
leiden uniform begrensd zijn in s0 • Dit betekent dat de functies vk equi-
continu zijn in s0• Nu passen we het volgende bekende lemma toe: 
Lemma. (Ascoli-Arzela) Als een rij equicontinue functies (vk), die gede-
finieerd zijn op een begrensde verza.meling A, convergeert op een verza-
meling A1C.A met A1 = A, dan convergeert (vk) uniform in A. 
Het blijkt dus dat de functies vk uniform in s0 naar u convergeren. 
Aangezien de vk harmonisch zijn in s0 volgt hieruit wegens stelling 2.5 
dat u harmonisch is in s0 • 
(ii) In het tweede deel van het bewijs wordt aangetoond dat uGc0(('i) en d 
dat u = ~ op an. Hiertoe definieren we eerst het begrip barriere-functie 
w~(x) voor ~e an. 
Definitie 2.5. Zij ~e;.an. Onder een barrierefunctie w~(x) van ~ verstaan 
we een functie die superharmonisch is in n, continu in n en positief in 
0 behalve in ~' waar hij nul is. Indien er voor ~ een barrierefunctie 
bestaat, dan heet ~ een regulier randpunt. 
We bewijzen nu dat in elk regulier randpunt ~' u continu is en dat 
u(d = ~(~). 
Wegens de continuiteit van ~ kan er bij elke e > 0 een constante k worden 
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gevonden'zodat de functie 
en subfunctie van ~ is voor n en 
een superfunctie van ~ is voor n. We~ens·eigensch~p 2.9 geldt dan 
~(s) - £ - k ws(x) < u(x) ~ ~(s) + £ + k ws(x) 
voor alle x E:: n, waarui t volgt 
( 2. 1 3) lu(x) - ~(s>I ~ £ + k ws(x). 
Als we in (2.13) x tots laten naderen, gaat ws(x) naar nul, zodat voor 
Ix - sl vo1doende klein geldt 
lu(x) - ~(s)I < 2 £. 
Uiteraard is het van belang enigszins te weten voor wat voor soort ge-
bieden dit existentiebewijs geldig is, d.w.z. de vraag wanneer een rand-
punt regulier is, te beantwoorden. We zullen voorwaarden afleiden waaronder 
het inderdaad mogelijk is zo'n barrierefunctie te construeren, zodat de 
regulariteit van het randpunt verzekerd is. We wijzen er wel op dat dit 
slechts voldoende voorwaarden zijn. 
We beschouwen eerst het geval n = 2. Er kan nu een barrierefunctie 
worden geconstrueerd indien s het uiteinde is van een lijnstuk a dat met 
n alleen het punt s gemeen heeft. Zie figuur 2.2. We kiezen in dit geval 
een cirkel S met middelpunt s en straal R < 1, R zo klein dat 38 en a 
elkaar snijden. We beschouwen nu het gebied s'-a. Als barrierefunctie 
kiezen we in s'\.a 
____ l"'"o.;..og.._.p'---
l log Pl2 + 02 
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waarin p en 8 poolcoordinaten van x om ~ zijn. Door de aangebrachte coupure 
is dit een eenwaardige functie in s'\a. Deze lokale barrierefunctie kan 
worden uitgebreid tot een barrierefunctie over de gehele n, W~(x), bijvoor-
min {m, w~(x)} in sn n beeld = {  
W~(x) 
in n'\ s , 
waarin m het minimum van w~(x) is in de schil S'\S0 , met s 0 een cirkel met 
. 1 R middelpunt ~ en straal 2 . 
n = 2 
Figuur 2.2 Figuur 2.3 
We bekijken nu het geval n ~ 3. Bij elk randpunt ~. waarvoor het mogelijk 
is een bol s aan te geven die alleen ~ gemeen heeft met n. kan een barriere-
functie worden geconstrueerd. Zie figuur 2.3. Zij R de straal van S en zij 
r de afstand van x tot het middelpunt van s. Als barrierefunctie kiezen 
we de harmonische functie 
1 1 
wr(x) = --2 - --2 • 
., n- n-R r 
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3, SCHATTINGEN VOOR OPLOSSINGEN VAN ELLIPTISCHE DIFFERENTIAALVERGELIJKINGEN 
3.1. Het maximumprincipe. 
We zullen ons in dit hoofdstuk bezig houden met tweede orde elliptische 
differentiaaloperatoren, die we schrijven in de vorm 
( 3. 1) 
waarin 
(3.2) 
Lu = Mu + au 
n 
Mu = l 
i,j=1 
n 
a .. D.D .u + l 
J.J J. J i=1 
a.D.u. 
J. J. 
De functies a .. (x), a.(x), a(x) en u(x) warden verondersteld gedefinieerd J.J J. 
te zijn op een begrensd gebied in rlef{n, en we nemen aan dat a .. ,a. ,a,u€c0nn 2 J.J J. 
en u&:C (n). Verder veronderstellen we dat L uniform elliptisch is inn, 
d.w.z. dat er positieve constanten m en K bestaan, zodanig dat 
( 3,3) 
n n 2 l a .. (x) s·s· > m l si, i,j=1 J.J J. J - i=1 
I a .. ( x) I , I a1. ( x) I , a ( x) I ~ K J.J. 
voor alle x~ n. 
We formuleren nu een viertal stellingen. 
Stelling 3.1. (Tweede lemma van Hopf), Zij Mu.::_ 0 inn en veronderstel 
dat het maximum van u wordt aangenomen in een punt sE-orl, Stel dater een 
bol SCrl bestaat met seas. Dan geldt ou/ov .::_ 0 ins• En verder, indien 
ou/ov = o, dan is u gelijk aan een constante in n. 
Stelling 3.2. (Eerste lemma van Hopf), Zij Mu.::_ 0 in n en veronderstel 
dat u zijn maximum in een inwendig punt van n aanneemt. Dan is u = canst. 
in n. 
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Stelling 3,3, Zij a .::_ 0 en Lu ~ 0 in n. Indien u zijn maximale waarde in 
een inwendig punt aanneemt, en het maximum is positief, dan is u constant 
in n. 
Stelling 3.4. Zij a .::_ 0 en Lu ~ 0 in n. Indien u zijn maximale waarde u0 
aanneemt in een punt ~e.an, en deze waarde is positief, dan is au/av < O, 
tenzij u(x) = uo in n. 
In stelling 3.1 en 3.4 is het bestaan van au/av in~ aangenomen. Het bewijs 
van stelling 3.3 volgt vrij direct uit stelling 3.2. Immers, in een omge-
ving van een maximum.punt is u ~ O, zodat Mu = Lu - au~ O, omdat a .::_ O. 
Dus, wegens stelling 3.1., is u constant in die omgeving. Er volgt dat de 
verzameling van maximumpunten open is in n. Omdat u continu is, is deze 
verzameling ook gesloten. Dus u = const. in n. 
Evenzo volgt het bewijs van stelling 3.4 uit stelling 3.1. We bewijzen 
nu achtereenvolgens stelling 3.1 en 3.2. 
Bewijs stelling 3.1. We nemen voorlopig aan dat u(x) < u(~) inn. Later 
zal blijken dat deze voorwaarde altijd vervuld is, tenzij u(x) = constante 
inn. We kiezen een bol s1 met een straal r 1 en middelpunt x0 , zodanig 
dat SC n en S flan = ~. We kiezen een tweede bol S 0 , concentrisch met S 1 , 
maar met straal r 0 < r 1• De schil s1"- s0 noteren we als n1. Stel nu dat 
er een functie g(x) bestaat die aan de volgende voorwaarden voldoet: 
(i) g(x)ec2 (n 1) ; (ii) g(x) = o op as 1 ; (iii)~> o in~; 
(iv) Mg> o in n1• 
Figuur 3. 1 
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We introduceren dan de functie v(x) = u(x) + eg(x), waarbij e zo klein 
wordt gekozen dat v(x) < u(E;} voor x£as0• Voor v(x} geldt bovendien 
Mv > 0 in n1• 
Stel nu dat v(x) zijn maximum aanneemt in een punt x1 in n1• We mogen 
aannemen, daar dit door een rotatie van de coordinaten kan worden bereikt, 
dan geldt a .. (x1) = O, voor i # j, a .. (x} > O. Aangezien de eerste afge-1J 11 
leiden van v(x} alle nul worden in x 1 en Mv(x 1} > 0 moet er tenminste een 
tweede afgeleide positief zijn, hetgeen is uitgesloten in een inwendig 
maximumpunt. Het maximum van v(x} wordt dus bereikt op an 1 en wel in E;. 
Dan is de afgeleide langs de naar binnengerichte normaal van v(x) niet 
positief in dit punt. Aangezien a~~E;) > o, betekent dit dat au~~) < o. 
Rest ons nog een functie g(x) aan te geven die aan de eisen (i) t/m 





met et > 0 groot genoeg en r = lx-x0 1 • Immers als we x0 als oorsprong 
kiezen geldt 
= -etr2 [4 2 \ \ J Mg e et la .. x.x. - 2et l (a.x. +a .. ) 1J 1 J 1 1 11 
-etr2 [4 2 2 :i 
.::_ e et mr 0 - 2net K r 1 - 2net KJ • 
Voor et voldoende groot geldt dus Mg> 0 in n 1• De andere eisen zijn evident 
vervuld. 
Bewijs stelling 3.2. Het eerste lemma van Hopf kan eenvoudig met het tweede 
lemma van Hopf worden bewezen. We bewijzen dat de verzameling G van maxi-
mumpunten van u zowel gesloten als open is in n. Indien G dan niet leeg 
is, impliceert dit dat G = n. 
(i) G is gesloten inn. Volgt direct uit de continuiteit van u(x). 
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------,Figuur 3. 2 
(ii) G is open inn. Zij u0 de maximale waarde van u inn. Zij x0e:.G. 
Kies o > O, zo klein dat de bol s 0 = {xl lx-x0 1<2o} geheel in n ligt. We 
beweren dat de bol s 1 = {xl lx-x0 l<o} geheel in G ligt. Veronderstel het 
tegendeel, dan is er een punt x1e: s 1 met u(x 1) < u0 • Wegens de continui-
teit van u bestaat er een p met 0 < p < o, zodanig dat u(x) < u0 in de 
bol s 2 = {xl lx-x1 I <o} , terwijl er een punt x2E:' as2 is met u(x) = u0 • Het 
tweede lemma van Hopf zegt nu dat de afgeleide langs de naar binnen ge-
richte normaal op as2 van u in x2 negatief is. Dit is echter onmogelijk, 
want in een inwendig maximumpunt zijn alle richtingsafgeleiden nul. Dus 
s1cG. 
0pmerking 3.1. Analoge uitspraken als in stelling 3.3 en 3.4 ku.."lllen ge-
daan worden voor punten waar u(x} een negatief minimum aanneemt. 
Opmerking 3.2. Stelling 3.4 maakt het mogelijk de eenduidigheid op een 
constante na van het Neumann probleem aan te tonen. Zij gegeven het 
probleem 
(3.4) Lu = f in n , au iP op an , uE:'C 1 (n) • a-v = 
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Indien a.::_ O,en Lu~ O, dan is de oplossing van (3.4), zo hij bestaat, 
eenduidig bepaald. 
Bewijs. Veronderstel dat er twee oplossingen u(x) en v(x) zijn. Hun ver-
schil w(x) = u(x) - v(x} voldoet aan het Neumann probleem 
Lw = 0 inn, Clw = 0 op an, we.c 1(n). Cl\) 
We mogen aannemen dat max w(x} > O. Stel dat w(x) niet constant is in n, ~n 
dan wordt het maximum van w(x} alleen op an aangenomen volgens stelling 
4 Clw 3,2. Maar Volgens Stelling 3. moet in Z0 1n maximupunt gelden av < Q. 
Dit is in strijd met de gegevens. Dus w(x) = constante in n. 
We zullen nu het Dirichlet probleem 
(3.5) Lu= fin n, u = <f> op an, u€c0 (n), 
0(-) .. met <f> en fe:C n nader bek1Jken. 
Indien a(x) .::_ 0 en Lu ~ O, kan uit stelling 3.3 worden afgeleid dat de 
oplossing van (3.5), als hij bestaat, eenduidig bepaald is. Als we de eis 
Lu> 0 laten vallen, dan kan dat ook m.b.v. een schatting voor u in termen 
van de inhomogene term f en de randfunctie <f>, die we nu zullen afleiden. 
Hiervoor zullen we de supremumnorm nodig hebben. 
Definitie 3.1. Zij v(x) een begrensde functie gedefinieerd op een verza-
meling Ve Rn. Onder de supremumnorm I lvl I van v(x) verstaan we dan I lvl I = 
sup lv(x) I· 
-gV 
Voor u en f wordt dit supremum dus over n genomen, voor </> wordt de kleinste 
bovengrens over an beschouwd. Er volgen nu enkele schattingen voor de op-
lossing van (3,5). 
Stelling 3,5, Zij a~ 0 en zij v een functie die voldoet aan 
-Lv ~ llrll inn, v ~ ll<t>ll op an, 
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dan geldt voor de oplossing u van Lu = f 
lu I < v in n . 
Bewijs. Stel w = u - v, dan voldoet w aan 
Lw = Lu - Lv = f - Lv ~ 0 in n, w ~ 0 op an. 
Uit stelling 3.3 volgt dan dat w < 0 in n. Dus u < v. Analoog bewijst men 
u ~ -v. 




1 2 1 
a= 2m (K + (K +4m) 2 ) , d = diam(n). 
Het is onmiddelijk duidelijk dat ook deze stelling de uniciteit van de op-
lossing van (3.5) impliceert. 
Bewijs. We veronderstellen dat n in de strook 0 ~ x1 ~ d ligt. We voeren 
in de functie: 
g(x) ad ax1 = e - e 
In de beschouwde strook geldt dan: 
ad 
e - 1 ~ g(x) ~ 0 
en 
2 ax1 2 
Lg= -(a11 a + a 1a)2 + ag ~-ma + ka = -1. 
We stellen nu 
Voor h(x) geldt dan: 
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Uit stelling 3,5 volgt da.n de ongelijkheid 
llull ~ 114'11 + llrll g, 
waaruit ongelijkheid (3,6) volgt. 
Ook indien we de eis a(x) ~ 0 laten vallen, kan er nog een uitspraak 
gedaa.n worden over de grootte va.n I lul I en ka.n daaruit weer uniciteit 
voor de oplossing va.n (3,5) worden bewezen. We moeten ons in dit geval 
echter beperken tot een voldoend klein gebied. 
Stelling 3.6. Zij a(x) < k, met k > O. Zij de diameter d van n zo klein 
dat ead -1 < 1/k. Dan voldoet elke oplossing u van (3,5) aan de ongelijk-
heid 
11 u 11 ~ 11 <k 11 + < ::d -1 > 11 r 11 
1 - k(e -1) 
( 3, 7) 
Bewijs. We introduceren de functies a+(x) = ~ (a(x) + la(x)I) ; 
a-(x) = ~ (a(x) - la(x)I) en g(x) = f(x) - a+(x)u(x). De functie u mag 
worden beschouwd als een oplossing van het Dirichlet probleem 
- . 0(-) Mu + a u = g in n, u = cp op an, uE:C n , 
Er geldt: 0 ~ a+(x) ~ k, zodat I lgl I ~ I lrl I +kl lul I· Omdat a-(x) ~ O, 
mogen we schatting (3.6) toepassen: 
I lull~ 114'11 + (ead-1) Cllrll +kl lull>. 
ofwel 
Het is direct in te zien dat voor een Dirichtletprobleem, dat aan de eisen 
va.n stelling 3.6 voldoet, de uniciteit van de oplossing verzekerd is. 
Stelling 3,7, Zij a~ 0 en u een oplossing van Lu= f. Laat v een niet-
negatieve functie zijn zoda.nig dat 
ILul < L(-v) in n, lul ~ v op an. 
Dan is lul < v in n. 
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Bewijs. Stel w = u + v, dan geldt Lw ~ 0 en w .:_ O. Volgens stelling 3.3 
is dan w > 0 in n, dus -u < v in n. Evenzo bewijst menu < v in n. 
3.2. Interne Schauder schattingen 
Onder bepaalde voorwaarden kan men ook uitspraken doen over de eerste en 
tweede afgeleiden van oplossingen van (3.5). Deze uitspraken zijn neer-
gelegd in de schattingen die J. Schauder in 1934 heeft afgeleid. Sindsdien 
zijn er vereenvoudigde bewijzen geleverd, o.a. door Miranda [5] en Douglas 
en Nirenberg [3]. Het geven van deze bewijzen zou echter in het kader van 
dit colloquium te tijdrovend zijn. We zullen volstaan met het formuleren 
van de schattingen en het bewijzen van de existentie van de oplossing van 
het Dirichlet probleem voor vergelijkingen waarvoor de schattingen van 
toepassing zijn. 
We kunnen twee typen schattingen onderscheiden. 
(i) Interne schattingen. Deze zijn onafhankelijk van de gladheid van de 
rand, of van de gladheid van de randfunctie ~(x). Deze schattingen gelden 
alleen in het inwendige van n, terwijl de afstand van het beschouwde punt 
tot an als parameter optreedt. 
(ii) Schattingen tot op de rand. Deze zijn geldig op en bij een glad ge-
deel te TC an, waarop de randfunctie ~ ( x) aan bepaalde voorwaarden moet 
voldoen. 
We zullen eerst de interne schattingen bekijken. Teneinde tot een duidelijke 
formulering te kunnen komen, zullen we eerst enkele functieruimten met bij-
passende normen invoeren. De notaties zijn die van Douglis en Nirenberg 
[3]. We zullen ons steeds bezighouden met Holdercontinue functies. 
Definitie 3.2. Een functie g voldoet aan een Holdervoorwaarde met exponent 
.'.:.:• O <a< 1, en coefficient H, indien voor elk puntenpaar x, y geldt 
lg(x) - g(y)I ~Hlx-yla. g wordt Holdercontinu inn met exponent a genoemd, 
als in elke compacte deelverzameling van n g aan een Holdervoorwaarde met 
exponent a voldoet. 
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Definitie 3.3. Voor x£.O, zullen we onder dx = dist{x,ao) verstaan de af-
stand van x tot ao. Voor x,ye:O, zullen we onder d verstaan d = xy xy 
min{d ,d ) • 
x y 
Zij g{x).r:ci{O). Dan definieren we voor elk.e gehele pen i, zodanig dat 
p + i > 0: 
(3.8) +· . M • [g) = max sup dp 1 IDJg{x) j. 
p,1 jjj=i x•O x 
M0 0 [g] =sup jg(x}j = 1 lgl I • 
' xcO 
Opmerking 3. 3. 
Definitie 3.4. Zij g{x)E:Ci+a{o), d.w.z. dat de ide afgeleiden van g in O 
een Holdervoorwaarde met exponent a vervullen. 
Dan is per definitie 
(3,9) 
We definieren nu de volgende normen voor functies in o. 
Definitie 3,5, Zij u{x)ECi{O), dan wordt de norm I lul I . als volgt ge-p,1 
definieerd: 
{ 3. 10) 
i 
I lul I . = I p ,1 • { 0 ) J=max ,-p 
M .(u] p •. J 
j! 
Definitie 3.6. Zij u{x)~Ci+a{o), dan wordt de norm I lul I . gedefinieerd p,1+a 
door: 
{ 3. 11) I lul I · = I lul I · + M • • p,1+a p,1 p,1+a 
Als we I lul I = 0 kiezen voor p + a < O, dan zijn de normen I lul I ge-p,a p,a 
definieerd voor elke gehele p en elke a > o. 
Als p ~ o, kan bewezen worden dat de functies u(x) met u{x)E:Ca(O) en 
I juj I < m, een Banachruimte vormen onder de norm I l·I I • Deze Banach-p,a p,a 
ruimte noteren we als C • We hebben nu de hulpbegrippen die we nodig p,a 
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hebben om de interne Schauder schattingen op prettige wijze te kunnen 
formuleren. 
De klasse vergelijkingen waarvoor de schattingen gelden kan door de volgende 
voorwaarden warden gekarakteriseerd. 
(i) De vergelijking is van de vorm 
( 3, 12) Lu = f 
waarbij de operator L van de vorm (3.1} is en bovendien uniform elliptisch 
is, d.w.z. (3,3) geldt. 
(ii) Er is een a, O <a< 1, zodanig data .. GC 0 , a.ec 1 , a,f£C2 1J ,a 1 ,a ,a 
Bovendien bestaat er een constante K zodanig dat I la. ·I 10 , I la. I 11 , 1J ,a 1 ,a 
< K. 
Stelling 3.8. (Interne schattingen van Schauder). Zij u(x)ec2+a(n) 
oplossing van (3.12) en zij llull,llrll 2 ,a < 00 dan is u£C0 , 2+a en 
(3.13) 
De constante K1 hangt af van m,K,n en n. 
3,3, Schauderschattingen tot op de rand 
een 
De schattingen bij de rand zijn geldig in de buurt van een glad gedeelte 
Tc.an. In dit verband noemen we T glad indien er een o > 0 bestaat zodanig 
dat de bol met middelpunt ~en straal o S(~,o), ~6:T, een doorsnijding met 
T heeft snT die kan warden weergegeven door een vergelijking 
(3.4) 
waarbij de functie g Holdercontinue tweede afgeleiden bezit, met exponent 
a. Bovend{en veronderstellen we dat de randfunctie ~ in de lokale para-
meters x1,x2 , ••• ,xn-l Holdercontinue tweede afgeleiden heeft met exponent a. 
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We voeren nieuwe normen jj;'fj in, die op dezelfde manier worden ge-p,a 
definieerd als 11u11 , met dien verstande, dat d nu de afstand van bet p,a . x 
punt x tot ilQ'-T aangeeft. Indien T = an, dan is dx::: 1. Met behulp van 
deze norm ~ definieren we een Banachruimte C • Voor de randfunctie p,a . p,a 
~ worden op T ook normen ingevoerd. 
Definitie 3.J. Zij i ~ O, dan wordt de norm I l~I Ii gegeven door 
( 3, 15) T . 11~1 I· = max sup IDJ~I • 
1 j~i T 
Definitie 3.8. Zij i > 0 en 0 ~a~ 1, dan wordt de norm I l~I li+a gegeven 
door 
(3.16) II ~ II ~ + = II ~ II ~ + sup 
1 a 1 x,)ET 
IDicj>(x) - Dicj>(y) I 
Ix - Yla 
waarbij x en y wel in hetzelfde stelsel lokale para.meters moeten worden 
genomen. 
We kunnen nu de schattingen bij de rand gaan formuleren. De klasse ver-
gelijkingen waarvoor deze schattingen geldig zijn kunnen worden gekarak-
teriseerd door de eisen 
(i) De vergelijking is van de vorm (3.12), terwijl ook (3.3) geldt. 
(ii) Er is een a, 0 < a < 1, zodanig dat a .. E:C0 , a. e{fa;tC , a,fec2 • l.J ,a i a ,a 
Bovendien bestaat er een constante K zodanig dat a .. 10 , l.J ,a flall 1 ' rfaT12 ~ K. i ,a ,a 
Stelling 3,9. (Schatting bij de rand, Schauder). 'zij n1 = Q V T; Zl.J 
u(x)ec2+a(n 1) een oplossing van (3.12). Veronderstel dat I lul I < 00 , 
11f11 2 < 00 en 11 ~I I 2T < 00 , dan is u(x}e.C0 2+ , terwijl bovendien ,a ,a , a 
geldt: 
(3.14) 
De constante K2 hangt af van m, K, n en Q, 
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Opmerking 3.4. Indien a(x) ~ O, dan geldt voor I Jui I de schatting (3.6), 
zodat (3.13) en (3.14) overgaan in 
( 3. 13a) I lul l0 , 2+a ~ K1( I lrl 12,a + I l<til I) 
en 
(3.14a) I lul lo,2+a ~ K2( nrn2,a + I l<til 1;+a + I l<til I) 
Opmerking 3,5, Indien T = an, dan zijn de ruimten C a en Ca(n) identiek. 
Als we de norm in Ca(n) dan aangeven door- I lul la = ~O,a , dan impli-
ceert stelling 3.6. dat, indien I lul I < "" r~cct(f!) en I l<til 12+a < 00 , dan 
is u(x)ec2+a{Q) terwijl bovendien geldt: 
(3.14b) 
of als a < 0 
( 3. 14c) 
3.4. Het existentiebewijs·van Schauder. 
Met behulp van de Schauder schatting (3.14c) kan de existentie van de op-
lossing voor het Dirichlet probleem 
(3.15) Lu = f in n, u = 4i op an, ue.c2+a(n) 
worden bewezen ender de voorwaarden: 
(3.16) 
(i) Lis van de vorm (3.1), terwijl (3,3) geldt; 
(ii) a(x) ~ O; 
(iii) a .. , a., a, fE'.Ca(n); met I la.· I I , I la. I I , I lal IN~ K; 
1J 1 lJ Cl 1 Cl ~ 
( iv) 11 <ti 11 ~~a < "" 
(v) an glad. 
Stelling 3.10. Onder de bovengenoemde voorwaarden bestaat er een oplossing 
van het probleem (3.15). Wegens stelling 3.3 is deze oplossing eenduidig. 
Bewijs.' We bewijzen de stelling voor 4i = O. Dit is geen beperking van de 
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algemeenheid, want onder de gegeven voorwaarden bestaat er altijd een 
2+a(-) . f'unctie g E: C n , die op an de randwaarden 4> aanneemt. De functie 
v = u - g is dan nul op an en voldoet in n aan de vergelijking Lv = f - Lg, 
waarbij het rechterlid tot Ca(n) behoort. 
Om de stelling te bewijzen beschouwen we de familie operatoren 
(3.17) Ltu ::: tLu + (1-t)~u, 0 ::.. t::.. 1. 
We merken op dat L0 = ~ en L1 = L. We ton en aan dat het probleem 
(3.15a) Ltu = f in n, u(x) = 0 op an, uEC2+a(f'l) t 
voor elke waarde van t, 0 < t < 1 een oplossing heeft. Zij N de verzameling 
t-waarden, waarvoor (3.15a) oplosbaar is. We bewijzen dan dat N niet leeg 
is, dat N open is in [o, 1] en dat N gesloten is in [o, 1]. Daaruit volgt 
dan dat N = [0,1]. Het bewijs valt uiteen in drie stappen: 
(i) t = 0 ligt in N; 
(ii) N is open in [o, 1]; 
(iii) N is gesloten in [o, 1] • 
(i) We breiden f uit op een bol s met n S, zodanig dat f CCL(S). ~v = f 
hee~ in S de oplossing 
v( x) = - ~1T J ~ d~ met (r = lx-~I ). 
s 
Wegens stelling 3.6 is vE:C2+a(S) dus zeker vec2+a(i'2). Nu maken we ge-
bruik van het volgende lemma. 
Lemma 3.3. (Kellog). Zij u een harmonische f'unctie gedefinieerd op een 
gebied n met gladde rand an. (in de zin van (3.14)), met gladde randwaarden 
q,(x) d.w.z. ll4>ll;~a < 00 • Dan is u~c2+a(i'2). We kunnen dus een harmonische 
· · d c2+a(-) f'un t• f'unctie w bepalen, zodanig at W = V op an en WE n , De c ie 
u = v - w voldoet aan probleem (3.15a) met t = o. 
(ii) Voor elke t voldoet de vergelijking Ltu = f aan (3.16), voorwaarden 
(i), (ii) en (iii), zij het dat de betreffende constante opnieuw gekozen 
moeten worden. Bovendien geldt wegens (3.14c) en 4> = 0 
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(3.18) 
Zij t 0E.N en lt 1-t01 < 6, waarbij 6 nog nader moet worden bepaald. We 
willen aantonen dat dan t 1E: N. Daartoe moet gelden 
Lt u = f in '1, u = 0 op an, u€.C2+a{(2}. 
1 
We schrijven de vergelijking als 
of 
( 3, 19) 
Als we in het rechterlid een willekeurige functie u0(x)ec2+a(g) substi-
tueren, dan gaat het rechterlid over in een i'unctie F£Ca(fi). Het probleem 
(3.15a) is oplosbaar voor t = t 0 , dus er is een u1(x) te vinden zodanig 
( ) 2+a -) dat Li0u1 = F, u1 x = O op an, u1ES.C (n . De zo gevonden u1 wordt weer 
in het rechterlid van (3,19) gestopt en geeft aanleiding tot de bepaling 
van een functie u2(x). We vinden een rij functies {~(x)} met 
Dit geven we weer door 
( 3, 20) 
Indien de transformatie A een fixed point u heeft, u =Au, dan is deze u 
de gezochte oplossing van (3,15a) met t = t 1• Nu geldt voor de norm van F 
(3.21) 
Toepassing van (3.18) geeft 
(3.22) 
Kiezen we nu u0(x) zodanig dat I lu0 1l 2+a~2K2 1 lfl la' dan geldt voor 
2K3R2 lt0-t11 < 1 dat 
of algemeen 
(3.23) 
We bekijken nu het verschil ~+l - ~· Er geldt 
Toepassing van (3.22) geeft 
(3.24) 
mits lt0-t1 I ~ 2K \· • 
3 2 
Uit (3.23) en (3.24) volgt dat de rij (~) uniform convergeert naar een 
functie uec2+a(n) met u =Au. Deze functie u(x) is de oplossing van (3.15a) 
met t = t 1• Dus als t 0e:N dan ook een omgeving van t 0 met lt0-tl < 2K1K 
3 2 
(iii) N is gesloten in [o, 1] • We kiezen een rij ( t i) E: N, met limietpunt t 0 • 
We moeten aantonen dat t 0EN. Bij elke ti hoort een oplossing ui van (3.15a). 
Schatting (3.18) geeft 
(3.25) 
Dat wil zeggen dat de u. en hun eerste en tweede afgeleiden equicontinu J. 
zijn in n. Maar dan bestaat er een deelrij u.(x) die convergeert naar een 
J functie u terwijl de eerste en tweede afgeleiden van u.(x) convergeren 
J -naar de eerste en tweede afgeleiden van u(x), uniform inn. Dan is 
2+a -) ( ) u e: C ( n en u voldoet aan 3. 15a met t = t 0• Dus t 0 e N. 
De eis dat de randfunctie ~ glad moet zijn, is wel erg restrictief. Met 
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behulp van de interne schattingen van Schauder is het mogelijk van existen-
tie stelling af te leiden die deze eis laat vallen. 
We beschouwen het Dirichlet probleem 
(3.26) Lu = f in n, u = <P op an, uec0, 2+a. , 
waarbij aan de volgende voorwaarden is voldaan. 
(3,27) 
(i) Lu is van de vorm (3.1}, terwijl (3,3} geldt; 
(ii) a(x} ~ O; 
(iii) a .. , a., a ca.(n); f6C 2 ; 1J 1 .,a. 
met 11 a· · 11 ' 11 a· 11 • 11a11 ~ K; 1J Cl. 1 Cl. Cl. 
(iv) an is glad. 
Stelling 3.11. Onder de gegeven voorwaarden heeft het probleem (3.26) een 
oplossing indien <P continu is. Wegens stelling 3.3 is deze oplossing een-
duidig bepaald. 
Bewijs, We benaderen de gegeven functies f en <P door driemaal continu dif-
ferentieerbare functies fk en <Pk' zodanig dat de I lfkl 12 ,a. uniform begrensd 
zijn. Wegens stelling 3.10 bestaat er voor elke fk en <Pk een oplossing ~ 
van probleem (3.15), Uit ongelijkheid (3.6) volgt dat de ~(x) uniform 
convergeren ~aar een functie u£c0(n). Volgens (3.13a) zijn de normen 
11~ 11 0, 2+a. uniform begrensd. Dan is de limietfunctie ue:c0 , 2+a. en zijn 
afgeleiden zijn de limiet van de afgeleiden van een geschikt gekozen deel-
rij van uk, waarbij de convergentie uniform is en elk gesloten deelgebied 
van n. De functie u(x) is de gevraagde oplossing van (3.26). 
Tot slot zullen we een stelling afleiden die ook voorwaarde (iv) van (3.27) 
laat vallen. We beschouwen weer het probleem (3.26) met voorwaarde (i), 
(ii) en (iii) van (3.27). Nu eisen we echter niet dat an glad is, maar 
we eisen 
(i) n is de vereniging van een rij nk met ank glad en nk.:Jnk_1 • 
(ii) Bij elk punt s op an bestaat een barrierefunctie die gedefinieerd 
wordt door de volgende eisen: 






0 -w~ (x)EC (o), 
w~ (x) _> 0 in O'{~}, w~(~) = O, 
Lw < -1 in n. ~ -
Onder deze voorwaarden geldt de volgende stelling. 
Stelling 3.12. Zij $(x} een continue functie in O. Dan bestaat er een op-
lossing u van (3.26). Wegens stalling 3.3 is deze oplossing eenduidig be-
paald. 
Bewijs. Voor elke ~ bestaat volgens steilipg 3.11 een oplossing van.(3.26), 
die we '1it zullen noemen. Wegens (3.13a) zijn de norm.en I 1'1itl lo,2+a voor 
Ok uniform begrensd. 
Hieruit volgt dat er een deelrij van '1it(x) is die uniform in elk ge-
sloten deelgebied van fl convergeert naar een functie uE:c0 ,2+a met Lu = f 
in fl, We moeten nu nog aantonen dat voor ~ E an geldt: 
lu(x) - $(~)1 -+- 0 als lx-~I -+- O. 





I H x) - $ ( ~ ) I < € + Cw~ ( x ) voor Xe' n . 
c 1 = max (C, su~ I f(x) - a(x)$(~)1) 
x•~ 
W(x) = e + c 1w~(x). 
l$(x) - $(~)1 ~ W(x) voor xeO. 
Bovendien is wegens a(x) ~ 0 en de definitie van w~(x): 
LW = e a(x) + c 1 Lw~ ~ - su~ I f(x) - a(x)$(~)1. 
xE''2 
Voor de functies '1it(x) geldt (zie (3,28)) 
W(x) .±. ('1it(x) - $(~) ~ O voor xe ank 
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en 
L(W .:!:. ('1t - <j>(E;)) = LW .:!:. (f(x) - a(x)cp(f;)} ~ O voor xenk. 
Wegens stelling 3.3 geldt dan dat 
of 
Als :we in deze betrekking de limiet voor k-+co nemen, krijgen we dat 
lu(x) - cp( E;) I ~ W(x) voor xE n. 
Wegens de continuiteit van wf;(x) is er een o > O, zodanig dat 
W(x) < 2£ voor lx-E;I < o. 
Dus 
lu(x) - cj>(E;)I < 2£ voor lx-E;I < o. 
Voor een punt E;e.an kan een barrierefunctie wf;(x) worden geconstrueerd 
indien er een bol S(y,R) bestaat, zodanig dat snn = f;, Zij r = lx-yl. 
Stel nu 
(3.29) 
waarin p en q nog nader te bepalen positieve constanten zijn. Aan voor-
waarden (a), (b) en (c) voor een barrierefunctie is duidelijk voldaan. 
Rest ons nog voorwaarde (d) te bekijken. Er geldt 
Lw~ = kpr-P-4{-(p+2)a .. x.x. + r~.x. + r 2 ~ a .. }+ cw~ ~ 1J 1 J 1 1 i=1 11 ~ 
-p-2 ( ) ~ } < kpr {- p+2 m + b.x. + l a ..• 
-
1 1 i=1 11 
Als we in deze uitdrukking pen k voldoende groot kiezen, dan geldt Lwf; < -1. 
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4. INLEIDING TOT EEN FUNCTIONAALA.NALYTISCHE BEHA.NDELING 
Als inleiding tot een f'wlctionaalanalytische aanpak van elliptische 
differentiaalvergelijkingen zal dienen het principe van Dirichlet, Na het 
in zijn klassieke vorm beschreven te hebben, zullen we dit principe formu-
leren in f'wlctionaalanalytische termen. Het zal duidelijk worden hoe men 
komt tot het beschouwen van f'wlctieruimten, in het bijzonder Hilbertruimten; 
ook de noodzaak om andere dan klassieke oplossingen van partiele differen-
tiaal vergelijkingen in te voeren, zullen -we laten zien. Tenslotte zullen 
we ons functiebegrip uitbreiden met distributies, omdat deze pas een goede 
functionaalanalytische behandeling mogelijk maken. 
4.1. Het principe van Dirichlet; orthogonale projectie 
Beschouw een gebied nca2 waarvan de randkromme(n) continu ziJn en 
zichzelf niet doorsnijden, en de klasse van f'wlcties uE:C 1(o) die een 
eindige Dirichlet-integraal 
( 4. 1) n[u] = J (u~ + u~)dxdy 
rl 
bezitten. Op de rand an van rl schrijven we een continue randf'wlctie g voor. 
Beschouw nu het probleem D[u] te minimaliseren; hierbij mogen alle f'wlcties 
in c1(o) meedoen, die een eindige Dirichletintegraal hebben, en waarvan de 
randwaarden met g samenvallen. Het principe van Dirichlet ( [3], p.6) zegt 
dan: dit minimaliseringsprobleem hee~ een eenduidig bepaalde oplossing 
u, waarvoor n[u] zijn minimale waarde d aanneemt. Deze f'wlctie u is ele-
ment van c2(n) en van c0(n), en voldoet aan de Euler-Langrange-vergelijking 
van dit minimaliseringsprobleem: 
ll.u = o. 
Bij het principe van Dirichlet mag men denken aan evenwichtssituaties in 
de fysica, die erdoor worden gekarakteriseerd dat de energie, die uitge-
drukt kan worden in een integraal van het type (4.1), minimaal is. 
Een onmiddellijk bezwaar tegen het principe van Dirichlet is dat een 
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variatieprobleem niet oplosbaar hoeft te zijn, d.w.z. dat er weliswaar een 
grootste ondergrens d voor n[u} bestaat, maar dat deze waarde niet echt 
voor een toelaatbare functie wordt aangenomen. Een voorbeeld van een mini-
maliseringsprobleem dat geen oplossing heeft is: bepaal de functie waar-
voor 
I r:u] = f 1 , L [1 + ( u I ( x) ) 2J ii dx 
0 
-
minimaal is, waarbij alle stuksgewijs continu differentieerbare functies 
in lo,1] toegelaten zijn die aan de randvoorwaarden 
u( 0) = 1 , u( 1 ) = 0 
voldoen. De waarde 1 is kennelijk de grootste ondergrens voor IjuJ, want 
als we de toelaatbare functie 
[ 





0 < x < 
in I [ u] substi tueren, dan vinden we 
r (1 - o-2)a 1 r[u] = dx + f dx 
0 
1 2 1 1 02 (1 + 0 )ii+ 1 - 0 < 1 + 02 
waarin o willekeurig klein genomen mag warden. Maar er is geen toelaatbare 
functie waarvoor I [ u] de waarde 1 aanneemt. 
Een ander bezwaar tegen het principe van Dirichlet is dat er Dirichlet-
problemen bestaan voor de vergelijking ~u = 0 die niet als minimaliserings-
problemen te formuleren zijn. We geven hier het voorbeeld van Hadamard. 
Zij 8(1) de eenheidscirkel rand de oorsprong, en introduceer poolcoordi-
naten r en e. Op de rand 8(1) warden continue randwaarden g(e) voorge-
schreven, die de - niet noodzakelijkerwijs convergente - Fourierreeks 
ao 00 
g(e)""' ~ + l (ak cos ke + bk sin ke) 
k=1 
heeft. De bekende uitd.ruk.king van Poisson voor een harmonische functie 
in 6(1) met randwaarden g(e) 
(2.6) u(r ,e) = ~71 f 271 _ __...g ... (_cx...:..)_,_( 1_--"-r_2.._)d_cx __ 
0 1 - 2r cos(cx - e) + r 2 
kan dan geschreven worden als ( [4] , p. 21 e. v. } 
u(r,e) = :o + I rk(ak cos k8 +bk sin ke) 
k=1 
voor r < 1 • De Dirichletintegraal ( 4. 1 ) wordt in poolco.ordinaten voor een 
met 6(1) concentriese cirkel 6(R) met R < 1 
(4.1 1 ) DR [u] = f ( u; + ~ u~ )rd.rde 
6(R) r 
Deze reeks hoeft niet altijd voor R = 1 te convergeren, dat hangt van ak 
en bk' d.w.z. van g(e) af. Bijvoorbeeld, de harmonische functie die als 
randwaarden op a6(1) heeft de continue functie 
00 
g(e) = l 
k=1 
. 4 
sin k e 
k2 
heeft geen eindige Dirichletintegraal, immers de reeks 
00 
71 l k(a~ + b~) 
k=1 
= 71 l 
k=1 
divergeert. 
We zullen het principe van Dirichlet nu nader onderzoeken, en het in 
een functionaalanalytische opzet formuleren. Daartoe beschouwen we in een 
. n ... 
normaalgebied nc R de vergel1Jk1ng 
(4.2) lm-Pu=O 
waarbij de coefficient P(x) een positieve functie is van de onafhankelijke 
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variabele xERn, en P(x) E c0(o). We zullen de klasse van functies 
we c O ( i'i ) f'\ c 1 ( n ) , waarvoor de ui tdruk.king 
(4.3) 2 { 2 2 2i I lwl I = J [Cn1w) + ... + (Dnw} + Pw Jdx 
Q 
bestaat en eindig is, W(fl) ·noemen. Naar analogie met (4.1) noemen we I lwl 12 
ook de Dirichletintegraal van w. Men kan gemakkelijk nagaan dat I lwl I zich 
als norm gedraagt. Voor twee functies u en v E W( fl) is 
(4.4) (u,v) = f [Cn1u)(D 1v) + ••• + (Dnu)(Dnv) + Puv]dx 
Q 
het inwendige produkt corresponderende met de norm I I .I I. Wanneer we de 
eerste identiteit van Green op (4,5) mogen toepassen, vinden we 
(4.5) (u,v) = - f (~u - Pu)v dx - I v ~~ dcr • 
n an 
Een belangrijke consequentie van (4.5) is, dat wanneer u oplossing is van 
de vergelijking (4.2), en v een functie van W(n) is die nul is op de rand 
an, u en v orthogonaal zijn in de zin 
(u,v) = O. 
Noemen we de klasse van functies van W(fl) die oplossing zijn van (4.2) 
U(fl) en de klasse van functies van W(fl) die nul zijn op de rand V(n), dan 
kunnen we dus zeggen dat U(fl) en V(fl) orthogonale deelruimten van W(fl) zijn. 
Deze orthogonaliteit leidt tot procedures C(4], p.276-285) om het pro-
bleem van Dirichlet op te lossen voor de vergelijking (4.2), die we beter 
zullen begrijpen, als we even doen alsof al bekend is dat de oplossing 
usw(n) altijd voor dit probleem kan worden. Een willekeurige functie 
w 6W(fl) zij gegeven. Laat u de oplossing van het Dirichletprobleem 0 
(4.6) 
zijn. Dan is de functie 
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nul op an, dus vE.V(n}. Elke functie WE-W(n} kan dus geschreven worden als 
(4.7) w=u+v. 
Omdat we weten dat u en v orthogonaal zijn, geldt de wet van Pythagoras 
(4.8) 2 2 12 I lwl I = I lul I + I lvl • 
Van alle functies WE W( n) is de functie Ue W( !1) die oplossing is van het 
Dirichletprobleem (4.6), juist die fun~tie, die de Dirichletnorm I lwl I 
minimaliseert. Dit volgt onmiddellijk uit (4.8}. 
Het principe van Dirichlet kunnen we nu ook als volgt opvatten: als we 
v als een infinitesimale verstoring van u opvatten, dan is de conditie 
(u,v) = 0 equivalent met de voorwaarde dat de eerste variatie van de 
Dirichletintegraal nul is. Kennelijk volgt uit (4.5) dat (4.2) de bijbe-
horende Euler-Lagrange-vergelijking 1s. 
Een alternatieve formulering 
is dat voor een gegeven keuze van 
woew(n) de functie vev(n) die het 
dichtst bij w0 ligt in de zin 
( 4. 9) 11w0 - v 11 = minimaal 
de eigenschap heeft dat w0 - v 
een oplossing u van (4.3) is, 
precies de projectie van w0 op 
U(n). Zie figuur 3.1. Evenzo 
v(n) 
minJlw0-vll w0 
v ---- ---------------- .. I i min 11w0-u 11 
I 
--------'----u( n) u 
Figuur 4.1 
blijkt het dat bij gegeven w0 de functie uE-U(n), die uitverkoren wordt 
door 
(4.10) I lw0 - ul 11 = minimaal, 
dezelfde randwaarden als w0 heeft, en dus het Dirichletprobleem (4.3) op-
lost; v = w0 - u is dan precies de projectie van w0 op V(n). Immers, stel 
dat w0 - u een functie v is die op an nul is. Dan is volgens de wet van 
Pythagoras 
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en verbetering van deze I lw0 - ul I is door aftrekking van een willekeurige 
u1£U(n) niet mogelijk. De functies u en v kunnen we. dus interpreteren als 
de orthogonale projecties van wop U(n) en V(O), twee orthogonale deel-
ruimten die tezamen W(n) opspannen. 
De klasse van functies W(n) is een oneindig dimensionale vectorruimte 
met inwendig produkt, We geven daarvan eerst de definitie. 
Definitie 4.1. ( [9], p. 81). Een verzame~ing H van elementen f, g, ••• 
heet een lineaire ruimte of vectorruimte over C als er een optelling tussen 
de elementen van Hen een vermenigvuldiging met complexe getallen a, B, ••• 
gedefinieerd zijn met de eigenschappen 
(a) H is een abelse groep t.o.v. de optelling; 
(b) de vermenigvuldiging met complexe getallen is distributief en asso-
ciatief, d.w.z. 
a(f + g) = af + ag, (a + B)f = af + Bf, a(Bf) = aBf; 
(c) 1 • f = f, 
Wanneer op H bovendien een inwendig produkt (.,.)en een norm I l·I I gede-
finieerd zijn met 
(d) (af + Bg,h) = a(f ,h) + B(g,h), (f ,g) = (f ,g), 
(f,f) ~ O, (f ,f) = 0 ....., f = O; en 
Ce) 1 lfl I = Cf,f)~ 
dan noemen we H een lineaire ruimte met inwendig produkt of pre-Hilbert-
ruimte. Zo'n ruimte H heet volledig, wanneer iedere fundamentaalrij in H 
een limiet in H heeft, M.a.w. dat bij iedere rij fk in H met 
er een fEH bestaat met 
lim I lfk - fl I = o. 
k~ 
In een pre-Hilbertruimte geldt de ongelijkheid van Cauchy-Schwarz 
(4.11) 
De ruimte W(O) nu is niet volledig. We gaan hem volledig mak.en, door 
hem uit te breiden. 
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Definitie 4.2. ( [1], p. 22-24). Beschouw alle meetbare functies op QCIRn, 
die in Lebesgue-zin kwadratisch integreerbaar zijn over n. De verzameling 
van deze functies, waarbij twee functies die slechts op een verzameling 
met maat nul verschillen als gelijk worden beschouwd, geven we aan met 
L2(n). Gemakkelijk is in te zien dat L2(n) een lineaire ruimte is. We voeren 
op L2(n) een inwendig produkt (.,.) 0 n in 
' 
(4.12) (f,g)o,n = J f(x) g(X} dx, 
n 
en de bijbehorende norm is 
(4.13) I lrl lo,n = (J lt(x)l 2 dx)~. 
n 
Stelling 4.1. (Riesz-Fischer). De ruimte L2(n) is volledig in de norm 
11 • I I 0 n· 
• 2 
Bewijs. Zie bijv. [1], p. 22-24. Convergentie in de L (n)-norm heet ook 
wel convergentie in het gemiddelde. 
We maken nu de ruimte W(n) tot een (volledige) Hilbertruimte W(n), door 
alle fundamentaalrijen van functies uit W(n) te bekijken. Wanneer een rij 
functies wk een fundamentaalrij in W(n) is (dus m.b.t. de Dirichletnorm I ~.I I), 
dan zijn zowel de rijen (Diwk) (i = 1, .•• ,n) als (wk) fundamentaalrijen in de 
L2-norm.~I· I 10 . Volgens de stelling van Riesz-Fischer bestaan er dan func-




lim 11 wk - w 11 0 'n = 0 
k-+<x> 
( i = 1 , .. .,n). 
Definitie 4.3, Laat ~ een oneindig vaak differentieerbare functie zijn, 
waarvan de d.rager, d. i. de afsluiting van de verzameling van die xERn 
waarvoor ~(x) ~ 0 is, compact is, en bevat in n. Zo'n functie noemen we 
een toetsfunctie. Laten w en w(i) twee functies uit L2(n) zijn. We zeggen 
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dat w(i) de zwakke partiele afgeleide naar x. van w is, wanneer voldaan is aan 
1 
(4.15) f w(i}~ dx = ~ f w Di~ dx , 
'2 '2 
voor alle toetsfuncties ~· Deze zwa.kke afgeleide zullen we eveneens noteren 
met D.w = aw • We kunnen (4.15} ook schrijven als 1 ax. 
1 
(4. 15') 
voor alle toetsfuncties ~. Met behulp van partiele integratie is in te zien 
dat wanneer D.w 11klassiek11 bestaat, hij eveneens aan (4.15) voldoet. 
We bewijze~ nu dat de w(i) voorkomend in (4.14') de zwa.kke afgeleide 
van w uit (4.14) is. De ongelijkheid van Cauchy-Schwarz (4.11) levert voor 
iedere toetsfunctie 
en 
Hieruit volgt dat 
Wanneer we in (4.3) nu ook functies met zwakke afgeleiden toelaten, dan 
hebben we de Dirichletnorm ook gedefinieerd voor functies die limiet zijn 
van een fundamentaalrij in W('2). 
We geven nu een schets van een mogeli.jk existentiebewi,js. Laat U('2) 
die deelruimte van W('2) zijn, die bestaat uit alle functies die een limiet 
zijn van oplossingen van (4.3), d.w.z. van elementen uit U(n). Dan is U('2) 
eveneens een Hilbertruimte, Evenzo is V('2) te completeren tot een Hilbert-
ruimte V('2) binnen W('2). Elementen van U('2) zullen we zwakke oplossingen 
van de vergelijking (4,3) noemen. 
Een existentiebewijs op grand van de karakterisering (4.9) zou nu als 
volgt gegeven kunnen worden: we bewijzen eerst dat er bij gegeven w 
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(precies) een ve.v(n) bestaat, waarvoor I lw - vl I zijn minimale waarde echt 
aanneemt. Dit kan, in tegenstelling tot wat we bij het principe van Dirichlet 
in zijn oorspronkelijke vorm gezien hebben, omdat V(n} volledig is. Die 
"minimale" v is te schrijven als 
v = lim vk 
k-+oo 
met vke: V(S"l). Definieer 
dan is ~ e U( n), en daarmee 
lim ~ = lim (w - vk) = w - v 
k-+oo k-+oo 
een element u van u(n), zodat de existentie van de zwakke oplossing aange-
toond ZOU zijn. En ook, hoewel niet ter zake: W(S"l) wordt door de twee 
orthogonale deelruimten V(n) en U(n) opgespannen. Daarna zouden we kunnen 
bewijzen dat die gevonden u niet alleen element is van U(n), maar zelfs 
van U(n), m.a.w. dat u een klassieke oplossing is. Dit zou dan een typisch 
voorbeeld van een zgn. regulariteitsbewijs zijn. We zullen het bewijs in 
de hierboven geschetste vorm niet uitvoeren, zoals Garabedian het in [2], 
p. 276-309 heeft gedaan, maar een en ander in het volgende hoofdstuk binnen 
een algemenere functionaalanalytische opzet geven, waarbij men dan ge-
dachtengangen zoals hierboven beschreven in zijn achterhoofd mag (moet) 
houden. Laten we het eens heel sterk zeggen: het principe van Dirichlet in 
de hierboven gegeven vorm is de "oervorm" van de functionaalanalytische 
opzet, waarbij we naast zwakke oplossingen zoals hierboven, ook Hilbert-
ruimten zullen tegenkomen die een norm hebben lijkend op de integraal van 
Dirichlet, de zogenaamde Sobolevruimten. Voor een bepaalde klasse van ver-
gelijkingen wordt dan existentie en regulariteit van oplossingen bewezen. 
Opgemerkt zij nog, dat het begrip zwakke afgeleide in de volgende sectie 
wat concreter gemaakt zal warden. 
Constructie van oplossingen. Het principe van Dirichlet kan warden ge-
bruikt om oplossingen van het probleem van Dirichlet te constueren. Deze 
benaderingsprocedure wordt vaak genoemd naar Rayleigh en Ritz. 
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Definitie 4.5. C[9], p. 32). Een Hilbertruimte H heet separabel, als er 
een aftelbare verza.meling bestaat die dicht ligt in H. 
Een gevolg hiervan is dat er een rij elementen e. in H bestaat, zodanig l. . 





I It - l 
i=l 
a.e.11 = 0. l. l. 
Stelling 4.2. De ruim.te L2(n) is separabel, en daarmee ook W(n), V(n) en 
U(n), die immers alle deelruimten van L~(n) zijn. Voor een bewijs zie [3], 
p. 33. 
Een van de manieren om de benaderingsmethode van Rayleigh en Ritz te 
form.uleren is als volgt: Kies een rij fUncties v, die nul zijn op an en 
die volledig is, d.w.z. aan eigenschap (4.16) voldoet. Om een benaderde 
oplossing van het Dirichletprobleem u = f op an voor de vergelijking (4.3) 
te vinden, breiden we eerst f op een fatsoenlijke manier tot een fUnctie 
weW(n) op n uit. Kies dan para.meters aj, zodanig dat 
m 
11 w - l a. v .11 = minimaal, j=l J J 
waar m een voldoende groot geheel getal is. De benaderingsoplossing heeft 
dan de vorm. 
m 




Het antwoord voldoet natuurlijk precies aan de randvoorwaarde, maar ge-
hoorzaa.mt de vergelijking (4.3) slechts in een of andere approximatieve 
zin. Men hoopt dan dat de fout naar nul gaat als m ~ m, 
Op grond van de andere minimale karakterisering (4.10) is ook een be-
nadering van het Dirichletprobleem voor de vergelijking (4.2) met u = f 
op an te geven, als we aannemen dat we een volledig orthonormaal stelsel 
~ kunnen aangeven van oplossingen van (4.3) voor de ruimte ff(n). Breiden 
we f weer uit tot een fUnctie wE W(n}, dan volgt uit ( 4.15) voor k = 1 ,2, ••• 





De coefficienten in de beste benadering 
m 




I lw - l bk~l I = minimaal 
k=1 
zijn dan juist de Fouriercoefficienten 
Dit antwoord voldoet wel precies aan de vergelijking (4.3) maar in het al-
gemeen niet exact aan de randvoorwaarde. De elementen '1t (k = 1,2, ••• ) 
kunnen we interpreteren als de oneindig veel coordinaatassen van de Hilbert-
ruimte U(G). 
4.2. Distributies 
We gaan even in op enkele begrippen uit de theorie van de distributies, 
die we voor onze functionaalanalytische behandeling nodig zullen hebben. 
Zie bijv. [8]. 
Enige definities 4.5. Laat een verzameling t van C~-functies $(x) gede-
finieerd op Rn gegeven zijn. We nemen aan dat t een lineaire ruimte is, en 
dat er een regel voor convergentie naar nul voor een rij $ (x) in t bestaat, 
m 
m.a.w. dat de topologie van t gegeven is. De functies $e: t noemen we toets-
functies. De drager van $, supp($), wordt gedefinieerd door 
supp($) = {xeRnlHx) :f O} • 
Een distributie f in Rn is een continue lineaire functionaal op w. Dit 
betekent dat een distributie f aan iedere $£teen complex getal !($) = 
<f,$> toevoegt, zo dat 
(a) <f,a1$ + a2$ = a 1<f,$ 1> + a2<f,$2> (lineariteit) ; 
(b) als $ + 0 in w, dan ook <f ,$ > + 0 (continuiteit). 
m m 
De verza.meling ~· van alle distributies op ~ wordt een lineaire ruimte, 
wanneer we op een voor de hand liggende wijze optelling en vermenigvul-
diging met een complex getal definieren, die voldoen aan 
De eigenschappen van ~· hangen af van die van ~. ~· heet de duale ruimte 
van ~. 
Definitie 4.6. Laten we de verza.meling van alle complexwaardige C00-functies 
met compacte drager bevat in een gegeven gebied ncRn aangeven met c00(n). 
00 c 
Op een voor de hand liggende manier is Cc(n) tot een lineaire rui:te te 
maken. We geven nu een convergentievoorschrift voor functies $ € C ( n): de 
c 
rij $ convergeert naar nul voor m + 00 als 
m 
(i) er een begrensde verza.meling in n bestaat waarbinnen alle dragers 
zich bevinden; en 
(ii) $m(x) tezamen met al hun afgeleiden op deze begrensde verzameling 
uniform naar nul convergeren (in normale zin). 
De conclusie is, dat als een rij C00-functies $ convergeert in bovenstaande 
m 
zin, de limietfunctie $ ook tot C00(n) behoort. Met betrekking tot de door 
c 
deze convergentieregel geinduceerde topologie is de lineaire ruimte c00 (n) 
c 
tot een volledige ruimte 2)(n) geworden. De verzameling van alle continue 
lineaire functionalen op V ( n) , lJ' ( n) , is zoals we weten, op een voor de 
hand liggende wijze een lineaire ruimte. Een element van l> 1 (n) heet een 
distributie in n. 
Voorbeeld 4.1. De functie 
waarin lxl 
D(Rn). 
lxl < a 
$(x;a) 
n 
= ( l 
i=1 
2} ~ . . . x. < a, is een voorbeeld van een toetsfunctie uit 
1 
Lokaal integreerbare functies. Beschouw een meetbare en lokaal (Lebesgue) 
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integreerbare functie f op n, d.w.z. dat f over elke begrensde meetbare 
verzameling bevat 1n n Lebesgue integreerbaar is. Met behulp van zo'n 
functie kunnen we de functionaal <f,~> vormen, gedefinieerd door 
(4.17) <f,~> = J f(x} ~(x) dx , 
n 
waarbij de integratie dus plaatsvindt over de drager van ~. waardoor het 
bestaan van de integraal verzekerd is. Het is duidelijk dat <f,~> een con-
tinue lineaire functionaal op ~(n) is,-zodat iedere lokaal integreerbare 
functie te identificeren is met een distributie. 
Beschouw nu een functie fe:L2(n). Zij Ben begrensd. Volgens de onge-
lijkheid van Cauchy-Schwarz (4.11) is 
J lrlax = J lr.1lax = l(r,1) 0 ,BI ~ llrllo,B · 11111 0 ,B 
B B 
en omdat de laatste grootheid begrensd is, is f ook lokaal integreerbaar. 
Ook voor functies uit L2(n) is dus d.m.v. (4.17) de identificatie met een 




<f,~> = J f(x) ~(x) dx = (f,~)o,n· 
n 
Bewerkingen met distributies. De bewerkingen met distributies zijn steeds 
zo gekozen dat deze voor distributies die op de wijze zoals hierboven be-




Translatie: Voor iedere n-tupel getallen h = (h1, ••• ,hn) is de transla-
tie van de distributie f gedefinieerd door 
(4.21) <f(x-h),~(x}> = <f(x),~(x+h)>. 
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De reflectie van f(x), aangegeven met f(-x), wordt gedefinieerd als 
(4.22) <f(-xl,~(xl> = <f(xl.~(-xl>. 
De gelijkheidstransformatie wordt gedefinieerd door 
(4.23) <f(~) .~(xl> = la In <f{x),~(~}>, a 
waarin a& R. 
Distributies kunnen worden vermenigvuldigd met Cm-f'uncties c(x); de 
regel is 
(4.24) <cf,~> = <f,c~>. 
Definitie 4.7. Een rij distributies f convergeert naar de distributie f m 
dan en alleen dan als lim <f .~> = <f,~> voor elke toetsfunctie ~. We zeggen 
m-- m 
dat fm convergeert in distributionele zin naar f. 
Wanneer gegeven is dat voor een rij distributies f e. D' ( f2) geldt dat m 
de rij getallen <f .~> voor elke ~Ef>(n) convergeert, dan kan men bewijzen m 
dat de limiet ook een distributie f(~) van f)•(n) is. Met andere woorden: 
Stelling 4.3. De ruimte .V•(n) is volledig met betrekking tot de topologie 
geinduceerd door de convergentie in distributionele zin. 
Bewi,js. Geven we hier niet. Te vinden in [5], I, p. 345 of [10]. 
Definitie 4.8. Differentiatie van distributies wordt gedefinieerd door de 
relatie 
(4.25) <!L. ~> ax. t 
1 
= -<f,~> a~. 
1 
of anders genoteerd 
(4.25') <D.f,~> = -<f,D.~>. 
1 1 
Stelling 4.4. Elke distributie is oneindig vaak differentieerbaar. Voor 
distributies in meer variabelen geldt altijd 
(4.26) D.D.f = D.D.f. 
1 J J ;i. 
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Verder geldt ook 
(4.27) 
Bewijs. Triviaal. 




D.(lim f ) = lim D.f • 
1 m,..- m m.._ 1 m 
lim <D.f ,$> 
m.._ J. m 
= -
lim <f D.$> (d~f) 
m' J. 
m4"' 
- <lim f ,D.$> 
m.._ m J. 
= <D.(lim f ),~>. 
J. m.._ m 
Definitie 4.9. Naast de ruimte £)(n) voeren we nu de ruimte :f in. Beschouw 
alle complexwaardige C00-functies $(x) op ~n, met de eigenschap dat $ te-
zamen met al zijn afgeleiden voor lxl 4 "' sneller dan elke negatieve macht 
van lxl naar nul gaat. Anders gezegd: iedere $ moet voldoen aan 
(4.29) 
f is weer een lineaire ruimte. Het convergentievoorschri~ is hier: een 
rij $ convergeert naar nul voor m 4 "' in , als 
m 
(i) de functies $ tezamen met al hun afgeleiden uniform op elke 
m 
begrensde verzameling van Rn naar nul convergeren; en 
(ii) de getallen ckq' voorkomende in (4.29) onafhankelijk van m kunnen 
warden gekozen, dus dat 
I x~q$ (x) I < c voor alle m. 
m kq 
De conclusie is hier, dat als een riJ c"'-functies $ convergeert in boven-m 
staande zin, de limietfunctie $ ook tot "! behoort, m. a. w. '! is met betrek-
king tot deze convergentieregel volledig. De lineaire ruimte van alle 
continue lineaire functionalen op f noemen we 'f' . Een element van f' 
heet een tamme distributie in Rn. Ook hier geldt 
Stelling 4.6. De ruimte :f • is volledig met betrekking tot de topologie 
geinduceerd door de convergentie in distributionele zin, die op analoge 
wijze wordt gedef'inieerd voor distributies uit f''. 
Voorbeeld 4.2. Een voorbeeld van een toets:f'u.nctie uit 'f' is 4>(x) = exp{-lxl 2l. 
Het is duidelijk dat lJ (Rn} een lineaire deelruimte van ;f is en dat 
convergentie in V (Rn) ook convergentie in :f impliceert. Het blijkt dat 
. V (Rn) zelf's dicht ligt in f. Elke continue lineaire f'unctionaal op "f 
is er ook een op !>(Rn), dus f'•c~'(Rn). Als voor fe.~• geldt: 
<f',4>> = f f'(x)4>(X)dx voor alle 4>e.'D(Rn), 
dan geldt ook 
<f',$> = J f(x)$(x)dx voor alle $e. 1 ; 
dit volgt uit het feit dat V (Rn) dicht ligt in f. 
Voor iedere toets:f'u.nctie <j> uit :f bestaat de Fourier-getransformeerde 
. F (<j>) = $(E;) = (27T)-n/2 f <j>(x)e-i(E;,x)dx, 
Rn 
(4.30) 
waarin x = (x1•····xn)' E; = (E:1····•E:n) en (E;,x) = E:1x1 + ••• + E;nxn. 
Enkele eigenschappen van de Fouriertransformatie vatten we in een stelling 
samen. Voor bewijzen zie men bijv. [11], p. 50 e.v. 
Stelling 4. 7. Als <I> en $ :f'u.ncties uit f zijn, dan: 
( i ) als <I> e j' , dan ook f E :f ; 
(ii) gelden de dif'ferentiatieregels 
(4.31) 1"°(DP<l>(x)) = ilPI E;P f(E:), 
(4.32) ~(x1'<1>(x)) = ilPI nP f(E:), 
p P1 Pn p P1 




(iii) luidt de inversieformule 
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(4.33) •(x) = (2n)-n/2 J $(~) ei(x,~)d~; 
IRn 




J •(x} ijJ(x) dx 
n R 
geldt er tenslotte 
J •(x) $(x) dx = J $(x) ijJ(x) dx. 
IRn IRn 
Definitie 4.10. De Fouriergetransformeerde r van een distributie f<E: :f• 
wordt gedefinieerd door 
(4.36) <f ,.> = <f ,$>, alle • E ::!'. 
Het is duidelijk dat deze definitie in overeenstemming is met de "klassieke" 
definitie, wanneer f een absoluut integreerbare functie is; (4.36) is een 
uitbreiding van (4,35), 
Opmerking. Waarom is de ruimte :f ingevoerd? Dit, omdat het niet mogelijk 
bleek om de Fouriertransformatie zonder meer op .V1 (Rn) te definieren. Stel 
immers eens dat in ( 4. 36) • .s ~ (IRn), dan echter $ ~ ~ (IRn). L. Schwartz 
stelde daarom voor de Fouriertransformatie slechts op een deelruimte van 
:l:J '(IRn) te definieren, wat betekent: meer toetsfuncties toelaten, en wel 
zoveel, dat de Fouriergetransformeerden van de toetsfuncties uit de 
"grotere" ruimte ook tot die ruimte behoren. Aan deze eis voldoet nu juist 
de ruimt e ;f • 
In de volgende stelling worden eigenschappen van Fouriergetransformeerden 
van distributies geformuleerd die met (i) t/m (iv) uit stelling 4.7. over-
eenkomen. 
Stelling 4. 8. Als f € :f 1 dan 
( i ) ook f e: f ' ; 
(ii) gaan de differentiatieregels (4.31) en (4.32) door; 
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(iii) luidt de inversieformule 
(4.33') f(x} = f(-x}; 
(iv) is de relatie, lijkend op die van Parseval 
(4.34') <f(x},$(x}> = <f(x},<P(-x}> voor alle <f>E:'J' 
van kracht. 
Bewijs. (i) volgt onmiddellijk uit (4.36); 
(ii) <:F"(DPr(x)},<f>(~)> = <DPr(~}.$(~}> 
= (-1}JpJ < f(~), DP$(~)>= iJpJ < f(~), §""(xp<f>(x}}> 
= iiPI < ?(~). ~P<P(~)> = iiPI < ~P r(~).<1>(~}>. 
waarin de gelijkheden volgen uit resp. (4.36}, (4.27}, (4.32}, (4.36) en 
( 4. 24); 
(iii) analoog; 











Als fe: L2 (1Rn), dan is f e. :f'. De Fouriergetransformeerde f van een ele-
ment fc: L2(Rn) is dus goed gedefinieerd. 
Stelling 4.9. Als fc: L2(JRn), dan is ook de Fouriergetransformeerde fc L2(JRn). 
De Fouriertransformatie fF is een isometrie van L2 (JRn} ~ L2 (JRn}. 
Bewijs. Zal in sectie 4.4 gegeven worden. 
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4,3, Zwakke afgeleiden en zwakke oplossingen 
Definitie 4.11. Zij L de elliptische operator 
L = l a (x) DP , 
IPT~m p 
waarin a £. c""(n) (zie voor notatieconventie sectie 1.2), en zij r.e::[) '(n). p 
We zeggen dat U een distributionele oplossing van 
(4.36) Lu = f op fl 
is, wanneer geldt 
(4.37) <Lu,cj» = <f ,$> 
voor alle $E(n). De restrictie van C00-coefficienten is noodzakelijk opdat 
Lu inderdaad een distributie voorstelt; alleen vermenigvuldiging van dis-
"" tributies met C -functies is immers toegestaan. 
Definitie 4.12. Naast distributionele afgeleiden hebben we in definitie 4.3 
het begrip zwakke afgeleide ingevoerd. We geven binnen het kader van de 
distributies een alternatieve, equivalente definitie. Een functie fe:L2 (n) 
heeft zwakke afgeleiden van de eerste orde, als hij distributionele afge-
leiden van de eerste orde bezit, en als bovendien D.fE:L2(n) (i = 1, ••• ,n). 
1 
Dan geldt er dus 
Analoog de definitie van Dpf in zwakke zin. Deze definitie is equivalent 
met definitie 4.3. 
Definitie 4.13. Van de vergelijking (4.36), met nu fcL2(n), is u een zwakke 
oplossing als u een distributionele oplossing is, en bovendien Dpu4SL2(n) 
voor IPI ~ m. 
Deze definitie is uit te breiden tot coefficienten a die niet C"" zijn. 
Lat.en fen a t::L2(n) zijn, dan is u een zwakke oplossi~ van p 
(4.38) Lu = l a (x)DPu = f 
IPT~m p 
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als de zwakke afgeleiden Dpu ( IPI 2_m) bestaan, en voldaan is aan 
(4,39) 
voor alle toetsfuncties ~€C00(n). Voor het geval van C00-coefficienten vallen c 
de twee definities samen. 
Definitie 4.14. Een klassieke oplossing van een elliptische differentiaal-
vergelijking van de me orde is een functie waarvan de klassieke afgeleiden 
tot en met de me orde bestaan, en die in normale zin voldoet aan de dif-
ferentiaalvergelijking. Duidelijk is dat een klassieke oplossing ook een 
zwakke, en in geval van C00-coefficienten, ook een distributionele oplossing 
is. 
Opmerking. De term "zwakke oplossing" wordt in de literatuur nogal verward 
gebruikt. Een duidelijk overzicht kan men vinden in [2], 133 e.v. 
Definitie 4.15. De formeel geadjungeerde operator van Lis gedefinieerd als 
(4.40) 
Equivalent met voorwaarde (4.37) kunnen we de distributionele oplossing u 
van (4.36) definieren als de distributie u die voldoet aan 
* <u,L ~> = <f,~> 
voor iedere toetsfunctie ~. 
4.4. Hilbertruimten 
In deze sectie zullen we in het kort ingaan op enige begrippen en stel-
lingen uit de theorie der Hilbertruimten, die van belang zijn voor het 
volgende hoofdstuk. 
De begrippen: pre-Hilbertruimte en Hilbertruimte zijn reeds in definitie 
4.1 gedefinieerd. Ook werd een voorbeeld gegeven van een (separabele) Hilbert-
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ruimte, nl. L2(n). In het v~lgende zullen wij ons ook steeds beperken tot 
separabele Hilbertruimten. 
Voorbeeld 4.4. Zij 
plexe getallen a = 





2 l~I < 00 • 
Het inproduct van a = (~) en b 2 = (bk}, .a en b,E 1 , zij gedefinieerd door 
(4.41) 
Dan is 12 met het inproduct (.,.) 0 een Hilbertruimte (zie [6], p. 23-24). 
Voorbeeld 4.5. Laat m een geheel getal .::_O zijn. Zij c"°*'(n) de ruimte van 
alle flmcties fe. c00(0) waarvoor 
I J lnPr(x)l 2 dx < 00 • 
IPT~m n 
Op c"°*'(n) definieren we een inproduct (.,.) n (of: (.,.) ) als volgt: m,., m 
(4.42) (f,g)m = I J nPr(x) nPg(x) dx 
IPT~m 0 
(= I cnPr, Dpg)o n>· 
IPT~m ' 
c"°*(o) met dit inproduct (.,.) is een pre-Hilbertruimte. Men kan deze m 
pre-Hilbertruimte wel com;pleteren tot een Hilbertruimte (i.e. als dichte 
deelverza.meling lineair en isometrisch inbedden in een Hilbertruimte), 
zoals blijkt uit de volgende stelling • 
. Stelling 4.10. Als H een pre-Hilbertruimte is, dan bestaat er een Hilbert-
ruimte H, die Hals dichte lineaire deelruimte bevat, zodanig dat. 
voor alle u,ve H. 
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De ruimte H is op isometrie na uniek bepaald en heet de completering van H. 
Bewijs. Zie [9], §5. 
Als H een lineaire deelruimte is van een Hilbertruimte H0 , dan is de com-
pletering van H gelijk aan de afsluiting R van H in H0; in het bijzonder 
geldt: als H een lineaire deelruimte is, die dicht ligt in H0, dan is de 
completering van H gelijk aan H0• 
Stelling 4. 11. De completering van C~(n) -met het inproduct (.,. )0 is gelijk 
aan L2(n) (c00(n) ligt dus dicht in L2(n)). 
c 
Bewijs. Zie [7], p. 3. 
Zij H een Hilbertruimte. De elementen u,v H heten orthogonaal of onder-
ling loodrecht (notatie: u..Lv) als (u,v) = O; een element u staat lood-
recht op een verzameling VcH (notatie: u..LV), als (u,v) = 0 voor alle 
ve.V, De verzameling y..L van alle elementen loodrecht op V is een gesloten 
lineaire deelruimte van Hen heet het orthogonale complement van V. Als 
L(V) het lineaire omhulsel van V is (i.e. L(V) is de verzameling van alle 
eindige lineaire combinaties van elementen uit V), dan geldt: 
V.J.. = L(V).J.. = L(V).J... 
(De ruimte L(V) heet de ruimte opgespannen door V). 
Stelling 4.12. (projectie-stelling}. Zij M een gesloten lineaire deelruimte 
van een Hilbertruimte H en zij uE H. Dan is er een uniek element u0e M, 
z6 dat 
I lu-u01 I = inf I lu-vl I· 
ve:M 
Er geldt: u-u0.J..M (m.a.w. u0 is de projectie van u op M). 
En H is de directe som van M en M.J.. (note.tie: H = M fl M...L), d.w. z. ieder 
element ue.H is eenduidig te schrijven a.ls u = u0+u1, waarbij u0eM en 
u 1e: M....L 
Bewi,j s. Zie [6] , p. 44-45. 
76 
Een stelsel va.n elementen (e.)~ 1 heet een orthonormaal stelsel, als l. i= 
(e. ,e.) = IS •• • 
l. J l.J 
Een orthonormaal stelsel heet volledig als 
{e. I i = 1;2, ••• }..J... = (O}. 
l. 
Stelling 4.13. Zij (ei(=l een orthonormaal stelsel in een Hilbertruimte 
H. Da.n zijn de volgende beweringen equivalent: 
1. het stelsel (ei)~=l is volledig, 
2. voor elke u EH geldt : 
co 
i lul 12 = l 2 ICu,e.)i l. (relatie va.n Parseval), i=1 
3. voor elke u~H geldt: 
co 
u = l (u,e.)e. (Fourier-ontwikkeling) 
i=1 l. l. 
n 
(dit betekent: I lu - l (u,e. )e. I I -+ 0 als n-+ 00 ). 
i=1 l. l. 
Bewijs. Zie [6], p. 51-52. 
Een volledig orthonormaal stelsel in H heet ook wel een basis voor H. Als 
(ei)~=l een basis voor His en als ue.H, dan heten de getallen (u,ei) 
(i = 1,2, ••• ) de Fouriercoefficienten van u t.o.v. de basis (e.)~ 1• l. i= 
Voorbeeld 4.6. Zij T = [o,2w). Het stelsel 
{ 1 ikx I ke. Z} l2if e 
is een basis voor L2(T) (zie [6], p. 31-33 en p. 48). De rij van Fourier-
coefficienten u = (ii.) va.n een element ue:L2(T) t.o.v. deze basis wordt 
K keZ 
gegeven door: 
1 J2w "kx ~ = 127r u(x) e-J. dx (ke.Z). 
0 
Uit stelling 4.13 volgt dat ue.12• De lineaire afbeelding 
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2 die aan ieder element u EL ( T) toevoegt de rij u = ( 11. ) . heet de Fourier-
. k ke.Z 
ontwikkeling. Uit stelling 4.13volgt verder dat F een isametrische afbeelding 
van L2(T) .2E. 12 is. 
Laten H1 en H2 Hilbertruimten zijn. Een lineaire operator T: H1 + H2 is 
een lineaire afbeelding van een (dichte} lineaire deelruimte D(T) van H1 
in H2 ; in het speciale geval dat H2 = ~ heet T een lineaire functionaal. 
D(T) heet het definitiegebied of domein van T. De verzameling R(T) = 
{T(u) I ue.D(T)} heet de waardenverzameling (of range} van T. En N(T) = 
{u I ueD(T) en T(u) = O} heet de nulruimte van T. 
Als H1 en H2 lineaire ruimten zijn met H1cH2 , dan noemen we de afbeelding 
I: H1 + H2 die aan ieder element zichzelf toevoegt de in,jectie van H1 in 
H2 (notatie: H1 ~ H2 ). 
Laten H1 en H2 Hilbertruimten zijn. Een lineaire operator T: H1 + H2 heet 
begrensd als er een c ~ 0 bestaat, zo dat 
voor alle ueD(T). 
Een lineaire operator T is dus begrensd als T begrensde verzamelingen in 
H1 overvoert in begrensde verzamelingen in H2 . De llQ!'..!!l I jTI I van een be-
grensde lineaire operator T wordt gedefinieerd door 
(4.43) sup 
O#ueD(T) 
j jT(u) i IH 
2 
Een lineaire operator T: H1 + H2 heet een isomorfisme van H1 in H2 als er 
een c > 0 bestaat zo dat 
voor alle ueD(T). 
Voorbeeld 4,7, Zij M een gesloten lineaire deelruimte van een Hilbert-
ruimte H. De afbeelding 
P: H + M, 
die aan ieder element uEH zijn projectie u0 op M toevoegt·is een begrensde 
lineaire operator. Er geldt R(P) = M en N(P) = M.J..; verder is: I IP! I = 1. 
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Stelling 4.14. Zij T: H1 + H2 een lineaire operator. Dan geldt: T is be-
grensd d.e.s.d. als T continu is. 
Bewijs. Zie [6], p. 73, 
Stelling 4.15, Zij T: H1 + H2 een begrensde lineaire operator met definitie-
gebied D(T)CH1• Dan kan Top unieke wijze warden voortgezet tot een be-
grensde lineaire operator T met definitiegebied D(T} = i5TT}c.H1• 
Bewijs. Zie [6], p. 74. 
Stelling 4.16. (representatie-stelling van Riesz}. Zij F: H + ~ een begrensde 
lineaire functionaal op een Hilbertruimte H. Dan bestaat er precies een 
element f EH, zo dat 
F(u) = (u,f) 
Bewijs. Zie [6], p. 76. 
(ue:H). 
Als toepassing van de representatie-stelling van Riesz bewijzen we stelling 
4.9. 
Bewijs van stelling 4.9. Voor f£.L2(1Rn) is de functionaal 
4>1-+ (f,~)o 
begrensd op j m.b.t. de L2-norm op J; immers 
i(r,~l 0 I ~ llrll 0 11$11 0 = llri1 0 I lcf>I 10 
Daar .f' dicht ligt in L2(Rn) kan deze functionaal op unieke wijze worden 
voortgezet tot een begrensde lineaire functionaal op L2(1Rn) (stelling 4.15), 
Op grond van de representatie-stelling van Riesz bestaat er een uniek ele-
ment r*G: L2(1Rn) zo dat 
(f,~)o = (f*,qi)o 
Uit definitie 4.10 volgt dan: 
:r = r*. 
voor alle 4> e 7f • 
Zij T: H1 + H2 een begrensde lineaire operator. Aan iedere veH2 voegen 
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we een begrensde lineaire functionaal Fv op H1 toe als volgt: 
F (u} d~f (Tu,v)H 
v 2 
* Op grond van stelling 4.16 is er dan precies een element v e H1 , zo dat 
F (u} = (u,v*}H 
v 1 
* * De afbeelding die aan ve H2 toevoegt v i:: H1 geven we aan met T • Er geldt 
*" dan: T : H2 + H1 is een begrensde lineai~e operator, waarvoor geldt: 
*" (Tu,v)H = (u,T v)H (uEH1 ,veH2 ). 
2 1 
* * T heet de geadjungeerde o~erator van T. Als voor T: H + H geldt dat T = T , 
dan heet T zelfgeadjungeerd of hermitisch. 
Een rij (u ) in een Hilbertuimte H heet zwak convergent naar ue:.H n 
( notatie: u .---..\ u als n + "') , als voor alle vE. V geldt: n 
lim ( u , v) = ( u, v) • 
n n+«> 
We merken op: als (u ) een rij in L2(n) is die zwak convergeert naar n 
ue.L2(n), dan convergeert de rij (u ) ook in distributionele zin naar u; 
n 
dit volgt uit de relatie: 
<u -u,~> = (u -u,~) n n o,n 
Als (u ) (sterk) convergeert naar ue:H 
n 
voor alle ~e:.c"'(n). 
c 
(dit betekent: I lu -ul I 
n 
+ 0 als 
n + 00 ), dan convergeert (u ) ook zwak naar u. Het omgekeerde is niet waar; n 
immers, als (e ) een volledig orthonormaal stelsel in H is, dan geldt, n 
zoals uit de relatie van Parseval volgt, dat 
e ---..\ 0 als n + "'· n 
Laten H1 en H2 Hilbertruimten zijn en laat T: H1 + H2 een begrensde lineaire 
operator zijn; als (un) een rij in H1 is die zwak convergeert naar uE: H1, 
dan convergeert de rij (Tun) in H2 zwak naar Tu; dit volgt uit de relatie: 
* (Tu - Tu,v)H = (u -u,T v)H voor alle ve:H2 • n 2 n 1 
Als (u ) een begrensde rij in een Hilbertruimte H is, dan bezit (u ) i.h.a. n n 
geen convergente deelrij. Wel geldt de volgende stelling. 
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Stelling 4.17. Zij (un) een begrensde riJ in een Hilbertruimte H. Dan be-
vat (u l een deelrij (Un l die zwak convergeert in K, d.w.z. er bestaat 
n k · . · 
een uE:H z6 dat voor alle veH geldt: 
lim (~ ,v} = (u,vl 
k-- k 
Bewijs. Zie [6], p. 186. 
Een lineaire operator T: H1 + H2 heet compact als T begrensde verzame-
lingen van H1 overvoert in relatief compacte verzamelingen in H2 (een ver-
za.meling V heet relatief compact, als iedere rij (v } uit V een convergente n 
deelrij bezit, i.e. als V compact is). Uit deze definitie volgt dat een 
compacte operator begrensd is. Het omgekeerde is niet waar: de eenheids-
·operator op een oneindig-dimensionale Hilbertruimte is niet compact. Wel 
geldt: als T: H1 + H2 een begrensde lineaire operator van eindige rallf5 is 
(dit betekent: R(T) is eindig-dimensionaal), dan is T compact. 
Stelling 4.18. Een begrensde lineaire operator T: H1 + H2 is compact d.e.s.d. 
als T zwak convergente rijen overvoert in sterk convergente rijen. 
Bewijs. Zie [6], p. 187. 
Stelling 4.19. Als T: H1 + H2 compact is, dan is ook T*: H2 + H1 compact. 
Bewi,js. Zie [6], p. 188-189. 
Stelling 4.20. Als Tn: H1 + H2 compact is (n = 1,2, ••• ) en I IT-Tnl I+ 0 
als n + 00 , dan is T compact. 
Bewijs. Zie [6], p. 189. 
Uit deze stelling volgt dat iedere operator die in norm benaderd kan worden 
met operatoren van eindige rang compact is. Het omgekeerde blijkt (in 
Hilbertruimten!) ook waar te zijn, zoals volgt uit de volgende stelling. 
Stelling 4.21. (spectraalstelling voor compacte hermitische operatoren). 
Laat T: H +·H een compacte hermitische operator op een Hilbertruimte H zijn. 
Dan bestaat er een rij H1,H2 , ••• (eindig of oneindig} van onderling ortho-
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gonale eindig dimensionale lineaire deelruimten van H en een bijbehorende 
rij .A 1.,>.2 ,. • • van onderling verschillende reele getallen :fO met 
(i) l>-k+1 I ~ l>-kl (k = 1,2, ... 1, 
(ii) als de rij oneindig is, dan is lim Ak = O, 
k_; 
en zodanig dat 
00 
n 
waarbij Pk de projectie 
als n + "'). 
op 11t voorstelt (dit betekent: I IT : · l . .Ak Pkl I + O 
k=1 
Bewijs, Zie [6], §28. 
Uit deze stelling volgt: 
Er bestaat een basis (e.)~ 1 voor Hen een rij (a1.), a.+ 0 als i + "'' zo 1 1= 1 
dat voor alle ue H geldt : 
"' 
Tu= l a.(u,e.)e. i=l 1 1 1 
Stelling 4.22. Laten Ten A1,A2 , ••• zijn als in de vorige stelling. Laat 
I de eenheidsoperator op H zijn en zij Ae.C. Dan geldt: 
a) Ala A :f Ak voor k = 1,2, ••• , dan is T-AI is een isomorfisme van H .212. H. 
b) R(T-AI) = N(T-XI)-1- (dit betekent: er bestaat een oplossing u van de ver-
gelijking (T-AI) u = f ...,... f staat loodrecht op alle v waarvoor 
( '1'-X:I) v = 0) • 
Bewi,js, Zie [6], p. 196-197. 
Voorbeeld 4.8. Zij h8 , seR, de complexe lineaire ruimte van alle rijen 




met als inproduct 
(a,b) 
s 
I 12s -k !\. bk • 
Dan blijkt h8 een Hilbertruimte te z1Jn (merk op: ho= 12). Ala s > t, dan 
is h 8 c h t, en zelfs; h 8 ligt als verzam.eling dicht in h t ; bet stel~el 
82 
{h8 I s~~} vormt dus een keten van in elkaar dicht liggende Hilbert-
ruimten. Een belangrijk resultaat is nu het volgende: als s > t, dan is 
de injectie hs <--+ ht compact. 
In het volgende hoofdstuk zullen we een iets algemener resultaat bewijzen. 
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In dit hoofdstuk. zullen we zekere elliptische randwaa.rdeproblemen vanuit 
een functionaal-analytisch standpunt benaderen. De methode die ve behandelen 
is in wezen een generalisatie van de orthogonale projectiemethode en staat 
dus in nauw verband met het principe van Dirichlet. In de literatuur wordt 
deze methode aangeduid als de variatie-theorie voor elliptische randwaarde 
problemen [8] of als de theorie van coercieve kwadratische vormen op een 
Hilbertruimte [1]. 
Allereerst geven ve een behandeling van de functie-ruimten die in dit 
hoofdstuk. een belangrijke rol zullen spelen: de Sobolev-ruimten. Daarna 
behandelen we theorie van coercieve kwadratische vormen op een Hilbert-
ruimte. Vervolgens laten we zien hoe men met behulp van deze theorie de 
existentie van een zwakke oplossing van zekere elliptische randwaarde 
problemen aantoont. Tenslotte wordt voor een speciaal geval bewezen dat de 
gevonden zwakke oplossing een klassieke oplossing van het randwaarde pro-
bleem is. 
5.1. Sobolev-ruimten 
In het volgende zal n steeds een open verzameling in Rn zijn. Verder zul.-
len k, 1 en m steeds gehele getallen groter > 0 zijn, terwijl s en t steeds 
reele getallen zullen voorstellen. 
Definitie 5,1. :ifl(n} zal zijn de ruimte van de distributies u inn, waar-
voor alle distributionele afgeleiden Dpu met IPI ~m, tot L2(n} behoren; 
het inproduct (.,.) n (of: (.,.) ) in Ifl(n} is als volgt gedefinieerd: 
m,.. m 
(u,v)m n = 2 I DP u DP v dx • 
' IPT~m n 
( 5. 1 ) 
De norm van een element ue.Ifl(n} geven we aan met I lul I n (of: I lul I }. m,.. m 
De ruimten Ifl(n) heten Sobolev-ruimten. 
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Uit bovenstaande definitie.volgt: 
(k~m~o}. 
Op eenvoudige wijze gaat men dan na dat de injecties 
(k ~m ~ 0) 
continu zijn. 
Stelling 5.1. Ifl(n) is een Hilbertruimte. 
Bewijs. We moeten aantonen dat Ifl(n) volledig is. Zij (~) een fundamen-
taalrij in Ifl(n). Voor iedere p met IPI .:_m is (DP~) een fundamentaalrij 
in L2(n) en hee~ dus in L2(n) een limiet, zeg u(p)' Er geldt dan: 
= (u ( p) '4> ) 0 
= lim (DP ~,4>) 0 
k--
= lim ( -1) IP I ( ~ ,nP 4> ) 0 
k--
= ( -1) Ip I ( u ( 0) ,DP 4> ) 0 
<DP u (0) ,~> 
Hieruit volgt: DP u(O) = u(p). Dit betekent: u(O)e: Ifl(n). En daar 
is u(O) de 
(u,v)m = L (u,v) 0 
IP T.:_m 
limiet van ( ~) in Ifl( n). 
(u,veifl(n)), 
Dit betekent: Ifl(n) is volledig. 
Volgens stelling 4.11 is C00 (Q) dicht in L2 (n), maar in het algemeen niet 
c 
dicht in Ifl(n), zoals uit het volgende voorbeeld blijkt. 
Voorbeeld 5,1. Neem m = 1 en neem n begrensd in Rn. We tonen aan dat het 
orthogonale complement van C~(n} in Ifl(n} een element , 0 bevat. 
1 . 00 c 




(u,•>1.0 = (u,•>o n +.I (D. u, D. •>on 
• ••• i=1 1 1 ••• 
= < ( 1-t..)u, ~ >. 
Hieruit volgt: ue:H1(o) staa.t (in H1(o)) loodrecht.op Cm(O) d.e.s.d. als 
( 1-t..)u = O. De functie u(x1 ,. ~. ,x l = e~ ( l ; k ~ n) v~ldoet hieraa.n; en ~ n - -
deze u1:H1(o), daa.r O begrensd is. 
Dit voorbeeld motiveert de volgende definitie. 
Definitie 5.2. ~(O} is de afsluiting van c;(o) in ifl(o). 
De ruimte ~(O) kan men interpreteren als de deelruimte van alle elementen 
u uit Jfl(o) wa.arvoor 
u I ao = ~~ I ao = • • • = am=~~ lao = o. 
av 
(5.2) 
OVerigens is het op dit moment in het geheel nog niet duidelijk wat bijv. I au I . . . k . U ClO en av ClO precies betekenen; W1J omen hier nog op terug, 
We merken het volgende op: ieder element ue:ifl(o) is (zie stelling 4.12) 
eenduidig te schrijven als 
u = u0 + u1 
met u0e~(O) en u1 loodrecht op ~(O). Nemen we weer m =1, dan betekent 
dit: 
en (1-ti)u1 = O. 
Stelling 5,2, Als ue~(O) en definieren we u door 
(5,3) { 
u(x) als xe o, 
u(x) = 0 
als x~o, 
dan is ueifl(IRn). 
Bewij s. Als • s Cm ( o) , dan behoort de f'unctie ; (die op analoge wij ze als c . 
u is gedefinieerd) tot ifl(Rn) en er geldt: 
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De lineaire afbeelding: ~ 1-+ ~ kan op grond van stelling 4.15 op unieke 
wij z·e worden voortgezet tot een begrensde lineaire operator van ~( n) in 
Ifl(Rn}. En het beeld van u ender deze operator is u; immers als (~k} een 
rij in C00 (n} is die naar u convergeert in Ifl(n}, dan gaat men gemakkelijk c 
na dat dan (~k} naar ~ convergeert in Ifl(Rn}. 
Uit stelling 5.2 volgt dat we ~(n} kunnen opvatten als een deelruimte van 
Ifl(lR.n) • 
In deze stelling mogen we ~(n} niet vervangen door Ifl(n) (zie [6], p.17). 
Het is evenwel onze bedoeling om een analoog resultaat voor Jtll(n) te ver-
krijgen (het zal blijken dat we daartoe zekere regulariteitseisen aan n 
moeten opleggen). 
We richten nu onze aandacht op Ifl(Rn). De Fourier-transformatie van tamme 
distributies (zie 4.2) blijkt in dit verband een belangrijk hulpmiddel. 
De norm 
(5.4) llull~ = {J (1+IE;l 2 )m lu(E;)l 2 d0 112 
IRn 
is equivalent met de norm 11u11 m (di t betekent: er bestaat een c > 0 
zodanig dat 
c-1 I lul Im~ I lul I~~ c I lul Im voor alle ueif1(Rn). 
p· 
· · · t t i1 · 4 8 lgt 11 DP u 11 0 -- 11 l:'P uA 11 0 ( l:'P -- I:' 1 1 BeWlJS. U1 s e ing • VO ~ ~ ~
Op grond van (5.1) is dan 
Nu bestaat er een constante c > O, zo dat 
Pn) E; • 
n 
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Hieruit volgen de beweringen. 
Stelling 5,3 gee~ de mogelijkheid tot zg. interpolatie; dit betekent: we 
kunnen de Sobolev-keten {Ifll(IRn11m=0,1,2, •.• } uitbreiden tot een keten 
{Hs(Rn) I s~R}. 
Definitie 5,3, Hs(IRn) (seR) zal zijn de ruimte van alle t~e distributies 
. n 
u in IR , waarvoor 
(1+1~12)s/2 uEL2(1Rn}, 
met als inproduct 
en als norm 
(5,5) 
(u,v)~ =Jn (1+l~i 2 )s u(~} v(~} d~ 
IR 
I lul I~= {J (1+1~1 2 )s iu(~) 12 d0112 • 
Rn 
De Fouriertransformatie [Ji': L2(1Rn) ~ L2(1Rn) is een isometrie van L2(Rn) op 
zichzelf (stelling 4.9), Met behulp hiervan gaat men na dat de injectie 
(s,tslR; s .::_ t) 
continu is en dat Hs(IRn) (sE:IR) een Hilbertruimte is. 
Wij keren nu terug tot het geval van een open verzameling ncRn. 
Stelling 5.4. c00(n)n Ifll(n) is dicht in Ifll(n) (dit betekent: iedere ueifL(n) 
is in Ifll(n) te benaderen met functies uit C00 (n)}. 
Bewijs, Zie [13], p. 6-10. 
Uit deze stelling volgt dat ook ~(n}f'lifL(n) dicht is in Ifll(n). Men kan 
Ifll(n) dus ook op de volgende wijze definieren. 
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Beschouw de ruimte cf1*"(n) van al die :f'uncties uecfl(o}, wa.a.rvoor 
· l f 11' u(xl 12 dx < ""• IPT~m n · 
Definieer een norm I l·I I ·"op deze ruimte door m, .. 
I lul I! n = · l· · f lnP u(x) 12 dx. 
' IPT~m n 
Uit stelling 5,4 volgt dan: 
De completering van cfl*(n} met betrekking tot de norm I l·I lm,n is de 
Sobolev-ruimte lfll(n}. 
Definitie 5,4. De rand an van een open verzameling ncRn heet glad als er 
voor elite xi:an een open omgeving 0 van x en een afbeelding K van O op x x x 
de bol Bn = {ylyeRn, IYI <1} bestaan zodanig dat 
(i) K is 1-1 en ~ en zowel K als K-1 ~ijn C~-afbeeldingen (K is een x x x x 
diffeomorfisme); 
(ii) K (0 fl n) = Bn+ (= {y,ye:Bn, y > O}) x x n 
en 
K (o nan)= Bn0 (= {ylyeBn, y = O} = Bn-1). x x n 
Het paar (0 , K ) heet een lokale kaart ter plaatse x. x x 
Een open verzameling' ne:~n noemen we regulier als 
(i) n is begrensd; 
(ii) an is glad; 
(iii) n ligt aan een kant van an. 
Stelling 5,5, (C~-partitie van de eenheid). Laten n1, ••• ,nk ope~ verzame-
lingen zijn en laat Keen compacte verza.meling zijn, zo dat KC.,U n .• 
• ~( ) ( ) , .da f 1 J=1 ~ • t Dan bestaan er :f'uncties +.ec n. +. > 0 zo t. +· < , waarbiJ he J c J J - '=1 J -gelijkheidsteken geldt in een omgeving van K. J 
Bewijs, Zie ~J, p. 12-13. 
Het belang van het berip regulier is gelegen in de volgende stelling (die 
het analogon voor Jf(n} is van st~lling 5,2). 
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Stelling 5.6. Als n regulier is, dan bestaat er een begrensde lineaire 
operator E : ifl(n) + ifl(Rnl (E(u) = ro zodanig dat t1 In = u voor alle 
ue ifl(n}. 
Als n1 een begrensde open verzameling is zo dat n cc n1, dan kan men E 
zodanig kiezen dat supp(\llcn 1, voor alle ueifl(nl. 
Bewijsschets. (Zie [8}, p. 42-43 en Q3], p. 23-241. 
Laat ( 0. ,K. )~ 1 een stelsel lokale kaarten zijn zodanig dat (lQ C t, Q •• l. l. i= k . i=1 l. 
Zij verder o0 een open verzameling met n'\.v1 o.c o0c n. Dan is dus k i= l. 
nco= u o .• i=O i 
Laat (cp.)~ 0 een bij de overdekking (O.)~ 0 behorende partitie van de l. i= l. i= 
eenheid Op n zijn (zie Stelling 5.4), 
ZiJ' nu ue cfD"( n) n ifl( n) ~ dan geldt u = ~ " u. We definieren , Jo .,,i 
def ( ) -1 (' ) V. = cj>. U oK. l. = 1,2,, •• ,k • 
l. l. l. 
Dan geldt. viecm(B~)nifl(B~) ; en vi is nul in een omgeving van dat deel 
van de rand van B~ dat bevat is in R~. Een dergelijke functie kan men voort-
zetten tot een functie in ~(Bn). Laat v zo'n functie zijn, dan definieren 
we namelijk 
v(x) 
(5.6) <l(x) = 
m+1 k l Akv(x1, ••. ,x _1,- -;-1 x) k= 1 n m n 
waarbij de getallen Ak z6 bepaald moeten worden dat 
als x > o, 
n 
als x < O, 
n 
Dr v(x1, ••• ,x 1 ,o) n n- =Dr v(x 1, ••• ,x 1,o) voor r = 0,1, ••• ,m, n n-
i.e. 
m+1 k r 
\ ( ) A = 1 l - m+1 k k=1 
voor r = 0,1, •.• ,m 
(dit is mogelijk daar de determinant van dit stelsel ~ 0 is; de determinant 
is een Vandermonde-determinant). 
Men bewijst nu (zie [1], p. 113-115): 
(5. 7) ve-~(Bn). 
Verder kan men bewijzen dat er een constante c 1 > 0 bestaat zodanig dat 
voor al dergelijke functies v geldt 
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(5.8) I lvl I Bn .::._ c 1 I lvl I Bn • m, m, + 
Beschouw nu de f'uncties v.o K. (i = 1, ••• ,kl. Uit (5,7} en het feit dat l. . ·l. 
de K. 
l. 
CCX)-afbeeldingen zijn, volgt ff. o K.eifl0(o. l (i = 1, ... ,k}. Verder l. l. l. 
geldt <1> 0 ue~(o0 }. We definieren nu: 
k 
(5,9} U = <j> U + l V. o K., 0 i=1 l. l. 
Dan geldt: 
(5.10) 
op grond van stelling 5.2 kan men u ook opvatten als een f'unctie uit If-(Rn) 
(definieer: u(x) = 0 als xtf. o). 
Vervolgens bewijst men dat de lineaire afbeelding 
~(n)rr I/ll(n) s u ._. U'.e I/ll(~n) 
begrensd is. Daar ~(n)n I/ll(n) dicht is in I/ll(n) (stelling 5.4), kan deze 
afbeelding op unieke wijze worden voortgezet tot een begrensde lineaire 
operator 
deze operator voldoet blijkbaar aan de voorwaarde van de stelling. 
De tweede bewering van de stelling volgt onmiddellijk uit het bovenstaande; 
men moet de verzamelingen 0 i ( i = 0, 1 ,. •• ,k) dan zodanig kiezen dat 0cc!11 • 
Opmerking 5. 1 
Als !1 regulier, dan geldt dus: een f'unctie u behoort tot I/ll(n) <===::;> u is 
de restrictie tot !1 van een functie v uit I/ll(Rn). Uit het tweede gedeelte 
van stelling 5.6 volgt: als n regulier is en nccn1 dan geldt: 
een functie u behoort tot I/ll(n) ~ u is de restrictie tot !1 van een 
functie v uit ~(n 1 ). 
Eigenschappen van de ruimte I/ll(n} kan men dus afleiden uit eigenschappen 
van I/ll(Rn) of van ~(n 1 }. 
De volgende stelling is van groot belang voor de regulariteitstheorie. 
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Stelling 5. 7. ( Sobolev). Zij nc IRn regu.lier. Als m > ~ + k, dan is 
IJ:'ll(n)c.ck(n}. 
Bewijs. Zij ue:IJ:'ll(n}. Dan is u op grond van stelling 5.6 de restrictie tot 
n van een f'unctie ve.IJ:'ll(Rn}. Voor IPI~ geldt: 
m 
dE; ~ f (1+IE;l 2 >i it(E;)I 
IRn 
k-m 
(1+IE;l 2 l2 dE; 
< I lvl I' {J dE; l 112 • 
- m IRn (1+IE;l2lm-k 
n . I dE; Daar m-k > 2 is 2 m-k < oo, En dus: 
tR.n ( 1 + I E; I > 
Hieruit volgt (zie [10], p.181): DP ve:c0(1Rn) 
En dus : u c Ck( n) • 
Gevolg. Als n regulier is, dan geldt: 
(5.11) () IJ:'ll(n) = c 00(n). 
m=O 
Stelling 5,8, Zij llCIRn begrensd. Laat 0 < k < m. Dan is de injectie 
~(n) '- H~(n) 
compact. 
Bewijs. Laat (u.) een begrensde rij in ~0(n) ziJn; we vatten de u.'s op J J 
als :f'uncties ui t IJ:'ll(IRn) (door u. ( x) = 0 te def'inieren als x ~ n, zie stelling J 
5,2). We beschouwen nu de rij (u.) waarbij J 
u.(E;) = 1 /2 I u.(x) e-i(x.~) dx • 
J (2n)n n J 
DP u.(E;) = 1 / 2 J (-ix)p u.(x} e-i(x,E;) .dx 




waarbij C een constante is die van p (en n) af'hangt. 
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Uit (5.12) volgt dat de rij (u.) uniform begrensd en equicontinu is op J . 
iedere compacte verzameling in Rn. Op grond van de stelling van Ascoli-
Arzela ( zie p. 31) bevat de rij ( u. l een deelrij die uniform convergeert 
. J . . 
op iedere compacte deelverzameling; zonder oeperking van de algemeenheid 
mogen we aannemen dat de rij (u.) zelf uniform convergeert op compacte 
J 
. IRn deelverzamelingen van . 
We tonen aan dat de oorspronk.elijke rij (u.) dan convergeert in ~(n). 
Zij £ > O; kies M > 0 zo dat (1+j~j 2 )k-m <J£ voor l~I .::_M. ~an geldt, op 
grond van stelling 5,3, 
I lur - usl I~~ c J c1+l~l2lk lur - usl2 d~ 
IRn 
< c £ J (1+l~l2)m lu - u 12 d~ 
r s 
l~l>M 
+ ~(£) f lur - usl2 d~ • 
l~l~M 
waarbij A(£) een constante is die afhangt van £, men k. Daar (u.) uniform 
J 
convergeert op compacte deelverzamelingen van IRn, gaat de laatste integraal 
naar 0 als r, s + ro, Dus 
limsup I lur - usl 1; ~ c £ limsup J (1+1~1 2 )m lur - usi 2 d~ . 
r , s+m r , s+m !Rn 
Daar de rij (u.) in Ifl(Rn) begrensd is, volgt hieruit dat (u.) een funda-
mentaalrij is ln ~(n), en dus convergent. J 
Stelling 5,9, (Rellich). Zij nclRn regulier. Laat 0 ~ k ~ m. Dan is de 
injectie 
compact. 
Bewijs. Laat n1 een begrensde open verzameling zijn zo dat n c.c n1• Laat 
de restrictie afbeelding zijn (i.e. R voegt aan ve:~(n 1 l zijn restrictie 
tot n toe). 
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Op grond van stelling 5.6 bestaat er een begrensde lineaire operator 
E : ifl(n) ~ ~Cn 1 l 
zodanig dat RE(ul = u (uE:ifl(n}}. 
Beschouw nu onderstaand diagram: 
E 1 l R 
~Cn1)1..+ ~Cn1) 
Laat (u.) een begrensde rij in Ifl(n) zijn. Daar E begrensd is, is de rij 
J 
(E(uj)) begrensd in ~(n 1 ). Op grond van stelling 5.8 bevat (E(uj)) een 
deelrij (E(ujk)) die convergeert in ~(o 1 ). Daar Reen begrensde operator 
is, is da.n de rij (RE(ujk)) = (ujk) convergent in Jtt(o). Hiermee is de 
stelling bewezen. 
Tot besluit van deze sectie behandelen wij de interpretatie van de relatie 
(5.2). Er geldt de volgende stelling. 
Stelling 5.10. Zij n regulier. Laat a1o een open verza.meling van an zijn. 
En zij V de afsluiting in H1(n) van de ruimte van de functies <1>e.c00(fi), 
die nul zijn in een omgeving van a1o. Als uevflc 0(?l), dan geldt: 
u I a o = 0 • 1 
Bewijs. Zij x0tZ. a1n. Wij ma.ken nu de volgende veronderstellingen: 
(i) x0 = O; 
(ii) BD-1 = {x I lxl<1, xn=O}c a1n; 
(iii) Lh = {(x' ,x ) I Ix' 1<1, O<x <h}c:O voor alle h tussen Oen 1 n n 
(hierbij is: x' = (x1, ••• ,xn_1)). 
Het is voldoende de stelling onder deze voorwa.a.rden te bewijzen; het 
algem.ene geval bewijst dan hieruit door gebruik te ma.ken van een lokale 
kaart ter plaatse x0• Zij uevf\c0(n). Dan is u in H1(o) de limiet van een 
rij {<j>k) met <j>kE:.C""(C) en <Pk= 0 in een zek~re omgeving van Bn-l. Voor 
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(x' ,xn)e I 1 geldt: 
<j>k(x' ,xn) :::: rn Dn <Pk (x' ,tl dt , 
0 
en dus (ongelijkheid van Cauchy-Schwarz}: 
Hieruit volgt 
l<1>k<x',xn11 2 ~xn fn Inn <1>k<:x:',tll 2 dt. 
0 
J l<Pk(x' ,xn) 12 dx' ~ xn J Jxn Inn <Pk (x' ,t) 12 dt ·dx 1 
Bn-1 Bn-1 0 
~ xn 11<Pk11 ~ ,n • 
Integreren gee~ 
r L-1 l<Pk(x' ,xn) 12 dx'dxn ~ ~ h2 I l<Pkl I~ ,n • 
0 B 
Daar <Pk + u in H 1 (0), volgt 
1 Jh J 2 1 2 ii lu(x' ,xn) I dx'dxn ~ 2 h I lul I 1,n • 
0 Bn-1 
Uit de continuiteit van u volgt dan 
J lu(x 1 ,0)1 2 dx 1 =0. 
Bn-1 
Dus u(O) = O. 
Nemen we voor V nu H6(n), dan geldt voor iedere uec0(o)f\H6(n) dat 
u I an = o. 
Dit geldt ook algemener, zoals blijkt uit de volgende stelling. 
Stelling 5, 11 • Zij n regulier. Als UG Cm- 1 ( Q} n ~( n} dan geldt : 
u I an = ~~ I an = .. • = a:~~ I an = 0 • 
av 
Bewijs. Zie [1}, p.106. 
5.2. Existentie van zwakk.e oplossingen _ 
Als voorbereiding op de theorie die in deze sectie behandeld zal worden, 
beginnen we met een min of meer heuristische inleiding. 
Laat 
(5.13) L = l (-1)IPI nP (a (x) D~) 
IPI .1q1~ pq 
een elliptische differentiaal operator ziJn die gedefinieerd is in een 
(begrensde) open verzameling nclRn. Orn redenen die verderop duidelijk 
zullen worden, nemen we aan dat L (uniform) sterk elliptisch 
in n is; dit betekent: er bestaat een constante c > 0 zodanig dat voor 
alle ~E.IRn en xe n geldt: 
(5. 14) 
Voor het gemak veronderstellen we verder dat de coefficienten a alle pq 
tot c00(n) behoren. 
We beschouwen nu het volgende randwaardeprobleem (het Dirichlet-probleem): 
(5.15) Lu = f in n , 
u I = au I = = am-1u1 I = 0 • 
an av an avm- an 
Laat uE":D•(n) een distributionele oplossing zijn van de vergelijking 
(5.16) Lu = f in n ; 
dit betekent dat voor alle <j>eC00 (n} geldt 
c 
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( 5. 17) <Lu,!j>> = <f,!j>> • 
Als f C: L2 ( n) en als u voldoende glad is, dan volgt ui t ( 5. 17} 
(5.18) l (a n<lu, nP!j>) 0 n = (f ,$} 0 n voor alle !J>EC00(n). IPI • jqj~m pq ' ' c 
Definieren we voor u en ve::if1( n} nu B(u,v) door 
(5.19) ( } def ~ a p B u,v = L (a D-u, D v) 0 n , IPI, jqj~m pq ' 
dan kunnen we voor (5.18) ook schrijven 
(5.20) 
En ook 
(5.21) B(u,v) = (f ,v)o,n voor alle ve:~(n) 
(imm.ers, de functionaal vi-+ B(u,v) is bij vaste u begrensd op ~(n) en 
c;(n) ligt dicht in ~(n)). 
We zoeken evenwel een oplossing van (5.16) die tevens aan de randvoorwaarden 
voldoet; we eisen daarom (zie stelling 5.11) van de oplossing u dat deze 
tot ~(n) behoort. 
Bovenstaande beschouwing motiveert nu de volg~nde herformulering van 
( 5. 15): 
(5.22) gegeven : 
gevraagd: 
re: L2 (n) , 
u e: ~ ( n) zodanig dat 
B(u,v) = (f,v) 0 ,n voor alle vG:~(n} 
In deze sectie zullen we bewijzen dat problemen van bovenstaande vorm een 
oplossing bezitten. 
Of een oplossing van (5.22) ook een oplossing van (5.15) is (anders gezegd: 
of een gegeneraliseerde oplossing steeds een klassieke oplossing is) is 
een vraag die we verderop pas aan de orde zullen stellen (het is duidelijk 
dat we bij de beantwoording hiervan zekere regulariteitseisen aan L, f 
en n zullen moeten opleggen. 
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Na deze inleiding gaan we over tot de behandeling van een stuk Hilbert-
ruimte-theorie dat rechtstreeks toegepast kan worden op (5.22} maar dat 
ook van toepassing is op meer algemene randwaardeproblemen. 
We beschouwen een Hilbertruim.te H en een lineaire deelruimte V van H, 
die dicht ligt in H. Het inproduct in H noteren we als (.,.}Hen de norm 
in H geven we aan met I j. I IH· Op de lineaire ruimte Vis verder nog het 
inproduct (.,.)V gedefinieerd; en V met dit inproduct is een Hilbertruim.te 
(de norm in deze Hilbertruim.te wordt aangegeven met 11 · I Iv). Verder ver-
onderstellen we dat de injectie 
I V'-+ H 
begrensd is, i.e. er bestaat een k0 > 0 zo dat 
(5.23) voor alle VE. V. 
Laat verder gegeven zijn een bilineaire (beter: sesquilineaire) functionaal 
B op V waarvoor geldt: 
(i) B is begrensd op V, i.e. er bestaat een k > 0 zo dat 
(5.24) jB(u,v) I ~ k I lul Iv I lvl Iv voor alle u,v<£V; 
(ii) Bis coercief over V, i.e. er bestaan getallen c > 0 en AO.::_ 0 zodanig 
dat voor alle ue: V geldt: 
(5.25) Re B(u,u) .::_ c I lul I~ - AO I lul I~ 
(als AO= 0 voldoet, dan heet B sterk coercief over V). 
Voor reele A definieren we 
(5.26) 
Uit (5.24) en (5.23) volgt dat BA begrensd is op V. Verder merken we op: 
als A .::_ A0 , dan is B sterk coercief over V. 
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In het volgende zullen H, V en B steeds zijn als hierboven gedefinieerd. 
Voorbee1d·5.2. 
2 1 Neem H = L (n), V = H0(n) en 
B(u,v) = ~ J D. u D. v dx i=1 ]. ]. 
n 
Er geldt: H6(n} is dicht in L2(n), want C~(n) ligt reeds dicht 





is BA begrensd op H6(n). 
Voor A > 0 is BA sterk coercief; dit volgt uit 
(5.29) 
Voorbeeld 5.3. 
Neem H = L2(n) en V = ~(n). 
Laat L resp. B zijn als in formule (5.13) resp. (5.19). Met behulp van de 
ongelijkheid van Cauchy-Schwarz leidt men af dat B begrensd is op ~(n) 
(dus op ~(n)). 
Dat B coercief over ~(n) is, is minder triviaal; het volgt nl. uit de 
ongelijkheid van Garding. We komen hierop nog terug. 
Stelling 5.12. Voor A ~AO bestaat er een lineaire operator J:. A zodanig 
dat voor alle u, ve. V geldt 
BA ( u, v) = ( oL Au, v lv . 
Deze operator l:...A is een isomorfisme van V op zichzelf, 
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Bewijs. Zij ;\ ~ >.0 • Neem uE.V; dan is de afbeelding: vi-- B;\(u,v) een be-
grensde anti-lineaire functionaal op V. Op grond van de representatie-
stelling van Riesz ( stelling 4. 161 bestaat er dan een uniek element ii e:V 
met 
voor alle ve. V. 
De toevoeging: ui--+ u is lineair en we schrijven: u =;(_'Au. Er geldt: 
en dus 
l.. A is dus een begrensde lineaire operator. 
Verder geldt ook 
en dus 
(5,30) 
We hebben nu 
voor alle vev. 
voor alle u e:V. 
c 11.ul Iv 2- I It.' Aul Iv const. I lul Iv voor alle ue:v. 
Di t betekent, daar c > 0, dat £.A een isomorfisme is. 
We tonen nu aan dat /:_,;\ een afbeelding ~is. Uit (5,30) volgt dat R(.l A) 
gesloten is in V (immers, als (:l u) een fundamentaalrij in R(.l,) is, ;\ n A 
dan is op grond van (5,30) de rij (u ) een fundamentaalrij in V, dus con-
n 
vergent in V, zeg naar u0 ; maar dan convergeert (t'..Aun) naar ..e;\u0). Stel 
nu: R( .CA) :f:. V. Dan bestaat er een v 0 :f:. 0 in V z6 dat 
voor alle u ev. 
Nemen we voor u nu v0 , dan vinden we: 
Daar c > O, volgt hieruit dat v0 = O. Tegenspraak. Dus R(.CA) = V. 
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Definitie 5.5. Voor uE:V definieren we de anti-lineaire functionaal 
F : V + C door 
u 
(VE V). 
Voor A ~ AO definieren we verder DA als de verzameling van alle elementen 
uG:V, waarvoor F begrensd is op V m.b.t. de H-norm op v. u 
We merken op: als A ~ A0 , dan is DA = DA ; we schrijven daarom DA = D. 
Daar V dicht is in H, is voor ue D de fugtionaal F op uni eke wij ze 
u 
voort te zetten tot een begrensde lineaire functionaal op H (zie stelling 
4.15); deze geven we weer aan met F • 
u 
Stelling 5.13. Voor A~ AO bestaat er een lineaire operator 
LA : D + H 
zodanig dat voor alle u e. D en v e. V geldt 
(5.31) 
Bewijs. Als ue: D, dan is F begrensd op H. Op grand van de representatie-u 
stelling van Riesz (stelling 4.16), is er dan een uniek element fE H 
zo dat 
voor alle v e: V. 
De toevoeging: u1-+ f is lineair; we definieren 
Opmerking. De operator LA is in het algemeen niet begrensd. 
Voorbeeld 5.4. Laten H, Ven B zijn als voorbeeld 5.2. Uit stelling 5.13 
weten we dat B, (A > 0) aanleiding gee~ tot een lineaire operator L 
" 1 A die gedefinieerd is op een zekere deelruimte DA (=D) van H0(n). We be-
wijzen nu het volgende: 
a) 
b) 
D = {ulue:H~(n) en 
LAU = -liu + AU 
Bewijs. 
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2 liue.L (n)} , 
(ue:D}. 
1 Uit stelling 5, 13 volgt dat voor alle ueD en <j>e.H0 (n} geldt 
Uit de definitie (5.27} van BA volgt evenwel 
(5.32) 
Voor uGD en <j>eC00(n} is dus 
c 
(LAu,<1>)0,n = <-Liu,$> + A(u,<1>}0,n 
voor alle <j>e: C00 (n). 
c 
Hieruit volgt dat de distributie Liu tot L2 (n) behoort; we mogen dus schrijven 
voor alle ueD en <j>eC00 (n). 
ooc 2 
Hieruit volgt, daar C (n) dicht ligt in L (n), dat voor alle ue:D geldt 
c 
LAU= -Liu+ AU , 
1 2 Als omgekeerd voor zekere ueH0(n) de distributie Liu tot L (n) behoort, 
dan mogen we voor (5,32) ook schrijven 
Maar dit betekent dat de functionaal Fu begrensd is op H~(n) m.b.t. de 
2 1 L -norm op H0 (n). Dus ue:n. 
Stelling 5.14. Voor A.:_ AO is R(LA) =H. 
Bewijs. Laat I : V"'""--+- H de injectie van V in H zijn. Zij J = r*"; dit 
betekent dat voor alle fE'H en ve.V geldt 
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(f,v)H = (Jf,v)v • 
Zij nu ft:: H. Da.a.r ,l. A een af'beelding van V op zichzelf is, is er een u e V 
met t:.. Au = Jf. We hebben dan: 
voor alle ve V. 
en dus (f,v)H = (LAu,v)H voor alle vE.V. 
Daar V dicht is in H, volgt hieruit: LAu = f. 
Stelling 5.15. Zij A~ Ao· Dan is N(LA) = (0). En de inverse GA van LA, 
is begrensd. 
Bewijs. Uit het bewijs van de vorige stelling volgt dat voor A ~AO geldt: 
(5,33) voor alle u~ D. 
Als LAu = O, dan is ook [Au= 0 en dus, daar £_A eeneenduidig is, u = O. 
Dus N(LA) = (0). We hebben nu: R(LA) =Hen N(LA) = (O). Dit betekent dat 
LA een eeneenduidige af'beelding van D ~ H is. Als GA de inverse van LA 
voorstelt, dan is GA een eeneenduidige af'beelding van H 2J2 D. Bovendien is 
GA begrensd; immers uit (5,33) volgt 
(5.34) 
Qpmerking. De relatie (5,34) kan men als volgt in een diagram weergeven: 
(5,35) 
Stelling 5,16. Zij A~ Ao• Dan geldt: voor ieder element feH bestaat er 
precies een element ue V, nl. u = GAf, zO dat 
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(~: B>.(u,v) = (f,v)H voor alle vEV). 
Bewijs. Dit volgt onmiddelijk.uit stelling 5.14 en stelling 5.15. 
Voorbeeld 5.5. (vervolg van voorbeeld 5.4). 
Uit stelling 5.16 volgt: Zij >. > 0 willekeurig. Voor iedere fEL2fo) is 
er precies een UE D met 
(-b. + >.)u = f • 
Nemen we 0 =Rn, d.an geldt: D = H2(Rn) • 
(Dat D c.H2(1Rn) volgt uit st~lling 5. 3 en de relatie (-b.u):" = I~ I 2u. Dat 
omgekeerd H2(Rn)CD, volgt uit het feit dat voor elk natuurlijk getal m 
geldt: ~(Bn) = Jf1(1Rn), zie [9], p. 188). 
Op grond van stelling 5.7 geldt: H2(B2 )c.c0(B2 ). 
Uit het bovenstaande volgt dat de (unieke) oplossing van de vergelijking: 
f . 2 
-b.u + u = in IR , 
yoor fe:L2(R2), continu is. Dit is een voorbeeld van een regulariteits-
resultaat. 
Stelling 5.17. Als B symmetrisch is (i.e. B(u,v) = B(v,u)), d.an is G>. , 
opgevat als operator op H, hermetisch voor >. ~ >-o. 
Bewijs. Vatten we GA op als operator op H, dan beschouwen we in feite de 
operator IGX (zie diagram (5.35)). 
Als B symmetrisch is, d.an volgt uit stelling 5.12 dat t:. >. hermitisch is. 
Dan is ook l ~ 1 hermitisch (zie [11], p. 347). Men gaat gemakkelijk na 
dat dan ook 
IG = Il..-1J X >. 
hermitisch is. 
Als we stellen 
(5.36) L dlif L, ' I 
"o - "o , 
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dan geldt voor A ~ A0 , dat LA = L + n (dit volgt onmiddellijk uit ( 5.26) 
en ( 5. 31 ) ) • Voor A < AO def'inieren we 
(5.37) def LA = L + H. 
Het definitiegebied D(LA) van LA is voor alle A gelijk aan D. 
Beschouw nu voor A willekeurig reeel de vergelijking 
(5.38) 
Deze vergelijking is equivalent met het probleem om bij gegeven fE'.H een 
ue:D te vinden waarvoor geldt: 
voor alle v£. V. 
Verder is (5.38) equivalent met de vergelijking 
(5.39) u + (A - A0 )GA u = GA f 0 0 
(dit volgt uit stelling 5.15 en de relatie LA= LA0 +(A - A0)I). 
Nu is het voldoende om (5.39) binnen H op te lossen; immers, als voor 
een uE:H geldt: u =GA f - (A - A0 )GA u, dan behoort u tot D. 0 0 
Vanaf nu vatten we GA en LA dan ook op als operatoren werkend in H. 
. 0 
We maken nu de volgende veronderstelling: 
(5.40) de injectie I : V <.......+ H is compact. 
Dan volgt dat ook IGA (i.e. GA opgevat als operator op H) compact is. 0 0 
Veronderstellen we nu bovendien dat B symmetrisch is (merk op dat B(u,u) 
dan reeel is), dan is de operator 
GA : H -+ H 
0 
compact en hermitisch (St. 5.17). 
Op grond van 
(v.) in H en 
J 
stelling 4.21 bestaat er dan een volledig orthonormaal stelsel 
een rij van reele getallen ( µ • } met lim µ . = O zodanig dat 




GA v. = µ. v. 
. 0 J J J 
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(j = 1,2, ... ). 
(j = 1,2, ... } 
(geen der µ.'sis gelijk aan nul, want GA is eeneenduidig, zoals blijkt 
J 0 
uit het bewijs van stelling 5,15), dan volgt uit (5,39) en (5,38) 
ofwel· 
LA· v. = 0 , 
J J 
Lv. = (-A . )v. 
J J J 
1 Uit (5.41) volgt verder: Lx v. = - v. 
0 J µj J 
Er geldt dan 
(j = l,2, •.. ). 
(j = 1,2, ... ). 
-
1 llv.llii µj J = (Lxovj ,vj )H = Bxo(vj ,vj) ~ c I lvj 11~ ~ c 2 1lvj11~· ko 
Hieruit volgt dat µ. > 0 voor alle j; dus 
J 
(-A.) ~ (-A0) en lim (-A.) = CX> • 
J j-- J 
Stelling 5.18. Laat de injectie I : V~ H compact zijn en laat B symmetrisch 
zijn. Beschouw voor fe:H de vergelijking 
waarin L;>.. als operator werkend in H wordt opgevat. 
Laten de :>...'s zijn als in (5,42). Dan geldt: 
J 
a) Als :>.. 'f A. (j = 1,2, ... ), dan bezit de vergelijking (*") voor alle feH 
J 
precies een oplossing ue:D. 
b) Voor de A.'s geldt 
J 
0 < dim N(LA.) < CX> , 
J 
Bovendien geldt: 
de vergelijking LA.u = f is oplosbaar <==> rl..H N(L;>,..). 
. J . J 
Opmerking 5. 2. 
Het bewijs van stelling 5.18 berust op de stellingen 4.21 en 4.22 en het 
volgende lemma. 
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~· Voor alle. A geldt: N(LJ.) = N(I + .O. - >.0)GA0) en 
R(LA) = R(I +(A-. >-ola,.o). 
Voorbeeld 5.6 (vervolg voorbeeld 5.4). 
We veronderstellen dat n begrensd is. Dan is de injectie I: H6(nl~ L2(n) 
compact (zie stelling 5.8}. Er bestaat dus een volledig orthonormaal stelsel 
in L2(n) van functies (v.l met 
J 
1 V/SHO(n) en l!.Vj = AjVj (j = 1 ,2; ••• ) t 
waarbij ;\. < 0 en lim A.. = -~ 
J j-- J 
5.3. Enige Voorbeelden 
a) Qperatoren van orde 2 
Laat Q een begrensde open verzameling in ~n zijn eri laat.in Q de differen-
tiaaloperator L gegeven zijn door · 
n n (5.43) L = - l D. (a .. (x) D.)+ l a. (x) D. + a0 (x) • 
•• 1 l. l.J J i·--1 l. l. l. ,J= 
Hierbij zijn de a .• ( 1 ~ i, j ~ n) en de a. ( 1 ~ i ~ n) reele functies 
® ~ l. die tot C (0) behoren. 
Aan de operator L voegen we de volgende bilineaire vorm B toe: 
n (5.44) B(u,v) = l (a .. D. u, Di v)0,0 + i ,j=1 l.J J 
n 
+ l (a. D. u, v)0 n + (a0 u, v)o,n• i=1 J. ]. tH H 
Stelling 5.19. 
a) De bilineaire vorm Bis begrensd op H1(n), 
b) Ala L uniform sterk elliptisch is in Q, dan.is B coercief over H1(o). 
Bewijs. 
a) Voor u, ve.H 1 (n) geldt: 
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~ const. I lul 11,n I lvl 11,n· 
Dit betekent d.at B begrensd is op H1(n}. 
b) Als L uniform sterk elliptisch in '1 is, dan bestaat er-een Constante 
y > O zo d.at voor alle xe n en telRn geldt 
n ? a.· (x) ;. t. > Y ltl 2 • i,J=1 1J 1 J -
Hierui t volgt d.at voor alle ue: H 1 ( n) geldt 
J n 2 Re B(u,u) ~ y ~ ID. ul dx + R, 
i=1 1 n 
waarbij n 2 IRI ~ c1 J1 ICDi u, u) 0 , 0 1 + c2 I lul lo,n 
(c 1 en c2 zijn constanten ~ 0). 
Voor E > O, willekeurig, geldt 
I (Di u, u) 0 , 0 1 ~ I !Di ul lo,n I lul lo,n 
~ ~ I IDi ul l~,n + ~e I lul l~,n • 
Door E voldoende klein te kiezen vinden we een c > 0 en een AO ~ 0 zo 
dat voor alle u e:H 1 ( n) geldt 
Re B(u,u) ~ c I lul I~ ,n -. A0 I lul l~,n • 
Voor de ruimten H en V (zie vorige sectie) nemen we: 
2 H = L (n) en 
V = een gesloten deelruimte van H1(n) die H~(n) bevat. 
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We veronderstellen nu dat L uniform sterk elliptisch in n is. 
Op grond van stelling 5.19 kan dan de theorie uit de vorige sectie toege-
past worden op het tripel (H, V, B). 
De bilineaire vorm B geeft aanleiding tot een operator L' : V ~ H, die 
gedefinieerd is op een zekere deelruimte D van V en waarvoor geldt: 
B(u,v) = (L'u,v) 0 n 
• 
voor alle ueD en ve.V. 
Voor het gemak zullen we veronderstellen dat B sterk coercief is over 
H 1 ( n) ( dus over V) • 
Stelling 5.20. Voor ueD geldt: Lu 
(i) ue.V en Lu GH, 
L'u. En verder: ueD d.e.s.d. als 
(ii) B(u,v) = (Lu,v) 0 n voor alle V€..V. 
• 00 Bewijs. Voor uev en cf> eC (n) geldt: 
c 
(5.46) B(u,cf>) = <Lu,~> 
Voor ue.D is de toevoeging: v>-+- B(u,v) continu op V m.b.t. de H-norm op 
V; in het bijzonder geldt dat de toevoeging: cp ...... B(u,cf>) continu is op 
C00 (n) m.b.t. de L2-norm op C00(n). Wegens (5.46) volgt hieruit dat voor c c 
ue D de distri butie Lu tot L2 ( n) behoort. Dus voor uG. D geldt: 
B(u,cf>) = (Lu,cf>)o,n voor alle cpsc;(n). 
Vergelijken we (5.47) met (5.45) dan vinden we: 
Lu = L'u voor alle ue.D; 
en dus (zie (5,45)): 
(5.48) B(u,v) = (Lu,v) 0 n voor alle vEV • 
• 
Als omgekeerd u voldoet aan (5,48) dan volgt uit definitie 5.5 onmiddellijk 
dat ue.D. 
Om nu de ruimte D te kunnen interpreteren beschouwen we de volgende formele 
formule van Green: 
(5.49) B(u,v) = (Lu,v) 0,n + J 
an 
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n ( . l 
i,j=1 
a .. n. D. u) v d a 
1J 1 J 
(hierin is n. de i-de component van de buiten gerichte norma.a.l op an). 
1 
Uit de stellingen 5.16 en 5.20 volgt: 




J ( I a .. n. D. u) v d a= O voor aue-vEV. 
an i,j=l iJ i J 
volgende voorbeelden zullen we de ruimte D (f'ormeel) interpreteren. 
Voorbeeld 5,7. 
Nemen we V = H~(n), dan is aan conditie (ii) uit stelling 5.20 steeds vol-
da.a.n. Immers, als ue.H1(n} en LueL2 (n}, dan geldt 
B(u,<ji) = (Lu,<1>) 0 ,n voor alle <1>e:c:(n). 
Daar c:(n) in H1(n) dicht ligt in H~(n) volgt 
1 B(u,v) = (Lu,v) 0 ,n voor alle ve:H0 (n). 
Dus conditie (ii) volgt uit conditie (i). 
Het f'eit dat u tot H~(n) behoort betekent dat u nul is op an; de rand-
voorwa.arde voor u volgt in dit geval dus rechtstreeks uit eigenschappen 
van de ruimte V. 
Voor alle f'e L2 (n) bestaat er dus precies een element ue H 1 (n) met 
{ Lu= f', u I an = o. 
Dit is het Dirichlet-probleem. 
Voorbeeld 5.8. 







a .. n. D. u) v d a= O voor alle ve:H1(n). 
1J 1 J 
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Formeel betekent dit 
~ a .. n. D. ul I an d~f au I an = o. i ,j=l lJ l J a\)L 
Voor alle fEL2(n} bestaat er precies een element ue.H1 (n} met 
{ 
Lu= f 
~~L I an = 0 • 
Dit is het Neumann-probleem. 
Voorbeeld 5.9. 
Laat a1n een open deelverzameling van an ZlJn en zij a2n = :rn ..... a,n. 
Laat V gelijk zijn aan de afsluiting in H1(n) van de verzameling van al 
die functies <j>e:C 00(n) die nul zijn in zekere omgeving van a1n. Men kan V 
dan interpreteren als de gesloten lineaire deelruimte van al die functies 
u£H1(n) die nul zijn op a1n. Uit (5,49) volgt dat (ii) uit stelling 5.20 
equivalent is met 
J ~~L v 
a2n 
d CJ 0 voor alle v e:. V. 
Men kan bewijzen dat hieruit volgt 
au I = o 
a\)L a2n • 
Voor alle fG L2(n) bestaat er precies een element u eH 1 (n) met 
Dit is een gemengd randwaardeprobleem. 
Uit dit laatste voorbeeld zien we dat de randvoorwaarden voor u deels 
bevat zi,jn in de condi tie: ue V ( deze randvoorwaarden heten de stabiele 
randvoorwaarden) en deels voortkomen uit de vergelijking (5.49) (de 
natuurlijke randvoorwaarden). De randvoorwaarden hangen dus zowel af van 
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de ruimte V, als ook van de bilineaire vorm B. Het probleem op welke manier 
men in het algemeen bij het. gegeven randvoorwaarden V en B moet kiezen, 
zullen we niet behandelen; we verwijzen naar [1], p. 146 e.v. 
b) Operatoren van orde 2 m 
Zij 
(5.51) L= l (-1}1PI nP (a (x) Dq), 
!PI, Tql~m pq 
waarbij a € C00 ('2). Voor u, v eH 1 ( Sl) definieren we pq 
(5.52) B(u,v) = 
Voor H en V nemen we: 
H = L2 (Sl) en 
V = een gesloten deelruimte van :ifl(ri) die ~(Sl) bevat. 
We zien dat B begrensd is op Ifl(ri) (ongelijkheid van Cauchy-Schwarz). 
Het antwoord op de vraag of B coercief over V is, blijkt hier niet alleen 
af te hangen van de operator L (dus van de a 's) maar ook van de ruimte pq 
V. Voor V = ~(Sl) hebben we de volgende stelling. 
Stelling 5.21. (ongelijkheid van Garding). Zij Sl begrensd. Zij L uniform 
sterk elliptisch in n, d.w.z. er bestaat een constante y > 0 zo dat voor 
alle xsQ en ~e:Rn geldt: 
Re l a (x) ~p+q > Y 1~1 2 • 
IPl=Tql=m pq -
Dan is B coercief over ~(Sl), i.e. er bestaan constanten c > 0 en AO~ O 
zo dat voor alle ue:~(Sl) geldt: 
(5,53) Re B(u,u) ~ c I lul l!,ri -. AO I lul l~,Sl • 
Bewijs. Zie [9], p. 202 e.v. 
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Stelling 5.22. Zij n begrensd en zij L uniform sterk elliptisch in n. Er 
bestaat dan ee~ AO.::_ 0 zo dat voor alle A .'.:.Ao de vergelijking 
Lu + AU = f 
(fE:.L2(n)) een unieke oplossing u in ~(n) heeft. 
5.4. Regulariteitstheorie 
In voorbeeld 5,5 zagen we reeds een voorbeeld van een regulariteitsstelling; 
deze had betrekking op de operator K = 1-~. 
Stelling 5,23, De operator K is een isomorfisme van If1+2(Rn) £E_ Ifl(IR.n) 
(m = 0,1,2, ... ). 
Bewijs. Daar (K u)A = (1 + 1~1 2 ) u, geldt 
llK ull' n = !lull' n 
m,IR. m+2,IR. 
(voor de definitie van I I· I I' n' zie stelling 5,3). 
m,R 
Hieruit volgt dat 
een isomorfisme is. 
We tonen nu aan dat K een afbeelding ~ is. ( I 12 )m/2 A 2( n) . . .. ( ) 1 + ~ f € L IR • Defim.eren we 1jJ ~ 
1jJ E>L2(Rn). Er bestaat dus een ue:L2(Rn) met 
en dus 
u€ If1+2(Rn) • 
Zij fG Ifl(Rn); dan geldt 
= 1 + 1~1 2 )- 1 t(~), dan geldt 
u = ljl. Dan geldt 
We zien: (1 - ~)u =f. Dus K is een afbeelding van If1+2(1R.n) op Ifl(ffin). 
Gevolg. Zij f€ :f. Als u een (distributionele) oplossing is van de ver-
"" n} gelijking Ku= f, dan geldt ue:C (R , d.w.z. u is een klassieke op-
lossing. 
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Bewijs. Daar f 6 :f'c fl i'1(1Rn}. volgt uit stelling 5 .23 dat ue: i'1+2(1Rn} 
m=O oo n (m = 0, 1 ,2, ... ) Maar dan geldt: uG. C (R } , wegens stelling 5. 7. 
Het is nu onze bedoeling om voor operatoren van orde 2, die gedefinieerd 
n 
zijn in een begrensde open verzameling nc!R , analoge resultaten af te 
leiden. 
Laat n een begrensde open verzameling in Rn zijn. 
Voor xe: !Rn en he;: R definieren we 
Zij n' een open verzameling met n 1cc n en zij O < ihl < dist (n' ,an}. 
Voor uE::L2 (n) definieren we uh€ L2(n'} als 
h 1 
u (x) = h (u(x + h} - u(x)) 
Uit deze definitie volgt onmiddellijk 
en 
2 Stelling 5.24. Laat u€L (n) compacte drager inn bezitten. Dan geldt: 
uh convergeert in distributionele zin naar D1u als h + O. 
Bewijs. Voor ~E::C00 (rl) geldt: <uh,~>= -<u,~-h>. 
c 
Men gaat gemakkelijk na dat 
~-h + D 1 ~ in [)(n), als h + o. 
Hieruit volgt dat voor alle ~e:c~(n) geldt 
h 
<u ,~> + <D 1 u,~> als h + O. 
Stelling 5,25. Laat ui::.H1(n} compacte drager inn bezitten. Dan geldt: 
a) I luhl I o,n is begrensd als h + O; er geldt nl. I luhl I o,n ~ I lul 11,n. 
b) Als I luhl 11 ,n begrensd is voor h + o, dan geldt D1ueH1(n). 
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Bewijs. 
a) Voor $€C 00 (rl) geldt 
c 
h . Jl $ ( x} = D 1 $ ( x 1 + th,x2 ,. •. ,xn} dt • 
0 
Hieruit volgt (ongelijkheid van Cauchy - Schwarz} 
I l$~l 10 ,n.::. ll$kll1,n 
volgt dan: I luhl I o,n .::_ I lul 11 ,n • 
b) Laat I luhl 1 1 n begrensd zijn voor h ~ O. Op grond van stelling 4.17 
b t ' . . , ( hJ·) . 1( ) estaa er dan een riJ h. ~ 0 zo dat u zwak convergeert in H Q , zeg 
naar veH1(n). Maar dan ~onvergeert (uhj) ook in distributionele zin naar 
(uhJ.) "' ( ) v. Daar anderzijds de rij in distributionele zin naar D1ue d.J I n 
convergeert (zie stelling 5.24) volgt 
1 
v = D1uEH (n). 
Vanaf nu zal de differentiaaloperator L steeds Z1Jn de operator die ge-
geven is door (5.43). De coefficienten van L zullen functies uit C00(Q) zijn. 
Verder veronderstellen we dat L uniform sterk elliptisch inn is. De 
bilineaire vorniB zal steeds zijn de vorm die gegeven is door (5.44). 
De nu volgende stelling vormt de basis van de regulariteitstheorie voor 
de operator L. We hebben daarbij de volgende twee lemma's nodig. 
Lemma 1. Laat A een differentiaaloperator van orde < 1 zijn met coefficienten 
uit C00 (i1). Zij ue:H1(n) en zij r;; een functie uit c~(n}. Dan is 
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(5.53) 
voor lhl voldoende klein, begrensd als :f'unctie van h. 
Bewijs. Het is voldoende de stelling te bewijzen voor het geval dat 
A= a 1 D1 + a0 waarbij a 1,a0e:c00(nl. We merken. allereerst op dater een 
compacte verzameling KC n en een reele o > O bestaan zo dat 
De uitdrukking (5,53) wordt gemajoreerd door 
(5,54) 
h h h Nu geldt: a0(z;;u) - (z;;a0u} = -a0 (x} (z;;u) (x + h). 
Daar a0e.c00(0), is de verzameling :f'uncties {a~ I O < lhl < o} uniform be-
grensd op K. Hieruit volgt dat de tweede term in de uitdrukking (5,54) 
begrensd is voor 0 < lhl < iS. 
De eerste term van (5,54) wordt als volgt behandeld. 
Er geldt: 
al D1 
h (z;;u) = a1 (D 1(z;;u))h 
h 
= a 1 (z;;D 1u) + S(h) 
h 
= (a1z;;D 1u) + a(h) + S(h), 
waarbij a(h) h h = al (z;;D 1u) - (a1z;;n1u) en 
S(h) h = al (uD1z;;) • 
Uit hetgeen zojuist voor de tweede term van (5,54) bewezen is volgt dat 
I la(h)I lo,n begrensd is als :f'unctie van h(O < lhl < o). Uit stelling 5.25 a) 
volgt verder dat "' 
lls(h)ll 0 ,0 ~const. llun1z;;ll 1,0 • 
Hieruit volgt het lemma. 
Lemma 2. Zij u=.H1col en zij z;; een reele :f'unctie uit C00(0). Dan bestaat 
c 
er een constante c1 ~ 0 zo dat voor alle ~ec~(o1 en voor lhl voldoende 
klein geldt 
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Bewijs. Uit lemma 1 volgt 
h n h IB((1,;u) ,<t>)I ~ J ~ ((a .. 1,;D.u} ,D.<f>) 0 n + i ,j=1 lJ J l ' 
n h h 
+ iI1 ((ai1,;Diu) ,<t>)o~n + ((ao1,;u) ,<t>lo,nl + const. ll<t>ll1,n 
(de optredende constante hangt niet af van h en <j>, echter wel van u, de 
a .. 's en 1,;). 
lJ 
Nu geldt verder 
h ((a .. 1,;D.u) ,D.<j>) 0 r.= -(a .. D.u, lJ J l ,., lJ J 
waarbij 
= -(a .. D .u, 
lJ J 
-h) 1,;Di <I> o,n 
Di(1,;<1>-h))o,n + y .. (h), lJ 
jy .. (h) J = I (a .. D.u, <t>-~.l,;) 0 r.I < const. J J<t>-hl lo,r. 1J lJ J l "' .. 
uit stelling 5.25 a) volgt dan 
Verder zien we 
((a.1,;D.u)h,<1>) 0 r. = (a.D.u, s<t>-h) 0 r. en l l "' l l , .. 
= (aou, s<t>-h>o,n 
Uit het bovenstaande volgt het lemma. 
Definitie 5.6. if.'.11 (n) (m = 0,1,2, ••• ) zal zijn de ruimte van de distri-oc 
buties u op n waarvoor <j>ueifl(n) voor alle (reele) <j>ec""(n). Men kan ook 
c 
zeggen: if.'.11 (n) is de ruimte van de distributies u op n waarvoor u oc 
u I n,e:Ifl(n') voor alle n• met n•ccn. 
Stelling 5. 26. Zij u e: H 1 ( n). Als er een constante c > 0 bestaat zo dat 
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JB(u,cp)I 2_cll<Pll 0 ,n, 
2 
uEH1 (n}. oc 
Opmerking. Als V = H~(n), dan betekent conditie (5.55) dat u tot D behoort 
(de notaties zijn hier als in sectie 5,3), 
Bewi,j s. Zij ?;; een reele functie ui t C 00 ( S1} met drager K. Zij steeds 
c 
o < lhl < dist (K,an). 
We stellen v = ?;;u. 
Uit lemma 2 volgt dat er een constante c 1 .::_ 0 bestaat zo dat voor alle h 
met O < lhl < dist (K,an) en voor alle <j>t::.C 00(n) geldt c 
Uit (5.55) volgt het bestaan van een constante c2 .::_ 0 zo dat 
Uit stelling 5,25 a) volgt dan 
I B( vh ,<P) I 2- c3 I I <P 11 1 ,n 
Laat nu (<Pk) een rij in c;(n) zijn die in H1(n) naar vh convergeert 
(h vast). Dan is 
Daar L uniform elliptisch in Q verondersteld was, bestaat er op grond 
van stelling 5.21 een constante c4 .::_ 0 zo dat voor alle h geldt 
llvhll~,n2.c4 (JB(vh,vh)I + llvhll~,n). 
Daar vt:H1(n) is I lvkl lo,n begt"ensd als h + O (stelling 5.25 a)). 
Er zijn dus constanten a en b > 0 zo dat 
119 
Hierui t v'{lgt dat 11vh11 1 ,n begrensd is als h -+ 0. En dus ( stelling 5. 25 b) ) 
is D1 ve.H (n). 
Evenzo bewijst men: D.ve.H1(nl voor j = 2, ••• ,n. Dit betekent: ve:.H2(n). 
2 J Hieruit volgt: ue:H1 (n}. oc 
Stelling 5.27. Als ueH1(n} en Lut.:ifl(n} (m .'.:_ O}, dan geldt: 
• .m+2 
U€11-l (Q} • 
oc 
Bewijs. Voor m = 0 is de bewering reeds bewezen in stelling 5.26 (want als 
Lue:H0(n), dan is voldaan aan (5.55}}. 
Stel dat reeds aangetoond is dat u e:.:if1+ 1 ( n} • Voor Ip I _::.. m definieren we 
dan 
De orde van de operator L1 is dan,::.. m +1. Daaruit volgt dat L1ue.H0 (n). 
Nu geldt: 
L(nPu) = nP(Lu) - L1u • 
Daar Luelfll(n), is DP(Lu)GH0(n). En dus L(Dpu)e:a0(n). Daar voor m = O 
de stelling reeds bewezen is, volgt: DPueH12 (n). 
oc m+2 
Daar p, Ip I _::.. m, willekeurig was, geldt: u GHloc ( n) . 
Stelling 5.28. (locale regulariteit van de oplossing). Zij ueH1(n) en zij 
00 2 Lue:.c (n)n1 (n). Dan geldt: 
ue:.c00 ( n). 
Bewijs. Zij B een open bol met B ccn; en zij n 1 een open verzameling met 
Bccn•ccn. Dan geldt: Luelfll(n') voor m = 0,1,2, .... Uit stelling 5.27 
volgt dan : uc;;If11+2(n') voor m = 0, 1,2,. ••• Hieruit volgt: oc 
ue n lfll(B}. 
m=O 
Uit het gevolg bij stelling 5.7 volgt nu de stelling. 
Stelling 5. 29. Zij n c .CJ n . . Als u een functie op n is met u I n .e. :if1( nJ. n n) J=1 J . J (j = 1, ••• ,k}, dan geldt: ue:lfll(n}. 
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Bewijs. Deze stelling volgt uit: Dp(u 1 n.) = 
J 
Stelling 5.30. Zij n regulier. Als usH1(n} en als Lue:Ifl(n}. dan geldt: 
u E If1+2 ( 11). 
Bewij s. We weten reeds ( stelling 5. 27) dat u G dll+2( n}. Dus als 0 cc n, 
·'1.oc 
dan geldt: u£If1+2( O). 
Zij nu x0 e: an en zij ( 0, K} een lokale kaart ter plaatse x0 ~ We beschouwen 
de vergelijking Lu= f op of1n. Met behulp van de lokale kaart (0,K) 
kunnen we de vergelijking 
Lu = f op O 
transformeren in de vergelijking 
n Mv = g op B+ • 
Onder deze transformatie blijft de uniforme sterke ellipticiteit van de 
differentiaaloperator behouden; dus M is uniform sterk elliptisch op B~. 
Laat 1';GC 00(n). Dan is (r;v) (x1, ••• ,x. 1,x. + h, x.+1, ••• ,x ), jhj vol-e i- i i n 
doende klein, slechts goed gedefinieerd voor i = 1, ••• ,n-1. Op dezelfde 
manier als in stelling 5.26 bewijst men dat: 
Di(r;v)eH 1 (B~) voor i = 1, ••• ,n-1 
Hieruit volgt: Dive:H 1 (B~(r)) voor i = 1, ••• ,n-1 (hierbij is 0 < r < 1, 
terwijl B~(r) = {x J xeB~, lxJ < r}), En dus 
(5,56) 
Zij 
D.D.ve:H0(B+n(r)) als (i,j) :f. (n,n). 
l. J 
n 
M = l 
i,j=1 
n 
b .. D. D. + l b. D. + b0• 
l.J l. J i=1 l. l. 







(g - . l l 
i=1 j=l 
b •• D. D. 
l.J l. J 
n 
v - . l b. D. u - b0 u). i=1 l. l. 
. 0 . 
Daar alle termen van het rechterlid tot H (B~(r)} behoren, volgt: 
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(5,57) 
Uit (5,56) en (5,57) volgt da.t vsH2(Bn(r)}. Op dezelfde wijze als dit 
. . . + . . 
in stelling 5.27 gebeurd is, bewijst men verder da.t ve:If1+2(B~ (r)}. 
We concluderen: ueif1+2(0 1n '2) waarbij 0 1 (= K-1(Bn(r))) een zekere om-
. . + . 
geving van x0 is. Passen we nu stelling 5,29 toe dan vinden we dat ue:If1+2('2). 
Stelling 5,31. (globale regulariteit van de oplossing). Zij '2 regulier. 
Laat rec00(?2) en laat usH1(n) een oplossing zijn van de vergelijking 
Lu= r. Dan geldt: usc""(n). 
Bewijs. Dit volgt onmiddellijk uit stelling 5,30 en het gevolg bij stel-
ling 5,7, 
Gevolg. Zij '2 regulier. Laat feC00(n) en laat ueH~(S"l) oplossing zijn van 
de vergelijking Lu= f. Dan is u een klassieke oplossing van het Dirichlet-
probleem: 1~,:"f=i:: 
~ewijs. Volgt uit stelling 5,31 en stelling 5.10. 
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