We present the sparse binary matrix defined by low-density parity-check (LDPC) codes as measurement matrix in compressed sensing. This kind of matrix owns much stronger orthogonality than current other main measurement matrices. In practice, for a matrix given size, the optimal column degree for high orthogonality can also be determined by progressive edge-growth (PEG) algorithm.
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Compressed sensing [1] shows that a sparse vector x with k nonzero entries can be losslessly compressed with an undermined measurement matrix A∈R m×n , where k<<n and m<<n, supposing that matrix A satisfies restricted isometry property (RIP). However, the explicit construction of matrix A remains elusive in practice. Fourier matrix, Gaussian matrix as well as recently proposed sparse random matrices are proved satisfying RIP under certain conditions, but their orthogonality is unstable due to randomness of construction. Inspired by these observations, we propose to use structured parity-check matrix defined by LDPC codes, simply called LDPC matrix, as measurement matrix. This kind of matrix shows much stronger orthogonality than the three kinds of matrices above. Precisely, LDPC matrix is usually constructed on the constraint that no more than one same position is allowed to share nonzero entry for two arbitrary columns. So the correlation value between arbitrary two columns of LDPC matrix is binary, equal to 0 or 1/d, where d is defined as the degree of column, namely the number of nonzero entries in each column. Considering it is impractical to measure the orthogonality of measurement matrix by RIP, the statistical distribution of correlation values between columns are used to evaluate the orthogonality in this paper. Note that, on above LDPC matrix construction constraint, there exists an upper limit to d for a LDPC matrix given size. Further, maximum d in theory cannot be approached by practical algorithms, and might be different for different LDPC matrix construction algorithms. Clearly, for LDPC matrix with higher orthogonality, bigger d is preferred; and the correlation between two columns are also expected to take value 0 instead of 1/d with higher probability. However, as d increases, the correlation between columns will take value 1/d instead of 0 with a increasing probability. This is a conflict for orthogonality improving. So in theory it's hard to assert that the orthogonality of LDPC matrix achieves its limit at the maximum value of d. To verify this fact, we construct LDPC matrices with variable d using PEG algorithm [2] , and attempt to search for the optimal d for LDPC matrix in compressed sensing. Here PEG algorithm is selected for its two dominances over other main LDPC matrix construction algorithms. First, as a greedy searching algorithm, it can enumerate all possible values of d during LDPC matrix construction. Second, it can tell the maximum d by evaluating the distribution of short cycles in Tanner graph [3] associated with LDPC matrix. By testing a series of LDPC matrices over the scope of d, we get a conclusion that optimal LDPC matrix for compressed sensing indeed exist in a small interval around maximum d. Furthermore, it significantly outperforms other three main matrices in compressed sensing. For details, please refer to http://hal.archives-ouvertes.fr/hal-00659236/fr/.
