The Khavinson-Shapiro conjecture for domains with a boundary consisting
  of algebraic hypersurfaces by Render, Hermann
ar
X
iv
:1
51
1.
01
74
7v
1 
 [m
ath
.A
P]
  5
 N
ov
 20
15
The Khavinson-Shapiro conjecture for domains with
a boundary consisting of algebraic hypersurfaces
Hermann Render
School of Mathematics and Statistics, University College Dublin,
Belfield, Dublin 4, Ireland.
Abstract
The Khavinson-Shapiro conjecture states that ellipsoids are the
only bounded domains in euclidean space satisfying the following prop-
erty (KS): the solution of the Dirichlet problem for polynomial data
is polynomial. In this paper we show that a domain does not have
property (KS) provided the boundary contains at least three differ-
rent irreducible algebraic hypersurfaces for which two of them have a
common point.
1 Introduction
A complex-valued function h defined on an open set Ω in Rd is called har-
monic if h is differentiable of order 2 and satisfies the equation ∆h (x) = 0
for all x ∈ Ω where
∆ =
∂2
∂x21
+ · · · +
∂2
∂x2d
is the Laplacian. The Khavinson-Shapiro conjecture in [18] states that el-
lipsoids are the only bounded domains Ω in Rd with the following property:
(KS) For any polynomial p there exists a harmonic polynomial h such that
h (ξ) = p (ξ) for all ξ ∈ ∂Ω.
Obviously a domain Ω has property (KS) if and only if the Dirichlet
problem for polynomial data (restricted to the boundary) has polynomial
solutions; for more details on the Dirichlet problem we refer the reader
to [5] and [14]. The Khavinson-Shapiro conjecture has been confirmed for
large classes of domains but it is still unproven in its full generality, and we
refer the interested reader to [15], [23], [20], [16], [21], [17] and for further
ramifications in [19] originating from the work in [22].
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For certain classes of domains Ω one can prove that the solution of the
Dirichlet problem for the polynomial
|x|2 = x21 + · · · + x
2
d
develops a singularity in Rd, in particular it is not a polynomial and Ω does
not have property (KS). Instructive is a beautiful result of P. Ebenfeld in
[11] for the ”TV-screen” domain
Ω =
{
(x, y) ∈ R2 : x4 + y4 < 1
}
where the solution of the Dirichlet problem u (x, y) for the data function
x2 + y2 can be extended to a real-analytic function on R2 \D where D is a
countable discrete set. Further illuminating examples of domains satisfying
the Khavinson-Shapiro conjecture have been provided by E. Lundberg in
[20] using lightning bolts as a mayor technique.
In this paper we want to discuss the Khavinson-Shapiro conjecture for
domains which consists of finitely many algebraic hypersurfaces. The sim-
plest example of a such domain is a polygonal domain in the plane. E.A.
Volkov proved in [27] the following result: An equilateral triangle is the
unique polygon D in the plane xy on which the solution of the boundary
problem
∆u = 1 on D and u = 0 on ∂D (1)
is an algebraic polynomial, and moreover, the degree of this polynomial
is equal to 3. Note that for a solution u of (1) the function v (x, y) =
x2 + y2 − 4u (x, y) is harmonic and equal to x2 + y2 on ∂D. It follows that
the only polygonal domain for which the polynomial x2 + y2 has a polyno-
mial solution for the Dirichlet problem is an equilateral triangle. We shall
prove in this paper that no polygonal domain has property (KS). Thus the
equilateral triangle is an example of a domain where the polynomial x2+ y2
has a polynomial solution for the Dirichlet problem but property (KS) is
not satisfied (for further examples see [15] or [21]).
Let us denote the set of all polynomials in d variables with real coeffi-
cients by R [x]. Assume that ψ1, ..., ψN ∈ R [x] . We say that the boundary
∂Ω of a domain Ω in Rd contains N different irreducible algebraic hypersur-
faces defined by ψ1, ..., ψN if (i) each polynomial ψk, k = 1, ...N is irreducible,
(ii) ψk 6= λψl for all k 6= l, k, l = 1, ..., N and for all real numbers λ, and
(iii) for each k = 1, ..., N there exists an open set Uk such that{
x ∈ Rd : ψk (x) = 0
}
∩ Uk ⊂ ∂Ω
and ψk changes its sign on Uk, i.e. there exist x, y ∈ Uk such that ψk (x) <
0 < ψk (y) . Obviously a polygonal domain in the plane with N edges satisfies
this condition where the polynomials ψk, k = 1, ..., N are linear polynomials.
Elementary results in Algebraic Geometry (cf. the proof of Theorem 27
in [23]) lead to the following observation:
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Theorem 1 Assume that ∂Ω contains N different irreducible algebraic hy-
persurfaces defined by the polynomials ψ1, ..., ψN . If Ω has property (KS)
then the Fischer operator2 Fψ : R [x]→ R [x] defined by
Fψ (q) := ∆ (ψq) for q ∈ R [x]
is surjective where ψ = ψ1 · ... · ψN .
The main result of this paper is the following:
Theorem 2 Suppose that the polynomial ψ has at least three non-constant
polynomial factors and two of the factors have a common zero x0. Then Fψ
is not surjective.
As an application we see that no bounded domain Ω in R2 with polygonal
boundary has property (KS): there are at least 3 edges defined by linear
polynomials ψ1, ψ2, ψ3. Since Ω is bounded at least two of them have a
common zero and the result follows. In particular, the equilateral triangle
does not satisfy property (KS).
Theorem 1 shows that (KS) is related to the following purely algebraic
question: for which polynomials ψ ∈ R [x] is the Fischer operator Fψ :
R [x]→ R [x] defined by
Fψ (q) := ∆ (ψq) for q ∈ R [x]
surjective? In [10] M. Chamberland and D. Siegel formulated the following
conjecture:
(CS) The surjectivity of the Fischer operator Fψ : R [x]→ R [x] implies that
the degree of ψ is ≤ 2.
In the last section we will summarize a recent result of the author showing
that (CS) implies the Khavinson-Shapiro conjecture for so-called admissible
domains. We refer the interested reader to [21] for more results on the
conjecture (CS) and related statements.
2 Surjectivity of Fischer operators.
The degree of a polynomial ψ is denoted by degψ. Recall that the multi-
plicity N of a zero x0 of a polynomial ψ (x) is the largest natural number N
such that
∂α
∂xα
ψ (x0) = 0 for all α = (α1, ..., αd) ∈ N
d
0 with |α| = α1+ ...+αd ≤ N−1.
2More generaly one can define a Fischer operator by q 7−→ P (D) (ψq) where P (D)
is a linear partial differential operator with constant real coefficients. Fischer’s Theorem
in [13] states that the Fischer operator is a bijection whenever ψ (x) is a homogeneous
polynomial equal to the polynomial P (x) .
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A polynomial fj is called homogeneous of degree j if fj(rx) = r
jfj(x) for
all r > 0 and for all x ∈ Rd. A polynomial f of degree m can be expanded
into a finite sum of homogeneous polynomials fj of degree j such that
f = ft + ...+ fm and t ≤ m
where fm 6= 0 is called the principal part or leading part , and ft 6= 0 is called
the initial part of the polynomial f.
The following definition arises in the investigation of stationary sets for
the wave and heat equation, see [1],[2], and the injectivity of the spherical
Radon transform, see [3], and the investigation of level curves of harmonic
functions, see [12, p. 425].
Definition 3 A polynomial f is called a harmonic divisor if there exists a
non-zero polynomial q such that fq is harmonic.
Thus a polynomial is harmonic divisor if and only if is a factor of a
harmonic polynomial, in particular every harmonic polynomial is a harmonic
divisor (by taking q as the constant function).
By Theorem 2.2.3 in [5] any harmonic divisor takes both positive and
negative values, thus a harmonic divisor does not have any non-negative
factor, a result which is due to M. Brelot and G. Choquet in [9].
The following result is well known:
Proposition 4 Let f be a polynomial with homogeneous expansion f =
ft + ... + fm, where ft 6= 0 and fm 6= 0. If f is a harmonic divisor then ft
and fm are harmonic divisors.
The next two results provide some simple necessary conditions of the
surjectivity of the Fischer operator:
Proposition 5 Let ψ be a polynomial of degree ≥ 3 with homogeneous ex-
pansion
ψ = ψt + ...+ ψm,
where ψt 6= 0 and ψm 6= 0. If the constant function is in the image of the
Fischer operator Fψ then ψm is a harmonic divisor.
Proof. For the constant function 1 there exists a polynomial q such that
1 = ∆ (ψq) . Let us write q = qT + .... + qM with qT 6= 0 and qM 6= 0. Then
the polynomial ψq has the homogeneous expansion
ψq = ψtqT + (ψt+1qT + ψtqT+1) + · · ·+ ψmqM .
By assumption 1 = ∆(ψq) , i.e. the homogeneous expansion of the poly-
nomial ∆ (ψq) consists just of the constant function 1. On the other hand,
ψmqM has degree at least 3, so ∆ (ψmqM) has degree 1,and therefore ∆ (ψmqM) =
0.
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Proposition 6 Let ψ be a polynomial. If the constant function is in the
image of the Fischer operator Fψ then any zero x ∈ R
d of ψ has multiplicity
≤ 2.
Proof. Let q be a polynomial such that 1 = Fψ (q) = ∆ (ψq) . If the
multiplicity of ψ at x0 is larger than 2 then all derivatives of ψ of order ≤ 2
at x0 are zero and therefore
∂2
∂x2j
(ψq) (x0) = 0
for j = 1, ..., d. Thus ∆ (ψq) (x0) = 0, a contradiction.
From [21] we cite the following result which is known as the Fischer
decomposition of a polynomial.
Proposition 7 Suppose ψ is a polynomial. Then the operator Fψ (q) :=
∆ (ψq) is surjective if and only if every polynomial f can be decomposed as
f = ψqf + hf , where qf is a polynomial and hf is harmonic polynomial
In the following we always assume that the polynomial ψ in the definition
of the Fischer operator Fψ has at least two factors:
Proposition 8 Suppose that the polynomial ψ has at least two non-constant
polynomial factors, say ψ = ψ(1)ψ(2). If Fψ is surjective then ψ
(1) and ψ(2)
are harmonic divisors.
Proof. We can write ψ(1) = ψ(1)ψ(2)q + h for some polynomial q and a
harmonic polynomial q. Then h 6= 0 since otherwise ψ(1) = ψ(1)ψ(2)q which
is impossible since ψ(2) has degree ≥ 1. It follows that for g := 1− ψ(2)q
ψ(1)g = h 6= 0.
Then g 6= 0 and ψ(1) is a harmonic divisor. The case of ψ(2) follows by
symmetry of the problem.
Lemma 9 Let x0 ∈ R
d. Then the Fischer operator Fψ : R [x] → R [x] is
surjective if and only if Fϕ : R [x] → R [x] is surjective for the polynomial
ϕ (x) = ψ (x− x0).
Proof. Let f (x) be polynomial and define g (x) = f (x+ x0) . If Fψ is
surjective then there exist a polynomial q and a harmonic polynomial h
such that g (x) = ψ (x) q (x)+h (x) for all x ∈ Rd. Replace x by x−x0, then
f (x) = ψ (x− x0) q (x− x0) + h (x− x0) .
Clearly x 7−→ h (x− x0) is harmonic. It follows that Fϕ is surjective. The
converse follows similarly.
If Fψ is surjective and if ψ has a zero of multiplicity 2 at some x0 then
Lemma 9 shows that we may assume that x0 = 0. In this case the following
observation is crucial:
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Theorem 10 Suppose that ψ has a zero of multiplicity 2 at 0 and let
ψ (x) = ψ2 (x) + ...+ ψt (x)
be the expansion into a sum of homogeneous polynomials with ψ2 6= 0 and
ψt 6= 0. If the Fischer operator Fψ : R [x] → R [x] is surjective then the
Fischer operator Fψ2 : R [x] → R [x] with respect to the polynomial ψ2 of
degree 2 is bijective. Moreover the Fischer operator Fψ : R [x] → R [x] is
bijective.
Proof. Let P≤N be the space of all polynomials of degree ≤ N. We claim
by induction over N that the operator Fψ2 : P
≤N → P≤N is a bijection. For
N = 0, the space P≤0 consists of multiples of the constant polynomials. By
surjectivity of Fψ there exists a polynomial q such that 1 = ∆ (ψq) . Let us
write q = q0 + ....+ qs. Then
ψq = ψ2q0 + higher order terms.
Since 1 = ∆ (ψq) we infer that 1 = ∆ (ψ2q0) = Fψ2 (q0) . Thus Fψ2 : P
≤0 →
P≤0 is surjective and therefore bijective. Assume that the statement is true
for N − 1 and we want to prove it for N. By induction hypothesis and
the linearity of Fψ2 : P
≤N → P≤N it suffices to show that for each non-
zero homogeneous polynomial fN of degree N there exists q ∈ P
≤N with
fN = Fψ2q. Since Fψ is surjective there exists a polynomial q such that
Fψ (q) = fN . We write q has a sum of homogeneous polynomials qj, say
q = qm + ....+ qM
where qm 6= 0 and qM 6= 0. Then
ψq = ψ2qm +Gm+3 + ....+Gt+N (2)
where Gm+j are homogeneous polynomials of degree m + j for j = 3, ..., n.
If m < N then ∆ (ψ2qm) = 0 since ∆ (ψq) = fN . By induction hypothesis
Fψ2 : P
≤N−1 → P≤N−1 is bijective, so we conclude that qm = 0, a contradic-
tion. Hence m ≥ N. If m > N then all homogeneous summands of ψq have
degree at least m+ 2 > N, and from ∆(ψq) = fN we obtain that fN = 0,
a contradiction. It follows that m = N and fN = ∆(ψ2qN ) . Thus Fψ2 is
bijective.
Suppose that Fψ is not injective. Then there exists a polynomial q such
that ∆ (ψq) = 0, so ∆ (ψ2qm) = 0 for some homogeneous polynomial qm 6= 0.
Since Fψ2 is injective we infer that qm = 0, a contradiction.
Theorem 11 Suppose that the polynomial ψ of degree ≥ 3 has two non-
constant polynomial factors, say ψ = ψ(1)ψ(2). If there exists a zero x0 of
ψ(1) of multiplicity ≥ 2 then Fψ is not surjective.
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Proof. Suppose that Fψ is surjective. Proposition 6 show that x0 is a
zero of ψ of multiplicity ≤ 2. Since ψ(1) has a zero of multiplicity 2 at x0
it follows that ψ(2) has not a zero at x0. We may assume that ψ
(2) (0) =
1. By Proposition 8 ψ(1) is a harmonic divisor, and by Proposition 5 the
initial part ψ
(2)
2 of the homogeneous expansion of ψ
(1)
2 is a harmonic divisor.
Since ψ(2) (0) = 1 it follows that ψ
(1)
2 is initial part of the homogeneous
expansion of ψ which was denoted by ψ2. Thus ψ2 is a harmonic divisor
which contradicts to the fact Fψ2 is bijective.
Finally we present the proof of the main result of the paper:
Theorem 12 Suppose that the polynomial ψ has at least three non-constant
polynomial factors and two of the factors have a common zero x0. Then Fψ
is not surjective.
Proof. Let ψ = ϕ1ϕ2ϕ3 for some non-constant polynomial ϕj for j = 1, 2, 3.
Suppose that x0 is a common zero of two factors, say ϕ1 (x0) = 0 and
ϕ2 (x0) = 0. Then the product ϕ1ϕ2 has a zero at x0 of multiplicity ≥ 2. By
Theorem 11 the Fischer operator is not surjective.
3 On the conjecture (CS)
The zero-set of a polynomial f will be denoted by Z (f) =
{
x ∈ Rd : f (x) = 0
}
.
We say that Z is an admissible common zero set if there exists non-constant
irreducible polynomials f, g ∈ R [x] such that (i) f 6= λg for all λ ∈ R and
(ii) Z = Z (f)∩Z (g) . Now we define the class of domains for which we can
characterize the property (KS):
Definition 13 An open Ω in Rd is admissible if for any x ∈ ∂Ω, any open
neighborhood V of x and for any finite family of admissible common zero
sets Z1, ..., Zr the set
[∂Ω ∩ V ]
r⋃
j=1
Zj
is non-empty.
For dimension d = 2 it is easy to see that an open set Ω is admissible
if and only if each boundary point x ∈ ∂Ω is not isolated in ∂Ω since
an admissible common zero set is finite. For arbitrary dimension d it is
intuitively clear that an admissible common zero set has dimension d − 2.
Thus if the boundary ∂Ω has dimension d− 1 we expect that the domain Ω
is admissible. However, it seems to be difficult to formulate this as a precise
topological condition.
In [24] we presented the following result:
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Theorem 14 Let Ω be an open admissible subset of Rd. Then property (KS)
holds for Ω if and only if there exists a non-constant polynomial ψ ∈ R [x]
such that (i) ∂Ω ⊂ ψ−1 {0} and (ii) the Fischer operator Fψ : R [x]→ R [x]
defined by
Fψ (q) := ∆ (ψq) for q ∈ R [x]
is surjective.
It follows that for admissible domains the conjecture (CS) implies the
Khavinson-Shapiro conjecture.
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