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TANGENT CONES OF MONOMIAL CURVES OBTAINED BY NUMERICAL
DUPLICATION
MARCO D’ANNA, RAHELEH JAFARI, AND FRANCESCO STRAZZANTI
Abstract. Given a numerical semigroup ring R = k[[S]], an ideal E of S and an odd element b ∈ S,
the numerical duplication S✶bE is a numerical semigroup, whose associated ring k[[S✶bE]] shares
many properties with the Nagata’s idealization and the amalgamated duplication of R along the
monomial ideal I = (te | e ∈ E). In this paper we study the associated graded ring of the numerical
duplication characterizing when it is Cohen-Macaulay, Gorenstein or complete intersection. We also
study when it is a homogeneous numerical semigroup, a property that is related to the fact that
a ring has the same Betti numbers of its associated graded ring. On the way we also characterize
when gr
m
(I) is Cohen-Macaulay and when gr
m
(ωR) is a canonical module of grm(R) in terms of
numerical semigroup’s properties, where ωR is a canonical module of R.
Introduction
Let (R,m) be a commutative local ring. The study of the properties of its associated graded ring
gr
m
(R) in connection with the properties of the original ring R is a very difficult and interesting
problem in local algebra and it has been studied from many points of view, in the general case
or for particular kind of rings. One motivation for this study is the fact that in the geometrical
context gr
m
(R) corresponds to the tangent cone of the variety associated with R.
A class for which this problem has been deeply studied is the class of numerical semigroup rings,
i.e. rings of the form k[[S]] = k[[ts | s ∈ S]], where k is a field, t an indeterminate and S ⊆ N an
additive submonoid of the non-negative integers, with finite complement in N. These rings can be
viewed as the completion of the coordinate ring of a monomial curve at the origin (i.e. its singular
point). This means that the associated graded ring corresponds to the tangent cone at the origin
of this curve.
The aim of this paper is to study the tangent cone of monomial curves defined by numerical
duplication, finding numerical condition to determine their properties. Numerical duplication is
a semigroup construction introduced in [10]; starting with a numerical semigroup S, a semigroup
ideal E and an odd element b of S, it allows to construct a new semigroup denoted by S ✶b E,
whose properties depend on E and are often independent of b. For example, if E is a canonical
ideal of S, the semigroup S✶bE is always symmetric, i.e. k[[S✶bE]] is always Gorenstein.
In [2], the numerical duplication is connected to a more general ring construction. Let R be a
commutative ring, I be an ideal of R and u, v ∈ R; if R+(I) =
⊕
i≥0 I
iT i ⊂ R[T ] denotes the
corresponding Rees algebra, we set R(I)v,u = R+(I)/((T
2 + vT + u) ∩ R+(I)). In particular, in
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[2] it is proved that if R = k[[S]], I = (te1 , . . . , ter) and u = tb, then R(I)0,−u ∼= k[[S ✶
bE]], where
E = {e1, . . . , er}+ S is the ideal of S generated by e1, . . . , er.
One interesting fact about this family of rings is that, as particular cases, we obtain other
constructions such as the Nagata’s idealization (also called trivial extension; take u = v = 0)
or the amalgamated duplication (see [7] and [8]; take v = −1, u = 0). Moreover, many relevant
properties, such as Cohen-Macaulayness and Gorensteinnes are shared by all the rings in the family,
independently of the choice of u and v, see also [3]. Hence, results obtained in a particular case
(like the case of numerical semigroup rings) give information on other kind of rings. For instance,
this construction allowed the authors of [21] to find infinitely many one-dimensional Gorenstein
rings with decreasing Hilbert function, starting from the particular case of numerical duplication.
In this paper we give numerical conditions that characterize when the tangent cone of k[[S✶bE]]
is Cohen-Macaulay, Gorenstein or a complete intersection and we will see that these properties
depend only on E and not on b. Moreover, as a byproduct, we describe when the canonical module
of gr
m
(k[[S]]) has the expected form, i.e. when it is the associated graded module of the canonical
module of k[[S]]. Subsequently, we study the homogeneous property for S ✶bE; this property has
been introduced in [19] and it is strictly connected to the homogeneous type property, i.e. the
fact that k[[S]] and gr
m
(k[[S]]) share the same Betti numbers. More precisely, in [19] it is proved
that, if S has at most three generators, then S is of homogeneous type if and only if either S is
homogeneous and gr
m
(k[[S]]) is Cohen-Macaulay or gr
m
(k[[S]]) is a complete intersection. In the
case of numerical duplication we characterize the homogeneous property and show that it depends
also on b. Moreover, using this fact, we are able to construct semigroups that are of homogeneous
type but not homogeneous and their associated graded ring is not complete intersection, giving an
answer to [19, Question 4.22].
The structure of the paper is the following. In Section 1, we fix the notation and prove some
results about the associated graded ring of R(I)v,u, in particular, Corollary 1.4 relates the Cohen-
Macaulayness of gr
m
(k[[S ✶b E]]) to the Cohen-Macaulayness of gr
m
(k[[S]]) and gr
m
(I). For this
reason we focus the subsequent section on the Cohen-Macaulayness of gr
m
(I), listing several equiv-
alent conditions in Proposition 2.6. In Section 3, we characterize the Gorenstein and complete
intersection properties of gr
m
(k[[S ✶b E]]), see Theorem 3.6 and Proposition 3.12; moreover, in
Corollary 3.11 we determine when the canonical module of gr
m
(k[[S]]) has the expected form, pro-
vided that it is Cohen-Macaulay. In the last section we characterize when S✶bE is homogeneous
and we construct numerical semigroups that are of homogeneous type but not homogeneous and
their associated graded rings are not complete intersection, see Theorem 4.4 and Example 4.7.1.
Several computations are performed by using the GAP system [13] and, in particular, the Nu-
mericalSgps package [11].
1. Preliminaries, idealization and tangent cone of duplication
A numerical semigroup S is a submonoid of (N,+) such that N \ S is finite. It is well known
that S is finitely generated and has a unique minimal system of generators. Throughout the whole
paper, S = 〈n1, . . . , nν〉 is a numerical semigroup minimally generated by n1 < · · · < nν and
R = k[[S]] = k[[tn1 , . . . , tnν ]] is the corresponding numerical semigroup ring with maximal ideal
m = (tn1 , . . . , tnν ). The smallest nonzero element of S, n1, is called the multiplicity of S and is
denoted by m; it is well known that m = e(R), the multiplicity of R. A relative ideal of S is a
non-empty set E of integers such that E+S ⊆ E and s+E ⊆ S for some s ∈ S. A relative ideal of S
that is contained in S is called an ideal of S. We always assume that an ideal does not contain 0, i.e.
E 6= S. Note that for relative ideals E1 and E2 of S, the set E1+E2 = {e1+ e2 | e1 ∈ E1, e2 ∈ E2}
is also a relative ideal. In particular, for z ∈ Z, z+S = {z+s | s ∈ S} is the principal relative ideal
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of S generated by z. For any ideal E of S, we can always express it as E = (e1+S)∪ · · ·∪ (er+S),
for some ei ∈ E; then, we will write E = {e1, . . . , er} + S and we can always assume that the set
{e1, . . . , er} is minimal, i.e., for all i = 1, . . . , r, ei /∈
⋃
j 6=i(ej + S). It is straightforward to see that
E has a unique minimal set of generators. By difference of two ideals E1 and E2, we mean the
ideal E1 −E2 = {z ∈ Z | z+E2 ⊆ E1}. We denote by M = S \ {0} the maximal ideal of S and we
set lM =M + · · · +M . The blowup of S is defined as the numerical semigroup
S′ =
⋃
l
(lM − lM) = 〈m,n2 −m, . . . , nν −m〉.
It is well known that S′ = lM − lM = lM − lm for l large enough (cf. [20, Proposition 1.1]).
Let ωi = min{s ∈ S | s ≡ i (mod m)}. The Ape´ry set of S with respect to m is the set
Apm(S) = {ω0 = 0, ω1, . . . , ωm−1} = {s ∈ S | s −m /∈ S}. In the same way we denote Apm(S
′) =
{ω′0 = 0, ω
′
1, . . . , ω
′
m−1}. It follows from the definition that ωi ≥ ω
′
i for all i = 0, . . . ,m− 1 and we
define the microinvariants of S as the integers ai(S) such that ω
′
i+mai(S) = ωi. Moreover, we set
bi(S) = max{l | ωi ∈ lM}. A criterion for the Cohen-Macaulayness of the associated graded ring,
proved by Barucci and Fro¨berg in [5, Theorem 2.6], implies the following theorem:
Theorem 1.1. The graded ring gr
m
(R) is Cohen-Macaulay if and only if ai(S) = bi(S) for each
i = 0, . . . ,m− 1.
Let E = {e1, . . . , er} + S be an ideal of S and let b ∈ S be an odd integer. The numerical
duplication of S with respect to E and b is defined in [10] as the numerical semigroup
S✶bE = 2 · S ∪ {2 · E + b},
where 2 ·X = {2x | x ∈ X}. It is easy to see that
S✶bE = 〈2n1, . . . , 2nν , 2e1 + b, . . . , 2er + b〉.
As we noticed in the introduction, the numerical duplication can be connected to the construction
of the rings R(I)v,u = R+(I)/((T
2 + vT + u) ∩ R+(I)). In fact, if R = k[[S]], I = (t
e1 , . . . , ter)
and u = tb, then R(I)0,−u ∼= k[[S ✶
bE]]. More precisely, every element of R(I)v,u can be uniquely
written in the form f + gT with the multiplication induced by the equation T 2+ vT +u = 0. Thus,
when R = k[[S]], v = 0 and u = tb the multiplication in R(I)0,−u is given by
(f(t) + g(t)T )(h(t) + l(t)T ) = f(t)h(t) + tbg(t)l(t) + (f(t)l(t) + g(t)h(t))T.
Hence, if I = (te1 , . . . , ter) is a monomial ideal, it is easy to check that the map R(I)0,−u → k[[S✶
bE]]
given by f(t)+ g(t)T 7→ f(t2)+ g(t2)tb is an isomorphism (we remark that in [2] the authors forgot
to state the hypothesis that I has to be a monomial ideal).
Now we are interested in studying the associated graded ring of k[[S✶bE]]. To this aim we prove
a more general result. We recall that the Nagata’s idealization is defined as follows: let A be a ring
and N be an A-module; then, A ⋉ N is the A-module A ⊕ N with the multiplication defined as
(r,m)(s, n) = (rs, rn+ sm). If (A, n) is local, then A ⋉N is local with maximal ideal n := n⊕N
and it is well-known that gr
n
(A⋉N) ∼= gr
n
(A)⋉ gr
n
(N)(−1); in fact, the homogeneous elements of
degree 1 are the elements of n/n2 ⊕N/nN . For an element f ∈ A with n-adic order d, the residue
class of f in nd/nd+1 is called the initial form of f and is denoted by f∗. We use the same notation
f∗ to denote the image of f in gr
n
(A).
We also recall that, if (A, n) is local, all the rings A(I)v,u are local with maximal ideal n isomor-
phic, as A-module, to n ⊕ I ([2, Proposition 2.1]). With this notation, we can state the following
general result.
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Proposition 1.2. Let (A, n) be a local ring and let I be a proper ideal. Assume that both u and v
belong to n. Then gr
n
(A(I)v,u) ∼= grn(A)⋉ grn(I)(−1).
Proof. By the proof of [2, Proposition 2.3], n¯i/n¯i+1 = {r∗+x∗T | r∗ ∈ ni/ni+1 and x∗ ∈ ni−1I/niI}
for all i > 0. Therefore, we get a bijective map ϕ : gr
n¯
(A(I)v,u) → grn(A) ⋉ grn(I)(−1) by setting
ϕ(r∗ + x∗T ) = (r∗, x∗) for every homogeneous element r∗ + x∗T of gr
n¯
(A(I)v,u). This is a ring
isomorphism, because the multiplication of two homogeneous elements of the first ring is induced
by the multiplication in A(I)v,u and then, since u, v ∈ n, we have
ϕ((r∗ + x∗T )(s∗ + y∗T )) = ϕ((rs − uxy)∗ + (ry + sx− vxy)∗T ) = ϕ((rs)∗ + (ry + sx)∗T ) =
= ((rs)∗, (ry + sx)∗) = (r∗, x∗)(s∗, y∗) = ϕ(r∗ + x∗T ) · ϕ(s∗ + y∗T ). 
In the rest of the paper, E is an ideal of S not containing 0, minimally generated by {e1, . . . , er}
and I = (te1 , . . . , ter) is the corresponding monomial ideal of R = k[[S]].
The next corollary follows immediately from Proposition 1.2.
Corollary 1.3. Let D = k[[S ✶b E]] and let n be its maximal ideal. Then, gr
n
(D) ∼= gr
m
(R) ⋉
gr
m
(I)(−1).
Notice that we can give an explicit isomorphism between the two graded rings gr
n
(D) and
gr
m
(R)⋉gr
m
(I)(−1), since it is induced by the isomorphism R(I)0,−tb → k[[S✶
bE]]. More precisely,
a degree i homogeneus element of gr
m
(R)⋉ gr
m
(I)(−1) is in mi/mi+1 ⊕ mi−1I/miI; so it is of the
form (x(t)∗, i(t)∗) and it corresponds to
(
x(t2) + i(t2)tb
)∗
∈ ni/ni+1.
From the previous corollary we can deduce the following result (see [1, Corollary 4.14] and [12,
Theorem 5.6]).
Corollary 1.4. Let D = k[[S✶bE]] and let n be its maximal ideal. Then the following statements
hold.
(1) The graded ring gr
n
(D) is Cohen-Macaulay if and only if gr
m
(R) is Cohen-Macaulay and
gr
m
(I) is a maximal Cohen-Macaulay module of gr
m
(R);
(2) gr
n
(D) is Gorenstein if and only if gr
m
(R) is Cohen-Macaulay and gr
m
(I) is a canonical
module of gr
m
(R).
Notice that if gr
n
(D) is Gorenstein, also D has to be Gorenstein and, therefore, I has to be a
canonical ideal for R. Nevertheless, it is not always true that the canonical module of gr
m
(R) is of
the expected form, i.e. of the form gr
m
(ωR), with ωR canonical module of R; see Corollary 3.11.
Our aim in the next two sections is to find numerical conditions on E so that gr
n
(D) is Cohen-
Macaulay, Gorenstein or a complete intersection.
2. Cohen-Macaulay property
We would like to combine Theorem 1.1 and Corollary 1.4 (1) to study when the associated graded
ring of the numerical duplication is Cohen-Macaulay. To this purpose we first study the associated
graded module of an ideal in order to establish a result for ideals analogous to Theorem 1.1.
We define the Ape´ry set of the semigroup ideal E with respect to the multiplicity m as Apm(E) =
{α0, . . . , αm−1}, where αi is the smallest element in E that is congruent to i modulo m; we notice
that m may not be in E. Moreover, when we write E = {e1, . . . , er} + S, we assume that the
generators are in increasing order, so that e1 = min(E).
We define the ideal E′ of S′ as
E′ =
⋃
l≥1
(E + (l − 1)M)− lM.
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Notice that E′ = (E + (l − 1)M) − lM for l large enough.
Lemma 2.1. Let S be a numerical semigroup with maximal ideal M and multiplicity m. Then
E′ = {e1 −m, . . . , er −m}+ S
′.
Proof. The inclusion (⊇) follows from the fact that each x ∈ {e1 −m, . . . , er −m} + S
′ is of the
form x = ei −m + y with i = 1, . . . , r and y ∈ S
′. Hence, for l big enough, y + lM ⊆ lM and so
x+ lM ∈ (ei−m)+ lM = ei+(l−1)M ⊆ E+(l−1)M , where the equality holds by [4, Proposition
I.2.1(b)].
Conversely, take x such that x+ lM ⊆ E + (l− 1)M , for some l; in particular, x+ lm = ei + y,
for some i = 1, . . . , r, and y ∈ (l − 1)M . Hence, x = (ei −m) + (y − (l − 1)m) ∈ (ei −m) + S
′ ⊆
{e1 −m, . . . , er −m}+ S
′. 
Note that, if m ∈ E, then 0 ∈ E′ and so E′ = S′. Let {α′0, . . . , α
′
m−1} be the Ape´ry set with
respect to m of E′. Let ai(E) denote the unique integer such that α
′
i +mai(E) = αi. We notice
that ai(E) is indeed the largest number λ such that αi − λm ∈ E
′, i.e the smallest number λ such
that α′i + λm ∈ E. We also define the order of e ∈ E as the integer
ordE(e) := max{l + 1 | e ∈ lM + E};
moreover, for all i = 0, . . . ,m−1, we set bi(E) := ordE(αi).We will use a(E) and b(E), respectively,
to denote the vectors [a0(E), . . . , am−1(E)] and [b0(E), . . . , bm−1(E)].
Remark 2.2. If αi ∈ lM + E, then αi =
∑p
j=1 rjsj + e, for some sj ∈ M , e ∈ E and
∑p
j=1 rj = l.
Therefore, αi − (l + 1)m =
∑p
j=1 rj(sj − m) + (e − m) ∈ E
′, since e − m ∈ E′. In particular,
ai(E) ≥ bi(E).
Lemma 2.3. Let E be an ideal of S. The following statements are equivalent:
(1) ordE(e+m) = ordE(e) + 1, for all e ∈ E;
(2) ordE(e+ λm) = ordE(e) + λ for all e ∈ Apm(E) and λ ∈ N;
(3) ai(E) = bi(E) for all i = 0, . . . ,m− 1.
Proof. (1)⇒(2). This is clear.
(2)⇒(3). By Remark 2.2, we have ai(E) ≥ bi(E) for all i = 0, . . . ,m − 1. As α
′
i ∈ E
′, by
definition of E′ we get α′i + nm ∈ E + (n − 1)M , for n ≫ 0. In particular, it follows that
αi + (n − ai(E))m ∈ E + (n− 1)M and, therefore, since ordE(αi) = bi(E), the hypothesis implies
bi(E) + n− ai(E) = ordE(αi + (n− ai(E))m) ≥ n.
Hence, bi(E) ≥ ai(E) and the result follows.
(3)⇒(1). Let e ∈ E. Then e = αi + λm for some αi ∈ Apm(E) and λ ≥ 0. If ordE(e +m) >
ordE(e) + 1, then
ordE(e+m) = ordE(αi + (λ+ 1)m) > bi(E) + λ+ 1 = ai(E) + λ+ 1.
Hence, αi + (λ + 1)m =
∑
j rjsj + e, where
∑
j rj = ai(E) + λ+ 1 and e ∈ E. Moreover, since
α′i = αi − ai(E)m, we get
α′i −m = αi + (λ+ 1)m− (ai(E) + λ+ 2)m =
∑
j
rj(sj −m) + (e−m) ∈ E
′,
that is contradiction, because α′i ∈ Apm(E
′). 
Lemma 2.4. The following statements hold true.
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(1) Given a ∈ S and b ∈ E, we have (ta)∗ · (tb)∗ = 0 if and only if ordE(a + b) > ordS(a) +
ordE(b).
(2) For any s ∈ S \ {m}, (ts)∗ is nilpotent.
Proof. The first statement is clear by definition and the second one is the subject of [14, Lemma
5]. 
Remark 2.5. We notice that the only minimal monomial prime ideal of gr
m
(R) is the ideal generated
by {(tn2)∗, . . . , (tnν )∗}, cf. [18, Corollary 2.3]. Moreover, taking I = (te1 , . . . , ter), since mn−1I 6=
m
nI for all n, gr
m
(I) has positive dimension and, then, has dimension one.
Proposition 2.6. Let E = {e1, . . . , er}+S and let I = (t
e1 , . . . , ter). The following statements are
equivalent:
(1) gr
m
(I) is a one-dimensional Cohen-Macaulay gr
m
(R)-module;
(2) (tm)∗ is not a zero-divisor of gr
m
(I);
(3) ordE(e+m) = ordE(e) + 1, for all e ∈ E;
(4) ai(E) = bi(E) for all i = 0, . . . ,m− 1.
Proof. (1)⇒(2). Let f =
∑p
i=1 ki(t
si)∗ be a non-zero-divisor of gr
m
(I). If kj > 0 for some sj 6= m,
then (tsj )∗ is nilpotent by Lemma 2.4(2) and so
∑
i 6=j ki(t
si)∗ is again a non-zero-divisor. Thus, we
may assume that si = m for all i, in particular (t
m)∗ is a non-zero-divisor.
(2)⇒(3). It follows directly by Lemma 2.4(1).
(3)⇒(1). We claim (tm)∗ is not a zero-divisor of gr
m
(I) and the result follows immediately,
since the dimension of gr
m
(I) is one. Assume, on the contrary, that (tm)∗ · f = 0 for some f ∈
m
n−1I/mnI. We may write f =
∑p
i=1 hi(t
si)∗, where 0 6= hi ∈ k and s1 < · · · < sp belong to
(n− 1)M + E \ nM + E. Now,
(tm+s1)∗ =
p∑
i=2
−
hi
h1
(tm+si)∗ ∈ mnI/mn+1I.
Since s1 < si for all i = 2, . . . , p, we get (t
m+s1)∗ = 0 ∈ mnI/mn+1I, that is equivalent to
s1 +m ∈ (n+ 1)M + E,
i.e. ordE(m+ s1) ≥ n+ 2, a contradiction.
(3)⇔(4). It is proved in Lemma 2.3. 
Since ordS(s) = ordM (s) for every s ∈M , we re-obtain as a particular case the following known
result.
Corollary 2.7. [14, Theorem 7, Remark 8], [5, Theorem 2.6] The following are equivalent:
(1) gr
m
(R) is Cohen-Macaulay;
(2) ordS(s+m) = ordS(s) + 1, for all s ∈M ;
(3) ordS(s+ λm) = ordS(s) + λ for all s ∈ Apm(S) and λ ∈ N;
(4) ai(S) = bi(S), for all i = 0, . . . ,m− 1.
We are now ready to give a numerical interpretation of Corollary 1.4 (1). We recall that we
denote by (D, n) the ring k[[S✶bE]].
Theorem 2.8. The associated graded ring gr
n
(D) is Cohen-Macaulay if and only if ai(S) = bi(S)
and ai(E) = bi(E) for all i = 0, . . . ,m− 1.
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Proof. By Corollary 1.4 (1) we have to give necessary and sufficient conditions for gr
m
(R) and
gr
m
(I) to be Cohen-Macaulay. The thesis follows immediately by Theorem 1.1 and Proposition
2.6. 
Let us explore some consequences of Proposition 2.6.
Corollary 2.9. Let gr
m
(I) be a Cohen-Macaulay gr
m
(R)-module. If m ∈ E, the minimal set of
generators of E is a subset of the minimal generating set of S.
Proof. Assume, on the contrary, that the minimal generating set of E has an element e = s1 + s2
for two positive elements s1, s2 ∈ S. Then, ordE(e +m) ≥ 3 > ordE(e) + 1 and this contradicts
Lemma 2.3. 
Let e ∈ E be such that ordE(e) = n; by a maximal representation of e we mean a representation
of the form e =
∑
i risi + x such that
∑
i ri = n− 1 and x ∈ E.
Remark 2.10. Let e ∈ E and e =
∑
i risi + x be a maximal representation of e. If x = a + s for
some a ∈ E and s ∈ S, then we get another representation e = (
∑
i risi+ s)+ a that implies s = 0,
as ordE(e) =
∑
i ri + 1. In other words, x belongs to the minimal set of generators of E.
Corollary 2.11. Let E be a principal ideal of S. If gr
m
(R) is Cohen-Macaulay, then gr
m
(I) is a
Cohen-Macaulay gr
m
(R)-module. In particular, if E is a principal ideal, gr
n
(D) is Cohen-Macaulay
if and only if gr
m
(R) is Cohen-Macaulay.
Proof. Let E = e + S. If a =
∑
i rini + x is a maximal representation of a ∈ E, then x = e by
Remark 2.10. As gr
m
(R) is Cohen-Macaulay, ordS(
∑
i rini +m) =
∑
i ri + 1 by Corollary 2.7. Let
a+m =
∑
i r
′
ini + e be a maximal representation of a+m ∈ E. Then
∑
i r
′
ini =
∑
i rini+m and,
in particular, ordE(a+m) = ordS(
∑
i rini +m) + 1 = ordS(
∑
i rini) + 1 + 1 = ordE(a) + 1. Now,
the Proposition 2.6 implies that gr
m
(I) is a Cohen-Macaulay gr
m
(R)-module. The last statement
follows by Corollary 1.4. 
Examples 2.12. 1. Consider the numerical semigroup S = 〈3, 4〉 = {0, 3, 4, 6 →}, the ideal
E = {3, 8}+S = {3, 6→}, and the integer b = 3; then S✶bE = 〈6, 8, 9, 19〉 = {0, 6, 8, 9, 12, 14 →}.
It is not difficult to see that a(S) = b(S) = [0, 1, 2], but a(S✶bE) = [0, 2, 1, 1, 2, 2] and b(S✶bE) =
[0, 1, 1, 1, 2, 2]. Then gr
n
(D) is not Cohen-Macaulay, although gr
m
(R) is. In fact a(E) = [1, 2, 2]
and b(E) = [1, 2, 1]
2. Consider the numerical semigroup S = 〈5, 14, 17〉, the ideal E = {14, 20, 22} + S and b = 17.
In this case we have Ap5(S) = {0, 31, 17, 28, 14}, Ap5(E) = {0, 20, 31, 22, 28} and Ap10(S✶
bE) =
{0, 61, 62, 73, 34, 45, 56, 57, 28, 79}. Moreover, it is possible to see that a(S) = b(S) = [0, 2, 1, 2, 1]
and a(S ✶b E) = b(S ✶b E) = [0, 1, 2, 2, 1, 1, 2, 1, 1, 2]; then, both gr
m
(R) and gr
n
(D) are Cohen-
Macaulay.
3. Gorenstein property
In this section we will need to list the elements of the Ape´ry sets of S and E, with respect to the
multiplicity, in increasing order: hence, we will denote them by Apm(S) = {δ1 = 0 < δ2 < · · · < δm}
and Apm(E) = {β1 < β2 < · · · < βm}. It is straightforward to see that Ap2m(S ✶
b E) =
{2δ1, . . . , 2δm, 2β1 + b, . . . , 2βm + b}.
We define a partial ordering ≤M on Apm(S) by setting δi ≤M δj if there exists δk ∈ Apm(S)
such that δi + δk = δj and ordS(δi) + ordS(δk) = ordS(δj). A numerical semigroup S is said to be
M -pure if all the maximal elements of Apm(S) with respect to ≤M have the same order. In [6,
Theorem 3.14] L. Bryant proves that gr
m
(R) is Gorenstein if and only if it is Cohen-Macaulay and
S is M -pure and symmetric.
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Remark 3.1. If S is M -pure, then gr
m
(R) is Cohen-Macaulay if and only if ordS(δ + λm) =
ordS(δ) + λ for all λ ∈ N and all maximal elements δ ∈ Apm(S) with respect to ≤M . Clearly,
one implication follows from Corollary 2.7. Conversely, if δi ∈ Apm(S), δi <M δ with δ maximal
and δk = δ − δi, then for all λ ∈ N we have
ordS(δi + λm) ≥ ordS(δi) + λ = ordS(δ) + λ− ordS(δk)
= ordS(δ + λm)− ordS(δk)
= ordS(δi + λm+ δk)− ordS(δk)
≥ ordS(δi + λm) + ordS(δk)− ordS(δk) = ordS(δi + λm).
Therefore, the first inequality is an equality and the claim follows from Corollary 2.7. In particular,
if S is M -pure and symmetric, then δm is the only maximal element by [6, Proposition 3.7] and,
thus, gr
m
(R) is Cohen-Macaulay if and only if ordS(δm + λm) = ordS(δm) + λ for all λ ∈ N.
Given s ∈ S, we say that a representation s =
∑
i sini is maximal if
∑
i si = ordS(s).
Lemma 3.2. For a given integer t in T = S ✶bE with maximal representation t =
∑
i ri(2ni) +∑
j sj(2ej + b), the following statements hold:
(1) If t is odd, then
∑
j sj = 1;
(2) If t = 2s is even, then
∑
j sj = 0 and ordT (t) = ordS(s).
Proof. Suppose that
∑
j sj ≥ 2, i.e. in the maximal representation of t there are two elements
of the form 2ej1 + b and 2ej2 + b, not necessarily different. Then, it is possible to replace them
with 2ej1 , 2ej2 and 2b that are three elements of T . In this way we increase the summands in the
representation and this is a contradiction, since it is maximal. Hence, if t is odd, then
∑
j sj = 1,
whereas if t is even we have
∑
j sj = 0. In the latter case s =
∑
i rini and, thus, ordS(s) ≥ ordT (t).
Moreover, if
∑
k pknk is a maximal representation of s, then t =
∑
k pk(2nk) and the thesis follows
immediately. 
Remark 3.3. In the setting of the previous lemma, if t is odd and t =
∑
i ri(2ni) + (2e + b) is
a maximal representation, e is necessarily a minimal generator of E, otherwise e = e′ + s and
we increase the summands in the representation. Moreover, setting s =
∑
i rini, we have that
ordT (t) ≥ ordS(s) + 1 and, conversely, if s =
∑
i rini is not a maximal representation, the same
holds for the representation of t; hence, ordT (t) = ordS(s) + 1.
On the other hand, if we only assume that t = 2s+ (2e+ b), with e minimal generator of E, we
cannot conclude that ordT (t) = ordS(s) + 1, since it could be t = 2s + (2e + b) = 2s
′ + (2e′ + b)
with ordS(s) < ordS(s
′).
Let f(S) = max(Z \ S). The standard canonical ideal of S is defined as
K(S) = {x ∈ N | f(S)− x /∈ S}.
It is characterized by the following duality property: K(S)− (K(S)−F ) = F , for any relative ideal
F of S; the same property holds for any shift x+K(S). Starting by this fact, that is the numerical
counterpart of the duality for canonical ideals in the one-dimensional rings, Ja¨ger proved in [15,
Satz 5] that any fractional ideal of R = k[[S]], with valuation x+K(S), is a canonical (fractional)
ideal of R. In particular, the monomial ideal corresponding to a proper ideal E = K(S) + x ⊆ S,
with x ∈ S, provides a canonical ideal of R; consequently, E is called a canonical ideal of S. A
numerical semigroup is said to be symmetric if S = K(S) and this notion is the corresponding one
of the Gorenstein property in numerical semigroup theory; more precisely, R is Gorenstein if and
only if S is symmetric. We recall also that S is symmetric if and only if δi + δm−i+1 = δm for all
i = 2, . . . ,m− 1, see [23, Proposition 4.10].
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Proposition 3.4. Let E be a canonical ideal of S. Then, T = S✶bE is M -pure if and only if S
is M -pure. Moreover, in this case ordT (2βm + b) = ordS(δm) + 1.
Proof. If E = K(S) + x, it is clear that Apm(E) = Apm(K(S)) + x and, thus, β1 = x and
βm = f(S) +m+ x = δm + x. Furthermore, since T is symmetric by [10, Proposition 3.1], it easily
follows that 2δi + 2βm+1−i + b = 2βm + b for all i = 2, . . . ,m.
Assume that T isM -pure. Since T is symmetric, this means that ordT (2δi)+ordT (2βm+1−i+b) =
ordT (2βm + b) for all i and, in particular,
ordT (2βm + b) = ordT (2δm) + ordT (2x+ b) = ordS(δm) + 1,
since 2x + b is the smallest odd element of T . Let δi be a maximal element of Apm(S) with
respect to ≤M(S) and let
∑
j rj(2nj) + (2e + b) be a maximal representation of 2βm+1−i + b in T .
Suppose by contradiction that
∑
j rj > 0. Clearly, δi +
∑
j rjnj = βm − e ∈ S and we claim that
βm − e ∈ Apm(S): in fact, βm − e −m = δm − (e − x) −m = f(S) − k for some k ∈ K(S) and,
thus, it is not in S by definition of K(S). Moreover, since 2(βm − e) + 2e+ b = 2βm + b and 2e+ b
is a minimal generator of T which is M -pure, it follows that ordT (2βm + b) = ordS(βm − e) + 1.
Furthermore, we already know that
ordT (2βm + b) = ordT (2δi) + ordT

∑
j
rj(2nj) + (2e+ b)

 = ordS(δi) +
∑
j
rj + 1.
Hence, ordS(δi)+
∑
j rj = ordS(βm−e) and this is a contradiction, since δi is maximal with respect
to ≤M(S). Consequently, we get
∑
j rj = 0 and, therefore,
ordS(δm) + 1 = ordT (2βm + b) = ordT (2δi) + ordT (2e+ b) = ordS(δi) + 1.
This implies that ordS(δi) = ordS(δm) and, hence, S is M -pure.
Conversely, assume that S is M -pure. First of all we claim that ordT (2βm + b) = ordS(δm) + 1.
Let
∑
j rj(2nj)+ (2e+ b) be a maximal representation of 2βm+ b in T , again e has to be a minimal
generator of S and it is easy to see that
∑
j rj ∈ Apm(S). Therefore,
ordT (2βm + b) =
∑
j
rj + 1 = ordS

∑
j
rjnj

+ 1 ≤ ordS(δm) + 1,
where the inequality follows from the fact that S is M -pure and δm is a maximal element of S.
Moreover, we know that 2δm + 2β1 + b = 2βm + b and then ordT (2βm + b) ≥ ordS(δm) + 1; hence,
we get the equality.
It is enough to show that 2βm + b is the only maximal elements of Ap2m(T ) with respect of
≤M(T ). Since T is symmetric, we know that 2δi + 2βm+1−i + b = 2βm + b and, then, it is sufficient
to show that 2δi ≤M(T ) 2βm + b for all i = 1, . . . ,m. Moreover, if δi is not maximal in Apm(S), it
is clear that it is not maximal in Ap2m(T ) and, thus, it is enough to consider the elements 2δi with
δi maximal in Apm(S). Finally, from 2δi + 2βm+1−i + b = 2βm + b it follows that
ordS(δm) + 1 = ordT (2βm + b) ≥ ordT (2δi) + ordT (2βm+1−i + b) ≥ ordS(δi) + 1 = ordS(δm) + 1
for every maximal element δi in Apm(S). Hence, ordT (2βm + b) = ordT (2δi) + ordT (2βm+1−i + b)
and 2δi ≤M(T ) 2βm + b. 
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Example 3.5. If E is not a canonical ideal, both the implications of the previous proposition do
not hold. For instance S = 〈5, 6, 7〉 is M -pure, but S✶5 ({5, 13}+S) = 〈10, 12, 14, 15, 31〉 is not M -
pure. On the other hand, S = 〈6, 7, 22〉 is not M -pure, but S✶7 ({6, 21} + S) = 〈12, 14, 19, 44, 49〉
is M -pure.
Theorem 3.6. Let D = k[[S ✶b E]] and let n be its maximal ideal. Then gr
n
(D) is Gorenstein if
and only if S is M -pure, E is a canonical ideal and gr
m
(R) is Cohen-Macaulay.
Proof. Recall that gr
n
(D) is Gorenstein if and only if it is Cohen-Macaulay and S✶bE is M -pure
and symmetric [6, Theorem 3.14].
Assume that gr
n
(D) is Gorenstein. By [6, Theorem 3.14] this is equivalent to say that it is
Cohen-Macaulay and S ✶b E is M -pure and symmetric. Since S ✶b E is symmetric, E has to be
a canonical ideal of S ([10, Proposition 3.1]). So we can apply the previous proposition to obtain
that S is M -pure. Finally, by Corollary 1.4 we get that also gr
m
(R) is Cohen-Macaulay.
Conversely, assume that S is M -pure, E is a canonical ideal and gr
m
(R) is Cohen-Macaulay.
Hence Proposition 3.4 and [10, Proposition 3.1] imply that S ✶b E is M -pure and symmetric.
Therefore we have only to show that gr
n
(D) is Cohen-Macaulay. By Remark 3.1 it is enough to
show that ordT (2βm + b + 2λm) = ordT (2βm + b) + λ for all λ ∈ N. Since grm(R) is Cohen-
Macaulay and ordT (2βm + b) = ordS(δm) + 1 (again by Proposition 3.4), it is enough to show that
ordT (2βm + b+2λm) = ordS(δm + λm) + 1 for all λ ∈ N. If E = x+K(S), then βm = δm + x and
ordT (2βm + b+ 2λm) = ordT (2δm + 2λm+ 2x+ b) ≥ ordS(δm + λm) + 1.
Let 2βm + b + 2λm =
∑
ri(2ni) + (2e + b) be a maximal representation, where e is a minimal
generator of E. Clearly, there exists γ ∈ N such that
∑
rini − γm ∈ Apm(S). If γ > λ, then
2βm + b > 2(
∑
rini − γm) + 2e + b ∈ T and, since they are congruent module 2m, this yields a
contradiction; hence, γ ≤ λ. Moreover, ordS(δm) is the maximum order of the elements of Apm(S),
so using Corollary 2.7, it follows that
ordT (2βm + b+ 2λm) = ordS
(∑
rini
)
+ 1 = ordS
(∑
rini − γm
)
+ γ + 1 ≤
≤ ordS(δm) + λ+ 1 = ordS(δm + λm) + 1. 
The next result is a consequence of Corollary 1.4, since a Gorenstein ring is Cohen-Macaulay.
Corollary 3.7. If E is a canonical ideal of an M -pure numerical semigroup S and gr
m
(R) is
Cohen-Macaulay, then gr
m
(I) is Cohen-Macaulay.
Recalling that a principal ideal is canonical if and only if the ring is Gorenstein, we get the
following corollary.
Corollary 3.8. gr
m
(R) is Gorenstein if and only if gr
n
(k[[S✶bE]]) is Gorenstein for every principal
ideal E of S.
Example 3.9. Consider the numerical semigroup S = 〈10, 11, 12, 13〉. This is M -pure and its
associated graded ring is Cohen-Macaulay, but S is not symmetric and, therefore, gr
n
(R) is not
Gorenstein. On the other hand, if E is a canonical ideal of S, gr
n
(k[[S✶bE]]) is Gorenstein for all
odd b ∈ S by Theorem 3.6. For instance, E = {10, 11, 12} + S is a canonical ideal and in this case
S✶11E = 〈20, 22, 24, 26, 31, 33, 35〉.
As in the example above, there are several cases in which gr
m
(R) is not Gorenstein, but gr
n
(k[[S✶b
E]]) is.
Corollary 3.10. ([6, Proposition 3.22]) Let E be a canonical ideal of S. If S satisfies one of the
following conditions, then gr
n
(k[[S✶bE]]) is Gorenstein.
TANGENT CONES OF MONOMIAL CURVES OBTAINED BY NUMERICAL DUPLICATION 11
(1) S has embedding dimension 2.
(2) S has maximal embedding dimension, i.e. ν = m.
(3) S is symmetric and ν = m− 1.
(4) S is generated by an arithmetic sequence.
(5) m ≤ 4, except the case S = 〈4, n2, n3〉 such that S is not symmetric.
For instance, if S has maximal embedding dimension and m 6= 2, then it is not symmetric and so
gr
m
(R) is not Gorenstein, but gr
n
(k[[S✶bE]]) is Gorenstein for every odd b ∈ S and every canonical
ideal E of S.
Let ωR be a canonical module of R. By Corollary 1.3, it follows that grn(k[[S✶
bE]]) is Gorenstein
if and only if gr
m
(ωR) is a canonical module of grm(R). In general, in [22, Theorem 3.5] A. Ooishi
proves that, if R is local, the associated graded module of ωR is a canonical module of grm(R) exactly
when gr
m
(R) and gr
m
(ωR) are Cohen-Macaulay and H(grm(ωR), t) = (−1)
dtaH(gr
m
(R), t−1), where
H(M, t) denotes the Hilbert series of a module M , d = dimR and a is the a-invariant of gr
m
(R).
In the light of Theorem 3.6, in the case of numerical semigroup rings, this technical condition
can be replaced by the M -pureness for S:
Corollary 3.11. Let R = k[[S]] be a numerical semigroup ring with canonical module ωR. Then,
gr
m
(ωR) is a canonical module of grm(R) if and only if grm(R) is Cohen-Macaulay and S is M -pure.
Proof. We can assume that gr
m
(R) is Cohen-Macaulay. By Corollary 1.4, gr
m
(ωR) is a canonical
module of gr
m
(R) if and only if gr
n
(k[[S✶bE]]) is Gorenstein, where E is a canonical ideal of S and
b an odd element of S. Then, the thesis follows from Theorem 3.6. 
3.1. Complete intersections. In this subsection we focus to the complete intersection property
for gr
n
(k[[S ✶b E]]). We will make use of a characterization proved in [9]: gr
m
(R) is a complete
intersection if and only if it is Cohen-Macaulay and S has γ-rectangular Ape´ry set. To explain this
result we need some notation. For every i = 2, . . . , ν we define
βS(ni) = max{h ∈ N | hni ∈ Apm(S) and ord(hni) = h};
γS(ni) = max{h ∈ N | hni ∈ Apm(S), ord(hni) = h and
hni has a unique maximal representation}.
(we write βS(ni) instead of βi as in [9], since in that paper the generators are listed in increasing
order, while the ordering of the generators of T = S✶bE could not be clear). Let B(S) = {
∑ν
2 λini |
0 ≤ λi ≤ βS(ni)} and Γ(S) = {
∑ν
2 λini | 0 ≤ λi ≤ γS(ni)}. In [9, Corollary 2.7] it is proved that
Apm(S) ⊆ Γ(S) ⊆ B(S) and we will say that a numerical semigroup has β- or γ-rectangular Ape´ry
set if Apm(S) = B(S) or Apm(S) = Γ(S), respectively.
Proposition 3.12. Let T = S✶bE and D = k[[S✶bE]].
(1) T has γ-rectangular (resp. β-rectangular) Ape´ry set if and only if S has γ-rectangular (resp.
β-rectangular) Ape´ry set and E is principal;
(2) gr
n
(D) is complete intersection if and only if gr
m
(k[[S]]) is complete intersection and E is
principal.
Proof. (1) It easily follows from Lemma 3.2 that βT (2ni) = βS(ni) and γT (2ni) = γS(ni) for all
i = 2, . . . , ν. On the other hand, if 2ei + b is a generator of T , then βT (2ei + b) = γT (2ei + b) = 1,
since 2(2ei+ b) = 2ei+2ei+2b has order greater than 2. This implies that the number of the even
elements in Γ(T ) is greater than |Γ(S)| and equal to it if and only if E is principal; in the same
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way, the number of the odd elements in Γ(T ) is greater than |Γ(S)| and they are equal if and only
if E is principal. Therefore,
|Ap2m(T )| = 2|Apm(S)| ≤ 2|Γ(S)| ≤ |Γ(T )|
and, hence, the Ape´ry set of T is γ-rectangular if and only if all the inequalities above are equalities,
i.e. S has γ-rectangular Ape´ry set and E is principal. As for the β-rectangularity, it is enough to
apply the same argument.
(2) Recall that the associated graded ring of a numerical semigroup ring is complete intersection
if and only if it is Cohen-Macaulay and the Ape´ry set of the semigroup is γ-rectangular, see [9,
Theorem 3.6]. Therefore, the thesis follows from the first part of this proposition and by Corollary
2.11. 
4. Homogeneous property
Consider the surjective homomorphism ϕ : k[[x1, . . . , xν ]] → k[[S]] that associates the minimal
generators ni with every xi. It induces an isomorphism between k[[S]] and k[[x1, . . . , xν ]/IS for
some ideal IS , called the defining ideal of S. In this section we are interested in comparing the
Betti numbers of k[[S]] and gr
m
(k[[S]]) as k[[x1, . . . , xν ]]-modules. It is well-known that the i-th Betti
number βi(k[[S]]) of k[[S]] is less than or equal to βi(grm(k[[S]])) for all i; if all the equalities hold,
i.e. k[[S]] and gr
m
(k[[S]]) have the same Betti numbers, k[[S]] (and S) is said to be of homogeneous
type [17]. In [19] it is introduced the notion of homogeneous semigroup in order to find numerical
conditions assuring that k[[S]] is of homogeneous type. In fact, it is proved that if S is homogeneous
and gr
m
(k[[S]]) is Cohen-Macaulay, then k[[S]] is of homogeneous type.
In this section we characterize when the numerical duplication S✶bE is homogeneous in terms
of S, E and b. Let L(z) be the set of the lenghts of the representations of an integer z. In the
following we recall the definition of homogeneous numerical semigroup introduced in [19] and we
generalize it to ideals.
Definition 4.1. Let E = {e1, . . . , er}+ S be an ideal of S and let Apm(E) = {β1, β2, . . . , βm} be
the Ape´ry set of E with respect to the multiplicity.
(1) An integer z is called homogeneous for S if either z /∈ S or L(z) is a singleton.
(2) The semigroup S is said to be homogeneous if every element of Apm(S) is homogeneous.
(3) The ideal E is called homogeneous if βi−ej is homogeneous for all i, j and all the non-empty
sets among L(βi − e1), L(βi − e2), . . . , L(βi − er) are equal for all i.
Examples 4.2. 1. Let S1 = 〈4, 5〉 be a numerical semigroup and consider the ideal E1 = {5, 8}+S
of S1. The Ape´ry set of E1 is Ap4(E1) = {5, 8, 10, 15} and it is easy to see that E1 is homogeneous.
2. Consider again S1 = 〈4, 5〉 and E2 = {5} + S. We have Ap4(E2) = {5, 10, 15, 20} and one can
easily check that it is homogeneous.
3. Let S2 = 〈6, 7, 9, 11〉 and consider its ideal E3 = {7, 11, 12}+S. In this case we have Ap6(E3) =
{7, 11, 12, 14, 16, 21} and E3 is not homogeneous, since 9 = 21 − 12 and 14 = 21 − 7 have different
order.
If every element of Apm(E) is homogeneous and its generators have the same order as elements
of S, it is easy to see that E is homogeneous. The converse is not true as the first two examples
show.
Lemma 4.3. Let Apm(S) = {δ1, . . . , δm} and Apm(E) = {β1, . . . , βm}. If δi /∈ 2E + b for every i,
then βj /∈ 3E + b for every j.
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Proof. Assume by contradiction that βj = a1 + a2 + a3 + b, for some j with ai ∈ E. By hypothesis
a2 + a3 + b /∈ Apm(S), then a2 + a3 + b−m ∈ S and, thus, βj −m = a1 + (a2 + a3 + b−m) ∈ E,
that is a contradiction. 
The next theorem shows the importance of the homogeneous property for semigroup ideals.
Theorem 4.4. Let Apm(S) = {δ1, . . . , δm} and Apm(E) = {β1, . . . , βm}. Then, S✶
bE is homo-
geneous if and only if S is homogeneous, E is homogeneous and δi /∈ 2E + b for all i.
Proof. Recall that Ap2m(S ✶
b E) = {2δ1, . . . , 2δm, 2β1 + b, . . . , 2βm + b}. Assume first that S ✶
b
E is homogeneous. If
∑
j rjnj and
∑
k sknk are two representations of δi, then
∑
j rj(2nj) and∑
k sk(2nk) are two representations of 2δi; therefore,
∑
j rj =
∑
k sk since S✶
bE is homogeneous,
and so S is homogeneous as well.
Let
∑
k rknk and
∑
l slnl be two representations of βi − ej . Then, 2βi + b = 2(βi − ej) + 2ej + b
has the two representations
∑
k rk(2nk) + 2ej + b and
∑
l sl(2nl) + 2ej + b. Since 2ej + b is a
minimal generator of S✶bE, the lengths of the representations above are 1 +
∑
k rk and 1+
∑
l sl;
thus,
∑
k rk =
∑
l sl, because S ✶
b E is homogeneous. Moreover, if βi − ej1 =
∑
k rknk and
βi − ej2 =
∑
l slnl, as above we get 2βi + b =
∑
k rk(2nk) + 2ej1 + b =
∑
l sl(2nl) + 2ej2 + b and
again
∑
k rk =
∑
l sl; hence, E is homogeneous.
Now assume by contradiction that δi ∈ 2E + b for some i, i.e. δi =
∑
j rjnj +
∑
k skek + b with∑
k sk ≥ 2; since ek ∈ S, we can assume that
∑
k sk = 2 and, thus, δi =
∑
rjnj + ek1 + ek2 + b.
Therefore, 2δi =
∑
j rj(2nj) + 2ek1 + b + 2ek2 + b and, consequently, 2δi has a representation in
S✶bE of length
∑
j rj + 2; on the other hand, ordS✶bE 2δi = ordS δi ≥
∑
j rj + 3 and this yields a
contradiction.
Conversely, assume that S is homogeneous, E is homogeneous and δi /∈ 2E + b for every i. Let
2δi =
∑
j rj(2nj) +
∑
k sk(2ek + b). Clearly,
∑
k sk has to be even, since b is odd. If
∑
k sk > 0, it
follows that
δi =
∑
j
rjnj +
∑
k
skek +
∑
k sk
2
b
and, since
∑
k sk ≥ 2, we get δi ∈ 2E + b; contradiction. Hence, 2δi =
∑
j rj(2nj). Let
∑
k r
′
k(2nk)
be another representation of 2δi. Then, δi =
∑
j rjnj =
∑
k r
′
knk and, since S is homogeneous, it
follows that
∑
j rj =
∑
k r
′
k.
Now let 2βi+ b =
∑
j rj(2nj)+
∑
k sk(2ek + b). Here
∑
k sk is odd and suppose by contradiction
that
∑
k sk ≥ 3. Then
βi =
∑
j
rjnj +
∑
k
skek +
(
∑
k sk)− 1
2
b
and, thus, βi ∈ 3E + b, that contradicts Lemma 4.3. Therefore, 2βi + b =
∑
j rj(2nj) + 2ek1 + b.
Consequently, if
∑
l r
′
l(2nl) + 2ek2 + b is another representation of 2βi + b, it immediately follows
that
∑
j rj =
∑
l r
′
l, since E is homogeneous. 
The conditions δi /∈ 2E + b are true for b ≫ 0, consequently if S✶
bE is homogeneous for some
b, then S✶bE is always homogeneous for b≫ 0.
Example 4.5. The ideals E1 = {5, 8}+S and E2 = {5}+S of Examples 4.2 are both homogeneous
and S1 = 〈4, 5〉 is homogeneous. The Ape´ry set of S1 is Ap4(S) = {0, 5, 10, 15} and, since 15 is
both in 2E1 +5 and 2E2 +5, it follows that S1✶
5E1 = 〈8, 10, 15, 21〉 and S1✶
5E2 = 〈8, 10, 15〉 are
not homogeneous. On the other hand, the smallest element of 2E1 + b and 2E2 + b is 10 + b, thus,
14 MARCO D’ANNA, RAHELEH JAFARI, AND FRANCESCO STRAZZANTI
if b > 5, the elements of Ap4(S) are neither in 2E1 + b nor in 2E2+ b; it follows that both S1✶
bE1
and S1✶
bE2 are homogeneous for any odd b ∈ S except 5. For instance S1✶
9E1 = 〈8, 10, 23, 29〉
and S1✶
9E2 = 〈8, 10, 23〉 are homogeneous.
On the one hand Theorem 4.4 allows to construct homogeneous numerical semigroups (and, con-
sequently, of homogeneous type), but on the other hand it can be also used to construct semigroups
that are not homogeneous. The following result gives an answer to [19, Question 4.22].
Proposition 4.6. Let S be of homogeneous type. If there exists s ∈ M and an odd integer b ∈ S
such that 2s + b ∈ Apm(S), then S ✶
b E is of homogeneous type and not homogeneous, where
E = {s}+S. Moreover, gr
n
(k[[S✶bE]]) is not complete intersection, provided that gr
m
(k[[S]]) is not
complete intersection.
Proof. Since E is principal, the numerical duplication coincides with a particular case of the so-
called simple gluing and, then, [24, Theorem 5.2] implies that S✶bE is of homogeneous type, but
it is not homogeneous by Theorem 4.4. In the case that gr
m
(k[[S]]) is not complete intersection, the
result follows by Proposition 3.12. 
Examples 4.7. 1. Consider S = 〈6, 7, 10〉. Its defining ideal is (x1x
2
2−x
2
3, x
4
1−x
2
2x3, x
4
2−x
3
1x3) and
the set of the minimal generators is also a standard basis. Since S has embedding dimension three,
it is a numerical semigroup of homogeous type by [19, Theorem 4.5]. Its Ape´ry set with respect to
6 is Ap6(S) = {0, 7, 10, 14, 17, 21} and, then, 3 · 7 ∈ Ap6(S). Therefore, the previous proposition
implies that T = S✶7 〈7〉 = 〈12, 14, 20, 21〉 is of homogeneous type, but T is not homogeneous and
its associated graded ring is not complete intersection. In fact, 63 = 3 · 21 = 3 · 14 + 21 ∈ Ap12(T )
and, according to Macaulay2 [16], the minimal free resolutions of k[[T ]] and its associated ring are
0→ A2 → A5 → A4 → N → 0,
where A = k[[x1, . . . , x4]] and N is either k[[T ]] or grn(k[[T ]]).
2. In the previous example we use [19, Theorem 4.5]: if S has embedding dimension three and
β1(k[[S]]) = β1(grm(k[[S]])), then βi(k[[S]]) = βi(grm(k[[S]])) for all i, i.e. S is of homogeneous type.
This is not true if S has 4 minimal generators; for instance if S = 〈6, 7, 8, 17〉, its defining ideal is
generated by the set {x22 − x1x3, x2x
2
3 − x1x4, x
3
3 − x2x4, x
4
1 − x2x4, x
3
1x2 − x3x4, x
3
1x
2
3 − x
2
4} that is
also a standard basis, but gr
m
(k[[S]]) is not Cohen-Macaulay.
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