Likelihood approaches for large irregularly spaced spatial datasets are often very diffi- 
Introduction
Statisticians are frequently involved in the spatial analysis of huge datasets. In this situation, calculating the likelihood function to estimate the covariance parameters or to obtain the predictive posterior density is very difficult due to computational limitations. Even if we However, if the observations are on a regular complete lattice, then it is possible to compute the likelihood function with fewer calculations using spectral methods (Whittle 1954 , Guyon 1982 , Dahlhaus and Küsch, 1987 , Stein 1995 , 1999 . These spectral methods are based on the likelihood approximation proposed by Whittle (1954) . Whittle's approximation is for Gaussian random fields observed on a regular lattice without missing observations. In practice, very often the data will be irregularly spaced or will not be on a complete regular lattice. For meteorological satellite data, the observations might actually be on a lattice, but due to clouds or other phenomenon there are generally missing values, so we could not use
Whittle's approximation to the likelihood.
Spectral methods for irregular time series have been studied, e.g. by Parzen (1963) , Bloomfield (2000) , Neave (1970) , Clinger and Van Ness (1976), and Priestly (1981, p. 585) , in the context of estimating the periodogram of a time series. However, little research has been done in terms of introducing spatial likelihood approximation methods using spectral tools for irregularly spaced spatial datasets. In a spatial setting it is worth mentioning that the simple likelihood approximation introduced by Vecchia (1988) , which is based on partitioning the data into clusters, and assuming that the clusters are conditionally independent. Pardo-Igúzquiza et al. (1997) wrote a computer program for Vecchia's approximation method. Stein et al. (2004) adapted Vecchia's approach to approximate the restricted likelihood of a Gaussian process. Stein et al. (2004) showed that Vecchia's approximation gives unbiased estimating equations. A similar clustering framework for likelihood approximation was presented by Caragea (2003) , in which the clusters were assumed conditionally inde-pendent after conditioning on the cluster mean. For Markov fields, a coding method for parameter estimation was proposed by Besag (1974) . Besag and Moran (1975) introduced an exact likelihood method for rectangular autonormal processes.
In this paper we present here powerful spectral methods to handle lattice data with missing values and irregularly spaced datasets. We obtain a representation of the approximated likelihood function in the spectral domain to estimate covariance parameters. This approach can be used for estimation and also for Bayesian spatial prediction. We use our method to approximate the likelihood function in the predictive posterior density, and we study the impact of the likelihood approximation on the subsequent Bayesian inference process.
In Section 3, we present an approach to approximate the likelihood for Gaussian lattice processes with missing values. In Section 4, we propose a method to approximate the Gaussian likelihood for irregularly spaced datasets. We finish with a discussion.
Spectral Domain

Spectral Representation of a Stationary Spatial Process
A random field Z in R 2 is called weakly stationary, if it has finite second moments, its mean function is constant and it possesses an autocovariance function C, such that C(x − y) = cov{Z(x), Z(y)}. If Z is a weakly stationary random field with autocovariance C, then we can represent the process in the form of the following Fourier-Stieltjes integral:
where Y are random functions with uncorrelated increments, (see Yaglom (1987) , Cramér and Leadbetter (1967) for example). The representation of a stationary random process Z(x), for x ∈ R 2 , in the form of the integral (1), is called the spectral representation of Z(x), and Y (ω), with ω ∈ R 2 , is called the spectral process associated to Z. The spectral representation describes the harmonic analysis of a general stationary process Z(x), i.e. its representation in a form of a superposition of harmonic oscillations. Using the spectral representation of Z and proceeding formally,
where the function F is a nonnegative finite measure and is called the spectral measure or spectrum for Z. The spectral measure F is the mean square value of the process Y ,
If F has a density with respect to Lebesgue measure, this density is the spectral density, f , which is the Fourier transform of the autocovariance function:
We study now parametric models for the spectral density f . A class of practical variograms and autocovariance functions for continuous stationary processes Z can be obtained from the Matérn class (Matérn, 1960) of spectral densities
with parameters ν > 0, α > 0 and φ > 0, where d is the dimensionality of Z. Here, the vector of covariance parameters is θ = (φ, ν, α). The parameter α −1 can be interpreted as the autocorrelation range. The parameter ν measures the degree of smoothness of the process Z, in that the higher the value of ν the smoother Z would be, and φ is proportional to the the variance σ 2 times α 2ν . The corresponding covariance function for the Matérn class is given in (23) with a different parameterization. For further discussion about the Matérn class see Stein (1999, pp. 48-51) .
If Z is observed only at uniformly spaced spatial locations ∆ units apart, the spectrum of observations of the sample sequence Z(∆x), for x ∈ Z 2 , is concentrated within the finite frequency band −π/∆ ≤ ω < π/∆ (aliasing phenomenon).
The spectral density f ∆ of the process on the lattice can be written in terms of the spectral density f of the continuous process Z as
Periodogram
We estimate the spectral density of a lattice process, observed on a grid (n 1 × n 2 ), where N = n 1 n 2 , with the the periodogram,
We compute (5) for ω in the set of Fourier frequencies 2πf /n where f /n =
, and f ∈ J N , for
We define a spectral window,
for ω = (ω 1 , ω 2 ) = 2πf /n and f ∈ J N \{0}, and have
where f ∆ (ω) is the spectral density of the process on the integer lattice. As n 1 and n 2 increase, W places more mass near the origin, (0, 0), so that if the spectral density f ∆ () is smooth in a neighborhood of ω, then I N (ω) will be approximately an unbiased estimate for f ∆ (ω). However, the side lobes of W can lead to substantial bias in I N (ω) as an estimator of f ∆ (ω), since they allow the value of f ∆ () at frequencies far from ω to contribute to the expected value. This phenomenon is called leakage. Tapering is a technique that effectively reduces the side lobes associated with the spectral window, to prevent the leakage from far away frequencies that could have quite a lot of power. We form the product h(s)Z(s, t) for each value of s = (s 1 , s 2 ), where {h(s)} is a suitable sequence of real-valued constants called a data taper. The traditional tapers used for two dimensional data are the tensor product of two one-dimensional data tapers:
where j = (j 1 , j 2 ), 1 ≤ j 1 ≤ n 1 and 1 ≤ j 2 ≤ n 2 .
For instance, h 1 () could be a m-cosine taper (Dahlhaus and Künsch, 1987) , where 1 ≤
We define h 2 () in a similar way, and we form the product of the two data tapers to obtain, h M (), the multiplicative data taper for two dimensional data.
Likelihood function
For large datasets, calculating the determinants that we have in the likelihood function can be often infeasible. Spectral methods could be used to approximate the likelihood and obtain the maximum likelihood estimates (MLE) of the covariance parameters: θ = (θ 1 , . . . , θ r ).
Spectral methods to approximate the spatial likelihood have been used by Whittle 1954 , Guyon 1982 , Dahlhaus and Küsch, 1987 , and Stein 1995 , 1999 , among others. These spectral methods are based on Whittle's (1954) approximation to the Gaussian negative log likelihood:
where the sum is evaluated at the Fourier frequencies, I N is the periodogram and f is the spectral density of the lattice process. The approximated likelihood can be calculated very efficiently by using the fast Fourier transform. This approximation requires only O(Nlog 2 N )
operations. Simulation studies conducted by the author seem to indicate that N needs to be at least 100 to get good estimated MLE parameters using Whittle's approximation.
The asymptotic covariance matrix of the MLE estimates of θ 1 , . . . , θ r is
this is much easier to compute than the inverse of the Fisher information matrix. Guyon (1982) proved that when the periodogram is used to approximate the spectral density in the Whittle likelihood function, the periodogram bias contributes a non-negligible component to the mean squared error (mse) of the parameter estimates for 2-dimensional processes, and for 3-dimensions this bias dominates the mse. Thus, the MLE parameters of the covariance function based on the Whittle likelihood are only efficient in one dimension, but not in two and higher dimensional problems. Though, they are consistent and asymptotically normal. Guyon demonstrated that this problem can be solved by using a different version of the periodogram, an "unbiased peridogram", which is the discrete Fourier transform of an unbiased version of the sample covariance. Dahlhaus and Künsch (1987) demonstrated that tapering also solves this problem.
Incomplete lattices
In this Section we introduce spectral methods to approximate the likelihood for spatial processes observed on incomplete lattices. We propose an estimated spectral density for the process of interest on the incomplete lattice. We study the asymptotic properties of the estimated spectrum and the potential impact of this approximation on the likelihood approximation, and on the prediction and inference made for spatial data.
Consider Z a lattice process with spectral density f Z . We assume Z is a weakly stationary real-valued Gaussian process having mean zero and finite moments. The process Z is defined on a rectangle P N = {1, . . . , n 1 } × {1, . . . , n 2 } of sample size N = n 1 n 2 .
The covariance c of the process Z satisfies the following condition:
where c(x) = cov{Z(x + y), Z(y)}, and x denotes the l 2 -norm of a vector x = (x 1 , x 2 ) on the 2-dimensional integer lattice. Thus, the spectral density of Z exits and has uniformly bounded first derivatives.
The process Z is not directly observed. Rather we observe Y , an amplitude modulated version of Z for the observations on the grid, we write
where x/n = (x 1 /n 1 , x 2 /n 2 ).
The function g satisfies the following condition:
is bounded in u, for any u in the 2-dimensional integer lattice, it is of bounded variation and vanishes for u outside a bounded domain A.
The results in this paper hold for general g functions satisfying [a.2], but without lost of generality in the remainder of this paper we consider g defined as: As an example, consider the simulated image in Figure 1 , the circles represent the locations where we have missing values. The process Z of interest is not observed at those locations. Our filter function g would be zero at those locations and 1 everywhere else.
We propose the following estimate of the spectral density of Z, 
This result is obtained by using (3.12) in Brillinger (1970) , sinceĨ Z (ω) is the periodogram of a tapered version of Z.
Sharp changes in g make its Fourier transform and the squared modulus of its Fourier transform exhibit side lobes. The scatter associated with a large number of missing values
creates very large side lobes in (12). Even if asymptotically the bias is negligible by (13), it could have some impact for small samples.
We obtain now the asymptotic variance forĨ Z ,
This can be proven by applying Theorem 5.2.8 in Brillinger (1981) 
The quantity multiplying f Z in the expression (14) for the asymptotic variance is greater than 1 when we have missing values, and it is 1 when there are no missing values. Thus, a large number of missing values would increase the variance of the estimated spectrum.
We use now the estimated spectrumĨ Z to approximate the likelihood of the spatial process Z (zero mean). By proposition 1 in Guyon (1982) , the estimated negative loglikelihood turns to be
which (as N → ∞) converges to the exact negative log-likelihood of Z (up to a constant),
We have
where P θ is a prior distribution for θ. L Z requires only O(Nlog 2 N ) operations. And by Guyon (1982, propositions 3 and 4) , under assymptions b.1 and b.2 for f Z (see Appendix 3), our approximate maximum likelihood estimate (mle) is consistent and asymptotically normal.
Simulation study for incomplete lattices
To understand the performance with finite samples of our estimated likelihood function on an incomplete lattice, we conducted several simulation studies. We simulated a spatial lattice (15× 15), with 15% missing values. The location of the missing values are represented by circles in Figure 1 . The simulated process of interest is a stationary Gaussian spatial process with an exponential covariance function C,
the sill parameter (σ) is 2, and the range (ρ) 3. We calculatedĨ Z (with g being an indicator function), and obtained the approximated likelihood function. Figure 2 shows a contourplot for the scaled log-likelihood function of the range and sill parameters using the spectral approach introduced here (g is an indicator function, i.e. using zeros to fill in for the missing values). The log-likelihood has been separately rescaled so that is 0 at its maximum to make comparisons easier. Figure 2 compares the exact log-likelihood for the incomplete lattice to the approximated log-likelihood using the approach presented here. With the filling-in approach, we tend to be a bit overoptimistic for the sill parameter. But, overall the estimated pseudo-MLEs for the sill and range are practically the same for the exact and approximate likelihood functions and are right on target ( Figure 2 ). When datasets had more than 20% missing values these results did not hold any longer.
We also studied the impact of this approximation on the Bayesian inference made about the data using the approach presented here to approximate the likelihood, Figure 3 shows the predictive posterior distributions (ppd) at the locations where we have missing values.
The prior for the range is a uniform distribution on the interval [0, 20] , and the prior for the sill is
The true value is represented in Figure 3 Figure   5 we have the true values of the simulated spatial process at the locations where we have the circles, versus the mean of the ppd using the exact likelihood and using the approximated likelihood for incomplete lattices introduced here. There is no appreciable difference in the center (mean) of the ppd. Assume Z is a continuous Gaussian spatial process of interest, observed at M irregularly spaced locations, and f Z is the stationary spectral density of Z. We define a process Y at location x as the integral of Z in a block of area ∆ 2 centered at x,
where for u = (u 1 , u 2 ) we have,
Then, Y is also a stationary process with spectral density f Y given by:
where ω = (ω 1 , ω 2 ) and
For small values of ∆, f Y (ω) is approximately f Z (ω), since we have:
By (16), Y (x) can be treated as a continuous spatial process defined for all x ∈ D. But, here we consider the process Y only on a lattice (n 1 × n 2 ) of sample size N = n 1 n 2 (i.e. the values of x in (16) are the centroids of the N grid cells in the lattice, where the spacing is ∆ between neighboring sites (see Figure 6) ). Then, we have that the spectral density of the In practice, we truncate the sum in (17) after 2N terms; The justification for this can be found in appendix A.1.
The idea is to apply Whittle likelihood to f ∆,Y , written in terms of f Z . Therefore, we can obtain the MLE for the covariance/spectral density parameters of Z by writing the likelihood of the process Y . It might help the reader to interpret this key idea in the spatial domain rather than the spectral domain.
• Basic idea: interpretation in the spatial domain.
The covariance for the block averages (the lattice process Y ) is defined as
where C θ (u − v) is the covariance for the continuous underlying process Z, and θ are the covariance parameters. The continuous process Z is defined in terms of a pointwise covariance C θ (h), but we then use the previous expression to derive the covariances of the block averages Y (x i ), i = 1, . . . , N, in terms of the pointwise covariance C θ . The pointwise covariance is then used to define a likelihood function for the parameters of the covariance function for the process Z in terms of the likelihood function of
To calculate the likelihood of Y , we first need to estimate f ∆,Y . With that purpose in mind we define Y N as,
where for x = (x 1 , x 2 ),
and the cardinal of this set is |J x | = n x . For locations x, such that n x = 0, the value of
As the observations become more dense, the covariance of Y N converges to the covariance of Y, see Appendix (A.1). However, the approximation of Y N to Y is lease reliable in grid cells with very few observations. Thus, we apply a data taper to Y N that gives less weight to grid cells with less observations. We define g 1 (x) = n x /n, with n being the mean of the n x values. This g 1 function plays a similar role to the g weight function (11) in the incomplete grid scenario.
We define I g 1 Y N (ω) to be the periodogram for the tappered process g 1 (x)Y N (x),
where 
The proof of this result is included in the Appendix (Theorem 1).
Thus, as long as
converges to
The order of convergence (in the sense of (15) 
Simulation study for irregularly spaced datasets
To understand the performance of the proposed likelihood approximation for an irregularly spaced dataset, we simulated 1000 observations of a Gaussian spatial process with a stationary exponential covariance (range=.25 and sill =1). We grided the observations in a 10×
10 lattice, and we obtained an average of 10 observations per grid. Figure 6 shows the grid.
We want to emphasize the fact that in our approach we do not estimate the parameters of 
Modified version of the approximated likelihood function
The approach presented in this Section to approximate the spatial likelihood for irregularly spaced datasets (see expression (21)) performs well when there is no nugget effect (measure-ment error). But, we could improve the estimation of the nugget and also the smoothness parameter (that explains the degree of differentiability of Z, see Stein (1999) ) by adding to the likelihood function of Y information about the behavior of the process Z(s i ) within grid cells.
Thus, we randomly choose m blocks (no more than 10%-15% of the blocks) and treat them as if n x i = 0 (i.e. we give them weight zero). We do not use the information from these m blocks in L Y , the negative log-likelihood for Y .
Then, we add to the negative log-likelihood, L Y , the negative log-likelihood of each one of the m blocks (treating the blocks as independent):
where Z j is a vector with the n x j observations within block j, and Σ j is the covariance within the block written in terms of C θ (h) (covariance of Z). The calculation of (22) 
Simulation study for irregular datasets
With the purpose of understanding the performance of the proposed likelihood approximation method with finite samples we present here several simulation studies. In our spatial approximated negative log-likelihood (22) we add a correction term with information within blocks. It is important to understand and study the impact on the pseudo-MLE parameters by choosing different number of blocks for the correction term.
We start by simulating 1000 observations from a Gaussian spatial process with a stationary Matérn covariance (nugget= .25, range=.25, smoothness parameter =3, and partial sill =1): , we get the exponential covariance function. In the limit as ν → ∞ we get the Gaussian covariance.
We gridded the observations in a 10× 10 lattice (as in Figure 6 ). The gridded process does not capture the microscale variation and estimates the nugget as zero. This still remains a problem when we write the block covariance (or the corresponding spectrum) in terms of the point-covariance parameters of the continuous underlying process Z.
The following results show the improvement in the nugget estimation by adding to the negative log-likelihood of the gridded process, L Y in (21), the information within blocks (using 10 blocks, randomly selected) using expression (22). In Table 1 , the nugget is estimated as 0 using the gridded process, and it is estimated to be .3 (with standard error .23) using expression (22). Regarding the smoothness parameter, which is always very difficult to estimate, the exact MLE is .7. We estimate this parameter to be 5 using the information within the 10 blocks. We should note that the spectral likelihood method for the gridded process (L Y ) seems to provided good estimates for the range parameter, the partial sill parameter and their standard errors (s.e.). The standard errors are obtained using expression (9 We study now the impact on the approximated MLE parameters of the number of blocks used in the correction term in (22). In the next simulations we calculate the likelihood varying the two parameters of interest, the number of total blocks, N , and also m, the number of blocks used for the correction term. We considered N (number of blocks) to be 25 (corresponds to a 5 × 5 grid), 100 (10 × 10), 225 (15 × 15) and 400 (20 × 20) . And in each case m represented 5% of blocks, 10% of blocks and 20% of blocks.
We simulated 1000 observations of a Gaussian spatial process with a stationary Matérn covariance (smoothness parameter =3, range =.25, sill =1) and we added a measurement error term (nugget =.25). Table 2 shows the different designs used in our simulation study varying N and m. When N was 25, each block had approximately 40 observations, versus only 2 when N was 400.
# of Blocks N=25 N=100 N=225 N=400 5% 1 (40) 5 (10) 11 (4) 20 (2) 10% 2 (40) 10 (10) 22 (4) 40 (2) 15% 3 (40) 20 (10) 44 (4) 80 (2) Table 2. Number of blocks used for the correction term in the spectral likelihood, in parenthesis
we have an average of the number of points in each block.
We present in Table 3 the approximated MLE for the nugget parameter using the 12 different designs introduced in Table 2 . In parenthesis we show the estimated s. In Table 4 we study the impact of N and m on the approximated MLE for the smoothness parameter. This parameter is always very difficult to estimate. It seems that is important to have a large enough number of observations within blocks to estimate this parameter, the designs with 10 and 40 observations within block seem to perform better. The results do not appear to be very sensitive to the value of m. N seems to play a more relevant role than m.
Smoothness N=25 N=100 N=225 N=400 m=5% 4.7 (5) 5 (4.2) 6 (4) 0.1 (9) m=10% 3 (4.1) 4.7 (3.2) 1 ( 2) 0.8 (4) m=15% 3.3 (3.8) 3.9 (3.4) 2 (3) 5 (2) In Table 6 we present the results for the range parameter. This parameter is not very well estimated when N is less than 100, also the variability associated to the nugget is larger for designs with N less than 100. The designs with 10 or 4 observations per block seem to perform better and the results in that setting do not seem to be so sensitive to the value of m. As another way to compare the different designs, we calculate the mean relative absolute error (MRAE), defined as
Range
where i is the index for the different covariance parameters (a total of 4). Table 7 . Mean of the relative absolute error for each design.
Overall, it seems that we need to have at least 100 blocks, and the number of observations within each block should be around 10 (not less than 4). Using 10% or 15% of blocks for the correction term would be our recommendation, less than 10% does not seem to be enough.
Comparisons to other likelihood approaches for continuous spatial processes
In this Section we compare our spectral method to approximate the likelihood of a continuous Gaussian spatial processes to other know approaches proposed by Vecchia (1988) and Stein et al. (2004) . Vecchia (1988) proposed a simple approximation to the likelihood function for spatial processes by writing the probability density function as a product of conditional densitites.
If p denotes the density function, assume Z = (Z(x 1 ), . . . , Z(x n )) are the observed values of the process, then we denote the joint density p(z; θ), where θ are the unknown covariance parameters. We partition Z into k subvectors Z 1 , . . . , Z k , and we define
Thus, we have
Vecchia proposed to condition not on all components of z (i−1) to calculate p(z (i) |z (i−1) ; θ), but only of the nearest neighbors, thus,
where s (i−1) is a subset of z (i−1) . Vecchia only considered prediction vectors z (i) of length 1.
In a recent paper by Stein et al. (2004) , the authors propose a method to reduce the computation of Vecchia (1988) approach and improve the efficiency of the estimated parameters, by considering prediction vectors of longer length and conditioning sets s (i−1) that include not only the nearest neighbors but some rather distant observations from the prediction vectors.
One of the key contributions of Stein et al (2004) is the significant improvement obtained by adding in the conditioning set some other observations, rather than just the nearest neighbors, and also the reduction of the computational effort by using prediction vectors of length greater than 1. There is quite a lot of latitude about how one would select the prediction and conditioning sets. In our simulation study we use a design that seems to perform very well based on the results presented by Stein et al (2004) .
We simulated 1000 irregularly spaced observations of a spatial Gaussian process. We gridded the data in 100 blocks. Each block (prediction set) had approximately 10 observations. All the observations were separated by at least a distance of 0.5 (to avoid numerical difficulties). This setting is similar to the one presented by Stein et al. (2004) . The conditioning sets were of size 20, and following the recommendation given by Stein et al. we selected 50% of those as nearest neighbors. This design is the one that would minimize the computationally effort using Stein et al. (2004) method, and also based on the simulations presented by Stein et al. (2004) seems to be a good choice to obtain more reliable estimated covariance parameters. The simulations presented by Stein et al. (2004) are based on an exponential model without nugget, and a power model with nugget. Here we study the exponential model but we also examine a more general model, the Matérn model with a smoothness parameter and a nugget effect. To calculate our approximated spectral likelihood we used the same 1000 observations gridded in 100 blocks, having 10% of the blocks for the correction term.
We used the computer code provided by Pardo-Igúzquiza and Dowd (1997) to calculate Vecchia (1988) approximated likelihood, with a conditioning set of size 20. We present the results in Table 8 . Our results are consistent with to the ones in Stein et al (2004) , having some observations in the conditioning set that are not the nearest neighbors it does improve the performance of the approximated likelihood method. If in the conditioning sets of size 20 we select 10 observations that are not nearest neighbors, but instead they are among the "past" observations (and we use prediction sets of size 10), then we are able to reduce the MRAE from 0.45 to 0.34.
The estimated range parameter of an exponential covariance (Table 8) The results obtained using Stein et al (2004) approach are very similar to the ones obtained using the spectral method, at least in terms of estimating the range and sill parameter.
The MRAE was 0.34 for the spectral method and slightly larger for Stein et al (2004) method (0.40) . However, if we consider the ratio of the sill to range, which is the important parameter for interpolation (Stein, 1999) , then Stein et al (2004) approach has a much better performance. The truth is 4, the exact likelihood gives a value of 4, and Stein et al (2004) method gives also a value of 4 (Table 8 ).
In Figure 8 we have the estimated semivariogram using Stein et al (2004) and using the spectral method. In terms of capturing the behavior at very short distances, Stein et al (2004) method performs much better. The performance obtained with Vecchia (1988) approach at short distances is very poor.
Sill Range Sill/Range MRAE We implemented the likelihood approximation approach proposed by Stein et al (2004) using the previous design (conditioning sets of size 20 and prediction sets of size 10), but having a Matérn covariance (as in Tables 3-7) . We present here also results using the exact likelihood. We simulated the same setting 50 times. We present in Table 9 Table 9 . Estimated covariance parameters, the values in parenthesis are standard errors.
In terms of computational considerations, Stein et al (2004) indicate that to minimize the computational effort of the approach they propose, the size of the conditioning sets (c) should be twice the size of the prediction sets (d). Thus, in our setting with 100 blocks and prediction sets of 10 observations, if the conditioning sets are chosen to be of size 20, with 10 nearest neighbors among these 20. Then, the number of floating point operations (flops) that are needed to calculate the likelihood approximation proposed by Stein et al (2004) is 9 * 10 5 .
To compare the efficiency of choosing the prediction sets with more than one observation to prediction sets of size 1 as proposed by Vecchia (1988) , consider now d = 1 and c = 20
(versus d = 10 and c = 20). The flops needed are 3 * 10 6 . Thus, the design suggested by Vecchia (1988) requires about 3 times the computation of the approach suggested Stein et al (2004) . Our approach has a clear advantage in terms of computational effort, with our approach we need approximately only 10 4 flops (see Section 4.2).
Discussion
In this paper we introduce likelihood approximation methods for lattice data with missing values and for irregularly spaced datasets. We use a spectral framework that offers enormous computational benefits. There are other alternative spectral approaches for irregularly sampled processes that are more computationally expensive:
• a spectral likelihood based on a periodogram for irregularly sampled processes obtained using generalized prolate spheroidal sequences (Bronez, 1988) ,
• the EM algorithm (Dempster, Laird, and Rubin 1977) , which is a very well-known technique to find maximum likelihood estimates in parametric models with incomplete data. In the EM algorithm, we could first impute the values of the process at the locations in the grid where we have no data and then calculate the complete-data likelihood using spectral methods. We would need to iterate through these two steps.
The spectral likelihood approach presented here is attractive because of its simplicity and because it is very computationally efficient and fast compared to any other known likelihood approximation method for spatial data that gives consistent estimates.
The weight function g introduced here to handle incomplete lattices could have more sophisticated structures than the one used in this paper. (18), rather than an amplitude modulated process.
In terms of calculating the likelihood for lattice processes, note that if we use a correlation function on the lattice rather than a continuous one, e.g. the Matérn and some other suggested in this paper. Then, there are other approaches to approximate the likelihood (e.g. Besag and Moran (1975) , Rue (2001) , Rue and Tjerlmeland (2002) ) that can be evaluated using only O(n 3/2 ) flops or O(n 3/2 logn) depending on the setup, rather than O(n 3 ) using a continuous covariance. For a review of all these approximation techniques on the lattice, we recommend the new book by Rue and Held (2005, chapter 5 ).
Appendix
A.1
Truncation of f ∆,Y :
Let us assume that for large frequencies (as |ω| → ∞) the spectral density of a continuos spatial process Z satisfies:
The spectral density models generally used for continuous spatial processes (i.e. 
where
We also have,
Therefore, the order of convergence to zero of the residual term in (2) is faster than and n x i is the number of observations of the process Z in the grid cell i. We assume the locations of the n x i observations within each grid cell i form a spatially random or regular pattern.
We have, uniformly in x 1 , x 2 . This is a uniform convergence, because C is a uniformly bounded function, since we assume that the variance of Z is finite.
Proof of Theorem 1:
Thus, since
we have,
where I All classical spectral density models satisfy these two conditions.
Theorem 2:
Assume Guyon (1982) . In which the convergence of the spectral Whittle likelihood function for a tapered process g 1 Y, to the exact likelihood of Y is proven. We obtain that (6) holds and the order is N 1/2 .
