ESTIMATING SEASONALITY IN THE
MEAN AND VARIANCE
by Satheesh Aradhyula and Russell Tronstad*

M

OST ECONOMIC TIME SERIES EXHIBIT

seasonal variation or cyclical
patterns. Recent literature argues that seasonality should be explicitly
accounted for, perhaps by including seasonal dummy variables in the
model (Davidson and MacKinnon 1993). This model-based approach to seasonality
and cyclical patterns has become more appealing as problems with using seasonally
adjusted data continue to surface (e.g., Ghysels 1988, 1990; Ghysels and Perron 1993;
Hylleberg 1986; Jaeger and Kunst 1990; Sims 1974, 1993; and Wallis 1974).
Much of the literature on model-based seasonal adjustment has employed models
with constant variances. The vast literature on auto-regressive conditional heteroskedasticity (ARCH) and generalized ARCH models, however, clearly documents that
conditional variances are frequently time-varying. Recent surveys of the extensive
literature include Bollerslev, Chou and Kroner (1992), Bera and Higgins (1993), and
Bollerslev, Engle, and Nelson (1994). Given that the mean process associated with
some series exhibits seasonality, it is very likely that the variance of a series will also
demonstrate some form of seasonality. For example, prices for many agricultural
commodities tend to be more volatile during the growing season than other periods of
the year (Goodwin 1994). As noted by Burridge and Wallis (1992), the assumption
that the autocovariance structure does not vary with the season while the conditional
mean does is unduly restrictive.
Aside from econometric issues, there are, as well, practical reasons for caring
about seasonality. For example, several extension articles address seasonality of the
mean and variance of prices for agricultural commodities (see, e.g., Jones, Mintert,
and Albright 1997, Flaskerud and Johnson 2000, Tierney, Waller, and Amosson 1999,
Trapp 1995, and Ward, Williams, and Bliss 1989). The demand for this seasonal price
information by agricultural producers suggests that they find this information
valuable in making their production, marketing, and risk management decisions. But
as we demonstrate below, traditional methods that have been used to estimate
seasonality may lead to inappropriate results, especially with respect to the seasonal
variance of price information.
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Considering the above, a key objective of this chapter is to simultaneously
estimate seasonality in the conditional means, variances, and covariances of alfalfa
hay prices from a local market. We accomplish this by using a “static” framework.
Specifically, multivariate ARCH processes are used to model seasonality in conditional variances and covariances. Seasonality is structured to be “static” so that random shocks are purged from the estimated seasonality and known seasonal
components do not have an infinite memory. Multivariate ARCH models provide a
natural framework to construe seasonality of conditional variances and covariances
and they provide a framework to formally test for the presence of seasonality. To our
knowledge, this is the first attempt to formally model seasonality in the conditional
means, variances, and covariances of a time-series data set in this manner. A fairly
recent issue of the Journal of Econometrics was devoted entirely to seasonality, but
no articles addressed seasonality of conditional variances or the “static” seasonality
framework.

Hay as a Commodity

A

S ALREADY INDICATED, OUR MODEL IS APPLIED

to a local alfalfa market.
Hay is an important crop for the United States, with a farm value of $12.3
billion in 2003, second only to corn and soybeans. The 63.3 million acres of all hay
harvested in the United States comes close to rivaling the acreage of corn and soybeans, as described in Figure 1. Yet relatively little market research has been conducted for alfalfa relative to other major field crops such as corn, cotton, soybeans,
and wheat. This is largely due to the local and seasonal nature of supply and demand
factors that determine alfalfa prices.
The bulky nature of alfalfa makes it difficult to transport from one region to
another. To illustrate this bulkiness, corn was 3.95 times more valuable than alfalfa on
a volume basis for 2003, yet alfalfa sold for a little more than corn by weight, 4.65
versus 4.37 cents per pound. Using representative shipping costs as described in Table
1, the ground shipping distance needed to equal the average U.S. farm price for
alfalfa, wheat, corn, soybeans, and cotton equals 929, 3,655, 2,673, 7,909, and 12,760
miles, respectively. These shipping distances also correlate with the amount of U.S.
production of these commodities that is exported. For example, around 70 percent of
the U.S. cotton crop was exported last year, while less than 20 percent of the corn
crop and around one percent of the U.S. hay crop, including meal and cubes, was
exported. The Economic Research Service of the U.S. Department of Agriculture
estimates that about 70 percent of hay production is consumed on farms and ranches
where it is grown (Shields and Baker 1996). But this number has declined from
around 80 percent in the late 1970s. Niche markets that service large dairies and
pleasure horse owners have contributed to the increase in utilizing hay away from the
farm where it was produced.
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Figure 1. Value and Acreage of Selected Field Crops in the United States, 2003
Source: U.S. Department of Agriculture (2004).

Table 1. Relative Values and Ground Shipping Costs of Selected Commodities,
2003
U.S. average farm price (2003)

Alfalfa

Wheat

Corn

Soybeans

Cotton

$92.90/ton

$3.35/bu.

$2.45/bu.

$7.25/bu.

63.8 ¢/lb.

Relative Values
by weight (¢/lb)

4.65

5.58

4.37

12.08

63.8

by volume ($/ft3)

0.58

3.13

2.29

6.78

18.77

ground miles

929

3,655

2,673

7,909

12,760

shipping method

truck

rail

rail

rail

truck

Shipping distance to equal farm
value of commoditya

a

Rail shipping cost of $1.65/bu. for each 1,800 miles transported. Truck shipping cost of $2.50 per
loaded mile for a 50,000 lb. truck load.

To reinforce that hay is largely a local market, Figure 2 displays how average hay
prices can vary threefold between different states. For example, in 2003 the average
farm price received for all hay in Mississippi was only $42.5/ton, while in Maryland
it was $150/ton. This extreme variation in price between different states highlights the
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Figure 2. Average State Hay Prices Relative to Their Dairy/Feedlot Cattle
Numbers
Source: U.S. Department of Agriculture (2005).

difficulty of shipping hay from a “surplus” to a “deficit” region. But a large portion of
the price variation between states is also related to quality differences. That is, states
with high dairy-to-feedlot cattle ratios (e.g., northeastern states) produce a larger
percentage of high quality alfalfa than do states like Nebraska, where many large
feedlots reside. Like hay, corn prices are also higher for states with relatively large
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dairy to feedlot cattle numbers. However, the slope of this estimated relationship is
200 times less for corn than for alfalfa (.061 versus 12.205), as described in Figure 3.
The relatively narrow range in corn prices across state lines, varying from $2.25 to
$3.20, also reflects that corn can be transported much more easily than hay and that it
is also a more homogenous quality feed product.
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Most economic time series exhibit seasonal variation or cyclical patterns, and
alfalfa prices are no exception. Alfalfa supplies reach their peak at the end of the
summer harvest season, while demand for livestock feeding is greatest during the
winter months. These combined seasonal supply and demand factors result in seasonal
alfalfa price patterns (Bliss and Ward 1989). In addition, the time lag associated with
bringing alfalfa into full production, the localized nature of alfalfa markets, and
uncertainties surrounding quality degradation from hay placed in storage make alfalfa
prices richer in seasonality than most commodities. Because of these uncertainties
and the inherent seasonality, risk management and market timing decisions for alfalfa
producers depend on accurate seasonal mean and variance information of prices. Furthermore, an agricultural commodity that is actively traded in the global marketplace
may have complexities associated with freer trade policies and globalization in recent
years that confound the estimation of seasonal patterns. For these reasons, alfalfa is a
desirable commodity to use for analyzing seasonal effects in mean and variances of
prices.

Modeling and Data Considerations

T

O ANALYZE BOTH QUALITY AND SEASONAL FACTORS

for a local hay market,
we collected prices from the Arizona Alfalfa Market Report for Yuma County,
Arizona, for the three alfalfa qualities reported: “high,” “low,” and “off-grade.” Prices
from July 4, 1983, through May 18, 2004, are analyzed. Because the report switched
from a weekly to a biweekly frequency after November 7, 1993, weekly prices were
converted into biweekly prices by using the mid-point between biweekly high and
low prices. An identical strategy was also used if a price range was reported for a
given quality in a biweekly report. The time period considered includes 544 two-week
periods, or almost 22 years of data. Reported hay prices were deflated by the monthly
Producer Price Index, all commodities, agriculture (U.S. Department of Labor 2005).
Hay prices are reported in dollars/roadside ton. Harvest of alfalfa hay in Yuma
County begins around the end of February and continues until mid-November.
Growers in Yuma County harvest 10-12 cuttings of alfalfa each year, with an annual
yield of 8.85 tons/acre (average 2001–2003 yields). The first and latter cuttings of the
year are light in yield, often less than .5 tons/acre. But these cuttings offer some of the
highest protein for the year, so this hay usually commands a premium from dairies.
“Low quality” alfalfa primarily goes to feedlots in the area or to retail livestock feed
stores. “Off-grade” alfalfa has more weeds and grasses than the “high” or “low”
quality grades, and could be discolored some from rainfall.
Figure 4 graphically portrays the inflation-adjusted or real biweekly prices for the
period considered. Two features are clearly revealed by this chart. First, prices have a
very systematic seasonal pattern. The number of years considered can be determined
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Figure 4. Biweekly Real Alfalfa Prices, July 4, 1983, through May 18, 2004,
Yuma County, Arizona
by simply counting the number of peaks (troughs) in prices. Second, all three hay
qualities tend to move in tandem, so that an estimation procedure needs to jointly
consider all three qualities. For these reasons, alfalfa prices were jointly modeled for
the three hay qualities as
k

(1  ¦ J ij Lj )(1  L)( Pit  Sitp ) eit , i 1, 2,3 ,

(1)

j 1

where Pit is the price of alfalfa for quality i in week t, L is the backshift or lag
operator, Jij are coefficients associated with lagged price differences, Sitp is
seasonality of the mean price associated with quality i (“high,” “low,” and “offgrade”), and eit is the error term.
In equation (1), seasonality was modeled as a polynomial function, that is,
Sitp

ai1wt  ai 2 wt2  ai 3 wt3  ...  aiq wtq ,

where
q

¦ aij
j 1

q

0, and

¦ jaij
j 2

0,

i 1, 2,3 ,

(2)
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and where wt is defined as the calendar bi-week of the year divided by 26, aij are
unknown parameters, and q is the order of the polynomial. In equation (2), wt is a
time index that cycles between 0 and 1. Moreover, in order for the seasonality cycles
to be continuous, the parameters in (2) need to satisfy the condition Sip (0) Sip (1) or
q
¦ j 1 aij 0 . In addition, parameters should also satisfy conditions so that seasonality
is smooth or the slope at Sip (0) equals the slope of Sip (1) (i.e., Sip '(0) Sip '(1) or
q
¦ j 2 jaij 0 ).
In contrast to the specification in equation (1), seasonality in time-series is often
modeled as
k

(1  ¦ Jij Lj )(1  L) Pit

eit  Sitp

(3)

j 1

(see, e.g., Engle 1992), where variables are as defined above.1 Under this
specification, seasonality effects are “dynamic” in the sense that the effect of
seasonality in period j is carried through to subsequent periods by the lag structure.
Additionally, if the series is differenced, as in (3), the process has infinite memory for
seasonality effects. Because seasonal effects are not random, it is difficult to imagine
that they should have infinite memory. In contrast, the model for seasonality proposed
in equation (1) is similar to the model proposed by LaFrance and Burt (1983) for
“purging the effects of a weather variable from dynamic aspects of supply response.”
In the “dynamic” model it is difficult to determine what are purely seasonal versus
price effects in long-term price patterns due to the joint influences of Sitp and lagged
prices. Seasonality effects are structured to be purely “static” in equation (1), while
they are “dynamic” in equation (3).
The innovations in equation (1) are assumed to follow a multivariate ARCH
process. Several parameterizations have been suggested to specify the conditional
variance-covariance matrix Ht in an ARCH process. These include a linear diagonal
model in Bollerslev, Engle, and Wooldridge (1988), the latent factor ARCH model in
Diebold and Nerlove (1989), the positive semi-definite model by Baillie and Myers
(1991), the full vech specification by Moschini and Aradhyula (1993), and the
constant conditional correlations model by Bollerslev (1990). We focus on the latter
because it represents a major reduction in computational complexity. Bollerslev’s
model allows for time-varying conditional variances and covariances, but assumes
constant conditional correlations.
1

In the seasonality polynomial of the “dynamic formulation” Sitp ai 0  ai1 wt  ai 2 wt2  ai 3 wt3  
q
q
q
 aiq wtq , and the constraints of ¦ j 1 aij 0 , ¦ j 2 jaij 0 , and ¦ j 1 aij j  1 0 were imposed for
continuity, smoothness, and elimination of any drift to seasonality (i.e., area under seasonality function
sums to zero over the year), respectively.
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Allowing for seasonality, the conditional variances and covariances under
multivariate ARCH are then specified as
ª§ 0 ·
º
«¨ ¸
»
et | :t 1 ~ t «¨ 0 ¸ , Ht » ,
«¬¨© 0 ¸¹
»¼

ª h11t
«h
« 21t
«¬ h31t

Ht

h12t
h22t
h32t

h13t º
h23t »»
h33t »¼

(4)

m

hiit

Di  ¦ Dij ei2,t  j  Sith ,

i 1, 2,3

j 1

hijt

Uij hiit h jjt ,

iz j

i, j 1, 2,3,

(5)

where :t 1 is the set of all information available at time t; hiit is the conditional
variance of the ith and jth quality of hay at time t; and Di, Dij, and Uij are unknown
parameters. Sith describes the seasonality in hijt and Uij is the time-invariant correlation
coefficient between the ith and jth quality hay prices.
Several specifications might be used to model the seasonal component, Sith , in the
conditional variance equations. Andersen and Bollerslev (1997), Martinez and Zering
(1992), and Yang and Brorsen (1992), for example, used sine and cosine terms to
model seasonality. As in the mean equation, we use a polynomial function to describe
the seasonality in conditional variances for both “static” and “dynamic” models as
Sith

exp{ci1 wt  ci 2 wt2  ...  cis wts } ,

s

¦ cij
j 1

(6)

s

0, and

¦ jcij

0,

i 1, 2,3,

j 2

where cij are unknown parameters and s is the order of the polynomial. As with
seasonality in the mean equation, the sum of all polynomial coefficients was set equal
to zero to ensure continuity (i.e., Sih (0) Sih (1) ), and smoothness of seasonal volatility
was ensured by setting the slope of Sih (0) equal to the slope of Sih (1) (i.e.,
Sih '(0) Sih '(1) ). Seasonality was specified in exponential form to ensure positive
conditional variances.
The polynomial functional form, like the Fourier form, can be viewed as a
flexible form for approximating the true unknown seasonal pattern. By increasing the
number of polynomial terms, the function could be made arbitrarily close to the true
unknown seasonal component. Also, using simple parametric restrictions discussed
earlier, the function could be made continuous and smooth as it cycles from one year
to the next.
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Estimation of the trivariate ARCH model for the three alfalfa qualities is carried
out by using full information maximum likelihood (FIML) methods. Assuming a
trivariate normal distribution for the innovations, the log-likelihood function for a
sample of T observations is
1n L(T) 

3T
1 T
1T
1n (2S)  ¦1n | H t (T) |  ¦ et' (T)  H t1 (T)  et (T) ,
2
2t1
2t 1

(7)

where T denotes all unknown parameters from the conditional mean and conditional
covariance processes. Under standard regularity conditions, the FIML estimate for T
is asymptotically normal and traditional inferences procedures are available (Prucha
and Kelejian 1984).
Because Ht is a time variant 3 u 3 matrix, each evaluation of the likelihood
function in equation (7) requires a total of T matrix inversions. As pointed out by
Bollerslev (1990), however, the assumption of constant correlations in equation (5)
reduces this computational complexity enormously. Under the constant correlation
specification, Ht can be written as
Ht

Dt  6  Dt ,

(8)

where Dt denotes the 3 u 3 stochastic diagonal matrix with elements h11t , h22t , and
h33t and where 6 is a 3 u 3 time-invariant matrix with ones on the diagonal and Uij is
a typical off-diagonal element. By substituting (8) into (7),

ln L(T) 

T
3T
T
1 T
ln(2S)  ln 6(T)  ¦ ln Dt (T)  ¦ e t' (T)  6 1 (T)  e t (T) ,
2
2
2t1
t 1

(9)

where e t Dt1et denotes the 3 u 1 vector of standardized residuals. Compared to (7),
the evaluation of the likelihood function in equation (9) requires only one matrix
inversion. This simplification is important in practice. The FIML estimates of the
model are obtained using TSP. As well, the asymptotic covariance matrix of the
parameter estimates is obtained using White’s (1982) formula. Hence, the estimation
method used may be described as quasi-maximum likelihood, and the covariance
formula is valid even if the maintained normality of the errors is not supported.
For the log-likelihood function in equation (9) to be defined, Ht must be positivedefinite at each sample point. After the estimation is completed, the unconditional
variance-covariance matrix is computed and checked for positive definiteness. Under
the constant correlation specification given in (5), both conditional and unconditional
variance-covariance matrices are positive-definite if Di , Dij t 0 and 6 is positivedefinite.
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Estimation Results

F

ULL INFORMATION MAXIMUM LIKELIHOOD

estimates of parameters in equations (1), (2), (4), (5), and (6), along with summary statistics for our “static”
model, are reported in Table 2.2 The Schwarz Bayesian information criteria (BIC)
were used to determine appropriate polynomial and lag orders. A polynomial of order
seven was found to most adequately represent mean price seasonality for all three
qualities. Seasonality of conditional variances for high quality hay prices was
modeled with a third-order polynomial, while a fourth-order polynomial was found
more appropriate for low- and off-grade qualities. All but two parameters associated
with seasonality in both the mean and variance equations are statistically significant
at 10 percent or less. All ARCH parameters in high-quality hay prices were
insignificant and were dropped. With the exception of the first-order ARCH
parameter in off-grade quality (D31), ARCH parameters are statistically significant at
the .10 percent level. Additionally, in each hit equation, estimated ARCH parameters
are between zero and one and add to less than one, indicating that the underlying
unconditional variances exist. Finally, all three estimated conditional correlation
coefficients are significant at the 0.05 level, suggesting that there are important
interrelations among the three hay qualities. Low sample mean absolute percent error
and high R2 coefficients indicate that the fitted models do a reasonable job of tracking
price levels.
Further information about the validity of the estimated ARCH model can be
obtained by examining the serial correlation in fitted residuals and squared fitted
residuals. Breusch-Godfrey tests for serial correlation presented in Table 3 indicate no
serial correlation in the residuals with the exception of high quality. Several
Likelihood Ratio (LR) tests were computed to further validate the estimated model.
Results of the hypothesis tests are reported in Table 4. The null hypothesis of no
seasonality in the mean equation (aij = 0; i = 1,2,3; j = 3,...,7) had a very significant
LR test statistic of 399.69. Similarly, the LR test for no seasonality in conditional
variances ( c12 , c22 , c24 , c32 , c34 0 ) exceeds the F2 critical values at 5 percent. A joint test
of the null hypothesis of no seasonality in the mean and conditional variances is also
soundly rejected. Thus, LR tests indicate a strong presence of seasonality in both the
mean and variance of prices for various qualities of hay in Yuma County, Arizona.
LR tests were also conducted to check whether conditional variances vary and if
the ARCH specification is warranted. While continuing to maintain seasonality, the
null hypothesis of no ARCH ( D 21 ,D 22 ,D 31 ,D 32 0 ) is soundly rejected, and indicates
that hay price volatility is time-varying beyond seasonal variations (Table 4). A joint
test of constant variances and covariances (i.e., c12 , c22 , c24 , c32 , c34 0 and
2

Starting values for the trivariate model were obtained using OLS and ML estimates of univariate
equations.
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Table 2. Maximum Likelihood Estimates of Static Trivariate ARCH Model
High Quality
Coefficients

Low Quality

Off-Grade

estimate

std. error

estimate

std. error

estimate

std. error

Ji1

-0.2627

0.0416

-0.3374

0.0370

-0.2871

0.0345

Ji2

-0.1050

0.0394

-0.2563

0.0428

-0.1562

0.0396

Ji3

-0.0842

0.0409

-0.0857

0.0282

-0.0943

0.0351

4767.6

2600.3

4992.6

2476.5

2943.02

3292.1

-25265.4

7158.4

-17212.8

9534.6

MEAN EQUATION

Seasonality coefficients
for mean
ai3
ai4

-24282.1

7566.0

ai5

47170.4

11223.0

48932.4

10615.2

34284.1

14155.1

ai6

-39383.6

8218.1

-40858.4

7792.0

-28713.5

10401.8

ai7

11973.6

2356.2

12443.6

2241.6

8696.6

2995.89

21.279

2.223

17.688

2.226

27.588

3.491

0.0567

0.0329

-0.0011

0.0329

0.2742

0.0501

0.0940

0.0501

VARIANCE EQUATION

D1
Di1
Di2
Seasonality coefficients
for variance
ci2

51.546

ci4

24.360

55.089

27.175

90.193

26.902

-107.513

7.615

-61.674

20.166

0.645
1.000

0.0364

0.502
0.661
1.000

0.0390
0.0319

ESTIMATED
CORRELATIONS (Uij s)

high
low
off-grade
SUMMARY STATISTICS

1.000

a

MAPE
3.447
4.419
5.396
R2
0.973
0.968
0.952
a “MAPE” is mean absolute percent error. R2 is the squared correlation coefficient between actual and
one-period-ahead estimated prices.

D 21 ,D 22 ,D 31 ,D 32 0 ) is also rejected with a F2 value of 135.20. Thus, conditional
variances are time-varying and an ARCH specification is appropriate.
Finally, the LR test statistic for no contemporaneous correlation ( U12 , U13 , U23 0 )
equals 279.19, indicating that the price behavior should be analyzed in a framework
that allows for non-zero contemporaneous correlations (Table 4). In summary, all
computed LR test statistics far exceed the F2 critical values at the 5 percent level, and
therefore substantiate the estimated multivariate ARCH model.
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Table 3. Breusch-Godfrey Tests for Serial Correlation of ARCH Trivariate Static
Model
High Quality

Low Quality

Off-Grade Quality

p = 13

25.372
(0.021)

13.731
(0.393)

15.106
(0.301)

p = 26

44.419
(0.014)

34.278
(0.128)

22.731
(0.648)

p = 13

5.317
(0.968)

11.359
(0.581)

7.290
(0.887)

p = 26

22.960
(0.635)

16.882
(0.913)

16.042
(0.935)

Standardized Residuals

Squared Standardized Residuals

Notes: Breusch-Godfrey LM test statistic is computed by regressing standardized residuals from ARCH
models on p lagged standardized residuals. T  R2 from this auxiliary regression has a chi-square
distribution with p degrees of freedom under the null hypothesis of no serial correlation. The procedure
is then repeated for squared residuals. P-values are given in parentheses.

Table 4. Results of Likelihood Ratio Tests
Likelihood

Test Statistic (F2)

Full model

-3182.97

--

No seasonality in mean
equation
aij 0; i 1, 2,3; j 3,..., 7

-3382.79

399.69

F

No seasonality in
conditional variances
c12 , c22 , c24 , c32 , c34 0

-3196.93

27.92

2
F5,.05

11.07

No seasonality
aij 0; i 1, 2,3; j

-3400.19

434.44

27.60

3,..., 7

2
F17,.05

c12 , c22 , c24 , c32 , c34

0

-3231.49

97.04

Constant variances and
covariances
D 21 , D 22 , D 31 , D 32 0
c12 , c22 , c24 , c32 , c34 0

-3250.47

135.20

No contemporaneous
correlation
U12 , U13 , U23 0

-3459.16

276.19

Null Hypothesis

No ARCH
D 21 , D 22 , D 31 , D 32

0

Critical Value
-2
15,.05

F 24,.05
2
F9,.05

2
F3,.05

25

9.49
16.92

7.81
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The estimated polynomials for seasonality in the mean, Sitp in equation (2), are
graphed for all three hay qualities in Figure 5a. This seasonal pattern is shifted upward by the average price for first bi-weeks to obtain “long-term” price patterns,
which are also graphed in Figure 5a. “High quality” prices begin the year at $121 and
gradually increase to a peak of $127 by the end of March. Then prices decline quite
sharply to reach a low of about $87 by the last week of July. Prices then increase
steadily, almost mirroring the rate of decline, to reach $120 by the first week of December. Long-term averages for “low” and “off-grade” qualities during the first bi-week
of January are $107 and $93 per ton, respectively. Following a similar seasonal pattern
to “high quality,” “low” and “off-grade” qualities increase to $114 and $99, respectively, by the end of March, and then dip to $75 and $68 by the end of July. The dip in
prices during the late summer months corresponds to a period when production is
greatest in tons per cutting or tons per month. “High” and “low” qualities have a larger
estimated price spread between their peaks and troughs than “off-grade” quality (i.e.,
$40 and $39 versus $31, respectively). This smaller spread for “off-grade” is
attributed to little or minimal demand for crude protein and other relative feed value
attributes, which erode during the hottest summer months, compared to the demand
for these attributes from “high” and “low” quality hay buyers.
Seasonality of mean
prices can also be estimated by calculating an
“annual average” seasonal index (e.g., Flaskerud and Johnson 2000).3
To construct seasonality
estimates
from
the
ARCH model, we obtain
seasonal price index
values by expressing the
price for each bi-week
during the calendar year
as a percentage of the
annual average price.
Figure 5b shows a longterm price pattern of the
seasonal bi-week index
for each quality multiplied by its respective Figure 5a. Estimated Price Seasonality and Long-Term
grand means. The peaks Path from the “Static” Model
3

A calendar year is used to represent annual “supply shifts” since very little alfalfa is harvested in the
December–January time period and new cuttings begin in February or March.
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and troughs for the
“static” ARCH model
and seasonal indexing
method are remarkably
similar. For example,
low quality reaches a
peak of $117 a ton for
the second week of
March,
while
the
“static” model reaches
a peak of $114 the
fourth week of March.
The seasonal indexing
method reaches a low
of $76 per ton for the
fifth week of July,
while the “static” model
reaches a low of $75
Figure 5b. Estimated Price Seasonality and Long-Term per ton during the second week of August.
Path Using the Seasonal Indexing Method
Seasonality of mean
4
price estimated in a “dynamic” framework [i.e., equation (3)] portrays a very different
image of mean price seasonality than the “static” or seasonal indexing methods.
Figure 5c shows how Sitp alone portrays relatively dampened seasonal effects using
the “dynamic” framework. Unlike the “static” model, however, lagged price effects
have a carryover effect from one period to the next that impact estimated prices
throughout the year. In essence, seasonal price movements are not readily disjoined
from lagged price effects in the “dynamic” formulation presented in (3), whereas they
are in the “static” model presented in (1). As described by the long-term price patterns
in Figure 5c, the “dynamic” framework produces a much higher peak and lower
trough than either the “static” or seasonal indexing methods. Given the degree that the
“dynamic” model “overreacted” to fitting the historical peak and trough averages in
our data, caution is due in using the “dynamic” model to estimate seasonal price
patterns.
Figure 6a portrays the unconditional variance or a measure of seasonal price
volatility. Appropriate polynomial orders for seasonality in the “static” variance
equation were identified as a fourth-order for “low” and “off-grade” qualities and a
third-order for “high” quality. “High quality” is essentially flat in volatility around 21.5
4

Lag and polynomial orders were, as for the “static” model, determined using the Schwarz BIC criteria
for the “dynamic” model.
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for most of the year,
with a slight increase to
26.5 by the third week
of October before gradually returning to around
22.3 in January. “Low”
and “off-grade” qualities follow a similar
price volatility pattern
of being essentially flat
from the beginning of
the year until the end of
August. After hay prices
have reached their seasonal low for the year
and start to increase,
volatility then jumps upward. “Off-grade” reaches a peak in volatility of Figure 5c. Estimated Price Seasonality and Long70.7 by the first week of Term Path from the “Dynamic” Model
November, more than double the flat 33.0 that it is for most of the year. “Low” quality reaches a peak of 62.5 by the second week of November, one week later than “offgrade,” before dropping to its flat level of 26.9 by the second week of January. These
volatility measures have implications for hay marketing decisions. For example,
greater volatility from the end of August through the first of January for “low” and
“off-grade” hay prices implies that prices for these qualities have a greater propensity
of returning to their long-term seasonal mean price than they do during the rest of the
year. Thus, if prices for “low” and “off-grade” are less than their seasonal lows of $75
and $68 per ton during the end of July and first weeks of August, placing hay in
storage then has a greater chance of paying off than at any other time. That is, mean
prices are on an upward seasonal pattern at this time, and the increase in volatility that
follows implies that prices have a greater chance of returning to their long-term
seasonal mean then than at any other time of the year.
In general, hay storage has the least chance of paying off after the first week of
April. This period is before production starts to increase with higher quantities
produced each month and when volatility is essentially flat. Given that the variance of
“off-grade” always exceeds the other qualities and given that it also has the lowest
mean price, “off-grade” has greater absolute and percentage price fluctuations than
the other qualities. Part of this volatility may be explained by more variation within
“off-grade” hay sales than within the other qualities. In addition, moisture damage to
alfalfa in the windrow could cause a large influx of alfalfa to move into the “offgrade” category and precipitate a sharp price drop. “Low” quality price volatility falls
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between “off-grade” and
“high” quality. The relatively stable demand for
“high” quality alfalfa attributes from dairies is
why high quality is believed to have the lowest
price variability. In addition, “high” quality can
easily be substituted for
“low” and “off-grade”
markets, whereas “offgrade” has virtually no
substitution for the “high”
quality dairy market.
An estimate of price
volatility for the seasonal
indexing approach was
Figure 6a. Estimated Unconditional Seasonal Variance obtained by calculating
the variance of seasonal
from the “Static” Model
indexes for each bi-week
and multiplying these index values by the grand mean (squared) for each quality.
These values are presented in Figure 6b. As expected, volatility estimates from the seasonal indexing method are much greater than from the “static” or “dynamic” variance
estimates (see Figure 6c) for most of the year. The troughs in volatility at the end of
July using the seasonal indexing approach for all three qualities are about equal in
magnitude to the long flat troughs in volatility (February through August) obtained
from the “dynamic” and “static” models. But the peaks in volatility associated with
the seasonal indexing method are 2.7 to 4.9 times greater than the volatility peaks
associated with the “static” and “dynamic” models. Seasonal volatility is estimated to
have a very similar pattern and magnitude whether using the “static” or “dynamic”
models. As expected, more information and flexibility associated with the
econometric models results in remarkably lower volatility estimates than those
provided through seasonal indexing.
Estimated conditional variances for the sample period are portrayed in Figure 7.
The conditional variances of “low” and “off-grade” are fairly comparable, with
fluctuations between 18 and 55, and occasional spikes up to 160. No statistically
significant ARCH terms were found for “high quality,” so only seasonal effects
determine its conditional variances. Figure 8 depicts the estimated covariances for the
sample period. The greatest correlation is found between “low quality” and “offgrade,” then “high quality” and “low quality,” and little correlation is shown between
“high quality” and “off-grade.” These correlations indicate that “low” and “off-grade”
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qualities exhibit the greatest degree of substitutability, while the “high quality” or
dairy market has limited substitution for “low quality” and virtually no substitution
for “off-grade.”

Figure 6b. Estimated Unconditional Seasonal Variance Using the Seasonal
Indexing Method

Figure 6c. Estimated Unconditional Seasonal Variance or Volatility from the
“Dynamic” Model
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Figure 7. Estimated Conditional Variances from the “Static” Model
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Figure 8. Estimated Conditional Covariances from the “Static” Model
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Concluding Comments

T

O SUMMARIZE STATISTICAL PROPERTIES

of the “static” model, with few
exceptions parameters associated with seasonality in both the mean and
variance equations are statistically significant. The third-order polynomial parameter
for mean “off-grade” price seasonality (a33), the fourth-order polynomial variance
term for “low” quality (ci4), and the first-order ARCH parameter for “off-grade” (D31)
are not significant at the 10 percent level. Additionally, in each hit equation, estimated
ARCH parameters are between zero and one and add to less than one, indicating that
the underlying unconditional variances exist. All three estimated conditional
correlation coefficients are significant at the 0.001 level, suggesting that there are
very important interrelations among the three hay qualities. Low sample mean
absolute percent errors (all less than 5.4 percent) and high R 2 values (all greater than
.95) indicate that the estimated models do a reasonable job of tracking price levels.
Results illustrate that seasonality in the mean can be very similar for three related
prices while variance information is quite different. Traditional methods of limiting
attention to just the mean can confine our understanding of price relationships and
lead to inferior marketing decisions. Caution is warranted for disentangling seasonal
price patterns from lagged price effects when using a “dynamic” model. We hope that
the results of this research will persuade others to more thoroughly examine
conditional variances and use less limiting methods than what have traditionally been
embraced for analyzing seasonality of time-series data.
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