Abstract
Introduction
The main goal of this paper is to demonstrate the applicability and advantages of robust regression methods in an analysis of the European countries' actual economic data. Indicator IRUI (Individuals Regularly Using the Internet) is one of the indicators of the information society representing the computer literacy of a country's population. This Internet access is monitoring by the Digital Agenda for Europe (DAE), one of seven flagships initiatives under Europe 2020, the EU's strategy to deliver smart sustainable and inclusive growth. The DAE aims to reboot Europe's economy and help Europe's citizens and businesses to get the most out of digital technologies. The aim is to deliver sustainable economic and social benefits from a Digital Single market based on fast and ultra fast internet and interoperable applications, with broadband access. The DAE has set three targets related to broadband access, two of which refer to broadband coverage: all homes should have access to broadband of at least a basic quality by 2013, and all homes should have access to high-speed broadband of at least 30 Mbps by 2020. The appropriate level of Internet access of individuals is prerequisite for the fulfillment of these targets. The values of this indicator depend on many different economic factors of the general economic background, employment, education, innovation and research, science and technology. The values of these indicators vary greatly between the European countries and, consequently, the occurrence of outliers can be expected in an Internet access analysis. In such a case, the classical statistical approach -the least squares method (LS) may be highly unreliable, robust regression methods constituting an acceptable and useful tool that can be employed for detecting influential observations as well. The economic internet usage analysis not being its main objective.
The remainder of the paper is organized as follows. Section 2 gives description of the analyzed variables and data file. In section 3, we introduce a robust method of regression analysis, robust diagnostic tools and model selection criteria. Subsequently results are presented and commented in section 4. A final section summarizes the results obtained.
Analyzed variables and the data set
The level of the Internet access can be characterized by a few indicators. In our paper, we analyse that of IRUI (Individuals Regularly Using the Internet 1 ). IRUI is expressed as a percentage of individuals in the 16-74 age group with at least once a week frequency of using the Internet, IRUI being one of the indicators of the information society that represents the computer literacy of a country's population.
The analysis is based on 2010 data of 27 EU countries. All the data as well as indicator definitions have been adopted from the Eurostat database. Different economic indicators have been used as explanatory variables. A complete list of the indicators employed in the analysis is given in the appendix to this paper, calculations being performed by means of SAS 9.2 and S-Plus 6.2statistical software.
Methodology

Robust regression
The aim of a regression analysis is to find a good estimate of unknown regression coefficients from the observed data. The usual estimator of regression coefficients comes from the method of ordinary least squares, LS being an optimal regression estimator under the sets of assumptions on the distribution of the error term (normality, homoskedasticity, independence of the errors) and predicted variables.
Robust regression provides an alternative to LS regression that works with less restrictive assumptions. The primary purpose of a robust regression technique is to fit a model that describes information in the majority of the data. In particular, it provides much better regression coefficient estimates when outliers are present in the data. Outliers violate the assumption of normally distributed residuals in LS regression.
It is a common practice to distinguish between two types of outlying observations in regression analysis, those in the response variable representing model failure. Such observations are called outliers in the y-direction or vertical outliers, those with respect to the predictors being labeled as leverage points. The leverage point is defined as , p is the number of predictors (including an intercept) and n is the number of observations. The usual choice h ≈ 0.75n yields the breakdown point of 25 %; (see Hubert, Rousseeuw, van Aelst (2008) .
LTS regression with a high breakdown point is a reliable data analytic tool thatcan be used to detect vertical outliers, leverage and influential points (observations whose inclusion or exclusion result in substantial changes in the fitted model) in both simple and multivariate settings. A more detailed description is available in, e.g., Ruppert, Carroll (1980) MM-estimates (proposed by Yohai (1987) combine a high breakdown point with good efficiency (approximately 95% to LS under the Gauss-Markov assumption). MM regression is defined by a three-stage procedure (for details, see Yohai (1987) , Chen (2002) or Rousseeuw (2003)). At the first stage, an initial regression estimate is computed; it is consistent, robust, with a high breakdown point but not necessarily efficient. In our analysis, two methods of initial estimates are used (LTS and S regression). At the second stage, an M-estimate of the error scale is computed, using residuals based on the initial estimate. Finally, at the third stage, an M-estimate of regression parameters based on a proper redescending -function. A more detailed description of robust regression methods is available in Chen (2002), Rousseeuw (2003) , Yohai (1987) , SAS and SPLUS manuals. Tukey's bisquare loss function was employed.
Reweighted least squares (RWLS) regression minimizes the sum of squared residuals multiplied by the weights i w , which are determined from the LTS solution. The effect of the weight staking just the values of 0 or 1 is the same as in the cases for which i w equals zero that are deleted. Therefore, RWLS can be seen as ordinary LS on a "reduced" data set consisting of only those observations that received non-zero weights.
Identification of outliers, leverage and influential points
The following numerical and graphic diagnostics for detecting vertical outliers, leverage points and influential observations have been applied (more in detail see, e.g., Rousseeuw (1984) -Residuals associated with LTS regression, -Standardized residuals (the residuals divided by the estimates of their standard errors, the mean equaling 0 and standard deviation 1).
-Studentized residuals (a type of standardized residuals follows at t-distribution with n-p-2 Df). Attention should be paid to studentized residuals that exceed ± 2.5 (or ± 2.0).
-The robust distance (Mahalanobis distance) -Diagnostic plots are provided as fundamental data mining graphical tools that quickly identify outliers and determine whether they have an impact on classical estimates. To visualize vertical outliers and leverage points, the following tools were used: a regression diagnostic plot (that of the standardized residuals of robust regression vs. robust distances RD(xi,)), the standardized residuals plot vs. their index, a Normal Q-Q plot of the standardized residuals and a plot of kernel estimates of the residuals' density. 
Model selection methods
In the case of classical LS regression -the classical R-squared, the results of significance (t and F) tests as well as the diagnostics of residuals' normality are applied. As for robust regression, the decision which of the candidate models is to be preferred is based on the following robust diagnostic selection criteria: robust index of determination, robust deviance, significance robust tests (robust t-test, robust F-tests, robust Wald test), Robust Akaike's Information Criterion (AICR), Robust Bayesian information criterion (BICR) and Robust Final Prediction Error (RFPE); the above criteria are dealt with in, e.g.,Chen (2002b), Ronchetti (1985) , Hampel, Ronchetti, Rousseeuw, Stahel (1996) or SAS and S-Plus manuals.
Results and discussion
Due to an enormous output of our analysis, it was impossible to present all tables and graphs. For the IRUI dependent variable, only two models distinguished from the statistical point of view are presented. For each model -fitting results, a numerically robust diagnostic of outliers and leverage points, graphic identification of outliers (a diagnostic graph), goodness-of-fit robust tests and a plot of kernel estimates of residuals' density are presented.
The first model includes explanatory variables Comparative price level (CPL) and Persons with upper secondary or tertiary education attainment (PUSE). Both LS and robust diagnostics identified five leverage points, none of them, however, being also a vertical outlier). Numerical robust diagnostic is shown in Table 1 . In such a case, regression parameters both of LS and robust models are similar to each other. All models are presented in Table 2 , the model fitting results being shown in Table 3 . Because of the absence of vertical outliers, we can consider the LS model fully appropriate. Both the explanatory variables have a positive influence on IRUI, partial regression coefficients being statistically significant at a 3% level at least (see Table 3 ). In the second model with four exploratory variables GERD (Gross domestic expenditure on R&D), TEA (Tertiary educational attainment), HICP (Harmonized Indices of Consumer Prices) and HBA (Households with broadband access), robust diagnostics reveal four vertical outliers (15 Luxembourg, 18 the Netherlands, 24 Slovakia and 27 the United Kingdom) and thirteen leverage points (see Table 4 ). One observation (18 the Netherlands) is a vertical outlier and leverage point simultaneously. This observation is thus identified as an influential point. Classical diagnostics reveal only leverage points, no vertical outliers (see Figure 1 ). In such a case, differences between classical and robust models are anticipated. For both LS and robust regression fitting models, see Table 5 . As you can see from Tables 5 and 6 , all exploratory variables have a positive influence on IRUI. Two regression parameters of the LS model are not significant. Multimodality of the kernel estimate of residuals' density plot (see Figure 2) confirms the presence of an influential point. The kernel estimate of residuals' density of LS fit is bias (it is not centered around zero). Owing to the detected influential point and non-normality of LS residuals' density, the robust model will be given preference. Goodness-of-fit tests for the robust MM model are presented in Table 7 . 
Conclusion
The level of the Internet access can be characterized by a few indicators. IRUI (Individuals Regularly Using the Internet) is expressed as a percentage of individuals in the 16-74 age group with at least once a week frequency of using the Internet, IRUI being one of the indicators of the information society representing the computer literacy of a country's population. The adequate level of Internet access of individuals is prerequisite for the fulfillment of the objectives set out in the Digital Agenda for Europe, which is one of seven flagships initiatives under Europe 2020, the EU's strategy to deliver smart sustainable and inclusive growth. The values of IRUI depend on many different economic factors of the In an analysis of real economic data, vertical outliers, leverage points and influential points are supposed to occur. In such a case, the application of the least square regression (LS) could lead to incorrect results, robust regression methods being a useful analytical tool. Robust regression with a high breakdown point (LTS) can detect influential points as well.
Robust techniques provide the results similar to LS regression when the data are linear with normally distributed errors. When vertical outliers are not identified in the data, errors being normally distributed, LS regression is a fully appropriate method and should be preferred. This conclusion is demonstrated by the model with exploratory variables Comparative price level (CPL) and Persons with upper secondary or tertiary education attainment. Both the explanatory variables have a positive influence on IRUI (see IRUI~CPL+ PUSE model).
However, regression coefficient estimates can differ markedly when the data contain significant vertical outliers and influential points. In such cases, robust regression techniques should be preferred. It is evident that an improper use of the classical least square regression model with significant variables without the corresponding identification of outliers and assessment of residual normality can lead to the acceptance of incorrect LS models. This conclusion is observed in the model with exploratory variables Gross domestic expenditure on R&D, Tertiary educational attainment, Harmonized Indices of Consumer Prices and Households with broadband access. All explanatory variables have a positive impact on IRUI (see IRUI ~GERD +TEA+HICPA+HBA model).
The economic IRUI analysis, however, was not the main focus of the present paper.
