ABSTRACT Advanced public safety communication (PSC) services call for fast, reliable and low-latency communication technologies, capable of supporting diverse communication modes (aerial, unmanned, vehicular, and peer-to-peer), fast channel dynamics, and ad hoc or mesh structures. For this reason, PSC has been identified as one of the key potential uses cases for the next generation of communication systems, the so-called 5G. In this scenario, the millimeter wave (mmWave) bands and other frequencies above 6 GHz are particularly interesting, since they are largely untapped and offer vastly more spectrum than current cellular allocations in the highly congested bands below 6 GHz, thus enabling orders of magnitude greater data rates and reduced latency. For example, new PSC networks in the mmWave bands could support high-definition video, virtual reality, and other broadband data to large numbers of first responders. Surveillance drones or ambulances could also be provided high-speed connectivity along with machine-type communication for remotely controlled robotic devices entering dangerous areas. However, the way towards this ambitious goal is hindered by a number of open research challenges. In this paper, after a brief introduction to PSC services and requirements, we illustrate the potential of the frequencies above 6 GHz for PSC and discuss the open problems that need to be solved in order to pave this way. Finally, we describe the main components of a test platform for mmWave systems that is functional to the study of such complex scenarios and that we plan to develop as an invaluable tool for realizing mmWave PSC networks.
I. INTRODUCTION
Public safety and emergency services are of primary importance in modern society. The National Telecommunications and Information Administration (NTIA), a US consulting agency for telecommunications and information policy, has recently branched off the First Responder Network Authority (FirstNet) as an independent entity to provide emergency responders with the first nationwide, high-speed, broadband network dedicated to public safety communications (PSC). The ultimate goal is to realize a communication system capable of supporting high-quality real-time video streaming (e.g., for remote and collaborative medical examination of injured persons in the ambulances, or for the aerial reconnaissance of a disaster site), clear voice communication among operators (for the coordination of the rescue team), ultra-low delay data exchange (e.g., for continuous monitoring of rescuers' vital parameters), and dependability in all the possible emergency situations, including those where civil communication infrastructures may be compromised.
To contain costs, FirstNet is tasked with leveraging the existing telecommunications infrastructure including 4th Generation (4G) Long Term Evolution (LTE) commercial cellular networks, standardized through the 3rd Generation Partnership Project (3GPP) [2] . However, 5G standards are now being developed [3] and future versions of FirstNet may be able to incorporate these more advanced systems as well. One of the most promising 5G technologies is the use of the high-frequency bands above 6 GHz, including the so-called millimeter wave (mmWave) frequencies [4] - [8] .
The mmWave bands are a relatively new frontier for wireless systems, offering orders of magnitude greater spectrum than currently available in the highly congested bands below 6 GHz. Given the enormous potential of these bands, the latest FCC Notice of Proposed Rule Making (NPRM) is already considering opening up to 18 GHz of mmWave spectrum [9] -vastly more than all cellular spectrum today.
The massive bandwidths at the mmWave frequencies can enable multi-Gbps throughputs and ultra-low latency communications, thereby providing tremendous opportunities for next-generation PSC networks [1] -see Fig. 1 . The Next Generation Mobile Networks alliance (NGMN) has already identified PSC as one of the key use cases of 5G mmWave networks [10] : The broadband data rates can support real time video, high quality pictures, and even virtual or augmented reality streams to first responders. Data can be sent to large numbers of nodes including crews on the grounds as well as support drones and backhaul to fixed infrastructure. The low latency can also be used for machine-type communication including robotically-controlled devices that may be necessary to enter scenes too dangerous for humans.
The remainder of this paper is structured as follows:
• Overview of PSC: In Section II, we provide a brief overview of existing wireless technologies and requirements for public safety communications;
• Open challenges above 6 GHz: In Section III, we describe some of the fundamental challenges related to propagation in the spectrum above 6 GHz, and illustrate the additional set of challenges related to using mmWave communications for disaster response networks;
• A use case for mmWave PSC: In Section IV, we explore a potential use case of mmWave applied to PSC, i.e., a wildfire. This section leverages the collaboration with the Austin Fire Department (AFD) for the scenario definition, and the mmWave simulator developed at NYU and University of Padova for the performance evaluation.
• A research platform for mmWave PSC: Finally, in Section V, we describe the key components of the research platform which is under development at NYU and that will be used, in our future works, to address the challenges of mmWave PSC, as listed in Section III.
II. PUBLIC SAFETY COMMUNICATIONS
Wireless technologies represent an essential component of public safety services. The PSC ecosystem exhibits a number of solutions tailored for different emergency applications, as comprehensively captured in [11] - [13] . In this section, we provide a brief overview of the existing emergency response technologies along with its fundamental operational/technical requirements. Key Technologies: As done in [13] , we broadly classify PSC technologies into two main categories.
Land Mobile Radio System (LMRS): LMRS is a terrestrial wireless communication system that has been used for many years in military, commercial, and emergency applications. The main goal is to provide mission critical communications and provide integrated voice and data communications for emergency response. APCO-25 and European Terrestrial Trunked Radio (TETRA) are the main digital technologies used for LMRS based radio communications.
Broadband: Due to high cost and limited data communication rates of LMRSs, broadband technologies such as LTE have recently gained traction in the PSC ecosystem. As reported in [11] , in January 2011 the FCC in US adopted a Third Report and Order and Fourth Further Notice of Proposed Rulemaking (FNPRM) to support the build-out of a nationwide broadband network based on LTE Release 8 [14] . As a consequence, 3GPP has started since Release 12 [15] to accommodate PS-related discussions within the standardization activities. This effort has resulted in a formal definition and integration of key emergency-related components such as proximity services [16] , to identify mobiles in physical proximity and enable optimized communications between them, also known as device-to-device communications, and group call enablers [17] , for efficient and dynamic group communications operations. LTE and, broadly speaking, commercial cellular infrastructures, are considered the future of PSC.
Key Requirements: A number of organizations have outlined a common set of requirements. In particular, the US Department of Homeland Security (DHS) Program, SAFE-COM, has highlighted necessary communication services and their operational/functional requirements for the emergency domain [11] , [12] , [18] Finally, both 3GPP and NGMN have also recently started to work towards defining a set of technical requirements for emergency communications [10] , [42] . For example, as explained in [43] , mission-critical data services controlling unmanned aerial vehicles, or drones, have an end-to-end delay budget of 50 ms, whereas mission-critical push-totalk (MCPTT) access time needs to come under 300 ms 95% of the time. On the other hand, Table 1 of NGMN's white paper on 5G [10] captures in detail the targeted user experience key performance indicators (KPIs) of different use case categories, including lifeline communications.
III. OPEN CHALLENGES ABOVE 6 GHz
As mentioned in [13] , the mmWave technology represents a promising emerging PSC solution due to its vast untapped spectrum that results in reduced network congestion and high data rates. Mobile communication at such frequencies, however, is still very much in its infancy. As explained in this section, their use for PSC faces enormous challenges. While there has been extensive research in mmWave for cellular networks, the use of the mmWave bands for PSC applications is relatively less understood. We refer to Table 1 for an overview of the challenges related to PSC above 6 GHz.
The fundamental challenges of using the mmWave bands in any mobile scenario are directionality and blockage. To overcome the high isotropic path loss of mmWave propagation, mmWave signals must be transmitted and received in narrow directional beams. While the small wavelengths of mmWave signals enable very high-dimensional arrays to form narrow beams, these must be discovered and tracked in any mobile situation. In addition, mmWave signals are extremely susceptible to blocking. For example, materials such as brick can attenuate signals by as much as 40 to 80 dB [4] , [47] - [50] and the human body itself can result in a 20 to 35 dB loss [51] .
The need to support directionality and overcome blockage is particularly challenging in a PSC scenario, primarily due to the high mobility. Due to blockage, the appearance of obstacles can lead to much more dramatic swings in the channel quality. In highly mobile environments with vehicles or Unmanned Aerial Vehicles (UAVs) or with first responders moving within buildings, these channel dynamics are likely to be even more rapid [52] . Therefore, a critical aspect of PSC is the need to rapidly identify network elements and directions for communication in highly dynamic scenarios. Although beam tracking and beam alignment protocols for mmWave communication have been recently studied in a cellular context [44] - [46] , [53] - [56] (see Fig. 2(a) ), how to bring such techniques into the PSC scenarios is still to be investigated.
FIGURE 2.
The SDR platform will be able to support key areas for PSC prototyping: (a) Fast initial access and directional synchronization techniques developed in [44] - [46] ; (b) Flexible frame structures [31] , [32] that obtain (c) very low latency, esp. for short control messaging [32] . [2015, 2017] IEEE. Reprinted, with permission, from [31] , [32] , [44] .
Another important topic that needs to be studied is how mmWave signals affect the human body. While frequencies in the mmWave bands of 30-300 GHz are one to two orders of magnitude greater than today's cellular and public safety carrier frequencies of 1-3 GHz, they are still 5 to 6 orders of magnitude smaller than the frequencies at which radiation is ionizing, i.e., where wave energy is sufficiently large to break electrons from the valence shell of atoms within human DNA or air. Ionizing radiation is known to cause unstable atoms (free radicals) that may potentially cause unstable cell growth which can lead to cancer, but mmWave radiation is not believed to pose such threats [57] . Any potential health effects of mmWave radiation are believed to stem from tissue heating, which could cause RF burns and unstable atoms in human tissue after prolonged exposure. It has become apparent that steerable, adaptive antennas will be useful in assuring that transmitted energy is radiated away from sensitive parts of the body, such as the eyes and skull, where there is little blood flow and hence little ability to dissipate heat due to RF radiation [57] , [58] , and these same steerable antennas will be able to bounce energy off of structures and people in the far field to improve instantaneous radio coverage.
IV. WILDFIRE -A USE CASE OF mmWAVE COMMUNICATIONS APPLIED TO PUBLIC SAFETY
To illustrate both the potentials and the challenges of mmWave PSC systems, we consider a real disaster scenario based on the experiences of the Robotic Emergency Deployment department at the Austin Fire Department [59] . Specifically, we describe some of the major pain-points related to communications technology for strategic operations and tactical assessment during a wildfire.
In wildfire communication, the main goal is to monitor the affected area in order to (i) infer its size and shape and (ii) determine whether there are people in danger within the disaster area. In current operations, the firefighter remotely operates a drone equipped with a camera to record the scene on a secure digital (SD) card. The video content is either processed in the field with laptops/monitors or, preferably -but rarely a possibility given the distance to the incident command (IC) station -shared with the IC center by physically transferring the memory card. This scenario motivates better wireless connectivity that can enable real-time exchange of high quality monitoring systems directly with the incident command center. These systems may include 360 • cameras for immersive wide-scale capture of the environment, which can be projected onto VR headsets at the IC station, and multiple high-end lenses that can zoom and steer around to detect critical details, like humans in the wildfire.
Using the simulation framework described in [37] , [60] , and [61] , we can assess the feasibility of high data rate aerial communications based on mmWaves. The scenario is shown in Fig. 3 . We will evaluate the impact on the network performance of a different number of antennas both at the IC station and on the UAV, beamforming techniques, data rates, and other parameters, as shown in Table 2 . The UAV flies above the wildfire, and moves following random trajectories and velocities according to a GaussMarkov mobility model [62] in an area which is from 1.6 to 2.4 km away from the IC station. For the channel model, we consider free space propagation with a single LOS ray, shadowing, and the Doppler effect due to the movement of the UAV. The carrier frequency is f c = 28 GHz, which is part of the spectrum allocated to cellular communications, but results can be generated for any carrier frequency in the 6-100 GHz spectrum thanks to the channel model described in [63] . Moreover, we update the beamforming vectors at the IC station and the UAV side with periodicity T = 5 ms, following the specifications under discussion at 3GPP [64] . The beamforming vectors are computed with the methods described in [63] , assuming the knowledge of the long term components of the covariance matrix (Long-term Covariance Matrix method [65] ) or with a brute-force search for the best matching pair (Beam Search method [66] ). Fig. 4a shows an extreme example of the variability of the SNR of the IC-UAV link, given by very rapid movements of the UAV and the impact of the Doppler effect. The UAV may also loiter at a specific location for an extended time interval, and in that case there would be smaller variations of the SNR, but in this article a worst case scenario is considered. As it can be seen in Fig. 4 , the gain provided by beamforming is a key factor in reaching a high SNR at the large distance of the scenario considered. This makes it possible to balance the increase in propagation loss that is present at mmWave frequencies. Moreover, at such high frequencies, the size of the antenna arrays is smaller with respect to lower frequencies, and therefore it is feasible to pack a large number of antennas also on a small UAV. The cost is an increase in the power consumption, and the trade-off between range and autonomy of the UAV will be an important element of our future work. In particular, in the simulation instance shown in Fig. 4 , both the combinations with 256 or 64 elements at the IC station and 16 at the UAV side manage to sustain the source rate of 1 Gbit/s.
In Figs. 5a and 5b different source rates are considered, in order to account for different use cases: a low quality video, or simple sensor information (R = 1 Mbit/s), a 360 • camera (R = 100 Mbit/s) or a combination of multiple video streams from a 360 • camera, multiple lenses and other sensors (R = 1 Gbit/s). The throughput and the latency are measured at the PDCP layer at the IC station, and obtained as the average over multiple independent simulations. As shown in Fig. 5a , all the combinations considered manage to reach the 1 Mbit/s throughput, but as R increases, a larger number of antennas is needed. In particular, for R = 1 Gbit/s, only the 64 × 16 and 256 × 16 configurations reach a throughput comparable to the source rate R. Moreover, a larger number of antennas results in lower latency, because the higher the SNR the smaller the probability of having a transmission error which triggers retransmissions.
Finally, Figs. 6a and 6b compare the average throughput and latency for the two different beamforming strategies previously introduced, i.e., the Long-term Covariance Matrix method and the Beam Search method [63] , with different antenna configurations and R = 1 Gbit/s. It can be seen that the throughput and latency that can be achieved with both strategies are comparable, with a gain of the LongTerm Covariance Matrix method only for the 16 × 4 configuration. The method based on the long-term covariance matrix is in general able to reach a slightly higher SNR, but this gain has an impact only on the 16 × 4 configuration, which yields the smallest beamforming gain, and thus the smallest SNR, and benefits the most from this small SNR gain. Overall, we can conclude that mmWave can offer a strong potential for remote communication in a key real-life use case. However, our study illustrates two key challenges: the need for accurate beamforming to an aerial vehicle, and the effect of transport control mechanisms and rate adaptation to properly adjust to the variability in rate.
V. RESEARCH PLATFORM FOR mmWAVE PSC
Due to the lack of accurate channel models, we made some simplifying assumptions in the above performance assessment, relatively to the mmWave propagation in aerial links, the mobility of the UAV, and the beam tracking mechanisms. However, to better assess the feasibility of mmWave for PSC, and to ultimately develop such technologies, the community will require new R&D tools. To fill this gap we advocate the need for an open-source research platform that, combining prototyping and simulation tools, can effectively accelerate the design, evaluation and adoption of PSC in the mmWave bands. According to our vision, such a platform can be realized by pursuing four main components, as described in Table 3 and depicted in Fig. 7 . The first is a channel sounding platform to be used to perform dynamic channel measurements for each public safety scenarios. The results of this effort will make it possible to build realistic propagation models that can then be used to develop accurate simulation modules. The second is a new SDR platform to test low-latency and multi-hop services required for PSC, and will provide link-layer measurements that, together with the channel measurements, can drive the design of the channel emulator, which is the third component. Both the channel models and link-layer performance can then be integrated into the end-to-end network simulator, which represents the fourth component of our research platform.
In the following, we describe in greater detail which instruments are already available in our labs and how we plan to improve, extend and combine such tools to substantiate these research components.
A. DYNAMIC CHANNEL SOUNDING
Understanding channel dynamics is essential for mmWave mobile design [6] , [67] . Initial studies in this area [67] - [69] have captured and analyzed real-time traces of the mmWave channel in blocking situations. The article [70] describes a more advanced channel sounder that has the ability to measure wide band mmWave channels for both transient deep fades as well as longer paths (several hundred meters) for spatial and angular data. However, these measurements are made in a single direction with a fixed horn antenna. Critical to understanding dynamics in mmWave channels, particularly for high-mobility PSC scenarios, is to measure the channel in multiple directions simultaneously.
To address this need, one possibility is to use a steerable phased array system. A prototype system under development is shown in Fig. 8(a) . The tool in the figure was developed in collaboration with National Instruments and SiBeam [71] and includes a 60 GHz phased array with 12 steerable elements over a 45 degree steerable beam-width. The system is mounted on a mechanically rotatable steerable gimbal for additional orientation control and is connected to a powerful LabVIEW-based baseband processing system, as shown in Fig. 8(b) . The tool makes it possible to rapidly scan the channel over multiple TX-RX direction pairs, completing a 12 × 12 directional scan in under 1 ms. Data analysis, shown in Fig. 8(c) , extracts directions along multiple distinct spatial clusters. Collecting data over ensembles of such measurements can then yield the first channel models that examine the dynamics of these mmWave links. This tool makes it possible to carry out repeated scans during a simple human blocking events. Furthermore, to simulate complex blocking environments in PSC scenarios, we plan to add motorized tracks that move objects within the environment in a repeatable manner. The transmitter and receiver are also mounted on motorized gimbals to simulate orientation motion. Such a tool will then allow a complete characterization of blocking events, thus providing insight on the link behavior in a dynamic environment and on the blockage effects of different materials.
In principle, this equipment may also be used to collect measurements for UAV connections. A challenge in developing these models is that the channel sounding equipment may exceed the payload limits to mount in drones. A possible solution is to conduct terrestrial measurements for blocking and diffraction, to account for the ground effects, and then combine such measurements with well-understood free space transmission models [8] . To improve the accuracy of the model, it is possible to obtain gyroscopic measurements from the drones and then simulate the UAV rotations with the steerable gimbal system described above.
B. SOFTWARE DEFINED RADIO
Developing SDR platforms for mmWave is daunting due to the need to support advanced phased array front-ends and very high data rate, low latency links. The hardware used in the phased-array channel sounding system can also provide a powerful software-defined radio (SDR) system for prototyping and experimentation of mmWave PSC systems. The phased arrays interface with a powerful baseband system based on the National Instruments PXI platform. In its current configuration this system has 3 Xilinx Kintex-7 FPGA modules at both the transmitter and receiver, as well as I/O modules to send control signals and I/Q baseband signals to the arrays. The transmitter and receiver respectively have a DAC and ADC operating at 1.25 GS/s. Altogether, the system provides enormous computational power.
The phased array platform can be used to implement directional search algorithms for mmWave PSC scenarios and study the initial access and directional synchronization problems, which will be further complicated in PSC systems due to the rapid dynamics and the need to discover peerto-peer links in mesh topologies. Effort has to be dedicated to the design of an FPGA-based MAC (and RLC) layer with hardware accelerators (soft-cores like ARM, Microblaze, etc.) stitched into the FPGA fabric, in order to speed up the communication between physical and application layers in PSC devices.
C. CHANNEL EMULATION
One method of designing and testing protocols at various layers of the stack involves over-the-air (OTA) experimentation under different wireless scenarios. Unfortunately, OTA testing is extremely time-consuming, expensive, and difficult to reproduce in a controlled manner. Thus, almost all lab development today uses channel emulation as illustrated in the top panel of Fig. 9 . The transmitter (TX) and receiver (RX) devices under test (DUTs) are physically connected to a channel emulator which is a box that simulates a configurable wireless channel between the two devices. The wireless channel is generally described via a multipath fading profile which VOLUME 6, 2018 can be configured to reproduce measured traces or standard profiles such as in the 3GPP models [72] . Channel emulators such as [73] are widely used for LTE development, and are indeed a staple in any Radio Frequency (RF) lab.
A key challenge with traditional emulation for mmWave scenarios is the need to support high-dimensional phased arrays. As described in the Introduction, mmWave devices will likely have large numbers of elements to achieve highgain directional beams. For example, the Qualcomm 28 GHz array in [74] has 128 elements, while traditional cellular systems today typically have only 1-2 antennas at the UE side and 8 or less at the BS side. Moreover, PSC scenarios may use even higher dimensional arrays for large antenna systems at the command center, and can experience much more complex channels.
The problem with supporting such high-dimensional arrays can be seen in Fig. 9 . Both the TX and RX DUTs will have two main parts: a) the baseband processor, and b) the RF front-end. The TX baseband processor generates the signal u k , where k is time. This baseband signal is upconverted to RF and a beamforming vector w tx is applied, leading to the signal x k that is sent from its N tx antenna ports. Symmetrically, the RX device receives the signal y k from its N rx antenna ports and applies the beamforming vector w rx to it to generate the received baseband signal z k . The channel emulator is responsible for transforming the signal from x k to y k , which represents the wireless channel. The main problems with supporting large N rx and N tx in the conventional design are: a) the computational requirements become prohibitive, given that the complexity of the emulator is O (N tx N rx ) ; b) the hardware cost also becomes prohibitive, given that the emulator will need an order of magnitude more DACs, ADCs, up/down-converters, as well as two orders of magnitude more multipliers; and c) physically connecting the DUTs to the emulator itself becomes very challenging. Already, emulators with 8 ports are prohibitively expensive and supporting devices in the mmWave range would be impossible.
The core idea is to build a low-cost emulation tool by taking the input from the baseband as illustrated in the bottom panel of Fig. 9 . The emulator emulates not only the wireless channel, but the RF front-ends at the two end-points as well. Given that the emulator knows the wireless channel as well as the instantaneous beamforming vectors, it calculates the effective baseband SISO channel that can be used to transform the input baseband signal u k directly to the output baseband signal z k . The advantages of this approach are: a) it de-couples the design of the baseband algorithms from the design of the RF front-end, leading to faster iterations of system design and testing; b) significantly lower computational complexity to O(1), irrespective of the number of antennas in the emulated front-ends; c) lower hardware costs; d) suitable for implementation over generic SDR components (such as FPGAs) that we already have in our labs.
D. END-TO-END NETWORK SIMULATION
The tools in the previous subsections have focused on the link-layer characteristics of mmWave PSC systems, notably channel dynamics, propagation and PHY-MAC design. However, in order to fully test a PSC scenario, it is necessary to develop a tool that makes it possible to study the effect of the mmWave links on the higher layer protocols, and to evaluate the quality of experience perceived at the application layer.
Discrete-event network simulators have, for long, been one of the most powerful tools available to researchers for developing new protocols and simulating complex networks. [36] ; (c) 3GPP channel model and performance of different beamforming strategies [61] . [2016] IEEE. Reprinted, with permission, from [36] .
The ns-3 network simulator [75] currently implements a wide range of protocols in C++, making it particularly useful for cross-layer design and analysis. The first open-source ns-3 millimeter wave module, that can be used to evaluate the cross-layer and end-to-end performance of 5G mmWave networks, has been recently developed in [37] and [60] . This ns-3 module, whose simplified class diagram is shown in Fig. 10 , already has many powerful features for simulating complex networks. For example, the PHY and MAC classes are parameterized and highly customizable in order to be flexible enough for testing different designs, like the OFDM numerology and the beamforming architecture, without major modifications to the source code, as detailed in [37] and [60] . Devices can simultaneously connect to both 4G LTE and 5G mmWave cells [76] , [77] , allowing the test of protocol harmonization across different Radio Access Technologies, at multiple layers, and to compare different smart handover strategies, as reported in [40] . Given the modular nature of the simulator, new channel models can be easily integrated. In [61] , as illustrated in Fig. 11 , we describe both the statistical (based on NYUSIM [78] ) and trace-driven models that are currently available. In particular, in a recent paper [63] we provide a detailed explanation of the 3GPP channel models for frequency spectrum above 6 GHz using the most recent 3GPP specification [79] . The full stack end-to-end implementation allowed us to conduct the first Transport Layer Protocol (TCP) performance evaluation over mmWave bands [36] , [39] , and to integrate some novel networking strategies to better utilize the available spectrum [38] .
Nonetheless, the module does not capture some of the critical aspects of interest in the PSC context. It is therefore necessary to extend the simulation platform, in order to address the needs of mmWave PSC networks. Our future research, hence, aims at improving the ns-3 platform on the following aspects.
1) SCALABILITY
The most significant challenge when using the ns-3 simulator for PSC networks is scalability. PSC networks will likely comprise a large number of nodes with high mobility, and thus channel states must be updated frequently. In addition, the use of low-latency applications in PSC systems requires that packet timelines must be scheduled at very fast interaction times. One approach to address this challenge can consist in a novel low-rank statistical channel modeling. In current 3GPP channel models such as [72] and [79] , each channel is modeled via spatial clusters, which involves simulating the dynamics over a large number of paths, e.g., 20 clusters of 20 subpaths each for NLOS urban macro topologies, which is impractical in high-mobility scenarios. Instead, we propose a fast low-rank simulation method to greatly simplify the channel evolution. Suppose the TX and RX scan over N rx and N tx discrete directions. Thus, we can directly model N rx N tx channel states. In general, this will have a low-rank structure over time due to the spatial sparsity of the channel. Indeed, our preliminary experiments in the phased array system have shown that even complex channel scenarios may only have 2 or 3 dominant paths. Therefore, the statistical modeling of the channel data collected with the studies described in Subsection V-A can be used to develop computationally simple low-rank models that approximate the end-to-end phased array system well. This approximation will offer high accuracy even in high mobility public safety use cases, while simplifying the channel state processing by at least an order of magnitude.
2) DISTRIBUTED COMPUTATION
Current multi-core ns-3 models have focused on custom Message Passing Interface (MPI) clusters which require extensive building and maintenance [80] , [81] . This characteristic may limit the size of the scenarios that can be simulated by a single ns-3 instance. Further scaling, VOLUME 6, 2018 however, can be achieved by empowering the simulation platform with a distributed computation feature, in order to enable its deployment onto open-source large cluster platforms, such as Amazon Web Services (AWS) [82] , which make it possible to increase the number of running instances of the simulator based on the size of the scenario to be studied. This objective should be achieved by maintaining as much as possible the backward compatibility, in order to guarantee the possibility of reusing the existing modules. While there is a rich literature on parallel and distributed simulations [83] , [84] , the performance gain of a parallel approach in the wireless domain largely depends on the specific network simulated, in terms of architecture, interconnections between nodes and protocols deployed. Indeed, the main factor that allows parallelization of wireless simulations in a conservative way is the lookahead time, i.e., the interval in which a processor can ignore the computations and the events of the other processors in a safe way before synchronizing again. For example, if the simulation domain is split into multiple loosely interacting clusters, then the lookahead time would be the propagation time of the links connecting the different clusters. The logic to define the clusters and interconnect them automatically so that there is an actual gain given by the parallelization is an open research issue. Another option is the optimistic parallel simulation approach, in which the different processors are allowed to proceed independently, and, if there is an inconsistency in time between the processors, the simulation events can be rolled back until the consistency is restored. While this approach is more general than those based on lookahead, its applicability to ns-3 is still limited and in its infancy [85] .
3) PUBLIC SAFETY CHANNELS AND MESH NETWORKS INTEGRATION
To run realistic network performance evaluations of PSC over mmWave bands, the simulator should be able to use real channel traces (e.g., obtained with the channel sounder presented in Subsection V-A). Further, using the link-layer SDR and emulator developed in Subsections V-B and V-C, it may be possible to obtain realistic simulations based on a lightweight link abstraction model for key physical layer procedures such as beam tracking, synchronization, control signaling and code performance. Finally, a multi-hop/relaying feature can be introduced in our simulator to enable a feasibility study related to mmWave aerial mesh networks. In this case, the goal is to study the optimal way to provide robust connectivity to areas affected by fire or any other natural disaster.
VI. CONCLUSIONS
Every day, countless numbers of public safety personnelfirefighters, police, and medics -enter the most dangerous scenarios for the protection of the public. Communication technology is vital to their service. The mmWave bands offer the potential to provide a powerful communication system to assist these first responders in the trying and often dangerous settings they enter.
However, developing reliable PSC systems in the mmWave bands faces significant technical challenges. At root, the difficulties arise due to the fundamental nature of mmWave communication: the need to transmit directionally and to overcome blockages. While these issues are present in cellular systems under development today, they are likely to be much more pronounced in PSC scenarios due to the high mobility of vehicles, heterogenous nature of traffic, the need to support very low latency communication and the ad hoc and distributed network topology.
Nonetheless, the potential gains, for first responders and the public they serve, are significant. We have described one real-life example scenario in wildfire remote drone communication. Other use cases can exploit similar capabilities. To better understand these situations and to develop the communication technology, we have presented some possible methods that we can use to build a key research platform using tools available today. Building this research platform can ultimately bring mmWave PSC scenarios into study for the broader mmWave research community and in turn develop life-saving technology for emergency scenarios. 
