This article presents an experimental study of 
Introduction
A recent approach for recognition consists of computing statistical descriptors of receptive field responses. In particular, histogram based schemes of derivative operators have emerged as an interesting alternative for formulating recognition schemes for static [25, 23, 4, 10, 24] as well as time-dependent [5, 27] image data. When representing spatio-temporal image data for such recognition tasks, as well as other tasks in video processing, surveillance and active vision, one observation that can be made is that temporal events can be characterized by their extents over time in a similar manner as spatial structures in still images have their characteristic spatial scales. This motivates and emphasizes the need for analysing spatio-temporal data at different scales, both with respect to time and space [12, 13, 14, 19, 8, 15, 18] .
The temporal domain, however, also has a number of specific properties, which differ from spatial data, and which must be taken into account explicitly. A basic constraint on real-time processing is that the time direction is causal, and real-time algorithms may only access information from the past [13, 19] . Another difference concerns the classes of characteristic transformations that influence the data. Whereas perspective transformations have a high influence on the image data in the spatial image domain, one of the most important sources of changes in the temporal dimension is due to motion between the observer and the patterns that are studied.
When interpreting image data, it is important to base the analysis on image representations that are invariant to the external imaging conditions. Hence, it is important to construct representations of spatio-temporal patterns that are independent of the relative motion between the patterns and the observer. Previous work has addressed this problem by first stabilizing patterns of interest in the field of view, and then computing spatio-temporal descriptors using a fixed set of filters [27] . Camera stabilization, however, cannot always be expected to be available, for example, in situations with multiple moving objects, moving backgrounds or in cases where initial segmentation of the patterns of interest cannot be done without (preliminary) recognition.
A main aim of this work is thus to define and compute spatio-temporal descriptors that compensate for the relative motion between the pattern and the observer and do not rely on external camera stabilization. This is performed by local velocity adaptation of receptive fields. By integration with a histogram-based statistical framework, we then consider a test problem of recognising activities and show how velocity adaptation results in a considerable increase in recognition performance compared to two other receptive field representations not involving velocity adaptation.
Related work
Velocity adaptation of spatio-temporal receptive fields follows the idea of shape adaptation in the spatial domain, which has previously been considered by [20, 3, 7, 26, 2, 22] . In the spatio-temporal domain, adaptive spatiotemporal filters have been studied by [15, 21, 18] . Whereas Nagel et. al. [21] proposed an adaptation scheme close to ours, they used it for robust estimation of optic flow.
With regard to recognition, this work relates to histogram-based methods first proposed in the spatial domain by [25] using color histograms computed from single pixel responses. Extensions to receptive field histograms were later presented by [23, 4, 10, 24] . Specifically, combinations of automatic scale selection in the spatial domain [17] with histogram based recognition schemes have been presented by [4, 10] . In the spatio-temporal domain, histogram-based approaches have been used for the recognition of activities by [5, 27] . Here, we build upon this work and show how the performance of spatio-temporal recognition schemes can be increased by velocity adaptation.
Spatio-temporal scale-space
The image data we analyse is a spatio-temporal image sequence 
Transformation properties under motion
A limitation of using a separable scale-space for analysing motion patterns originates from the fact that such a scalespace concept is not closed under 2-D motions in the image plane. For a 2-D Galilean motion with (constant) velocitý Ú Ü Ú Ý µ Ì , the covariance matrix of the smoothing kernel transforms as [15, 18] 
and spatio-temporal derivatives transform according to
Hence, if we consider separable smoothing kernels only (corresponding to a diagonal covariance matrix), and if we do not take the transformation property of spatio-temporal derivatives into account explicitly, it will not be possible to perfectly match the spatio-temporal scale-space representations for different amounts of motion.
Scale-space with velocity adaptation
A natural way of defining a scale-space that is closed under Galilean motion in the image plane, is by considering a scale-space representation that is parameterized by the full family of (positive definite) covariance matrices [15, 8, 18] . In terms of implementation, there are two basic ways of computing such a scale-space -either by transforming the smoothing kernels themselves, or by transforming the input image prior to smoothing (see figure 1 ). In this work, the latter approach is taken, and for reasons of simplicity and computational efficiency, we restrict the set of image velocities to integer multiples of the pixel size. Thus, in combination with spatial smoothing, a set of velocity-adapted recursive smoothing filtering steps is computed according to 
Mechanism for local velocity adaptation
When computing spatio-temporal derivatives of timedependent image sequences, their responses will be strongly dependent on the relative motion between the camera and the observed events. This is illustrated in figure 2 where an image pattern with one spatial and one temporal dimension (figure 2(a)) has been filtered with a separable spatiotemporal filter with Ú ¼ (figure 2(e)). As can be seen, space-time separable filtering enhances the stationary pattern while suppressing most of the moving pattern.
If we want to interpret events independently of their relative motion to the camera, one approach is to adapt the receptive fields globally with respect to the velocity of the events in the field of view. This approach also corresponds to camera stabilization followed by non-adapted filtering. As illustrated in figure 2(d), the result of filtering with globally adapted receptive fields with Ú ½ indeed enhances the structure of the moving pattern. However, the stationary pattern is now suppressed and it follows that global velocity adaptation is not able to handle multiple motions. Moreover, global velocity adaptation is likely to fail if the external velocity information is incorrect ( figure 2(f) ).
To address these problems, we propose to make use of local velocity adaptation of receptive fields. The main idea is to obtain information about motion in the local neighbourhood and to use this information for velocity adaptation of receptive fields in the same neighbourhood.
Before proceeding to specific schemes for local velocity adaptation in space-time, however, let us observe that there are two main approaches for handling multiple image velocities. One approach is to consider the entire ensemble of receptive fields over image motions as the representation, while the other is to select receptive field outputs corresponding to a single motion estimate. From basic arguments, the first approach can be expected to be more robust in critical situations (compare with biological vision systems), while the second approach followed in this work could be expected to be more accurate and also computationally more efficient on a serial architecture.
The mechanism we will use for accomplishing local velocity adaptation is inspired by related work on automatic scale selection [17] extended to a multi-parameter scalespace [15] as well as by motion energy approaches for computing optic flow [1, 11] . Given a set of image velocities, the normalized Laplacian response is computed for each figure 2(a) . From the results, shown as velocityadapted receptive field outputs as well as ellipses displaying the selected orientation in space-time, it is apparent that the velocity-adaptation scheme enhances structures both on the moving object and in the static background.
Comparison with steerable filters
Velocity adaptation relates to steerable filters [9] for computing higher-order spatial derivatives in a rotationally invariant way. A main difference, however, is that we in addition to adapting the directional derivatives in space-time, also adapt the shapes of the underlying smoothing kernels.
To illustrate the importance of shape adaptation, we will here compare the results of filtering usinḡ velocity-adaptation of both the smoothing kernels and the directional derivatives according to (3) and (2); steering of only the directional derivatives according to (2) defined from a separable scale-space (this approach will henceforth be referred to as steerable filtering); ¯no velocity adaptation of neither the smoothing operation nor the derivatives. Figure 3 presents filter responses for a moving spatiotemporal impulse. As can be seen, only the velocityadapted filtering gives a correct shape of the derivative response ( fig. 3(b) ). Velocity-steered derivatives ( fig. 3(c) ) and regular partial derivatives ( fig. 3(d) ) result in completely different shapes (due to the fact that these filtering schemes are not closed under Galilean motion).
In the next section, we give a quantitative comparison of these methods and evaluate them on a recognition task.
Histogram based recognition
Following [23, 5, 4, 27] , let us represent image patterns by histograms of receptive field responses. For this purpose, we use mixed spatio-temporal derivative operators up to order four and collect histograms of these at different spatial and temporal scales. For simplicity, we restrict ourselves to 1-D histograms for each type of filter response. To achieve independence with respect to the direction of motion (left/right or up/down) and the sign of the spatial greylevel variations, we simplify the problem by only considering the absolute values of the filter responses. Moreover, to emphasize the parts of the histograms that correspond to stronger spatio-temporal responses, we also weight the Ï½,Ï , ½, ¿ were taken with a manually stabilized camera, the other four sequences were recorded using a stationary camera.
Some of the sequences were taken with a stationary camera, while the others were recorded with a manually stabilized camera. Each of these 4 sec. long sequences were subsam- For each spatial scale , velocity adaptation was performed according to (4) at scale level ·½ . Since in our examples the relative camera motion was mostly horizontal, we maximized (4) over Ú Ü only. The result of this adaptation for the sequences Ï ¾ and ½ is illustrated in fig. 5 . To represent the patterns, we accumulated histograms of derivative responses for each combination of scales and each type of derivatives. For the purpose of evaluation, separate histograms were accumulated over (i) velocityadapted derivative responses; (ii) velocity-steered directional derivative responses and (iii) non-adapted partial derivative responses computed at velocity Ú ¼ . Figure 6 illustrates the means and the variances of the histograms computed separately for both of the classes. As can be seen from figures 6(a)-(c), velocity-adaptation of receptive fields results in discriminative class histograms and low variation of histograms computed for the same class of activities. On the contrary, the high variations in the histograms in figures 6(d)-(f) and figures 6(g)-(i) clearly indicate that activities are much harder to recognise when using velocity-steered or non-adapted receptive fields.
Discriminability of histograms
Whereas 
Histograms of velocity-adapted derivatives

Discriminability measure
To quantify these results, let us measure the distance between pairs of histograms ( ½ , ¾ ) defined according to the ¾ -divergence measure
where is the index to the histogram bin. To evaluate the distance between a pair of sequences, we accumulate differences of histograms over different spatial and temporal scales as well as over different types of receptive fields ac- 
Dependency on scales
Summary and discussion
We have addressed the problem of representing and recognising events in video in situations where the relative motion between the camera and the observed events is unknown. Experiments on a test problem of recognising activities show that the use of a velocity adaptation scheme results in a clear improvement in the recognition performance compared to using either (steerable) directional derivatives or regular partial derivatives computed from a non-adapted spatio-temporal filtering step. Whereas for the treated set of examples, recognition could also have been accomplished by using a camera stabilisation approach, a major aim here has been to consider a filtering scheme that can be extended to recognition in complex scenes, where camera stabilisation may not be available, i.e. scenes with complex nonstatic backgrounds or multiple events of interest that have not been pre-segmented. Full-fledged recognition in such situations, however, requires more sophisticated statistical methods for recognition than the present histogram-based scheme, and should be investigated in future work. Less restricted to this specific visual task, the results of our investigation also indicate how, when dealing with filter-based representations of spatio-temporal image data, velocity adaptation appears as an important complement to more traditional approaches of using separable space-time filtering. For the purpose of performing a clean experimental investigation, we have in this work made use of an explicit velocity-adapted spatio-temporal filtering for each image velocity. While such an implementation has interesting qualitative similarities to biological vision systems (where there are two main classes of receptive fields in space-time -separable filters and non-separable ones) [6] , there is a need for developing more sophisticated multi-velocity filtering schemes for efficient implementations in practice.
Finally, future work should also address the problem of selecting appropriate scales in both the spatial and the temporal domains. The preliminary results in section 3.4 indicate the potential of performing joint scale selection in space-time for increasing the recognition performance.
