We study the ground state of a system of spinless electrons interacting through a screened Coulomb potential in a lattice ring. By using analytical arguments, we show that, when the effective interaction compares with the kinetic energy, the system forms a Wigner crystal undergoing a first-order quantum phase transition. This transition is a condensation in the space of the states and belongs to the class of quantum phase transitions discussed in arXiv:1712.05294. The transition takes place at a critical value rs c of the usual dimensionless parameter rs (radius of the volume available to each electron divided by effective Bohr radius) for which we are able to provide rigorous lower and upper bounds. For large screening length these bounds can be expressed in a closed analytical form. Finally, by properly taking the thermodynamic limit first, we show that when the screening length diverges, rs c tends to zero. In contrast, in a pure unscreened Coulomb potential, Wigner crystallization takes place for any rs > 0 as a smooth crossover, not as a quantum phase transition.
We study the ground state of a system of spinless electrons interacting through a screened Coulomb potential in a lattice ring. By using analytical arguments, we show that, when the effective interaction compares with the kinetic energy, the system forms a Wigner crystal undergoing a first-order quantum phase transition. This transition is a condensation in the space of the states and belongs to the class of quantum phase transitions discussed in arXiv:1712.05294. The transition takes place at a critical value rs c of the usual dimensionless parameter rs (radius of the volume available to each electron divided by effective Bohr radius) for which we are able to provide rigorous lower and upper bounds. For large screening length these bounds can be expressed in a closed analytical form. Finally, by properly taking the thermodynamic limit first, we show that when the screening length diverges, rs c tends to zero. In contrast, in a pure unscreened Coulomb potential, Wigner crystallization takes place for any rs > 0 as a smooth crossover, not as a quantum phase transition. The Wigner crystal (WC) [1] , namely, the periodic arrangement of electrons that minimizes the Coulomb interaction energy in the presence of band motion effects [2] , has been investigated in several long-range repulsive potential models [1, [3] [4] [5] . Two dimensional [7] [8] [9] [10] [11] [12] and one dimensional [13, 14] electron gases at zero temperature have been extensively studied from a theoretical point of view. A recent experiment succeeded in imaging an electronic WC in one dimensional nanotubes [15] .
The occurrence of a WC is often argued by comparing the typical kinetic and Coulomb energies involved. Roughly speaking, the kinetic energy can be evaluated as 2 /(2m * r 2 ), where m * is the effective electron mass and r the radius of the volume available to each electron, whereas the Coulomb energy can be taken as e 2 /r, where e is the electron charge. These two energies have the same value when r s ≡ r/a B = 2, a B being the effective Bohr radius. Then one concludes that for r s sufficiently large a WC must show up.
The above argument is quite dangerous to understand whether Wigner crystallization is a quantum phase transition (QPT) or a smooth crossover from two extreme types of GS. For a gas of N p electrons confined in d dimensions, the energy per particle of a bare Coulomb potential scales as N p d−1 for d > 1, and as ln N p for d = 1 [16] . In these cases, apart from possible external sources of instability, the transition to the WC is reached as a smooth crossover as soon as N p is large enough. In other words, no QPT can take place in the thermodynamic limit (TDL) starting from an unscreened Coulomb potential. Screening is an essential ingredient [2] which allows for the Coulomb GS energy per particle to scale linearly with N p and to fairly compete with the kinetic term. It remains to see what happens if screening is removed after taking the TDL.
We are not aware of any conclusive study on the phase transition nature of the Wigner crystallization. Here, we study the ground state of a system of spinless electrons interacting through a screened Coulomb potential in a lattice ring. By using analytical arguments, we demonstrate that, for any finite screening length, the Wigner crystallization is a QPT taking place at a finite critical value r sc of the parameter r s . For r sc we provide rigorous upper and lower bounds, which can be cast in an analytical form in the limit of large screening length. The QPT that we find is of first order and falls within the class of condensations in the space of states introduced in [17] . Furthermore, we show that in the limit of infinite screening length (after the TDL), r sc → 0.
We briefly recall the mechanism of first-order QPT of [17] . To be specific, let us consider a lattice model with N sites and N p particles described by a Hamiltonian
where K and V are Hermitian non commuting operators, and g a free dimensionless parameter, which, without loss of generality, can be taken to be non negative. Regardless of the details of K and V , we represent H in the eigenbasis of V . In such a case, it is natural to call V the potential operator, and K the hopping operator. To avoid trivial behaviors, we suppose that the eigenvalues of K and V scale linearly with the number of particles N p . Since in the two opposite limits g → 0 and g → ∞, the ground state (GS) of the system tends to the GS of K and V , respectively, we may ask whether this transition occurs, in the TDL, via some kind of QPT taking place at an intermediate critical value g c of g.
A quite general kind of QPT is the condensation in the space of states. We decompose the Hilbert space of the system F as the direct sum of two mutually orthogonal subspaces, denoted condensed and normal, namely, F = F cond ⊕ F norm . The definition of these subspaces is as follows. We write F = span{|n } M n=1 , where {|n } (later on called configurations) is a complete orthonormal set of eigenstates of V , that is we have V |n = V n |n , n = 1, . . . , M , and we assume ordered, possibly degenerate, potential values V 1 ≤ V 2 ≤ · · · ≤ V M . We then define F cond = span{|n } M cond n=1 and F norm = span{|n } M n=M cond +1 = F ⊥ cond . This definition essentially relies on the choice of the dimension M cond , which, in view of the ordering of the potential values, marks the max-arXiv:1912.11357v1 [cond-mat.stat-mech] 24 Dec 2019 imum potential value included in the condensed subspace
The GS energy of the system,
is easily related to the lowest energies allowed in the condensed and normal subspaces
By construction, E ≤ min{E cond , E norm } for any finite dimension M of the Hilbert space F. Less trivial is the relation in the TDL. The TDL is defined as the limit N, N p → ∞ with N p /N = constant. It is then convenient to introduce the rescaled energies = lim
which are finite in view of the assumed scaling properties of K and V . For simplicity, we have dropped the dependence of these quantities on . In [17] we have shown that, if lim N,Np→∞, Np/N =
then, = min{ cond , norm }.
Note that when Eq. (9) is satisfied, the condensed subspace is a subspace infinitely smaller than the full space, even if the dimension of F cond , i.e., M cond , diverges in the TDL. In the same limit we have M norm ∼ M . This justifies the names condensed and normal assigned to the subspaces. Equation (10) establishes the possibility of a QPT between a normal phase characterized by the energy per particle norm , obtained by removing from F the infinitely smaller subspace F cond , and a condensed phase characterized by the energy per particle cond , obtained by restricting the action of H onto F cond . The situation is particularly simple for systems characterized by a single parameter as in the case of Eq. (1). Provided that Eq. (9), and, therefore, Eq. (10) hold, if, in addition, the two functions norm (g) and cond (g) are such that the equation
admits a unique finite solution g = g c , we have
Equation (12) shows the existence of a QPT, which, in virtue of Eq. (11) , is necessarily of first-order. Whereas Eq. (9) is easy to check, it is more difficult to assess the existence of a finite critical parameter g c satisfying Eq. (11) . A practical approach can be as follows. For N, N p finite with N p /N = constant, we evaluate g cross (N, N p ) as the value of the parameter g, if any, solution of the equation
Assuming a smooth limiting behavior, we expect
Even if this limit cannot be exactly evaluated, as in the case of numerical simulations, Eq. (14) can be used to provide strict upper and lower bounds to g c as shown ahead.
To recapitulate, if we find a partition F = F cond ⊕ F norm such that Eq. (9) and Eq. (11) are satisfied, then a first-order QPT of the type introduced in [17] occurs at g = g c . In general, such a partition is not unique. In fact, for Eq. (11) to admit a solution with condition (9) satisfied, F cond can be invariantly chosen provided that it is not too small and not too large in such a way that neither of the two restrictions of H, to F cond and to F norm , have a QPT. Under this condition cond and norm are both analytic functions of g at g = g c , whereas is not. Later on, we shall show how to exploit this invariance.
We apply the above general results to a system of N p electrons interacting in a ring of N sites. As usual, for simplicity and saving computational efforts, we consider spinless particles. The electronic Hamiltonian H e cast in the dimensionless form (1) by H e /t = H = K + gV , t being the hopping coefficient, is given via the following definitions
where the fermionic annihilation operators obey the periodic condition c i+N = c i , m * is the effective electron mass, and a the lattice constant [14] . We consider a screened Coulomb interaction [2] v
R being the screening length and d i,j the dimensionless distance between sites i and j in the ring
Screening takes into account the many-body effects not explicitly considered in H and allows for the interaction energy to scale linearly with the number of particles N p , as physically expected. The value of R depends on the microscopic details of the system considered. However, whereas the minimum of V has a logarithmic dependence on R, see later, the associated GS has a universal structure [2] under conditions on v i,j [1, 3, 4] that are fulfilled by Eq. (18) for any R. With the above choice for the potential, the dimensionless coupling g in Eq.
(1) takes the form of the following Seitz radius [18] 
As expected, the Coulomb potential dominates over the hopping term for a a B . Now we determine a partition F = F cond ⊕ F norm which satisfies the conditions (9) and (11) . We recall that, according to Eq. (2), a partition is defined by specifying the maximum potential value allowed in F cond .
As we show in [19] , and as Fig. 1 makes it evident, in the TDL the distribution of the potential values (16) divided by N p tends to a Dirac delta centered at V /N p , namely, the mean classical value of the potential. This implies that, whenever max V cond /N p < V /N p , we have M cond /M → 0 in the TDL, i.e., Eq. (9) is satisfied.
To comply with Eq. (11), consider that E, E cond , and E norm , are monotonously increasing functions of g and convex upward [19] and suppose that the critical point is unique. It follows that g c is finite if and only if (i) norm (0) < cond (0) and (ii) lim g→∞ cond (g)/g < lim g→∞ norm (g)/g. Condition (i) is equivalent to say that in the TDL min K norm /N p < min K cond /N p . Here and in the following, we use a notation as in Eq. (2), for example, min K cond is the smallest eigenvalue of the operator K restricted to the condensed subspace, and so on. In [19] we prove that, if Eq. (9) is satisfied, the TDL of min K norm / min K is 1, therefore, condition (i) is satisfied if in the TDL max V cond /N p < V /N p , which is much the same to have max V cond ≤ V − δV , with δV > 0 being an arbitrary O(N p ) term.
Condition (ii) is equivalent to say that in the TDL min V cond /N p = min V /N p < min V norm /N p . Since in the TDL we have min V norm /N p = max V cond /N p (no gaps open in the distribution of the rescaled potential values, see [19] , the condition amounts
It is clarifying to discuss the above constraints on F cond in terms of the qualitative features of the GS of H. To this purpose, we have first to recall the GSs of K and V operators.
GS of K. For a ring of N sites, the GS of K, |K 0 , is the product state of the N p single-particle states with the lowest single-particle energies among n = −2 cos(2πn/N ), n = 0, . . . , N − 1. For N p odd the corresponding GS energy is
GS of V . At density = p/q, with p and q coprimes, there are q degenerate classical WCs, i.e., q configurations of minimal potential. For p = 1 these are configurations with equidistant fermions [5] , while for p > 1 we have a dimer structure [1, 2] . For instance, at density = 3/10, we have min V = V k(d3d3d4) , which is the potential of the 10 nonequivalent configurations obtained by repeating k = N p /3 = N/10 times the sequence d 3 d 3 d 4 , where d 3 and d 4 are the so called 3-dimers (•, •, •) and 4-dimers (•, •, •, •), namely, lattice segments of 3 or 4 sites in which only the last one is occupied. For p > 1 some WCs are connected by the hopping of one particle, whereas this doesn't happen for p = 1.
The GS of K + gV tends to |K 0 , or to one of the classical WCs, in the limits g → 0 and g → ∞, respectively. Now, whereas for g sufficiently small is safe to assume that the actual GS is a slight deformation of |K 0 , i.e., a product state of single particle Bloch waves, the investigation of the actual GS for g sufficiently large is quite more complex. In fact, depending on p, different ansatzs have been proposed in the past: a Bloch superposition of kink-antikink configurations for p = 1 [5] , and of excited dimers for p > 1 [1] . However, whereas these ansatzs provide physical appealing insights, they remain heuristic as essentially focus on single mode excitations. There is no reason to exclude a priori that an extensive number of kink-antikink walls (p = 1), or other non-dimer configurations (p > 1) concur to the actual GS for g finite. In fact, in both cases, the potential values associated to the configurations contributing to these Bloch states differ from the energy of the WCs by terms O(1), while our condition (ii) on F cond requires a larger space, being max V cond = min V + O(N p ), and only under such a condition a QPT can be reached.
Any of the partitions F = F cond ⊕ F norm obtained for
allows us to conclude that the Hamiltonian H = K + gV of Eqs. (15) (16) (17) (18) (19) (20) undergoes a Wigner crystallization in the form of a first-order QPT of the type introduced in [17] . About the critical parameter g c , at this level we just know that it is finite.
To find the actual value of g c , we may attempt to evaluate numerically the TDL (14) . Figure 2 shows the values of g cross obtained as the intersection points of E cond (g) and E norm (g) for increasing values of N p at = 3/10. Two sets of data relative to two different choices of F cond are reported. Data are obtained by unbiased Monte Carlo simulations [2] . Note that we always simulate systems with an odd number of fermions in order to avoid any sign problem [21] . As it should be, Fig. 2 shows that, for N p sufficiently large, g cross does not grow with the system size. However, Fig. 2 makes it also clear that the convergence toward the TDL is slow, as expected for systems with long range interaction, and there is no hope to reach an asymptotic value of g cross by direct numerical simulations [19] .
As anticipated, we can use Eq. (14) to provide upper and lower bounds to g c . Since E cond and E norm are monotonously increasing functions of g and convex upward, we have
where g + cross is the intersection point of two curves which are, respectively, a majorant of E cond and a minorant of E norm , whereas g − cross is the intersection point of two curves which are, respectively, a minorant of E cond and a majorant of E norm . Furthermore, it follows that g − c ≤ g c ≤ g + c , where g ± c are the TDLs of g ± cross . The more accurate are the approximations to E cond and E norm , the tighter are the bounds g ± c . However, we also want to choose these approximations to E cond and E norm sufficiently simple to allow for an analytical evaluation of the thermodynamic limit of g ± cross . Let us examine the following inequalities
and
Equations (24), (25) and (26) are Weyl's inequalities [22] for the lowest eigenvalue of H = K + gV restricted to the condensed and normal subspaces. Equation (23) follows from E cond ≤ u|H|u / u|u , ∀|u ∈ F cond , choosing |u = |n , where |n is any GS of V , and observing that n|K|n = 0.
From the first and second pair of inequalities we obtain, respectively,
Consider Eq. (27). We have min V cond = min V relying only on the density and the screening length R, the other quantities depend also on the choice of the condensed space. We choose F cond in order to make g + cross as small as possible. A way is to make the denominator, therefore min V norm , as large as possible. We assume min V norm /N p = max V cond /N p → V /N p . In the numerator of (27) we use min K norm /K 0 → 1 [19], where K 0 is given by Eq. (21) . We thus obtain
Consider Eq. (28). We have already discussed min V cond , as for max V norm = max V , it is the potential corresponding to the configurations in which the N p particles occupy N p consecutive lattice sites. Thus the denominator of Eq. (28) only depends on the density and the screening length R. Now we choose F cond as small as possible, namely, max V cond → min V cond and, as before min K norm /K 0 → 1. We can also put min K cond /N p → 0. In fact, either there is no hopping in F cond (for density = p/q with p = 1) or the number of allowed hoppings is O(1) (for p > 1). Therefore
Equations (29) and (30) provide rigorous bounds to g c . From Tab. I, it follows that, at density = 3/10 and screenimg length R = 10a, a QPT takes place at a critical value of the parameter r s [18] in the range 0.7 ≤ r sc ≤ 4.5.
The limit R a is particularly important. In this limit we are able to express the characteristic potential values in a closed analytical form [19] lim
lim
We stress that the above expressions are derived by first taking the TDL and then picking the leading term for R a. By plugging Eqs. (21) and (31)-(33) into Eqs. (29) and (30), we find [18] 
Equation (34) allows us to estimate the dependence of r sc on in the range a/R < ≤ 1, which, in virtue of the condition R a, as a matter of fact coincides with the whole density range.
In the limit R/a → ∞, the lower bound of Eq. (34) vanishes whereas the upper bound remains finite. This is compatible with, but doesn't prove that r sc → 0 in the limit of infinitely large screening length. However, from Weyl's inequality min V (g + min K/ min V ) ≤ min H ≤ min V (g + max K/ min V ) and using Eqs. We conclude that, if the TDL is taken first, the Wigner crystallization is always realized as a first-order QPT of the type [17] but the critical parameter r sc → 0 + in the limit in which the potential becomes unscreened, R/a → ∞.
We are indebted to an anonymous referee of [17] for suggesting us to consider the Wigner crystallization (actually, as a counter example of the present QPT mechanism). Grant The Wigner Crystallization cannot be clearly understood without an analysis of the distribution of the values of the classical potential. The dimensionless interaction potential reads
where
where d i,j is the dimensionless distance between sites i and j in the ring
In the following, we evaluate the thermodynamic limit (TDL) necessary for the implementation of the equations of the main paper: min V /N p , max V /N p , the classical mean value V /N p , and the gap (see Eqs. (31)-(34) of the main paper). As we shall see, compact formulas can be provided in the limit of large screening length, R a, which is the limit we are mainly interested in. We shall also demonstrate why the distribution of V /N p tends to a Dirac delta distribution centered on the mean value.
Minimum of V
Let us evaluate the minima min V , i.e., the value of V evaluated in any of its q GSs (we recall that the density is = p/q with p and q coprimes). The GS of V takes the following expression 
where [·] stands for integer part and r(j) represents the position of the (j + 1)th particle [1] . When N/N p is an integer, we have r(j) = 1 + N/N p j and in the ring, where the distance is defined as in (S3), the above expression simplifies neatly in
When instead N/N p is not an integer, the approximation r(j) 1 + N/N p j will produce in general non integer values above and below the corresponding exact values of r(j). For large values of N and N p with N p /N fixed, these above and below approximations will tend to be somehow distributed around the exact values of r(j). In such a limit we can hence still use Eq. (S6) as an approximation and, from the explicit expression of the v i,j we get (we suppose N p odd as in the main paper)
Note that in the above summmation we have only d i,j = j − i. In the following, we shall apply the same approximation to all the other terms, i.e., we will take r(j) 1 + jN/N p (which amounts to d 1,r(j) jN/N p ) thoroughly. By using the variable x = N aj/N p R, we get (now we take N p − 1 N p ) 
In general, in the limit R/a → ∞ the term O(1) is a small correction that depends on and is exactly zero for densities such that N/N p is an integer. See Fig. 3 .
Maximum of V
Let us calculate max V , i.e., the maximum value of V evaluated in any of the N ways that exist to put the N p particles in N p consecutive sites. We have
which gives
We can now proceed as in the previous case arriving at 
Also in this case, in the limit R/a → ∞ the term O(1) is a small correction that depends on and is exactly zero for densities such that N/N p is an integer. See Fig. 3 .
Classical mean value and distribution of the normalized values V /Np
The classical mean value of V is defined as the average over all configurations. If we indicate by · these averages, from Eq. (S1) we have
In Eq. (S17) one is tempted to neglect correlations and to replace n i n j with n i · n j = 2 . In this way we get
It turns out that this approximation becomes exact in the thermodynamic limit, however, the reason for that is quite not trivial. By analyzing the distribution of the classical V /N p values in the thermodynamic limit, we can simultaneously understand why Eq. (S18) becomes exact and why the distribution tends to a Dirac delta distribution centered at V /N p . In general, min V is q-fold degenerate, whereas max V is N -fold degenerate, and as we consider more and more intermediate values of V , the degeneracy grows exponentially fast with the system size. This can be better understood in terms of entropy. Let us first consider the case = 1/q and let us split the N sites in N/q = N p segments each made up of q sites. Let us enumerate these segments from j = 1 to N p . In each segment, we can accommodate a number of particles m j between 0 and q provided that the constrain j m j = N p is satisfied. There are many possible ways to realize a given sequence of segments {m j } and the corresponding potential V might be different for each one of such realizations. We are interested in counting the total number of configurations N ({m j }) associated to a given sequence of segments {m j }, independently of the different values of V . Taking into account that the particles are indistinguishable and double occupancy of a site is forbidden, the number of configurations N ({m j }) associated to a given sequence of segments {m j } is
For N large, by a small variation of the sequence of segments we can have a large variation of N ({m j }). In fact, not surprisingly, it is easy to check that, ln(N ({m j })), i.e., the canonical entropy, is exponentially peaked around its maximum which is attained by the uniform segment distribution, {m j = 1}. The important point here is that, at {m j = 1}, V still depends on the particular realization of the uniform segment distribution and we are precisely interested in evaluating the mean value of these values of V because in correspondence of the uniform segment distribution {m j = 1} there are concentrated the most frequent values of V (in fact, as the entropy shows, exponentially more frequent than the other values). For these values we have
where min V , as we already know, is obtained by putting, for example, all the particles in the rightmost position of the segments, and max V | {mj =1} is obtained by putting, for example, the particle of the i-th segment on the leftmost position of the segment when i is odd, and on the rightmost position when i is even. Notice that max V | {mj =1} is quite lower than max V (it is easy in particular to evaluate it in the limit of large screening length, where we get max V | {mj =1} /N p 2 ln(R/a), to be compared with max V /N p ln(R/a) from Eq. (S16)). Notice also that min V , which is q-fold degenerate, and max V | {mj =1} , which is 2q-fold degenerate, are just two extremal values of the uniform segment distribution {m j = 1} but they are not typical. The typical values of V in the range [min V, max V | {mj =1} ] are more complicated and must have exponential degeneracies (or, more in general, nearly degeneracies). We have so far shown that, in the TDL, the distribution of V /N p tends to a Dirac delta distribution centered on its mean value which in turn must coincide with the mean value restricted to the uniform segment distribution, {m j = 1}. It is this latter fact that allows us to evaluate the mean of V /N p in a simple way: since in each segment we have just one particle, we are no more concerned with correlations so that the replacement n i n j with n i · n j = 2 , as in Eq. (S18), is actually exact in the TDL. In other words, we can approximate the N p segments as uniformly occupied by a continuous distribution of charge of density = 1/q. In particular, in the limit of large screening length Eq. (S18) provides 
The above result has been derived for simplicity in the case = 1/q, however, the same arguments can be equally repeated in the general case of = p/q and the result is still Eqs. (S18) and (S20). See Fig. 3 .
Gap of V
The gap is defined as the difference between the first excited value of V and its minimum. If 1/ is integer, the former can be obtained by shifting one single particle in the GS of V by one hop toward a first neighbor vacant position. By using the definition (S5), we have (S12), (S16), and (S20), respectively, as a function of the screening length R/a for density = 3/10 and = 1/3. The parameter k indicates the size of the system: we have Np = 3k and N = 10k for density 3/10 and Np = k and N = 3k for density 1/3. Provided the system size is sufficiently large (TDL almost reached), when 1/ is an integer, the difference between the exact values and the leading terms is always O(1/(R/a)) (here we show only the curve relative to min V ). When 1/ is not an integer, the curve corresponding to min V tends to a small O(1) term. All curves show a drop for R/a sufficiently large, meaning that the TDL cannot be considered reached at the used k values for the shown values of R/a.
On defining the variables x = (N/N p j)a/R, x 1 = (N/N p j − 1)a/R, and x 2 = [N − (N/N p j − 1)]a/R, we obtain
In the limit of large screening length we get 
Whereas for the cases 1/ integer the above formula turns out to be almost exact (e.g., for = 1/3, Eq. (S23) gives ln[2(1 − )] = 0.0958, while the exact value of the gap is 0.0986), when 1/ is not an integer, it provides only a rough approximation since, for such cases, the first excited state of V cannot be obtained by simply shifting one single particle in the GS of V . In particular, for = 3/10 Eq. (S23) gives a value about 50 times larger than the actual value. In general, the first excited state of V corresponds to a non trivial modification of its GS.
Monte Carlo simulations for E cond /Np, Enorm/Np and E/Np
In Fig. 4 we show the behavior of the energies per particle, E cond /N p , E norm /N p and E/N p , as a function of g in the case N p = 15, N = 50 and with the choice max V cond = 0.4N p . It is evident that E interpolates between E norm at g small and E cond at g large. The functions E cond (g) and E norm (g) intersect at g cross 8.3. Note that, whereas the values of E cond , E norm and g cross depend on the choice of the condensed subspace, univocal thermodynamic limits cond , norm and g c are obtained for any allowed F cond . Data are obtained by Monte Carlo simulations. To avoid bias effects, the Monte Carlo code [2] is runned, for the largest-size systems, with 2 14 trajectories, 2 14 reconfigurations and inter-reconfiguration time 10/N p . For the largest considered system with 45 particles in a lattice of 150 sites, this required a cpu time of about 300 hours per single simulation. Any intersection point g cross is obtained by simulating E cond and E norm at several values of g. The absence of bias effects is checked by evaluating E at g = 0 and comparing the result with the GS energy of K, K 0 (see Eq. (21) of the main paper). We have Np = 3k, N = 10k and k = 5. As condensed subspace we use that defined by V cond = 0.4Np. The dashed line is the GS energy of H obtained, at the first order of perturbation theory, considering gV as a perturbation of K.
Perturbation theory
We have not made use of any finite perturbation theory. The following represents only a complementary study that could be used for consistency.
For g small, we can approximate the energy E of the GS of H by using the first order perturbation theory. We have E =
In terms of limiting rescaled energies we thus conclude that for g small (see Fig. 4 ) norm lim N,Np→∞, Np/N = K 0 N p + g lim N,Np→∞, Np/N = V N p .
Monotonicity and convexity of the GS energies
Consider the Taylor expansion and the infinite perturbation series of the GS energy E(g) both around an arbitrary g and compare term by term the first-and second-order terms of the two expansions. By using the fact that the first-order term of the perturbation series is E(g)|V |E(g) / E(g)|E(g) ≥ 0, we get ∂E(g)/∂g ≥ 0 (this result can be equally reached by using the Hellman-Feynman theorem). Next, by using the fact that the second-order term of the perturbation series for the GS energy is always negative or null, we also get ∂ 2 E(g)/∂g 2 ≤ 0. The same argument applies to E cond and E norm . In conclusion, with respect to g, all the GS energies are functions that are monotone increasing and convex upward.
