full GF can then be written as a weighted sum of the GFs for such class representatives:
where, n h denotes the size of equivalence class h and ω h ⊂ ω is the set of dummy variables that corre- 
, 142 where n s is the number of symmetric nodes.
143
Any tree shape contains at least one further symmetry: there is at least one node which connects to two 144 leaves. Because the branches descending from that node have the same length by definition, we can combine 145 mutations (and hence ω terms) falling on them: E.g. for a triplet genealogy with topology (a, (b, c)), we 146 can combine mutations on branch b and c without loss of information. The joint probability of seeing a 147 configuration with k b and k c mutations can be retrieved from P [k b + k c ]: intervals is computationally wasteful compared to the direct calculation (see File S1).
152
Approximating models with reversible events
153
Migration and recombination events are fundamentally different from coalescence and population diver-154 gence. Going backwards in time, they do not lead to simpler sample configurations. Thus, the GF for models 155 involving migration and/or recombination is a system of coupled equations the solution of which involves 156 matrix inversion and higher order polynomials and quickly becomes infeasible for large n (Hobolth et al.,
migration events:
Expanding ψ * in γ, the coefficients of γ, γ 2 . . . γ n correspond to histories with 1, 2, . . . n migration 169 events. This is analogous to conditioning on a particular topology: the truncated GF does not sum to one 170 (if we set the ω to zero), but rather gives the total probability of seeing no more than n max events. This 171 is convenient in practice because it immediately gives an estimate of the accuracy of the approximation.
172
Expanding the solution of equation 6 around γ = 0 gives:
The GF conditional on there being at most one migration event is
The error of this approximation is:
which is just the chance that a migration event occurs before coalescence (see Fig. 2 ). An analogous expan- Figure 2 : The error in limiting the number of migration events to n max =1 (eqs. 1 & 2) (red), 2 (yellow) and 4 (green) for a pairwise sample in the IM model plotted against M for different divergence times T . The results for a model of equilibrium migration without divergence is shown for comparison (blue). 
Figure 3: For a sample of two sequences from each of two populations (a and b), there are six classes of equivalent, rooted genealogies (left); their sizes n h are shown above. Without root information, these collapse to two unrooted genealogies (right). Without phase information, there are four mutation types that map to specific branches in the rooted genealogy: heterozygous sites unique to one sample (t * {a,abb} and t * {b,aab} , red and blue respectively), shared heterozygous sites (t * {ab,ab} , green) and fixed, homozygous
a a a 2 2 a 4 4 2 dants in each population. From this simplified GF, we can compute the probability of blockwise counts of 211 mutation types defined by the SFS. Following Bunnefeld et al. (2015), who have used this extension of the 212 SFS to block-wise data to fit bottleneck histories in a single population, we will refer to it as the blockwise 213 site frequency spectrum (bSFS).
214
Limiting the total number of mutational configurations 215 In principle, we can compute the probability of seeing arbitrarily many mutations on a particular branch from 216 equation 1. In practice however, the extra information gained by explicitly including configurations with large numbers of mutations (which are very unlikely for short blocks) is limited, while the computational cost increases. An obvious strategy is to tabulate exact probabilities only up to a certain maximum number 219 of mutations k m per branch and combine residual probabilities for configurations involving more than k m 220 mutations on one or multiple branches. As described by Lohse et al. (2011) and Lohse et al. (2012) , the 221 residual probability of seeing more than k m mutations on a particular branch s is given by
i.e. we subtract the sum of exact probabilties for configurations involving up to k m mutations from the 223 marginal probability of seeing branch s.
224
Assuming that we want to distinguish between all 2(n − 1) branches in a given equivalence class and use 225 a global k m for all branches, there are (k m + 2) possible mutation counts per branch (including those with 226 no mutations or more than k m mutations on a branch) which gives (k m + 2) 2(n−1) mutational configurations 227 in total. For example, for n = 6 and k m = 3 there are 9,765,625 mutational configurations per equivalence 228 class (Table 1) . Although this may seem daunting, most of these configurations are extremely unlikely, so 229 a substantial computational saving can be made by choosing branch-specific k m . We have implemented 230 functions in Mathematica to tabulate P [k] for an arbitrary vector of k m (File S1).
231
The bSFS with k m = 0 defines mutational configurations by the joint presence and/or absence of mu-232 tation types defined by the SFS in a block, irrespective of the number of mutations of each type. This 233 constitutes an interesting special case. In the limit of very large blocks, i.e. if we assume an unlimited sup-234 ply of mutations, this converges to the topological probabilities of equivalence classes which can be obtained 235 directly from the partitioned GF by setting all ω → 0. We can think of this set of probabilities as the "topol-236 ogy spectrum". For a sample of 3 genes from each of 2 populations this consists of 49 equivalence classes 237 which reduce to 11 unrooted topologies ( Fig. 6) . Under the IM model with unidirectional migration, the GF 238 Figure 4 : The topology spectrum for a sample of n = 6 from a two population IM model with asymmetric migration and T = 1.5. The probabilities of all 11 unrooted topolgies are plotted against M . The probability of the most likely topology of reciprocal monophyly (((a, (a, a)), (b, (b, b))) is shown as a dashed line. (((a, a) , a)), ((b, b), b)))). As expected, its probability decreases with M and increases with 240 T .
241

Results
242
The various strategies for simplifying likelihood calculations based on the GF outlined above suggest a 243 general "pipeline", each component of which can be automated: 244 1. Generate all equivalence classes h and enumerate their sizes n h for a given sampling scheme. In the accompanying Mathematica notebook we have implemented this pipeline as a set of general 254 functions. These can be used to automatically generate, solve and simplify the GF (step 1-3 above), and 255 -from this -tabulate P [k], the likelihood of a large range of demographic models (involving population 256 divergence, admixture and bottlenecks) (6 above). In principle, this automation works for arbitrary sample 257 sizes. In practice however, the inversion step (3 above) and the tabulation of probabilities (6 above) become 258 prohibitively slow for n > 6. 259 To give a concrete example, we derive the GF for a model of isolation (at time T ×2N e generations) with 260 migration (at rate M = 4N e m migrants per generation) (IM) between two populations (labelled a and b). 261 We further assume that migration is unidirectional, i.e. from a to b forwards in time and that both populations 262 and their common ancestral population are of the same effective size (we later relax this assumption when 263 analysing data). As above, we consider the special case of a single diploid sample per population without 264 root and phase information. We first derive some basic properties of unrooted genealogies under this model. 265 We then investigate the power of likelihood calculations based on the bSFS. Finally, we apply this likelihood 266 calculation to an example dataset from two species of Heliconius butterflies.
267
The distribution of unrooted branches under the IM model Surprisingly however, the expected lengths of the four unrooted branches t * {aa,bb} , t * {ab,ab} , t * {a,abb} and 271 t * {b,aab} , each of which is a sum over the underlying rooted branches (Fig. 3) , have a relatively simple form 272 ( Fig. 5) :
Similarly, the probability of the two unrooted topologies reduces to:
We can recover the full distribution of rooted branches from the GF by taking the Inverse Laplace Trans-275 form (using Mathematica) with respect to the corresponding ω * . While this does not yield simple ex-276 pressions (File S2), examining figure 6 illustrates that much of the information about population history is 277 contained in the shape of the branch length distribution rather than its expectation (Fig. 5 ). For example, ) to distinguish between an IM model and a null model of strict divergence (T = 1.5) from 100 unlinked blocks of length θ = 1.5 for different sample sizes and data summaries: the total number of mutations in a sample of n = 2 (black) and n = 4 (grey), the bSFS for unphased data for two diploids (n = 4) with root (green) and without root (blue). Dotted, dashed and solid lines correspond to different maximum numbers of mutations per branch type, k m = 0, 1 and 3 respectively. sequence from each population gives greater power to detect gene flow than pairwise samples (compare 291 black and blue lines in figure 7 ). However, contrasting this with the power of a simpler likelihood calculation 292 for n = 4 which is based only on the total number of mutations S T in each block (grey line in figure 7) , 293 illustrates that the additional information does not stem from the increase in sample size per se, but rather 294 the addition of topology information. In fact, there is less information in a larger sample without topology 295 information than in pairwise samples. Similarly, adding root information almost doubles power (green lines 296 in Fig. 7 ).
297
In comparison and perhaps surprisingly, the threshold k m has relatively little effect on power. In other 298 words, for realistically short blocks, most of the information is contained in the joint presence and absence in parts of Central and South America, are known to hybridise in the wild at a low rate (Mallet et al., 2007) , 304 and have previously been shown to have experienced post-divergence gene flow (Martin et al., 2013) . We 305 sampled 150 bp blocks of intergenic, autosomal sequence for one individual genome of each species from We have shown how the probabilities of genealogies, and hence of mutational configurations, can be calcu-348 lated for a wide variety of demographic models. This gives an efficient way to infer demography from whole 349 genome data. Irrespective of any particular demographic history, the possible genealogies of a sample can be 350 partitioned into a set of equivalence classes, which are given by permuting population labels on tree shapes. 351 We show how this fundamental symmetry of the coalescent can be exploited when computing likelihoods 352 from blockwise mutational configurations. We have implemented this combinatorial partitioning in Math-353 ematica to automatically generate and solve the generating function (GF) of the genealogy and, from this, 354 compute likelihoods for a wide range range of demographic models. Given a particular sample of genomes, 355 we first generate a set of equivalence classes of genealogies and condition the recursion for the GF (Lohse 356 et al., 2011) on a single representative from each class. This combinatorial strategy brings a huge computa-for samples > 6 given the rapid increase in the number of equivalence classes. However, a separation of underestimates the accuracy of estimates. On the other hand, however, there may be weak, long-range corre-408 lations, due to a small fraction of long regions that coalesced recently, and these may increase the variance of 409 parameter estimates. The safest course is to check the accuracy of estimates by simulation under the inferred 410 demographic model and a realistic model of recombination via a full parametric bootstrap.
411
An advantage of direct likelihood calculations is that one can easily check the absolute fit of the data to 412 a model by asking how well the observed frequency of mutational configurations or some summary such as 413 the SFS is predicted by the model. For example, the IM history we estimated for the two Heliconius species 414 fits the observed genome-wide SFS reasonably well (Fig. 8) . The fact that we slightly underestimate the 415 heterozygosity in H. cydno may suggests that some process (e.g. demographic change after divergence or 416 admixture from an unsampled ghost population/species) is not captured by our model. 417 Figure 8 : The folded SFS has four site types: i) heterozygous sites unique to either H. m. melpomene or ii) H. cydno iii) shared in both species and iv) fixed differences. The observed genome wide SFS is shown in black. The expectation under the IM history estimated from the bSFS ( Table 2) was computed using eq. 12 and is shown in grey. sharedHet fixDiffs melHet cydnoHet
In general, the GF framework makes it possible to derive the distribution of any summary statistic that 418 can be defined as a combination of genealogical branches and understand its properties under simple demo-419 graphic models and small n. Although explicit calculations based on such summaries are not feasible for
