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Abstract
A cross-layer design approach is proposed that can be used to optimize the cooperative use
of multi-packet reception (MPR) and network coding. A simple and intuitive model is con-
structed for the behavior of an opportunistic network coding scheme called COPE proposed
by Katti et. al., MPR, the 802.11 MAC, and their combination. The model is then applied
to key small canonical topology components and their larger counterparts. The results ob-
tained from this model match the available experimental results with ﬁdelity. Using this
model, fairness allocation by the 802.11 MAC is shown to signiﬁcantly impede performance
and cause non-monotonic saturation behaviors; hence, a new MAC approach is devised that
not only substantially improves throughput by providing monotonic saturation but pro-
vides fairness to ﬂows of information rather than to nodes. Using this improved MAC, it
is shown that cooperation between network coding and MPR achieves super-additive gains
of up to 6.3 times that of routing alone with the standard 802.11 MAC. Furthermore, the
model is extended to analyze the improved MAC's asymptotic, delay, and throughput be-
haviors. Finally, it is shown that although network performance is reduced under substantial
asymmetry or limited implementation of MPR to a central/bottleneck node, there are some
important practical cases, even under these conditions, where MPR, network coding, and
their combination provide signiﬁcant gains.
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Chapter 1
Introduction
The utility and use of wireless networks for a variety of applications has revolutionized how
people live and conduct business. Whether it is the use of wireless home networks or cellular
phones, wireless technologies inundate almost every aspect of everyday life. Unfortunately,
network design and characterization of performance is still a diﬃcult task especially with the
multitude of network technologies available. Eﬃciently integrating these technologies into
a coherent network is largely done through ad-hoc implementations without consideration
of the impacts incurred on other aspects of the network design. This thesis provides a
simple and intuitive approach to cross-layer wireless network design and shows the beneﬁts
of eﬃciently combining multiple performance enhancing technologies.
A simple model is the workhorse that is used to ﬁrst understand the implications of vari-
ous design strategies and then to provide a rough order of magnitude for the achievable gains
from implementing diﬀerent network technologies in multi-hop wireless networks. Primarily,
the model will be used to determine the design implications of combining various medium
access control (MAC) approaches, opportunistic network coding (NC), and multi-packet re-
ception (MPR) into a single network. This thesis will consider the question of how these
technologies interact.
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1.1 Background and Motivation
Instead of treating information in a network as a ﬂuid where it is simply routed and
replicated, Ahlswede et. al. [3] proposed a method which employs coding at each node in
the network that mixes this information together. In traditional computer networks, each
node behaves like a switch or router. For example, each node receives information on an
input link, or set of input links, and the node either forwards this information to an output
link or replicates this information and sends it to a set of output links. From an information
theoretic view point, there is no reason that each node should be restricted to simply behave
as a router; rather, each node could receive information from all of the input links, perform
an encoding operation, and then send the encoded information to all of the output links.
The contribution from Ahlswede et. al. showed that the traditional methods of satisfying
multicast requirements (one source to multiple sinks) in computer networks is, in general,
not optimal and that network coding can optimally achieve these multicast requirements.
The initial work by Ahlswede et. al. did not suggest methods in which the network
capacity could be achieved, but only showed that from an information theoretic perspective,
that it was possible. This led to a wide range of research to ﬁnd a coding technique that
would provide the proposed gains in an arbitrary network. Using the results from [3], Li et.
al. [4] provided a linear code for multicast in a network that achieves capacity; but noted
that, in general, the linear codes that are produced using their algorithm are not necessarily
the simplest possible. For example, they speciﬁcally noted that the linear code produced for
a cyclic network is time varying which makes it diﬃcult to implement in practice. Develop-
ing an algebraic framework limited to linear network codes for arbitrary networks, Koetter
and Médard [5] proved that simple, linear time-invariant codes are suﬃcient to achieve the
multicast capacity. Ho et. al. [6] and Lun et. al. [7] extended these results and provided
decentralized approaches for implementing network coding and achieving the multicast ca-
pacity.
The majority of the above research focused on intra-session network coding. For ex-
16
ample, only information from a single source is encoded together. Dougherty et. al. [8]
asked the question of whether or not linear codes are suﬃcient for inter-session network (i.e.,
information from multiple sources are encoded together) and provided a counter-example
showing that networks exist where there is no linear solution that achieves the multicast
capacity. In addition, it is known that inter-session network coding is diﬃcult and even if
linear network codes are used, determining how to perform coding is a NP-hard problem [5].
Regardless, numerous heuristic inter-session network coding schemes have shown signiﬁcant
throughput gains [9, 10, 11]. One such heuristic coding scheme that will be the primary mo-
tivation for this thesis is COPE, proposed by Katti et. al. [1]. COPE uses the piggybacking
technique developed by [9] and generalizes it to arbitrary networks. Chapter 2 will provide
a more detailed explanation of COPE and develop a simple, intuitive method to model its
performance.
The development of COPE led to various methods to model and analyze the experimental
COPE results shown in Figure 1.1. Sengupta et. al. [12] modeled the unicast throughput as a
linear programming problem considering the coding of only two packets at a time in a random
mesh network. However, the experimental COPE results on the right side of Figure 1.1 show
that on average nearly three packets are coded together at a time. Thus, the majority of the
achievable gain originates from coded packets containing three or more native, or non-coded,
packets and was therefore not considered in [12]. Le et. al. [13] provided an upper bound to
the coding gain by using the number of codable packets as a key performance measure and
focusing on a subset of the possible sets of all coding structures. Unfortunately, they did not
address the interaction between network coding and the fairness provided by the MAC. As
a result, their analysis provides throughput gains that are considerably smaller than those
shown in the left side of Figure 1.1.
Zhao and Médard [2] accurately modeled the experimental results produced by [1] and
showed that the fairness imposed by the 802.11 MAC explains the non-monotonic through-
put behavior in the empirically obtained data. Fig. 1.2 shows a sample of the results
17
Figure 1.1: The empirical COPE performance data collected from a 20-node 802.11 wireless
ad-hoc network test bed (left), and the distribution of the number of native packets encoded
together at the peak throughput in the performance data. (right) [1]
obtained using their simpliﬁed model. Comparing the left side of Figure 1.1 with Figure
1.2 demonstrates that their model is consistent with the empirical data collected by [1], and
illustrates the importance of considering the MAC implementation by showing the negative
impacts of using an incorrect MAC in a multi-hop network. While Zhao and Médard showed
that the MAC impacts the overall network performance, they only considered a single topol-
ogy component, or coding structure. It was shown by Le et. al. [13], and by Seferoglu
and Markopoulou [14] using TCP traﬃc with a coding scheme similar to COPE, that the
throughput gains obtained from opportunistic network coding are dependent on the network
topology. Chapters 3 and 4 will explore the expected coding gains when considering the
interaction of network coding with the MAC as well as the eﬀects of diﬀerent topologies on
network performance.
While the performance of COPE signiﬁcantly increases network throughput, it does not
completely alleviate the limitation of multi-user interference. With the development of new
radio technologies such as orthogonal frequency division multiple access (OFDMA) and
multiple-input multiple-output (MIMO), the ability to receive multiple packets simultane-
ously makes it possible to increase throughput and signiﬁcantly increase network performance
by reducing contention issues among users [15]. Extensive research has been conducted on
multi-packet reception with uncoded traﬃc [16, 17, 18, 19]. For instance, the stability of
18
Figure 1.2: Throughput for COPE and non-COPE systems in a cross network with cross
traﬃc and traﬃc generated at the center node from [2].
slotted ALOHA with multi-packet reception was studied by [18] and several protocols imple-
menting multi-packet reception have been proposed by [17] and [19]; but little on the joint
use of multi-packet reception and network coding exists. Garcia-Luna-Aceves et. al. [20]
compared the use of network coding to multi-packet reception, but did not consider their
combined use. Furthermore, Rezaee et. al. [21] provided an analysis of the combined use of
network coding and multi-packet reception in a fully connected network, but did not con-
sider the eﬀects of bottlenecks or multi-hop traﬃc. Chapters 3 and 4 will characterize the
performance resulting from combining the two network technologies in a multi-hop network
and demonstrate some of the implementation challenges that must be overcome when joining
the two.
19
1.2 Main Contribution and Thesis Outline
This thesis will ﬁrst develop a model that is both simple and intuitive which will aid in
the cross-layer design of multi-hop networks. Using the initial research performed by [2],
the model developed will identify the fundamental behavior of the basic network elements
(i.e., medium access control, network coding, multi-packet reception, etc.), and use these
behaviors to characterize the gains from implementing each element both independently and
jointly. Using the model, a new MAC approach will be designed that eliminates the non-
monotonic saturation behavior shown in both the experimental COPE data and the initial
model proposed by Zhao and Médard [2] in addition to providing fairness to ﬂows rather
than to nodes. The gains resulting from changes in topology, asymptotic traﬃc across the
bottleneck in the network, and the asymptotic behavior in terms of per-node throughput and
delay will also be determined with and without network coding and multi-packet reception.
Primarily, the main contributions of this thesis are:
1. A network model will be developed that predicts the expected behavior from imple-
menting various cross-layer technologies and also highlights speciﬁc design challenges.
The primary examples used will be network coding, multi-packet reception, and MAC.
This model will then be used to emphasize the impact of implementing the 802.11 MAC
in multi-hop networks and the gains achieved from using network coding, multi-packet
reception, and their combination will be explored.
2. A new MAC approach will be developed that eliminates the non-monotonic saturation
behavior resulting from the use of the 802.11 MAC. Furthermore, it will be shown that
super-additive gains of approximately 6.3 times that of routing alone are achievable
when using network coding, multi-packet reception, and the new MAC in combination.
3. The ﬂexibility of the model will be demonstrated by evaluating how the eﬀects of
topology changes and asymmetric traﬃc across bottlenecks in the network eﬀect over-
all throughput performance. In addition, extensions to the model will characterize
20
additional gains from combining network coding and multi-packet reception in terms
of per-node throughput and delay. Primarily, the extended model will show that gains
of up to 8/3 can be achieved in terms of the time it takes to complete all unicast and
broadcast sessions.
The remainder of the thesis is organized as follows. Chapter 2 will provide a detailed ex-
planation and derivation of the model used throughout the thesis. Network element models
for opportunistic network coding, multi-packet reception, and the 802.11 MAC will be de-
veloped. Furthermore, the set of canonical topology components that are fundamental in
determining the beneﬁts from implementing each of these elements will be described. Finally,
an explanation of the various model parameters needed will be presented. These parameters
will be used extensively in the rest of the thesis.
Chapter 3 will use the model to characterize the performance of implementing the 802.11
MAC, network coding, multi-packet reception, and their combination in multi-hop networks.
A full explanation of the analysis using the model is provided and simulation results are
presented. Furthermore, veriﬁcation of the model will be included by comparing the results
obtained from the model with those obtained by the experiments performed by Katti et. al.
In Chapter 4, a new MAC approach is developed that eliminates the non-monotonic
saturation caused by the 802.11 MAC, and the eﬀects on the overall network throughput
will be re-evaluated. Various design trade-oﬀs, such as the use of a pseudo carrier sense
multiple access (CSMA) and diﬀering types of traﬃc (i.e., unicast or multicast/broadcast)
will be explored. The model used in previous chapters will then be extended in order to
determine the per-node throughput, as well as the delay performance of the new MAC
approach. These extensions will help in determining the performance of network coding and
multi-packet reception under asymmetric traﬃc across the bottleneck node in the network
and limited implementation of multi-packet reception at only the bottleneck node. Finally,
Chapter 5 will summarize the contributions of this thesis and provide additional avenues of
research that are saved for future endeavors.
21
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Chapter 2
Network Models and Parameters
The development of a simple, intuitive model in order to understand fully the design trade-
oﬀs of a cross-layer solution requires that various parts of the network be represented by an
abstract model of their primary behaviors. Section 2.1 provides a description of the network
element models and assumptions used to develop a tractable design problem. Section 2.2
gives a detailed description of the parameters used in the discussions and analysis found in
Chapters 3 and 4.
2.1 Network Model
The main goal in developing a tractable model is to identify the fundamental behavior of
each network element. Once the fundamental behaviors are identiﬁed, each element must
be modeled using simple, intuitive methods so that various performance measures can be
evaluated and design trade-oﬀs can be weighed. The model developed within this section
will focus on the inclusion of three network technologies: network coding, medium access
control (MAC), and multi-packet reception (MPR). Subsequent sub-sections will identify
speciﬁc behaviors of these technologies and will describe the abstractions and simpliﬁcations
needed to make the model tractable.
Before describing each of the element models, a brief overview of the general scenario
23
which is of interest is required. A wireless packet network is considered that is operated in
ﬁxed-length time-slots. Each node in the network is half-duplex (i.e., cannot receive and
transmit in the same time-slot), and only one packet can be either sent or received by any
given node per time-slot. If multiple packets are sent to a node in the same time-slot, it is
assumed that a collision occurs and all packets are lost. Furthermore, all nodes within the
network act as both sources and sinks of information. A more detailed explanation of the
general scenario and model follow in the subsequent sub-sections.
2.1.1 Network Coding
Network coding, ﬁrst introduced by Ahlswede et. al. [3], is a method in which mixing of
information is performed by intermediate nodes within a network. This mixing of informa-
tion enables simultaneous use of a communication link by multiple ﬂows of information, or
packets, as opposed to conventional networks where intermediate nodes simply forward a
single packet one at a time to the next-hop. The basic idea in a packet network is that each
packet received by a node is combined with other received packets before it is forwarded.
A simple example using a piggybacking scheme proposed by Wu et. al. [9] is illustrated in
Figure 2.1. Node 1 sends packet A to node 2 and node 2 sends packet B to node 1, but
both A and B must ﬁrst be sent to node 3. The relay, node 3, then forwards each packet
to the appropriate destination. Without network coding, the relay must send each packet
individually using two time-slots. With network coding, the relay will generate one encoded
message, A⊕B (where ⊕ indicates mod 2 addition), and then broadcasts the encoded packet
to both node 1 and 2 in a single time-slot. Since both nodes have their original packets, each
can decode the message and extract packets B and A respectively.
A signiﬁcant amount of research has been performed related to network coding, but some
of the more signiﬁcant results are related to linear network codes [4, 5, 6]. While Dougherty
et. al. [8] provided an example showing that not all networks have a linear solution, the
networks found in which capacity cannot be achieved with a linear code are very complex
24
1 2
A⊕ BA B
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Figure 2.1: A simple example of network coding. By linearly combining packets A and B,
the relay can send two messages per unit time.
and somewhat contrived. With this in mind, Katti et. al. [1] developed a simple, heuristic
coding scheme, COPE, that operates over a ﬁnite ﬁeld of size 2 and decoding of encoded
packets occurs at each hop in order to avoid situations where a linear solution does not exist.
COPE is a generalization of the piggybacking scheme used in the previous example that
exploits the broadcast nature of the wireless medium and is the basis of the model developed
in this section. The coding scheme operates using two main concepts:
1. Opportunistic Listening: The wireless broadcast medium allows nodes to overhear
packets transmitted from their neighbors. COPE uses this to snoop on all communica-
tions over the wireless channel and stores each overheard packet for a period of time.
Each overheard packet is then used at a later time to help in decoding any received
encoded packets.
2. Opportunistic Coding: The goal is to maximize throughput by coding packets together
that maximizes the number of original, or native, packets delivered in a single trans-
mission. In order to do this, every node must ensure that each intended next-hop has
enough information to decode any coded message it broadcasts.
As an example of these two concepts, consider the network shown in Figure 2.2. Nodes
1 and 2 overhear the others broadcasted transmission to node 5. Similarly, nodes 3 and
4 also overhear the others broadcasted transmission to node 5. Node 5 then codes the
maximum number of packets together with the constraint that nodes 1 through 4 must be
able to decode any encoded packets generated and broadcasts these packets back to nodes
1 through 4. As shown in Figure 2.2, node 5 must generate a minimum of two encoded
packets, each containing a single native packet from either node 1 or 2 and a single native
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Figure 2.2: An example of opportunistic listening and the coding decisions made by COPE.
packet from either node 3 or 4, where a native packet is deﬁned to be a non-encoded packet
generated by nodes 1 through 4. This enables each node to use the stored packets from
its neighbors to decode the broadcast transmissions from node 5 and retrieve the necessary
native packet(s). If instead node 5 transmits the coded messages A⊕ B and C ⊕D, nodes
1 and 2, and similarly nodes 3 and 4, will be unable to decode one of the encoded messages.
As a result, COPE never codes packets headed towards the same next-hop. In addition, any
packet generated by node 5 must be sent unencoded. This prevents a decoding error which
would occur at each of node 5's neighbors.
Implementing COPE, Katti et. al. found it necessary for each node to learn each of its
neighbor's states. This is done through the use of both reception reports sent in the header
of each packet and the use of a probabilistic mechanism that generates an estimate of the
native packets in which each node's neighbor has received. Furthermore, nodes do not wait
for an optimal coding opportunity. If a node does not have more than one codable packet,
it does not wait for another codable packet to arrive. Rather, it sends the packet unencoded
at the ﬁrst opportunity.
The model used to reﬂect the performance of network coding is a simpliﬁcation of the
above concepts. Each packet is linearly coded with another if and only if it can be decoded by
the intended recipients. While COPE uses a ﬁeld size of 2, Chapters 3 and 4 show that it is
sometimes necessary to use a higher ﬁeld size in order to achieve the maximum throughput
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gains. The model assumes that feedback is perfect and that each node knows the native
packets overheard by its neighbors. Each packet is sent as a broadcast transmission on the
channel at the ﬁrst opportunity without delay and each information ﬂow does not exercise
congestion control (i.e., each packet generated is part of a UDP session). Finally, neither the
complexity of the coding or decoding operations nor any other aspects of the network coding
implementation found in [1] are considered since their contributions to the overall network
performance is small in relation to the speciﬁc implementation aspects mentioned above.
2.1.2 Medium Access Control (MAC)
The MAC is modeled by identifying its primary behavior in the network with ﬁdelity (i.e.,
fairness) and is then simpliﬁed by assuming optimal performance from the other aspects of its
implementation. This gives an intuitive approach in determining the potential throughput
while ensuring that the fundamental characteristics of the network are understood. Chapter
3 uses the model of the 802.11 MAC developed in this section while Chapter 4 develops the
underlying behavior needed in a MAC so that throughput is optimized in the presence of
multi-packet reception and network coding. As an example, this section will give a brief
overview of the 802.11 MAC and then show how a simple model of its behavior can be
developed.
The 802.11 MAC [22] uses two methods of medium access: the distributed coordination
function (DCF), and the point coordination function (PCF). The DCF uses random access as
the primary mode of operation while the PCF, which uses polling and scheduling, is optional.
As such, the model of the 802.11 MAC developed here will focus solely on the DCF and
assume that the PCF is not in use. The DCF uses carrier sense multiple access with collision
avoidance (CSMA/CA) as the method in which a node accesses the channel. If a node has
a packet to send, it will ﬁrst select a random back-oﬀ interval (i.e., CA) which decrements
only while the channel is idle and then monitor the channel to ensure that no other node is
transmitting (i.e., CSMA). The back-oﬀ interval is uniformly distributed between the interval
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0 and the value of the contention window (CW) parameter where CW is an integer starting
with aCWmin (e.g., equal to 7 back-oﬀ time-slots) and exponentially increments to aCWmax
(e.g., equal to 255 back-oﬀ time-slots) after each unsuccessful transmission/collision. Each
node transmits its packet after the channel has been idle for the period of the random back-oﬀ
interval. If the transmission is unsuccessful, the CW parameter is exponentially incremented
and another back-oﬀ interval is randomly chosen between 0 and CW. This process continues
until the node receives an acknowledgment that its transmission was successful and then
resets CW to aCWmin. In addition to CA, an optional virtual carrier sense (CS) mechanism
may be used. This mechanism uses short request-to-send (RTS) and clear-to-send (CTS)
messages to reserve the channel for transmission. This mechanism is intended to prevent
against hidden terminals creating collisions at the receiving node. While it is important to
note that this option exists, its use is normally disabled while the 802.11 MAC is in the
ad-hoc mode and was similarly disabled throughout the COPE experiments [1]. As a result,
the 802.11 MAC model will assume that the RTS/CTS feature is not used.
Development of the 802.11 MAC model requires that a general idea of the behavior of
the MAC over a suﬃciently long period of time is identiﬁed. Zhao and Médard [2] identiﬁed
that the non-monotonic behavior of the experimental COPE results shown in Figure 1.1 is
a result of the 802.11 MAC, which essentially distributes channel resources equally among
competing nodes. For example, if there are three nodes with information to send, the 802.11
MAC allows each node to use the channel 1/3 of the time. This realization is also consistent
with the analysis and simulation results presented by Duda [23], who showed that for a small
number of stations, the probability of a node successfully accessing the channel converges
to 1/N for N competing nodes. While this does not necessarily hold in terms of short-term
fairness as the number of competing nodes increases, the network topologies used in the
model, see Section 2.1.4, are suﬃciently small such that this approximation is accurate.
The model developed captures the fairness aspect of the 802.11 MAC with ﬁdelity, while
the random access protocols are simpliﬁed to match the experimental throughput behaviors
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found in [1]. Chapter 3 will show that the 802.11 fairness mechanism is the major contributor
to overall network performance. As a result, the model will assume optimal performance
from all other aspects of the MAC. For example, the non-monotonic behavior in Figure 1.1
is a result of both collisions and fairness; but the total eﬀects of collisions from either hidden
nodes or identical back-oﬀ times on throughput are small in relation to the eﬀects of the
802.11 MAC fairness mechanisms. Furthermore, the model does not consider the additional
eﬀects on overall throughput associated with various aspects of the DCF such as the potential
of lost channel resources due to the random back-oﬀ. Since the DCF introduces a constant
overhead that lowers the throughput to about 20% to 30% of the bit rate depending on
the variant of 802.11 used [23], these assumptions provide upper bounds to the achievable
throughput in the various networks that employ the MAC while still providing a rough order
of magnitude for the throughput gains that can be achieved through the use of network
coding and multi-packet reception.
Two additional assumptions must be made in order to simplify the model further. Since
each back-oﬀ time-slot is very small in relation to the 802.11 data frame size, the model
assumes that each packet is sent on or very close to the beginning of a time-slot. In other
words, the contention window is included in the duration of each of the model's time-slots.
This assumption allows for each transmitted packet in the following analysis and simulations
to be sent on an integer time-slot. Furthermore, acknowledgments are treated in the same
manner. Any required acknowledgments verifying the successful transmission of a packet are
included as part of each time-slot. Based on these assumptions, the model allows for a new
packet to be transmitted in each integer time-slot.
2.1.3 Multi-Packet Reception
In general, multi-packet reception allows for the correct reception of one or more packets
involved in a collision. Several techniques can be used to implement multi-packet reception
in a wireless network, for example: Code Division Multiple Access (CDMA), Space Division
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Multiple Access (SDMA), Orthogonal Frequency Division Multiple Access (OFMDA), etc.
The fundamental concept between each of these technologies is that a receiver is able to sep-
arate signals transmitted simultaneously from diﬀerent nodes and then extract the required
data from each transmission.
The analysis and simulations in Chapters 3 and 4 will evaluate the potential throughput
gains using two models of multi-packet reception. In both cases, the number of simultaneous
transmissions that a node can successfully receive without a collision is m. If a node receives
strictly more than m simultaneous transmissions, only m transmissions are received while
the rest are lost. In the ﬁrst model, CSMA/CA is strictly enforced. If a node senses another
node transmitting, it will follow the 802.11 DCF algorithm and halt its back-oﬀ timer until
the channel is idle again. This, in essence, uses multi-packet reception to minimize the hid-
den terminal problem. In the second model, a generalization of the traditional CSMA/CA
is required. A node will not halt its back-oﬀ timer unless the number of simultaneous trans-
missions sensed is equal to or greater than m. If a node senses fewer than m simultaneous
transmissions, it will continue decrementing its back-oﬀ timer and transmit when the timer
has expired. In either case, up tom packets can be sent simultaneously in the same time-slot.
This will be referred to as MPR-adapted CSMA in the remainder of the thesis.
2.1.4 Network Topologies
The model will use four basic canonical topology components containing only ﬁve nodes,
where each node is both a source and a sink. The development of these components is
a result of two contributing factors. First, a set of components are needed which form
the primary structures in larger networks that create bottlenecks and congestion. Forming
each component such that every ﬂow crosses at a single point helps model congestion and
the performance gains of multi-hop traﬃc under both low and high loads. Second, the
experiments conducted by Katti et. al. [1] showed that the majority of gain, as a result
of network coding, originates from coding three or more native packets together. This
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Figure 2.3: Distribution of the number of native packets encoded together at the peak point
of Figure 1.1 (left), [1], with a weighted percentage reﬂecting the eﬀect of coding 2 or more
packets together on COPE's throughput gain.
is reﬂected in Figure 2.3 which shows the distribution of native packets at the maximum
observed throughput in the left side of Figure 1.1 along with a weighted percentage reﬂecting
the eﬀect of each encoded packet on the overall throughput gain. Each component used in
the model must then be of suﬃcient size to capture the majority of the gains seen in the
experimental COPE data. As a result, the canonical topology components shown in Figure
2.4 reﬂect all of the possible combinations of ﬁve node multi-hop networks that allow for
the potential coding of up to four native packets. Each of these components will be used
in the analysis of combining network coding, multi-packet reception, and MAC in wireless
networks.
Each component found in Figure 2.4 has speciﬁc constraints due to its structure and each
will aﬀect the performance of the MAC, network coding, and multi-packet reception in diﬀer-
ent ways. These constraints are deﬁned through the use of a solid edge that depicts active, or
primary communication, and a dotted edge that depicts passive, or overhear/listening com-
munication. The absence of an edge between any two nodes indicates that all communication
between the two nodes must be routed through a relay/center node.
The center node n5 in each component is fully connected regardless of the topology, and
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Figure 2.4: Basic network structures responsible for traﬃc bottlenecks and congestion in
larger networks. All nodes are sources and all ﬂows originating from nj, j ∈ [1, 4] cross at
n5.
traﬃc ﬂows originating from the center require only a single-hop to reach their destination.
The cross topology component assumes the majority of nodes are interconnected where
each node can directly transmit and receive information from every other node. The only
exception is that each node, n1 through n4, is not connected with the node on the opposite
side of the center. For example, n1 in Fig. 2.4(a) can directly send packets to n2, n4, and n5
while it must send packets intended for n3 through n5. The X topology assumes that nodes
n1, n2, and n5 in Fig. 2.4(b) are connected and nodes n3, n4, and n5 are also connected,
but n1 and n2 are not connected to n3 and n4. All traﬃc between any node in the set
{n1, n2} ∈ X1 and a node in the set {n3, n4} ∈ X2 must travel through the center. Finally,
Figures 2.4(c) and 2.4(d) have similar constraints as the cross and X topology components
except that a single overhear/listen edge has been removed. Speciﬁcally, each topology
component imposes a constraint on the achievable throughput when network coding is used
where these constraints will be discussed in greater detail in subsequent chapters.
32
The study of topology components extended to an arbitrary number of transmitting
nodes, N , is of intrinsic interest for two reasons. These extended topologies allow for the the
determination and evaluation of performance in larger networks. In addition, they provide
insight into the design trade-oﬀs of combining network coding, multi-packet reception, and
MAC. For example, the analysis of both the eﬀects of asymmetric traﬃc across the relay
node and the determination of the delay is simpliﬁed when increasing the number of nodes
in the topology component. The analysis in Chapter 4 will use the variants of the cross and
X topology components shown in Figure 2.5 to provide insight into the achievable gains
and cross-layer design of networks employing the various technologies described here. For
the cross topology component, there are N − 1 transmitting edge nodes and a single center,
or relay, node. All edge nodes are connected with the center node and connected with all
other edge nodes except the one directly opposite the center. Each node generates traﬃc
destined only for the node directly opposite the center. For the X topology component,
there are also N − 1 transmitting edge nodes and a single center node. The edge nodes are
split into two sets, X1 and X2. All edge nodes within a given set are fully connected and
are also connected to the center. Each node generates traﬃc destined for a node within a
diﬀerent set. Furthermore, it is assumed that the set of transmitting nodes N is stable and
does not frequently change. This eliminates the need to consider a decision mechanism for
determining which nodes are transmitting.
2.2 Additional Parameters
Sections 2.1.1 through 2.1.4 developed the element models required to provide an intuitive,
simple approach to determine the gains from network coding, multi-packet reception, MAC,
and their combination. Now what is required is to take each of these element models and
formulate the full model which will be used in subsequent chapters. Within the full model,
network coding will be modeled by taking the linear combination of native packets over F2,
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Figure 2.5: Generalized topology components for N nodes.
although extensions to larger ﬁeld sizes will be required for broadcast sessions. Nodes coding
packets together will only do so if the next-hop is able to decode any transmitted encoded
packet and packets will not be delayed for the purposes of increasing the number of native
packets in each encoded packet. If the coding node has an opportunity to transmit a packet,
it will do so with whatever information it has at the time of transmission.
The MAC is modeled using the primary behavior of the protocol chosen. In the case of the
802.11 MAC studied in Chapter 3, channel resources will be distributed to each competing
node equally when the channel is congested. If the channel is not congested, channel resources
will be distributed to those nodes needing additional time to transmit their data. In Chapter
4.1, an alternate MAC approach will be proposed that divides channel resources diﬀerently.
The element model for multi-packet reception allows form packets to be sent fromm diﬀerent
sources in a single time-slot. If m diﬀerent sources do not have packets to send, each source
will transmit in the same time-slot conditioned on the speciﬁc MAC model. For example,
two nodes within range of each other will not transmit at the same time if the model chosen
for the MAC uses CSMA. On the other hand, the same two nodes will be allowed to transmit
at the same time if the MAC model is not using CSMA. Subsequent chapters will evaluate
the beneﬁts of using a CSMA like scheme with multi-packet reception.
The channel is divided into 100 time-slots where each time-slot uses 1/100 of the total
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amount of channel resources available to the N transmitting nodes. Successful transmission
of each packet requires a full time-slot therefore requiring 1/100 of the total amount of channel
resources. The network component performance is evaluated at various values of kT ranging
from 1 to 200 where kT is deterministic and is deﬁned as the sum of the number of packets
that each node is required to send. These kT packets are stochastically distributed to each
node according to the joint PMF:
PK1,...,KN (k1, . . . , kN)
= PK1 (k1)PK2|K1 (k2|k1) · · ·PKN |KN−11
(
kN |kN−11
)
=
N∏
i=1
(
ni
ki
)
pkii (1− pi)ni−ki (2.1)
where the random variable Ki is the number of packets distributed to node i ∈ N , ni =
kT −
∑i−1
j=1 ki, pi = (N − i+ 1)−1, and kN−11 = k1, . . . , kN−1.
The number of packets each node has to send will be referenced in both the analysis and
simulations as the fraction of the total channel resources, or load Li, required to send all Ki
packets one hop if each packet is sent, or routed, individually. Formally, the random variable
Li is deﬁned as:
Li =
Ki
100
. (2.2)
In addition, the total oﬀered load to the network P is deterministic given kT and is deﬁned
as:
P =
∑
i∈N
li =
kT
100
(2.3)
where li is the sample value of the number of packets originating from node ni.
In the following analysis and simulations, there are three regimes which are of particular
interest. These include the unsaturated throughput regime, the maximum throughput, and
the saturated throughput regime. In order to diﬀerentiate among these three regimes, it is
also necessary to deﬁne the total network component load, PT . This random variable is the
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actual load induced in the network component as a result of network coding and multi-packet
reception. The network component is considered to be in the unsaturated throughput regime
for sample values pT < 1, the throughput is maximized for sample values pT = 1, and is in
the saturated regime for sample values pT > 1. It consists of the load LR induced by relaying
packets through the center node ncenter, and the load LM required to send each native packet
one-hop, i.e.,
PT = LR + LM (2.4)
where
1
c
∑
i∈N\ncenter
Li ≤ LR ≤
∑
i∈N\ncenter
Li, (2.5)
1
m
∑
j∈N\ncenter
Lj + Lcenter ≤ LM ≤
∑
j∈N
Lj, (2.6)
the coeﬃcient c is the number of packets that can be encoded together by ncenter, and Lcenter
is fraction of time, or load, needed to send all of the packets originating at the center node
one-hop. The relay load LR is a function of the number of packets that can be encoded
together by ncenter and only counts the load required to send relayed packets a second hop.
The one-hop load LM consists of the load needed to send all of the edge node's packets to
ncenter, which is a function of m, and the load Lcenter required by ncenter to send its own
packets to the edge nodes. Both the relay load, LR, and the one-hop load, LM , are lower
bounded by the equations (2.5) and (2.6) respectively. The lower bounds are functions of
the topology component's conﬁguration as well as the diﬀerence in each node's initial load.
Each lower bound is met with equality if each li = lj, i, j ∈ N \ncenter, and i 6= j. The upper
bound is met with equality for LR if no coding opportunities occur at ncenter and for LM
if no simultaneous transmissions occur. Given sample values of each node's load li, i ∈ N ,
and the topology component, both LR and LM are deterministic. Chapter 3 will provide
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additional clariﬁcation on how to ﬁnd each as well as examples using the various topology
components.
Furthermore, the allocated load, Si, is deﬁned as the amount of channel resources given to
each node in the network as a result of the MAC. When PT ≤ 1, each node is allocated enough
time-slots to send all of its packets. The allocated load in this case is Si = Li for i ∈ N\ncenter
and the load allocated to the center node is the sum of the load originating from the center
Lcenter and the load resulting from the relaying of packets (i.e., Scenter = Lcenter + LR). As
the MAC saturates (i.e., PT > 1) the allocated load for each node is Si ≤ Li, i ∈ N \ ncenter,
and Lcenter ≤ Lcenter + LR.
Finally, the throughput S is deﬁned for PT ≤ 1 as the total number of packets in the
topology component, kT , divided by the total number of time-slots Tslot needed to complete
either all unicast or broadcast sessions:
S =
kT
Tslot
(2.7)
For PT > 1, the MAC limits the allocated load for each node and the throughput saturates
to the amount of information that the center node can transmit per time-slot. For example,
the 802.11 MAC distributes channel resources equally among each transmitting node. As
a result, the center node will only receive 1/N of the available resources. The amount of
information that the center node transmits with this allocated load is then the throughput
in the saturated regime. Sections 3.1 and 3.2 will provide greater detail into calculating the
throughput with and without network coding and multi-packet reception in both the cross
and X topology components respectively.
2.3 Summary
This chapter focused on the development of a simple, intuitive model that can be used to
predict the gains and to help understand the design trade-oﬀs as well as the implementation
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Term/Parameter Deﬁnition
Native Packet A non-encoded packet.
Encoded Packet A packet that is a linear combination of multiple native packets.
m Number of simultaneous packets that a node can receive
in a single time-slot.
c Number of native packets that can be linearly combined
and decoded by each of the receiving nodes .
N Total number of competing nodes in the network.
Ki Number of packets in node ni's queue where each Ki is
distributed according to equation (2.1).
kT Total number of packets in every queue. This parameter is
deterministically chosen in subsequent chapters.
Li Node ni's individual load to the network component. Li =
Ki
100
.
P Total oﬀered load to the network component. P = kT
100
.
LR Component load needed to relay packets through the center node.
LM Component load needed to send all packets one hop.
PT Total network component load.
Si Fraction of channel resource allocated to node ni by the MAC.
S Total throughput.
Table 2.1: Summary of the model parameters.
details for combining multiple communication technologies in a network. The model incorpo-
rates the primary behaviors of the various elements that contribute to network performance.
Network coding was modeled using COPE as a baseline, the 802.11 MAC is modeled by
focusing on the fairness aspects of the protocol, and multi-packet reception is modeled by
allowing for simultaneous transmissions to occur in any given time-slot. A set of key canon-
ical topology components that simulate multi-hop traﬃc and bottlenecks in larger networks
were identiﬁed. Each topology component provides insight into the eﬀects of implementing
network coding, multi-packet reception, MAC, and their combination. Finally, the general
framework for the evaluation of the performance of network coding, multi-packet reception,
and the MAC was setup. A summary of the terms used in Chapters 3 and 4 is provided in
Table 2.1.
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Chapter 3
Combining Multi-Packet Reception,
Network Coding, and 802.11 MAC
This chapter will provide a case study for combining network coding, multi-packet reception,
and 802.11 MAC in addition to providing details concerning the achievable gains obtained
from their combination. The model developed in Chapter 2 will be the primary work-horse
for this evaluation and will provide valuable insight into the various cross-layer design aspects
that need to be addressed in real networks. Furthermore, the overall network throughput
will be used throughout this chapter to validate the model and provide a comparison of
the beneﬁts from combining the various network technologies. An analysis and simulation
results for the throughput obtained with the model will presented and a brief discussion
of the cross-layer design implications will be included for each 5-node topology component
shown in Figure 2.4.
3.1 Cross Topology Component Analysis
The cross topology component, shown in Figure 2.4(a), is useful in the analysis of the
performance gains resulting from the combination of network coding, multi-packet reception,
and 802.11 MAC for several reasons. First, this component will be used to validate the
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model through a comparison of the results obtained from the model and the experimental
results from [1]. Second, the component simulates a dense network. Since each node can
overhear every other node except the node directly opposite the center, the gains from the
use of opportunistic network coding will be maximized. Finally, combining network coding
and multi-packet reception in this component is relatively straight-forward and will provide
insight into combining these technologies in other components.
3.1.1 Routing (No Network Coding and m = 1)
The routing of packets without network coding or multi-packet reception provides a baseline
for the achievable gains in each topology component. Since the routing throughput is the
same regardless of the topology component conﬁguration (i.e., the performance of routing
is not dependent on the component conﬁguration), each case in both this section and sub-
sequent sections will be compared with its performance. As a brief introduction, each of
the edge nodes, nj where j ∈ [1, 4], in Figure 2.4(a) sends all of their packets to the center
node, n5. The center node then forwards each edge node packet in addition to sending its
own packets to the required destination. For example, node n1 sends all of its packets to
n5. The center, n5, then forwards n1's packets to node n3. This also occurs for each of the
ﬂows originating from n2, n3, and n4; and the ﬂow originating from n5 is sent one hop to
one, or all, of the edge nodes. Since the center node forwards each packet allowing each node
to receive everything, the time and resources needed to complete each unicast session is the
same as the time and resources needed to complete each broadcast session (e.g., the sinks
for n1's packets are n2, n3, n4, and n5).
When the total network component load pT < 1, enough channel resources are available
to route every packet from every source to their intended sinks. The fraction of channel
resources allocated to each node by the MAC is sj = lj for j ∈ [1, 4] and s5 = l5 + lR where
n5's allocated load is the load originating from n5 plus the load required to forward each
relayed packet to the next hop, lR =
∑4
j=1 lj. When pT = 1, the channel is fully utilized
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Figure 3.1: Comparison of the COPE experimental data [1] (left) with the 5-node cross
topology component's routing unicast and broadcast throughput generated using the model
deﬁned in Chapter 2 (right). While the trend in the throughput behavior matches the
experimental data with ﬁdelity, the throughput found using the model, which is in packets
per time-slot, is not a one-to-one comparison of the experimental throughput, which is in
Mb/s. Furthermore, the experimental results contain a mixture of topology components in
contrast to the simulated results which contains only one.
and the maximum throughput is reached. For symmetric loads (i.e., li = lj for i, j ∈ [1, 5],
i 6= j), this occurs when:
pT = lR + lM =
(
4∑
i=1
li
)
+
(
4∑
i=1
li + l5
)
= 1, li = 1/9 (3.1)
for i ∈ [1, 5]. Consistent with the analysis performed in [2], the maximum throughput when
pT = 1 is therefore the amount of information that the center node sends, or S = s5 = 5/9. As
the total oﬀered load increases, the 802.11 MAC limits channel resources to each node and the
throughput saturates. This occurs for pT > 1. The 802.11 MAC initially limits the channel
resources allocated to n5 and the resulting throughput in this regime is S = s5 = 1−
∑4
i=1 si
which decreases as P increases. The network component completely saturates when each
node requires a large fraction of the available time-slots but the MAC restricts each node's
access to the channel by ensuring fairness among each competing node (i.e., si = 1/5 for
i ∈ [1, 5]). For large enough P , the throughput saturates to the total amount of information
that n5 can transmit, or S = s5 = 1/5.
The right side of Figure 3.1 provides a summary of the above analysis using a simulation
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based on the model. The maximum throughput in the ﬁgure is indicated by a star whereas
the throughput in each of the regimes discussed above is the dotted curve. In addition,
the experimental throughput from the COPE experiments [1] is plotted on the left side of
the ﬁgure for comparison. The experimental, without COPE, data initially peaks at an
oﬀered load of approximately 5 Mb/s and saturates for higher oﬀered loads. While the
throughput obtained from the model is not a direct reﬂection of the experimental data due
to the assumptions concerning the network topology and overhead induced by the 802.11
DCF protocol, the throughput obtained using the model does accurately reﬂect the trend in
throughput as the oﬀered load to the network is increased.
3.1.2 Network Coding (m = 1)
Opportunistic network coding is now implemented at the center node. Each node transmits
each of their non-encoded, or native, packets to the center. Since each edge node is adjacent
to two other edge nodes, every edge node is able to receive three degrees of freedom (two
degrees of freedom through the use of opportunistic listening plus one degree of freedom from
the packet originating at the given node). After each edge node has completed transmission,
node n5 transmits a single encoded packet which is suﬃcient for each edge node to obtain the
single degree of freedom it still requires to complete both the unicast and broadcast sessions.
Similarly to the routing case, the 802.11 MAC does not limit channel resources when
pT < 1; and the fraction of channel resources allocated to each node by the MAC is sj = lj
for j ∈ [1, 4] and s5 = l5 + lR where lR = 1/c
∑4
j=1 lj. In the case of the cross topology
component, c = 4 because each edge node only requires a single degree of freedom and the
center node can provide this by encoding four native packets together. When pT = 1, the
channel is fully utilized and the maximum throughput is reached. For symmetric loads (i.e.,
li = lj for i, j ∈ [1, 5], i 6= j), this occurs when:
pT = lR + lM =
(
1/4
4∑
i=1
li
)
+
(
4∑
i=1
li + l5
)
= 1, li = 1/6 (3.2)
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for i ∈ [1, 5]. The maximum throughput when pT = 1 is again the amount of information
that the center node sends, or S = 5/6. As the total oﬀered load increases, the 802.11 MAC
limits channel resources to each node and the throughput saturates. The throughput does
not initially saturate to the same throughput as the routing case. As the MAC saturates,
the center node is able to transmit a larger fraction of information than the edge nodes due
to the coding operations. As P increases, the gain provided by network coding diminishes.
The number of packets reaching n5 from each edge node is limited by the MAC while packets
directly introduced into the network component by n5 are not. Essentially, the rate at which
packets arriving at n5 from the set of edge nodes is much smaller than the rate at which
packets arrive from the source directly connected to n5. As a result, the center node will send
more of its own packets rather than packets obtained from the set of edge nodes. The coding
gain, therefore, approaches zero as P → ∞ and the throughput asymptotically approaches
the saturated routing throughput.
The right side of Figure 3.2 provides a summary of the above analysis using a simulation
and matches both the analysis and simulation results found in [2]. When P ∈ [0, 5/9), network
coding is seen to provide no additional gains over the use of routing alone since n5 can forward
each packet received without the MAC limiting its channel use. For P ∈ [5/9, 5/6), network
coding is instrumental in achieving the throughput shown. For P > 5/6, the throughput
initially declines rapidly which is a result of the MAC redistributing channel resource equally
among the set of nodes and then gradually decreases as the total oﬀered load increases. It is
important to note that the network coding (NC) curve shown in the right half of Figure 3.2
does not reach the maximum indicated by a star. This is due to the stochastic distribution
of packets each node receives. This distribution is then averaged over in order to obtain the
curve shown in the ﬁgure. This is an indication that while the maximum number of packets
the center node can code together is four, there are times in which it does not have four
native packets to code. A detailed discussion of this asymmetry is postponed until Chapter
4.
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Figure 3.2: Comparison of the COPE experimental data [1] (left) with the 5-node cross
topology component's network coding unicast and broadcast throughput generated using
the model deﬁned in Chapter 2 (right). While the trend in the throughput behavior matches
the experimental data with ﬁdelity, the throughput found using the model, which is in packets
per time-slot, is not a one-to-one comparison of the experimental throughput, which is in
Mb/s. Furthermore, the experimental results contain a mixture of topology components in
contrast to the simulated results which contains only one.
The analysis and simulation results for the network coding case can also be compared to
the results obtained in the COPE experiments. Similar to the routing curve, the network
coding curve obtained using the developed model accurately reﬂects the non-monotonic
saturation behavior of the experimental throughput. The experimental results show a peak
in throughput at an oﬀered load of approximately 6 Mb/s and then a saturation behavior
that is similar to the saturation behavior of the model. This comparison, along with the
comparison of the non-network coding case, is used as a validation of the model developed
in Chapter 2 and expanded upon in later sections.
3.1.3 Multi-Packet Reception (No Network Coding and m = {2, 4})
Multi-packet reception is similar to the routing case described earlier except a maximum of
m edge nodes are allowed to transmit within a given time-slot. For m = 2, the total time
used by all of the edge nodes to transmit their packets to n5 is 1/2 that needed by routing
while the center node cannot transmit multiple packets simultaneously and must transmit
each received packet individually. In the traditional use of the 802.11 MAC (i.e., CSMA),
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nodes opposite each other in this topology component are restricted to transmit at the same
time although relaxing this constraint to allow the transmission of any two edge nodes at the
same time does not eﬀect either the unicast or broadcast throughput. This is because each
edge node receives the necessary degrees of freedom directly from n5 when it forwards each
native packet unencoded. Multi-packet reception, in this case, can be viewed as eliminating
the hidden terminal problem that is an issue for traditional 802.11 networks.
When the total network component load pT < 1, enough channel resources are available
to route every packet from every source to their intended sinks. The fraction of channel
resources allocated to each node by the MAC is sj = lj for j ∈ [1, 4] and s5 = l5 + lR where
lR =
∑4
j=1 lj. When pT = 1, the channel is fully utilized and the maximum throughput is
reached. For symmetric loads (i.e., li = lj for i, j ∈ [1, 5], i 6= j), this occurs when:
pT = lR + lM =
(
4∑
i=1
li
)
+
(
1/m
4∑
i=1
li + l5
)
= 1, li = 1/7 (3.3)
for i ∈ [1, 5] and m = 2. This yields the maximum throughput of S = s5 = 5/7. The
throughput saturates to the same throughput as routing for values of pT > 1 and the gain
for m = 2 in the saturated regime is 1 due to the suboptimal saturation behavior of the
protocol.
Implementing multi-packet reception when m = 4 requires the relaxation of the CSMA
constraint. All edge nodes, regardless of whether or not they are within transmission range
of one another, are allowed to transmit at the same time. The center node, on the other
hand, only transmits if none of the edge nodes are transmitting. This relaxation of CSMA to
allow for simultaneous transmissions is referred to as MPR-adapted CSMA. The behavior for
m = 4 with this relaxation is the same as that form = 2 except the maximum of S = s5 = 5/6
occurs when:
pT = lR + lM =
(
4∑
i=1
li
)
+
(
1/m
4∑
i=1
li + l5
)
= 1, li = 1/6 (3.4)
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Figure 3.3: Unicast and broadcast throughput for the 5-node cross topology component with
multi-packet reception.
for i ∈ [1, 5] and m = 4.
All edge nodes transmit their packets to n5 simultaneously, requiring a total of 1/6 of the
time-slots. Node n5 then sends each node's packet individually, including its own, to the
intended recipient requiring the remainder of the time-slots to ﬁnish each unicast/broadcast
session. As P increases, the MAC limits each node's number of available time-slots and S
saturates to 1/5. Again, the gain in the saturated region for m = 4 is equal to the cases of
m = 2 and routing. Figure 3.3 shows a summary of the throughput for both values of m.
As with the network coding case, the m = 2 and m = 4 throughput curves do not reach the
maxima indicated by the stars because the curves are averages over the stochastic packet
distribution described in Chapter 2. The simulation results for multi-packet reception also
indicate that the the gains shown in the ﬁgure are highly dependent on the asymmetry of
each node's packet distribution. A more detailed discussion of the eﬀects of asymmetry are
again postponed to Chapter 4.
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Figure 3.4: Unicast and broadcast throughput for the 5-node cross topology component with
network coding and multi-packet reception.
3.1.4 Network Coding and Multi-Packet Reception (m = {2, 4})
The case when multi-packet reception is combined with network coding results in further
improvement in the throughput as seen in Fig. 3.4. Unlike the case where multi-packet
reception was considered alone, the order in which each node transmits is crucial to achieving
a throughput gain. This is due to the coding operations performed by n5. Since each node
relies on overhearing their neighbors to obtain the necessary degrees of freedom to decode any
encoded messages sent by the center, multi-packet reception has the potential of preventing
each node from overhearing its neighbor's transmissions. As a result, the use of an MPR-
adaptive CSMA scheme is necessary to facilitate opportunistic listening and enable coding
opportunities by n5.
For m = 2, the maximum unicast and broadcast throughput of S = 5/4 occurs for
symmetric source loads when:
pT = lR + lM =
(
1/c
4∑
i=1
li
)
+
(
1/m
4∑
i=1
li + l5
)
= 1, li = 1/4 (3.5)
where c = 4 and i ∈ [1, 5]. Each set of nodes, {n1, n3} and {n2, n4}, uses 1/4 of the total
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number of time-slots to transmit to n5 which then transmits a single encoded packet derived
from all four node's native packets in addition to its own native packet. For pT > 1, the
throughput saturates to the saturated network coding throughput due to the 802.11 MAC.
While the maximum achievable throughput is 25/16 times the network coding without MPR
throughput, the saturated gain for m = 2 is equal to the gain found when network coding
was used alone in this region.
Relaxing the CSMA constraint results in the same throughput for unicast traﬃc. Broad-
cast traﬃc throughput, on the other hand, will be upper bounded by the unicast throughput
and lower bounded by the m = 2 without network coding case. Furthermore, the broadcast
throughput will be dependent on the mechanism of determining the order of transmissions,
such as CSMA, round-robin, or other similar scheme, within the wireless channel.
The throughput using network coding and m = 4 for unicast traﬃc is equivalent to
network coding and m = 2. All four edge nodes transmit to n5 which then transmits
two encoded packets in addition to its own; or the number of simultaneous transmissions are
limited to two thus allowing n5 to code everything together and send a single encoded packet
to all of the edge nodes. Either strategy will achieve the same gain although the diﬀerence
occurs when considering either unicast (former option) or broadcast (later option). The
maximum throughput for broadcast traﬃc using the ﬁrst method is S = 1, and S = 5/4
for the second which is consistent with the maximum unicast throughput. This diﬀerence
indicates that increasing m when using network coding may not be the optimal strategy.
The throughput curves in Figure 3.4 also show that the eﬀects of unequal loads at each
of the source nodes have a compounded eﬀect on the throughput when network coding is
combined with multi-packet reception. A more detailed discussion of the eﬀects of asymmetry
in the load distribution is again postponed to Chapter 4
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3.2 X Topology Component Analysis
The cross topology component gives insight into the performance of opportunistic network
coding and multi-packet reception in a dense network, and it represents the best case scenario
when network coding is used since it maximizes the number of transmissions any given node
receives. In order to understand the behavior of network coding and multi-packet reception
in sparser networks, an analysis of the behavior of network coding and multi-packet reception
is given in this section when restrictions are added on the number of each node's neighbors.
This is accomplished through the use of the X topology component shown Fig. 2.4(b).
3.2.1 Routing and Multi-Packet Reception (No Network Coding
and m = {1, 2, 4})
Both routing and multi-packet reception with m = {2, 4} in the X topology component
result in the same throughput as that of the cross topology component. Since the center
node transmits each packet received from the edge nodes unencoded, every node receives
all of the needed degrees of freedom to complete all of the unicast sessions as well as the
broadcast session. The throughput increases linearly with the total oﬀered load until the
maxima at S = s5 = 5/9 for routing, S = s5 = 5/7 for m = 2, and S = s5 = 5/6 for m = 4
are reached. For pT > 1, the throughput saturates to S = 1/5 for each case as a result of
the fairness imposed by the 802.11 MAC. Figure 3.5 provides the simulation results for each
of the cases. As with the cross topology component, the simulation results for multi-packet
reception also indicate that the the gains are highly dependent on the asymmetry of each
node's packet distribution; and a more detailed discussion of the eﬀects of asymmetry are
likewise postponed to Chapter 4.
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Figure 3.5: Unicast and broadcast throughput for the 5-node X topology component for
routing and multi-packet reception.
3.2.2 Network Coding (m = 1)
Limiting the ability to overhear other edge nodes in the component results in the reduction of
the number of possible packets that can be encoded together. Packets from diﬀerent nodes
within the same set, i.e., {n1, n2} ∈ X1 and {n3, n4} ∈ X2, cannot be encoded together
because all ﬂows transitioning between X1 and X2 are eﬀectively headed towards the same
next-hop. This forces n5 to code only a subset of packets together which increases the
number of transmissions the center node must make. For example, the center node must
make a minimum of two transmissions for every four packets it receives from diﬀerent edge
nodes in order to ensure that each node has the necessary degrees of freedom to decode all
of the packets.
Like the cross component's throughput, the throughput of the X topology component
increases linearly until it reaches its maximum at S = 5/7. Assuming symmetric source loads,
this maximum occurs when:
pT = lR + lM =
(
1/c
4∑
i=1
li
)
+
(
4∑
i=1
li + l5
)
= 1, li = 1/7 (3.6)
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Figure 3.6: Comparison of the unicast and broadcast throughput for the 5-node Cross and
X topology components with network coding.
for i ∈ [1, 5] and c = 2. By comparing the results obtained from both the cross and X
topology components, it is evident that the performance of opportunistic network coding
is highly dependent on the network structure. The elimination of a single neighbor at each
edge node results in approximately a 14% reduction in maximum throughput. This is a clear
indication that as the network becomes sparser, the gain from network coding is diminished.
The throughput saturates for pT > 1 and the non-monotonic behavior in the saturated
throughput regime is again due to the fairness aspect of the 802.11 MAC. Like the cross
topology component, the gain provided by network coding approaches zero as both P and
l5 increase.
Figure 3.6 provides a comparison of the simulation results for implementation of network
coding in both the cross and X topology components. Both the maximum and saturated
throughput for the X topology component are signiﬁcantly smaller than the throughput
obtained using the cross topology component, and provides a clear indication that the use
of opportunistic network coding is more beneﬁcial in denser networks.
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3.2.3 Network Coding and Multi-Packet Reception (m = {2, 4})
The throughput for the case in which network coding is used in conjunction with multi-
packet reception (m = 2) for the X topology component is similar to the cross topology
component throughput. Continuing to restrict nodes within opposite sets to transmit at the
same time, the throughput increases linearly until it reaches its maximum at S = 1 when:
pT = lR + lM =
(
1/c
4∑
i=1
li
)
+
(
1/m
4∑
i=1
li + l5
)
= 1, li = 1/5 (3.7)
for c = 2 and i ∈ [1, 5]. The throughput for this case saturates to the network coding through-
put found in the previous subsection for pT > 1. The average and maximum throughput
shown in Fig. 3.7 for m = 2 is achieved for both unicast and broadcast traﬃc when using
CSMA to force nodes from diﬀerent sets to transmit to n5 at the same time. Removing this
constraint results in the same throughput for unicast traﬃc. Broadcast traﬃc throughput
will be upper bounded by the unicast throughput and lower bounded by the m = 2 with-
out network coding case. Furthermore, the broadcast throughput will be dependent on the
mechanism of determining the order of transmissions, such as CSMA, round-robin, or other
similar scheme, within the wireless channel.
For m = 4, the maximum unicast throughput of S = 5/4 is achieved when:
pT = lR + lM =
(
1/c
4∑
i=1
li
)
+
(
1/m
4∑
i=1
li + l5
)
= 1, li = 1/4 (3.8)
for c = 2 and i ∈ [1, 5]. This maximum is obtained by allowing all four edge nodes to
transmit to the center at the same time. The center node codes a maximum of two native
packets together from diﬀerent edge node sets and transmits two encoded packets back to
the edge nodes, including its own native packets, in order to complete all unicast sessions. At
the completion of all unicast sessions, each node still requires a maximum of one additional
degree of freedom to complete the broadcast session. Allowing n5 to code all of the native
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Figure 3.7: Comparison of the unicast and broadcast throughput for the 5-node cross and
X topology components with network coding and multi-packet reception.
edge node packets together and send one additional encoded transmission enables each node
to extract the required degree of freedom and obtain the full set of transmitted messages.
The maximum throughput for this case is therefore the same as the case for network coding
with m = 2 and is equal to S = 1.
Figure 3.7 provides a comparison of the throughput results found in this section with
the throughput results found in the cross topology component case. In general, there is
approximately a 20% decrease in network performance between the cross and X topology
components. The only case unaﬀected by the modiﬁcation of topologies is the network
coding with m = 4 and unicast ﬂows, which provides additional insight into the beneﬁts
of combining multi-packet reception and network coding. Similarly to the cross topology
component, the average throughput for both cases discussed in this section do not reach the
maxima found because of the stochastic load distribution shown in equation (2.1), which
results in asymmetric traﬃc ﬂows across the center node. If each node had an equal amount
of information to send, then the maxima found in this section would be achieved.
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3.3 Partial Topology Component Analysis
The use of the partial topology components found in Figure 2.4(c) and (d) provide additional
information concerning the behavior of the gains obtained from network coding and multi-
packet reception as the network topology changes. As the following sections will show, the
large gains from network coding seen in dense networks are very fragile to topology changes
while the gains in sparser networks are much more robust.
3.3.1 Partial Cross Topology Component
The partial cross topology component is shown in Fig. 2.4(c). Similar to the fully connected
cross topology component, each node cannot overhear the node on the opposite side of the
relay; but an additional constraint is imposed by removing one neighbor from two of the
edge nodes. In general, the gains provided by network coding and multi-packet reception in
this component are no better than the gains found using the X topology component. The
analysis for routing and multi-packet reception alone are similar to those discussed in Section
3.1 and will not be readdressed here. Instead, only the cases involving network coding will
be discussed.
Limiting the ability of just two nodes to overhear each other results in a dramatic de-
crease in the gain provided by opportunistic network coding. With network coding alone,
transmission from each edge node to n5 still takes a total of four time-slots; but the number
of transmissions that n5 must make is increased as a result of the deleted edge. Once each
edge node has completed its transmission to n5, the two edge nodes on either side of the
deleted edge will require two additional degrees of freedom in order to decode any encoded
messages sent from n5 while the other edge nodes will require only one additional degree of
freedom. The minimum number of transmissions from n5 to provide the necessary degrees
of freedom to each node is two and the resulting throughput is the same as the throughput
found for the X topology component.
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Adding multi-packet reception to the network coding case also results in a total network
throughput that is equal to that found for the X topology component. When the order of
transmission from each edge node to n5 is enforced (i.e., CSMA), the maximum throughput
for the case when m = 2 is S = 1 for both unicast and broadcast traﬃc. The throughput for
m = 4 reaches it's maximum of S = 5/4 for unicast traﬃc and S = 1 for broadcast traﬃc.
It is surprising that the performance of the partial cross topology component is no better
than the performance of the X topology component and that restricting the ability of a
single pair of nodes to overhear each others transmissions results in a drastic decrease in
network performance. This drastic reduction in performance shows that the network coding
gains seen in the cross topology component are hard to achieve in a general network and
rely heavily on the ability of every node to be able to overhear the majority, if not all, of the
other nodes in the network.
3.3.2 Partial X Topology Component
Each node in the partial X topology component shown in Fig. 2.4(d) is connected to n5
and only one pair of edge nodes can overhear each other. Similar to the cross, partial cross,
and X topology components, the analysis and throughput for the cases involving routing
and multi-packet reception only are the same for the partial X topology component. The
added restriction from reducing the amount of overhearing performed by each edge node
results in further decreases in network performance when using network coding.
In the partial X topology component, the throughput for unicast and broadcast traﬃc
diﬀer for each case that network coding is used. The center node can eﬀectively code a
maximum of two native packets together resulting in a maximum unicast throughput of
S = 5/7 and a maximum broadcast throughput of S = 5/8. With broadcast traﬃc, n5 sends
two encoded messages, each containing two diﬀerent sets of native packets, plus its own to
the edge nodes. It must also send one additional coded message containing all four native
edge node packets. This ensures each node has all of the degrees of freedom required.
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X Partial X Percent
Throughput Throughput Diﬀerence
Routing 5/9 5/9 0%
Network Coding (Unicast) 5/7 5/7 0%
Network Coding (Broadcast) 5/7 5/8 12.5%
Multi-Packet Reception (m = 2) 5/7 5/7 0%
Multi-Packet Reception (m = 4) 5/6 5/6 0%
Network Coding with m = 2 (Unicast) 1 1 0%
Network Coding with m = 2 (Broadcast) 1 5/6 16.7%
Network Coding with m = 4 (Unicast) 5/4 5/4 0%
Network Coding with m = 4 (Broadcast) 5/4 5/4 0%
Table 3.1: Comparison of the maximum throughput obtained using the X and partial X
topology components.
Combination of network coding and multi-packet reception shows that the achievable
throughput remains dependent on the network topology for speciﬁc cases. For instance, the
maximum throughput for the case where network coding and m = 2 is S = 1 for unicast
traﬃc and S = 5/6 for broadcast traﬃc. This is a slight reduction in throughput from the
other network topology components. On the other hand when m = 4, the maximum is the
same as that found for the partial cross and X topology components. Since multi-packet
reception restricts each node's ability to overhear other nodes' transmissions, the limitations
imposed by the network topology do not impact the gains provided by the combined use of
multi-packet reception (m = 4) and network coding.
Unlike the diﬀerence in performance between the cross and partial cross topology compo-
nents, the diﬀerence in performance between the X and partial X topology components
is relatively small. Table 3.1 provides a comparison of the performance of combining these
technologies in both the X and partial X topology components. As indicated by the
table, only two speciﬁc cases are eﬀected by the additional constraint imposed by the partial
X component. While the partial cross component showed that the gains seen in a dense
network are somewhat fragile to topology changes, the partial X component shows that as
the network becomes less dense, the gains obtained from network coding and multi-packet
reception are more robust.
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Figure 3.8: Maximum and average unicast and broadcast throughput for the 5-node cross
topology component. Each vertical double arrow shows the diﬀerence in the maximum and
saturated throughput due to MAC fairness.
3.4 Summary
The use of each component in the model allows for the fundamental behavior of combining
network coding and multi-packet reception in a larger network to be determined. Figures 3.8
and 3.9 provide a summary of the analysis provided in this chapter by plotting the throughput
as a function of the total oﬀered load for both the cross and X topology components. It is
clear from these ﬁgures that the fundamental behavior of the 802.11 MAC when the channel
is congested leads to a sub-optimal saturation behavior. Chapter 4 will address this through
the design of an alternate MAC that provides monotonic saturation behavior.
One of the major results that may not have been apparent from earlier sections is that the
model identiﬁed that the combination of network coding and multi-packet reception produces
super-additive gains. For example, the maximum throughput obtained from network coding
and m = 2 in the cross topology component is 5/4. This is a gain of 2.5 over the maximum
routing throughput of S = 1/2. On the other hand, the gain from the sum of the maximum
throughput gains obtained using network coding alone and multi-packet reception (m = 2)
alone is 2.1. Figure 3.10 provides a comparison of the maximum throughput obtained using
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Figure 3.9: Maximum and average unicast and broadcast throughput for the 5-node X
topology component. Each vertical double arrow shows the diﬀerence in the maximum and
saturated throughput due to MAC fairness.
the X topology component and provides additional clariﬁcation on the nature of the super-
additive gains.
The use of the X, partial cross, and partial X topology components further show
behaviors that were otherwise masked in the cross component. Each component provides
insight into the behavior of network coding and multi-packet reception in sparser networks,
methods in which to implement variants of opportunistic network coding for broadcast traﬃc,
and highlighted the robustness of the gains to topology changes.
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Chapter 4
Cross-Layer Design with Network
Coding, Multi-Packet Reception, and
MAC
Chapter 3 showed how the model developed in Chapter 2 could be used to determine the
potential gains from combining multiple communication technologies. This chapter will
further the work shown in previous chapters by ﬁrst using the model to design a cross-layer
approach to eliminate the non-monotonic saturation behavior resulting from the the fairness
aspects of the 802.11 MAC and then extend the model to determine the behavior of the
network under diﬀerent conditions. The performance of the new cross-layer approach will
ﬁrst be evaluated using the methods proposed in Chapter 3, then evaluated under conditions
involving asymmetric traﬃc across the bottleneck node, and ﬁnally evaluated when multi-
packet reception is implemented at only a subset of nodes in the network.
4.1 Improving the MAC Fairness Protocol
The decision to use a speciﬁc MAC can have serious implications on the overall network
performance. This was the case in Chapter 3 when the 802.11 MAC was used in combination
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with network coding and multi-packet reception. Under high oﬀered loads, the 802.11 MAC
was the primary reason for the non-monotonic throughput saturation shown throughout the
last chapter. This leads to the obvious question: how would you design a MAC given that you
are using network coding and multi-packet reception? In addition, can the fairness imposed
by the MAC be tailored to speciﬁc applications? This section will focus on answering these
questions in an arbitrary sense with and without network coding as well as with and without
multi-packet reception.
While several approaches to improve fairness among ﬂows in 802.11 networks have been
suggested, none have considered the combined use of multi-packet reception and network
coding. As a result, the approach presented in this section will optimize the throughput
subject to multi-packet reception, network coding, the topology conﬁguration, and provides
fairness to ﬂows rather than to nodes. The basic idea behind the improved protocol approach
is to allocate resources proportional to the number of diﬀerent ﬂows passing through a given
node when the network saturates. While allocating more resources to ﬂows originating at
the center and less resources to ﬂows originated at edge nodes would yield even higher
throughput, the developed policy ensures that each ﬂow of information is given the same
priority. The center, or relay, node will be allocated more resources than each edge node in
order to relay information; but it must also limit the amount of self-generated traﬃc so that
it equals the average per-node non-self-generated traﬃc being relayed.
This approach can be implemented multiple ways within a network. For instance, the
basic 802.11 MAC architecture can be used with slight modiﬁcations to allow the contention
window range to be dynamically determined based on the ﬂows crossing through a given
node in addition to some queuing policies that provide fairness to each ﬂow. Another ap-
proach, suggested by Zhao and Médard [2], is to prioritize encoded packets in the queue over
unencoded packets. Regardless of the speciﬁc implementation details, the model will allow
for the determination of the speciﬁc behavior that is needed to achieve the goals suggested
above.
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The new MAC will be designed using the generalized network topology components
depicted in Figure 2.5 where each component consists ofN transmitting nodes. The extended
cross topology component used assumes that each node, except the center, which is connected
to every other node, is connected toN−2 other edge nodes. All unicast ﬂows originating from
any given node terminates at the node in which it is not connected. Nodes in the extended
X topology component are split into two sets. Each set of nodes is fully connected and
every node is also connected to the center node. All unicast ﬂows generated in the network
traverse sets forcing each ﬂow to converge at the center.
The goal of the MAC is to allocate the number of time-slots each node receives so that
the throughput S is maximized subject to providing fairness to ﬂows rather than nodes and
the ﬂow constraint:
N−1∑
j=1
sj/m+ sR ≤ 1 (4.1)
where the center node is considered to be the Nth node, sj is the fraction of time-slots
allocated to each edge node, and sR is the fraction of time-slots allocated to the center node.
The allocation of time-slots is divided into several cases based on the topology component
conﬁguration, the type of traﬃc (unicast or broadcast), and the speciﬁc network technologies
implemented. Similar to the previous chapter, the throughput S = sR when network coding
is not used and S is a function of the number of packets that can be eﬀectively coded together,
which is dependent on the multi-packet reception coeﬃcient m, the use of CSMA, topology,
and the traﬃc type (unicast or broadcast), when network coding is used.
4.1.1 MAC Design for the Cross Topology Component with Unicast
or Broadcast Traﬃc
Before beginning, this section and the next assumes that a single packet is distributed to
every node in order to simplify the notation and explanation. Extending the results presented
in both sections to allow for arbitrary packet distributions is a fairly straight forward exercise
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and is not explicitly discussed below. Without network coding, the center node requires a
number of time-slots equal to the number of transmitting source nodes N . With network
coding, throughput is maximized by ensuring the center node codes the maximum number
of native packets together.
As seen in the previous chapter, implementation of multi-packet reception can potentially
prevent each node from immediately decoding any encoded message sent by the center. This
is especially true if a CSMA like scheme (i.e., a node will not transmit if it knows another
node is already transmitting) is not used, since then nodes with the ability to overhear
each other may transmit at the same time. For example when m = 2 and CSMA is not
used, the center node needs to send two encoded packets. Each packet should contain linear
combinations of all of the edge node packets. In addition, each packet should be combined
in a diﬀerent manner so that each encoded packet is linearly independent from the other
encoded packet. This ensures that each edge node has the necessary degrees of freedom
to decode each packet since there is large probability that at least one node transmitted
at the same time as one of its neighbors. As opposed to the last chapter where network
coding operations were performed over a ﬁeld size of 2, this implementation requires ﬁeld
sizes slightly larger than two to ensure linear independence between encoded packets.
Generalizing for N and m, as well as considering only integer numbers of time-slots, the
proportion of channel resources distributed to each node is:
sj =

1
d(N−1)/me+N without NC
1
d(N−1)/me+mc+1 with NC
(4.2)
and
sR ≤

N
d(N−1)/me+N without NC
mc+1
d(N−1)/me+mc+1 with NC
(4.3)
where mc is deﬁned for the various cases outlined in Table 4.1. The implementation of
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MPR-Adapted CSMA Used MPR-Adapted CSMA Not Used
m = 1 mc = 1 mc = 1
m = 2 mc = 1 mc = 2
m = 4 mc = 3 mc = 3
Table 4.1: Deﬁnition of mC in equations (4.2) and (4.3) for m = {1, 2, 4}, as well as with or
without the use of an MPR-adapted CSMA scheme.
CSMA with multi-packet reception requires a relaxation of the constraint that only a single
node can transmit at a time. With multi-packet reception, up to m− 1 connected nodes are
allowed to transmit at the same time in the cross topology component. This relaxation is to
referred to as MPR-adapted CSMA in the table and throughout this chapter.
Equation (4.3) is met with equality if MPR-adapted CSMA is used form = 2 as well as for
all cases when m = {1, 4}. Equation (4.3) may be met with inequality when MPR-adapted
CSMA is not used for m = 2. This is due to a non-zero probability that any given node may
miss a packet from a node in which it can overhear due to the half-duplex constraint.
It is important to note the diﬀerence between the use of an MPR-adapted CSMA scheme
and the non-use of CSMA. While using a scheme such as MPR-adapted CSMA results in
a signiﬁcant throughput gain for small N , its use becomes insigniﬁcant as N grows. In
addition, equations (4.2) and (4.3) apply to both unicast and broadcast ﬂows. Since each
node requires at most two degrees of freedom per round of transmission from every node,
treating every session as if it were a broadcast session is the most eﬃcient way of completing
every unicast session.
4.1.2 MAC Design for the X Topology Component with Unicast
and Broadcast Traﬃc
The optimal allocation of resources to maximize the throughput subject to the equal ﬂow
constraint and equation (4.1) varies based on the network topology. The previous subsection
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provided an approach for a dense network while this subsection provides an approach for
a sparser network. For the X topology component, the fraction of time-slots allocated to
each node varies based on the type of traﬃc being considered. For instance, the fraction of
time-slots sU allocated to each node for unicast traﬃc when using MPR-adapted CSMA to
only allow dm/2e nodes within the same set the capability to transmit simultaneously is:
sj = s
U
j =

1
d(N−1)/me+N without NC
1
d(N−1)/me+max(|X1|,|X2|)+1 with NC
(4.4)
and
sR = s
U
R =

N
d(N−1)/me+N without NC
max(|X1|,|X2|)+1
d(N−1)/me+max(|X1|,|X2|)+1 with NC.
(4.5)
When considering broadcast traﬃc, additional degrees of freedom must be sent by the center
to complete each session. Without network coding, equations (4.4) and (4.5) still hold. With
network coding, there is a possibility that each destination node will require a maximum of
one additional degree of freedom per node for m = 2 or three degrees of freedom per node for
m = 4 when either | X1 |≥ m or | X2 |≥ m and the order of node transmission is not enforced
(i.e., MPR-adapted CSMA is not used). Providing these additional degrees of freedom can be
accomplished by the center node sending at most three additional coded packets, where each
coded packet contains a diﬀerent linear combination of all of the native edge node packets.
As with the cross topology component, a ﬁeld size larger than 2 is necessary to ensure that
each encoded packet is linearly independent. The fraction of time-slots each node receives
for broadcast traﬃc, sB, with network coding is then bounded by:
sUj ≥ sBj ≥ 1d(N−1)/me+max(|X1|,|X2|)+m (4.6)
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and
sUR≤ sBR ≤ max(|X1|,|X2|)+md(N−1)/me+max(|X1|,|X2|)+m , (4.7)
where each edge node receives the fraction of time-slots corresponding to sBj and the center
node receives the fraction of time-slots corresponding the sBR.
The fraction of time-slots allocated to each edge node for broadcast traﬃc increases when
the diﬀerence between the number of simultaneous transmissions in each set, X1 and X2, is
zero. In contrast, the fraction of time-slots allocated to each edge node decreases when there
are more simultaneous transmissions in one set than in the other. For example, if two nodes
in X1 and two nodes in X2 transmit at the same time when m = 4, then the center node
must send three coded packets to ensure that each edge node has the necessary degrees of
freedom to decode each packet. On the other hand, if four nodes transmit simultaneously in
X1 and zero in X2, then the center must send four packets (either unencoded or encoded)
to ensure each node has the necessary degrees of freedom to complete the broadcast session.
Since the center must use more channel resources to relay the necessary degrees of freedom
to each node, the fraction of time-slots allocated to each edge node must be decreased.
4.1.3 Throughput Performance of the Improved MAC
Now that the behavior of the MAC needed to provide both fairness to ﬂows as well as
non-monotonic saturation when the channel becomes congested has been determined, the
techniques used in Chapter 3 can be reapplied to verify the throughput performance for
the combination of network coding, multi-packet reception, and improved MAC. Using the
model developed in Chapter 2, the throughput S can be calculated for each of the regimes
pT < 1, pT = 1, and pT > 1. Since the analysis is the same as that found in the previous
chapter, it will not be addressed here again. Instead, a summary of the performance of the
improved MAC is shown in Figures 4.1 and 4.2 for the cross and X topology components
respectively. These ﬁgures verify that the throughput saturates at the maxima found in
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Figure 4.1: Maximum and average broadcast and unicast throughput for the 5-node cross
topology component with the improved MAC.
Chapter 3 for each topology component. As the network saturates, the improved fairness
protocol limits each node's access to the channel. When each node's load is greater than the
limit imposed by the protocol, the total throughput saturates at the maxima indicated by
the stars.
The simulation results in Figures 4.1 and 4.2 show that the maxima may not be reached.
This is due to asymmetry resulting from the stochastic distribution of packets. As the
network initially saturates, some nodes will have higher loads than others. This results in
a lower throughput than when the load distribution across all nodes is symmetric. As P
increases, the average throughput for each case asymptotically approaches the maxima.
The gains associated with the modiﬁcation of the fairness protocol are listed in Table 4.2.
While these gains may not be achievable, in their entirety, due to the assumptions made by
the model, they do provide an indication of the potential beneﬁts of incorporating network
coding, multi-packet reception, and a MAC that provides monotonic saturation. First, the
table highlights the beneﬁt of using the new MAC in a multi-hop network by showing that the
saturated throughput from using the new MAC to only route packets through the network
is 2.8 times the saturated throughput when the 802.11 MAC was used. Second, the table
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Figure 4.2: Maximum and average broadcast and unicast throughput for the 5-node X
topology component with the improved MAC.
further illustrates that the gains from combining network coding and multi-packet reception
are super-additive. For example, the sum of the individual gains from network coding and
multi-packet reception with m = 2 in the X topology component is only 73% of the
combined gain from use of NC + MPR (m = 2) together when the MAC gain is removed
(e.g., 2(3.6−2.8)/(5.0−2.8) = 0.73). This super-additive behavior manifests itself in most of the
cases shown in the table. The only instances where the gains are not super-additive is in the
X, partial cross, and partial X topology components for broadcast traﬃc and NC + MPR
= 4. In each case, the sum of the individual gains from network coding and multi-packet
reception are equal to the gains obtained from the combined use of network coding and
multi-packet reception. This leads to the conjecture that the gain from the combination of
network coding and multi-packet reception are lower bounded by the sum of the individual
gains (i.e., GNC+MPR ≥ GNC +GMPR) in an arbitrary network.
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Case (a) Cross (b) X (c) Partial Cross (d) Partial X
Topology Topology Topology Topology
Unicast Broadcast Unicast Broadcast Unicast Broadcast Unicast Broadcast
Routing 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8
Network 4.2 4.2 3.6 3.6 3.6 3.6 3.6 3.1
Coding (NC)
MPR 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6
(m = 2)
MPR 4.2 4.2 4.2 4.2 4.2 4.2 4.2 4.2
(m = 4)
NC + MPR 6.3 6.3 5.0 5.0 5.0 5.0 5.0 4.2
(m = 2)
NC + MPR 6.3 6.3 6.3 5.0 6.3 5.0 6.3 5.0
(m = 4)
Table 4.2: Gains in the saturated network throughput of the improved MAC relative to the
saturated routing throughput using the 802.11 MAC.
4.2 Per-Node Throughput and Delay Performance of the
Improved MAC
The gain provided by the use of multi-packet reception and network coding is dependent
on the number of transmitting nodes N within the topology component. While the gain
manifests itself in the throughput of each canonical topology component, the major beneﬁt
is realized in the delay, or time it takes to complete all ﬂows. For purposes of illustration,
the analysis is restricted to the cases in which the MAC uses MPR-adapted CSMA (i.e.,
simultaneous transmissions from connected nodes is minimized), traﬃc is symmetric across
each topology component, and the improved fairness protocol is used. Combining equations
(2.7) and (4.2) through (4.5), relaxing the integer constraints, and assuming an equal number
of nodes in each set within the X topology component, the limiting throughput for each
canonical topology component as N →∞ is:
lim
N→∞
SCross =

m
m+1
without NC
m with NC
(4.8)
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Figure 4.3: Throughput per node of the X topology component for large N using the
improved MAC.
lim
N→∞
SX =

m
m+1
without NC
2m
m+2
with NC.
(4.9)
It is clear from the above equations that the gain has a dependency on the connectivity
of the network. As the network becomes more connected, the interaction between network
coding and multi-packet reception combine to create super-additive gains.
Considering the per-node throughput SNode = sj for j ∈ [1, N ], equations (4.2) through
(4.5) show that the throughput for both the original 802.11 MAC and improved MAC scales
on the order of 1/N. Fig. 4.3 shows the 1/N per node throughput behavior for the X
topology component, using the improved MAC, as a function of the number of nodes. As
expected, the throughput per node asymptotically approaches zero as N grows. While there
are gains from multi-packet reception and network coding for moderately sized networks
(i.e., N = [5, 100]), the throughput gains are limited for larger ones.
On the other hand, there are signiﬁcant gains from multi-packet reception and network
coding, while using the improved MAC, when considering the delay, or total time to complete
all sessions. Fig. 4.4 shows the total time to complete all ﬂows within the extended X
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Figure 4.4: Time to complete all ﬂows if each source has only a single packet to send using
the improved MAC.
topology component, as N grows assuming that a single packet is distributed to each node.
It can be easily veriﬁed from Fig. 4.4 that the delay gains for multi-packet reception with
m = 2 or m = 4 and network coding cases are approximately 2 and 8/3 respectively.
4.3 Asymmetric Traﬃc Performance of Multi-Packet Re-
ception and Network Coding
The performance of opportunistic network coding and multi-packet reception in networks
with bottlenecks is highly dependent on the symmetry of traﬃc across the bottleneck. Sit-
uations where the traﬃc is approximately symmetric, or equal, across the bottleneck max-
imizes the performance gains provided by both network coding and multi-packet reception
as shown by the stars in Figures 3.8, 3.9, 4.1, and 4.2. The curves in each ﬁgure represent
an averaging over instantaneous asymmetries in the traﬃc. This section provides insight
into the eﬀects of asymmetric traﬃc while using the improved fairness protocol. For the
purposes of analyzing the eﬀects of asymmetric traﬃc, the X topology component is used
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as the primary topology component in the analysis, since its limitations from the reduced
number of nodes any given edge node can overhear compounds the eﬀects of asymmetric
traﬃc on network throughput.
Two diﬀerent asymmetry scenarios are addressed. The ﬁrst addresses the eﬀects of asym-
metry with a MAC that does not limit the number of nodes that transmit in either set X1 or
X2 as deﬁned in the previous sections. The MAC allows nodes within the same set to take
advantage of multi-packet reception and does not restrict multiple nodes from sending to the
relay in a given time-slot. If only nodes within the same set have data to send, the MAC
allows for up to m nodes to send their respective packets to the relay. Figure 4.5 shows the
throughput for an X topology component as the asymmetry between traﬃc from diﬀerent
sets is increased. The value plotted on the x-axis is the asymmetry ratio and is deﬁned as:
ν =
∑
i∈X2 ki∑
j∈X1 kj
, (4.10)
where ki and kj are the number of packets that each node i ∈ X2 and j ∈ X1, respectively,
needs to send to a given node on the opposite side of the relay. In this scenario, the eﬀec-
tiveness of multi-packet reception is not diminished since it can be fully utilized regardless
of where the traﬃc is originating. This results in a constant throughput independent of ν.
On the other hand, the eﬀectiveness of network coding decreases as ν increases. Figure 4.5
shows that the throughput for cases involving network coding is maximized for perfectly
symmetric traﬃc ﬂows, indicated by the stars in Figures 4.1 and 4.2 when ν = 1, and sat-
urates to the multi-packet reception only throughput for very large ν. However, Fig. 4.5
shows that network coding still provides signiﬁcant gains for asymmetry ratios of less than
ﬁve.
The second asymmetry scenario involves the use of a MAC that limits the transmission of
nodes from the same set (i.e., MPR-adapted CSMA is used). In this scenario, it is assumed
that nodes within the same set do not transmit at the same time unless the degree of multi-
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Figure 4.5: Throughput of an X topology component as a function of the asymmetry ratio
with an oﬀered load of 1 when CSMA is not used to limit transmission order.
packet reception, m, requires that they do so. When m = 2, only a single node in each
set will transmit in a time-slot. As traﬃc becomes more asymmetric, one set of nodes will
eventually run out of data and the other set will be forced to continue sending data to the
relay one node at a time. Similarly, the center node will run out of data from diﬀerent sets
to code together when network coding is used alone; and as a result, network coding and
multi-packet reception with m = 2 is the same for this scenario. For m = 4, two nodes from
the same set will transmit in the same time-slot since the topology component contains only
two sets of nodes. Extending this concept to large m requires that m/2 nodes on a given side
of the relay be allowed to transmit in the same time-slot.
Figure 4.6 shows how asymmetric traﬃc from diﬀerent sets aﬀects network throughput
when network coding is used. Unlike the case where the order is not enforced, the throughput
when using multi-packet reception for some m, in addition to network coding, is reduced
for large ν. For the case when m = 2 with or without network coding, the throughput is
maximized when traﬃc is perfectly symmetric but saturates to the throughput obtained for
the routing case. This saturation can be seen by limiting all traﬃc to be originated from
a single set of nodes. The MAC will restrict transmission from each node to the center,
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Figure 4.6: Throughput of an X topology component as a function of the asymmetry ratio
with an oﬀered load of 1 when MPR-adapted CSMA is used to limit transmission order.
which eliminates the gain resulting from the use of multi-packet reception; and the center
node must send each relayed packet unencoded to the next hop, which eliminates the gain
resulting from network coding. The case for m = 4 is similar to that of the m = 2 case; but
only a maximum of two nodes in a set are allowed to transmit in the same time slot. The
throughput will saturate for large ν to 2/3, which is achieved for m = 2.
While implementation of a MAC that allows for the full employment of multi-packet
may be more diﬃcult, the potential throughput gains achieved when heavily asymmetric
data is ﬂowing through a bottleneck are signiﬁcant. In any case, Figures 4.5 and 4.6 show
that there is still signiﬁcant gain from multi-packet reception, network coding, and their
combination when traﬃc is substantially asymmetric (ν ≤ 10) with either implementation
of the MAC. It is important to note that, in the presence of erasures, even with asymmetric
traﬃc, the potential gains are signiﬁcant. While network coding may not necessarily increase
throughput under highly asymmetric loads, the network coding gain will manifest itself when
recovering from packet erasures. Care must be taken to ensure that the MAC, multi-packet
reception, and network coding design and implementation are done in conjunction with each
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other to realize the achievable gains.
4.4 Eﬀects of Limiting Multi-Packet Reception to Only
the Bottleneck Node
Since implementing multi-packet reception in a system may be a diﬃcult and costly upgrade
depending on the method of implementation, it is important to look at the throughput gains
if strategic nodes for implementing multi-packet reception are targeted and the rest are left
without the capability. The limitation of not having multi-packet reception at each edge
node, as would be expected, reduces the eﬀectiveness of opportunistic network coding and
limits the total number of packets that the center node can code together.
In order to determine the throughput, an equal number of packets are deterministically
distributed to each node and the throughput is calculated using equation (2.7) as the number
of nodes N increases towards inﬁnity. It is further assumed that each node has the ability to
capture a packet. That is, if multiple transmissions occur in a given time-slot, a node without
multi-packet reception will receive one transmission without error and treat the remaining
transmissions as noise. If capture is not feasible, the network coding with multi-packet
reception gain will equal the network coding alone gain for topology components such as the
cross. The network coding with multi-packet reception gain for less connected topologies,
in contrast, will be higher depending on the implementation of the MAC since the topology
limitations decrease the probability of two node's transmissions conﬂicting.
The number of additional packets that the center node must send when each edge node
does not have multi-packet reception is dependent on m. Limiting multi-packet reception
to the center node essentially splits a component into m disjoint sets where all edge nodes
in a set are fully connected and each node is connected to the center. An m = 2 will result
in two disjoint sets that requires the center node to send d(N−1)/2e + 1 degrees of freedom
to each edge node in order to complete all unicast and broadcast sessions. The ﬁrst term
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in this equation is the number of transmissions needed to relay all traﬃc from the set of
edge nodes and the second is the number of transmissions needed to send the center's own
traﬃc. In the case of the X topology component, the division has already been performed
as a result of the topology conﬁguration, so the throughput is the same as that found in
Section 4.1.3. The throughput for the cross topology component becomes the same as that
of the X topology component as a result of the limited implementation of multi-packet
reception. An m = 4 results in four disjoint sets that requires the center node to send
d(N−1)/2e+1 degrees of freedom to the set of edge nodes to complete all unicast sessions and
d3(N−1)/4e+1 degrees of freedom to each edge node to complete all broadcast sessions. Within
both components, the result of increasing m is oﬀset by the requirement that the center node
send additional degrees of freedom. The broadcast throughput for both components becomes
upper bounded by the throughput of the X topology component when using both network
coding and m = 2; and the unicast throughput for network coding with m = 4 is upper
bounded by 4/3 for both topology components.
The cases where network coding is not used are unaﬀected by limiting multi-packet re-
ception to the center node only. Since the center must forward all packets individually, it
inherently communicates all of the necessary degrees of freedom to each of the edge nodes.
These results are displayed in Figure 4.7 for the cross topology component and Figure 4.8
for the X topology component as N increases towards inﬁnity, the loads are symmetric
across all nodes, and the MAC is fully saturated. These ﬁgures show that there are signiﬁ-
cant throughput gains when considering network coding with multi-packet reception within
topologies similar to the X topology component, but little for topologies that are more
connected or for larger values of m. While the ﬁgures assume that N → ∞, implementing
multi-packet reception at each node, including the edge nodes, is the enabler that provides
the very large super-additive gains obtained through the use of opportunistic listening for
smaller values of N as well. Regardless of N , implementing multi-packet reception at only
the bottle-neck node yields very limited gains in general.
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Figure 4.7: Unicast and broadcast throughput as N →∞ for the cross topology component
with MPR implemented at each node and MPR implemented at only the center node under
fully saturated and symmetric loading.
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Figure 4.8: Unicast and broadcast throughput as N → ∞ for the X topology component
with MPR implemented at each node and MPR implemented at only the center node under
fully saturated and symmetric loading.
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4.5 Summary
This chapter focused on using the model developed in Chapter 2 to design a cross-layer
solution that takes into account network coding and multi-packet reception. The proposed
solution is a new MAC approach that takes into account multiple communication tech-
nologies, provides fairness to ﬂows rather than nodes, and exhibits monotonic saturation
behaviors. The model, in addition to the new MAC approach, was then used to look at sev-
eral diﬀerent measures of network performance such as total network throughput, per-node
throughput, and delay. Section 4.1.3 further emphasized the super-additive gains that are
achievable with the joint use of network coding and multi-packet reception and showed that
the gains from the combined use of these two technologies are lower bounded by the sum of
the gains provided by their individual implementations. Section 4.2 showed that the model
can be used to determine the gains in per-node throughput and the delay to complete each
session. While the per-node throughput decreases on the order of 1/N, substantial per-node
throughput gains are achievable with the combined use of network coding and multi-packet
reception in smaller networks. In addition, the combined use of network coding and multi-
packet reception results in gains of up to 8/3 over routing alone when considering the time it
takes to complete all unicast and broadcast sessions. While network coding and multi-packet
reception may not have a considerable impact on per-node throughput in larger networks,
there are signiﬁcant gains in the delays experienced when using these two technologies in
combination.
Finally, the eﬀects of asymmetric traﬃc across the network's bottleneck and limited
implementation of multi-packet reception were determined by using modiﬁcations of the
topology components presented in previous chapters. Section 4.3 showed that the gains
achieved from network coding and multi-packet reception are maximized for fully symmetric
traﬃc across the bottleneck node and seriously impacted under highly asymmetric traﬃc
conditions. Section 4.4 showed that selective implementation of multi-packet reception at
strategic nodes in the network has little impact in sparser networks, but signiﬁcant reductions
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in the achievable throughput should be expected in denser networks.
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Chapter 5
Conclusions and Future Work
This thesis focused on developing a simple, intuitive approach to cross-layer wireless network
design and provided an estimate for the achievable gains from implementing several diﬀerent
network technologies in multi-hop wireless networks. Speciﬁcally, the performance of various
MAC approaches, opportunistic network coding, multi-packet reception, and their combi-
nation was determined. The beneﬁts and drawbacks of implementing each technology was
explored, and a new MAC approach was suggested to improve overall network performance.
In order to understand the design trade-oﬀs, implementation details, and predict the
performance of combining multiple communication technologies, a model was developed in
Chapter 2 for various network elements that focused on the primary behaviors that are
major contributors to network performance while idealizing the secondary and tertiary be-
haviors that have less of an eﬀect on performance. This allowed a tractable model to be
produced. This model could be easily modiﬁed to include any number of diﬀerent net-
work and communication technologies. Speciﬁcally, element models were proposed for three
speciﬁc network technologies: opportunistic network coding, medium access control, and
multi-packet reception. Opportunistic network coding was modeled by using COPE as a
baseline and identifying the primary contributors to network performance provided by this
scheme. A model for the 802.11 MAC was developed that focused on the fairness aspects of
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the protocol, which were shown in Chapter 3, as well as in [2], to be a primary contributor to
the non-monotonic throughput saturation experienced in the COPE experiments conducted
by Katti et. al. Multi-packet reception was modeled by taking a high level approxima-
tion of OFDMA, SDMA, CDMA, etc., by allowing for multiple packets to be received by
any node in a given time-slot without collision or loss. Furthermore, a set of key canonical
topology components that simulate multi-hop traﬃc and bottlenecks in larger networks were
identiﬁed. Each speciﬁc topology component was shown to provide insight into the design
implications and eﬀects of implementing network coding, MAC, multi-packet reception, and
their combination. Finally, a general framework to characterize the performance of each
technology through both analysis and simulation was developed. This framework focused on
characterizing network performance from a total network throughput perspective, but Chap-
ter 4 showed how the framework could be extended to characterize performance in terms of
delay and per-node throughput.
Chapter 3 provided a detailed explanation of the analysis for evaluating the performance
of network coding, the 802.11 MAC, multi-packet reception, and their combination using the
model proposed in Chapter 2. First, a direct comparison of the total network throughput
obtained using the model and the experimental COPE data was made. This comparison
validated the model by providing a direct correlation between the throughput behavior un-
der varying oﬀered loads with and without the use of network coding. In addition, the
performance of network coding and multi-packet reception with the use of the 802.11 MAC
were evaluated both separately and in combination with each other, using each of the topol-
ogy components shown in Figure 2.4. The cross topology component was used to show
the maximum achievable gains obtained with opportunistic network coding by simulating a
dense network, the X topology component provided gains respective of a sparser network,
and both the partial cross and partial X topology components showed the robustness of
these gains to topology changes. In each case, it was shown that the 802.11 MAC leads to
non-monotonic saturation behavior under high oﬀered loads to the network by distributing
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channel resources equally among the competing nodes.
A new MAC approach that eliminates the non-monotonic saturation seen using the 802.11
MAC and provides fairness to ﬂows as opposed to nodes was proposed in Chapter 4. The
proposed MAC was designed using a cross-layer approach which takes into account multi-
packet reception, network coding, the type of traﬃc (unicast or multicast/broadcast), and
the local network topology conﬁguration. Performing the same analysis and simulations
outlined in Chapter 3, it was determined that the MAC provides monotonic saturation at
the maximum achievable throughput seen in the previous chapter. Furthermore, the model
helped determine that using network coding and multi-packet reception in combination pro-
vides a total network throughput that is up to 6.3 times that of using routing alone with the
802.11 MAC. The analysis and simulations also highlighted the fact that the combination of
network coding and multi-packet reception provides super-additive additive gains. The anal-
ysis of the performance of the new MAC approach using the diﬀerent topology components
further aided in determining speciﬁc design details that need to be taken into account when
implementing both network coding and multi-packet reception in a network. It was shown
that, under the half-duplex constraint, multi-packet reception has the potential of reducing
the eﬀectiveness of network coding and a ﬁeld size larger than two may be required when
performing the linear network coding operations for multicast/broadcast traﬃc.
Extensions to the topology components aided in determining the per-node throughput,
delay gains, and the eﬀects of asymmetric traﬃc across the network's bottleneck. While the
per-node gains provided by combining network coding and multi-packet reception scale on
the order of 1/N, signiﬁcant gains are still obtainable in small to medium size networks (e.g.,
N = [5, 100]). These extended topology components further showed that while there are
signiﬁcant gains in total throughput, the time it takes to complete each unicast or multi-
cast/broadcast session when using network coding and multi-packet reception is up to 8/3
less than the time it takes when routing each packet individually through the network. Fur-
thermore, asymmetric traﬃc across the bottleneck node was shown to signiﬁcantly decrease
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the eﬀectiveness of network coding and multi-packet reception. While not much can be done
to eliminate the aﬀects of asymmetric traﬃc on the throughput gains provided by network
coding, the use of a MAC scheme that does not enforce transmission order counteracts the
aﬀects of asymmetric traﬃc with multi-packet reception. Speciﬁcally, it was shown that
the use of a CSMA like scheme (i.e., a node will not transmit unless all of its neighbors
are idle) under highly asymmetric traﬃc ﬂows will signiﬁcantly reduce the gains provided
by multi-packet reception and that removing this constrain allows for the full potential of
multi-packet reception to be reached. Finally, the proposed model was used to evaluate
the performance of implementing multi-packet reception at a limited number of nodes. In
denser networks, limited implementation of multi-packet reception signiﬁcantly reduced the
total network throughput; while for sparser networks, the diﬀerence between implementation
of multi-packet reception at every node and at only strategic nodes was shown to be less
pronounced.
Possible directions for future work include further validation of the proposed model and
the inclusion of packet losses or errors into the model. Recent work by Sundararajan et. al.
[24], Traskov et. al. [25], and Heindlmaier et. al. [26] using a graph theoretic approach
for ﬁnding the optimal throughput for multicast traﬃc in an arbitrary network has shown
signiﬁcant promise. Extending these results to include multi-packet reception can help in
determining the diﬀerence between the optimal throughput and the throughput obtained us-
ing the model proposed in this thesis. Additionally, experiments using network coding and
multi-packet reception can provide additional data to further validate the model. Further-
more, the model developed in this thesis assumed a loss-less channel. Incorporating packet
erasures and determining their eﬀects on network performance is also a possible future avenue
of research.
In summary, a cross-layer design is required to maximize the gains obtained with the
joint implementation of network coding, multi-packet reception, and medium access control.
A tractable model that matches experimental results with ﬁdelity was the foundation of
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both the analysis and simulations presented in this thesis, as well as the design of a new
medium access control approach that provides monotonic saturation throughput behavior.
The model highlighted the super-additive throughput gains obtainable through the joint use
of multi-packet reception and network coding, as well as provided key insights into the design
and implementation details needed to maximize network performance.
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