Abstract-We discuss the asymptotic behavior of conversions between two independent and identical distributions up to the second-order conversion rate when the conversion is produced by a deterministic function from the input probability space to the output probability space. To derive the second-order conversion rate, we introduce new probability distributions named Rayleighnormal distributions. The family of Rayleigh-normal distributions includes a Rayleigh distribution and coincides with the standard normal distribution in the limit case. Using this family of probability distributions, we represent the asymptotic secondorder rates for the distribution conversion. As an application, we also consider the asymptotic behavior of conversions between the multiple copies of two pure entangled states in quantum systems when only local operations and classical communications (LOCC) are allowed. This problem contains entanglement concentration, entanglement dilution, and a kind of cloning problem with LOCC restriction as special cases.
I. INTRODUCTION
T HE topics of this paper cover three different areas: probability theory, information theory and quantum information theory. We give below concise reasons why our results affect the three areas. First, we derive a new family of probability distributions called Rayleigh-normal distributions as a solution of a simple optimal approximation condition of a normal distribution. The Rayleigh-normal distributions are parameterized by a positive real number and connect a Rayleigh distribution and the standard normal distribution via these parameters. Since this distribution family is a new object and these properties are meaningful to handle these two kinds of distributions, this result has importance in probability theory. Second, thanks to the central limit theorem, an optimal conversion problem for probability distributions can be translated into the approximation condition of a normal distribution. Then, as a contribution to information theory, we find that the Rayleigh-normal distributions determine the second-order asymptotic behavior of conversion between probability distributions. Third, conversions between quantum pure entangled states can be reduced to conversions between probability distributions. In particular, as a contribution to quantum information theory, the Rayleigh-normal distributions determine the second-order asymptotic behavior of conversion between pure entangled states.
In the rest of this section, we describe our contributions to each area and their relation in more detail.
A. Contribution to Probability Theory
To characterize the second-order asymptotics of conversions between probability distributions and entangled states, we introduce a family of new probability distributions on real numbers called a Rayleigh-normal distribution. Besides its operational meaning, it has its own interesting mathematical properties. The family of Rayleigh-normal distributions is parameterized by a positive real value v, and contains a Rayleigh distribution with a specific parameter at v = 1 and the standard normal distribution at v = 0. Also, it coincides with the standard normal distribution in the limit as the parameter v tends to infinity. That is, the family connects a Rayleigh distribution and the standard normal distribution, which is the origin of the name "Rayleigh-normal distribution." The Rayleigh-normal distribution is defined as the solution of an optimization problem for continuous probability distributions on real numbers as in (7) . While the definition seems very abstract, we give the explicit form of its cumulative distribution function Z v for each parameter 0 ≤ v < ∞ in Theorem 7. The explicit form of the Rayleighnormal distribution is numerically computable and has four different expressions depending on the cases when v = 0, 0 < v < 1, v = 1 and v > 1. Then, we can plot the graphs of the cumulative distribution functions of the Rayleigh-normal distributions as in Fig. 1 , and it is shown that the family of Rayleigh-normal distributions has a kind of symmetry with respect to the parameter v and some useful properties.
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B. Contribution to Conventional Information Theory
In information theory, statistics and computer science, it is an important task to generate a random number, which is required for stochastic simulation and information-theoretic security. To guarantee its quality, we need to avoid pseudorandom random numbers. In this case, we need to convert a physically generated random number to another random number. Hence, the problem of random number conversion has been studied as one of the main topics in information theory [20] , [25] , [39] , [47] , [50] . The most important task is the conversion from a non-uniform random number to a uniform random number. This problem has been discussed in information-theoretic security because uniform random numbers are used as a resource for information-theoretic security. However, for stochastic simulation, the required random number is not necessarily the uniform random number because many stochastic simulations use random seeds subject to nonuniform distributions, which depend on the purpose of the simulation [1] , [7] . For this demand, so many algorithms were developed to generate non-uniform random numbers [15] , [28] . Thus, this paper addresses conversions of general random numbers that are not necessarily uniform. In the following, for a precise description of the problem, we discuss this problem as a conversion of distributions because the difficulty of the problem depends on the distributions of the initial and target random numbers.
In this paper, we focus on conversions between the n-fold independent and identical distributions of two different distributions, and investigate its asymptotic conversion rate. While the first-order conversion rate is known to be the ratio of the Shannon entropies [19] , the second-order conversion rate has not been revealed. One of our aims is showing the attainability and the optimality up to the second-order conversion rate. In the following, given a map W from a finite set X to another finite set Y, we define a conversion W from the set of probability distributions on X to that on Y as W (P)(y) := P(W −1 (y)) for a probability distribution P on X . This conversion is called the deterministic conversion induced by W , where the word 'deterministic' comes from the non-probabilistic property of W . That is, a deterministic conversion describes our possible operation for conversion.
If we need to show only the attainability, it is enough to simply discuss only the class of deterministic conversions. However, to show the optimality, we need to consider a larger class of conversions that contains the class of deterministic conversions. A map W from the set of probability distributions on X to that on Y is called a majorization conversion if the majorization relation P ≺ W (P) holds for any probability distribution P on X . Interestingly, the precision of the class of majorization conversions is more easily upper bounded than that of the class of deterministic conversions because the property of majorization effectively works for the evaluation of the optimality. Since the class of majorization conversions contains the class of deterministic conversions, we focus on the class of majorization conversions in the proof of the optimality. Further, the class of majorization conversions plays an important role in quantum information theory as well because a quantum operation called an LOCC conversion for pure states is mathematically reduced to the majorization conversion of probability distribution.
Throughout this paper, we consider both kinds of conversions between two independent and identical distributions of two given distributions P and Q, and employ the fidelity (or Bhattacharyya coefficient) F as the measure of conversion accuracy. When P n denotes the n-fold independent and identical distribution of the distribution P, we mainly focus on the following integers, i.e., the maximum conversion number from P to Q under a permissible accuracy 0 < τ < 1 by deterministic conversions
and that by majorization conversions
Those numbers represent how many copies of the target probability distribution Q can be generated from the initial probability distribution P n under the accuracy constraint τ . It is known that the first order coefficient of L D n (P, Q|τ ) is the ratio of the Shannon entropies H (P) and H (Q) [19] and does not depend on the accuracy τ . Recently, as a more precise asymptotic characterization, the second-order asymptotics attracts much attention [25] , [26] , [42] . When either initial or target probability distribution is uniform, the asymptotic expansions of these numbers are solved up to the secondorder √ n, whose coefficient depends on the constraint of the accuracy [25] , [39] . However, the derivation of the secondorder conversion rate has remained open for the non-uniform case (i.e. neither given nor target probability distribution is uniform).
In this paper, we show that the second-order asymptotics of two kinds of conversions can be essentially reduced into an optimal approximation problem of a normal distribution.
Moreover, we reveal that the Rayleigh-normal distribution is obtained by the solution of the optimal approximation problem and the asymptotic behavior of the maximum conversion numbers is described by the inverse function of a cumulative Rayleigh-normal distribution Z v with certain constants D P,Q and v = C P,Q as follows:
where ∼ = shows that the difference between the left and the right side terms is o( √ n). The asymptotic expansion (1) gives an operational meaning of the Rayleigh-normal distribution, i.e., it characterizes how the second-order conversion rate depends on the constraint for the accuracy of the conversion.
C. Contribution to Quantum Information Theory
In quantum information theory, various quantum tasks have been proposed and a specific entangled state is often required to implement those tasks. In such a situation, maximally entangled states are used as typical resource of entanglement. However, other kinds of entangled states can be also used for efficient quantum tasks. For example, in port-based teleportation, the optimal entangled state to be used as the resource is different from the maximally entangled state [30] . As other examples, measurement based quantum computation [18] and quantum channel estimation [27] require entangled states that are not necessarily maximally entangled.
When some distant parties want to implement some quantum tasks, they have to prepare the desired entangled state in advance. Then, the distant parties can perform only restricted operations named LOCC. Here, LOCC is a combination of local operations (LO) and classical communication (CC), where LO represents quantum operations on each individual party and CC represents sharing of classical information described by bits between parties. LOCC is a fundamental method to convert a given entangled state into a desired entangled state shared between distant places.
Based on the motivation, we consider LOCC conversion between multiple copies of general pure entangled states on bipartite systems in this paper. We especially focus on the following integer, i.e., the maximum conversion number from ψ to ω by LOCC under a permissible accuracy 0 < τ < 1
where F is the fidelity between quantum states. This number represents how many copies of the target entangled state ω can be generated from a given entangled state ψ ⊗n by LOCC under the accuracy constraint. As a fundamental result of LOCC conversion, Bennett et. al. [5] showed that the firstorder optimal LOCC conversion rate from a pure entangled state ψ to another one ω is the ratio of von Neumann entropies S ψ and S ω of their reduced density matrices. Moreover, Kumagai and Hayashi [31] derived the second-order conversion rate for entanglement dilution and entanglement concentration, which corresponds to the case when either ψ or ω is the maximally entangled state. The result of [31] implies that the second-order asymptotic expansion of L n (ψ, ω|τ ) in entanglement dilution and entanglement concentration are represented by the cumulative standard normal distribution function as
where const ψ,ω is a constant given in (136) and (137). In fact, besides entanglement dilution and entanglement concentration, the cumulative standard normal distribution function commonly appears in the second-order rates for typical quantum information-processing tasks including quantum hypothesis testing [32] , [44] , classical-quantum channel coding [45] , quantum fixed-length source coding [14] , [44] , data compression with quantum side information [44] , randomness extraction against quantum side information [44] and noisy dense coding [14] .
In this paper, we consider LOCC conversion when ω or ψ are not necessarily maximally entangled. This setting is more important when the entangled states are used for quantum tasks which require non-maximally entangled states such as measurement-based quantum computation [18] and quantum channel estimation [27] . Thus, these tasks require us to efficiently generate non-maximally entangled states by LOCC conversion. Surprisingly, it is shown that the second-order optimal LOCC conversion rate between general pure states ψ and ω cannot be represented by the cumulative distribution function of the standard normal distribution but by that of the Rayleigh-normal distribution as follows:
where D ψ,ω and C ψ,ω are certain constants. Since (4) is not contained in (3) in general, our result is different from conventional behavior of second-order rates and is quite nontrivial. In particular, it is clarified that the Rayleigh-normal distribution has an operational meaning also in quantum information theory from (4). When either the initial state ψ or the target entangled state ω is a maximally entangled state, the cumulative Rayleigh-normal distribution function coincides with the cumulative standard normal distribution function and the above expansion (4) recovers (3). The asymptotic expansion (4) is similar to the form in (1) . In fact, it is shown that (4) is essentially equivalent to (1) in Section V-A. Next, as a special situation of LOCC conversion, we focus on the case when the target entangled state is the same with the given entangled state (i.e. ω = ψ). In this special case, the formula (3) can be simplified to
where V ψ is a constant depending on ψ. This case can be regarded as a special type of asymptotic cloning problem, which garnered some interest recently. However, our problem is different from conventional settings of cloning in the following points. While the knowledge of the state to be cloned is not perfect in the conventional setting, our setting assumes the perfect knowledge for the entangled state to be cloned. The essential point of our setting is that our operations are restricted to LOCC operations and no additional entangled resource are used. We note that the papers [2] , [41] also treat cloning problems under LOCC operations, however, their setting assumes an imperfect knowledge for the entangled state to be cloned and additional limited entangled resource unlike our setting. To distinguish their setting, we call our setting the LOCC cloning with perfect knowledge, and call their setting the LOCC cloning with imperfect knowledge. To characterize the performance of cloning, Chiribella et al. [12] introduced the replication rate as the order of the number of the incremental copies after cloning. When we apply their definition to the case of LOCC cloning with imperfect knowledge although they discussed the replication rate in the case of another type of cloning, the replication rate is the order of the number L n (ψ, ψ|τ ) − n of the incremental copies in the optimal LOCC cloning. Then, the formula (5) shows that the replication rate of the LOCC cloning with perfect knowledge is 1/2.
D. Outline of This Paper
The paper is organized as follows. In Section II, we introduce a new family of probability distributions on real numbers. It describes the optimal conversion rate under the accuracy constraint in Section IV. In Section III, as problems in conventional information theory, we formulate two kinds of approximate conversion problems between two probability distributions by using the deterministic transformation and the majorization condition, respectively. Then, we define the maximum conversion numbers and describe their properties in nonasymptotic setting. In Section IV, we derive the asymptotic expansion of these numbers up to the second-order √ n. In these derivations, we divide our setting into two cases: uniform case and non-uniform case. The non-uniform case itself does not contain the uniform case; however, we show that the results in the uniform case can be regarded as the limit of the results in the non-uniform case. In Section V, we apply the results of Sections IV to the LOCC conversion. Then, we obtain the optimal LOCC conversion rate between general pure states up to the second-order √ n. As a special case, we derive the rate of the incremental copies and the optimal coefficient for the LOCC cloning with the perfect knowledge. In Section VI, we give the conclusion.
We give an outline of relations of our results. In conversion to or from uniform distributions, only quantile function of an initial or target distribution is important. However, in conversion between general probability distributions, we have to focus on the total behavior of distributions. Applying the central limit theorem, the problem in the second-order asymptotics can be reduced into an optimal approximation problem of a normal distribution given by (7) . Then, we define new probability distributions called Rayleigh-normal distributions by (7) and show their essential properties which are inevitable to discuss how the second-order asymptotics for conversion of probability distributions can be reduced to the optimal approximation problem in (7) . In particular, we show that the second-order performance of conversion is described by the Rayleigh-normal distribution.
II. RAYLEIGH-NORMAL DISTRIBUTION
We treat an optimal approximation problem with the continuous fidelity as an approximation measure and define a new class of probability distributions called the Rayleighnormal distributions in (7) of subsection II-A. As shown in Section IV, the second-order asymptotics of conversions between probability distributions can be reduced to the optimal approximation problem of a normal distribution by the central limit theorem. Since properties of the Rayleigh-normal distributions essentially determine the second-order conversion rate, we give some properties in subsection II-B.
A. Introduction of Rayleigh-Normal Distribution
In this subsection, we introduce a new probability distribution family on R with one parameter which connects the standard normal distribution and a Rayleigh distribution with a specific parameter. A function Z on R is generally called a cumulative distribution function if Z is right continuous, monotonically increasing and satisfies lim x→−∞ Z (x) = 0 and lim x→∞ Z (x) = 1. Then, there uniquely exists a probability distribution on R whose cumulative distribution coincides with Z . That is, given a cumulative distribution function in the above sense, it determines a probability distribution on R. To define the new probability distribution family, we give its cumulative distribution functions.
For μ ∈ R and v > 0, let μ,v and φ μ,v be the cumulative distribution function and the probability density function of the normal distribution with the mean μ and the variance v. We denote 0,1 and φ 0,1 simply by and φ. Using the continuous fidelity (or the Bhattacharyya coefficient) for continuous probability distributions p and q on R defined by
we define the following function.
where A : R → [0, 1] runs over continuously differentiable monotone increasing functions satisfying ≤ A ≤ 1 in the right hand side. For v = 0, the Rayleigh-normal distribution function Z 0 on R is defined to be the cumulative distribution function of the standard normal distribution.
The Rayleigh-normal distribution function is proven to be a cumulative distribution function later, and thus, it determines a probability distribution on R. In addition, the right continuity of Z v for v at v = 0 is also shown latter. The graphs of the Rayleigh-normal distribution functions can be described as in Fig. 1 by Proposition 7.
The second order optimization problem discussed in Section IV is essentially reduced to the problem with respect to normal distributions. Hence, our asymptotic conversion problem is essentially reduced to the conversion problem between two normal distributions, which is the right hand side of (7) . Therefore, our Rayleigh-normal distribution function Z v plays an essential role in second-order asymptotics of conversion of distributions.
We note that Rayleigh distributions are included in Weibull distributions and Weibull-normal distribution is already proposed [11] , however, our Rayleigh-normal distribution is different from the Weibull-normal distribution in [11] because a Rayleigh distribution with a specific scale parameter is included in the family of Rayleigh-normal distributions and is not in that of the Weibull-normal distributions. Thus, the notion of the Rayleigh-normal distribution is first introduced in this paper.
B. Properties of Rayleigh-Normal Distribution
In this subsection, we solve the optimization approximation problem of a normal distribution in (7) and give some useful properties of the Rayleigh-normal distributions. In particular, we show how the family of Rayleigh-normal distributions connects a Rayleigh distribution and the standard normal distribution.
To give an explicit form of the Rayleigh-normal distribution functions, we prepare four lemmas. Their proofs are given in Appendix A.
Lemma 2: When 0 < v < 1, the equation with respect to x 
has the unique solution α μ,v . Then, the inequality α μ,v > μ 1−v holds and α μ,v is differentiable and monotonically decreasing with respect to μ. Lemma 4: For v > 0 and μ ∈ R, the ratio
is strictly monotonically decreasing only on the interval I μ,v defined by
where ∅ is the empty set. Lemma 5: Assume that real numbers t ≤ t satisfy the following condition ( ): ( ) There exist s and s that satisfy the following three conditions:
s stri ctly monotoni cally decr easi ng on the interval (s, s ).
Then the following inequality holds
where A : R → [0, 1] in the left hand side runs over continuously differentiable monotone increasing functions satisfying ≤ A ≤ 1.
Here we introduce a function A μ,v : R → [0, 1] with parameters μ ∈ R and v > 0 which is separately defined with respect to the value of v as follows. When v = 1,
When v > 1,
When 0 < v < 1,
The function A μ,v is represented in Figs. 2 and 3. Lemma 6: For an arbitrary > 0, there exist real numbers t ≤ t which satisfy the condition ( ) in Lemma 5 and the following inequality
We denote the cumulative distribution function of the Rayleigh distribution with scale parameter σ > 0 by
Then, a family of Rayleigh-normal distribution functions is represented as follows. In particular, it includes the Rayleigh distribution with scale parameter σ = √ 2 when v = 1. Theorem 7: For v ≥ 0, the following holds
where
Proof: Since the case of v = 0 is trivial from the definition, we discuss the other cases. The function A μ,v defined in (12), (13) or (14) is a continuous differentiable monotone increasing function satisfying ≤ A ≤ 1. Thus, we obtain
by Lemmas 4, 5 and 6,  
Therefore, the proof is completed.
Then, we show some properties of the Rayleigh-normal distribution functions. From Theorem 7, we can show a kind of symmetry of the family of the Rayleigh-normal distribution functions about the inversion of v as follows. These propositions are proven in Appendix B.
Proposition 8: The following equation holds for μ ∈ R and v > 0:
By Proposition 8, the behavior of the Rayleigh-normal distribution function Z v for v > 1 can be represented by that for 0 < v < 1. Next we show that the family of Rayleigh-normal distribution function includes the standard normal distribution function as its extreme case.
Proposition 9: The following equation holds for μ ∈ R:
Thus, the Rayleigh-normal distribution function Z v is right continuous with respect to v at v = 0. Finally, we give the following most basic property of the Rayleigh-normal distribution function.
Proposition 10: The Rayleigh-normal distribution function Z v is a cumulative distribution function for each v ≥ 0. By Proposition 10, the set of the functions Z v determines a family of probability distributions on R with one parameter v ≥ 0. We call the probability distribution determined by Z v the Rayleigh-normal distribution. As shown in Theorem 13, the family of probability distribution functions can represent the optimal conversion rate in the second-order asymptotics.
III. CONVERSIONS FOR PROBABILITY DISTRIBUTIONS: NON-ASYMPTOTIC SETTING
In Sections III and IV, we focus on information-theoretic aspects for two kinds of conversions called deterministic conversion and majorization conversion for probability distributions. Their roles in quantum information theory will be explained in Section V-A.
A. Deterministic Conversion
Let P(X ) be the set of all probability distributions on a finite set X . For P ∈ P(X ) and a map f : X → Y, we define the probability distribution
We call a map W f : P(X ) → P(Y) defined in (23) a deterministic conversion. Here, the word 'deterministic' comes from the non-probabilistic property of f . In order to treat the quality of conversion, we introduce the fidelity (or the Bhattacharyya coefficient) F between two probability distributions over the same discrete set Y as
Since this value F(Q, Q ) relates to the
, it represents how close two probability distributions Q and Q . When a permissible accuracy 0 < τ < 1 is fixed, we define the maximal conversion number L of copies of Q by deterministic conversions with the initial distribution P as
One of the main topics of the paper is to analyze the above maximum conversion number by deterministic conversions. When we define the maximal fidelity F D from P ∈ P(X ) to Q ∈ P(Y) among deterministic conversions by
the maximum conversion number L D is rewritten as
We denote the maximum conversion number from n-i.i.d. P n to i.i.d of Q with a permissible accuracy 0 < τ < 1 by deterministic conversions as
B. Majorization Conversion
In order to relax the condition for the deterministic conversion, we introduce the concept of a majorization conversion. For a probability distribution P on a finite set X , let
be a probability distribution on the set N of natural numbers where |X | represents the cardinality of the set X and P ↓ i is the i -th largest element of {P(x)} x∈X for 1 ≤ i ≤ |X | and 0 for i > |X |. When probability distributions P and Q satisfy
it is said that P is majorized by Q and written as P ≺ Q. Here, we note that the sets where P and Q are defined do not necessarily coincide with each other, and the majorization relation is a partial order on a set of probability distributions on finite sets [3] , [34] . Then a map W from the set of probability distributions on X to that on Y is called a majorization conversion if it satisfies P ≺ W (P) for any probability distribution P on X . 1 Majorization conversions have an operational meaning in secret correlation manipulation [13] . In the setting, two parties secretly have a copy of a random variable distributed according to a probability distribution P in the beginning and wish to generate a random variable distributed according to another one Q without leaking any information about the generated random variable to an adversary. When they are allowed to use unlimited public communication, they can succeed at the above task with certainty if and only if P is majorized by Q. Majorization conversions have an operational meaning also in quantum settings as we will see in Section V.
We give two important remarks on the majorization. The first one is that a deterministic conversion is a majorization conversion, i.e., a deterministic conversion by a map W : X → Y satisfies the majorization relation P ≺ W (P) for any probability distribution P on a finite set X . The second one is that, when the support size of a probability distribution P is less than or equal to m and U m is the uniform distribution with support size m, we have U m ≺ P. This fact is necessary in the analysis for the quantum operation called entanglement concentration which will be treated in Section V.
Here, we define the maximum conversion number L of Q L which can be approximated from P under a permissible accuracy 0 < τ < 1 among majorization conversions as
The equality between (27) and (28) can be shown as follows. Here, we notice that when W is a majorization conversion, the condition for W (P) is only the relation W (P) P due to the definiton of majorization conversion given in the begining of this subsection. That is, any distribution W (P) satisfying the relation W (P) P is realized by a majorization conversion. Hence, rewriting W (P) in (27) to P , we find the equality between (27) and (28). To analyze the above maximum conversion number by majorization conversion is also one of the main topics in this paper beside to treat that by deterministic conversions. When we introduce the maximum fidelity among the majorization conversions as
1 We note that a majorization conversion is a generalization of deterministic conversion that prohibits a probabilistic mixture such as a doubly stochastic map. This is because a doubly stochastic map is NOT a majorization conversion in general as follows. The input distribution is majorized by the output distribution in a majorization conversion while the output distribution is majorized by the input distribution in a doubly stochastic map.
where P and Q are probability distributions on X and Y respectively, 2 the maximum conversion number L M is rewritten as
We also denote the maximum conversion number from n-
Then, since a deterministic conversion is a kind of majorization conversion, the following relations are derived:
These inequalities play an essential role in the asymptotics of the maximum conversion numbers by those conversions. Next, we prepare two propositions for discussions in latter parts. The following lemma gives the optimal majorization conversion accuracy from a uniform distribution to an arbitrary distribution.
Proposition 11: [49] For a probability distribution Q and a natural number m, let D m (Q) be defined as follows:
Then, for the uniform distribution U m whose support size is L, the following equation holds:
Proposition 11 is easily proven by using the Schwarz inequality.
The following lemma gives the optimal majorization conversion accuracy from an arbitrary distribution to a uniform distribution.
Proposition 12: For a probability distribution P and a natural number m, we define the following distribution C m (P) on {1, . . . , m} as a distribution approximating the uniform distribution:
2 We note that (29) can be reduced to a convex optimization problem in the following way. First, we reorder the entries of Q in decreasing order. Since we discuss the maximum of F(P , Q), we can restrict P ∈ {P : P P} to a distribution whose entries are in decreasing order. Because the set of such distributions P is convex and the fidelity F is concave with respect to each component, (29) can be regarded as a convex optimization problem.
Then, P ≺ C m (P) and the following equation hold:
The proof of Proposition 12 is given in Appendix C. We give an intuitive explanation for why C m (P) appropriately approximates the target uniform distribution. To well approximate the uniform distribution U m , we first reorder the probability weights such that they are in decreasing order. Then, we need to move the probability weights smaller than the m-th largest weight because such events do not contribute to the fidelity with the uniform distribution. To increase the fidelity, it is better to add these leftover weights to events with smaller weights so that the resultant distribution is closer to the uniform distribution. The best way is the following. We find a suitable threshold event, whose weight is the J P,m -th largest. Then, we move the above leftover weights to the events from the J P,m -th largest weight to the m-th largest weight so that the resultant weights are uniform on this part. Due to the choice of J P,m , this conversion is available by majorization conversion.
IV. CONVERSIONS FOR PROBABILITY DISTRIBUTIONS:
ASYMPTOTIC SETTING
We will derive the asymptotic expansion formulas for L D n (P, Q|τ ) and L M n (P, Q|τ ) up to the second-order term √ n, which are called the second-order asymptotic expansions in information theory. Since the first and second orders are n and √ n, their coefficients are called the first-order rate and the second-order rate, respectively. To begin with, we note that the first-order asymptotics of maximum conversion numbers are potentially done as follows:
where H (P) is the entropy of P, i.e., H (P) := − x∈X P(x) log 2 P(x). The logarithmic function always has the base 2 through this paper and we denote it simply by log in the following. Throughout this paper, we assume a probability distribution has non-zero entropy, or equivalently, the support size of the probability distribution is not 1. The equation between the left hand side and the right hand side is obtained from the results about the intrinsic randomness and the resolvability in conventional information theory [19] . Similarly, the second equation is obtained from the results about entanglement concentration and dilution in quantum information theory [5] .
A. Asymptotic Expansion Formula
To describe the asymptotic expansion formula, we introduce three parameters as
In particular, we call C P,Q the conversion characteristics between probability distributions P and Q in the following because the explicit form of the second-order conversion rate and its derivation in Theorem 13 differ depending on C P,Q . If both P and Q are non-uniform distributions, the symmetry of Rayleigh-normal distributions represented by Proposition 8 yields the relation
by using the equation
Note that the left hand side of (43) is well-defined when Q is uniform (i.e. C P,Q = 0) since Z 0 is defined as while it cannot be defined when P is uniform (i.e. C P,Q = ∞). On the other hand, the right hand side of (43) is well-defined when P is uniform (i.e. C Q,P = 0). Using these quantities and the relation (43) , as the main theorem, we obtain the following asymptotic expansion of two maximum conversion numbers with an accuracy constraint τ , which enables us to highly accurately evaluate the quantity L n (P, Q|τ ) although its direct calculation is very hard for a large number n.
Theorem 13: Let P and Q be arbitrary probability distributions on finite sets. Then, the following asymptotic expansion holds for an arbitrary τ ∈ (0, 1):
where ∼ = shows that the difference between the left and the right side terms is o( √ n) at most. The graphs of the second-order rates of maximum conversion numbers are described as in Fig. 4 for different conversion characteristics C P,Q . When V (P) nor V (Q) are not zero, both expressions are valid in the equation (44) due to the equation (43) . Here, the conversion characteristics C P,Q corresponds to the parameter v of the Rayleigh-normal distribution Z v . Even though we focus on the first case, i.e., V (P) = 0, the expression of the second-order rate is split to four cases depending on C P,Q as was shown in Theorem 7. That is, we have five cases depending on the value of the conversion characteristics, totally. In particular, the case when C P,Q = 1 is singular since the second-order rate is nonnegative even if the accuracy τ tends to 1 unlike another (43) of L D n (P, Q|τ ) behaves as above with respect to accuracy τ ∈ (0, 1). The black, purple, green, blue and red lines are displayed from the upper to the lower and correspond to the cases when C P,Q = 0, 1/10, 1/6, 1/3 and 1 under D P,Q = 1. The case C P,Q > 1 can be transformed to that with parameter C P,Q < 1 by Proposition 8. Only when C P,Q = 1, the second-order rate is always non-negative and goes to 0 when τ tends to 1. On the other hand, when C P,Q = 1, the second-order rate goes to −∞ when τ tends to 1. parameter as shown in Fig. 4 . On the other hand, the case when C P,Q = 0 is also singular in the sense that the second-order rate decays fastest as required accuracy gets higher. Thus, the conversion characteristics C P,Q reflects the balance between P and Q and it can be regarded as a new kind of information quantity.
We give concrete forms of (44) for three specific cases. Here, let U m be the uniform distribution on the set {1, . . . , m}. When P is the uniform distribution U m , the second expression of (44) coincides with the following concrete form by Theorem 7 with v = 0:
When Q is the uniform distribution U m , the first expression of (44) coincides with the following concrete form by Theorem 7 with v = 0:
When Q is equal to P, since Z 1 is the cumulative distribution function R √ 2 of the Rayleigh distribution by Theorem 7 with v = 1 and R
In the remaining part of this subsection, we prepare a key lemma and give a proof of Theorem 13. For this purpose, we introduce a notation
We prepare the following lemma, which will be shown in the remaining subsections of this section. Lemma 14: Let P and Q be arbitrary probability distributions on finite sets. Then, the following relations hold for any b ∈ R:
is not zero, the equation (43) guarantees that
and thus, both expressions in the right hand sides of (50) and (51) give the same value.
Proof of Theorem 13: Combining (49), (50) , and (51), we obtain
(52) Theorem 13 is obtained from (52) as follows. For arbitrary τ ∈ (0, 1), we have
for i = D and M from (52). Since (44) . Similarly,
holds. Thus, L i n (P, Q|τ ) for i = D and M is less than or equal to the right hand side in (44) . Therefore, Theorem 13 is obtained.
From the above discussion, all we have to do is to show Lemma 14. We separately prove the inequalities (50) and (51) for the uniform cases (i.e. P or Q is uniform) and the nonuniform case (i.e. both P and Q are non-uniform).
B. Limit of Tail Probability
Before going to the proof of (50) and (51), we prepare two useful lemmas to derive (50) and (51) in this subsection. Let
and
represents the upper tail probability of Q n↓ .
Lemma 15: For a non-uniform distribution Q on a finite set and an arbitrary real number x ∈ R,
The following lemma is a generalization of Lemma 15. Lemma 16: Let Q be a non-uniform distribution on a finite set. For an arbitrary distribution P on a finite set and arbitrary real numbers x and b ∈ R, we have
In particular, when P is a non-uniform distribution as well as Q,
where P,Q,b := bD P,Q ,C P,Q . The proofs of Propositions 15 and 16 are given in Appendix D.
C. Uniform Distribution Cases
In this subsection, we prove Lemma 14, i.e., (50) and (51), for the uniform cases (i.e. P or Q is uniform).
1) Source Distribution P Is Uniform:
We consider the case when P is the uniform distribution U m and Q is a non-uniform probability distribution on a finite set.
Sketch of proof of (49) : Firstly, we will show the existence of a sequence { f n } ∞ n=1 of maps which satisfies
Since the definition of
the combination of (58) and (59) implies (50) . Hence, the proof of (50) is reduced to the proof of (58).
Detailed proof of (49): From the above sketch of proof, all we have to do is to show the existence of a sequence {W n } ∞ n=1 which satisfies (58). To show (58), we prepare the following lemma.
Lemma 17: Let S 1 and S 2 be subsets of the set N of natural numbers. Suppose that B = {B(i )} i∈S 1 and C = {C( j )} j ∈S 2 are non-negative real numbers in decreasing order and their sums of all components coincide with each other, i.e.
for any i ∈ S 1 where W f (C)(i ) :
Lemma 17 is proven in Appendix E. From Lemma 17, there exists a map f n such that
n (0) for an arbitrary γ > 0, the following inequalities are derived by the property (61):
where (62) follows from √ x − y ≥ √ x − √ y for any x ≥ y ≥ 0 and the inequality (63) is obtained by the Schwarz inequality. Since the second term in (64) goes to 0 as n tends to ∞,
where we used Lemma 16 in (65) and the definition Z C Q,Um = Z 0 = in (66). Proof of (51):
where we used Proposition 11 in (68) and Lemma 16 in (69). In (67), we replace the exponent of Q with k and represent the exponent (log m)n of U 2 by k.
2) Target Distribution Q Is Uniform: We consider the case when Q is the uniform distribution U m and P is a non-uniform probability distribution on a finite set.
Sketch of proof of (49) : We will first construct a sequence {P n } ∞ n=1 of probability distributions such that
Then, we will show the existence of a sequence { f n } ∞ n=1 of maps which satisfies
Since we have the following inequality from the definition
the inequality (50) is derived by (71), (72) and (73).
Detailed proof of (50) : From the above sketch of proof, all we have to do is to show (71) and (72). We first construct a sequence {P n } ∞ n=1 of probability distributions which satisfies (71). For an arbitrary > 0, we define a probability distribution P n satisfying that
for any j ∈ S P n (b log m). Here, there is no constraint for P n ( j ) with j ∈ N \ S P n (b log m) as long as P n is a probability distribution. Note that P n ( j ) is uniform on S P n (b log m). Then, we obtain
Then, the constructed sequence {P n } ∞ n=1 satisfies (71) as follows:
where (80) follows from Lemma 55 and (82) follows from the definition Z C P,Um = Z 0 = .
Then, we will show the existence of a sequence { f n } ∞ n=1 of maps which satisfies (72). From Lemma 17 and (76), we choose a map f n such that
we can evaluate as
Then, we have the following inequalities:
log m n+b
where (87) follows from √ x − y ≥ √ x − √ y for any x ≥ y ≥ 0 and (88) follows from the following inequality:
To show (72), it is enough to show that the second term in (88) goes to 0 as n goes to infinity. To evaluate the second term in (88), we prepare the following lemma.
Lemma 18: Let P be a non-uniform distribution and A be a continuous differentiable monotone increasing function satisfying ≤ A ≤ 1. When we set functions
we have the following for > 0
The definition of α P n implies that
Since
Since A ≥ , we have x ≤ y P,A (x). Hence, we have
The inequalities (93) and (94) 
and thus, it goes to zero as n goes to infinity.
Sketch of proof of (50):
We introduce a notation for a real number y as
Then, we will show the following inequality for m n = m √ n with b ∈ R and λ > 0:
Moreover, we will show that
Then, from (97), (98) and (99), we obtain (51) as follows:
where the last equality follows from the definition
Detailed proof of (50) : From the above sketch of proof, all we have to do is to show (97), (98) and (99). First, we show (97). For an arbitrary positive integer L, we define as I P,m := |{P > 1/L}|. Here, we show I P,m < J P,m . To do so, we assume that I P,m ≥ J P,m and derive a contradiction in the following. Since
holds by the definition of J P,m , we have
for
holds by the definition of I P,m and it follows that all components of C m (P) are strictly greater than L −1 by (101). Then, C m (P) cannot be a probability distribution because the total sum of its components is greater than 1 and this is a contradiction. For arbitrary positive integers m ≥ m , the inequalities I P,m ≤ I P,m < J P,m hold by the definition of I P,m . Then, the following inequality holds:
where the equality (102) is due to Proposition 12 and the inequality (103) is obtained by the Schwarz inequality. Thus, we obtain (97) by substituting P = P n , m = m n and m = m n into (104). Second, we show (98). If |{P n↓ > 1/m n }| > m n , the total sum of components P n↓ is greater than 1 and it is a contradiction to the property of the probability distribution P n↓ . Thus, |{P n↓ > 1/m n }| ≤ m n holds. Then, (98) follows as
Third, we show (99). Here, we have
where the last equality will be proven in (209) of Proof of Proposition 15. Thus, we obtain (99) from (106). Remark 19: For probability distributions P and Q on finite sets X and Y, we have discussed the approximate conversion problem from the i.i.d. of P to that of Q. In particular, when P or Q is a uniform distribution, the problems have been well-known as the resolvability problem and the intrinsic randomness problem respectively [19] . Hayashi [25] treated the intrinsic randomness and Nomura and Han [39] treated the resolvability besides the intrinsic randomness in the framework of the second-order asymptotics. Their formulation is different from our formulation because their analyses are based on the total variation distance not on the Hellinger distance, which has the one-to-one correspondence to the fidelity. Hence, our results of these special cases are not contained in their results. On the other hand, Tomamichel and Hayashi [44] considered randomness extraction against quantum side information in the second-order asymptotics and adopted the fidelity to measure accuracy of the operations. Since the intrinsic randomness in this paper is regarded as randomness extraction without quantum side information in [44] , (46) can be directly obtained from [44, Lemma 16] .
D. Non-Uniform Distribution Case
In this subsection, we prove Lemma 14, i.e. (50) and (51), for the non-uniform case (i.e. both P and Q are non-uniform). For a preparation of our proof, depending on distributions P, Q and a real number b, we choose the probability density function of the normal distribution φ P,Q,b := φ bD P,Q ,C P,Q . Then, note that the right hand side of (50) has another form as
by the definition of the Rayleigh-normal distribution, where supremum is taken over the functions satisfying the conditions in Definition 1. Instead of the left hand side of (107), we evaluate the right hand side of (107) in the proofs of (50) and (51).
1) Direct Part:
In this subsection, we prove (50) for the non-uniform case.
Sketch of proof of (49) : To prove (50), it is enough to show
for an arbitrary continuous differentiable monotone increasing function A satisfying ≤ A ≤ 1 and an arbitrary > 0 because of (107).
Given a continuous differentiable monotone increasing function A satisfying ≤ A ≤ 1, we will first construct a sequence {P n,I } ∞ n=1 of probability distributions for each I ∈ N such that lim inf
n→∞ F(P n,I , Q H (P)
Since we have the inequality from the definition
the inequality (108) is derived by (109), (110) and (111).
Detailed proof of (49):
From the above sketch of proof, all we have to do is to show (109) and (110). We first construct a sequence {P n,I } ∞ n=1 of probability distributions which satisfies (109). For an arbitrary > 0, we choose λ > 0 which satisfies
For I ∈ N, 0 ≤ i ≤ I , and λ > 0, we set sequences as
where the function y P,A (x) was defined in (89). Here we introduce a probability distribution P n,I . For any j ∈ ∪ I i=1 S P n (x I i−1 , x I i ), we note that there uniquely exists i such that j ∈ S P n (x I i−1 , x I i ). Then we define P n,I as
for 1 ≤ i ≤ I − 2 and j ∈ S P n (x I i−1 , x I i ). Here, there is no constraint for P n,I ( j ) with j ∈ N \ S P n (x I 0 , x I I −2 ) as long as P n,I is a probability distribution. Then, the following holds:
Using the definition (114) of P n,I ( j ), we have (109) as follows:
where (118) follows from Lemma 15, and (126) follows from (112).
Then, we show the existence of a sequence { f n } ∞ n=1 of maps which satisfies (110). From Lemma 17, we choose a map f n,I : N → N for 2 < I ∈ N and n ∈ N such that
for any 1 ≤ i ≤ I − 2 and j ∈ S P n (x I i−1 , x I i ). Then, combining (121) with the inequality
where α P n was defined in (90), we have
where (123) follows from (121) and the last inequality follows from √ x − y ≥ √ x − √ y for any x ≥ y ≥ 0. Using the Schwarz inequality, the second term of (123) can be evaluated as follows:
where the inequality (125) follows from Lemma 18. Thus, we obtain (110) from (124) and (126).
2) Converse Part:
In this subsection, we prove (51) for the non-uniform case. From (107), it is enough to show
for an arbitrary > 0. To show (127), we prepare the following lemma.
Lemma 20: Assume that real numbers t ≤ t satisfy the condition ( ) in Lemma 5. Then the following inequality holds
The proof of Lemmas 20 is given in Appendix F. Then we obtain (127) as follows:
where the function A μ,v was defined in (12), (13) and (14) and the first inequality follows from Lemmas 6 and 20.
V. APPLICATION TO QUANTUM INFORMATION THEORY
In this section, we apply the second-order asymptotics to the approximate conversion between two bipartite pure entangled states by LOCC and the cloning for a known entangled pure state by LOCC.
A. Entangled State and LOCC Conversion
We first briefly introduce some notions of quantum information theory which are used in this section. In quantum information theory, a quantum system is described by a Hilbert space. Then, a quantum state on the quantum system is defined by a density operator on the Hilbert space, i.e. a positive semidefinite operator whose trace is one, and in particular, a quantum state whose rank is one is called a pure state. A collection of some quantum systems is called a composite system and is described by the tensor product of Hilbert spaces of the quantum systems which constitute the composite system. Then, a tensor product state is defined by a quantum state which is represented by a tensor product of density operators on each quantum systems and a quantum state is called separable when the quantum state can be represented by a convex combination of separable states. On the other hand, a quantum state which is not separable is said to be entangled. In this paper, we treat only finite-dimensional bipartite composite systems and assume that quantum states are pure entangled states.
Entanglement is used in several quantum informational operations [4] , [6] , [10] , [16] , [29] , [40] . Pure entangled states can be expressed by the Schmidt decomposition and the coefficients are called the Schmidt coefficients of the entangled state. Squared Schmidt coefficients consist of a probability distribution from the property of a pure entangled state and is helpful to describe characteristics about entanglement. In various quantum operations, most entangled states are often focused on. Such a state is called a maximally entangled state and defined by an entangled state whose Schmidt coefficients are all equivalent to each other. In particular, a maximally entangled state on a two-qubit system is called the EPR state. Entanglement of a pure state ψ is characterized by the von Neumann entropy S ψ of its partial density matrix, which coincides with the Shannon entropy of squared Schmidt coefficients of ψ. For example, the pure state ψ is entangled if and only if S ψ = 0. Since several values cannot be defined for the singular case S ψ = 0, we assume that pure states are entangled in this section.
The conversion of entangled states by LOCC has been studied in both the non-asymptotic case [37] , [48] , [49] and the asymptotic case [5] , [9] , [22] . In this section, as an application to quantum information theory, we treat problems of the approximate conversion between pure entangled states by LOCC. As a typical LOCC conversion, we focus on entanglement concentration, in which, an i.i.d. pure state of ψ is converted to multiple copies of the EPR state. It is known that the optimal first-order conversion rate is the von Neumann entropy S ψ of its partial density matrix [5] . Then, it is possible to approximately generate multiple copies ψ S ψ n+o(n) E P R of the EPR state from n-copies ψ ⊗n of a given state ψ under the condition that the fidelity between the generated state and the target state asymptotically goes to 1. However, the converse does not holds, that is, even when the number of EPR states to be generated has the asymptotic expansion of the form of S ψ n+o(n), it is not necessarily possible to generate them from n-copies ψ ⊗n under the condition that the fidelity between the generated state and the target state asymptotically goes to 1. In order to treat the error of LOCC conversion more precisely, we need to deal with the second-order asymptotics. That is, the asymptotically achievable fidelity between the generated state and the target state depends on the coefficient of the order √ n. A similar problem occurs in entanglement dilution, in which, the multiple copies of the EPR state are converted to the multiple copies of a target pure entangled state. That is, in entanglement dilution, the asymptotically achievable fidelity between the generated state and the target state also depends on the coefficient of the order √ n. Such relations in entanglement concentration and dilution were studied in [21] , [23] , [31] . However, the existing studies dealt with the relation between the asymptotic fidelity and the coefficient of the order √ n only when the initial or the target state is the EPR state, and thus they did not investigate this relation when both of the initial and the target states are non-EPR states. In the following, we treat more general LOCC conversions including entanglement concentration and entanglement dilution under the fidelity constraint, and clarify the relation between the second-order rate of the conversion and the asymptotically achievable fidelity between the generated state and the target state.
Before going to the asymptotics of LOCC conversion, we give some notations and remarks. In the following, we employ the fidelity
to describe the accuracy of LOCC conversions, where the right hand side of (128) is the inner product between pure states ψ and ω. The following value represents the maximum fidelity of LOCC conversion for states ψ and ω:
Let P ψ and P ω be the probability distributions which consist of the squared Schmidt coefficients for pure entangled states ψ and ω, respectively. Then, it was shown [49, Lemma 1] that the fidelity F(ψ, ω) between pure entangled states relates with the fidelity F(P ψ , P ω ) between probability distributions as
Since ψ is transformed to ω by LOCC if and only if P ψ ≺ P ω [37] where ≺ is the majorization relation given in Subsection 2.2, (130) implies the following relation for pure states ψ and ω:
We define the maximum conversion number for ω from ncopies of ψ by LOCC under a permissible accuracy 0 < τ < 1 as follows:
Since P ψ ⊗n = P n ψ , the following holds:
Let
Then we call C ψ,ω the LOCC conversion characteristics between pure states ψ and ω. Since H (P ψ ) = S ψ and H (P ω ) = S ω , the asymptotic expansion of the maximum conversion number L n (ψ, ω|τ ) is obtained from Theorem 13 as follows.
Theorem 21:
In particular, when the initial state is the maximally entan-
Similarly, when the target state is the maximally entangled state ψ max m , we have
Remark 22: Bennett et al. [5] gave the first-order conversion rate of L n (ψ, ω|τ ). Moreover, when ψ or ω is the EPR state (i.e. the cases of entanglement dilution or entanglement concentration), Hayden and Winter [23] and Harrow and Lo [21] pointed out that the second-order of L n (ψ, ω|τ ) is √ n and its second-order rate depends on the permissible accuracy for those operations. However, the explicit form of the second-order rate for entanglement dilution and concentration was not obtained in their work. On the other hand, when ψ or ω is the EPR state, Theorem 21 gives the explicit second-order rate of L n (ψ, ω|τ ) in (44), which coincides with the result in [31] , and hence, our results provide a refinement of the existing studies. Moreover, we also derived the second-order rates of L n (ψ, ω|τ ) when both ψ and ω are non-EPR pure states. Therefore, we obtain the second-order expansion of L n (ψ, ω|τ ) in all cases as long as both ψ and ω are entangled pure state.
Remark 23: We mention the relation between conversion problems in conventional and quantum information theory. Due to the results of Nielsen [37] , the approximate conversion problem between pure states on bipartite systems is induced into that of probability distribution under the majorization condition by considering the squared Schmidt coefficients of the pure states. Since the squared Schmidt coefficients of a maximally entangled state form a uniform distribution, in particular, those of the EPR state form the uniform distribution over {0, 1}, it is thought that entanglement dilution and concentration in quantum information theory correspond to the resolvability and the intrinsic randomness in conventional information theory.
Remark 24: Here, we remark the relation with a variablerate protocol. In this paper, our protocol fixes the conversion rate between the numbers of initial and target states. Hence, such a protocol is called a fixed-rate protocol. However, we can decide the rate depending on our measurement outcome during our protocol. When we generate the maximally entangled state from a partially entangled state, the papers [5] , [35] discuss this problem. Such a protocol is often called "entanglement gambling" [33] . To interpret C ψ,ω as the variance, we need to consider a variable-rate protocol. Unfortunately, our result gives the relation between the error and the conversion rate only for a fixed-rate protocol, and cannot be applied to a variable-rate protocol. Such an extension remains as a future study.
B. LOCC Cloning With Perfect Knowledge
Due to the no-cloning theorem, we cannot generate a complete copy of an unknown quantum state. Then, in studies of the cloning of an unknown quantum state, an approximate cloning method and the evaluation of its accuracy have been mainly treated [8] , [17] , [51] . On the other hand, even when Fig. 5 . In approximate LOCC cloning, an i.i.d. entangled state ψ ⊗n is transformed by LOCC to a quantum stateψ n which has high fidelity for ψ ⊗Ln . Under the condition that the fidelity betweenψ n and ψ ⊗Ln is greater than τ , the maximal number of copies of ψ ⊗Ln is L n (ψ, ψ|τ ) . the state to be copied is known, it is impossible to perfectly copy the state when the state is entangled and our operations are limited to LOCC. In the following, we treat such a case. Thus, we assume that we know entangled state to be copied, but, we can use only LOCC for cloning. We note that existing studies [2] , [41] discussed similar cloning problem, 3 however, the setting is different from ours because their setting assumes an imperfect knowledge for the entangled state to be cloned and additional limited entangled resource. To distinguish their setting, we call our setting the LOCC cloning with perfect knowledge, and call their setting the LOCC cloning with imperfect knowledge.
In this paper, we investigate LOCC cloning with perfect knowledge when the initial entangled state is n-copies of ψ and the target state is L n -copies of ψ with L n ≥ n. That is, we analyze how large number L n of copies we can generate under the condition that the fidelity between the transformed state from the initial state by LOCC and the target entangled state is greater than a permissible accuracy τ . The maximal number L n (ψ|τ ) of L n given above is formulated by
which equals L n (ψ, ψ|τ ) by the definition in (133). Then we obtain the following asymptotic expansion from (47) . Theorem 25: For a pure entangled state ψ and 0 < τ < 1,
Thus, when the initial state is the i.i.d. entangled state ψ ⊗n of a non-maximally entangled state ψ, the incremental number L n (ψ|τ ) − n of copies by LOCC cloning with perfect knowledge has the order of √ n. On the other hand, when ψ is a maximally entangled state, V ψ = 0 and thus the incremental number of copies by LOCC cloning with perfect knowledge does not have the order of √ n. Indeed, since
holds by Lemma 11, we obtain 3 The papers [2] , [41] discussed local copying, and a limited amount of the EPR states are prepared as a resource for copying, only LOCC is allowed for our operation, and we only know that the state to be copied belongs to the set of candidate of the states. It is required to copy the unknown state perfectly by using the same amount of the EPR states as the number of required clones.
where · represents the floor function, and the incremental number L n (ψ|τ ) − n is bounded by a constant 2 log τ −1 for any n unlike a non-maximally state.
According to Chiribella et al. [12] , we define the replication rate as the limit
Then, the rate r (ψ, τ ) can be characterized as follows
VI. CONCLUSION
We have addressed approximation conversion problems of probability distributions by deterministic and majorization conversions. We have found that two conversion methods are related as in (31)- (33) and have derived the asymptotic expansion of the maximum conversion number up to the order √ n for the both kinds of conversion problems between two i.i.d. probability distributions. To derive the computable form of the second-order rate of the asymptotic expansion, the problem has been divided into the uniform case and the nonuniform case. However, we note that the maximum conversion numbers for two kinds of conversions are equivalent to each other in all cases up to the order √ n as stated in Theorem 13. A key to derive the asymptotic expansion is to introduce Rayleigh-normal distribution and to investigate its properties. In particular, the optimal second-order conversion rate is described by the Rayleigh-normal distribution function for the non-uniform case. Thereafter, as applications to quantum information theory, we have addressed LOCC conversion problem between bipartite pure entangled states including entanglement concentration and entanglement dilution. Then, we have derived the asymptotic expansion of the maximum conversion number using the results for majorization conversion of probability distributions. In particular, we have clarified the relation between the second-order conversion rate and the accuracy of LOCC conversion. As a special case, we have introduced the notion of LOCC cloning with the perfect knowledge. Using the results for LOCC conversion, we have derived the rate of the incremental copies and the optimal coefficient in this setting.
The following problems can be considered as future problems. First, this paper assumes the independent and identical distributed condition for the sequences of distributions or pure entangled states to be converted. However, the actual sequences of distributions or pure entangled states might have correlation in practice. Hence, it is an interesting open problem to extend the obtained result to the case of correlated sequences of distributions or pure entangled states [36] , e.g., the Markovian case. Next, only pure states have been treated in quantum information setting although mixed entangled states may appear in practice. So, an extension to the case of mixed states is required as a future study. Finally, we point out the significance of analysis in a finite-length setting. We have analyzed the asymptotic performance of approximate conversions in this paper. On the other hand, we can operate an input state only with a finite length. Therefore, it is needed to analyze the approximate conversion problems in a finite-length setting. For entanglement dilution and the concentration, the recent paper [31] dealt with an analysis in a finite-length setting and derived its numerical results. However, no result investigates the finite-length setting of the case when the initial state and the target state are non-EPR states. 4 
APPENDIX

A. Proof of Lemmas: The Explicit Form of the Rayleigh-Normal Distributions
We prove Lemmas 2, 3, 4 and 5 used to derive Theorem 7 which shows the explicit form of the Rayleigh-normal distributions.
Proof 
Then we have
Thus, the function f μ,v is strictly monotonically decreasing when x < μ 1−v and is strictly monotonically increasing when Next we show that β μ,v is differentiable monotonically increasing with respect to μ. Since f μ,v is continuously differentiable with respect to x ∈ R and μ ∈ R, the implicit function theorem derives that β μ,v is differentiable with respect to μ and
To show that β μ,v is monotonically increasing with respect to μ, it is enough to prove 
In addition, since φ(y)
Thus β μ,v is proved to be monotonically increasing with respect to μ. 
Proof of Lemma 3:
Then, similar to the derivation of (143), we have
Thus, the function f μ,v is strictly monotonically increasing when x < μ 1−v and is strictly monotonically decreasing when Next we show that α μ,v is differentiable monotonically decreasing with respect to μ. Since f μ,v is continuously differentiable with respect to x ∈ R and μ ∈ R, the implicit function 5 The function g(y) := φ(y) + y (y) is proven to be positive on R as follows. Since theorem derives that α μ,v is differentiable with respect to μ and
To show that α μ,v is monotonically decreasing with respect to μ, it is enough to prove
In addition, since φ(y) + y (y) > 0 for any y ∈ R,
Thus α μ,v is proved to be monotonically decreasing with respect to μ.
Proof of Lemma 4:
The interval I μ,v is easily derived from
To show Lemma 5, we prepare the following lemma. Lemma 26: Let a = {a i } I i=0 and b = {b i } I i=0 be probability distributions and satisfy
for i = 1, 2, . . . , I . When c = {c i } I i=0 is a probability distribution and satisfies
the following holds: D(a) . In the following, we will show that an arbitrary c ∈ D(a) which is not a does not attain the maximum of f b . Then, it implies that a is the unique maximizer of f b .
Note that there exist two natural numbers i 0 < l 0 ∈ {0, 1, . . . , I } such that a i 0 < c i 0 and a j 0 < c j 0 hold since a and c are different probability distributions and satisfy (156). Then we have
Hence, for a constant 0
2 (c i 0 − c j 0 )}, the following holds 6 : 
where the inequality (160) is obtained from the Schwarz inequality.
To evaluate (160), we will use Lemma 26. To do so, we set a sequence as a 0 := (t), Second, a and c satisfy (156) since the function A satisfies ≤ A by the definition. In the following, we show (155) for i = 1, 2, . . . , I + 1. For i = 1, we have
where the existence of a real number u 1 ∈ (t, t + t −t I ) is guaranteed by the mean value theorem in the second equality, the inequality follows from the conditions (I) and (III) in the assumption of Lemma 5, and the third equality comes from the conditions (II). For i = 2, 3, . . . , I , we have
where the existence of real numbers u i ∈ (
is guaranteed by the mean value theorem in the second and third equality, the inequality follows from the conditions (I) and (III) in the assumption of Lemma 5. For i = I + 1, we have
where the second equality comes from the conditions (II), the existence of a real number u I +1 ∈ (t − t −t I , t ) is guaranteed by the mean value theorem in the third equality and the inequality follows from the conditions (I) and (III) in the assumption of Lemma 5. From the above discussion, the sequences a, b and c satisfy the assumptions in Lemma 26.
Using Lemma 26, we obtain the following ineqality:
Proof of Lemma 6:
We separately prove Lemma 6 for four cases; (i) v = 1 and μ ≤ 0, (ii) v = 1 and μ > 0, (iii) v > 1 and (iv) v < 1.
Proof of the case (i):
By the Schwarz inequality, the left hand side of (15) is less than or equal to 1. When μ ≤ 0, since
Proof of the case (ii):
For an arbitrary > 0, we take an arbitrary real number λ > 0 which satisfies
and show that t := −λ and t := λ satisfy the condition ( ) in Lemma 5 and (15) . We have (15) as follows:
where we used A μ,1 = in (162). Next, we show the condition in ( ) of Lemma 5 for t = −λ and t = λ. To do so, it is enough to show that there exist s and s which satisfy (I), (II) and (III) in ( ) of Lemma 5. Since 
holds for μ > 0, there uniquely exist real numbers s and s such that
by the intermediate value theorem.
In the following, we prove that the above s and s satisfy (I), (II) and ( 
where the existence of s w ∈ (w, −λ) in (165) is guaranteed by the mean value theorem and the inequality (166) holds since
is monotonically decreasing. Thus, s ≤ −λ holds. Similarly, λ ≤ s can be obtained by the following inequality:
where the existence of s w ∈ (λ, w) in (167) is guaranteed by the mean value theorem and the inequality (168) holds since
is monotonically decreasing. Therefore, we obtained the condiiton (I) in ( ) of Lemma 5. Thus, the proof is completed for the case (ii).
Proof of the case (iii):
We take a constant λ > 0 which satisfies α μ,v < λ and
We show that t := α μ,v and t := λ satisfy the condition ( ) of Lemma 5 and (11).
We have (11) as follows:
where the equation (170) comes from the definition (13) of A μ,v . Then, we show the condition in ( ) of Lemma 5 for t = α μ,v and t = λ. To do so, we assume the the existence of s which satisfies
Then we can easily show that s := t = α μ,v and the above s satisfy (I), (II) and (III) in ( ) of Lemma 5 as follows. The conditions (I) and (II) in ( ) are obtained by the definitions (9) and (171). The condition (III) in ( ) is verified since
is monotonically decreasing on (α μ,v , s ) from Lemma 4 and Lemma 3.
Thus, all we have to do is to show (171). We have
where the existence of s w ∈ (λ, w) in (172) Proof of the case (iv): We take a constant λ < 0 which satisfies λ < β μ,v and
To use Lemma 5, we verify that t := λ and t := β μ,v satisfy the condition ( ) of Lemma 5 and (11) in the following. We have (11) as follows:
Then, we show the condition in ( ) of Lemma 5 for t = λ and t = β μ,v . To do so, we assume the the existence of s ≤ λ which satisfies
Then we can easily show that the above s and s := t = β μ,v satisfy (I), (II) and ( 
C. Proof of Proposition: Optimal Majorization Conversion in Non-Asymptotic Theory
We prove Proposition 12 which gives the maximum fidelity of the optimal majorization conversion from a non-uniform distribution to the uniform distribution.
Proof of Proposition 12:
We first verify that J P,m is well defined, i.e., the set in the definition of J P,m ⎧ ⎨ ⎩ j ∈ {2, . . . , m}
is not empty when P ↓ (1) > 1 m . Indeed, j = 2 is included in the set (195) as follows:
where the inequality follows from P ↓ (1) > 1 m . We show the followings:
We prove (197) . It is enough to show that P ↓ ( j ) ≤ C m (P)( j ) for J P,m ≤ j ≤ m. Since
for J P,m ≤ j ≤ m. Next, we show (198). To do so, we take a probability distribution Q = (Q(1), . .., Q(m)) which satisfies P ≺ Q, Q(i ) ≥ Q(i + 1) and
In the following, we assume that Q = C m (P) and derive contradiction. Then, we will have Q = C m (P), and thus, C m (P) satisfies (198) by (199) . Note that Q ↓ (i ) = Q(i ) by the definition of Q. Since Q = C m (P), the set {1 ≤ k ≤ L|Q(k) > C m (P)(k)} is not empty. We introduce the integer
We separately give proofs for two cases; k 0 ≥ J P,m and k 0 < J P,m . We first treat the case that k 0 ≥ J P,m . Then, Q( j ) ≤ C m (P)( j ) = P ↓ ( j ) for j = 1, ..., J P,m − 1. 
On the other hand, since P ≺ C m (P), the following holds:
The inequalities (201) and (202) are contradictory to each other. Next, we treat the case that k 0 < J P,m . In the following, we show that there exists a probability distribution Q such that the following contradictory inequalities hold:
We first define a probability distribution Q . Let
Then, Q(l 0 ) > Q(l 0 + 1) holds. For
we define a probability distribution Q as
Note that Q ( j ) ≥ Q ( j + 1) and thus Q ↓ = Q . We show (203) for Q . To do so, we show P ≺ Q , that is,
for any l ∈ N. For l = l 0 ,
holds by the definition of Q , and thus, (207) holds by the majorization condition P ≺ Q. For l = l 0 , we obtain (207) as follows:
where the second inequality comes from that C m (P)(k 0 ) = P(k 0 ) holds by k 0 < J P,m and the definition C m (P). Since P ≺ Q , (203) holds by the definition of F M . Then we show (208). We note taht Q( j ) = C m (P)( j ) = P( j ) for j < k 0 by the definition of k 0 and C m (P). Thus we obtain (208) as follows:
Thus, we obtain (56) as follows 
where the second equation is obtained from (55). When P is also a non-uniform distribution, V (P) is non-zero and thus C P,Q is well-defined. Then, the right hand side of (56) coincides with the right hand side of (57) from the definition. 
E. Proof of Lemma: The Existence of a Suitable
The above {k i } ∞ i=1 always exist but may not be unique. For i ≥ 1 and k i−1 + 1 ≤ k ≤ k i , a map f : N → N defined by g (k) = i satisfies the following inequalities:
In the following, we construct the map f which satisfies (60). For j ∈ S 2 in which g • h( j ) is in the image of g, we define as f ( j ) := g −1 • W g • h( j ). For other j ∈ S 2 , there is no constraint for the value of f ( j ) as long as f ( j ) is in S 2 . Then we obtain (60) as follows:
