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Foreword
Historically, the aim of MSPLS Workshops has been to allow an informal
exchange of ideas in all areas of prograrruning languages and systems among
researchers and practitioners from midwestern universities and companies.
Contributions span the range from presentations on preliminary research results
to introductory lectures on ongoing research efforts.
This report is a collection of abstracts, extended abstracts, andlor papers of the
talks given at the Spring' 95 Workshop of the Midwest Society for
Programming Languages and Systems, which took place at Purdue University
on Saturday, 8 April 1995.
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Language Constructs for High- Precision Specification
of Real-Time Constraints'
Tai M. Chung and Hank G. Dietz
School of Electrical Engineering
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tai@ecll.purdue.edu) hankd(@ecl1.purdne.cdl]

Abstract
In practice, lhe hard real-time systems are still implemented in low-level programming languages for time critical portions and manually tuned to meet all the timing requirements. With-

out a real-time lallglLage that supports an appropriate way of specifying time constraints for a
generic hard real-time systems and the fine-grain liming analysis that is transparent to users,
the users will ever suffer from the c.omplcx coding and accurate analysis, particularly for the
systems requiring fast turn-around responses.

In this paper, we propo:;e novel language constructs that can be added to allY imperative
programming language so that the extended language provides users a way to specify relative
time constraints between arbitrary operation:; at instruction-level. The compilation tedmiqlles
unique to transformation of proposed lauglLage are also presented as a pad of the CHaRTS,
Compiler for Harel Real-Time Systems, that generates a valid instrudion sequence for a target
execution model.
Key words:

hard real-time, lallgL!age, time constraint, CHaRTS
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In

Introduction
OUf vIew

of real-tilne systems, a. real-time system cOllsisls of a controlling subsystem am] con-

trolled entities. A controlling subsystem is a set of computer systems, while the controlled entities
can be any of a broad range of systems with mechanical behavior, any device from a simple blender

to a complex rohot [SR91] [BHJ+S2]. Typically, a controlling subsystem executes control programs to receive input from the cnvirolllllcnt and/or to scnd commands to the controlled entities

appropriately.
For a real-Lime system La [uueLion correcLly, Lhe control program must be logically corred and

the controlling subsystem mllst execute the program without timing faults. Either a failure to
perform an action at. t,he appropriate time or a flaw in the ('.ontrol program's logic can yield cata<;trophic conscqucnccs in h.ard real-time systcms. Thus, mecting the time constraints is extremely
important ill such syslems.
Based

011

when the control program is scbeduled,

real~tilTle syslems

can be divided illto two

categories: dynamic and static. Execution order of control tasks in a dynamic systcm is determined
on-the-fly at run-time by a scheduler that examines the clIrrenl. staLus of the sysLem; often, this
scheduler is part of the operating system. Even though the dynamiC systems are nexible, they
suffer from scheduling overhead and unpredictable risks.
In contrast, a static system is scheduled at colllpile Lime based

Of]

analysis of the program, time

constraints, and resource use predictions (l...oc92]. A static system schedules Lhe execution order at
compile time based on thc predicted behavior of the controlled entities and the Liming properties of
the r.ontrolling subsystems. Thus, the static system guarantees that properly scheduled code will
function witbout a Lillling failure. However, despite the fact that guaranteed timely execution makes
the sLat.ic systems much more attractive than dynamic systcms in a hard real-Lime environment,
static systems have received less attention Lhau dynamic systems. This is due to:

I. Unpredictable machine behavior: gencral-purpose processors often implement instructions
with execution time dependent on operand values, pipelinc conflicts, or memory hierarchy
use (e.g., cache misses, dynamic RAM refresh cycles, virtual memory page faulls). Any of
these variables degrades the accuracy of the required timing analysis.
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2. Sdwduling complexity: both the instruction-level timing analysis and the code reorganization
are NP-complete problems [GJ79]. Thus, static scheduling has focused on coarse-grain tasks
[,0

reduce the problem size.

3. Lac.k of programming support: no programming language supports a mechanism to express
fully general real-tirne constraints.

The first problem
plll.er hardware.

IS

not easily solved, but can be avoided hy careful design of the com-

For example, the TMS320C40 high-perforrnancf: DSF has completely static

timing properties, provided that interrupts are disabled and local memory is implemented by
SRAM [Inc.BB]. Even interactions between multiple processors can he made to have static timing properties. For examplc, PAPERS (Purdue's Adapter for Parallel Execution and Rapid Synchronization) can provide fine-grain cOlillllullication and synduonization with precise static timing
properties [DMSM94] [DCMM9S].
Although further work is needed, we believe that the techniques presented in

(CD95] form

the basic founuation for all appropriate static scheduling algorithm. Thus, the second problem is
partially solved and a practical solutioll is likely to be found soon.
This leaves the problem of providing an appropriate programming model and language. Part of
this problem is that specifying fine-graill time constraints in the context of a high-level programming
lallguage seems paradoxical. Asscmbly language !laud coding to resolve fine-grain time constraints
is not the answer; such pmgrams are dimcult to write and maintain, and automated scheduling is
almost impossible [Inc8(jJ.
It is equally futile to directly use existing high-level real-tillle programming languagcs, such

as ADA [BreSI], Edison [llanSO], or progratuming languages extended from the general purpose
languages like In-Euclid [KSSG], FLEX [LNS8], MPL [NTA90] and TeEL [GH93], because they
do not provide a mechanism for specifyillg time constraints on any language cotlstrucL finer in
granularity than an entire t.ask. These languages also suffer from use of a programming model that
represents time constraints as relationships between task pairs that arc lexicographically adjacent in
the source program; this adjacency constraint is both artificial alld insufficiently expressive. Timing
relationships bet.ween arbitrary (potentially parallel) operations cannot be expressed because some
such relationships cannot be mapped into lexicographically adjaccnt positions in the program.

:j

SecLioti 2 of this paper proposes novcllangnage construds that can be added to any imperative
programming language so that the extended language provides users with a way to specify relative
time constraints between arbitrary actions at the level of individual instructions. To aid the reader
in understanding how these time constraints are extracted and processed, Sedioll 3 provides a brier
summary of the relevant compiler technology. Section

J1.

sUtlimarizes the contributions of this paper

and suggests future direcl.ions for research.

2

Real-time language

'lb motivate the design of the lIew language constructs, consider the informally anllotated control
program fragment shown in Figure 1. Although this example is remarkably simple and embodies
time constraints that could easily have been found in a real application, none of the existing
programming languages is capable of expressing this in a form that would facilitate static timing
analysis and scheduling.

'1

Load rl, sense1
Store actl.rl
Load r2,sense2

'4
'5

Add r3.r1,r2
Store act2,r3
l~igure

2.1

Get value from memory-mapped
i l must execute no later than
Send value to actuator 1
i 2 must execute at least 1 /LS
Get value from memory-mapped
i:-J must execute no later than
Add the sensor inputs
Send result to actuator 2

sensor 1
1 ps after l3
after is
sensor 2
1 JiS after

II

I: A tl example of code segment for real~time control actions

Programming model

The real~tilne language we propose in this paper implements a graphical model, denoted as G =
(f,8) where the directed graph G consists of a sel of nodes

r

and a set of edges 8. The nodes

and edges are associated with illstrucLions and real-time constraints respectively. The graphical
model, called a direcLed timed graph or DTG, is distinguished from conventional directed graphs in
several aspects. Mosl importantly, each edge in a DTG does not necessarily indicate a precedence

01'

dependence relation, buL represenLs Lhe direction of the temporal relation between two cont,rol

action.
An instruction in

r

can be classified as an eXlernally viewed inslruclion(EVI) or an inlernally

viewed inslmdion(IVI) based on the effect of the instruction. The effect of IVl is limited to the
internal computation, while an EVI changes the slaLus or the c::ontrol environment,. For example,
the variables defined as volalile ill the C language [X3,S9j or commands to control robots using

ReeL [LlillL88] are EVIs, and their execution mllst meet the timing constraints specified, Because
EVls may depend on values computed by IVIs, any such dependence also implies a relative time
constraint (execution order) which must he preserved.
A directed edge in E is associated with Inultiple attribuLes: source object 1's, sink object 1'e,
relational operator 1/, aut! offset 8. A wilstraint Ok is defined as Ok =< 1's, 1'c, 11,

fj

>. The type

of relationship represenLed by eac::h edge is specified by 11: before«), after(», concurrent(=), or
exclusive(#:). Indeed, any Letllporal relations between1's and 1'c for each edge type can be expressed
wiLh time value

{j

as:

• before constraint: 1'e < Is
• aflcr consLraint : 1'e

>

Is

+ fj

be must happen at latest

+ {j be

• coucurrellL constraint, : Ie = 1's
• exclusive constraint: 1'e #: Is

must happen at earliest

+ fj

{j

after 1'..)

fj

after 1's)

(1'c must happen exactly at

+ 8 be

must NOT happen at

fj

{j

after 1's)

after 1'..)

All edge representing the direction of the lemporal relation between the source instruction bs)
and sink instt'uction be) rollows a simple rule. The 1's and 1'e appear, respectively, in the RHS and
the LUS of the constraint.
The 1'3 and 1'e c::an he any arbitrary pair of instructions. Moreover, this meLhod is sll[ficient
to specify the cOllsLraillts amollg

1/.

instructions using less than 11'(n-1}/2 cOllsLraillls in Lhis model.

That is, any constraint among multiple instructions can be specified by our constraint model even constraints which cannot be satisned by a sequential schedule (i.e., constraints which imply
parallel execllLioJI).
It. is significant t.hat simple ordering (precedence) constraints can be represented without in-

troducing any additional types. Each precedence constraint of the form "x

UM:8 y'8

re,mlf' can be

encoded as Lhe after cOllsLraillL "x happells at earliesl 0 afler

!l'.

Hence, boLh Liming cunsLrainLs

and preceJence cUllsLraillLs call be expressed lIsing the sallle syntax.

2.2

Desired features

111

Real-time languages

The single most important aspect of any programming system is how easily that system can be used
to create and maintain working programs. Although the relative case of programming of various
languages is largely a matter of "religious" debate, it is clear that familiar language constructs and
prugramming LODls

an~

more effective than if a completely new program development st.yle must.

be adopted. The real-tillle lallguage should look and "feel" like a popular cD/lventional language,
e.g., C. Likewise, because there is no familiar syntax that can be borrowed for expressing time
constraints, it is critical that the timing aspects of the code be directly observable and easy to
modify. Any timing constraint involving two operations should be able to be expressed directly,
wiLhollt having 1.0 adjust other portions of the code.
Part of the ability to treat each constraint independently depends on the ability to combine
multiple constraints thaI. alfed the same operation. Although most work on real-time systems
suggests that such GOnstraints are always combined by requlrlllg all cOllsLrainLs LD be md, it is
sometimes necessary [GL91] to combine constraints by reqUlfmg that, anyone or more of these
constraints be met. This concept of an o1"ing cOllsLraillL is quiLe !lew in the real-Lime community.
Suppose an event A1 call be execute either before A 2 or after
mathematically expressed as A 1

<

A 2 Dr A1

>

A;~

as shown in Figure 2. This can be

A3 . The figure 2 shows that the possible range of A 1

could be different for the same constraint based on the temporal values of A 2 and A 3 ,. Despite the
usefulness and necessity of such a construct, oring cUllsl.raillts have been conspicllollsly absent from
other real-time programtllillg languages, perhaps because the scheduling is made more complex by
supporting both Lypes of r.onstraint combining.
We further suggest t.hat. it is critical that the timing constraints be expressed at the finest
possible grain level. Because finer grain yields more freedom in the compiler's scheduling, this
yields the highest probability that all timing collstraints can be met. Of course, more freedom in
scheduling also implies a larger search space for schedules, but the user does not need to be aware
of the addit.ional complexity in the compiler.

Al

'"
'"

Al
0

A2

0

..

'"

A3

time axis

'"

'"

..

Al
A3

A2

I

I

lime axis

'"

AI <A2orAJ >A3

Figure 2: An example of

orin!} cOllstraint

The concept of a cyclic La... k ill a. program is a. structure that is unique to real-time systems, but
is commonly llsed. The.re is no obvious way to obtain the same effect using other constructs, and
subr.le methods destroy maintainability. Thus, we suggest that cyclic structures should be directly
represented in t.he language, making them easy to recognize for both programmer and compiler. Tn

fact, the language should allow multiple arbitrary cyclic tasks La be specified without concern for
how Lhe differen!. lengLh cycles will be converted iuto a single coherent schedule.

2.3

Parent language

Thus far,

nOllC

of the existing real-time languages provides at! the features llIelltiolled above. Most of

the rea.l-lime language>; are not easy to program, not based on fine-grain tasks, and/or nol designed
lo express relative constraints among arbitrary control operaLiolis. Thus, we propose an extension
of an im.perative language to facilitate lhe features. Even though any imperative language can be
extended for those features, we develop novel language constrncts onto a subset of the C language
because C is used for most of the embedded real-time systems in r.onjunction with assembly macros
for Lime critical portions.
The parent language we propose includes all expressions using arithmetic and relational operators, if statement, and while statement. At this lillie, neither aliasing nor floating point computation is supported.
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2.4

Proposed language constructs

In order to specify the consLraints on top of the parent langnage, we introduce several new

COil-

st.ructs: timing block, tcm1JOra! cXp'·CSSlO7I. alld cyclic block. A timing block defines a code segment
to be manipulated as a unit for the purpose of constraint specification, while time expression

spec~

ifies the relative constraints in Lerms of the timing blocks. A cyclic block is defined for the code
sequence that runs indefinitely or until the program terminates. A program may colltain more than
one cyclic hlock.
Before illustrating the ('.onstructs, consider an example of a control program shown in Figure :1.
The program is written 1.0 read data from memory locations where they are updated by Lhe devi('.es,
aud 1.0 wriLe commands to memory locations where they are dispatched by a to the devices at desired
Limes.

2.4.1

Timing block

A timing block is a user defined variable or a sequence of statemellts that could be viewed as a
task in the traditiollal real-time systems. That is, it contains either a volatile variable (EVI) or
statement(s) that consist of aL leas I. one EVT. If a timing block contains no EVI, Lhe t.emporal
expressions associated with the temporal variable are ignored, implying that the cOllsLrainL is
automatically satisfied.
The timing variable identifying a timing block appears between "@" and ":" thaI.

IS follO\Vf~d

by an EVI or a body of the block as shown in the syntax;
ltItvar:
or
ltItvar:

variable
{ (statement)+ }

Here, tvar is a user defined name for L1Je block and variable is a regular variable that is an
EVI

1.

The notation (statement)+ denotes onc or more sLatements composing a timillg block. For

example, linc 12 in Figure 3 defines Lemporal variables tv2 and tv3 that are associated with a
variable sensor2 and a statement b = sensor2 + 4;. In this case, tv2 is a lies Led block of tv3.
lTlle volatile variables are trallslated into aile or more inlitructions in low-levcllanguages

8

1:
2,
3:
4:
5:
6:
7,
8:

mainO
{
volatile char actionl, action2, action3;
volatile int senseI, sense2, sense3;
char commandl, command2,
int a,b,c,d;
d : 23,
cycle lDtpl: (5) {
/* Read in data ~hich should be stored by actual sensors.
a = lDtvl:sensorl + 5 + d;
lDtv3:{ b = lDtv2:sensor2 + 4,}
/* Specifying the timing betveen the reads */
«I: tv1. < tv2. + 1 I tv2. < tv1. + 1;
«I:
.tv3 < tv2. + 3,
/* Action is performed based on the data read *1
if(a < b)
lDtv4: {actionl = command 1 ;}
else
lDtv5: {action2 = comrnand2j}
1* Specifying the timing for action *1
«I: tv22 = tv2 + 13;
«I:
.tv4> tv22. + 1;

9:

10:
11:
12:
13:
14~

15;
16:

17:
18:
19:
20:
21:

22:
23:
24:

25:
26:
27:
28:
29:
30:
31:
32,
33:
34:
35,
36:
37:
38:
39:
40:
41:
42,
43:
44:
45:
46:
47,

*/

1*

Also specifying the timing over the iterations */
lDtv6:{
"'hile(a<b){
lDtv61:c = a + b - 23,
c = c
23 - fooOj
a = a + 1;
«I:
.tv6[2] < tv6[1]. + 25;
} )
lDtv8:{action2 = commandl + c;}
«I:
.tva> .tv6 +10,

*

}
cycle «Itp2:(10) {
int Cj c = 43;
d
«Ivtll:sensor3 + senseI;
lDtvI2:{action3 = d * c + 3;}
«I: vt12. < vtl1. + 14;
}
1* The first action of cycle tp2 should be started
before the the last action of cycle tpl is completed
«I:
.tp2 < tp1. + 2;
exit(O);

=

*/

}

Figure 3: Example of A Control Progra.m With New Constructs
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A timing block has all the properties of regular block, such that it is lexically scoped and variable
declarations are allowed in the beginning of the block. A Iso, the t.iming blocks can be nested unless
they arc interleaved. The interleaving of the timing blocks is disallowed because it increases the
complexity and destroys the structured language feat,me.

2.4.2

Cyclic block

Cyclic block is a special case of timing block in the sense that the block is executed repeatedly until
the program is terminated. Thus, compiler should t;reat this block differently from other blocks
for analysis as well as scheduling. A cyclic block is identified by a temporal variable tvar and the
period {) as defined here.

~tvar:(D)

cycle

{ statement(s) }

The cycle is a keyword indicating that, t.he following block enclosed by { and} is a cyclic
block, tvar is a temporal variable name for the bJock, and 8 specifics the timing requirement that
the cyclic block mllst complete within. That is, the statements in the timing block and looping
overhead must be completed within 8.
The time constraints a.,>~mciated with a cyclic block may be expressed in the temporal expressions
described later. For example, the program in Figure :J consists of two cyclic blocks tp1 (line 9 to
;~5) and tp2 (liue ;}7 to

1\2), and a temporal relation between the cyclic blocks is specified in line

45. The temporal expression ill line 45 implies that the first action of tp2 should not be executed
later Lhan 2 time units after the last action of tp1.

2.4.3

Temporal expression

A temporal expressIOn

IS

classified as either a temporal a.'>signment or a temporal relation. A

temporal assignment is a way of definillg another temporal variable that has temporal distance
from an existing temporal variable, while a temporal relation is used to express the relationship
between the temporal variables.
(D:

tvar

=

tvar (+

I -)

6;
10

or
~;

etvar

J}

etvar (+

I -)

o (I

etvar

1J

etvar (+

I -)

8)*;

In this syulax, tvar is thp. name of a temporal variable, and etvar is extended temporal
variable indicating start time or completion lime llsing prefixed-dot or postfixcd-dot respectively.

In Figure :3, tv1. in line 14 indicates the wmpletion time of tv1 while tv3. in line IS indicates
the start time of tv3. Also, 1] is one of the temporal relation operator defined in the previous
sedioll, ami 0 is the offset that is any time unit as small as a clock cycle. Also, the temporal
relaLion (

I etvar1

1/ etvar2 (+

I -)

0)*

illclicaLes 7,ero or more kmporal relations to specify

oring constraint.

As we have seen
variables is aUowed.

III

the syntax of the lemporal assignment, computation upon the temporal

For example, temporal assignment tv2 = tv1 + 7 and temporal relation

. tv3 < _tv2 + 7 togeLher implies that the start time of tv3 musL happen earlier than 14 time
units after the start time oftv3 which is equivalent to .tv3 < .tv1 + 7 + 7.
The Figure 3 illustral,es one unique temporal expression for the time cOllstraints involving the
iterations, When a block that appears ill iLerated loop is considered, it is necessary to specify Lillie
constraints between the insLances in different iterations. \'Ve inLroduce array of temporal variable
to resolve this problem. As we see ill line :ll of Figure :J, the distance between the iustances are
expressed as the index of the array, For example, line 31 says LhaL the loop should be executed
within 25 time units because the temporal expression requires that the first action of (i

+ l)th

iteratioll should be started earlier than the 25 time units after last action of iLh iteration. At this
poiut, we formally define etar as;
etvar

where tvar is a temporal variable and {[i]} is an optional expressIon of [i] denoting ith
instance of the iteration.

2.4.4

Illegal expressions

The lines 17 to 20 of the Figure 3 defines the Lemporal variables tv4 and tv5 and Jines 22 to 23
shows corresponding temporal expreSSIOns, temporal assignment and temporal ..elation. It says

11

that the action in lhen clause should be performed later Lhan It! Lime units after tv2 is completed.
Thus, the timing eonstraints is taken inLo account only when a
expression who has a pair of ills(.ructions

j .•

< b holds. However, any temporal

and ~fe, one from lhe1/. clause and the other from else

clauses are illegal because it is impossible to run both brauches in an execution.
Another illegal expressioll is the statement whose pair of insLruc:lions necessarily include a
statement with ullpredidable timing property between them. Those statements arc any instructions
whose timings are

1101.

predictable such as break in a loop, unpredictable number of iterations, and

unpredictable instructions involviug illLerrupts. For example, the execulioll oftv6 (rille 26 to :35) is
repeated as loug as

fI

< b holds.

Hence, if the range of

fI

and b arc non-deterministic, the temporal

expression in lille :34 is an illegal expression.
Temporal expression specifying a timely eonflict actions is also classified as an illegal expression.
Consider two expressions ill line 13 and 14, and modify line 13 Lo tv3.

> . tv2

+ 4 and . tv3

< tv2.

>

.tv2 + 4. Then, tv3.

+ 3 has uo solut.ion, implying that the code cannot have valid

schedule. Thus, those two temporal expressions arc illegal. These illegal expressions are found only
by thorough semantic analysis.

3

Compilation techniques

Tn this section, we briefly explain the compilation techniques unique to process the langnage transformation. Particularly the compiler organization, data structure of intermediate representation,
and cyclic block scheduling are focnsed because they arc either very much dirrerent from conventional compilation techniques [ASU86] [Die87] or novel concept to the compilation.

3.1

Compiler organization

As we see in Figure 4, CHaRTS consists offom software modules; syntax analysis, semantic

anal~

ysis, schedulitlg, and code generation modnle. Each module is designed and implemented to be
independent so LhaL the software can be individually replaced for enhancement.

For example,

the scheduling algorithm we developed [Cn95] call be replaced with better olle without affecting
any other modules except minimal modification on interface between them. In our implementa-

12

tion, those modules are written

JlI

the C language with t.he supporl. of PCCTS (Purdue Compiler

ConstrucLion Tool Set).
Progr:iln

Syrllax Armlysis

lnlennedime
Repn:sentation

I

Front-end Pha~

j Semantic Analysis

f.--

Code Scheduling

~

SySlClll

Data

________________________________ J

Blick-end Phase

[~~~~~~}----<!'i~~~~
Code Generation
urgel Code)

Figure i\: Compiler ArchiLecLure for Hard Real-Time Language

The syntax analysis module performs building an intermediate representation from a source
program. The intermediate representation of CllaRTS is unique as described in section 3.2 because
of the timing coustraint specification

<lUU

cyclic blocks.

The fUlicLion of the semantic analysis module is to verify a program context agaillst tile language
semantics including;
• Docs the timing block contain at lea.<;t one EVI?
• Is the temporal expression semantically legal?
• Is it compliant to the parent language?

The objective of the code scheduling module is to reorganize the instruction sequence to meet
all the timing constra.ints as well as the logical correctness. This module and code generation
lnodule are entirely system dependent and the Liming properties of the hardware components and
the instruction seLs can be either hard-wired into the compiler or read from system file as shown in
the Figure 4. The inpnt to the scheduling module is tllf' tuples whose timing characteristic is close
to the object code so Lilat the execution time of the tuples are preserved at code generation time.
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3.2

Intermediate representation

In addition to the traditional role of a lexical analyzer and parser, the synLax analysis module
extracts constraints and inrormation of timing blocks from the prograrn and builds an intermediate
representation.

As depicted in Figure 5, the data strllcLure of the intermediate representation

consists or two t,ables and three trees; The tables are a symbol table (SymTab) and a table for
temporal variables (TVarTab), while the tree structures include an abstract syntax tree (AST), a
cycle sylltax tree (CST), and a temporal syntax tree (TST) Lhat are all child-sibling trees [PDC92].
Although only AST and SymTab are sufficient data struclllre in conventional compilers, the
compiler for rcal-time systems we propose needs more information, and they are organized in
TVarTab to store information of the timing blocks such as block type, entry point, and exit poinL,
CST to manipulate all the blocks to he executed periodically, and TST Lo represent the temporal
expresslOns.

Til particular, manipulation of CST in conjuncLion with temporal expreSSIOns specifying the
timing constrainLs among the cyclic blocks is quite complex and is new concept to the compiler
community because 11Illitipie cyelic blocks need to be executed indefinitely, considering the period
and timing constraints among the cyclic blocks.

Ab;=C1 SYDwTrco(ASI)
Symbol Tahl<{SymTahj

ffF

-

-,,"

~

~

T..."por~1 VOJiahl«(IV",)

P.,iodSyo"",T.«{P

fEF
/,

Tanpor.ll SJlDW Tm(fSJ)

FigUl'e 5: Data SLrllcLure in Intermediate Representation of CliaHTS
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3.3

Cyclic block scheduling

Scheduling Lhe cyclic blocks is very different rrom the conventional compilation techniques because
conventional compilation does noL have a notion of interleavi ng loops. The cyclic blocks lleed to
be integrated into a single cyclic block that can be executed without an explicit dynamic schednler
or a dispatcher. Tn this section, we develop a IlOvel scheme to integrate the given cyclic blocks,
associated with different periods, into a single cyclic block. The integrated cyclic block executed
indefinitely or semi-indefinitely until the program terminates.
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Figure 5, Cyclic block expansIOn or Lhe timing constrains

Let

'1/)1, If!2, .. " qJ" be the cyclic blocks associated with Lhe periods

PI, Pl, .. " P71; that is, the

execution of the first temporal variable in block l/J; should be started every Pi. The re-arrangement
of the cyclic blocks into a single cyclic block \II is processed as follow using the rundamental property
of scheduling of the schedule ror a periodic task [LMBO].

2. '<Ii, replicate the insLructions in

q)i

for plpi times.

3. '<Ii, expand the timing constraints. Notice that the expansion is a simple addition of temporal
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expressions ill our modd because dependence is a subtype of simple constraint. Define I~x) as
the instrucLioli x in ku, instance of 1/J I, say

1/i7,

and ljJi as the original cyclic block associated

wilh period Pi. Likewise, li(x) represenls the instruction x in V);. The constraint expansion
is performed based

all

the following analysis.

• self expansion: The replicated instructions add timing cOllslrainls to maintain the
execution order of those replicated instructions. At this expansioll, the periodic constraint is ellrorced on the first control acLioll. Namely, 'Vi and

I~X) < I~~)I

+ 6 is

Vi,

a temporal expression

added where 6 = Pi if IX is the nrst control action in 1/)i. 01' 6 = 0

otherwise 2. The graphical wpresentation of self-expansion is depicted in (a) of Figure 6
when instructiulJ I, In2) is t.he first control acLiuu ill 1/li·

. d expanSiOn:.
.
S uppose li(x)
k+1 . d
k
k
• eyeIe-carne
IS epen d
en' on 1;(y)
, say li(y)

-<

k+1 ~
1;(x)
lor

k > O. In this case, the dependence is enforced fur every replicas of 1/Ji, adding temporal
expressions or 1~y)

<

If{t{

for I ::;

k ::;

1/. -

1. This expa.nsion is applied lo eVf~ry cyclic

carried dependences and shown ill (b) of Figure 6. In the figure,
k
1i(3);

th us, 'LIe
I 'LetllpOra 1 expreSSIOn
.

k
li(3)

k+l
-< li(1)

lOr k.

r

,tit{

uses the result of

> 0.

• intra-cycle expansion: Temporal expressions specifying the constraints betweell the
instructions in the same block are rf~plicated as necessary. That. is, for

,f(x) <

I«V)

+ 6,

1ftx)

<

1'1v) is added in every replicas of ifJi' In (c) of Figure G, the temporal expression

k
1i(:i)

>

k
1,(2)

+ ue .IS

I J... Vk'.
rep I"IcaLe d'III t,iJi,

• inter-cycle expansion: Temporal expressions specifying the cunstraints between the
illstruet.ions beyond one block (not within a block) are replicated as necessary.

Lei.

{ftx) be a sLarting time of Iftx) ill 1/17, Then, the range or {ftx) can be expressed as

(k-l)xPi::; {ftx) ::; (k+l)xPi. ThIlS, the inter-cycle lelnpora(expression 1 ;(x)
yields the temporal expressions 1~x)

< I;(y) +6, Vp such that 1//} salisfies {t(x) 1\ {j(y) :f.

Consider (d) of FigUl'e 6. When we assume thaI. P

.
k
temporaI expressIOns
1;(3)

< 'j(y)+6

= pI or p'2 for {t(2)

pI +'
k
p"l +'
< 1;(2)
u an d 1i(3)
< 1;(2)
u arc

1\

0.

{jet) #- 0,

1
acId ec.

4. \11 is scheduled by an insLl"llcLioll level fine-grain scheduling algorithm. One or the approaches
Lo find a valid schedule by Ilsing a genetic search based algorithm is given in [Cn95].
2VVe assume that the

Iii

implicates that the fiest control action iii

V'i

should be repeated every

instructions in if'; are corrcdly executed as Ioug as tile expanded dependences are not violated.
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pi.

The other

4

Conclusion

Building a statically-scheduled real-Lime system is not as difficult as it first appears - if we have an
appropriate real-time language and compiler Ledlllology. After making significant strides toward

development of the compiler technology, we believe that the key to building the language is providing
a very general model which both the programmer ami t1lf~ compiler can easily understand and
manipulate. This paper has proposed such a language.

Basic features

or this langnage include:

• The basic syntax of a conventional lallguage (in this paper, C) and compaLibility with that
language's programming idioms
• The ability to place rdative time constraints

011

arbitrary pairs of fine-grain operations or on

cyclic blocks

• The ability Lo specify arbitrary types of relaLive Lime constraints (e.g., any of before, afler,
r:mlC1trrenl, and exclusive combined by either anding or

anng)

Some of Lhese features greatly complicaLe the compiler's job by enlarging the schedule search space
or by adding complexity to the evaluation of constraints. However, we have made good progress
toward solving these problems, and nothing ill the language lies far beyond Lhe abiliLy of the new
compiler technology we have developed thus far.
Currently, the compilation techniques like the control sLrudure analysis, the code scheduling with a hierarchical decomposition scheme, and the code generaL ion for a parallel execution
model (PAPERS) are under development. flldeed, current and future work centers on the implementation of a complete compiler for this language: CHaRTS (Compiler for Hard Real-Time
Systems).
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Abstract
RTsynchronizer, a High-Level Language
Construct for Specifying Real-Time Constraints
in Distributed Concurrent Systems
Shangping Ren
Dept. of Computer Science, University of Illinois at Urbana-Champaign
We argue that the specification of an object's functional behavior and the timing
constraints imposed on it may be separated. Specifically, we describe RTsynchronizer, a
high-level language construct for specifying real-time constraints in distributed
concurrent systems. Rtsynchronizers describe the real-time relation between events over
a group of objects. Objects in our system are defined in terms of the actor model
extended with timing assumptions. A number of examples are given to illustrate the use
of RTsynchronizers -- including periodic events, simultaneous events, exception
handling, prOducer-consumer, and a control process.
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Abstract
State in Programming Languages· Issues in
Language Design
Uday S. Reddy
Dept. of Computer Science, University of Illinois at Urbana-Champaign
The handling of state manipulation in different programming languages varies widely.
This talk surveys what the major paradigms are, the design tradeoffs and the issues they
raise. Of special focus are Algol-like languages, Lisp-like languages and recent
functional programming languages with state-manipulation. (This talk was originaIIy
given as the opening tutorial at the recent SIPL workshop in San Francisco.)
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Abstract
We find that by answering three essential questions about the static
properties of inheritance hierarchies, we gain significant insight into the
kind of inheritance best exenlplified by C++. Multiple inheritance, the
dominance rule for disambiguation, and the presence of virLual and nonvirtual base classes lead to quite a complicated semantics. By abstracting
the notion of a ~l1bobject, we have dp_'iigned an algebra for answering the
three qlH'_'ition~ in a way that DlilIlagf'_<; all of these complications.
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The solution to the problem of labels is to lift the notion of a subobject out
of the implementation and into our semantics. We devj.<;e a labeling scheme for
subobjects and use these subobject labels as the unique labels for identifying
instance variables and methods.
The labeling scheme for subobjects is complicated by the presence of shared
inheritance. In C++, virtual classes provide a means of specifying that repeated
inheritance from the same base class should not lead to distinct storage in the
derived class; that is, it should not lead to separate subobjects. We call this
shared inheritance. Without shared inheritance, a subobjcct may be uniquely
specified by an inheritance path of class names; the arcs in the inheritance path
are homogeneous. With shared inherit.wce, however, the arcs are either shared
or proprietary, and the labels must only encode those classes in the path that lie
above the highest shared arc. (Vle use the common intuition that a base class
is above its derived cla.<;ses.)
Shared dass~ unfortunately contribute to the complexity of the inheritance
model. Cargill[l] mak~ an ample case for the complexity of the system, 11.<;
do the various attempts at formalizing the C++ object model, most notably
Snyder's[5]. Cargill, arguing against the introduction of Stroustrup's mulliple
inheritance system into C++, complains that (p.7l) "Multiple inheritance in
C++ is complicated to learn, write and read." He is particularly opposed to
shared ba.<;e cla<;scs, which he feels require too much nonlocal information to
understand. Snyder's model is similar to oun; in that it deals with subobjects
on an abstract level, but it does not include shared base classes, nor does it
model the effecls of non-shared repeated inheritance of the same class, which
Snyder refers to as a corner case of the hwgllage, distinctive to C++ mulliple
inheritance; (p.IO)" ... the extra complexity needed to handle this case is not
justified."
It is not our purpose to argue for or against the inheritance model, but merely
to devise a concise expre.<ision of it. Rather than attempting to formalize the
entire language, or even the entire object system, we restrict our formalism to the
resolution of the three questions that we feel are at the heart of understanding
the complexities introduced by the subobject integrity imperative;
Question 1 (subobjects) 1¥ltat is lhe set of subobjects that comprises an instance 01 a given class?
Question 2 (methods) FOT a specific method name and an instance of a given
class, which subobjecl will be cast-to l a.~ a result of the call? (Or will it be
ambiguous?)
Question 3 (instance variables) For a specific instance-variable name and
an instance of a given class, which subobject will conlain lhe value? (Or will il
be ambigu01ls?)
lSince we have 110 e.,<plicil notion of a type, casling is merely a matler or accessing a
particular subobject.

2

In answering just these three questions, each of which deals with static properties oC the hierarchy, we are able to strip away an enormous amount oC complication, including protection/privatization, method values, instance-variable vallIes, IUld even the class/instance distinction. We consider it essential, however,
that the features that genuinely complicate the inheritance model-multiple
inheritlUlee, shared and non-shared classes, virtual and non-virtual methods,
and lack of linearization-arc retained. Despite our Cormal simplifications, Iwd
parlly thanks to them, we have found this model to be an invaluable aid in our
practical understanding of this kind oC inheritance[4].

References
[1] CARGILL, T. A. Controversy: The case against multiple inheritance in
C++. Compulin.Q Sus/.ems 4, 1 (1991), 69-82.
[2J ELLIS, M. A., AND STROUSTRUP, B. Thc Annotated C++ Reference Manual. Addison-Wesley, 1990.
[3] KROGDAHL, S. Multiple inheritance in simula-like lcwguages.
(1984),318-326.

BIT 25

[4] ROSSIE, .JR., .J. G., AND FR!to:DMAN, D. P. An algebraic semantics of
subobjects. In OOPSLA '95: ACM Confercncc on Objecl-Oriented Progmmmi.n.Q Systems, Languages and Applications (to appear) (Austin, Texas,
October 1995).
[5] SNYDER, A. Modeling the C++ object model, an application of an abstract
object model. In Proceedings ECOOP '91: European Conference on ObjcctOriented Programming (Genevd, Switzerland, July 1991), P. America, Ed.,
LNCS 512, Springer-Verlag, pp. 1-20.
[6] STROUS'l'RUP, B. Multiple inheritance Cor C++. Computing Systems 2, 4
(1989).

3

Object Interactions as First Class Objects: From Design
to Implementation
Mahesh H. Dodani, Kok Siew Gao and Lizette Velazquez
Department of Computer Science
The University of Iowa'
Iowa City, Iowa 52242
email: {dodani.gao.velaz}@cs.uiowa.edu
Phone: (319) 353-5134
Fax: (319) 335-3624

Abstract
Collaborations between objects make up tile dyllamic behavior a/DO software. These
collaborations among objects require careful design and implementation. Treating the imeractiofls as
responsibilities that are integrated illlhe participating objects, resuLts ill light coupling between objects.
Tight cOl/pling i"creases complexity and reduces retlsability. Object iTlleractiollS need [0 heftrs! class
objectsjrom design to implememation. Our research provides a l/nified approach fa model and
implement these ilUeractiofls as first class objecrs. During analysis and design, They are modeled usi1lg
Dy1laSpecs. During implementation, they are coded WiTh a new language construct called Compositions.
Dy"aSpecs a"d Compositions provide a c01/sisretU supportfor objecT interactions wirliin each phase of
The 00 lijecycle.

1

Introduction

Current 00 methodologies [Bo094, Colc94, Jac92, Rum9l] modellhe static slrueture and dynamic
behavioral aspects of 00 systems. Statle models use entity relationship diagrams to describe allribules in objeclS
and their srrucrural relationships. TIlere are tWO exlremes of modeling relationships: explicit and implicit models.
Implicit models usc attributes in the associated classes. Explicit models of relationships model them as first class
citizens [T<Ul95].
The dynamic model aim to describe the complex interactions between object,> at run time. Interactions
among collaborating objeclS arc typically identified in the analysis pha,>e throngh scenarios (use cases) thm expose
Ihe functionality of lhe system. Most methods nse object interaction diagrams La model interactions during lhe
design phase. TIlese diagrams capture the objects involved in the interaction and the corresponding now of
message passing. TIle interactions among objects encompass lhe assnmptions mat each makes about other. To
understand objecL,> imeractions we need Lo know not just the associated message flow and the participating objeclS,
but also what the SUlle changes and interaction bebavior of each lhe participating objeclS.
In current melhodologies alilhis infonnation is distribilled over Ihe entire speclrum of models: objecL
model,>, operational models, interaction graphs and slate machines. Funhennore, in the design of object classes,
the behavior of interacLiolls is sC<'l.Uered across !.he collaborating classes. This distribution of infonnation and
behavior across models increases the redundancy of infonnation, complexity of lhe classes, and the coupling
among classes. This results in difficulties in CSL.'l.blishing invariants and properties of the system, difficulty in
ensuring proper access to methods, and difficully in ensuring consistent update of participating objects La reflect
dynamic chmlges.
The disadvantages of lJ"eating object interactions as integral behavior of the participating objects arc as
follows:
•
increase complexity when additional illlcraclion responsibilities are p1<ICed on Ihe participating objeclS,
•
tight coupling between participating objects,

•
•

reusc of ill[cractions may include unneccssfU)' tie to other inLeractions irrelevant to lhe reuse,
difficulty in handling many to many relations (in which of the participating objecL should the interaction
responsibilities be placed), and
•
abslJ"acting the object interaction is difficult.
Object imentctions should be supponed as first cla....~ values in Object-Oriented software. They need to be
firsL class objects from design to implementation. Our research provides a unified approaeh to model and
implemenL these imernetions as first class object.';.
At analysis and design our research develops DynaSpecs. DynaSpecs supports the specification of objects
and imeractions as first class object.~. DynaSpecs model the object ill[eractions usilig sLale Lransitions. The state
lJ"ansitions represent events of message calls that mirror the dynamic behavior of object interactions. The formal
semantics of the model is based on the idea of a history which captures the sequence of operations within
interactions along with st.'lte changes undergone by the participating objects.
Current 00 programming language allow progrdlIlIIlers 10 implement object interactions as first class
objects by using classes with variable references to participating objects. However, this implementation have the
following disadvanmges:
•
the variable reference allows access to all public methods of the participating object, even methods
lhat are not relevant LO lhe interaction,
•
there are no clear separation between participants in the class encapsulation, the participants are
accessed through variablcs,
•
in a statically typed langnage like C++, tile participating objects must belong to the variable cla.~s
type. A snitable participant from a different class Lype cannot be a participant safely.
We provide a new construct called Composition to implement object interactions. Compositions, as well
as DynaSpecs allow programmers and systems designers to
•
clearly dcfine each parLicipant in the interaction,
•
focus on functionality of the inLeractions by defining Lhe behavior and responsibility of each
participant,
•
provide Wl explicit dynamic lifetime of an object inter-dction,
•
restrict visibilily Lo only methods of participants relev,mt to the interaction,
•
facilitate reuse of interactions by allowing parruneLerized interactions, and inheriting Compositions,
•
provide the necessary context to clearly separate responsibilities of participants, an encapsulation of
Lhe entire intenlction, encapsulation of each participwlt wld IimiLed access to participating objecL~,
and
•
allow the selection of suimble participating objecLs based on the methods they implement, not the
class hierarchy they belong LO.
The semantics of DynaSpecs and Compositions have been precisely defIned using denomtional semantics.
They have been tested witIl prototype executable of the consltUcts written in ML. These conSIJ"UCLs call be added to
any existing 00 system k-nown 10 us. We have successfully implementcd lhe constructs c1Jld incorporated them in
Wl Object-Oriented development environment. Inlhis paper, we will explain how to use our constructs to model
wld implement object interactions. We have modeled the MVC frwnework using DynaSpees and implemented the
new MVC design using our prototype language. The papcr will present our results.
The rest of thi.~ paper is organizcd as follow. Sectioll 2 explains and motivates the need for DynaSpccs and
Composition through a case study. It begins by explaining the interactions in the MVC framework. Itlhen models
and implements them using DynaSpecs and Compositions. Section 3 concludes the paper.

2

Case Study

One of the most well known framework is a Graphical User Interface framework called Model, View and
ConlJ"oller [Kras88, Mod88]. We will identify the object interaclions in a MVC frmnework, and model and
implemcnllhem using DynaSpecs and Compositions. The new MVC design will be used to implement a
calculator. lllroughout this case study, we explain how to use interactors in modeling and implementing thc
calculator with MVC.

2

2.1

Model, View and Controller Framework

There exist Ihree major object interactions in applications developed using (MVC) framcwork:
Views register themselves a~ dependents of their modcl and keep themselves consistent with the Slate of
their model (ie. with the internal slatc of thc application).
•
Controllers and models imernctlo translate user input to invoke system functionality.
•
View-Controller interaction is nccded to determine the controller in chargc of user interacLion.
Currelll approaches Lo model the MVC interactions, make the model, view and controller classes tightly
coupled. For example thc_view class includes behavior thm deals with updating iLself to keep consistency with the
model, behavior to interacL with the controller and behavior lo traverse the vicw hierarchy. The associated methods
access the stale of lhe model or imcrpret the slate of the model, translates controllcr inputs, and finds a view that
has the cnrsor. Understanding and reusing the MVC framework require dissecting cach of the classes to pinpoint
the behavior involved in each object inLcraction.
Our constructs allow explicit definition of each MVC object inleraction. This provides a clear separation
of each object' s b,L~ic behavior and separation of imeractions and their participants. The interactions described
above, can be modeled by the following interactors.
•
Consistence imcmctor to kcep dependents consistent with the statC of an object.
•
Translate interactor to translate controller inputs into operations for pcrfonners.
•
Control interactor to detcnnine which controller gets control.
These imeractors perform the fnnctionality of the MVC framework. Control imeraetors within an
application represelll a trec struclure responsible for invoking the correct controller to get user input. In particular,
a top control interactor determincs which of its sub-control wanr.~ control. Oncc this is dClermined, it sends
"control Activity" LO the sub-control. In "coIltroIActivity", iL asks each of its translate ill[eractor to translate any
user input. Thc translate imcmctor asks its performers Lo perfonn the input operation. The performers make their
dependenr.~ consL~telU using the consistence illleractor. The figure bcllow illustrates our explanation.
•

A'»-;")bA/)-A////,~,;-,;_,,,,,,,
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Figure 1: MVC ;nfemClors

Control inleractor usnally bave only one corresponding translate interaclor. Each translaLe internc[Qr usually bas
one performer. Each performer participanL of a LrdIlslate inLeraclor has exactly one consistence ill[eracLor.
The interactors describcd here can be documell[ed using design panems. Design pauems dcscribe design
decisions using a consistcnt format to help provide a common vOCRbulary, (0 help [Q undcrstand and reuse the
design. The format includes discussion of implementation issues and provides sample code. This format aids
implementation of the design. Tnteraclors provide a construct to implemem some structural and behavioral design
patterns [Gam95]. TIIC close resemblance of the intcractor code to design pallerns illustrates the ease in capturing
the design using interacLOrs.
The consistence interactor keeps dependcllts consistent with the swte of rul object. According £0 [Gam95],
the consistcncc intcractor is similar to an observcr design pauem. Afrer a model changes its slate, the view will
rtteive an "update" mcssage LO invalidate its view. The following figure illustrates how consislence is achievcd in
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MVC. The figure shows the message flow helween Lhe partieipanrs in the interaclion. Note Lhat Lhe sequence of
messages is ordered as shown by Lhe numbering.

1 erfonn

4 update:
Figure 2 : Consistency in MVC

The consistence composition consists of an object participant and a lisl of dependenl partiCiP<UHS.lt
hruldlcs consistency hy sending the message "makeConsistenC' ro the consistence composition object. The
COllsistence object gets the object pan.icipalll' s value, maps it for each dependent, and passes the value to the
dependents, so they may update themselves ifneccsSc'll)'. The following diagram illustrates the message flow.
1 makeCoosis
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Figure 3: Consistence cumposition

To emphasize how the responsibilirie.~ for each objecl interaction llfe decoupled from the model and
dependents, the paLLems in the figure stress where they arc placed. In the MVC, the Model class includes View
responsibilities, the Controller include." Model and View responsibilities, and the View class includes View
hierarchy responsibilities. The interactor liberates basic objects from having interaction rcsponsibilities as part of
their behavior by placing them in the corresponding illlemctor. !nteractors acl as an abstraction of the object
illlcractions and provide communication belwcen the collaborating objects.

2.2

Calculator Application

To reuse the MVC framework architecture, we will apply the intentctors to design and implement a
simple calculator. Each of the interactors described earlier will be inherited with extensions relevant 10 UIC
calculator. The calculawr consists of a control hierarchy which is capturcd through the control inleraclor. This
hierarchy replaces the traditional view hierarchy used in currell[ designs and implement<1lions. Each view has a
translator which uanslate.<; the input received by irs associaled controller. When the calculator model changes, the
display view must be updated. This is captured in calculator consistence inlernctor. Conversely, when the display
view changes the number of display digits, the calculator model needs to lake thaL inlo account. If the calculated
result is larger than Ule number of display digits, the calculator model will he in an error slate. This is captured in
view consistence imeractor. E<lch of the composilion described will be inherited with extensions relevant 10 the
calculalor. The basic classes are inherited 10 CalculatorModel, DigitView, KeypadView, ButtonView,
DigitController, KeypadConlroller and ButLonController. They perfonn operations specific to their responsibilities
with no operations related to any objecl interactions. Figure 4 shows the calculalor along with its basic objects.
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Figure 4: Calculator and il.~ views

The intcracto~ in the calculator application arc:
CaIculatorConsistence and ViewConsistence arc consistence intcraclocs.
DigitTrallslator, KeypadTranslamr and BuuonTranslamr are translate interactors.
StandardControl, DigitControl, KeypadControl and ButtonCmJ{col arc conleol imernctors.
The following figure provides an object diagram for the calculator. Note that basic MVC objecL<; bave no
references to other objects, they arc responsible for lheir own basic behavior. Only inreraclOr objecl" are involvcd in
coupling objects specific to the intemction.
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Fig/1ft: 5: Calculalor compositions

Note that oncc lhe implicit refcrence (dolled arrow lines) arc linked in the interactors, the responsibilities and
to the basic objects arc clearly dermed. Each interactor will access only methods that tIley need, unlike the
MVC implementation without imeractocs.

acce.~s

2.3

DynaSpecs

This research develops DynaSpecs, a specification metllod for describing the dynamic bchavior of objcct
interactions. TIlc models of intcrac(of!; are parameterized machine classes. An interactor defincs thc interaction
5

between two or more entities. We call1hese entities participanLS. The fonnal generic parameters are binded to
objeet and/or interacLOr classes to creale concrete intemetor machine classes. The classes given as arguments
constitute the participanL classes.
Aprut from its own allributes and methods. nn interactor mny require the participants to defme some
attributes and/ormethod<;. These rcquiremenl.S are specified in the interactor's definition and conform the
contractual aspects of the specification. The COntrdctual aspects determine the minimum requirements for classes to
be able to participate in an imeractor. It is a contractual responsibility of the participant's classes LO define tbeir
corresponding deferred aUributes and methods. The methods and attributes that conform the contractual
obligations are used to define the interactor's behnvior.
The required attribuLCs and methods defined by lhe participant classes do not need to have the names used
by the int.eractor. In such cases n l.'l.ble of mapping must be provided. This table allows the mapping of names of
required attributes and methods as specified by the intemetor class to the corresponding aUribules and melhods on
the participant classes, and vice versa. It is basically a translation table used by lhe interaetors Lo lalk to it<;
participant entities in the language they understand.
Actual intemction behavior is defined in tenns of a fmite staLe machine. We will usc St.'l.teCham
IHarel87] as the state machines. Each machine has a default trnnsition
{post-condition} -+ Stale.
This transition expresses the expected initial values of LIte altribmes wiUlin in its post-condition. Other transitions
have lhe following fonnat
State. {pre·condition} message[/action] {post-condition} -+ Stalej.
Pre-conditions specify the conditions that must hold for a transition to fue. Post-conditions specify the changes to
attributes as a result of firing the transition. There could be lransilions with no specified pre-condition. This simply
indicates that the transition can be fued when the message is received. Underlined attributes refer to Ule value of
the attributes before execution of the method on the tmnsition. An aCLion can be optionally specified on a
lransition. An action refers LO n message LO be sent if tbe transition is fired.
A transition of the form
StateJ TR(condition) -+ Statej
is a transition that is processed every time a transition is fired. If the condition on lhe TR transition is true then the
corresponding TR lrnnsition L<; ftred.
In this section we conccnlrate in the modeling of the consistence interactor, and Lhe basic object elasses
DigitView and Calculator using DynaSpecs.

2.3.1 Modeling Consistence Interactor with DynaSpecs
DynaSpecs allows interactofS to be explicitly modeled. Figure 6 shows the pammelerized DynaSpees
specification for Consistencelmeractor. Tl requires Model to provide the information to be displayed. It a1<;0
requires the panicipant View to know how to update itself using the provided information 10 display. The
consistence imeraclOr requires View 10 be updated. As a result, View redisplays itself according to the Model's
infonnation provided by the inleractor. This knowledge is kept and managed by the corresponding interactor,
COJlSistellceinteraclor. Now we have an encapsulated imeractor lhat explicitly describes the interaction between
objects. All behavior WId aspect<; of the collaboration are explicitly slaled within tbe internctor. The effecl.S of the
collaboration upon Ule participating objecl.S as well as (heir contributions can be fouod within the imeractor. It is
11m scattered among the collaborating objecL<;. This DynaSpec can be inst.'l.nliated by providing the acmal
collabonlung classes: CalculaLOr and DigitView.
CONSISTENCEINTERACfOR[MODEL. VIEW]
METHODS
[MakeConsistent;]
AITRIB UlES [infonnation; 1
MODEL
METHODS
[GetValue;]
VIEW
MErHODS
[Update;]
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ConsistenceInteracfor{lVlodel, View]

.

"'...~....
(
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(
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Updme(infonnation)
Transitions:
1. {information'" NIL} ~ Ready
2. Ready {} MakeConsiSlentlGctValuc: i aValue {} -l- Inconsistent
3. Inconsi"tent {} GetValue: iaValuefUpdaLe(information) {information = aValuc}
4. Inconsistent {infonnalion NIL} Updare(informalion) (J -l- Ready

*"

-l-

Inconsistent

Figure 6: Specijicfl/iorl oj Cons;stencefrlteractor

Modeling the Calculator Application

2.3.5

The specification ofl.he clas.'l View is as shown on Figure 7.

DTGITVIEW

ATIRIB lITES
METHODS

[displaye{jInfo; I
[Display; Updare; C1carDisplay;]

DIGnvmw

'"

Display

Invalid
~

r

Valid

Updalc(displayedlnfo)/ C1earDisplay

Updalc(displayedlnfo)/ClearDisplay
ClearDisplaylDisplay
Transitions:
I. {} ~ Invalid
2. Invalid {} Updale(displayedInfo)/ ClcarDisplay (} -l- Invalid
3. Invalid {} ClearDisplaylDisplay {} -l- Invalid
4. InvaUd {} Display (} -l- Valid
5. Valid {} Updale(displaycdInfo)/ ClearDisplay {} -l- Invalid
Figure 7: SpeCifiCl/lion oj Objecr Class View

The object class CalculaLor is l.he actual model of lhc application. Figure 8 dcfines its behavior. CalculaLOr
accepts expressions entered in infix nOL:'ltion.lt accepts onc digit or operator aL a timc. Calculator provides methods
lhat respond to each of !be keys on its keypad (e.g. digits: one, two, three, and opemtors: add, multiply, ...). In lhc
Calculator state machine digit E {zero ... nine} and op E {add, multiply, J.
CALCULATOR ATfRlBUTES
METHODS

[accumulator; operand; operator;)
[Multiply; Add; Equal; Clear; Onc; Two; Three; ...]
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CALCULATOR
ProcessEquation

AcceptDigit

..

o

OperatorAccep

digit

op

igil

Eqo

EqualAccepted

Clear

Transitions:
1. {accumulator = 0 AND operand::: 0 AND operalor = NIL} ~ AcceptDlglt
2. ProcessEquation {} Clc.'11" (opemtor = NIL AND accumularof = 0 AND operand 0) --t
ProcessF..quatlon
3. AcceptDlglt () digit {operand = 10 * onernnd + digil} --t AcceptDigit
4. Acceptnigit () op {(operator ",t; NIL ~ operand = soIvc(accumularor, operator, operand)) AND
operator = op} --t OperatorAccepted
5. OperatorAccepted (} digit (accumulator = operand AND operand = digit} --t AcceptDigit
6. AcceptDlglt {operator 7; NIL J Equal {operand = solve(accuIDulalor, operator, operand) AND
operator = NIL} -) EqualAccepted
7. EqualAccepted {I digit {accumulaLOc= operand AND operand = digil} --t AcceptDigit
8. EqualAccepted {I op{operatOf = op} --t OperatotAccepted

=

Figure 8: Specification ofObjecr Cla.\-s Ca/cufaror

Note that neithcr DigitView or Calculator has knowledge of lheir mutual existencc or collaborations. Thcy
have no knowledge of the way !.bey interact. This facilitates the reusability of these modcls in o!.ber applications.
Similarly, rhe encapsulation and abstraction of interactions modelcd as par-tLIIleterized intcracLors in DynuSpecs
facilitates reusability and extendibility of inleractions.
A concrete inlcractor machine is obtained from a parameterized interacLQr machine by binding the
parameter list wilh actual machine classes. A concrete interactor machine class is defined by its class name and
the class names of its participant classe.~, the list of contractual attributes, mapping tables, and the slate machines.
Let ConsistenceInteractorMachine be the parameterized intcractor machine class defined previously. The
objcct classes DigitView and Calculator are dcfined as follows:
DigitViewMachine = (DlGITVIEW, [displayedlnfo], [Upd.:1.le, ClearDisplay, Display}, StatcMachine).
CaiculatorMachine = (CALCULATOR, [operand, opcrator, accumulator],
[One, Two, Three, Add, Multiply, Equal, Clear, ...], SlateMachine)
The binding of ConsistenceInteractor to Calculator and DigilVicw as actual paramcters defmes the
concrete interactor CalculatorConsistcncc class
CalculatorConsistenccClass

=BiudParamelerizedIlJleractor [ConsistencelntcractorMachine]
[Caiculator,DigitView]
=«Consistencelmerac(or, [Calculator, View]),
«[information]), [([makcConsistent],[GetValuc], [UpdateD,
SlateMachine)
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The CalculatorCollsistenceClass definition specifies that Calculator and View are actual participant
classes. The semantics of DynaSpecs does not reslrictlhe participant classes to be object classes only. They c.1.11 be
interactor classes as well. The only resuiction is lhatthe proposed participant classes have to confonn to the
conlractual obligations specified by the parameterized DynaSpec.
An instance of an object class is a 4-LUplc defined by a unique identifier, its class name, its memory. and
il.. current sk'l.te. A memory keeps the muibutes along with their corresponding values. The Slate of an instance
refers to its current state with respect to the slale machine that defines it.. behavior.
A new object is created by providing the object machine class and a unique identifier. Lets create an
instance of Calculator called calculator.
calculator = NewObject[ calculator] CaiculatorMachine
= (calculator, Calculator. MEMORY, STATE)
where MEMORY = (calculator.l(operand, 1.), (operator,1.), (accumulalor.1.)] and
STATE = NIL)
The initial sk'l.te of each machine component is NIL (i.e. no Lf'dllsition has been fired); and the initial
values of the attributes in the objecl's memory are undefined (i.e. no values have been assigned to the attribUles).
To create an interactor inSk1Ilce, a unique identifier for the new intemctor, the imeractor class that defines
its behavior and the list of participants' ids must be provided. An instance interactor has a composed claSS name. It
is fonned by the imeractor class mune and the participants' classes. Since the Id of each participalll is part of
inlcracLor instances, every interaetor knows exacUy wbo its actual participants are. An interacwr cannot be created
unless Ule actual panicipant entities exist. The acLUa] consistency interactor, calculatorConsistence. is defined "IS
follows:
consisLency = Newlllteractor[calculatorConsistence] CaieulalorConsistenceMaehine
[calculator. digitView]
= «calculatorConsistencc, [calculator, digitViewD. (CalculatorConsistcnce,
[Calculator. DigitView]), MEMORY, STATE)
where MEMORY = [(information, 1.)], and STAlE = NIL
A history is generated from a given tesllist [Jac92] according to the slate of the entities in Lhe
environmcnt A test list is a list of test cases. A test case is a message senL to a particular entity within the
environmellt. If the message has formal parametcrs, then actual parruncters must be provided in the test case.
[(calculatorConsistcnce, MakeConsis[eTlt] is a test list composed of one lest case. The message
MakeConsistent is sent to calculatorConsistencc.
Let us assume that the calculator operand value is I, and that digitView is tllC Invalid state. The following
is thc history generated for the test lisl
[(ca1culatorConsislence, MakeConsistenl, Inconsistenl),
(ca.IculaLOrCollsistence, GetValuc, Inconsistent),
(c.:'l..1culator, GetValue, ProcessEquation),
(ca1culatorConsistence. Updatc(l), Inconsistent),
(digitView, Update(l), Invalid),
(digitView, ClearDisplay, Invalid).
(digitView, Display, Valid)].

2.4

Compositions

This section explains the Composition language construClto implement interac[ofS. Following the
example above we will concentrate on the consistence interactor.

2.4.1

Consistence Composition

Before diving into the code, a few words about the synL:'l.X is in order. To defme a composition, the
progrrunmer declares shared variables, defines the imerfaces to access participating objecL.., and defines
composition procedures ruld initialization sk'l.tements.
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COMPOSE Id<ompo~< ( VariableDeclaratio"s )
[PARTS] CLASS Idparl~jponl1 { ... }
[PARTS] CLASS Idparlj<ip~lJIn
Procedures
BEGIN Statemellts END

{ ••. )

Figllre 9: COMPOSt: ~ynUu
Each participant definition in the composition is a class dcfinition. The optional word "PARTS" is used
when defining a list of participanLs of the samc participant typc. For example, thc consistence composition may
have multiple dependenL<; which can be defincd as "PARTS" participant. The composition proccdures
(Procedures) arc visible to aU participants. The responsibility of cach panicipantmay be defined in the participant
class or defined as absltact procedures. The abstracl procedures will be replaced by procedures belonging to actual
objccts attached to the partieipanls. The actual objccLs are bound to the participants using the RELATE clause
(explain later). Therefore, only objects Lhat defme Lhe absltact procedures can fulfill Ule obligation as lbe
participanl in the composilion.
Now, the consislcncy composition code.
COMPOSE Consislence 0
CLASS ModelParticipanl 0
ABSTRACT getValue O:INTEGER;
END;
PARTS CLASS DependcnlParticipallls 0
ABSTRACT selValue (newValuc: ModelParticipanl);
ABSTRACT update 0;
PROCEDURE selDependenlValue (newValuc: ModelParticipanl) =
BEGIN SELF.setValue (newValue.gclValueO) END;
END;
PROCEDURE makeConsis[cnl (changeContext: INTEGER):INTEGER
VAR
dependenlValue: ModelParticipant;
dependenls: LIST DepcndentParticipanls;
dependent DependenLParticipanL<;;
BEGIN
dependents:= CSELF.DcpcndentPartieipants 0;
WHILE LENGTH (dependents) > 0 DO
dependcnlValue:= CSELF.ModeIParlicipant...,getValue 0);
depcndent:= HEAD (dependents);
dependent.seLDependentValue (dependemValue);
dependent.update 0;
dcpenclent.<;:= TAIL (dependenls);
END;
END;

=

BEGIN END;
Figure 10: Consistence composition code

The abstract procedure "getValue" in ModelParlicipant, "update" and "setValuc" in
DependemPanicipanL" will be replaced when the Consislence is instantiatcd. Each participant may be referred to
itself as "SELF' which is done in I.be "setDependenIValue" method. The composition may be referred 10 itself as
"CSELF' which is done in I.be composition procedure "makeConsistem". To refcr to a specific participant
procedure, it mUSl be qualified with the participant name. For example, ModelPartieipanLgetValueO. The entire
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list of objects for each "PARTS" participant is retumed when the participam name is called. For example, calling
CSELF.DependemParticipantsO return the list of all dependent objeclS. As iIIuslrated in figure 3, [he Consistence
composition object receives the "makeConsistem" message. This message will make all the calculator dependenlS
consistenL To make them consistent, it must first get the model st.'lte by sending the "gclValue" me..~sage lo its
model. It then send the "update" message to all its dependents.
We inSlantiate and relate objccts using the RELATE elause. Object~ are related by passing acmal object as
argurnenL<;. The SY'It.'lX for the RELATE clause is
Ideo'" O~CQb-«1 = RELATE

TypellQmecom o~c (ohject ,... , object)

Figure 1J: R.ELATE syntax.

The object arguments may he a liSl of objects if they arc bind lO "PARTS" participants. The following
code instantiate a calculator's COtlsistence composition and relate its model and dependents to specific participant
objccts.
digitView:=: NEW (DigilView);
calculator:=- NEW (Calculator);
ca!culatorCotlsislence:= RELATE CalculmorConsistence (calculator, [digitView]);
Figure 12: 11Istantiating calcilialor consisrence cOl/lpositia/l

CaiculatorConsistence is a subCompose of Consislence composition. Il includes code specific to
maintaining the consistency between a display view of the calculator call digitView and its model, the calculator.
Calculator is the modcl and digitView is the dependent of calculalorConsistence. The model, ca..lculator
implemenL<; and replaces the abstrdct procedure "getValue". The dependent, digitView implements and replaces
the abstract procedures "update" and "setValue". Since the DependemParticipants is a "PARTS" declaration, lhere
may be more than one dependents. The binding of dependents with one element in a list, the digitView, instantiate
only one "PARTS" pnrticipanL

2.4.2

Calculator Compositiolls

The tnlllsiate and control compositions nrc implemented similar to the consislence compositions. They
define the abstrdct design pallem for the interaction. E.:'lch composition is then subComposed lO include application
specific code to implement the calculator. They nrc the CalculatorConsistence and ViewConsistence a~
subCompose of the consistence composition, DigitTranslaror, KeypadTrans!ator and ButlonTrnnslator as
subCompose of the translate compositions, and StandardControl, DigilControl, KcypadControl and BullonConlrol
as subCompose of the control composition.
The following code insmnliates and relates all objects in a calculator.
keypadView:= NEW (View);
keypadController:= NEW (KeypadControllcr);
digitView:= NEW (DigitView);
digilCOnlroller:= NEW (Controller);
calculator:= NEW (Calculator);
calculatorConsislcnce:= RELATE CalculatorConsiSlcnce (calculator, [digilViewJ);
viewConsislence:= RELATE ViewConsistence (digitView, [calculator]);
digilTranslator:= RELATE DigitTranslator ([digitViewJ, digilConlroller);
digitTranslator.PcrfonnerPnrticipants O.initializeCotlsislence (viewConsisrencc);
digitComrol:= RELATE ConlrolinteraclOr (digilConlroller, digilView);
digitCon troLConlrollcrPrulicipant_ill iLializeTranslatocs ([dig itTranslator]);
keypadTranslator:=- RELATE KeypadTranslator ([calculator], kcypadConlroller);
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keypadTransInLOr.PcrformerParticipanrs O.initializeConsistence (caJculatorConsistence);
kcypadControl:= RELATE KeypadControl (keypadConlroller, keypadView);
keypadControl.ControlierParticipanUnitializeTranslaLOrs ([keypadTranslaLOr]);
keypadConlrol.buildBuUons ([calculator], [c'llculamrConsistcncc]);
ca1culatorVicw:= NEW (View);
calculmorController:= NEW (Controller);
ca1culatorConlrol:= RELATE ControlInteracLOr (ca1culatorController, calculatorView);
ca1culatorCon Lrol.appendSubCIntcrnetors (digilControI);
ca1culaLOrComrol.appendSubCImcractors (keypadControl);
ca1culmorControl.sl.'lrtUp 0;
FiSure 13: lnswnriolillg calculator compositions

To reduce thc code, we omined the inSl.1J1liation and reIntion of each Button. They arc done in lbe
procedure buildBuuons ([calculatorJ, LcaicularorCollsistence]). Nare the similarity ofinstantiming and relating
digit and keypad. One differcnce is the perfonner for their translator. The performcr for digitTranslaLOr is a
digitView while the performer for kcypadTranslator is a calculator. Another difference is the consisrence. The
consistence for digitTranslator is viewConsistence while the consistence for keypadTranslator is
calculatorConsistence. Note thar control passes its translator to its conLroller and translmc passes its consistence to
iL<; performer. The calcularorControl sets up the view hierarchy using "appendSubCInteractors" and stan up using
"st.mUp".
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Conclusion

Thi<; paper presellts a unified approach to model and implemcnt interactions as first class objects. During
analysis and design, lhey are modeled using DynaSpecs. During implementation, they are coded with a new
language consLruct called Compositions. Both DynaSpecs and Compositions provide a consistent support for object
interactions within each phase of the 00 lifecyc1e.
Making interactions ftrst class citizens within 00 systems requires support during all phases ofsoftwru-e
developmenL Our rese,trch has already developed a rich support environment for such interactions from analysis to
implemenl.1tioll. Interactions are spccified explicitly using DynaSpecs, a formal method for describing the dynamic
model of objcct interactions. DynaSpecs model the object interactions using sl.1te transitions. The sLate transitions
represent events of message calls thm mirror the dynamic bchavior of object interactions. The formal scmantics of
the model is based on the idea of a history which captures thc sequence of operations within inreractions along with
state changes undcrgone by the participating objects. A major attraction of this model is that it is effective not only
in the variable degree of ahsrrncu.oll of interactions among cntities but also in the accurate represenl.:1.tion of the
application environments. This rcscarch define..<; the fonnal semantics for onc and only one interaction
environmcnl Allowing an application to have more than one interaction ellvironment.<; is appealing. Objects could
move from one interaction environment to another within lbe saIne application. Each environment defining a
context of interaction allows objccts to have complctcly different sets of interactions in diffcrent environments
within the same application.
The Composition construct clearly defines object interactions as fm;t class values. Being first class values,
interactors, through the composition construct and DynaSpecs, reduccs complexity, looscns coupling, improves
reusability of object interactions, wld allows hener abstraction of interactions. The main properties by interacLors
are
•
dC[inition of participants and their responsibilitie$,
•
defining proper objects suitable [Q be participams through abstract procedurcs,
•
restricted visibility to participant objects to only methods relcvant to the interaction,
•
reuse of interact.ions by plugging participants or inherit.ing compositions,
•
providing a dyllrunie lifetime of WI object interaction, and
•
providing the necessary context to define the imcractions.
Thc case study demonstrate how to capturc object interactions using DynaSpecs Wid Compositions. The
calculator provides an example of reusing the compositions. Prototype executable of both construct havc been
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implemented. The semantics of the prototypes are defined in denotational semanlic. They depict the precise
behavior of (he COflSUllCL and all ils relevant context and scope. TIle one-la-one relationship between DyllaSpecs
developed during analysis/design and Composiliolls in the implementation provide a consistent approach. Thus,
changes lO the system can be made to DynaSpecs and translated to Compositions. This approach makes it easier Lo
establish consistency between r.be analysis/design pha~e and Lhe corresponding implemenTation and simplify
reasoning and validal.ing the modeled Ohjecl-Oriented software.
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Abstract
C and C++ allow passing functions as arguments to
other functions in the form of function pointers.
However, since function pointers can refer only to
existing functions declared at global or file scope,
these function arguments cannot capture local environments. This leads to the common misconception
that C and C++ do not support function closures.
In fact, function closures can be modeled directly
in C++ by enclosing a function inside an object such
that the local environment is captured by data
members of the object. This idiom is described in
advanced C++ texts and is used, for example, to im.
.
plement callbacks..
The purpose of this paper IS twofold: Fust, we
demonstrate how this idiom can be generalized to a
type-safe framework of C++ class template~ .for
higher-order functions that support cOmposItion
and partial application. Second, we explore ~e ~x
pressiveness of the framework and compare It With
thatof existing functional programming languages.
We illustrate by means of various examples that
object-oriented and functional idioms can coexist
productively and can be used to enhance the f~c
tionality of common classes, for example, of nonlinear collections such as trees. A C++ implementation
of the framework is available on request.

1 Introduction
TIle programming languages C [HS87] and C++
[ES90] allow passing functions as arguments to other functions in the form of function pointers. However, since function pointers can refer only to existing functions declared at global or file scope, these
function arguments cannot capture local environments. This leads to the COIIunon misconception
that C and C++ do not support function closures.
On the contrary, function closures can be modeled in C++ by enclosing a function inside an object
SUell that the local environment or parts thereof are
captured by data members of the object. This is possible because objects in C++ are essentially higherorder records, that is, records with fields that can
contain not only values, but also functions [Red95].

The idiom of objects that enclose functions is first
described by Coplien [Cop92], who calls these objects "functors", and further developed by Kuhne
[Kiih95], who calls them "function objects". In this
paper, we use the term "functoid" for brevity and to
avoid confusion with established meanings of
"functor" in other areas of computer science. The
functoid idiom has been used, for example, in callbacks and iterators with type-safe interfaces. A related idiom that focuses on maintaining a binding
between a receiver and a function is called "command" by Ganuna et a1. [GHJV93J. Unlike Killme,
Gamma et aI. do not establish a relationship between the "conunand" and "iterator" idioms. The
"command" idiom is also known as "action" or
"transaction" and is used in various object-oriented
application frameworks UfB8), including ET++
[WGM88], InterViews [LCJ+92], MacApp [App89L
and Unidraw [VL90].
Nevertheless, various existing class libraries provide internal (passive) iterators with weakly-typed
interfaces and place the responsibility of applying
suitable lype casts on the user. For example, Borland C++ [80r94] uses the following internal iterator in its container class templates.
void Cont,[ inel".;Item:-,: forl':ilch
(void(' f )(Item~, void'l, void' at-gs);

The purpose of the second argument of f and the
argument args is to allow passing specific arguments to f. Using the functoid idiom, the iterator
could be provided in the follOWing type-safe way.
void Contilinet--:Item>:: forEClch
IVi"jl:01-·,Itr"m-·& [);
template, clClss Item - "lClss visitol'
Jl\lblic;
virt:uill void oper-d,_or() (const Item!.1

= 0;

I,

By deriving from the class template Visitor, information can be passed to and from the iterator in
a type-safe manner, where specific arguments are
passed as arguments to the constructor of the visitor. For example, the following visitor adds the elements of a container of integers.
class Achiel" , Pllblic Visitul''; int:-

Requirements

(

public:
Adder(.int.&

c:J

: Gum(s) {

VilT1l'l1 void opel-atu'-I
Icunsl: intI< iteml
( UUffi += it"'m;

J

private:
)

,

int& :<um;

int sum = 0;
Adeler addl""m);
cnnl<linel-. forEach (add);
cmlt <.- smn;

The purpose of tins paper is twofold: First, we
demonstrate how the functoid idiom can be generalized to a type-safe framework of C++ class templates for higher-order functions that support composition and partial application. The framework
could be translated to other object-oriented languages that support inheritance and generici ty. Second, we explore the expressiveness of the framework and compare it with that of existing functional prograrrunlng languages.
We show informally that there is a simple compositional translation from functional programs to
the framework. We illustrate by means of various
examples that object-oriented and functional idioms can coexist productively and can be used to enhance tile functionality of common classes, for example, of nonlinear collections such as trees. To integrate the framework with C and C++ programs,
we incorporate an existing mechanism to convert
member functions back to nonmember functions. A
C++ implementation of the framework is available
on request.
In the remainder of this paper, Section 2 describes in detail the requirements, the implementation, and the structure of tile functoid framework.
Section 3 conducts a case study in which a typical
functional program expressed witil.in the framework. Section 4 explains how an existing conver~
sion mechanism from C++ member functions to ordinary nonmember functions is incorporated in tile
framework. Section 5 concludes with an assessment of this work and a look at related and future
work.

2 Functoids: An Abstraction of
Functions
This section introduces the framework of functoids.
In this framework, aftmctoid is an abstraction of tile

familiar concept "function".

We.first establish the requirements of the functoid
abstraction. Our goal is to provide a l:1JPe-safe abstraction, that is, there should be no need for type
casts or untyped pointers at the user level. The abstraction should be provided in the form of C++
classes or class templates. We require tilat the abstraction supports tile follOWing essential operations performed on or by functions:

• Application
Functoids can be applied to arguments. When a
functoid is invoked by applying it to one or
more arguments of appropriate types, the functoid returns a value of tile appropriate result
type.

• Creation
Functoids can be created statically or dynamically. Upon creation, the functoid can capture
and remember parts of the current environment.

• Composition
Functoids can be composed with one another.
When a functoid f is composed WiUl another
functoid g, the result of the composition is a
new funetoid h. When h is applied to an argument, it first obtains an intermediate result by
applying 9 to the argument and then returns as
a final result the application of f to the intermediate result.

• Partial applicntion
Functoids can be applied partially to fewer arguments than tiley actually accept. The result
of partial application is a new functoid that accepts the remaining arguments. The conversion
to a funetoid that takes its arguments one at a
time is known as "currying" in functional programming terminology.

• Conversion
Functoids are equivalent to ordinary functions.
An ordinary function can be converted to a
functoid, and a functoid can be converted to an
ordinary nonmember function when such a
function is required, for example, as a callback
function for an existing library. Conversion
back to nonmember functions is difficult and
will be addressed in Section 4.

• Extension
Functoids provide extensible functionality. We
can add application-specific operations to a

functoid besides the basic operations described
above.
We implement OUT abstraction as a class template
Fun that provides the interface to the abstraction
!ullctoid and is parameterized by the types of argument and result. The creation requirement will be
handled by the constructors of this class, and the
application requirement is captured by a function
call operator of the appropriate type.
Out f-'un<In,Out-·; ;operatorl) (In argl

'~'-'n:<L;

The question arises how users of the functoid
framework should incorporate their own functoid
classes. The idea is that users derive concrete functoid classes from the class Fun, providing Uleirown
implementations of the function call operator. To
make this approach work, the function call operator
would have to be declared as virtual so thatdynamic method selection is used, and functoids would always have to be passed and returned by pointer or
reference [ES90). On Ule other hand, memory management becomes an important issue when objects
are not returned by value [Mey92]. What we want
here is both call-by-value and dynamic method selection.
Fortunately, the envelope/letter idiom [Cop92],
aIso known as the bridge pattern [GHJV93]' gives us
a way out of this dilemma. We apply this idiom to
the framework as follows. We provide a class template called Fun to capture the interface of our abstraction. This is the envelope class, and functoids
are passed and returned by value as instances of
this class. We also provide an abstract class template called FunImpl for implementations of functoids. This class is an abstract letter class, and users
of the framework provide their own functoid implementations by deriving from this class. The envelope class has a pointer to the letter class, and invocations of the function call operator in an envelope object are simply passed on to the letter object.
We first present the envelope class template Fun
because it comes first conceptually, although it depends on the class template FunImpl. We provide
twu constructors, one to create a functoid from an
existing functoid implementation, and a copy constructor that makes an explicit copy of the implementation of the functoid it copies. 111is is necessary so that no two functoid implementations are
shared and the destructor can safely delete the corresponding implementation. Furthermore, we provide a function call operator that simply passes Ule
function callan to the implementation, accessible
via the pointer impl.

template <class Ill,

cl,",:~:'l

allL· class Fun

puhlic:
Fun(FunlmpkTn,Oul>" const

f)

, impl ([ 1 { }
Fun Iconst Fun£. [un)
; impl(fun.impl-;.copy(ll (
-runll ( dE-lete impl; )
Out operat_or() (In argl const
{ t-eturn (T!mpl) (argl;
private:
c·unlmpl<In,Out;." const impl;

)

I,

We now present the abstract letter class template
FunImpL It has a virtual destructor so Ulat Ule appropriate destructor in a concrete subclass is invoked when a functoid deletes its implementation.
Furthennore, it provides a member function that
makes a copy of the receiver to support Ule copy
constructor of the envelope class.
templiltF, <e[ilSS In, clam; Out:class Funlmpl

1
public:
virt_ual -·Fwllmpl (l ( )
virtual Out: operatorlllrn aI-g) const
= 0;
Vil"tll<l! Flmlmpl·:ln,Out:;·T copy() canst
= 0;

I,

Composition
The next issue deals with the composition of functoids. In a functional programming language such
as ML [MTH90], a function Ulat composes two
functions can be expressed as follows:
(un compose(f,g) = fn x =;. f(g(xil

The form "fn x => e" creates an anonymous
function with argument x and body e. Thus the
composition yields a new function with argument x
and result f (g (x) ) _The composition is permitted
only 1£ the result type ofg is compatible with the argument type of f. The new function has the same
argument type as g and the same result type as f.
To avoid excess parameterization of the template
Fun, we provide this functionality as a nonmember
function that returns a functoid composed from the
hvo functoid arguments. This resulting functoid is
an instance of the class template Compose and
holds the hvo functoids to be composed; the composition itself is carried out in the function call operator of this class. Both the class and the function
templates have three type parameters for the argument, intennediate, and result types.
template ·:class In,

r:loss I'led,

class Out"·

public:
COlnposp(cnnst Fw'·'I~ed,Out·f, f,
con:'>!: run· In, l·l('d·& g)
: ffun(f), gfunlgl { }
vil-tu"l Out. operator{llln en-g) const
{ return ffilll(gfun{,lrg); )
virt_uClI Funlmpl· 11l,Oul>' copy { I const
return new f:ompose-:ln, Med,
{ffun, giu!,);

O\l~..

priVLlt:p:
const run-:Joled,Out;· ffun;
.--nnse. Flill·:ln,Med· gflm;
templdLe <,lass In, class M",cl, class Out;.
FW1<'In,Out;. composE-{const Furvl'.ea,Dut;.& [,
const PUll·.Ill,Hed;.& gl
Pel'\lrn Flill-:ln, Out>
(new Compose·~Tn,11ecl,Out;.([, g));

Conversion from nonmember functions
The next requirement is conversion from an ordi·
nary nonmember function to a functoid. The reverse direction is discussed below in Section 4. It is
not hard to create a functoid from a nonmember
function. Such a fWlCtoid can be implemented with
a data member timt points to the function and a
function call operator tilatpasses its argwnenton to
the function pointer.
template ··cI""" In, class Out"· "IClss Global
, public Funlmpl·:ln,Out'{

public:
typeclef OlH_{' run?tr )(111);
Glob>! I (!"\tnPt.!· f I , theFlln (I')
virtual Out uperCltnrlllin argl const
( return tlle.'\ln(Clrgl; )
virtual FUlllmpI· In, oue·' copy () const
( return new GlubLlI<Tn,Out.>(t]l<?Fun); )
private:
Funptr thE-FUll;

l,

To enable automatic conversion from an ordinary
function to a functoid, we add the follOWing constructor to the class template Fun, where Funptr is
defined as in the class template Global.
Flln-:ln,Out;."r'tln(FunPt!· il
: £mpl(new Glo['"l·'ln,Ollt·lill

Partial application
Another issue is how to deal with funetoids that
take more than one argument. In ML, a function

that partially applies a function of two arguments
to the first argument can be written as follows:
t~\Il

apply(Cx) '" [n y => f(x,yl

The result of the partial application of f to the first
argument x is a new function with a single argument y and result E applied to x and y. The argument type of the new function is the type of the second argument of f, and its result type is the result
lype of f.
In tile framework, the class template for functoids with multiple arguments would have to be
parameterized by all argument types and the result
type. Therefore the framework has to provide an
envelope and a letter class for each number of arguments that could reasonably arise. If the maximum
number of arguments is exceeded, a solution is to
group several arguments in a single object. However, our partial application requirement can be satisfied only if tile functoid accepts its arguments oneby-one. A better approach would thus be to automate tile generation of the class templates depending on tile maximum number of arguments desired
in the application. The structure of the framework
is sufficiently systematic to make tllis a feasible op·
tion.
We now illustrate partial evaluation for functoids of two arguments. Fiest comes the abstract letter class Fun2 Impl, followed by the corresponding
envelope class Fun2. These classes differ from
Funlmpl and Fun in that they have two function
call operators: one that takes two arguments in·
stead of one, and one that takes a single argument
and returns a new functoid. The second function
call operator provides partial evaluation by applying the functoid to tile first argument only,
templatEc . "]ClSS Inl,
class FUll~ Impl

class In?,

class Out:·

(

public,
virtual .,Fun?1mpl() ( )
vi~tual Out operCltor()
(Inl ar91, In2 arg?) const " 0;
virtual Fun2Impl.:lnl, In2,01lt>~ copy I )
con"t = 0;
template ,."lass Inl,
class Fun2

clas:~

In2,

class Out,·

public:
typedo?( Olltl~ Fun2Ptr )(lnl, In2);
Fun2IFun2ImpI·'inl,In2,Out;." canst 1')
, impl ( [I { )
Fun2(Fun?'Ptl' f)
; impllnew Globa12.:Inl,1n2,Out-·(t))

{ l
Fun21 canst Pun2<Inl, In2, Out:.& (un)

; impl(fun. impl-;.copylll ( 1
(I ( delet:", impl; )
Out opel'atorl) Ilnl argl, Jn2 arg21
const
{return ('implllar~ll, dT"g2);}
il11il1e FUlvln2,Out-· operaLOI" I 1
(lnl "n"gl) consL;
private,
l"llll2Impl_ 1nl,In2,Out;.' ,onst impl;
-~'un2

)

,

To complete our implementation of partial evaluation, we must implement the function call operator
that takes only one argument. This operator returns
an instance of the class template Apply21, which
keeps track of the first argument and the original
functoid. When the function call operator of an instance of Apply21 is invoked with the second argument, the operator simply applies the original functoid to both arguments.
template -;"lass Inl, class In2, class Out.:·
CldSS ilpply21
pUb] if: Funlmpl-:ln2,Out.>
(

public,
Apply21 [const Flm2· 'In 1, 1n2, Out:-/< tun,
,,"nst. Int/< al"g1)
: therllnlfunl, th"flrglarql) ( )
vil"tual out '-'1>>->L"atorIIIIn2 dl"g2) const
( return tlle~'lm(tll<?Arg, '\I"g21; )
ViI-rUd I Funlmpl<In2, DuL·· copy I ) <:onst
(

retu"n neW" Apply21. Inl, In2,Out·
(lcheFun, th"II,"g 1 ;
private:
const Fun2·-Inl. In2, Out.:· therun;
const Jnl theArq;
),

tompldte <class Jnl, class In2, class Out:inline '·un·:ln2, Out'.· f'\\n2·:Inl, In2, Out .: :
operator() (Inl argll ",mst
(

t"et.urn Fun· In2, Out.·
Inew IIpply21-:Inl,1n2,Out:I'This, '1rgl));

For additional fleXibility in combining partial
evaluation and composition, we also provide partial evaluation without application to any arguments. In ML, such a ftulction is written as follows:
fUll curry(f) = tn x

=;.

fn y => flx,y)

This function converts its argument f to a new
function that takes its arguments one after the other
instead of both at the same time.
In the framework, the additional member function curryl in class Fun2 converts a functoid of
two arguments to a new functoid of the auxiliary
class curryl. The function call operator in the new

functoid takes one argument (the first one) and returns a functoid that takes one argument (the second one) by invoking the partial function call operator in the original ftulctoid on the first argument.
template "·"lass Inl, cldss In2, class Out;.
class Cun'yl
; public Funlmpl·-.lnl, Fun<In?,Out> ;.
(

public,
Curryl(collst Fun2<Inl,In2,Ouc'& funl
; theFun I fun) ( )
v j rtua L Fllll·:ln7., out;. operator ( )
{Tnl arglJ canst
( return theFunlargl); )
virtudl punlmpl<In2, Fun<In2,Out'· ,.•
copy () canst
(
I" .. turn

new CUl"ryl· Inl,In2,Out
;

(l~hePunJ

p~'jV<lt.",;

r::onst Fun?" Tnl, InZ, Out> thepun;
),

t.effiplate <class Inl, CldS'; In2, class Out;.
Pun·:lnl, Fun<In2,out,· "
FUll?" 1 nl, In2, Out>: ,cun"y1 () cons!~
retu,"n new CUrryl-:Jnl,ln2,Out:·('this);

Adding methods to functoids
TIle last requirement addresses the extensibility of
functoids. We will want to add application-specific
member functions to the basic functionality provided by functoids. This can be done by deriving a
class UserFun fcom the envelope class Fun and a
class Userlmpl fcom the abstract letter class FunImpl. Similarly to the function call operator, the additional member function f is implemented in
UserFun as a wrapper that invokes the real one in
UserImpl. We are facing a minor problem: not
only is the pointer impl to the letter object private
in class Fun, but it also is of class FunImpl, which
does not have the new member function. We solve
Ulis problem by making impl protected in Fun and
casting it to class UserImpl in the member function f. TIUs cast is safe, since it is hidden from the
user of the class.
The follOWing example of a class Cant foe continuations illustrates this requirement. Besides application to a conswner object of some other class
Consumer, a continuation supports the method
done to check whether the continuation has finished. We therefore make the envelope class Cant a
subclass of Fun and the associated letter class
Cantlmpl a subclass of Funlmpl, each instantiat-
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~
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Figure 1: The fWlctoid framework for zero arguments
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Figure 2: The functoid framework for one argument

ed with appropriate argument and result types. We
extend the functionality of Fun and Funlmpl by
adding the member function done in the subclasses. TIle member function done in class Cant first

class Cant.
: pub] ir; Fun·:const Consumer«,

public:

bo01 done() const
( returll ((Contlmpl'l

casts the pointer impl to class Contlrnpl and then
invokes the member function done in class

0001 >

(

impll-."doIlE,(I;

)

ContI,

Imp!.
clCl,,::; COlitlmpl
, public Funlmpl<const

'~<)n"l1m",r&.

(

public:

virtual boo1 clone I I cnnst. ( .. '

}

bool·

The structure of the functoid framework
Since the framework uses the envelope/letter idiOill, it consists of separate abstraction and implementation class hierarchies. There are sub-frame-
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copyO
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copyO

Figure 3: The functoid framework for two or more arguments

works for functoids of zero, one, and more arguments. We first describe the case of a single
argument. The framework provides an abstraction
class Fun, which is the class for functoids in user
programs. The framework also provides anahstract
implementation class Funlmpl, from which users
derive their own implementations of functoids by
overriding the function call operator. Users of the
framework derive classes UserFun from Fun to
add constructors that instantiate the user-defined
functoid implementation classes userlmplA,
UserlmplB, and so on, derived from Funlmpl.
TIle framework predefines several functoid implementation classes: Global implements wrappers
around nonmember functions; Compose implements functoids resulting from composition;
Apply2l, Apply3l, and so on, implement functoids resulting from partial application of functoids
with more than one argument such that the resulting functoid takes the remaining single argument;
finally, Curryl implements functoids resulting
from "currying" functoids with more than one argument with respect to the first argument.
The sub-frameworks for two or more arguments
have a similar structure. In the case of K arguments, there is an abstraction class FunK and an abstract implementation class FunKlmpl. As in the
case of a single argument, users derive from both
framework classes. Again, there are various predefined functoid implementation classes: GlobalK
implements wrappers around nonmember functions of K arguments. For N > K, ApplyNK implements fWlctoids resulting from partial application

of a functoid of N arguments to N - K arguments.
Since the resulting functolds take the remaining K
arguments, the class ApplyNK is a subclass of
FunKlmpl. For K~2 the class CurryK describes
curried functoids that take K arguments one at a
time. The actual currying is carried out by the corresponding member function curryK in the class
FunN, where N> K. As function composition is defined only for functions of one argument, we do not
consider it for K 1:- 1 _
We have not yet addressed the case of functions
of zero arguments. We could treat functions without arguments as functions with one dummy argu·
mentof an enumerated type unit with a single value, hut this approach would cause difficulties when
creating wrappers for global functions with no arguments. We therefore provide a separate, simple
sub-framework for this case consisting of only three
class templates, FunD, FunOlmpl, and GlobalO,
whose roles are similar to the corresponding classes
in the other cases. These class templates are parameterized only by the result type of the function.
We illustrate the structure of the framework in
the notation used by Gamma eta!' [GHJV93]. which
is an extension of the OMT (Object Modeling Technique) notation [R+91]. The framework for zero arguments is shown in Figure 1. The framework for
one argument is shown in Figure 2. TIle framework
for two or more arguments is shown in Figure 3,
where K is the number of arguments. For simplicity, the classes CurryK are not shown.

A small example

The same-fringe problem

Now that we have described the framework in detail, it is time to look at an example that illustrates
the various features. Besides composition and partial application, the following example illustrates
conversion from and to nonmember functions; we
present the implementation of conversion to non-

The fringe of a finite tree is the enumeration of its
leaves in left-to-right order. The same-Jringe problem is the problem of deciding whether two finite
trees have the same fringe. In practice, this problem
occurs when comparing for equality two trees that
store data only in their leaves. A brute-force solution to this problem would involve generating the
fringe of each tree as a list and then comparing the
two lists for equality. This shortcoming of this solution is that it goes through considerable work to
construct the entire lists although there might be a
mismatch at the beglnningof tlle lists. We could do
slightl y better by constructing the fringe of only one
tree and iterating through the other tree.
A far better solution to the same-fringe problem
is to compare the first leaf of each tree and continue
only if they match. Such a solution could be expressed in terms of coroutines, which would need
unbounded storage to keep track of the current
path in the tree. These coroutines could be modeled
by external iterators in C++. The drawback of this
approach is that the tree traversal has to be made
explicit instead of implicit and recursive.

member functions in Section 4. The functoid Add

simply adds two numbers.
int ddd'llint. x)

( rc,turn

lnt calIf (inc I' f

) (int))

Y.

+ 7:

)

{ [-",turn f (91 ;

dass Acid: public Pun2Imp]. int.,int.,inc"·
public;

virtual

int operator I I lint x,

iliL

y)

,-,on"!:
( retunl x + Yi

)

vin.uCll Fun2Impl· illt, int, lnL·- copy!)
canst
( ret.urn new Add; )

l,
m"in{)

II convcn:;ion fruin llonm"'mbc-l- flilletion
const Fun<int, int." ! (Mld7);
const. Fun2-:int, int, int." g(new Add);

COUl: « adel7 (3) <,' endl;
CaUl: -:-: call((ildd7) -:.: endl;
II t "nd adei7 are now equ i v" j ent
""\ll:"
fl31 ." endl;
II convel";~ i'>rl to nonmember funct iUIl
cout <- ..:.... 11t{fl ',' endl;
II lJilrl:ial application
COUl: <., 9 (11) (31 <.: endl;
II convel-sion to nonmember" (unction
cout. -:-: callf(g(ll)) ·c·: emil;
II cotnpoc<ition and partial appl ication
cout <-c cQmpoself,9llll1 (5) .'.- "'ndl;
II cu I-I-Y ing and composi t ion
COUt« compose{g.currylll,fllll){51
-:-: endl;

3 Case Study: The Same-Fringe
Problem
The purpose of this section is threefold. First, it
demonstrates how functional programming styles
can be incorporated directly in C++ programs. Second, it serves as a case srudy that shows the practical usefulness of our system. Third, it disproves
claims that this style of programming is not supported by C++ [Bak93J.

A solution in a functional language
In a functional language, this problem could be
solved elegantly in terms of lazy streams [FW76J. A
lazy stream is a recursive data strucrure Ulat is either an empty stream or a data item paired with a
function that evaluates to anotller stream when invoked. This technique allows us to delay the generation of the entire fringe: we seemingly construct
tlle fringe like an ordinary list, but the actual construction is performed on demand. In the functionallanguage ML [MTH90], a data structure for lazy
streams could be defined as follows. The two cases
are called Nil and Cons in analogy to ordinary lists
in functional languages. In. ML, functions wiU10ut
arguments take a single argument of type unit.
dutatype 'a Stream =
Nil
I Con:; of 'a ~ (ullit -:.

'<1

Stream)

We first deal with the question of generating tlle
fringe ofa binary tree in form of a lazy stream. A binary tree is either a leaf containing an item or a
node joining two subtrees together.
data type 'd '1'1-"'''' =
Leaf of 'il
I Node uf .~ Tree

~

'a Tree

We now generate the fringe of a tree recursively. If
the tree is a leaf, then the fringe is simply the pair of

the item and a function evaluating to an empty
slTeam. OUlerwise the tree is a node, and the fringe
is the concatenation of the fringes of the subtrees.
We actually concatenate two functions that evaluate to fringes when invoked to delay generating the
entire fringes until requested. ML uses pattern
matching to examine the srructure of function arguments. The form "fn () => expr" is used to create
an anonymous function closure on the fly. The comments identify the three different cases of anonymous functions we are creating.
[lin ft-inge IL,?af x) =
Con"lx, fn () => Nill
fringe INode(l,r)) =
concat Ifn I) =.. fringe IJ
(fn II =.. fringe r)

I' Casp !

i-)

('

'"I

CdS,,"

2

The concatenation of the two functions follows_ If
U1t~ first function evaluates to an empty srream, the
fringe is simply the invocation of the second function. OUlerwise the fringe is the first item of the first
fringe paired with the concatenation of the rest of
the first fringe and the second fringe:
fun COllCdt f 9 =
cas", ! () of
Nil
I Cons(x, !l)
Cons(;,:,

9

II
(i-

!n {J

Case J

=> concat h

0)

gl

The next job is to compare two lazy slTeams for
equality. Ubothare empty, then they are equal. Otherwise, their first Hems have to match and the remaining streams have to beequaJ_ In all other cases,
the two streams are not equal. The following recursive function captures this notion of equality:
hill cq Nil
Nil
true
eC! (Consl\Tl, fll) (Con:<{v2, 1'211
(vI = v21 andalsu "''-1 (ll ()) {f2
",q sl
>;2
fa I ~<e

())

va! c2

public:
int label()
bool isle'll'
canst 'rl-ee/"
const Tree/<

const;
() canst;
IREtl) const;
right I) cons!:;

I,

Our first task is to express lazy streams in C++.
One approach to representing a recursive data
structure in C++ is as a tagged union, using an enumerated tag field to indicate which of the cases an
object belongs to and providing data members for
all components of the data slTucture. We choose a
better, more object-oriented approach that models
each case of the data structure as a different subclass of a class for the data structure itself. To facilitate passing slTeams by value, we again employ the
envelope/letter idiom. The class Stream becomes
the envelope class, and we have an abslTact letter
class Streamlmpl with concrete subclasses NilStream and ConsStream for the two cases of the
data structure. We first present the class Stream.
class Stream

reamrmpl" theStr,,,am;

We need constructors for both cases, a copy constructor, and a desrructor. TIle constructors take as
arguments the components of the corresponding
cases of tile data structure. We assume a fOTVlfard
declaration of the class Delay for functions evaluating to srreams.
pub1lc:

For example, among the following three trees, tl
and t2 have the same fringe, although they do not
have the same shape, whereas to has a different
fringe:

Vol cl

class Tree

SI:

(un same fringe t! t2 =
8q Ifringe r:l) I fringe t2)

NodelNode(Leaf 3, L"'d(
NodelLeaf 5, Leaf
NodelNndelLeaf J, Led[
Node ILeal' 5, Le"f
Node{NodelNodelLeaf J,
Le'l f ~,I ,
Le,,( 61

We show how to translate the ML solution direcUy
into C++ using the functoid framework. For the
sake of simplicity, we deal only with integer items,
butwe could also have used templates for the various classes. Assume we are given a tree class with
the following public member functions:

!JJ"iVdlco'-:

Now we are ready to define the samefringe function for two trees:

Vo I 1.0

Translating the solution to C++

",
711
41,

6) )

Leaf 41,

Stream I I ;
Streamlint !ld, canst Delay& tl);
StH''lmlconst Stream/< 51
; theStreaml s. theS!:I-eam-;.copy() ) (
~:,tream()
( delete" theStr"'.Hn; }

Now we need to design an interface for the stream
class that allows us to distinguish between tile two
alternatives and to extract the components in the
second case. The function empty tells us whether a
stream is empty; in the nonempty case, head exlTact:; the item, and tail eXlTacts the function.
boo I empty!) con"t

( r",tum Lh"'<~tream-;.<?mptYII; )
int hed<..lll canst;
( ret;urn theSt: ream-:·head() ;
const. Delay!. tailll canst
( return theSt.-."am-'·rilil ();
bool opcrator=={con"r. Stt"earn/< s) const.;
Stream& operilt"or=(const Stream& ,;J;

"

A ConsStream is never empty. The head and
tail member functions retum the corresponding
data members, a number and a function, respectively.
class Consst: reilm

public StreamImpl

"

Although we cannot actually implement the constructors, the destructors, and the equality operator
until the class Delay is fully defined, we give their
definitions at this point. The equality operator is a
straightforward translation of the ML function eq
given above.
:Sl.ream( I
, 1'.h"'Stt"eam(nc"w Nilsu'oo,,,IIl) ( )
StredB",SLream(int hd, cons!: [)"dciyr. r.l)
: rheStream(now cull,;St:'"eilmlhd, tIll
~~tre.:llll:

hool s!:ream: :operat.o",--=(,--:on5t Stream/< sl
coust
if (empt.y() &" ".emptyl))
return tt'ue;
else i[ (empty() II s.empLylJ I
l"",turn false;
else
retu"n h",adl) ~= s.head() ""
L<\11IJII =- s.tail()();

Next, we present the abstract letter class
StreamImpl. Its pure virtual member functions
correspond to the member function of class
Stream.

,

class Streamlmpl

pUblic:
ConsSl:t"eam(int x, const Delay" [)
: hd I x). t.j ([) (
virtual boo 1 empty () const
( re!:urn [il15e; )
vi rt\lal int head() cun«L { p"pu"n hd; )
vi n.ual const Delay« t.di 1 {I const
{ l"eLurn tl; )
pri\Tate:
int ilcl;
DI~lay tl;

"

Now we must define the class Delay, which in
tum depends on the stream class. We integrate this
class in the functoid framework. The class Delay is
a subclass of an appropriate instance of the class
template FunO, and the implementations of Delay
will be subclasses of instances of the class template
FunOImpl. TIle purpose of introducing the class
Delay is to capture the mutual dependency with
Ule class Stream and to introduce appropriate constructors for each implementation of this class that
we want to create. In the ML solution above we
identified three cases of anonymous function closures that correspond to Uuee implementations of
the class Delay.

,

class [)",lay

publ ie:
v1nual··Str,?amImpl()

[)

vi rtual bool emrJt.y () ''''n3t. = 0;
virtual int head[) con5t = 0;
vll-tual const Delayr. cdil() CClilSt. = 0;
Vit"tllal StreamImpl' coopyl) const = 0;

"
We now define the two subclasses corresponding to
the two cases of Ule data structure. These subclasses
implement the pure virtual member functions defined in class StreamImpl. For brevity, we omit
the copy member function, which simply duplicates the receiver. A NilStream is always empty
and does not have a defined head or tail.
class Ni1S'u"eilm : public St.reamlmpl
pubj io:
virtual bool empty I I canst
( n?t.urn t.rue; )
vi I"tual into lJead() cnnst ( abot"t () ;
virt.ual coust. n",lay& t.ail( I eon«t.
{abortll; }

public FunO·:St.r",am:-

public:
O,?lay (l ;
[J",laylconst Delay& (, ,-nnst. Delay« gl;
DeTaylconst Tree·-inL·& t ) ;

I,

We are going to implement the three cases as subclasses of FunOImpl. We again omit the copy
member function. Case 1 is a function of the form
"fn () => Nil" evaluating to an empty stream. It
is represented by the following functoid:

,

class EmptyDelay

publ k

FunOImpl<Stl'eam ..

public:
'Irirtual SL: r"'am op",rator () () canst
ret.urn St.ream( I; )

"

Case 2 is a function
of Ule fonn
"tn () => fringe til evaluating to the fringe of a
tree. The corresponding functoid FringeDelay
stores the tree t and invokes Ule function fringe,

a direct translation of the corresponding ML funcnon.
St,-",am f,-lngc(eonst ']'l-"'P& tl

We can now determine whether two trees have
the same fringe by generating the corresponding
streams and checking them for equality.
buol

i t {t.isleall))
return St'"""lmlt.. labcl(), lJ,",l,lylll;
else
retla-n eOllcatIDeldylr,left()),
DeldYlt.,-jghrl)I);
cldss Fr;ngeDelay

public: FllnOlmpl-:Stn?dm-

Ramefringelcon"l: TL-ee& tl,
COllSt Tree!" t21
{ ret.urn fl·ing.,,(d) == fringe(t?);

We extend the tree class in two ways. If we define
equality of trees as having the same fringe, we can
add the following equality operator to the class
Tree:

(

public,
!o'ringeDelay(eollst Tree& tl
: l:l-ee It.) ( )
virr_\Ial Stream Oper,jl:or() () eonst
{ return fring",lt.ree);
jll-ivat.e:
canst Tree" t t-E'E';

l'

1

bool TreQ:,opet"atol-==(const Tree& tJ
( return fdnge(Tthis) == fdnge(t);

const
}

Furthermore, we can enhance the class Tree with
an external (active) iterator class that traverses the
fringe of the tree. lhis class TreeIterator enables us to define more than one iterator on the
same tree.

Case 3 is a function
of the form
"fn () => concat gh". The associated functoid
ConcatDelay stores the two functions evaluating
to the streams to be concatenated and invokes the
function concat, again a translation of the corresponding ML function,

class Treelt:erator
public,
Tri?elt::eri.\l:or(C"onst Trer=" I:)
; theTree I t I { restart ( I ;
operator bool () canst
( reLla-n ! theFringe.empty();
int. current( I canst
( ret.urn theF'ringE-,heacl{ I;
void next II

StredH, "oncat.(COllc;t Deldy" f,
canst. Delay& g)

(

Stream s = [II;
i f (s_empty{11 retur" gil;
els." r .. t_urn ::;tri?dmls.hhldll,
rJ",I<ly{s.tailll, gil;

dSSPlT I! thoFringe.emptylll;
ther·l-inge = theP'-inge,t.all()();
void restart II
( t.hcFring", = trinqc(the'l'l-ee);
privdl: .. ,
"onst. Trce& the'l'ree;
Stream tllel"t" i ngE-;

Pllblic FunOIl1ll'l· St.ream"·
publ ie:
Cunc''l1:Delay(COllst D",jay& f,
,-onst [Ic'ldy& g)
: fdelaylfl, qdelay(g) {
virtudl Stnooam operatorl) () const
{ return cOllcat{fdelay, qdelay); )
pl-ivell:e;
Delay fdelay, gdelay;

l'

The next function uses the assignment operator
for the class Stream, which we define using the
copy function.
Stredm& Stream: :opel-<ltOt-= I const:: St ream& s)
{

l'

if (this 1= &5)

Finally. we give the implementations of the three
constructors for the class Delay. Each constructor
creates an instance of the corresponding implementation class of the class Delay.

dE'I,~t:e theStream;
t.heStredln = s, theSt:redm- .·copy{ J ;

r",tuL-n Tthis;

neldY: :Delay{ I
: FunO<Stt-eam>{new Empl:yDelay)

( l
DE'lay, ,D",laYlconGt [leIdY'" f,
COllst Delay& g)
; FunO·:st'"."i1m>lnew CombineDelay(f,g))

{ l
Deldy: :DelaY(COllst 'I'l-e",· int:·& tl
: Pun· unit:, Strblm -{new Fl· ingeIJp l,lY I t I I
{ J
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Converting Functoids to Ordinary
Functions

The framework presented in Section 2 falls short of
the requirement that functoids be convertible to ordinary nonmember functions. TIlls shortcoming

stems from a fundamental difference betw"een
member functions and nonmember functions,
which precludes us from simply using a pointer to
the function call operator of a functoid as an ordinary function.

arguments are a pointer to the memory where the
data structure should be allocated, the function to
be invoked, the total number of arguments, and the
number of arguments supplied here, and those arguments.
typede f void- (- allyFunc 1 11 ;

The heterogeneity problem
The fundamental difference between member functions and nonmember functions was recognized by
Young [You92] and is called the lleterogeneitlJ problem by Dami [Dam94]. Technically, a call to a nonmember function requires a stack pointer to store
the actual argwnents and the address of the function to be called. A member function invocation, on
the other hand, requires a stack pointer to store the
argwnents, the address of the member function,
and the address of the receiver. TIlls fundamental
difference in the calling mechanism makes it impossible to use a member function where a nonmember function is expected, for example, as a callback from an existing class library.
The proposed solutions [Fek91, You92, CL95] require that the programmer writes a nonrnember
function that explicitly invokes the C++ member
function from a specific receiver. ntis solution is
generally not very good because the programmer
has to write a wrapper for every combination of a
member function and a receiver to be used as a callback. More seriously, this solution does not work at
all for the framework because we create functoids
on the fly and thus cannot anticipate what wrappers to provide.

The solution using partial binding
Rescue comes in the form of a solution proposed
and implemented by Dami [Dam94], which addresses a more general partial binding problem. In
this solution, when we perform a partial binding,
we create a data structure that stores the address of
the function, the arguments, and code to complete
the bindings and invoke the function later. TItis approach is compiler- and machine-dependent; it currently works with tile GNU CC compiler [Sta94] on
NeXT and Sparc architectures, but could be ported
to otller languages, compilers, or architectures. A
similar mechanism that maps Sdleme closure objects to C functions is described by Rose and Muller
[RM92]. The ObjectKit system for PalCPlace Smalltalk allows passing Smalltalk objects, including closures, to C functions [RM92, quoting P. Deutsch].
From the programmer's perspective, Dami's
medlanism consists of the function curry, whose

extern anyFunc

mem, anyFunc f,
int nargs, inl_ cargs, ... 1;

CUI-I-y(void~

This mechanism extends to object-oriented Ian·
guages in the sense tllat the receiver of a message is
an (implicit) first argument to the method invoked.
We can thus convert a member function to a nonmember function by partial application to the receiver this. While the mechanism itself is not
type-safe, we safely hide it inside the framework,
and the user only sees it as a type conversion operator of functoids back to nonmember functions. We
describe how the mechanism is implemented for
functoids WiUl a single argument; the implementation for funetoids with more arguments is analogous. The class template Funlrnpl gets an additional member function that performs the conversion of
its function call operator to a nonrnember function.
t_ypedef Out I' F\lnPtr ) (In);
'Irirtual FunPt r- r·unlmpl-:ln, Out;.: : c fun ( I
const
return FunPtr(e:llrry(O,
anyFunc 1til i s- .-opeL-ator ( ) ) ,
3, I, this11;
)

The class template Fun is extended by a type conversion operator that invokes cfun on the illlplementation of the functoid. To make sure that the
conversion is executed only once, we store the resulting function pointer in an additional data member fun of Fun, which the constructors initialize to
the null pointer. The associated data must be deallocated using the free function when the functoid
is destructed. The new members of Fun are as follows.
celnplate -:class In, CldSS Oul__-· class Fun
publ ie::
cypedef

Out('

FunPn-

)(Ia);

··Fun( )
( del.=ot.e impl; if (fUrl) EL-ee(fun); )
op'nator FunPtr( 1 con"t
if

((lin == NULL)

chi,,) -:-fun "
impl--·cfun(); return fun;

((FlUFln,Out--'1

privat.e:
FunPtr fun;

l'

Now our conversion requirement is satisfied both
ways, and functoids and nonmember ftmctions are
indistinguishable to the user. The example at the
end of Section 2 illustrates this feature.
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Conclusion

We have presented a type-safe generalized framework that supports higher-order functional programming styles within C++ programs. The framework is implemented entirely in the form of C++
class templates, except for a compiler- and machine-dependent mechanism for converting member functions to nonmember functions [Dam94].
The framework could be translated to other objectoriented languages that support both inheritance
and genericity.
The main issues in the assessment of our framework are expressiveness and efficiency. To address
the first issue, we compare our framework to existing functional programming languages.
It is a fundamental limitation of most class-based
object-oriented languages that each distinct behavior must be given a class name [Ros95a]. Consequently, our framework does not provide a mechanism for creating anonymous function closures on
the fly. This is in contrast to functional languages, in
which anonymous closures are routinely pasS€d to
and returned from functions. Rose [Ros95bl describes an extension of C++ with parameterless
anonymous functions called tlll/nks; a tlmnk can be
converted to a parameterized function by specifying which variables used in the body of tl,e thW1k
are to be treated as parameters.
Anotller limitation of the functoid idiom in general, not just of tl,e functoid framework, is that the
programmer must establish and maintain an explicit correspondence between variables used in the
body of tl,e closure and instance variables of the
functoid. By contrast, functional and other languages with block structure and nested functions,
such as Algol or Pascal, automatically capture all
local variables that are used in the closure. Breuel
[Bre88] solves this shortcoming in C and C++ by allowing functions to be nested. ThW1ks [Ros95bl
provide a solution as well.
Another drawback of the functoid framework
stems from tl,e way type information is required in
instantiations of C++ class templates. While the examples presented in U,is paper do not require
lengUly type parameters, the type information re-

quired in more complex applications of the framework is likely to get out of hand, especially when
higher numbers of arguments are involved. Dami
[Dam95J suggests extending the compiler to keep
track of U,e required type parameters automatically.
There are several sources of inefficiency in the
framework as compared to typical implementations of functional languages. First, we use call-byvalue to facilitate memory management. This approach requires a considerable amount of copying,
depending on the size of the functoid implementations involved. The problem could be addressed by
improving the memory management strategy. for
example, by using garbage collection for functoids.
Memory management could still be hidden from
the user by overloading U,e new and delete operators for functoids. Second, the structure of the
framework requires a virtual function call operator
that is overridden in the user classes to allow dynamic selection of the appropriate functoid implementation. This problem is inherent in the design of
the framework and has no simple solution. lhird,
unlike in functional languages, function closures
are controlled by the programmer instead of the
compiler. This precludes the sort of optimizations a
compiler of a functional language would apply.
Other approaches that combine functional languages and C++ include an interpreter accessible
within C++ [Kla93] and an interpreter written in
C++ [RK88]. A detailed comparison with our work
would go beyond the scope of this paper. While the
translation outlined informally in Section 3 is not
suitable at present as an efficient implementation of
functional languages, the paper demonstrates that
the framework provides access to various functional idioms within object·oriented languages.
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Abstract
Lazy Functional Programming for Full-Text
Information Retrieval
Donald A. Ziff
Dept. of Computer Science, University of Chicago
Very few applications have been written in lazy functional programming languages, and
hardly any, except the compilers for those languages, are reported in academic literature.
lt is by no means a settled question whether "real" applications can be written in a lazy
functional programming language. This is in part because these languages typically offer
little or no support for interoperability, combining functional programs with programs or
systems written in other languages.
This work describes an experimental textual information retrieval system, PhilolPhilis 2,
in which lazy functional programming is combined with a varied set of other applications
techniques, from components written in other languages to off-the-shelf subsystems.
Functional programming interfacing techniques, procedural and data abstraction, were
used throughout the system, and greatly smoothed the overall implementation process.
In the retrieval engine implementation, called the Funser, for Functional Server, lazy
functional programming is shown to be a powerful and elegant means of accomplishing
several desirable concrete goals: delivering initial results promptly, using space
economically, and avoiding unnecessary I/O. An innovative module in this system, the
TOMS, Textual Object Management System, is designed as an abstract datatype for
structured text; this design permitted the retrieval system written as its client to be, to a
large extent, database independent. This work also features a new formal model of
word-based textual information retrieval, the Matrix model.

Philo/Philis 2 is used by the ARTFL project, American and French Research on the
Treasury of the French Language, as the basis of their on-line retrieval service.

