In this paper, we consider the optimal control problem for the mean-field stochastic differential equations with delay and state constraint. By virtue of the classical Ekeland's variational principle, the duality method and a new type of mean-field anticipated backward stochastic differential equation, we obtain the maximum principle of the optimal control for this problem. Our result can be applied to a harvest model from a mean-field system with delay.
Introduction
Mean-field stochastic differential equations (MFSDEs), also called McKean-Vlasov equations, were discussed by Kac [1] . And this study was initiated by McKean [2] . Here, we write a class of commonly used McKean-Vlasov equations as follows:
⎧ ⎨ ⎩ dX = b(t, ·, X t , P X t ) dt + σ (t, ·, X t , P X t ) dB(t), t ∈ [0, T], X 0 = x 0 , (1) where {B(t)} t≥0 is an 1-dimensional standard Brownian motion, defined on a complete probability space (Ω, F, P), denoting P X = P • X -1 as the law of the random variables X.
And the coefficients (b, σ ) : [0, T]×Ω ×R d ×P 2 (R d ) → R are measurable functions. Here,
is the space of all probability measures on R d , equipped with 2-Wassertein metric.
For more details refer to [3] . Equation (1) has been adapted by many researchers, Buckdanhn, Li and Ma [4] studied the general stochastic control problem of Eq. (1) . For other, related work, we refer to [5, 6] . Buckdahn, Li and Peng [7, 8] proposed a new kind of backward stochastic differential equations, called mean-field backward stochastic differential equations (MFBSDEs), coupled with MFSDEs. Carmona [9] studied the forward-backward mean-field stochastic differential equations (MFFBSDEs). The pioneering work of mean-field games was done by Lion and Lasry [3, 10] . They apply Eq. (1) to study the mean-field potential games in the large players and symmetric equilibrium. More about the mean-field games is in [3, 11] .
In fact, Eq. (1) is too general to be used in the real world. Therefore, many researchers gave many different mean-field definitions. As pointed out by Buckdahn, Li and Ma [4] , the main difference of these definitions is in the position of the expectation taken in the current literature. And they classified this conclusion in the following two types: ϕ t, ω, X(t), P X(t) = (2) where ϕ is the coefficients function in Eq. (1), i.e. ϕ = b, σ .φ is a different function corresponding to b and σ . Li [12] studied the type (i) mean-field control problem. For type (ii) MFSDEs, Buckdahn, Djehiche and Li [7] proved the general stochastic maximum principle. Yong [13] solved a linear-quadratic (LQ) optimal problem for type (ii) MFSDEs by using a decoupling technique. Li et al. [14, 15] further studied the closed-loop optimal LQ control problem and the LQ problem in infinite horizon. Andersson and Djehiche [16] generalized this kind of mean-field definition and we give details for Eq. (3): ϕ(t, ω, x, P X(t) ) =φ t, ω, x, Eψ X(t) ,
⎧ ⎨ ⎩ E[φ(t, ω, x, X(t))], (i) ϕ(t, ω, x, E[X(t)]), (ii)
where ψ is some general nonlinear function. If we let ψ(x) = x, then (3) degenerates to (ii). They obtained Pontryagin's maximum principle for the optimal control problem. Hu and Øksandal [17] investigated this type singular optimal control, and they apply these results to prove the Nash equilibrium and zero-sum equilibrium. This kind of models can be used to describe the large population interacting system. The study of the optimal control problem with delay also captured lots of attention. Many results were obtained, such as by Øksendal, Suem [18] , Chen and Wu [19, 20] . The main reason is that real world systems not just depend on their current state, but also their previous history. Optimal control problems of the delayed systems are very difficult because of the infinite-dimensional state space structure. Therefore current research is divided into two kinds of methods to develop the stochastic maximum principle for delayed systems. One involves adjoint equation; it is given by the anticipated BSDE which was introduced by Peng and Yang [21] ; see Chen and Wu [19, 20] , Yu [22] and Zhang [23] . Another method is to derive a system of three-coupled adjoint equations, which consists of two BSDEs and one backwards ordinary stochastic equation; see Øksendal and Sulem [18] .
Many studies of the real problems show that there are state constraints in stochastic optimal control problems. And then we need Ekeland's variational principle to deal with the problem with state constraint; see [24, 25] and [23] . To the best of the authors' knowledge, there are few results about the delayed stochastic optimal control problem. Reference [23] discussed this kind of problems, but only for the linear-quadratic (LQ) case. The aim of this article is to study the stochastic optimal control problem of mean-field system with delay and state constraints. We try to solve such problems in the light of finding the optimal controls. Both the delays and the state constraints will bring about trouble. Under some suitable conditions, we first prove the uniqueness and existence of solutions for the mean-field SDDE and mean-field anticipated BSDE. To develop our maximum principles, we follow the aforementioned first method to construct the adjoint equation. We adopt the non-convex control domain rather than the convex control domain. By Ekeland's variational principle, we derive a necessary condition of the optimal control. The maximum principle differs from the classical one for the adjoint equation will be a new kind of meanfield anticipated BSDEs.
The rest of this paper is structured as follows: In Sect. 2,we give the preliminary results as regards mean-field SDDEs and mean-field anticipated BSDEs. The stochastic optimal control problem is formulated in Sect. 3. We derive the stochastic maximum principle for a stochastic control system in Sect. 4. We apply our result to real world model in Sect. 5 to finalize this paper.
Preliminary results
Let (Ω, F, F, P) be a complete filtered probability space. {B(t)} t≥0 is a standard 1-dimensional Brownian motion. F = {F t } t≥0 is the natural filtration augmented by all Pnull elements of F . T > 0 and δ ≥ 0 are given constants. For simplicity of notation, we only consider the 1-dimensional case in this paper and all results can be extended to multidimensional cases without difficulty. The norm in R is denoted by | · |. We will also use the following notation for some positive integer n: 
Mean-field stochastic differential equation with delay
In this subsection, we will show some preliminary results on mean-field stochastic differential equations with delay (MFSDDEs) and mean-field anticipated backward stochastic differential equations (MABSDEs). These theoretical results include the existence and uniqueness of the solutions, some estimations of the solutions and the duality relationship between the MFSDDEs and MFABSDEs. Firstly, we consider the following MFSDDE:
where
When there are no delays, the above MFSDDE will degenerate to the MFSDE in [16] . Let us introduce Assumption (H1), where x denotes the state variables, μ the expected value: 
Clearly it is equivalent to the original norm of
We desire to prove that h is a contraction mapping under the norm · β . For arbitrary
applying the Itô formula to e -βt |x(t)| 2 on [0,T], we have
By (H1.1) and the Cauchy-Schwarz inequality we obtain
which shows that h is a strict contraction mapping. Then it follows from the fixed point theorem that the MFSDDE (4) has a unique solution in L 2 F (-δ, T; R). Since b and σ satisfy (H1), we can easily derive that E[sup 0≤t≤T |x(t)| 2 ] < +∞.
Mean-field anticipated backward stochastic differential equation
In this subsection, we consider the following MABSDE:
where the coefficients (f , ξ , ξ 0 , η 0 ) satisfy Assumption (H2):
(H2.5) ψ and ϕ are continuously differentiable and their derivatives are bounded. 
Theorem 2.2 Suppose that Assumption (H2) holds, then the MABSDE (7) admits a unique
solution (y(·), z(·)) ∈ S 2 F (0, T; R) × L 2 F (0, T; R). Moreover, ifE sup 0≤t≤T y(t) -ȳ(t) 2 + T 0 z(t) -z(t) 2 dt ≤ CE |ξ -ξ | 2 + T+δ T ξ 0 (t) -ξ 0 (t) 2 + η 0 (t) -η 0 (t) 2 dt + T 0 f t,ȳ(t),ȳ(t + δ), Eψ ȳ(t) , Eψ ȳ(t + δ) , z(t),z(t + δ), Eϕ z(t) , Eϕ z(t + δ) -f t,ȳ(t),ȳ(t + δ), Eψ ȳ(t) , Eψ ȳ(t + δ) , z(t),z(t + δ), Eϕ z(t) , Eϕ z(t + δ) 2 dt ,( 8 )
where C is a constant depending on the Lipschitz constant M and T. Proof On the interval [T -δ, T], Eq. (7) becomes
where ξ 0 (·), η 0 (·) are given, i.e. (7) is a mean-field BSDE without anticipation. According to Theorem 3.1 and Lemma 3.1 in [7] , (7) 
Formulation of the optimal control problem
The purpose of this section is to discuss the optimal control for a mean field with delay system. We consider the system involving delay terms both in the state and the control variables.
Consider the following MFSDDE with control:
with
The control domain U is a nonempty bounded subset of R. We denote by
Problem 3.1 The optimal control problem is to minimize J(v(·)) over v(·)
∈ U subject to the following final state constraint:
Assumption (H3) will be in force throughout the rest of this paper:
(H3.3) b, σ and Φ are continuously differentiable with respect to their own variables and their derivatives are both continuous and uniformly bound. And there exists some constant C, s.t.
(H3.4) ψ, ϕ, φ and χ are continuously differentiable and their derivatives are uniformly bounded. And moreover,
for some constant C. 
and it is easy to check that the cost functional is well defined. If v(·) ∈ U also satisfies final state constraint (11), we will call it the admissible control. We denote the set of the admissible controls by U ad .
Remark 3.1 We shall postpone obtaining the maximum principle until the following bounded and continuous dependence for the solution of state function (9) . These results will play an important role in exploring the maximum principle of Problem 3.1. One should note that our control domain U is bounded, while the case U is unbounded can be treated via the bounded case with a convergence technique as mentioned in Zhang [23] .
Lemma 3.2 There exists a constant C > 0, such that, for any v(·), u(·) ∈ U , we have
where we have used the abbreviated notations for w = v, u,
Proof Firstly, applying basic inequality and B-D-G inequality to Eq. (9), we deduce that
Since b, σ satisfy Assumption (H3.3) and ψ, ϕ satisfy Assumption (H3.4), we have
The second inequality is obtained by a change of variable. Thus, the required result (12) follows by applying Gronwall's inequality and the boundedness of the control variables.
Next, let us turn to the continuous dependence result inequality (13) . It is easy to obtain
For the first term of the right side of (15), we can get
Because the coefficient σ does not depend on the control variable, it follows that
Thus, we can group terms and apply Gronwall's inequality to deduce that (13) holds.
4 Maximum principle of the mean-field optimal control problem with delay
Variation of the trajectory
Now we let (u(·), x u (·)) be an optimal solution of Problem 3.1. For the simplicity of notation,
we denote x u (·) by x(·) in the rest of this paper. Given any τ ∈ [0, T) and v(·) ∈ U , let us define the following spike variational control:
where 0 < < δ is sufficiently small and τ + ≤ T. It is obvious that u (t) ∈ U . Let x (·) be the trajectory of system (9) corresponding to u (·). Similarly as above in (14) we will use the short-hand notation Γ u (t) and Θ u (t). We introduce the following linear variational equation:
It is easy to check that the variational equation is a linear MFSDDE and it admits a unique solution q(·) ∈ S 2 (0, T; R). We have the following convergence result.
Lemma 4.1 Suppose (H3) holds. Then there exists C > 0, which is independent of such that
Proof By the Cauchy-Schwartz inequality and B-D-G inequality we have
Since all the derivatives are bounded and the following results:
we can get
Applying Gronwall's inequality, the desired conclusion is obtained.
Lemma 4.2 Suppose (H3) holds, then we have
where C is nonnegative constant and C → 0 when → 0.
We will use the following abbreviated notations:
Λ(t) = t, x(t) + q(t) + λx(t), x(t -δ) + q(t -δ) + λx(t -δ), Eψ x(t) + q(t) + λx(t) , Eψ x(t -δ) + q(t -δ) + λx(t -δ) ,

Ξ (t) = t, x(t) + q(t) + λx(t), x(t -δ) + q(t -δ) + λx(t -δ),
Eϕ x(t) + q(t) + λx(t) , Eϕ x(t -δ) + q(t -δ) + λx(t -δ) ,
Π(t) = t, x(t) + λq(t), x(t -δ) + λq(t -δ),
Eψ x(t) + λq(t) , Eψ x(t -δ) + λq(t -δ) , (t) = t, x(t) + λq(t), x(t -δ) + λq(t -δ),
By a Taylor expansion, we can rewrite Eq. (22) and we should point out that the expansion is more complex than the case without mean-field terms in Chen and Wu [20] . We havẽ
Applying the conditions of b, σ , ψ, ϕ and the definition of u (·), we can easily prove that
Here o( 2 ) denotes the element such that lim →0 o( 2 ) 2 = 0. Also, since all the derivatives are bounded, we can group all above terms to deduce that
Then, by the Grownwall inequality, we can prove Lemma 4.2.
Necessary maximum principle
We will try to derive the necessary conditions of our optimal control problem in this subsection.
Since we have the final state constraint, we first introduce the following Ekeland variational principle in [26] . 
Also we let (u(·), x(·)) be the optimal control and corresponding trajectory of (9)- (10) under the final state constraint (11) . We define a metric d on U by
where I is indicator function and then (U , d) is a completed metric space.
Proposition 4.4 Let us define
J ρ v(·) = J v(·) -J u(·) + ρ 2 + EG x v (T) 2 ,(28)with v(·) ∈ U . x v (·)
is the corresponding trajectory of v(·). Then J ρ (·) is bounded and continuous on U .
Proof By the definition of J(v(·)) and (H3), the bounded of J ρ (·) is obvious. And moreover,
We see that terms within the first part on the right side of (30) are bounded by some constant C. By the continuity of L, Φ and their derivatives are bounded we have
Then, by Lemma 3.2, we can deduce
WhileĴ 2 can be expanded aŝ
Combining (29)- (33), we can derive the continuous property of J ρ (v(·)).
Remark 4.5 One can notice that J ρ (·) is defined on the feasible control set U rather than the admissible control set U ad . It means that we can get rid of the state constraint by the new cost functional.
Now we consider the following free final state optimal control problem:
It is easy to verify that
and
According to Ekeland's variational principle, there exists u
We can get the necessary conditions of u ρ (·) and then take ρ ↓ 0 to derive the proper conditions of u(·).
Applying the "spike variation method", we can construct a u ρ (·) ∈ U for any > 0 as follows:
, otherwise, where 0 < < δ and τ + ≤ T. And then
Let x ρ (·) and x ρ (·) be the solution of state function (9) under the control u ρ (·) and u ρ (·).
Following the variational equation (17), we introduce the following expression for q ρ (·):
Here Γ ρ (t) and Θ ρ (t) are defined similarly to (14) with control variable u ρ (·), i.e.
According to Lemma 4.1 and Lemma 4.2, we have
Using the Taylor expansion we can check
By arguments analogous to the previous one,
Setting (36), we have
i.e.
By the formula of J ρ we have
And
Then we can obtain
Obviously, |α ρ | 2 + |γ ρ | 2 = 1. Therefore there exists a subsequence, still denoted by (α ρ , γ ρ ) such that lim ρ→0 α ρ = α, lim ρ→0 γ ρ = γ in R and |α| 2 + |γ | 2 = 1. Next, we introduce the following adjoint equation: 
Let us assume without loss of generality that
can be written as
By a change of variables, we can obtain
Considering the arbitrariness of τ ∈ [0, T), dividing (52) by and taking → 0 
Let (p(·), k(·)) be the solution of the following equation:
We can check the convergence of (p ρ (·), k ρ (·)) by Theorem 2.2, i.e.,
where (p ρ (·), k ρ (·)) is the solution of the adjoint equation (49).
Consequently, letting ρ → 0 + in (53), we have
We also need to drop the expectation in (57). In fact, (57) holds for all v(·) ∈ U since v(·) is arbitrary. For any v ∈ U and A ∈ F t , we define v(t) = vI A + u(t)IĀ. Then v(·) ∈ U and taking this v(·) into (57), we have
Since A ∈ F t is chosen arbitrarily, it implies that
This will lead to
Let us introduce the following Hamiltonian:
Set 
Remark 4.8 When G(x) = 0, the state constraint will disappear and the results in our paper will degenerate to the case without state constraint.
Application
To conclude this paper, we apply our maximum principle to study a kind of optimal harvesting problem for a mean-field system. The model of our problem comes from Hu, Øk-sendal and Sulem [17] . We modify the model to be a delayed system with continuous harvesting as follows: 
Here x(t) is the density of an unharvested population at time t and v(t) is the harvesting effort and λ 1 , λ 2 > 0 are the given harvesting efficiency coefficients. The performance functional is assumed to be of the form
where K = K(ω) > 0 is F T -measurable, representing the salvage price. Our problem is to minimize above J(v(·)) under the constraint (11) . For simplicity, we assume all the coeffi -dp 0 (t) = {b 1 (t)p 0 (t) + E 
Proof Applying the necessary condition (61) in Theorem 4.7, the control of the form (64) is a candidate of the optimal controls. We also need to prove the optimality of u(t). Suppose x(t) is the trajectory of u(t) and v(t) ∈ U ad with x v (t) being its corresponding trajectory.
Let us denotex(t) = x v (t) -x(t). Applying Itô's formula tox(t)p 0 (t) we have
For the mean-field optimal harvesting problem, we have
H t, v(t) -H t, u(t) dt
Using a change of time variables we conclude that
Thus, Eqs. (66) and (67) lead to
Furthermore, we can get
