Let S be a set of n points in the plane. We study the following problem: Partition S by a line into two subsets S a and S b such that maxff(S a ); f(S b )g is minimal, where f is any monotone function de ned over 2 S . We rst present a solution to the case where the points in S are the vertices of some convex polygon and apply it to some common cases | f(S 0 ) is the perimeter, area, or width of the convex hull of S 0 S | to obtain linear solutions (or O(n log n) solutions if the convex hull of S is not given) to the corresponding problems. This solution is based on an e cient procedure for nding a minimal entry in matrices of some special type, which we believe is of independent interest. For the general case we present a linear space solution which is in some sense output sensitive. It yields solutions to the perimeter and area cases that are never slower and often faster than the best previous solutions.
Introduction
Let S be a set of n points in the plane. We wish to partition S by a line into two subsets S a and S b , such that maxff(S a ); f(S b )g is minimal, where f is some real-valued monotone function that is de ned over the collection of subsets of S. (f is monotone if S 1 S 2 ) f(S 1 ) f(S 2 ), for S 1 ; S 2 S.) The problem of e ciently nding an optimal bipartition in respect to some criterion is the simplest form of the more general k-partition problem, and it has been studied extensively, see e.g. 1, 2, 3, 6, 7, 8, 9, 10, 11, 13] . The problem considered here was studied by Mitchell Here, we rst consider the restricted problem where the points in S are in convex position, i.e., they are the vertices of some convex polygon P. For a portion P 0 of (the boundary of) P whose corresponding set of points is S 0 , we often write f(P 0 ) instead of f(S 0 ). For the restricted problem we present a solution of complexity O(g(n) + n h(n)), where g(n) is the complexity of the preprocessing (if required), and h(n) is the complexity of maintaining the value f(P 0 ) under insertions and deletions of extreme vertices to/from P 0 , where P 0 is a portion of (the boundary of) P. We apply this solution to some common cases, and obtain the following results. (The width case is especially interesting since it is not obvious how to maintain the width of P 0 in constant time per operation.) Theorem 1 Let S be a set of n points in convex position in the plane, and assume that the convex hull of S is known. It is possible to compute an optimal line bipartition of S with respect to the perimeter, area, or width functions in linear time. For the width function, an optimal line bipartition is also an optimal (general) bipartition.
Our solution is based on a procedure for searching for a minimal entry in matrices M of the following kind, which we believe is of independent interest. Let A = (a i;j ); B = (b i;j ) be two m n matrices of real values, such that the rows and columns of A (resp. B) de ne increasing (resp. decreasing) sequences. The corresponding matrix M is a m n matrix M = (m i;j ) where m i;j = maxfa i;j ; b i;j g. If A and B are, for example, discrete representations of two surface patches in 3-D lying above a rectangular region in the plane, then the procedure computes the lowest point lying on the upper envelope of these surfaces.
In 17], Sharir considers this problem for 0-1 matrices A and B. His solution examines O((m + n) log(m + n)) entries of M, while our solution examines only O(m + n) entries.
We now return to the non-restricted problem. Clearly it is enough to consider all the lines passing through a pair of points a; b of S. Every such line l de nes two possible bipartitions (a belongs to the right half plane and b to the left half plane, or vice versa). We present a solution to the non-restricted problem which is sensitive to some value k de ned in Section 5. The problem of establishing tight bounds for k is still open; k is clearly at most quadratic but the authors believe that k is subquadratic. In any case, in practical situations k is almost always linear or nearly linear. (For some very specialized point sets k is larger, but still far from quadratic.) More precisely the complexity of the algorithm is O((n + k)h(n)), where h(n) is typically a polylogarithmic factor. We apply this solution to some common cases, and obtain the following results.
Theorem 2 Let S be a set of n points in the plane. It is possible to compute an optimal line bipartition of S with respect to the perimeter or area functions in O((n+k) log 2 n) time (or in randomized O((n + k) log n) time) and linear space, where k is as above.
Thus, whenever k is less than O(n 2 )= log n (or O(n 2 ) for the randomized version), our algorithm is more e cient than the previous algorithms. (As mentioned, it is possible that k is always less than O(n 2 ); we were unable to prove or disprove this claim. However, in many examples k is clearly less than O(n 2 ).)
The paper is organized as follows. In Section 2 we describe the matrix searching procedure. In Section 3 we present the (general) solution to the restricted problem, that is based on the procedure of Section 2, and in Section 4 we apply the solution of Section 3 to some common functions. The solution to the non-restricted problem is presented in Section 5.
A Matrix Searching Procedure
Let A = (a i;j ); B = (b i;j ) be two m n matrices of real values, such that the rows and columns of A (resp. B) de ne increasing (resp. decreasing) sequences. De ne a third m n matrix M = (m i;j ) by m i;j = maxfa i;j ; b i;j g.
In this section we describe an e cient procedure for nding an entry m k;l of M such that m k;l m i;j ; for 1 i m and 1 j n. The procedure nds such an entry of M after inspecting only O(m + n) entries of M. The sequence of entries that are inspected by the procedure forms a continuous path in M. This latter property is crucial for some of our applications.
We rst observe that for any 1 j n, the j'th column satis es exactly one of the following conditions. a 1;j b 1;j : The \best" entry in this column (i.e., the entry for which the maximum between the a-value and the b-value is minimal) is therefore m 1;j . (Since the sequence a 1;j ; : : : ; a m;j is increasing while the sequence b 1;j ; : : : ; b m;j is decreasing.) We set i j to 0. a m;j b m;j : The best entry in this column is therefore m m;j . We set i j to m. a 1;j < b 1;j and a m;j > b m;j : The best entry in this column is therefore either the entry corresponding to the meeting point of the curves de ned by the sequences a 1;j ; : : : ; a m;j and b 1;j ; : : : ; b m;j , if such an entry exists (i.e., if the meeting point corresponds to a sample point), or one of the two entries adjacent to the meeting point of these curves. We set i j to the index such that m i j ;j = b i j ;j and m i j +1;j = a i j +1;j ; the best entry is thus either m i j ;j or m i j +1;j (see Figure 1 ).
Thus, if we begin our search for the best entry of the j'th column by inspecting some arbitrary entries a i;j , b i;j of the j'th columns, then we can determine easily whether m i;j is the desired entry (possibly by inspecting one of its vertically adjacent entries). If m i;j is not the desired entry, we can immediately say which direction (i.e., upwards or downwards) leads to the desired entry.
We next observe that Lemma 3 i j is decreasing.
Proof. We will prove that i j i j+1 . The claim is trivial if i j = 0 or i j+1 = m. We are now ready to describe the procedure for nding a best entry of M. First compute the best entry m i;1 of the rst column of M, by inspecting the entries of the rst column one by one beginning at the bottom entry and stopping once the best entry is encountered. According to the remark just above Lemma 3 this involves at most one inspection above the best entry. Now we inspect the entry m i;2 and its adjacent entries in the second column. If either m i;2 or m i+1;2 is the best entry of the second column, then we move on to the third column (to m i;3 ). Otherwise, we know by Lemma 3 that the best entry of the second column is above m i;2 , and we search for it (beginning at m i;2 and moving upwards in the second column). We continue in this way until we reach the top entry of the last column. The best entry of M is the best of the column-best entries that were found.
The following theorem summarizes the result of this section. Remark: For our purposes we are only interested in the case where m = n, and, by the theorem above, the desired entry of M can be found in linear time in this case. However, 3 The Solution to the Restricted Problem
In this section we assume that the points in S are the vertices of some convex polygon P.
A pair of distinct points p; q 2 S de ne a line bipartition of S as follows (see Figure 2 ).
Consider a line l passing through a point on (the boundary of) P immediately following p in clockwise direction and a point on P immediately following q. Then l partitions P into two portions and S into two subsets. Denote by P l a (resp. P l b ) the portion of (the boundary of) P lying above (resp. below) l. Denote by S l a (resp. S l b ) the subset of points of S lying above (resp. below) l. Clearly every bipartition of S by a line into two non empty subsets is obtained by a pair of points of S in this way. Thus the total number of such bipartitions is ? n 2 , and we want to nd such a bipartition fS a ; S b g such that maxff(S a ); f(S b )g is minimal, where f is a monotone function de ned over 2 S .
First we observe that if f(P l a ) f(P l b ) for some line l, then any line that cuts P below l de nes a worse partition. Thus the best line bipartition is either de ned by a line crossing l inside P, by l itself, or by a line that cuts P above l. The latter case is treated by the algorithm below by recursively exploring portions of P, and the rst case is treated by searching in an appropriate matrix. We now describe the j-th stage of our algorithm which consists of O(log n) stages. After the j-th stage we are left with a portion P j of P of size (number of vertices) n=2 j , such that the bipartitions that we still need to consider at this point are only those that are de ned by a line that intersect P j at two points.
The j-th stage Let P j?1 be the portion of P that is left after the (j ?1)'th stage (P 0 = P), and assume the vertices of P j?1 in clockwise order are p 1 ; : : : ; p n=2 j?1 . The j-th stage consists of two steps.
Step 1 Thus we can discard all these partitions from further consideration. An analogue argument applies when f(S 2 ) f(S 1 ). As the line l we take one of the two lines intersecting P between the vertices p n=2 j and p n=2 j +1 and at the left or right endpoint of P j?1 . The appropriate values of f for these two lines can be computed in O(n=2 j h(n)) time from the values associated with the partition de ned by l j?1 , where h(n) is the complexity of maintaining the value f(P 0 ), for a portion P 0 of (the boundary of) P, under insertions and deletions of extreme vertices to/from P 0 . Assume that we take the left line as l. Now, if f(S 1 ) f(S 2 ), then we still have to consider all the partitions that are de ned by a line intersecting P 1 j at two points, and if f(S 1 ) < f(S 2 ), then we still have to consider all the partitions that are de ned by a line intersecting P 2 j at two points. In both cases we also have to consider the partitions that are de ned by a line intersecting both P 1 j and P 2 j . In the former case, we set l j to the line l, i.e, the line that is de ned by the endpoints of P 1 j and we set P j to P 1 j , and in the latter case, we set l j to the line which was the alternative choice for l, i.e., the line that is de ned by the endpoints of P 2 j and we set P j to P 2 j .
Step 2
In this step we consider the partitions that are de ned by a line intersecting both P 1 j and P 2 j . Let p 1 ; : : : ; p k be the points in P 1 j in clockwise order, and let q 1 ; : : : ; q k be the points in P 2 j in counterclockwise order (k = n=2 j ). We de ne a k k matrix M = (m i;j ) as follows. Consider the bipartition of S that is de ned by the points p i and q j . The entry m i;j is the maximum between the pair of real values a i;j ; b i;j , where a i;j is the value of f for the subset of the bipartition that has vertices of P that do not belong to P j?1 , and b i;j is the value of f for the second subset. At this point, we would like to use the procedure described in the previous section. For this we need to check that the corresponding matrices A and B have the required properties. Indeed, it is easy to see that the rows and columns of A form increasing sequences while the rows and columns of B form decreasing sequences. For example, if we x i and let j change from 1 to k, then the subset of the bipartition that has vertices of P that do not belong to P j?1 only grows, and thus the value of f only grows. Applying the procedure of the previous section to the matrix M yields the best partition that is de ned by a mixed pair of points. The cost of applying the procedure is O(kh(n)) = O(n=2 j h(n)). Note that we do not need to compute the entire matrix M, we only need to compute O(k) entries as required by the procedure of the previous section. Moreover, the property of the procedure concerning the sequence of entries that is generated allows us to update the values that are computed dynamically, since the partition of the current entry is obtained from the previous one by moving a single extreme point from one of the sets to the other.
Thus at the end of this stage we are left with the set P j whose size is only n=2 j . The total running time of the j-th stage is O(n=2 j h(n)), and thus the total running time of the solution is O(g(n)+n h(n)). The term g(n) is the cost of the preprocessing that is required for the dynamic updates.
The following theorem summarizes the result of this section.
Theorem 5 Let S be a set of n points in the plane, and assume that the points in S are the vertices of some convex polygon P. Let f be some monotone function that is de ned over the collection of subsets of S. A line bipartition for which the maximal value (between the two corresponding values of f) is minimal can be computed in O(g(n)+n h(n)), where g(n) is the cost of the preprocessing that is required, and h(n) is the complexity of maintaining the value f(P 0 ) under insertions and deletions of extreme vertices to/from P 0 , where P 0 is a portion of (the boundary of) P.
Some Common Cases
In this section we show how the convex hull can be maintained in total time that is linear in n, for the sequence of insertions and deletions. Perimeter, area, and width can be maintained within the same time bound.
Let P = fp 1 : : : p k ; q k ; : : : q 1 g be a convex polygon and P i;j = fp 1 : : : p i ; q j ; : : : q 1 g be a subset of P. During the algorithm of the previous section, P i;j can be transformed into P i+1;j (by insertion of p i+1 ) or into P i;j?1 (by deletion of q j ). Both operations are straightforward and the area and perimeter can be easily updated, since the transformation consists of adding or removing a single triangle to P i;j . The maintenance of the width requires some additional e ort. The width is de ned by antipodal pairs 15], thus to update the width it is enough to examine the new antipodal pairs. We de ne p 0 as the rst antipodal point of p i turning clockwise around P beginning at p i , q 0 the last antipodal point of q j , and r 0 the point antipodal to the line segment p i ; q j Figure 4) . In polygon P i;j the vertices antipodal to p i are the ones on the chain from p 0 to r 0 , and the vertices antipodal to q j are on the chain from r 0 to q 0 . Now, we just have to notice that if p i+1 is inserted q 0 and r 0 are also moving clockwise, and if p j is deleted p 0 and r 0 are moving clockwise. Thus during any insertion-deletion sequence going from P 1;k to P k;1 the total number of antipodal pairs considered is linear. We thus obtain the rst theorem stated in the Introduction.
Theorem 1 Let S be a set of n points in convex position in the plane, and assume that the convex hull of S is known. It is possible to compute an optimal line bipartition of S with respect to the perimeter, area, or width functions in linear time. For the width function, an optimal line bipartition is also an optimal (general) bipartition.
Remark: It is easy to see that the theorem above also holds for the diameter function, and that an optimal line bipartition in this case is also an optimal (general) bipartition. Thus we obtain an alternative solution, with the same bounds, to the one given by Asano et al. 2] for the problem of computing an optimal bipartition of S as above with respect to the diameter function. Asano et al. also solve this problem for an arbitrary set of points in O(n log n) time.
The Solution to the Non-Restricted Problem
In this section, we remove the assumption that the points of S are in convex position. Nevertheless, there exists some similarity between this part of the paper and the previous part; here too we will search in some matrix whose rows are bitonic ( rst decreasing and then increasing). It is clear that any line bipartition can also be de ned by a line passing through a pair of points of S, so we may restrict ourselves to the set of such lines. However, we prefer to search in a larger set of lines consisting of the lines that pass through a point of S and are parallel to a line that passes through two points of S.
Denote by N = ? n 2 the number of pairs of points of S, and let 1 < 2 < : : : < N be the slopes de ned by these pairs. For a xed slope i , denote by i the permutation of the points of S corresponding to the direction i ? 2 , that is, a line of slope i sweeping S from left to right will rst encounter p i (1) and then p i (2) ; p i (3) : : : p i (n) . Finally, denote by l i;j the line of slope i passing through point p i (j) , and by m i;j the maximum between the two values of f for the bipartition de ned by l i;j (see Figure 5 ). (l i;0 is to the left of S, and p i (j) is considered a member of the left subset.)
We will now examine some properties of the N (n + 1) matrix M = (m i;j ).
1. Line i of M is bitonic. When the line of direction i sweeps S, it splits S into a subset S 1 which is decreasing from S to ; and a subset S 2 which is increasing from ; to S.
Thus m i;j = max(f(S 1 ); f(S 2 )), j = 0; : : : ; n, is bitonic. 2. The di erence between i and i+1 is small. More precisely, i+1 is obtained from i by a single swap, that is applied to a pair of adjacent elements in i (the pair of elements de ning the slope i+1 ). 3. If the best partition of row i is de ned by l i;j , and p i (j 0 ) = p i+1 (j 0 ) for j 0 = j and j 0 = j +1 (i.e., the swap that is applied to i does not involve the j-th or the (j +1)-th point), then the best partition of row i + 1 is de ned by l i+1;j .
The reason is fairly simple. If the swap does not involve one of these points, then m i;j 0 = m i+1;j 0 for j 0 2 fj?1; j; j+1g, since the corresponding partitions are identical.
Thus m i+1;j is also the minimal value of the bitonic sequence of row i + 1.
4. If the best partition of row i is de ned by l i;j , and p i (j 0 ) 6 = p i+1 (j 0 ) for j 0 = j or j 0 = j + 1, then the best partition of row i + 1 is de ned by a line l i+1;j 0. where j ? 2 j 0 j + 2.
Assume that p i+1 (j) = p i (j?1) and p i+1 (j?1) = p i (j) , then the only di erence between row i and row i + 1 is in the (j ? 1)-th column. We know that the sequence m i+1;0 ; : : : ; m i+1;j?2 is decreasing, and that the sequence m i+1;j ; : : : ; m i+1;n is increasing. Thus the minimal value of the bitonic sequence of row i + 1 is m i+1;j?2 , m i+1;j?1 , or m i+1;j .
We will show how to locate the minimal value of the (implicit) matrix M in an e cient way. The idea here is to jump directly from row i whose optimal value corresponds to a partition by line l i;j , to the next row i 0 , i 0 > i, where a swap involving p i (j) or p i (j+1) occurs. In other words, if the optimal value of the i-th row is in the j-th column, we would like to jump directly to the rst row i 0 whose optimal value may change. We denote by k the number of such jumps in the algorithm.
We rst x the notation (see Figure 6 ). Assume that for some row i the optimal bipartition splits S into S 1 and S 2 with S 2 = fp i (1) : : : p i (j 0 ) g. 1 is the slope of the edge following p j 0 +1 on (the convex hull) of S 1 , 2 is the slope of the edge preceding p j 0 on S 2 , and t is the slope of the common tangent of S 1 and S 2 whose slope is greater than i . Clearly, the next slope for which the swap involves either p j 0 or p j 0 +1 is de ned by one of these three orientations. 1 corresponds to the swap of p j 0 +1 and p j 0 +2 , 2 corresponds to the swap of p j 0 and p j 0 ?1 , and t corresponds to the swap of p j 0 and p j 0 +1 . Thus the next relevant slope and the next row in the matrix that we need to examine, is row i 0 such that i 0 = minf 1 ; 2 ; t g.
Thus we can compute the minimal entry of M using an incremental algorithm that computes at the i-th row the slopes 2 ; t ; 1 , and then, depending on whether 2 , t , or 1 is minimal, computes m i 0 ;j for j respectively in j 0 ?2; j 0 ], j 0 ?1; j 0 +1] or j 0 ; j 0 +2]. These three values correspond to bipartitions that are obtained from the optimal bipartition of row i by adding and deleting a constant number of points. Finally, the minimal value of row i 0 is the minimal value of the three.
The complexity of the algorithm clearly depends on k, but unfortunately no tight bound for k has been established. However, notice that (i) N = O(n 2 ) is a trivial upper bound for k, and therefore the proved complexity of our algorithm is similar to the best previous results, and (ii) in many examples k is usually much smaller. Indeed, in a dual setting (where points are replaced by lines and vice-versa), the line separating between S 1 and S 2 maps into a point belonging to a monotone path in an arrangement of lines. k is the number of arrangement vertices traversed by this monotone path, and for many arrangements of lines the longest monotone path (in this sense) is much smaller than the entire arrangement. Thus the sensitivity to k of the algorithm is a real advantage, except maybe for some very special cases. The following theorem summarizes the result of this section.
Theorem 6 Let S be a set of n points in the plane and let f be some monotone function that is de ned over the collection of subsets of S. A line bipartition for which the maximal value (between the two corresponding values of f) is minimal can be computed in O((n + k)h(n)), where h(n) is the complexity of maintaining the convex hull of S 0 and the value f(S 0 ), where S 0 is a subset of S, under insertions and deletions to/from S 0 , and of some basic queries concerning the convex hulls of the two sets consisting of the current partition, and k = O(n 2 ) is as above.
Perimeter and area cases
If f(S 0 ) is the perimeter or the area of the convex hull of S 0 , then the basic problem is the maintenance of the convex hull under insertions and deletions. After the convex hull has been updated, it is easy to update f. The convex hull can be maintained dynamically in O(log 2 n) time 14, 15] or in randomized O(log n) time 4] per operation. Both methods allow the maintenance of the perimeter and the area in logarithmic time, and also the common tangents of the two convex polygons can be computed in logarithmic time. We thus obtain the second theorem stated in the Introduction.
