Background: Given the high technical reproducibility and orders of magnitude greater resolution than microarrays, next-generation sequencing of mRNA (RNA-Seq) is quickly becoming the de facto standard for measuring levels of gene expression in biological experiments. Two important questions must be taken into consideration when designing a particular experiment, namely, 1) how deep does one need to sequence? and, 2) how many biological replicates are necessary to observe a significant change in expression?
1. INTRODUCTION P rogress in mRNA sequencing is rapidly advancing our understanding of gene expression far beyond that of conventional microarray analysis. As RNA-Seq rapidly develops and costs continue to decrease, more samples will continue to be sequenced and experiments performed, rather than run on a standard microarray.
A key difference from microarray expression measurement is that sequencing is a digital counting process, and the total amount of sequence can vary significantly both between runs and between genes within a given run, with some genes being invisible (0 counts) in a given run, whereas microarrays always have a fixed number of fluorescent probes and therefore have a constant amount of data per run (a given probe can saturate or fall to background level, however). Therefore, the amount of information in a sequencing run can change between experiments, and is a critical variation that needs to be accounted for in sample size estimates.
Recent studies have attempted to estimate the appropriate depth of RNA-Sequencing for measurements to be technically precise. Toung et al. (2011) pooled reads from 20 B-cell samples to create a dataset of 879 million reads. They concluded that only 6% of genes are within 10% of their true expression level when 100 million reads are sequenced, but the percentage of genes jumped to 72% when five-fold more reads are sequenced. In contrast, Wang et al. (2011) suggested that only 30 million reads are necessary to quantify gene expression in chicken lungs, and that 10 million reads could reliably estimate the level of expression of 80% of genes. This broad range of estimates, and the consequences for planning experiments, provides an attractive research opportunity to clarify the influence of variability.
To capture the influence of both biological and technical variability we base our calculations on a negative binomial (NB) distribution, since it accounts for both aspects. The NB model is also well suited to model count data such as RNA-Seq (Verbeke, 2001) , and is used by several differential expression measurement methods including edgeR and DESeq (Anders and Huber, 2010; Oberg and others, 2012; Robinson and others, 2010) . We derive an explicit sample size formula which includes both sequence based counting (i.e., Poisson) error and biological variability, while avoiding the rapidly diminishing returns (and expense) of over-increasing sequencing depth. To better understand important components of the formula and of a study's resultant statistical power, we used a collection of 12 human and 2 model organism experiments.
IMPLEMENTATION
There are two ways to use the formula described below, depending on the user's skill set. For most investigators, we provide a simple Excel sheet that allows users to ask one of two questions: How many samples do I need per group? and How small of fold change can I detect given a fixed number of samples? (Supplementary Data; supplementary material is available online at www.liebertpub.com/cmb). This type of analysis should yield a rough idea sufficient for grant preparations. For complex queries and advanced usage, we have also provided an R package available via Bioconductor (http://bioconductor.org/packages/ release/bioc/html/RNASeqPower.html).
RESULTS
Our basic formulas for the required number of samples per group is:
The parameters f and b are size and power of the test; z the corresponding cut points, and D the testing target. These three parameters will be fixed across genes or a given study, and are often dictated by external requirements. Typical values might be D = 1.5 (a.k.a fold change), corresponding to detection of a 50% change in gene expression between the two groups; z 1 -0:05 2 = 1:96, corresponding to a two sided test at f = 0.05; and z b = 1.28 corresponding to 90% power. The other two variables will be gene and experiment dependent: the depth of coverage l of the gene, and the coefficient of variation r in this gene between biological replicates. (Note: throughout this article, we refer to depth and coverage interchangeably-both meaning how many reads are assigned to a particular gene) The technical variation of the comparison is inversely proportional to the number of sequenced reads for the gene and therefore decreases with sequencing depth. The biological variation is a property of the particular gene/model system/condition under study. One would expect it to be smaller for uniform systems such as cell culture and/or products that are under tight regulatory control, and larger for less uniform replicates such as human subject samples.
Rate of sequencing
To understand possible variation in depth of coverage between genes in the context of an mRNA experiment, we first empirically examined the relationship between the overall sequencing depth of an experiment and individual gene coverage (i.e. number of reads mapped to the gene). Table 1 provides a summary of 12 human and 2 model organism data sets. Each line represents a set of biological replicates that were subjected to the same experimental conditions, and lists the average sequencing depth for the set, the percent mapping to a pre-specified list of 21,214 genes, followed by the distribution of coverage for individual genes. The rate of sequencing for a gene is simply the number of times a DNA element derived from that gene is actually sequenced in a given experiment divided by the number of reads (in millions). As shown in Figure 1 , the number of undetected genes is relatively constant across our data at 1%-2%; 216 genes were not found in any of the samples. The majority of the detected genes were sequenced at a rate of 0.1 to 100 counts per million mapped reads. Genes with counts below 0.1 per million reads sequenced represented 6%-5% of the annotated genes. Genes with a frequency less than 0.01 per million reads could only be detected in the most deeply sequenced samples, and represented less than 4% of all mapped reads. Overall, 85%-96% of all annotated genes were sequenced at a rate of 0.1 reads per million or greater, regardless of the biospecimen or depth. In other words, a sequencing depth of 10 million reads will ensure that approximately 90% of all genes will be covered by at least 10 reads.
We also looked at a model organism to ensure that the expression profile assumptions we made are not specific to humans. Expression data from the zebrafish show a shorter left-hand tail, possibly due to as yet undiscovered genes in this animal model. This hypothesis is supported by the larger number of unmapped reads observed (approx. 20%) compared to human (approx. 5%).
Estimation of the biological variation
For each gene in each data set of Table 1 with average counts of at least 5, we estimated the coefficient of variation (CV) in expression across samples in the data set using a negative binomial model (edgeR). 
Biological variation versus technical variation
Technical variation is inversely correlated to the coverage of a gene (1/l), which in turn is related to the depth of sequencing and the level of expression of that gene in the sample. In contrast, biological variation is a gene-specific constant depending upon the type of biospecimen studied. The global variance is defined as the sum of the technical and biological variance (1/m + s).
One way to decrease the technical variation is to increase sequencing depth. However, the impact of sequencing depth on the global variance of the experiment is limited by the amplitude of the biological variation. Consider a gene experiment with s = 1 and sequencing depths of 1, 5, 10, and 100; the relevant multiplier in the sample size calculation is (1 + 1), (1/5 + 1), (1/10 + 1), and (1/100 + 1), respectively. Once technical variation becomes 1/10 the biological variation, any gain in precision through increased depth will be negligible, and even the step from 5 to 10 is minor. Figure 3 demonstrates the required sample size needed to detect a two-fold difference in expression with 80% power at alpha = 0.01 for three different CV values and a range of sequencing depths. These results reveal that gains are minimal for depths greater than 10.
If we assume that further gain in technical variation is not worthwhile once it is at least 5 times lower than the biological variation, then for a gene with biological variation of s = 0.7 and detection rate of 0.1 read per million the technical variation threshold is l = 5 1 r = 7 reads. To get 90% of genes sequenced at least 7 times, 7*0.1 = 70 million mapped reads is sufficient to provide optimal sequencing depth. Any further gains in study power require an increase in the number of biological samples. In the case of the zebrafish where r 90 is closer to 0.2, performance improves up to a depth of l = 5 1 r = 25. Looking at Table 1 , a depth of 25 million would suffice for 89% of the genes and 200 million would be sufficient for nearly all.
FIG. 3.
Sample size estimates for identifying a two-fold change vary by CV, not coverage. The y-axis is the sample size needed to detect a two-fold difference in expression with 80% power, and 5% type 1 error, given at alpha = 0.01 for three different biological CV's and sequencing depths.
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Gene populations
Our sample size formula describes the behavior of the study for any single gene. We can extend this to predict the result profile for the collection of all genes in an experiment. To illustrate this point, we looked at the data for PBMC A and B, the two largest experiments. Figure 4A shows the overall distribution of fold change. The calculation is restricted to the 15,980 genes that had at least one count in each of the 40 samples, as fold change estimates will be imprecise when zeros are present. Overlaid on the plot is the power curve for n = 20 per group, coverage of 100, s = 0.32 (60th percentile of observed) and a = 0.001. Genes with a fold change of 3 or greater have near certainty of detection, with lesser sensitivity for smaller changes. The total Figure 4B shows the distribution of all fold changes that were significant at 0.01, along with our prediction as a dashed line. The peak is for genes at about 1.5 fold changes. A more nuanced prediction would also have accounted for the differences in CV from gene to gene, though our model appears sufficient. Collections of ''significant'' genes, however, will be weighted towards the lower end of the fold change distribution since many are present in this region.
FIG. 4.
Distribution of observed fold changes between two groups of n subjects, along with the power curve for n = 20, CV = 0.32, and f = 0.05 for detecting a two-fold change (top). The observed distribution of fold change among genes that were significant at p < 0.05. The dashed line is the predicted distribution (bottom).
DISCUSSION
In this study, we have taken advantage of the properties of the NB distribution to determine the optimal statistical experimental design for RNA-Seq studies. Unlike previous studies, we took advantage of a large number of samples from diverse sources and conditions to get precise estimates of biological variability. Using the information gleaned from altering n and knowing the true CV of biological samples, we were able to successfully predict the effect of adding more sequencing depth or biological replicates on calling differential expressed genes.
We have also derived a sample size formula for RNA-Seq that highlights the important relationship between technical and biological variability. More importantly, we have been able to use a collection of studies from a wide variety of conditions to quantify the expected amount of biological variability in a study. This will allow investigators to intelligently choose sample size and depth values for sequencing studies.
Our results are in general agreement with Wang et al. (2011) that 30-40 million reads is sufficient to be technically precise in measuring gene expression for most genes, which is not surprising given the methods used. We and Wang et al. (2011) used raw count data, rather than the ''fragments per kilobase of exon model per million mapped reads'' (FPKM) normalized data as implemented in the Cufflinks software others, 2010, 2012) . The mathematical derivations necessary for sample size computation depend on using a valid model for the count data, a task that is tractable for the raw count data but would be much more difficult after the per-isoform scaling of FPKM. Our work is directly applicable to differential expression models that work on the raw count scale such as edgeR and DESeq. Nevertheless, the results should also apply, at least approximately, to the rescaled data. Using the FPKM method, the expression level for a gene is the sum of the FPKM values of its isoforms. Because the accuracy of gene-level expression is reliant on transcript level estimation, any error in accurately quantitating transcripts will also propagate to genes. Clearly, there are additional factors influencing technical precision of FPKM calculations that are not apparent when working with raw gene counts. Using non-normalized values of gene counts is also more intuitive. Normalization by gene length removes information about the original count value and decreases power to detect many genes (Oshlack and Wakefield, 2009 ). Many alternative normalization strategies have been proposed (Oshlack and others, 2010) , but there is no consensus as of yet for the most optimal normalization strategy. Therefore, we support the notion that raw read counts are the preferred starting point for differential expression analysis.
Finally, we provide tools to help investigators optimally design RNA-Seq experiments: an R package ''RNASeqPower'' and an Excel spread sheet. Users can modify parameters such as Type I error rate, power, desired fold change, CV, and sequencing depth to see how the interaction of those parameters will affect final results. Taken together, we believe that the results presented herein will offer important insights into the design of appropriately powered RNA-Seq expression experiments, while minimizing the need for oversequencing. This should reduce costs while maintaining study power.
DERIVATION
The formal derivation of sample size is based on representing the problem as a generalized linear model (GAM). We then work through the algebraic steps found in Chapters 2.2 and 2.5 of McCullagh and Nelder (1989) , the classic text on this subject. The notation of this section intentionally mimics the notation used in said reference. This includes the mean parameter m, linear predictor Z, variance function V, and the link function g. For most studies, the final analysis will focus on relative changes in the counts (e.g., ''group 2 has 55% greater expression of the gene than group 1''). This implies using the logarithm as our link function g. Per other authors, we assume a negative binomial form for the variance V. If y ij is the read count for gene i from sample j and d j is the total reads for that sample this leads to
The parameter r is the biological CV for the gene within each group.
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Using Equation 2.12, we can write the GLM algorithm as an iteratively reweighted least squared computation with weights of w
. With the usual starting estimatesû ij = y ij a one-step update is equivalent to a score test and can be used to estimate sample size and power. Assuming a sample size of n subjects in each group and sufficient sequencing depth to give an expected count of l, the variance matrix X'WX is diagonal with elements n i w i , the adjusted dependent variable is z ij = log( y ij d j ) and the one-step estimate of e i is a weighted mean
. The score test is a ratio whose numerator is e i -e 2i (a.k.a. D), an estimate of the log-difference in expression of a gene between the two groups, and whose denominator is
Then the statistical properties of the test satisfy the formula
where D is ratio of expression levels (a.k.a., fold change), l 1 and l 2 are the average expected count in the two samples, and r 1 , r 2 are the coefficients of variation (i.e., biological variation) for samples from each population. The term 1 -a 2 corrects the type 1 error for a two-sided test. A formal sample size calculation for comparison of two groups will then involve five factors 1. The depth of sequencing and consequent expected count l for a given transcript; 2. The coefficient of variation of counts within each of the two groups, r 1 and r 2 ; 3. The size of difference (fold-change) that we wish to detect D; 4. The target false positive rate a and false negative rate (or power); 5. The number of samples in each group n 1 and n 2 .
If both samples are to be sequenced at the same depth and we assume that the CV (r) is the same in both populations, then Equation 1 can be used to give the number of samples per group. As an example, assuming the usual false positive rate of 0.05 (two-sided), and power of 90% then z 1-a/2 + z b = 1.96 + 1.28 with an average of 20 sequence reads aligning to the gene, and within group variance r of 0.6, in order to target a two-fold change (log(2) = 0.69), then 18 samples per group are needed. 
DATASETS
We collected 12 datasets of human tissue and cell lines and an additional 2 datasets of zebrafish samples. Each datasets corresponds to another condition (treated, untreated) or disease state and therefore considered as biologically different.
Data sets are summarized in Table I .
READ ALIGNMENT AND MAPPING
The reads from Illumina were aligned to the human genome build 37.1 using TopHat(1.3.3) (Trapnell and others, 2009) and Bowtie (0.12.7) (Langmead and others, 2009). HTSeq (0.5.3p3) [http://www-huber .embl.de/users/anders/HTSeq/doc/overview.html] was used to perform gene counting.
