In the companion paper, [Appl. Opt. 46, 5853 (2007)] a highly accurate white light interference model was developed from just a few key parameters characterized in terms of various moments of the source and instrument transmission function. We develop and implement the end-to-end process of calibrating these moment parameters together with the differential dispersion of the instrument and applying them to the algorithms developed in the companion paper. The calibration procedure developed herein is based on first obtaining the standard monochromatic parameters at the pixel level: wavenumber, phase, intensity, and visibility parameters via a nonlinear least-squares procedure that exploits the structure of the model. The pixel level parameters are then combined to obtain the required "global" moment and dispersion parameters. The process is applied to both simulated scenarios of astrometric observations and to data from the microarcsecond metrology testbed (MAM), an interferometer testbed that has played a prominent role in the development of this technology.
Introduction
Precision white-light interferometry is a linchpin technology for ambitious stellar astrometry applications. The Space Interferometry Mission (SIM) Planet Quest mission is a main driver for this technology development with broadband path length delay measurement error requirements of a few tens of picometers [1, 2] . These objectives have already been met in the microarcsecond metrology testbed (MAM) using a relatively narrowband signal [3, 4] . Extending this performance to broadband applications requires a substantial modification of the existing monochromatic algorithms. The companion paper [5] developed a concise broadband modeling scheme that extends monochromatic models by introducing just a few key parameters.
The key parameters that emerge in this model are all related to the first few moments of the combined source spectral energy distribution and instrument transmission function. The first moment, which is the weighted mean wavenumber across the passband, is the monochromatic approximation. The higher order moments capture the fringe envelope effects and small phase distortions. In addition, a few parameters characterizing the instrument differential dispersion are also incorporated into this model. Because the estimation algorithm developed in the companion paper is to first order insensitive with respect to first moment error, the accuracy with which this parameter needs to be characterized is relaxed relative to the conventional monochromatic algorithms (e.g., least squares). And since the higher order moments are small corrections to the monochromatic model, they also do not require extremely accurate characterization.
This paper develops and implements the end-toend process of calibrating these parameters and applying them to the algorithms developed in the companion paper [5] . The process is applied to both simulated astrometric observations and to data from the MAM testbed, which has played a prominent role in the development of the SIM technology program [3, 4] .
The missing component in this process is the calibration step to estimate the moment parameters and the instrument differential dispersion. The calibra-tion procedure developed herein is based on first obtaining the standard monochromatic parameters at the pixel level: wavenumber, phase, intensity, and visibility parameters, and then combining them to obtain the "global" moment and dispersion parameters at the spectral channel level, which is obtained by binning the pixels.
A nonlinear least-squares problem is posed to estimate the pixel level parameters. The monochromatic fringe model is linear in the complex visibility and nonlinear only in the wavenumber. This splitting of the parameters can be exploited to reduce the nonlinear estimation of the wavenumber parameter to a simple well-behaved scalar problem. Once the wavenumber estimate is obtained, which is actually the estimate of the weighted mean wavenumber within the pixel (the precise quantity that is sought) the other parameters are estimated with standard monochromatic phase shifting interferometry (PSI) techniques (e.g., least squares).
Alternative methods for pixel level calibration have been investigated based on taking the Fourier transform of the response function [6] . The principal disadvantages to the transform approach stem from the usual difficulties associated with a finite data record, e.g., the resolution depends on the stroke length; the resulting smearing of peaks makes it difficult to determine maxima, the need to interpolate the transformed data, etc. Moreover, accommodations in the transform need to be made for imperfections in the mechanical modulation of the fringe. We remark that a number of hybrid transform methods have been developed for broadband applications to address these issues [7] [8] [9] [10] . For our application we have the luxury of stitching together the readily attainable information gathered at the pixel level.
In principle, the procedure developed here is immune to the difficulties discussed earlier. However a sensitivity analysis of the nonlinear approach shows that the wavenumber parameter variance decreases quadratically with the stroke length for a fixed number of photoelectrons. Thus there is a significant SNR advantage for using a longer stroke. The other parameters are shown to be independent of the stroke length. The errors associated with the monochromatic model of the single pixel response are also investigated. Because the diffraction and charge diffusion effects broaden a pixel's spectral response and thus narrow the coherence envelope, the monochromatic model breaks down for large group delays, which are associated with using long stroke data. Even at the pixel level, neglecting the coherence envelope effect can lead to errors in some of the parameters deleterious at the SIM's required level of performance. To remedy this situation, a modification to the nonlinear least-squares problem is introduced to remove the coherence envelope effect in the data via a projection operator that annihilates most of the signal contributed by the envelope function.
With the end-to-end procedure in place, a number of simulation and experimental studies were performed. The initial study concerned just the wavenumber calibration procedure. The method was applied to laser interference fringe data from the MAM testbed. The estimated wavelength agreed to within 10 pm of the independently calibrated value. Moreover the observed sensitivity of the error conformed to our analysis of sensitivity to stroke length. End-to-end studies were also conducted on testbed data. Notably it was shown that the broadband algorithms are capable of tracking 100 nm path length delay changes to 50 pm accuracy. A monochromatic algorithm applied to the same data led to errors larger than 1 nm. An important mode for SIM astrometric observation requires "chopping" between stars of a different stellar type. The MAM testbed is not suitable for testing this mode of observing, so to characterize the calibration and fringe estimation procedure a number of simulation studies were conducted using the Star Light Model (SLIM) white-light simulation tool [11] . A new facility is currently being built for this purpose.
Overview of White-Light Modeling
In this section, we will briefly review the channeled spectrum approach to white-light fringe estimation developed in the companion paper [5] with particular attention to the model parameter assumptions that were made. A main focus of the present paper is the development of calibration methods that are particularly suited to the overall approach. This is in contrast to the fringe estimation process that simultaneously solves for delay and instrument͞source spectral parameters [12] .
The paradigm for calibrating the modeling parameters and applying them to the algorithms is shown in Fig. 1 . We first use a least-squares calibration algorithm to estimate the pixel fringe parameters, namely, the intensity, visibility, wavenumber, and phase for each pixel based on the measured pixel fringe data. Next we compute the moments of the combined source and instrument transmission function and dispersion parameters required by the white-light algorithms for the spectral channels used in the observation using the calibrated pixel intensities, visibilities, wavenumbers, and phases from the previous step. Finally, with the moments and dispersion parameters computed for the spectral channels used, we apply the white-light algorithms developed in [5] to obtain the optical path difference (OPD) from the observation data. Figure 2 shows a schematic of a stellar interferometer. Star light enters the interferometer via the two siderostats, which articulate to steer the light from the star into the interferometer. An imbalance in the internal delay, adjustable by moving a retroreflector in the optical path of one arm, compensates for the imbalance in the external delay; the total delay, then, is balanced. After traveling through the two arms of the interferometer the star light recombines at the beam combiner. A prism spectrally disperses the interference fringes formed by this recombination onto an array of detectors, typically a charge-coupled device (CCD). The angular distance between two stars is inferred from the change in internal delay needed to rebalance the total delay when switching from one star to the other.
Let I͑k͒ denote the dc intensity as a function of wavenumber k, let V͑k͒ denote the frequency dependent visibility, and let ͑k͒ be the instrument dependent differential dispersion function. The differential dispersion function arises because of glass mismatches between the two arms of the interferometer, coatings on beam splitters͞combiners, etc. Over a single channel the general interference model that is adopted for the observed intensity Y͑x͒ as a function of the vacuum path length difference x in the two arms of the interferometer is
where ͓k Ϫ , k ϩ ͔ is the passband of the channel. In this model, I and V are generally functions of both the source and the instrument while may be treated as only a function of the instrument. This latter statement requires that either the source is unpolarized or the optical design of the interferometer renders it insensitive to polarization states of the source. The current design of the SIM instrument achieves this objective by using polarizing beam splitters and an optical design that minimizes the mixing between the two polarization states. The polarizing beams splitters separate the detection of fringes of different polarization states and thus effectively "split" the interferometer into two interferometers measuring fringes generated by the photons corresponding to the two polarization states. Furthermore, to have independent of the source, the source should have negligible phases in its complex visibilities by the van Cittert-Zernike theorem [13] (e.g., either be unresolved by the interferometer or symmetric).
In the companion paper [5] , a quasi-monochromatic equivalent to Eq. (1) is produced, which will be the departure point for our investigation. We first need a few definitions and notations. Define
and note that p͑k͒ is a density function. The central moments of p͑k͒ are defined as
where k denotes the weighted mean wavenumber:
The differential dispersion function is written as a sum of an affine part and its nonlinear residual:
This enables a quasi-monochromatic model equivalent to Eq. (1), which can be further reduced to simple parameterizations based on restricting the magnitude of the residual dispersion and the group delay. The two particular reduced models that are studied in this paper are the "second moment" and "fourth moment" models, which are generally valid for describing the interference over group delays on the order of 1 m (as used in modulation methods to identify the phase of the signal). The fourth moment model has been shown to be sufficiently accurate for picometer class OPD estimation when the full passband is divided into four spectral channels, while eight channels are necessary for the second moment model [5] . The second moment model is defined as 
and the fourth moment model is
where u ϭ x ϩ a 1 is the group delay and ␦ is defined as
The validity of these approximations are discussed in the companion paper [5] .
Calibration
The basic strategy for calibrating the parameters required in the fringe estimation models above is to first characterize the system at the "pixel" level. Specifically the mean wavenumber, dispersion term, throughput, and visibility are calibrated for each pixel using a calibration source. In some instances the calibration source and the observed object are the same, and in other scenarios they are different. The models in Eqs. (6) and (7) are then assembled at the spectral channel level (which may bin as many as 20 pixels or as few as 5). In the case that the calibration and observed object are the same, the calibration derived parameters may be used directly. When the two objects are not the same, the calibration parameters must be combined with a priori spectral information of the target to produce the models. In these cases a blackbody characterization of the target will be shown to be sufficient. The SIM spectrometer consists of 80 spectral channels with images illuminating a 1 ϫ 5 array of pixels for each of the spectral channels. The charge from the five pixels is accumulated for the readout. In an abuse of language, from now on, we will exclusively refer to the readout of this single channel as a pixel. The actual pixel on CCD will be referred as a "physical pixel." At the pixel level we are also concerned with charge diffusion, diffraction effects, QE of the detector, etc. Thus although adjacent pixels are physically separated, they overlap in terms of their spectral response. Following Lawson [14] the adopted jthpixel model response is (9) where I j is the intensity, a rapidly decreasing function about its peak that includes diffraction and charge diffusion effects. Nominally, the SIM requires that 90% of the energy at a given wavelength be captured in a 3 ϫ 3 array of physical pixels. In the case of no charge diffusion and infinitesimal diffraction spots, I j would correspond to a strictly rectangular bandpass that has a cutoff at the pixel boundary. For SIM optics an example of adjacent fringe responses is shown in Fig. 3 using the white-light modeling tool SLIM, which is discussed in more detail in Section 4.
A. Calibration at the Pixel Level
We assume that Eq. (9) may be approximated either by a purely monochromatic or at most a second moment model to correctly capture the response as the fringe of a single pixel is modulated. The correctness of these models depends on the stroke length used in the estimation of the parameters. We will begin with the calibration of a monochromatic model. In Subsection 3.C, a sensitivity analysis of the calibration will be conducted. Subsection 3.D will present a strategy for removing errors due to violating the monochromatic assumption when a long stroke modulation is used.
The basic monochromatic interferometric intensity model is
Here y is the N vector of observed intensities, is a noise vector (photon statistics, read noise), X is the state vector, and A is the matrix relating the state to the observed intensities. The vector X has components, where I is the dc intensity, V is the visibility, k is the wavenumber, d is the delay, is a dispersion term, and A is an N ϫ 3 matrix:
In the system here y is observed and the u i 's are the introduced delay modulations that are assumed to be accurately measured. This model holds for phase stepping or triangular͞sawtooth modulation waveforms. All of the other variables in the system are unknown. The initial objective of the calibration is to determine k from the observation vector y. The nonlinear least-squares problem associated with determining k is
Once k and X are determined, the variables Ī, V , and k d ϩ can be obtained from X via the inverse of the transformation in Eq. (11). We emphasize that all of these variables are in fact the weighted variables as defined in Eqs. (2)- (4) relative to the system that includes the source and instrument contributions.
Observe that this problem is nonlinear in the scalar variable k and is linear in the vector X. Least-squares problems of this type can be reduced to a scalar optimization problem in the variable k. Heuristically the argument goes like this: If k 0 ϭ k is optimal and A͑k 0 ͒ has full rank, then the optimal X solves the linear least-squares problem here with k ϭ k 0 and is thus determined as
where matrix A͑k 0 ͒ † is the pseudoinverse [15] of A͑k 0 ͒. Hence the full nonlinear least-squares problem is equivalent to first solving the scalar problem,
and then invoking the linear solution. This heuristic argument is easily made rigorous [16] . For our purposes a great deal has been accomplished since the nonlinear scalar problem is very tractable. An efficient implementation for solving Eq. (15) is now presented. First recognize that A͑k͒A͑k͒ † is the orthogonal projection onto the range of A͑k͒. Denoting this projection as P͑k͒, we see that |y Ϫ P͑k͒y| , and the optimization problem that needs to be solved is simply
(16)
Q͑k͒ will be a very smooth (analytic) function so long as A has constant rank, and consequently should be very well behaved and amenable to any number of one-variable optimization routines [17] . Note that no knowledge of X is required.
In Fig. 4 , a normalized version of Eq. (16) is shown for stroke lengths of 2 and 10 m. In both cases the function is convex, and hence univariate, in a rather large neighborhood of the solution. Observe that the 10 m stroke provides a functional with much greater curvature than the 2 m stroke. It can be shown that the curvature of the cost functional increases quadratically with the length of stroke. The detailed proof is provided in Appendix B.
Once k j is obtained within each pixel, in the standard way the other variables, Ī j , V j , k j d ϩ j are also readily derived. All of these variables are necessary for building the binned channel models in Eqs. (6) and (7). We will first show how the phase j ϵ k j d ϩ j that is computed in each channel is related to the dispersion function ͑k͒.
To derive the relationship between j and ͑k͒, first
where a 0 and u j are related to the differential dispersion function across the jth pixel as ͑k͒ ϭ a 0 ϩ a 1 k ϩ r 0 ͑k͒ with u j ϭ d ϩ a 1 and d denoting the vacuum path length delay. In the companion paper [5] the affine parameters a 0 , a 1 were defined as 
where p j is the density function of the jth pixel and 2 is its second central moment. Hence,
We remark that the a 0 , a 1 are also the coefficients of the optimal affine fit to ͑k͒ in a weighted leastsquares sense [5] . Given the relationship between the j 's and the delay d in Eq. (19) , the delay may be computed by a linear least-squares fit to the unwrapped phases j . An alternative to this is to work directly with the phasors ͕cos͑ j ͒, sin͑ j ͖͒ and computed wavenumbers k j to estimate d [14] . Once the vacuum path length delay d is obtained the weighted average (with respect to the spectrum of the source) of the dispersion function of each pixel may be determined. However, the dispersion function is observable only to within a linear term in wavenumber as a linear dispersion term is indistinguishable from a geometric delay difference.
For smooth differential dispersion functions, over a pixel j Ϸ ͑k j ͒. To characterize how close this approximation is consider the Taylor expansion of with remainder: ͑k͒ ϭ ͑k ͒ ϩ Ј͑k ͒͑k Ϫ k ͒ ϩ r͑k͒ where r͑k͒ ϭ Љ͑kЈ͒͑k Ϫ k ͒ 2 ͞2 for some kЈ between k and k. Then
so that
The error above is the spectral dependent error. For the canonical 5 m BK7 glass imbalance example described in the companion paper [5] , 1.5 ϫ 10 4 nm 2 Ͻ |Љ͑k͒| Ͻ 5.5 ϫ 10 4 nm 2 for wavenumbers corresponding to wavelengths between 400-1000 nm. As the spectrometer disperses the light into 80 channels of roughly equal width in wavenumber, approximating the density function as rectangular across each pixel's passband, the error in Eq. (21) is on the order of 10 Ϫ5 rad.
B. Assembling the Model at the Channel Level
The parameters of interest in the channel model include the mean wavenumber, second moment, and phase term for the second moment model, and in addition the fourth moment and quadratic phase term for the fourth moment model. There is also a distinction between how the second and fourth moment models are calibrated. For the latter the calibration is done directly on the object, i.e., the star that the fringe estimation algorithm is applied to is also the star used for calibration. In the former case, a calibration star is used and the parameters obtained from it are used in conjunction with a priori information of the star that is observed. The fourth moment algorithm is applied to the SIM's guide interferometers, which observe relatively bright stars of approximately seventh magnitude at a high camera frame rate because of certain real time control responsibilities [18] . Because of this high camera frame rate, the spectrometer is divided into just four channels by binning the 80 pixel channels to reduce read noise. The second moment algorithm is applied at a 50 times slower fringe estimation rate using 16 spectral channels. The first order of business is to compute k using the calibrated I j and V j over each pixel:
where the summation is over the component pixels within the spectral channel. When the calibration and target star are the same, the mean wavenumber for the spectral channel computed here is correct. When they are different, errors arise in two ways. First the pixel wavenumber k j is off because it is spectral dependent and the "wrong" spectrum has been used in its calibration. Second the weights Ī j V j are also obtained from the "wrong" source. The approximation of the second moment is calculated next. First observe that the true value over the channel is
Now,
where 2 j is the second moment over the jth pixel as defined by Eq. (3). Therefore,
Expression (26) enables us to compute 2 for a channel directly from the pixelwise data. The first term gives the dominant contribution to 2 while the second term may be small enough to ignore, or as a correction that can be evaluated using approximate values of the pixelwise second moments (e.g., they can be evaluated by assuming a top hat pixel response). Similar considerations lead to the approximations of the third and fourth moments:
where 3 j and 4 j are the third and fourth moments over the jth pixel. Since the passband of a pixel is narrow, 3 j and 4 j are usually negligible. We also need to construct approximations of a 0 , a 1 , and ␦ from the pixelwise data. The computation of ␦
where 2 is the estimate from Eq. (26). Thus the pixelwise calibration leads to the precise estimate of a 0 and an approximate estimate of a 1 . Now r͑k͒ ϭ ͑k͒ Ϫ a 0 Ϫ a 1 k, and the approximation of ␦ is
When the target star and calibration star differ the scenario corresponds to using the second moment model, and the important calibration quantities are k and 2 . Reasonable estimates for these are obtained using either Eq. (22) and Eq. (26) directly or to retain the calibrated wavenumbers k j from the calibration source and substitute a model of the spectral energy distribution from the target for the I j V j values. The fringe estimation algorithm developed in the companion paper [5] is inherently robust with respect to these two parameters. Examples of the calibration and estimation robustness will be given in Section 4. In Table 1 we compare wavenumbers (wavelengths) and the second moments across eight channels for several stellar types obtained from Pickles [19] . We show the range, mean, and standard deviation of errors between the stellar types across the spectrometer. The channel effective wavenumbers do not vary more than 0.5% for the spectral types shown in the table. The variations of the second moments from star to star are less than a few percent in general.
C. Sensitivity Analysis
Thus far we have ignored the presence of noise in the measurements and potential errors due to deviations from the monochromatic model for the pixelwise fringe. As alluded to in Subsection 3.A there is an advantage to using a long stroke to calibrate the wavenumbers. However there is simultaneously the disadvantage of straying too far from the monochromatic model assumptions when doing this. Both of these errors will be characterized in this section, and a mitigation strategy will be introduced for calibrating with a long stroke, which leads to a violation of the monochromatic model assumptions. We will first investigate the sensitivity of the monochromatic model calibration scheme to shot and read noise.
From the monochromatic model in Eq. (10) the variations of the parameters and the corresponding signal are related by
Defining
the relation in vector form is simply
Note that Eq. (34) may be viewed as a linearized model in the neighborhood of the true value of the intensity, visibility, wavenumber, and phase. In Appendix C, we find that the column vectors of D are approximately orthogonal to each other for long strokes. It is convenient to rescale the column vectors of D by writing
with ⌳ being a diagonal matrix containing the normalization factors,
so that V is approximately an orthogonal matrix. The pseudoinverse is then given by
See Eqs. (C3), (C4), and (C7) in Appendix C for details. Now let ␦y err represent the measurement noise in the observation vector y ϭ ͑y 1 , . . . , y N ͒ of the signal. Within the linear approximation, its effect on the calibration of the parameters parameters I, V, k, may be found from a least-squares fit of Eq. (34) to ␦y err with solution:
From Eq. (38) the covariance matrix of ␦X is
where Cov͑␦y err ͒ is the covariance matrix of the measurement error ␦y err . Thus the variance of the ith component of ␦X is computed as
where v i is the ith column of V [Eq. (C3)]. Now decompose Cov͑␦y err ͒ into its read and shot noise components: 
where I NϫN is the N ϫ N identity matrix. Since each v i has unit norm, we find that
In Appendix E, we show that, for each i ϭ 1, . . . , 4:
Now we can compute the relevant variances in Eq. (40), for i ϭ 1, 2, 3, 4, using L ϭ N⌬u and I tot ϭ NI :
The important observations to be made from these expressions are that the variance in the wavenumber decreases quadratically with the stroke length in the photon noise dominated case, as would be expected in the calibration procedure, and the variances of the other parameters are independent of the stroke length. Thus it is desirable to maintain as long a stroke length as possible to estimate the wavenumber. However as will be discussed in Subsection 3.D there are additional considerations.
D. Fringe Model Error Effects and Corrections
So far we have assumed that the fringe signal is developed by interfering monochromatic light. For SIM, the light sources are the stars. The nonzero bandwidth of the light source and detector produces a fringe pattern with an envelope that is inversely proportional to the bandwidth. Ignoring the envelope leads to a model error, even at the pixel level, that in turn causes calibration errors. When a long stroke is used, the effect of the envelope becomes even more important for the calibration of visibility and phase dispersion. (See the sensitivity study in Appendix C.) In this section we will show how to compensate for this effect.
Qualitatively, the second moment model in Eq. (6),
is a monochromatic signal with a quadratic envelope characterized by the group delay u ϭ x ϩ a 1 and the second moment 2 , which determine the center and the width of the envelope, respectively. When the bandwidth is narrow so that 2 u 2 Ͻ Ͻ 1, as it is for a pixel, the effect of the envelope factor is small compared with that of the monochromatic factor even for relatively long stroke fringe data. Therefore, we will treat the fringe envelope portion as a perturbation to the monochromatic signal.
Incorporating the envelope model, the counterpart to the monochromatic least-squares problem in Subsection 3.A is
where y is the fringe measurement, A͑k͒X is the monochromatic signal, and ␦y env is the perturbation due to the envelope effect. The main idea is to introduce a projection operator P that annihilates the perturbation, i.e., P␦y env ϭ 0. Because P projects vectors onto the subspace orthogonal to ␦y env , k and x may be obtained from the alternate problem,
in which the envelope effect has been removed. There are two issues to explore with the introduction of projection P. First, because we do not know all of the parameters exactly, it is not possible to completely annihilate ␦y env , hence there is always a residual error. Also, P will in general annihilate some of the signal A͑k͒X, so there will be some reduction in the SNR as well. These details are fleshed out below.
Observe from Eq. (47) that the envelope signal ␦y env is spanned by e 0 ϭ cos͑k u i ϩ ͒ and the two vectors e 1 , e 2 :
Since the vector e 0 is indistinguishable from the monochromatic signal, the projection operator is developed to annihilate only e 1 
as another dimension for the error signal space and require P to satisfy the additional condition Pe 3 ϭ 0.
Although it is tempting, we do not include the vector sin͑k u i ϩ ͒u i in this development for two reasons.
First, e 1 is smaller than e 2 for longer strokes where the fringe envelope is more important. Since is already known to first order, the error parallel to the vector sin͑k u i ϩ ͒u i is very small. Second, the signal parallel to sin͑k u i ϩ ͒u i should not be projected away because it affects the determination of the wavenumber k . The main signal is cos͑k u i ϩ ͒, varying k moves in the signal space along vector sin͑k u i ϩ ͒u i . Thus if we work in a subspace orthogonal to sin͑k u i ϩ ͒u i , we completely lose the sensitivity to k because its variation has no effect on the fitting. Treating e 1 , e 2 , and e 3 as column vectors, the QR factorization, ᏽ ϭ ͓ e 1 e 2 e 3͔ , (51) yields the orthogonal matrix ᏽ whose columns span the same subspace as e 1 , e 2 , e 3 , which is our approximation of the fringe envelope signal subspace. The required projection P onto the orthogonal complement is then
Thus we may replace the matrix A͑k͒ in Eq. (12) with PA͑k͒ to suppress the fringe model error corresponding to the envelope. Because the envelope is a perturbation to the main signal, the initial estimates of k , , Ī, and V using a monochromatic algorithm are in the neighborhood of the true effective wavenumber, phase, intensity, and visibility. This enables us to take a perturbative approach as an alternative, i.e., using the linearized model in Eq. (34) to determine the correction to the initial estimates. Mathematically, we solve for ␦X in the least-squares sense from
where ␦y is the residual signal after subtracting the monochromatic signal portion corresponding to the initial estimated parameters. The solution is again expressed in terms of a pseudoinverse as
A sensitivity analysis, very similar to the one performed in the monochromatic case reveals that the penalty for including the projection operator is a 9͞4 increase in variance of the visibility and phase estimates. However, there is no increase in the variance of the estimate of the wavenumber. The details of this analysis are worked out in Appendix C.
Results
We applied the calibration and OPD estimation algorithms to data from simulations and also to data from the testbed. The simulations show the expected performance. The stroke length dependency of the wavenumber calibration error is as derived in Subsection 3.C, and the OPD estimation errors in end-to-end simulations are in single digit picometers meeting the SIM requirement on the systematic error considered here. The results also show the efficacy of the projection technique, especially at improving the visibility and phase dispersion calibration accuracy. Analysis of the testbed data demonstrates the accuracy of the wavelength calibration and a significant reduction of the systematic error in OPD estimation. Our algorithm also yields results meeting the performance metric [4] .
A. Simulations
We have developed a modular, general purpose numerical model, the SLIM [11] to simulate both the physics of the interferometer and the processing of data from the interferometer using the estimation algorithms. The two aspects (physics and processing) are simulated by separate blocks of the model. The physics block generates simulated CCD output and simulated metrology readings. The estimation block takes the CCD output and metrology readings and generates delay estimates.
One of the functions of the physics block is to simulate the interference and detection of the starlight in the interferometer. Each point on the CCD receives interfered starlight with an intensity that depends on the stellar spectrum, the spectral visibility of the interferometer, and on the fringe phase at that wavelength. The fringe phase depends on the position of the modulator, on additional geometric path differences due to the orientation and deformation of the spacecraft, and on nongeometric optical path differences, such as those caused by propagation through dispersive optical elements. During an exposure interval of the CCD, the number of photoelectrons generated in a region of finite area (e.g., a pixel) is proportional to the triple integral, over that area and over time, of the instantaneous local intensity. The diffraction effect is incorporated as an extra multiplicative factor in the integrand describing the diffraction pattern. This triple integral is calculated in the physics block using a quadrature algorithm. In simulations in which the local intensity is assumed to be independent of the cross-spectral direction (the direction on the surface of the CCD perpendicular to the direction in which the fringe light is spectrally dispersed), or in which the cross-spectral variation in intensity is unimportant, a double integral is evaluated instead. Another function of the physics block is to simulate the operation of the metrology system. In the SIM, internal metrology measurements are made in each arm at a rate of 320 kHz, the heterodyne frequency, and accumulated in the internal metrology card over (62.5 s) intervals corresponding to the 16 kHz metrology read rate. In SLIM the accumulation of metrology measurements during the read interval is modeled using a quadrature over time.
To assess the efficacy of the calibration and OPD estimation algorithms, we applied these algorithms to simulated fringe measurements generated using SLIM. The simulation used star spectra from the Pickles database [19] a uniform visibility of 0.8, and a phase dispersion curve corresponding to a 5 m imbalance, between the two arms of the interferometer, in the total thickness of the fused silica transmissive optics. Figure 5 shows the wavelength calibration error due to shot noise as a function of the stroke length for a laser source with the total number of detected photoelectrons fixed at 10 7 . The error is inversely proportional to the stroke length. Figure 6 shows the calibration results for the intensity, visibility, wavelength, and phase dispersion for an arbitrarily chosen channel spanning the wavelength range of 845-870 nm. We used the leastsquares algorithm both with and without projection. Without using the the projection technique, the errors shown are consistent with sensitivity study results in Eqs. (C10). The stroke length dependency is much smaller, especially for the visibility and phase dispersion, when we apply the envelope projection technique. The increasing error in the wavelength calibration at long stroke lengths is due to the inadequacy of the quadratic fringe envelope model at large delays.
We present end-to-end run results in Figs. 7 and 8. Figure 7 shows the channel delay estimates over an OPD range of Ϯ100 nm for the guide interferometer observation scenario. The calibration is done in the presence of noise using a stroke length of 10 m and a seventh magnitude main sequence G0 spectrum for a duration of 60 s. The noise causes hundreds of picometers of phase dispersion calibration error, which in turn causes hundreds of picometers OPD error.
These OPD errors are irrelevant, however, because only changes in the OPD estimate error affect the astrometric performance, and we have subtracted channel-dependent offsets (shown in the legend) from channel delays d 1 through d 4 so that all the curves fit in one plot. The OPD variations shown in Fig. 7 are within 10 pm for Ϯ100 nm OPD range. We show the combined channel delay for a science interferometer in Fig. 8 . For science observations, it is impractical to perform a calibration on each star. Because we use relatively narrow channels (16 spectral channels), the OPD estimation algorithm is not sensitive to errors in our knowledge of the target star spectrum. To demonstrate this insensitivity, we simulated phase estimation performed assuming a normal K5 giant star spectrum on simulated fringes generated using a main sequence F0 star. The total delay error is under 2 pm.
B. Testbed Results
We also analyzed data from the MAM testbed, which was a SIM-like interferometer illuminated by a simulated star light source [3] . The light source produced a mixture of light from a filament and laser light. A CCD was used to detect the combined fringes in 40 spectral channels over a wavelength range of 600-1000 nm. We dithered the OPD with a triangle wave and simultaneously took CCD data at a rate of 500 Hz.
Calibration data were taken using a peak-to-peak dither amplitude of 23 m and a dither period of 10 s. As discussed in Subsection 3.C, using a longer stroke is expected to improve the sensitivity of the wavenumber calibration. To test this, we mimicked the effect of shorter dither strokes by discarding data from both ends of each dither stroke. Figure 9 shows the laser wavelength calibration error as a function of the stroke length. The error bars show standard deviations of the calibrated wavelength for 180 strokes of data; the dashed curves show the standard deviation profile expected from Eq. (44), with I ϰ L, scaled to the sample standard deviation for a 2 m stroke length. The wavelength error is the deviation from the true laser wavelength, 659.543 nm. The results show that the least-squares algorithm determines the wavelength to an accuracy better than 10 pm. Because the full-aperature metrology (FAM) laser light was generated by doubling the metrology laser, and the metrology laser was used to monitor the OPD during the calibration, this technique is insensitive to laser wavelength drift. It remains sensitive, however, to noise sources such as detection noise. This study shows that the sensitivity to noise decreases when the stroke length increases. The small bias shown in Fig. 9 is probably due to a small amount of light from the MAM white-light source, which is also detected. Figure 10 shows the calibration results for the intensity, visibility, wavelength, and phase dispersion for fringe signals detected by a MAM pixel (pixel 30) centered at the wavelength 858 nm. We used the least-squares algorithm both with and without projection. We see similar improvement using the envelope projection technique on reducing the stroke length dependency. Figure 11 shows the OPD estimation errors using the fourth moment, the second moment, and the simple monochromatic algorithms as functions of the actual OPD. The data run used a dither amplitude of 1.3 m and a frequency of 25 Hz. The center of the dither was changed by 20 nm every 30 s following a staircase profile first decreasing from Ϫ20 nm to Ϫ80 nm, then increasing to ϩ80 nm, and then decreasing again to 0 nm. We analyzed fringe data collected in the wavelength range 720-970 nm. Calibration data were obtained in a previous run over an OPD range of 10 m. In MAM, the white-light OPD could drift over many nanometers in a few minutes. This drift may be estimated as the mean of the OPD estimates obtained by applying the monochromatic algorithm to the signal from each pixel. Figure 11 shows the broadband OPD estimates minus this estimated drift. The curve labeled "mono, mean k" was obtained using the center of the spectral channel as the effective wavenumber. The error is a few nanometers and is mainly linear in the OPD. The large slope shows that the center wavenumber is a poor choice for the effective wavenumber. The curve labeled "mono, IV mean k" was obtained using instead the "IV" weighted mean wavenumber as defined in Eq. (22). This is a better choice for the effective wavenumber, but it still yields delay estimates with errors of hundreds of picometers. These errors are reduced significantly when using the second or the fourth moment algorithm. The OPD errors for the fourth moment algorithms are in the range of the noise level of 50 pm. The second moment algorithm yields OPD estimates with a small systematic constant error of ϳ100 pm due to ignoring the higher moments in the second moment fringe model. The channel bandwidth here is comparable to that in the SIM guide interferometers. The science interferometer has a narrower bandwidth, and the small systematic error for the second moment algorithm is insignificant. Figure 12 displays the reference͞target (RT) chops as the pairwise differences between the mean OPD errors over consecutive 30 s observations, where the OPD error is the difference between the white-light OPD and the internal metrology [4] . The ten chop deviation calculated here is 14 pm, which is very close to the best performance (approximately 10 pm) achieved using narrowband fringes on the MAM testbed [4] .
Concluding Remarks
Because the SIM will detect, in as few as four spectrometer channels, starlight in a spectral bandwidth that spans more than one octave, simple algorithms that approximate the detected signal as being produced by monochromatic light may introduce unacceptable astrometric errors. We have derived phase estimation algorithms in which the product of the visibility and the spectrum of the detected light is represented in terms of moments. The second and fourth moment representations are sufficiently exact, in the science and guide interferometer, respectively, that the remaining estimation error is acceptable.
Both of these algorithms require some knowledge of the star spectrum, of the instrument throughput and phase dispersion, and of the spectral responsivity of each spectrometer channel. We have developed a calibration procedure and algorithm for obtaining this information. The procedure involves capturing the interference fringes while sweeping the OPD through a relatively large change, and the algorithm involves fitting the star spectrum and the instrument characteristics to the resulting data. This fit is both computationally efficient and robust because the model for the interference fringes is nonlinear in only one of the parameters used to fit the data. Both simulations and the analysis of experimental data from the MAM testbed confirm that the calibration procedure and algorithm produce accurate, repeatable data, and that when they are used with the phase estimation algorithms, the residual systematic errors are small.
Because the MAM optical design was sensitive to polarization states of the source, it was not suitable for measuring the error caused by a change in the simulated star spectrum. For this reason, we have presented only simulated results for this error. A new interferometer, the Spectral Calibration Development Unit (SCDU) is currently being built. Because the starlight paths lie nearly in a plane in SCDU and a polarizing beam splitter is used, the polarizationdependent delay is better controlled, and SCDU is expected to provide the opportunity to test the effect of switching between two or more simulated stellar spectra.
Appendix A: Some Useful Sums and Their Asymptotic Behaviors for Long Stroke Length
In this section, we define and compute some useful sums to facilitate the sensitivity analysis for long stroke length in the later appendices. To simplify the analysis, we assume a uniform and symmetric modulation, u i ϭ ͑i Ϫ ͑N ϩ 1͒͞2͒⌬u with ⌬u being the step size. Define
C 0 ͑k, ⌬u͒ may be computed as Using the following relations,
we compute
As far as k⌬u is not very close to zero, we have the C 0 ϳ 1, S 1 ϳ N, C 2 ϳ N 2 and so on. Taking each derivative gives one more power of N, therefore, the asymptotic behavior for C l and S l for large N is
For k ϭ 0, using the relations in Eq. (A4), we have
Therefore, up to the factor ͑Ϫ1͒ l , C 2l ͑0, ⌬u͒ is the 2lth Taylor expansion coefficient of C 0 ͑k, ⌬u͒ in powers of k. For large N, expanding expression (A3) in powers of k, we find the dominant coefficient for the term
Therefore,
In view of definition (A1), taking k → 0, we get
and thus the large N behavior:
Appendix B: Cost Functional Curvature for Wavelength Calibration
In this appendix, we derive the relation between stroke length and the wavelength calibration sensitivity and prove that the curvature or the second derivative of the cost functional is proportional to the square of the stroke length. The cost functional expressed in Eq. (13) in Subsection 3.A, may be written as
where P Ќ ͑k͒ ϭ I NϫN Ϫ P͑k͒ is the orthogonal projection onto the orthogonal complement of the range of A͑k͒. Here I NϫN represent an N ϫ N identity matrix. We recall that P͑k͒ ϭ A͑k͒A͑k͒ † . Assume y is measured without noise so that y ϭ A͑k 0 ͒X 0 for the correct wavenumber k 0 with phasor X 0 ϭ ͓I , I V cos͑k 0 d ϩ ͒, I V sin͑k 0 d ϩ ͔͒ T . We will compute ␥Љ͑k 0 ͒ and determine its stroke length dependence.
Taking the first derivative with respect to k gives
where we have taken the transpose of the second term and used that P͑k͒ is symmetric. Taking derivatives again, we get
Since P Ќ ͑k 0 ͒y ϭ P Ќ ͑k 0 ͒A͑k 0 ͒X 0 ϭ 0,
We compute 
where V and ⌳ are given by factor 4͞9 in the second and third diagonal values. Thus using the envelope projection method causes the variances of the visibility and dispersion phase to increase by a factor 9͞4. The variances of the wavenumber and intensity remain unchanged.
Appendix E: Proof of Eq. (43) in Subsection 3.C
We will show that, for each i ϭ 1, . . . , 4,
by computing the sum directly. Using the definitions of v i s in Eq. (C1) and some basic trigonometric relations we get where we have used the asymptotic behavior (A6) of C l ͑k, ⌬u͒ for l ϭ 0, 2.
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