We analyse the time-of-flight method of measuring the temperature of cold trapped atoms in the specific case of short distances of the probe beam from the trap centre and finite atomic cloud size. We theoretically examine the influence of the probe beam shape and its distance from the initial position of the cloud on the temperature evaluation. These results are then verified with a three-dimensional Monte Carlo simulation and applied to our experimental data to show that the proposed procedure allows accurate and reliable determination of the temperature.
Introduction
Over the past decade we have witnessed remarkable progress in manipulating atoms with light which enabled cooling of atomic samples and atomic confinement by optical or magnetic dipole forces [1] . Eventually, by combining low temperatures of the atoms with their confinement, Bose-Einstein condensation was obtained [2] . The key feature which allows one to confine the atomic sample is the temperature, which must be low enough to preclude escape of atoms from the potential well of the achievable depth. Most of the samples of cold atoms are initially prepared in magneto-optical traps (MOT) [3] where, depending on the experimental conditions, they reach the Doppler-temperature limit [1] or even lower temperatures [4] [5] [6] .
The temperature of the cold atomic sample is one of its most important characteristics and several methods have been proposed and used for its determination. Most of them take advantage of the thermal expansion of the sample after its release from the trap [4] . These so-called time-offlight (TOF) measurements are performed either by acquiring the absorption signal of the probe laser beam through the falling and expanding atomic cloud, or by measuring the fluorescence of the atoms excited by the resonant probe light. An extension of these methods is a direct observation of the cloud expansion. It must be though clearly stated that in spite of the unquestionable advantages of TOF, the atomic cloud is destroyed during each measurement. For non-destructive measurements more elaborate methods have been developed: the release-recapture technique [4] , forced-oscillation of the atomic sample [7] , MOT fluorescence spectrum analysis [8] , recoil-induced resonances [9] and non-stationary four-wave mixing [10] . However, due to its simplicity and reliability, the TOF method in many cases remains the ultimate way of verification of the temperature values obtained with different techniques.
TOF is a routine method used in many laboratories. However, in the literature we have not found a systematic description of the procedure of data analysis for the particular case of short trap-probe beam distances and spatially extended atomic clouds (such as those used as intense atomic sources for the BEC preparation [11] ). In such cases the cloud size and/or the probe beam dimensions are no longer negligible and the shape of the TOF signal differs significantly from the one obtained in standard TOF measurements at long distances. This paper systematically analyses this situation. Based on the method proposed in [12] , we derive the TOF signal for an arbitrary probe beam profile. We show its dependence on the geometry of the experiment, especially on the probe beam shape. Then, we compare the theoretical predictions with numerical three-dimensional Monte Carlo simulations and our experimental results, identify main error sources and present the procedure for precise derivation of the temperature in the regime of short trap-probe beam distances.
The model
To find the shape of the absorption TOF signal, we start with the initial Gaussian position and velocity distributions of atoms in the trapped sample. To simplify the considerations, we assume that the absorption signal is directly proportional to the number of atoms in the probe beam which can be easily fulfilled by adjusting its intensity below saturation. The initial probability distribution of finding an atom in the phase space volume element with coordinates
2 ) is a general expression for a normalized one-dimensional Gaussian distribution. We assume that the cloud of cold atoms is spherically symmetric with the Gaussian radius σ 0 . Extending the theory to the case of cloud dimensions different in three orthogonal directions is straightforward. The Gaussian radius σ v of the velocity distribution is associated with the temperature T of the cloud by the formula
where M stands for atomic mass and k B is the Boltzman constant. Taking the x-axis as the gravitation direction (figure 1), we substitute in formula (1)
and integrate it within infinite limits over initial positions x 0 , y 0 and z 0 . This yields the probability distribution of finding an atom at position (x, y, z) after time t
where σ t = σ 2 0 + σ 2 v t 2 is the Gaussian radius of the ballistically expanded cloud. We take z as the probe beam propagation direction and assume its Gaussian intensity distribution in the x-y plane of the form
where P 0 denotes the power of the probe laser, t 0 is the arrival time of atoms with no initial vertical velocity and σ I x , σ Iy are the Gaussian beam radii along the x and y axes, respectively. In general, σ I x and σ Iy can be quite different. Now, by evaluating the expression one gets the final formula for the total probability of atom detection
The only assumption that limits validity of (7) is the Gaussian profile of the atomic cloud and probe beam. Besides, the result obtained above is a general formula for spherically symmetric atomic cloud of arbitrary dimension and for any shape of the probe beam.
Model analysis
In the limiting case of a long distance between the atomic cloud and the detection region, i.e. when σ 0 σ v t, equation (7) asymptotically takes a simple Gaussian form
widely used in standard TOF measurements. Here, the TOF signal maximum is centred at the free fall time t 0 and its width depends exclusively on σ v . At this point, it is instructive to study how formula (7) transforms in the limit of a wide and thin, flat probe beam with σ I x σ t , σ Iy → ∞. For such a beam practically all falling atoms are detected. The signal becomes
We also consider a narrow cylindrical beam with σ I x = σ Iy σ t which can be formed much easier but which detects only a part of the extended cloud of atoms. In this case we obtain
It is worth noting that in formula (7) only the vertical dimension σ I x of the probe beam contributes to the signal broadening, whilst both transverse dimensions σ I x and σ Iy appear in the prefactor to the exponent. This prefactor can significantly shift the signal maximum and considerably narrow its width, especially for short times t 0 , i.e. when the probe beam is close to the cloud. It can be seen explicitly in expressions (9) and (10) which have different prefactor dependences on t. In the case of the cylindrical beam the prefactor behaves like t −2 which results in a larger maximum shift and faster signal suppression than in the flat probe beam geometry (t −1 prefactor dependence). Such a behaviour of the TOF absorption signal was observed both in our experiment and in the simulations and shows that the simple TOF picture, leading to equation (8) , fails at finite trap-probe distances.
To test the model and to learn how sensitive it is to the inaccuracy of parameters σ 0 and t 0 , we performed a set of threedimensional Monte Carlo simulations, which provided us with a reference absorption signal. Values set in the simulations were: temperature of the cold atomic sample, T = 100 µK; cloud size, σ 0 = 1 mm; the probe beam dimensions, σ I x = 0.59 mm for the flat beam, σ I x = σ Iy = 0.2 mm for the cylindrical beam. The beam position under the cloud was varied from 2 to 16 mm in steps of 2 mm and for each position absorption signals for both probe beam shapes were generated. We fitted the data obtained for the flat beam with the function of the form and for the case of the cylindrical beam with the expression
where σ a = σ The simulation results for both beams are shown in figure 2 for three cloud-probe beam distances. They agree very well with curves calculated according to expressions (9) and (10) shown in the inset. For increasing distances x between the trap centre and the probe beam, the signal asymmetry, as well as the difference between the signal maximum time coordinate t max and the free fall time t 0 = √ 2x/g, decrease (compare t 0 and t max values given next to each simulation curve). Eventually, for long time t, the Gaussian shape of the curves is retrieved. As expected, the signal levels and their signal-to-noise (S/N) ratio are much higher for the flat beam.
By fitting formula (11) or (12) to the TOF signal simulated as in figure 2 , we tested the accuracy of determination of the σ v value, which, according to equation (2), yields the atomic temperature. Temperature values thus obtained are shown in figure 3 for various probe beam positions and two different shapes. The fitting parameter σ v appears in equations (11) and (12) not only in the exponent function but also in the amplitude term together with the signal amplitude scaling factor a that depends on the geometry, probe beam intensity and number of atoms. To get a consistent set of values for different distances we obtained the a value independently and kept it fixed for all the fits presented in figure 3 .
The precision of our temperature determination is high. It is considerably lower in the case of a cylindrical probe, especially for its more distant positions, due to the atomic cloud expansion which reduces the number of detected atoms. Still, even then the maximal discrepancy between the assumed value and the reproduced one is only about 2%. The infinite flat probe registers all atoms, which gives higher accuracy, independent of the probe beam position.
In the experiment, only x and σ a can be directly determined to be used as fixed parameters in (11) and (12) . We checked how the precision of temperature determination depends on the accuracy of measurement of these parameters. The relative deviation of the temperature determination is shown as a function of the beam position x error in figure 4(a) and as a function of the σ a inaccuracy in figure 4(b) . In contrast to a weak dependence of the fitted shape on the σ a inaccuracy, the shape depends strongly on the x error, thus on the t 0 inaccuracy. If the distance x is measured inaccurately, the fitting curve is shifted considerably with respect to the absorption signal. Therefore, small corrections of the x and thus t 0 values within accuracy limits of the measurement would optimize the fit and increase the precision of temperature determination. With accurately estimated and fixed σ a and x values the remaining fit parameters a and σ v are independent enough to yield the correct temperature value.
Experimental details
We verified results of our analysis in the measurements with 85 Rb atoms trapped in a MOT of a design similar to that described in [14] . It is housed in a stainless steel chamber equipped with glass viewports and a commercial rubidium dispenser and evacuated to a pressure below 10 −9 mbar. A quadrupole magnetic field has an axial field gradient of 14 Gs cm −1 . Earth and stray magnetic fields are nulled by three pairs of compensation coils.
All diode lasers used in the experiment work at 780 nm. Spectrally narrowed beam (linewidth below 1 MHz) from an external-cavity laser is injected into the trapping and probe lasers, tuned by independent acousto-optical modulators. The trapping beam is detuned by 13.7 MHz (2 natural linewidths) below the trapping transition F g = 3 − F e = 4. The probe beam is resonant with the same transition and mixed on a beamsplitter with a part of the repumping beam to prevent optical pumping of the atoms to the non-detectable F g = 2 state. We use the probe beam of two shapes: cylindrical and flat, both with an intensity of 2 µW mm −2 . The probe beam is retroreflected in order to minimize the radiation pressure effect pushing atoms out of resonance with the probe and directed on the photodiode. We monitor probe absorption due to the falling down, expanding cloud of atoms.
When using the flat probe beam geometry, we obtained TOF signals with a very good S/N ratio with trap-probe distance x = 10 mm. The analysis yielded temperature values between 86.4 ± 5.9 and 102 ± 6.7 µK for trapping light intensities varying from 10 to 40 µW mm −2 per beam. Figure 5 (a) presents an example of a standard absorption signal together with the fitted curve from formula (11) . A good agreement of the fitted shape with the experimental data, together with the exact measurement of the probe beam position (see the error estimation presented in figure 4 ), ensure precise determination of the temperature in spite of a relatively short flight distance.
When performing temperature measurements with a cylindrical probe, it was necessary to reduce the trap-probe separation because of weak signal and low S/N ratio, x varied between 3 and 5 mm. One of the signals obtained in the cylindrical probe geometry and fitted curve representing formula (12) is depicted in figure 5(b) . The measured temperature agrees well with the result obtained with a flat probe, yet with somehow lower accuracy.
Conclusions
TOF is a well established method of measuring the temperature of cold atoms. Usually, such measurements are performed with large distances between the probe beam and the trap centre [13] which allows simple temperature determination from a nearly Gaussian signal shape (8) . The long trap-probe distance, however, causes significant drop in the signal amplitude and its S/N ratio due to thermal cloud expansion. This effect becomes particularly large in the case of spatially extended clouds. On the other hand, when the trap-probe distance is small and/or the cloud dimensions are not negligible, the TOF signal has a large amplitude, yet its shape is very far from a Gaussian profile and the temperature determination requires careful analysis.
In this paper we present a model and detailed procedure for such analysis and show that they allow accurate temperature measurements even with small trap-probe distances, i.e. with shorter atomic times of flight. Shorter time of atomic free fall can be advantageous for several reasons. First, it allows TOF temperature measurement in small cells. However, its more important feature is that the risk of perturbation of the atomic free fall by, for example, stray magnetic fields, is also correspondingly reduced. We find our analysis particularly useful for measurements of dense and extended atomic samples, such as those used as efficient sources of cold atoms.
