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The Electron in the Maze
Simon Ayrinhac
Abstract This chapter presents a physical method to solve a maze using an electric
circuit. The temperature increase due to Joule heating is observed with a thermal
camera and the correct path is instantaneously enlightened. Various mazes are sim-
ulated with Kirchhoff’s circuit laws. Finally, the physical mechanisms explaining
how the electric current chooses the correct path are discussed.
1 Resolving mazes with electricity
1.1 Preliminary considerations about electrical circuits and
thermography
The maze-solving problem and the shortest path problem are inspiring problems
in algorithmics and they involve many fields of science, such as robotics or op-
timization. In addition to numerical methods, many experimental methods have
been proposed to solve these problems, including fluids [8], memristors [19], liv-
ing organisms (ants [26], honey bees [32], amoeba or “blobs” [16], nematodes [21],
plants [2]) or plasma [23]. In this chapter, a solution by a simple physical method
using an electric current is proposed.
First, mazes and labyrinths should be distinguished. Labyrinths have only one
way, which is very complicated and which generally leads to the center, as can be
seen in drawings on the floor of several cathedrals (see Fig. 1). In contrast, mazes
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a) b) c)
Fig. 1 Examples of labyrinths : a) The labyrinth on the floor of the cathedral at Chartres (France);
b) The logo of Monuments historiques (national heritage sites) in France; c) A handwritten
labyrinth that was designed according to the intriguing instructions “You have two minutes to de-
sign a maze that takes one minute to solve”, reproduced from the Inception movie (real. C. Nolan,
2010).
a) b) c)
Fig. 2 Examples of mazes: a) A computer generated maze; b) A plan of the Palace of Knossos (now
a ruin near the town of Heraklion in Crete), the historical location of the myth of the Minotaur; c)
Map of a city with ways (streets and avenues).
possess a complex branching (see Fig. 2). Although labyrinths are fascinating from
a symbolic point of view, mazes are more interesting 1.
This chapter presents a simple physical method to solve a maze, using an elec-
tric current. The maze can be done by an electrical circuit that is constituted by, for
example, copper tracks printed on an epoxy card [5]. Basically, two points of the
maze are connected with a battery: if the entrance and the output of the maze are
connected, then the electric current flows and the maze is solved. If they are uncon-
nected, then the circuit is open and no current flows. A simple ohmmeter (usually
a multimeter in a particular mode) gives the answer: if the resistance between two
points is very low, then the path is continuous; in contrast, if the resistance is very
high, then the path is broken. However, in this method, the exact path followed by
the current is unknown.
Thermography is a contactless and nondestructive method that can reveal the
good path. The power P dissipated by a resistor, with electrical resistance R, is
given by Joule’s law
1 The title of this chapter is a tribute to the American sci-fi writer Robert Silverberg and his novel
“The Man in the Maze”.
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P = RI2. (1)
For a resistor obeying Ohm’s law U = RI the electrical energy provided by the bat-
tery is integrally converted into heat. When the electric charges flow, the temperature
increase in the tracks is due to Joule heating.
The temperature increase ∆T is limited by thermal losses in the circuit. A first
origin of thermal losses is conduction, which depends on the surrounding materials
and the contact areas (controlled by the size of the circuit). A second origin is radi-
ation produced by a hot body. A third origin is the convective heat transfer between
an object and the surrounding fluid—in this case, the atmosphere. Given that the
radiation heat transfer is negligible at low temperature, the following simple scaling
law is relevant for a standard circuit on printed circuit board (PCB) [1] :
∆T ∝ I2. (2)
The increase in temperature is visualized by a thermal camera that detects infrared
radiation.
Fig. 3 (left) The maze used in the experiment; (right) The maze on a printed circuit board with
dimensions 15×15 cm2. The conductive copper tracks have a thickness of 35 µm and a width of
800 µm. The circuit is covered by a plastic transparent sheet.
Thermal cameras are often used for educational purposes [29, 14, 31, 10, 17] to
provide a clear visualization of invisible phenomena or to illustrate complex phe-
nomena. There a wide range of topics in physics [28] or in chemistry [30] where a
thermal camera may come in handy. With this kind of apparatus, qualitative as well
as quantitative applications are possible. Although prices have decreased signicantly
in recent years, thermal cameras are still rather expensive. However, there are other
devices suitable for thermal imaging applications: such as a simple webcam with an
IR filter [9] or a smartphone-based device such as FLIR ONE or Seek Thermal.
The main purpose of an infrared camera is to convert IR radiation intensity into
a temperature measurement and to show the spatial variations in a false color visual
image. Intensity is integrated from a spectral band, generally in the long-wave in-
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Fig. 4 (left) The studied maze without dead ends ; (right) Thermal image (320 × 240 pixels) of
the circuit connected to the battery at points labelled (A) and (B). The infrared light captured by
the camera immediately shows the correct path! The colour bar on the right of the image is the
temperature scale in degrees Celsius. This scale is calculated with an emissivity parameter of 0.95.
The spectral range of the camera is in the long-wave (LW) region (i.e. 7.5-13 µm). Note that the
minimum temperature on the scale is not the room temperature.
frared (7.5-13m) region. The temperature is given by a formula accounting for three
phenomena [28]: the true thermal emissions from the object, the thermal radiation
emitted by its surroundings and reected by the object, and the atmospheric absorp-
tion. For a proper temperature measurement, knowledge of certain parameters (e.g.,
emissivity, humidity, distance, and ambient temperature) is necessary.
Thermal imaging can find a wide application in electronics. For example, elec-
trical components in the microelectronic boards of computers produce heat that can
damage the circuits. To avoid failures, processors or power transistors need to be
cooled by fans or Peltier modules, for example. IR imaging is a non-contact and
non-destructive technique that can be used to test and survey electronic boards, al-
lowing a diagnostics of possible malfunctions. Given that these boards are often
made of different materials, the differences in components emissivity makes quanti-
tative temperaturemeasurements difficult (an explanation of emissivity will be given
later).
Temperaturemeasurement depends strongly on the emissivity ε of materials. Un-
fortunately, for metals, the emissivity is very low, and they are hard to see directly in
thermography. Emissivity is defined as the ratio of the amount of the radiation emit-
ted from the surface to that emitted by a blackbody at the same temperature [28].
A blackbody is a perfect absorber for all incident radiation. It appears black when
cooled at 0 K and when heated up it emits light at all wavelengths and the result-
ing spectrum (given by Planck’s law [28]) depends only on the temperature of the
blackbody.
Kirchhoff’s law of thermal radiation states that ε = α where α is the absorption
coefficient [6]. This formula means that, for an opaque body, the more a body ab-
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sorbs, the more it emits light. A metal is a good reflector, so it has a bad absorption
and, therefore, a poor emissivity.
1.2 Experiments on circuits
A regular maze (see Fig. 3) is printed on a epoxy card with tracks made of cop-
per. A transparent plastic sheet, which possess a higher emissivity than bare metal,
is placed on top of the circuit to ensure that the temperature increase is seen by
thermography. The transparent cover sheet allows the maze to be seen in both in
infrared light and visible light. With a thermal camera, the correct track appears to
be immediately illuminated, despite the complexity of the circuit (see Fig. 4).
Our maze is designed to highlight the following special features (see Fig. 5):
• In case of branching with a path twice as long as the parallel branch, the shorter
path appears to be more brightly illuminated compared to the longer path. This
happens because the trace resistance R is proportional to the length of the resistor
ℓ, such as R = ℓ/σA, where σ is the electrical conductivity and A the cross-
sectional area. The voltage U is equal in the two branches and gives Iℓ = 2I2ℓ,
so with equation (2), the temperature increase in the shortest path is four times
higher than in the longer path ∆Tℓ = 4∆T2ℓ.
• If the branching is configured as a Wheatstone bridge, then the parallel branch
does not appear. See Fig. 11 and the associated text for explanations.
• In case of multiple paths, the branching is complicated and the shortest path is
hard to be seen.
1
2
I
II
Fig. 5 (left) The battery is connected to the circuit by the points labelled (1) and (2). This picture
illustrates the consequences of two particular circuit configurations: the difference between two
paths with a path with double length compared to another (lower arrow) and theWheatstone Bridge
(upper arrow). The battery (right) is connected to the circuit by the points labelled (I) and (II).
Because there are many good branches with equal lengths, it is difficult to identify the shortest
path.
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This kind of demonstration is possible provided that several conditions are met:
the tracks should have the same section and they should be built with the same
material, the branching should not be too complex (i.e., one-solution mazes) and
the correct path should exist among many dead ends. So, the ideal circuit is an
intermediate between a labyrinth and a maze.
The circuit can be drawn by an ink pen on a paper sheet (see Fig. 6). However,
despite the care taken in the drawing, the tracks are not perfectly regular and the
paper is much more fragile than a PCB and can be torn easily. Nevertheless, this
method is cheaper and faster than printing the same maze on a PCB. To further
reduce costs, the IR camera can be replaced by a temperature sensitive liquid crystal
film (around 15$), to obtain qualitatively the same result (see Fig. 7).
Fig. 6 (left) A maze is drawn on a paper sheet with a pen delivering conductive ink (around
1 Ω /cm). It takes about 10 minutes to draw the whole maze. This maze was previously presented
in detail in Ref. [5]. Despite the care taken in the drawing, the tracks are not perfectly regular and
the paper is much more fragile compared to a PCB, and can be torn easily (right). The correct
path appears illuminated with an infrared camera. The temperature increase is clearly seen in this
case because the paper has a higher emissivity compared to metallic conductive tracks. Due to
the sideways spreading of the heat, the correct path in the image looks “blurred”. This method is
cheaper and faster compared to printing the same maze on a PCB.
1.3 Simulated circuits
To investigate more complex topologies, various circuits were simulated in the per-
manent regime using Kirchhoff’s laws [7] : the algebraic sum of currents at a node
is zero (Kirchhoff node rule), and the directed sum of the voltages around a loop
is zero (Kirchhoff loop rule). The operation involves a solution of a linear system
involving resistances, currents and applied voltages with n equations, where n is the
number of branches in the electrical network.
The studied circuits are directly generated by drawing the tracks in an image
file (see the example in Fig. 8). The battery voltage is 10 V and the track electrical
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Fig. 7 (left) A thermochromic liquid crystal film (the size of the sheet is 15×15 cm2), sensitive to
temperature, with a hand print. The transition from black to color occurs between 20–25◦C. The
colour change is reversible and quick, with a response time about 10 ms [25]. (right) The correct
path of the maze appears illuminated with the liquid crystal film placed on the PCB.
resistance is 1 Ω by unit of length (equal to the track width). This resistance value
is arbitrary. The nodes are not be taken into account in the calculation of resistance.
In the nodes, the current is calculated by the averaging of the surroundings currents.
The resulting picture represents the current I in amperes at each point of the circuit.
Note that the resulting picture is not a thermography image rendering.
2 Ω 2 Ω
2 Ω 5 Ω5 Ω
10 Ω
10 V
Fig. 8 (left) A circuit drawn in an image file (9×8 pixels), imitating copper tracks on a PCB.
(center) The equivalent electrical circuit. (right) Distribution of the intensities obtained by the
application of Kirchhoff’s laws (see text). The color bar at the right indicates the intensity values
in each branch.
In a grid-like circuit (Fig. 9), the current is spread over the whole circuit. In
this case, all of the paths are equivalent and the current appears equal in all of the
paths. In another example with disordered tracks (Fig. 10), the shortest path appears
clearly. In some cases, the current can fall to zero in a part of the circuit. This is due
to the creation of an “electrical bridge”, also called Wheatstone bridge, as illustrated
in the Fig. 11. The process to follow the shortest path between two points connected
by the battery is to choose at each node the branch where the intensity is maximum.
Generally speaking, the shortest path is the path where the intensity is maximized.
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This idea is sustained by the basic electric conception that more current follows the
path of less resistance.
The resistive grid was early used to explore some physical problems, such as so-
lution of partial differential equations [13], or mobile robot path planning [27]. In
robot path planning, a collision-free environment can be modelled with a resistive
grid of uniform resistance, and obstacles are represented by regions of infinite resis-
tance. The path planning can be evaluated in real space if the robot moves through
a maze, for example, or in the configurational space where the dimensions are the
degrees of freedom of the robot, considering a robot manipulator arm, for example.
The path from start to goal is found using voltage measurements from successive
nodes. In the limit of the continuous case, if we assume that conductivity is uniform
and constant, then the electromagnetism equations imply that for steady currents (in
regions where there is no sources) the electric potentialV obeys Laplace’s equation.
The two-dimensional Laplace’s equation
∂ 2V (x,y)
∂x2
+
∂ 2V (x,y)
∂y2
= 0, (3)
may be solved to calculate the electric potential V at every point (x,y). The direc-
tion of the movement is given locally by the direction of the voltage gradient ∇V .
Globally, this approach produces an optimal path solution, depending on the limit
conditions to avoid spurious local minima.
+         -
I (A)
0.27
0.20
0.13
0.067
0
Fig. 9 (left) A grid-like circuit. The battery is located in the upper branch (right). Distribution of
the intensities inside the studied circuit. The color bar at the right indicates intensity values in each
branch.
2 Discussion of the physical mechanisms
After the experimental demonstration, a physical question remains: How does the
electric current choose the correct path amongst many others?
A common explanation is that the battery produces a potential difference ∆V at
the two extremities of the circuit and the resulting electric field E possesses a mag-
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+         - I (A)
0.16
0.12
0.08
0.04
0
Fig. 10 (left) A circuit maze with disordered tracks. The battery is located in the upper branch
(right). Distribution of the intensities inside the studied circuit. The color bar at the right indicates
the intensity values.
+         - I (A)
0.19
0.14
0.096
0.048
0
RR
R
RR
i
2
i
1
i
3
i
5
i
4
i
i
Fig. 11 (left) A complex circuit. The battery is located in the upper branch (center). In the simu-
lated circuit, the central part does not appear. This is due to the creation of an electrical “bridge”
(right). Diagram of an electrical circuit containing an electrical “bridge”. Resistors and currents
are labelled R and in, respectively. If the circuit is well-balanced, then all R are equal, and it can be
demonstrated that i3 = 0. This configuration is called a Wheatstone bridge and it is often used to
measure resistance.
nitude constant and a direction along the wire. This is especially puzzling in a maze
circuit, where the electric field must follow the multiple bends of the circuit. In con-
trast, the electric field E and then the potential difference ∆V is produced by distri-
butions of point charges. So, where are the charges producing the electric field inside
the wires? This question is challenging because electrokinetics and electrostatics are
two topics that are usually treated separately in physics textbooks: charges distribu-
tions on one side, and electrical circuits on the other side. Consequently, for most
students, the two topics are unconnected, leading to many misconceptions [22]; that
is, commonly held beliefs that have no basis in actual scientific knowledge.
This point was extensively examined in the literature [24, 11, 12, 20, 15]. The
electric charges responsible for the electric field inside the conductor are located on
the surface of the wire. This fact is known from the pioneering works of Weber and
Kirchhoff [4], but it has been completely forgotten during the last 150 years. The
quantity of surface charge is very small: the order of magnitude of the charge nec-
essary to turn an electric current 1 A around a corner is equal to about the charge of
one electron [24]. A quantitative estimate in a typical circuit [15] for the magnitude
of the surface charge density is 10−12-10−10 C·m−2. Comparatively, the quantity
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of charge moving inside the wires is much higher, about 10−6 C·m−2·s−1, which
corresponds to 1 A.
Although the quantity of surface charges is small, their role is essential [12]:
they ensure that the equality of the potential in the conductors is at equilibrium,
they permit the circulation of the charges and they produce an electric field outside
the wires. Two types of surface charges can be distinguished [15]: at the boundary
of two conductors with different resistivities and at the surface of the conductors.
The free electrons in the metal are pushed by the electric force arising from the
electric field. If there is a curve, then they pile-up on the surface and their electric
field changes the pathway of the incoming moving charges. There is a feedback
mechanism between the surface charges and the charges moving inside. Chabay and
Sherwood [7] provide an excellent and very accessible overview of this problem for
undergraduate students.
This feedback mechanism explains how the charges avoid dead-ends of the cir-
cuit maze. First, they pile-up on the extremity of the dead-end; the build-up of neg-
ative charge pushes the arriving electrons and then the flowing current reaches zero.
Finally, the only path left for the charges to follow is the solution path of the maze.
This phenomenon is analogous to liquid propagating in a microfluidic network [8].
Electric circuits are often compared to hydraulic circuits from a pedagogical
point of view (the most complete comparison can be found in Table 1 in Ref. [18]).
However, there are fundamental differences between electrons and water: electrons
do not interact with one another and energy is not carried by the free electrons. En-
ergy is carried outside the circuit by the electromagnetic fields forming the Poynting
vector S = 1µ0 E×B. This formula combines the magnetic field B due to electric cur-
rent inside the wires (moving charges) and the electric field E due to surface charges.
Solving the maze with an electric current reveals the existence of a transient
period between the beginning of the experiment and the moment that the current is
stabilized in the solved maze 2. Simulations performed by Preyer in a simple RC cir-
cuit [20] can give us a better understanding of phenomena observed in the transient
state. Just after the connection of the battery at two points of the maze, the electric
field spreads through the circuit at the speed of light. During this step, the surface
charges build on the tracks. The surface charges locally change the electric field and
the current because they influence each other. This feedback mechanism occurs in
the transient state and is at work when the uniform current flow is established, which
means that the maze is solved.
All of the changes occur at the speed of light c inside the material around the cir-
cuit (usually air), which is also the speed that the information propagates between
different parts of the circuit. The drift velocity v of charges moving inside the wires
is much slower than c, typically a few microns a second. The simple propagation
of the electric field through the whole circuit needs a time τ ≈ ℓ/c, where ℓ is the
characteristic length of the maze, but the time τ ′ needed for the feedback mecha-
nism to operate is much longer [20] with τ ′ > 2ℓ/c, which can be considered as the
minimum time needed to solve the maze.
2 In the following discussion, we do not consider the thermal equilibration of the system, which
requires more time than electric equilibration.
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With this physical method, the maze resolution is fast. This explains why this is
considered to be the fastest and the cheapest method among many other physical
methods [3], especially if the circuit is drawn by ink pen on a paper sheet.
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