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Abstract
We present a methodology for generating floating-point arithmetic hardware
designs which are, for suitable applications, much reduced in size, while still
retaining performance and IEEE-754 compliance. Our system uses three
key parts: a profiling tool, a set of customisable floating-point units and a
selection of system integration methods.
We use a profiling tool for floating-point behaviour to identify arithmetic
operations where fundamental elements of IEEE-754 floating-point may be
compromised, without generating erroneous results in the common case.
In the uncommon case, we use simple detection logic to determine when
operands lie outside the range of capabilities of the optimised hardware.
Out-of-range operations are handled by a separate, fully capable, floating-
point implementation, either on-chip or by returning calculations to a host
processor. We present methods of system integration to achieve this error-
correction. Thus the system suffers no compromise in IEEE-754 compliance,
even when the synthesised hardware would generate erroneous results.
In particular, we identify from input operands the shift amounts required
for input operand alignment and post-operation normalisation. For op-
erations where these are small, we synthesise hardware with reduced-size
barrel-shifters. We also propose optimisations to take advantage of other
profile-exposed behaviours, including removing the hardware required to
swap operands in a floating-point adder or subtractor, and reducing the
exponent range to fit observed values.
We present profiling results for a range of applications, including a selec-
tion of computational science programs, Spec FP 95 benchmarks and the
FFMPEG media processing tool, indicating which would be amenable to
our method. Selected applications which demonstrate potential for optimi-
sation are then taken through to a hardware implementation. We show up
to a 45% decrease in hardware size for a floating-point datapath, with a
correctable error-rate of less than 3%, even with non-profiled datasets.
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1 Introduction
We present a new technique for the optimisation of floating-point data-
paths, providing a 45% decrease in the size of a floating-point accelerator for
our main test case, whilst retaining compliance with the IEEE-754[IEE85]
double-precision standard. We show that this hardware saving can allow us
to increase the number of processing paths placed onto a field-programmable
gate array (FPGA).
One core principle underlies the optimisations that we make: optimised
units may generate erroneous results, but they will be simply detected and
corrected by re-execution on a fully featured unit, or with software emula-
tion. As a consequence we over-optimise, trading off the re-execution rate
against hardware size. This mechanism has a secondary benefit, in that
datasets not matching the original profile will still run correctly, but with
a higher re-execution rate (with a consequent performance penalty) than
originally planned for.
We wish to set the scene for our work here, with a simplified preview
of results to come. Figure 1.1 shows the effect of our optimisations on
the size of a hardware accelerator for the SpecFP95 benchmark 102.swim.
Each result represents a different combination of optimisations in double-
precision (denoted by “52’). The optimisations will be properly introduced
in Chapter 3, however as a summary they are: Operand Alignment Reduc-
tion (OAR), Normalisation Reduction (NR) and Exponent Reduction (ER).
Each option has a suffix, either a number (denoting the level of optimisa-
tion applied, 1 being the most optimised) or the letter P, which denotes a
profile-driven optimisation. This graph sets the context of our work: we can
see that our optimisations allow for a decrease in hardware size, but that
the errors they introduce increase execution time.
Chapter 6 shows full results for the 102.swim benchmark.
Our technique has three main components: a run-time profiler to deter-
mine floating-point behaviour, a set of optimisable floating-point hardware
11
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Figure 1.1: Simplified results for the 102.swim benchmark, showing
the effect of optimisations on error rate and hence execu-
tion time.
units and a variety of methods for integration with a host system for error
correction and data communication.
We have constructed FloatWatch[BKL07], a floating-point profiler, to col-
lect information on the floating-point behaviour of our target applications.
We use it to evaluate a suite of selected applications, identifying opportu-
nities for optimisation. This suite includes SpecFP95 benchmarks, compu-
tational science applications and the FFMPEG video processing libraries.
One application is taken through the full optimisation process from profiling
to custom hardware, using optimisations we have devised.
Chapter 2 provides the background information required to understand
our method, covering other optimisation methods and the specifics of the
IEEE floating-point standard.
We present the core of our technique in Chapter 3, detailing our hard-
ware architecture and optimisations. In Chapter 4 we cover mechanisms for
integrating hardware designs with a host processor, including methods for
error recovery. Our FloatWatch profiler is presented in Chapter 5, along
with profile results for a selection of applications. We also explore potential
uses of the profiler outside of our work. Chapter 6 contains the full demon-
stration of our technique, using the 102.swim benchmark from SpecFP95.
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The benchmark is taken through the optimisation process, starting with a
standard gprof profile and progressing to floating-point profiling and anal-
ysis. The outcome of this step is used to inform optimisation decisions, the
benchmark finally being run in accelerated form on an FPGA.
Finally, Chapter 7 explores future directions for our work, and draws
some conclusions from what has been achieved so far.
1.1 Contributions
Our work contributes new techniques to the optimisation of floating-point,
targeted specifically for implementation on field-programmable gate arrays.
In addition, we contribute profiling results for a number of applications,
including those we do not progress to the optimisation stage.
In summary, our contributions include:
• A speculative optimisation technique offering a reduction in the hard-
ware resources used by a hardware floating-point accelerator, showing
a 45% saving in our benchmark, described in Chapter 3.
• A selection of methods for integrating our optimised floating-point
hardware with a host processor, including error detection and correc-
tion mechanisms. These are described in Chapter 4.
• FloatWatch, a tool for profiling the characteristics of floating-point
applications, described in Chapter 5.
• Floating-point profiles for a variety of floating-point applications and
an interpretation of associated profile data, also in Chapter 5.
• A specific application of our technique to accelerators for the 102.swim
benchmark from SpecFP95, found in Chapter 6.
The FloatWatch profiler, while designed for our work here, has other
applications in diagnosing errant floating-point behaviour. Section 5.2 de-
scribes these alternative uses.
Preliminary results from this research have been published in the following
papers:
• Our paper “Profiling floating-point value ranges for reconfigurable
implementation”, at the 2007 HiPEAC Workshop on Reconfigurable
13
Computing[BKL07], introduces and describes the initial version of the
FloatWatch profiler, briefly touches on how the data is intended to be
used and presents some basic profiling results for the SpecFP95 bench-
marks. These results can also be found in Section 5.3.
• We described the optimisations in more detail in “Profile-directed
speculative optimization of reconfigurable floating-point data paths”,
at the 2008 HiPEAC Workshop on Reconfigurable Computing[BKL08],
presenting further profiling results for a molecular mechanics applica-
tion and an initial demonstration of the technique when applied to it.
Once again, these results can be found in Section 5.3.
The reader is also invited to look at our previous work on high-level
language optimisation for FPGA hardware designs, which details a C-based
code transformation system for producing smaller, faster hardware. This
can be found as a summary in “Generating Hardware Designs by Source
Code Transformation”[BLK06], or in detail in “Optimising Transformations
for Hardware Compilation”[Bro05].
1.2 Motivation
The IEEE-754-1985 standard[IEE85] (hereafter referred to as IEEE-754) has
become almost ubiquitous in modern processing systems, including those
used for scientific computation. However, for custom computing scenar-
ios, such as field-programmable gate arrays (FPGAs)[CH02] and Applica-
tion Specific Integrated Circuits (ASICs), its biggest benefit becomes its
worst liability: the standard is a general-purpose solution. With this gen-
erality comes extra baggage, which may be surplus to requirements on an
application-by-application basis. For this reason custom computing plat-
forms often use their own floating-point formats, or more restrictive versions
of the IEEE standard. We cover some of these options in Chapter 2.
Digital filters for video and audio processing are frequently implemented
in FPGAs and ASICs, and typically use either a fixed-point[LM97] or a
CORDIC[Vol59] solution in order to save on size and complexity. Graph-
ics cards adopted a basic single-precision variety of IEEE-754, as minor
errors in single frames of games were inconsequential at high frame rates.
The consumer version of the Cell architecture uses fast, single-precision
14
floating-point “synergistic processing elements”[FAD+05] for the same rea-
son. The more accurate double-precision format operates at a lower speed.
In computational science, errors in calculations have more significance -
rather than a single area of a single frame being incorrect, cumulative in-
accuracies can build up and become unacceptable. Reproducibility is also
a factor: ideally the same result would be achieved on multiple platforms,
although this is rarely the case. Reasons why reproduciblity may not occur
are well-documented[Hig02], along with other pitfalls of floating-point cal-
culations which were considered at the time the IEEE standard was being
developed[Kah83]. Moving from an IEEE-754 compliant architecture to an
application-specific one raises the same concerns, along with the risk of edge
cases being handled incorrectly (or not at all). Demand from the scientific
community led to the introduction of the IBM PowerXCell[HMZ+08], a Cell
processor with faster double-precision performance, to be used in the Road-
runner supercomputer at Los Alamos National Laboratory[BDH+08]. The
graphics market, too, is moving towards double-precision pipelines as GPUs
increasingly see use as general-purpose application accelerators, as demon-
strated by nVidia’s Tesla[LNOM08] and AMD FireStream 9170[Adv09].
It is in this context of a drive towards improved double-precision IEEE-
754 compliance that our optimisation method is presented.
1.3 Approach
Our approach reduces the size of key hardware elements based on profiling
data captured by our FloatWatch profiler. These size reductions reduce
the capabilities of the floating-point units undergoing optimisation, leading
to a reduced range of operands producing correct results. However, unlike
conventional optimisation techniques, we accept that over-reduction will
cause errors to occur. The specific areas we optimise permit straightforward
identification of these errors, allowing affected calculations to be re-executed
with an alternative, slower method.
In the same way that branch prediction[Smi98] trades off faster super-
scalar execution against a mis-prediction penalty, we can trade off parallel
execution against the cost of re-executing floating-point operations. In our
case a decrease in execution time comes from placing more parallel process-
ing units on a chip, a result of hardware savings within individual units.
15
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Figure 1.2: A simple overview of our technique – reducing hardware
size enables increased parallel data-paths, but incorrect
results must be re-calculated.
Alternatively, we trade pure hardware savings in a single optimised process-
ing unit against the cost of re-execution.
Our penalty comes when these optimised units are unable to correctly
calculate results for their input operands, and the result must be calculated
again. This is a situation we limit by the use of FloatWatch, described in
Chapter 5, to target optimisations to specific data-path elements. When
errors do occur, the method of re-execution depends on the architecture
chosen for the FPGA accelerator to be optimised. Possible options are
described in Chapter 3.
Figure 1.2 shows the overall concept in diagrammatic form. We are able
to almost double the number of floating-point units, but they do not all
generate correct results for all operands. Results which are correct pass
through unhindered, while incorrect results are re-calculated on a fully-
functional floating-point implementation.
We follow a number of simple stages:
1. Profiling the target application (Chapter 5);
2. Selecting appropriate optimisations (Sections 3.2 to 3.4);
3. Selecting a system integration method (Section 4.1);
4. Making appropriate software changes.
An overall diagram of how the components interact is shown in Figure 1.3.
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1.4 Definitions
Throughout this thesis we make use of a number of standard definitions:
• s – the significand of a floating-point number.
• e – the exponent of a floating-point number.
• bits(x) – the bit-width of x (e.g. bits(s) is the bit-width of the signif-
icand).
• ρ – the error/re-execution rate encountered when using our optimisa-
tion technique.
• nb – a number, n, represented in base-b. Numbers are shown in base-10
unless otherwise specified.
• a : b – bit-concatenation of a and b, with a forming the most significant
bits.
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2 Background
Floating-point number representations have applications in a wide variety
of computing areas, from digital signal processing in embedded systems to
molecular mechanics modelling on super-computers.
The purpose of this chapter is to provide a context for our work, while
also presenting the specifics required to understand it. We mainly describe
variations of floating-point implementations in various devices, along with
the systems which use them.
Section 2.1 focusses on the IEEE-754 standard and similar real-number
representations, including its non-standard derivatives. Section 2.2 high-
lights other common representations in use on our target platform and
comments on their suitability. Section 2.3 provides more detail about the
optimisation techniques used on our target architecture and similar plat-
forms.
Finally, Section 2.4 overviews some techniques we have drawn on for our
work, including iterative compilation and speculative execution.
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2.1 IEEE floating-point & Derivatives
Floating-point formats provide a compact representation of a broad range of
numbers, akin to scientific notation. They do so at the expense of uniformly
precise arithmetic. IEEE-754[IEE85, IEE08] is a well-established standard
used in general purpose floating-point units, which strictly and extensively
defines the behaviour of compliant systems including: formats for memory
storage, rounding modes, special values such as ‘NaN’ (Not-a-Number) and
∞, and exception modes for possible error cases.
The current revision of IEEE-754 defines four types of floating-point rep-
resentation, each with the same basic layout – a sign bit, significand and
exponent – but different bit sizes for each. The formats are broken into
two categories, ‘standard’ ones which are explicitly defined and ‘extended’
ones which are less strictly constrained. Floating-point libraries for FPGAs
often allow the widths of both significand and exponent to be fully spec-
ified, producing IEEE-754-style formats not defined in the standard. The
general layout for an operand complying with the standard can be seen
in Figure 2.1, with Table 2.1 detailing bit-widths for the specific types it
defines.
e
bias b=(2
bits(e)-1
)-1
1.s
1 bit
bits(e)
bits(s)
Figure 2.1: Generalised IEEE-754 layout.
Numbers are stored as three bit fields in common with scientific notation:
sign, n, significand, s and exponent, e. The value of a number would there-
fore be n × s × 2e, however the specifics of the implementation make this
more complicated. At the hardware level, the sign is represented as a single
bit, with 12 representing a negative number. The significand is normalised,
Type Total Size (bits) Significand (s) Exponent (e) Bias (b)
Single 32 23 8 127
Extended Sgl ≥ 43 ≥ 31 ≥ 8 unspecified
Double 64 52 11 1023
Extended Dbl ≥ 79 ≥ 64 ≥ 11 unspecified
Table 2.1: Bit-widths for IEEE-754 floating-point types.
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meaning the first digit is always 12
1: consequently this leading 1 is not
stored, providing one additional digit of precision. Finally, the exponent is
represented in binary using a biased representation, with bias, b, equal to
(2bits(e)−1)− 1. The value of a number in the floating-point representation
is therefore (−1)n × 1.s× 2e−b.
2.1.1 Special Cases
In addition to the normalised format, IEEE-754 has a number of special
cases. Numbers where e = 0 and e = 2bits(e) − 1 are both reserved, which
explains why the bias on the single-precision floating-point format is 127
rather than 128.
The implicit leading one described previously means the value zero cannot
be represented in the standard form, requiring it to be handled as one of the
special cases. The value e = 0 is reserved for two special uses, one of them
being zero. When e = 0 and s = 0 the floating-point number is considered
to be zero and not (−1)n × 1.0× 2−b as would be expected.
The second special use for e = 0 is denormalisation, where the significand
is not normalised and the leading 1 is not implicit. Zero is in effect a specific
case of denormalisation. Use of denormalisation provides an increase in the
range which can be represented, filling in the gap between the smallest non-
zero number and zero. In this case the number represented is (−1)n× 0.s×
21−b.
A second set of special cases occurs when e = 2bits(e) − 1, that is all the
bits of the exponent are 1. These are reserved for infinite values and the
NaN. An IEEE-754 number with all-zero significand and all-one exponent
represents ±∞, with the sign being determined by the sign bit, as usual.
All other representations with e = 2bits(e)−1 represent NaN values, which
indicate an indeterminate result or error. There are two types: Quiet NaNs
(QNaN’s) and Signalling NaNs (SNaN’s). QNaN’s have a 1 in the most
significant bit of the significand. They propagate through successive op-
erations, where they can be detected by an application as a final result
without needing to verify every operation. SNaN’s have a 0 in the most sig-
nificant bit of the significand. The presence of an SNaN as a result causes
an exception to be raised for error handling.
1Except in special cases, defined shortly.
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2.1.2 Basic Implementation
Hardware implementations of the IEEE-754 standard come in a variety of
flavours, including open source and proprietary versions. FPGA vendors
typically supply their own platform-specific versions for use as ‘black-box’
units. Hemmert presented a high-performance, open-source floating-point
library [HU06] with better performance than the Xilinx proprietary cores
available at the time.
The principal problem with floating-point is the size of the hardware
involved, in particular large dynamic shifters, the reasons for which will
become clear in the following sections.
Common Elements
All IEEE-754 compliant operations share common steps, required to convert
from the standard memory format to an internal representation allowing
calculation and back again. Denormalisation is a simple step performed on
all operands, which adds a leading one to the significand if necessary - for
denormal numbers the significand remains the same.
Normalisation and rounding is more complicated (and hence resource-
intensive), and applied to convert an internal floating-point format into the
packed IEEE-754 standard representation with implicit leading one. To
achieve this the result of the fixed-point calculation in a floating-point oper-
ation must be normalised, or flagged as a denormal number requiring special
handling. Four acceptable rounding modes are provided by the standard:
round to nearest, round towards zero, round towards +∞, and round to-
wards −∞, the first of these being the default.
Normalisation requires shifting the significand until the most significant
bit becomes 1, adjusting the exponent as necessary. A special case applies
where the value is too small to be represented as a normalised number, in
which case the exponent becomes zero and the result is a denormal.
Floating-Point Adder and Subtractor
Figure 2.2 illustrates the core of a simple floating-point adder/subtractor
with no support for special cases and with no normalisation hardware. Fig-
ure 2.3 shows the resource usage of the various components on an Altera
Stratix II, for our floating-point components. Note that double-precision
21
floating-point requires an 11-bit subtractor, 53-bit adder and barrel shifter
capable of shifting anything from 0 to 53 bits to the right. The latter com-
ponent is the most costly of them all, providing scope for optimisations
which will be discussed in Chapter 3.
A floating-point subtractor is the same, however with the sign of the
second operand inverted.
Floating-Point Multiplier and Divider
The structure of a floating-point multiplier is simple by comparison, requir-
ing a standard integer multiplication of the significand and the sum of the
operand exponents. Figure 2.4 shows the basic structure of a floating-point
multiplier, without special cases.
A divider is similar, requiring an integer division and subtraction of the
operand exponents. However, it is greatly complicated by the necessity to
divide the significand, for which there are multiple approaches[Rob58, HP98]
trading off latency with hardware area.
2.1.3 Accuracy and Stability
The floating-point standard, being a finite representation of an infinite
space, provides only an approximation to real numbers. A simple exam-
ple of this is with the number 1.110, which cannot be represented exactly
under IEEE-754. As a consequence careful attention must be paid to the
construction of algorithms to be run on floating-point machines: this applies
equally to any attempts at further reducing or manipulating the represen-
tation. The issues to consider are:
• Precision: given known accuracy and error bounds, how precise are
the results? If we require 5 digits of precision for an answer, are all 5
correct?
• Stability: Does the algorithm behave correctly when presented with
small errors?
• Reproducibility: Does a program generate identical results on dif-
ferent systems?
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Figure 2.2: A simple floating-point adder, without special cases
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shifter
46%
swap 
operands
30%
correction
12%
subtractor
9%
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3%
(a) Resource usage before optimisa-
tion
subtractor
9% correction
12%
comparator
4%
shifter
11%
saving
34%
swap 
operands
30%
(b) Resource usage after optimisa-
tion, showing savings
Figure 2.3: Charts showing resource distribution, given as Altera
Stratix II ALUTs, between functional areas on a floating-
point subtractor from the VFLOAT library (see Sec-
tion 2.3) and the savings made by our optimisation. The
components are as follows: subtractor - significand sub-
traction operation; correction - conversion of operand
from internal format to floating-point; comparator -
operand exponent comparison; shifter - the shift oper-
ation for operand alignment; swap operands - swap of
operands so smaller is shifted.
add
er = e1+e2
n1 s1e1 n2 s2e2
multiply
sr = s1 * s2
nr er sr
er sr Normalise result, adjusting 
exponent as necessary (not 
shown).
Figure 2.4: A simple floating-point multiplier, without special cases
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Calculations in an infinite space would perform precisely as an algorithm
would suggest, however discretisation introduces small errors leading to in-
accuracies. We take the aforementioned 1.110 as an example: the fractional
part, 0.110, is not precisely representable as a binary number in finite preci-
sion, instead requiring an infinite recurrence. When represented as a 32-bit
single-precision floating-point number, we have the following (recall that a
single-precision floating-point number has a 23-bit significand, with implicit
leading one):
1.000110011001100110011012 × 20
Converting back to a real decimal number gives 1.100000023841858.
One of the most important concepts to consider when implementing
floating-point code is the stability of the algorithm chosen. An unsta-
ble algorithm is susceptible to errors in intermediate values, such as those
caused by rounding: a minor change can produce a dramatically different
result, as was seen with Milne’s (manual) algorithm for solving differen-
tial equations[Mil26]. This was later revised[MR59] as it came to be im-
plemented on automated computing machines, with a numerically stable
version being presented. Algorithms which iterate to convergence are sus-
ceptible to this, despite their typical nature as progressively refined approx-
imations - an unstable algorithm could produce convergence to a completely
different value in the case of a small change in an intermediate calculation.
Such problems were considered by those working on the IEEE standard, in-
cluding Kahan who has a range of material on the problems[Kah83]. More
recently, Higham has produced a useful reference for those looking to avoid
some of the stability problems floating-point calculations can expose[Hig02].
In many cases reproducibility is also a desirable factor, but one that can
prove elusive when moving away from sequential execution; as a result of
the precision loss present in any finite representation, IEEE-754 floating-
point is not associative. This is a problem faced by software compilers
when re-ordering program statements and also applies to our optimisation
technique. Moving from sequential to parallel execution whilst reproducing
results exactly is not always possible without associativity, as re-ordering
operations produces different results. These problems can be overcome, but
only at the expense of extra work. We do not attempt to achieve exact
results when errors are down to lack of associativity, however the work
undertaken in [KD07] could be applied to our technique.
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The stability issues mentioned previously arise due to representing an
infinitely large space of real numbers with a finite encoding. A finite sig-
nificand causes two distinct problems during calculation, in addition to the
inherent discretisation problems shown above.
The first of these problems is caused when the difference of two similar
numbers is calculated, with that result being used to derive a further result
of a much larger or smaller magnitude. This problem is neatly shown by the
example in a forthcoming textbook by Sedgewick and Wayne[SW]. Consider
the equation
f(x) =
1− cos(x)
x2
,
which is approximately 0.5 in the range [−4× 10−8, 4× 10−8].
Using floating-point to calculate data-points within this range causes
an incorrect set of results to be generated, as seen in Figure 2.5. The
first two plots, Figures 2.5a and 2.5b, show a Mathematica[Wol91] plot of
f(x) = 1−cos(x)
x2
and its equivalent f(x) = 1
x2
− cos(x)
x2
, respectively. The
only difference is the order in which operations are executed, and neither is
correct. Figure 2.5c shows the function plotted on a different scale, with a
stationary point clearly visible about the y-axis at 0.5, which the preceding
figures should both illustrate.
In the erroneous plots, the points start out close to 0.5, but then drift
until f(x) = 0. The cause of this is easily identified from run-time profiling
data using our FloatWatch profiler, as we show in Section 5.2.
2.1.4 Custom Formats
Although IEEE-754 defines two main floating-point precisions, variations
are possible when operand ranges can be known in advance. We first turn
our attention to direct derivatives of the floating-point standards, using
custom settings.
In this example we make the assumption that all operands are in the
range [100.0000, 999999.9999], and apply customisations on that basis.
Table 2.2 shows six types of floating-point representation: two complying
with the IEEE-754 standard and four custom alternatives. The last column
indicates the real value of 999999.9999 when represented in the given format.
It is assumed that the standard floating-point rules apply, so placing all ones
or all zeroes in the exponent represents special numbers such as infinity, NaN
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- 4.× 10- 8 - 2.× 10- 8 2.× 10- 8 4.× 10- 8
0.2
0.4
0.6
0.8
1.0
(a) f(x) = 1−cos(x)
x2
- 4.× 10- 8 - 2.× 10- 8 2.× 10- 8 4.× 10- 8
0.2
0.4
0.6
0.8
1.0
(b) f(x) = 1
x2
− cos(x)
x2
- 0.004 - 0.002 0.002 0.004
0.499999
0.500000
0.500000
0.500000
0.500000
0.500000
(c) f(x) = 1−cos(x)
x2
Figure 2.5: Errant behaviour of f(x) = 1−cos(x)
x2
and the equivalent
f(x) = 1
x2
− cos(x)
x2
: in the range [−4× 10−8, 4× 10−8], the
expected value is approximately 0.5, as illustrated by the
final figure.
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Type T S E b 999999.9999 Smallest Largest
Float 32 23 8 127 1000000.00 1.18× 10−38 3.4× 1038
Double 64 52 11 1023 999999.9999 2.22× 10−308 1.8× 10308
Hybrid 61 52 8 127 999999.9999 1.18× 10−38 3.4× 1038
C57 57 50 6 31 999999.9999 9.31× 10−10 4294967296
C46 56 50 5 0 999999.9999 2 2147483648
C55 55 50 4 -5 999999.9999 64 1048576
C45 45 40 4 -5 999999.9899999771 64 1048576
Table 2.2: Floating-point Optimisation Options. Italicised items are
IEEE-754 standard sizes.
and zero.
Three parameters are changeable:
• bits(s), bit size of the significand - A larger significand provides
greater accuracy, at the expense of a much larger barrel shifter.
• bits(e), bit size of the the exponent - A larger exponent provides
a greater overall range of values, at the expense of larger hardware.
• b, the bias - under IEEE-754 the exponent uses a biased represen-
tation, with the bias being half of the available range (for an 8-bit
exponent the bias is 127). Altering the bias allows the effective range
to be moved, allowing a smaller exponent to be used.
The important thing to note from table 2.2 is that the first and last rows
provide inaccurate results, as the significand has too few bits to represent
the number precisely. The configuration C55 represents a 14% reduction in
the number of bits for double-precision floating-point, but has no impact on
the accuracy of the number being represented in this example. The represen-
tation Hybrid retains the same accuracy as double-precision floating-point,
but with a reduced range.
C45 and C55 utilise a custom bias to dramatically reduce the exponent,
reducing the overall range available. As our numbers fall within this range,
there is no problem with the calculation. It should be noted from Figure 2.2
that the bias is not explicitly represented in a floating-point adder - for nor-
mal operations it is not required, only becoming important when displaying
numbers or converting them to other formats.
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(a) IEEE-754-1985 binary layout
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(b) Block floating-point layout
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e1
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(c) Dual fixed-point layout
Figure 2.6: IEEE-754 with block floating-point and dual fixed-point
layouts.
2.1.5 Related Representations
There exist other alternatives to the IEEE-754 standards which share some
similarities. Here we consider block floating-point and dual fixed-point,
which can be seen alongside IEEE-754 in Figure 2.6.
Block floating-point separates the exponent of a floating-point number
from its sign and significand, with a block of numbers using the same expo-
nent. Figure 2.6b illustrates this. The significands are denormalised, allow-
ing a set of numbers to be considered together even when their exponents
are not identical. Block floating-point is feasible providing all numbers in
a block are able to be represented with the same exponent, which requires
the exponents to be similar, or significand to have a sufficiently large bit-
width. The common exponent may be adjusted during computation to
reflect changes in the magnitude of the values. Should any number in the
block become too large (or if the largest number in the block is small) the
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shared exponent is adjusted to bring the number into range, while using the
full extent of the significand available.
Dual fixed-point (DFX)[ECC04] is a hybrid of floating-point and fixed-
point arithmetic. It occupies the middle ground between the flexibility of
floating-point and the efficiency of fixed-point. By definition, fixed-point
has the decimal point in a fixed place determined by the implementation.
In DFX a single bit is reserved as a selector, allowing one of two positions
for the decimal point to be selected. An alternative view of the format sees
the selection bit as an exponent selector, with the ‘fixed-point’ part being
a denormalised floating-point significand. The decimal point cannot ‘float’
to a range of locations, but can switch between two places. Figure 2.6c
illustrates the format from this viewpoint: the selection bit acts as an index
into a table of fixed exponents. The concept could thus be extended to more
than one selection bit.
2.2 Alternative Representations
We now consider other representations for the set of real numbers, R, which
are used on our target architecture.
2.2.1 Fixed-Point
The most obvious and straightforward representation is fixed-point[VB04].
A real number is represented in the form m.n, where m is the integer part
and n is the fractional part. Both bits(m) and bits(n) may be chosen to
provide an appropriate range for the application being run.
A real number, r, may be converted to an integer fixed-point representa-
tion, f , via multiplication by a scaling factor and rounding:
f = rnd(r × 2bits(n))
The function rnd performs a standard rounding, turning the scaled real
into a scaled integer. This scaled integer is stored as if it were a normal in-
teger during calculations. It is divided by 2bits(n) to restore the real number,
subject to any error introduced by the rounding.
For the purposes of additions and subtractions, fixed-point encoded reals
may be treated as integers, as these operations have no effect on the scaling
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factor. Multiplications and divisions may use standard integer operations,
but require the correct scaling factor to be restored after calculation. The
scaling factor is counted twice in multiplications or eliminated in divisions.
The major benefit of fixed-point is the use of standard integer operations,
which are readily available on typical computer systems. Using the con-
ventional binary representations of an integer, adjustments to the scaling
factor required for multiplications and divisions are easily achieved using a
shift left or right by bits(n) bits. This occurs as the scaling factor is always
2bits(n).
The range of a fixed point implementation is determined by bits(m), with
a range of [−2bits(m)−1, 2bits(m)−1−1] for signed numbers. The magnitude of
bits(n) affects the precision of the implementation, determining how many
significant digits of the fractional part are retained. Determining a specific
fixed-point format is thus a trade-off between range and precision, given an
upper limit on total word length (that is, bits(m) + bits(n)).
Fixed-point operations are commonly used in custom hardware designs,
as they consume far fewer resources than a floating-point system. For ap-
plications where small errors may be imperceptible, such as audio and video
decoding, fixed-point allows for an efficient implementation in custom hard-
ware or on an embedded processor. The MAD MP3 decoder[Und10] is an
example of this, where MP3 decoding has been implemented entirely with
fixed-point arithmetic.
On the design side, tools such as BitSize[GMLC04] are available to de-
termine the appropriate fixed-point bit-width required to efficiently and
correctly implement a design given known input and output constraints.
One of the principal drawbacks of fixed-point is the need to ‘waste‘ bits
in order to retain precision for a wide range of numbers. The bit-width
must be set for the largest number which could be encountered, but at the
bottom of the range this causes the most signficant bits to be zero. Smaller
numbers also have fewer significant bits due to this waste. Floating-point
numbers provide a more compact and consistent format, with the same
number of signficant bits for any number, subject to errors introduced during
calculation.
Our work has focussed on scientific applications, which use IEEE-754
standard floating-point. We chose to maintain compatibility with this stan-
dard, without compromising on precision. However, parts of our work in
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this thesis could be transferred to fixed-point use, the profiler discussed in
Chapter 5 being particularly useful for identifying value ranges and hence
bit-widths. The general concept of flagging an error and re-executing could
also be transferred, with re-execution taking place in the event of an overflow
or underflow for an optimised fixed-point implementation.
2.2.2 CORDIC
CORDIC (COordinate Rotation DIgital Computer) is a method for imple-
menting trigonometric and hyperbolic functions using simple additions and
bit-shifts. It takes its name from the computer used in the United States’
B-58 bomber[Vol00], for which the technique was originally designed. It
was devised and implemented by Volder[Vol59] at a time when transistors
were new and hence both slow and expensive, but has found uses even in
today’s systems. Walther drew together a number of algorithms based on
the coordinate-rotation principle, to provide a unified algorithm[Wal71] for
the calculation of elementary functions, including square-root, multiplica-
tion, division, and the logarithmic, trigonometric and hyperbolic classes.
In 1998 Andraka[And98] conducted an extensive survey of CORDIC algo-
rithms, and Kota had previously looked at the trade-off between hardware
use and accuracy[KC93].
Mencer et al implemented CORDIC for FPGAs[MSMD00] using the PAM-
Blox[MMF98] framework. A floating-point unit for an embedded proces-
sor was developed by Zhou et al[ZDL+08, ZDLD08], with double-precision
floating-point operands and result, using co-ordinate rotation for the calcu-
lation step.
The principal benefit of CORDIC is that it has an efficient implementa-
tion which is low on hardware requirements, making it common in small
microcontrollers and for FPGA implementations. Fixed-point elementary
functions are calculated using a sequence of adds and shifts. Each iteration
leads to a rotation clockwise or anti-clockwise, starting at 45◦ and reducing
by half each time. The combination of these rotations allows any fixed-point
rotation to be produced.
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2.2.3 Logarithmic and Residue Representations
In addition to CORDIC, the field of digital signal processing has imple-
mented other representations to reduce the complexity of specific opera-
tions.
In a logarithmic representation, a real number, R, is represented by its
sign and the logarithm of its magnitude. Swartzlander provided a summary
of the representation, which includes steps to avoid negative logarithms
and other edge cases, along with a possible implementation[SCNS83]. The
principal benefits are rapid multiplication and division, being possible with
simple fixed-point additions and subtractions. However, additions and sub-
tractions on the real numbers themselves are complex, so a logarithmic
representation works best when these are not present.
Another alternative is to use a residue representation. A residue number
system (RNS)[JL77] makes use of the Chinese Remainder Theorem and
is defined by a set of moduli, {m1,m2, . . . ,mi}, which must be co-prime.
A real number, R, is stored as a set of smaller numbers, each one of the
form ri = R mod mi. Addition, subtraction and multiplication can all be
achieved by adding, subtracting or multiplying corresponding residues, as
so: ci = ai op bi mod mi. Division requires more complexity, with Kaltofen
and Hitz describing one possible method in [KH95]. The principal benefit
of a residue representation is a reduction in the size of adders required, as
each residue value is smaller than the original number. This reduces the
size of carry-chains, which in turn increases the maximum possible clock
frequency of an adder.
2.3 Hardware Optimisation Approaches
Although IEEE-754 strictly defines almost everything about its standard
formats, for application-specific implementations this rigorous specification
can add extra complexity and cost with little benefit. For this reason a
number of specialised architectures make use of cut-down versions of the
standard, for example with fewer rounding modes or ignoring special cases.
We begin with a discussion of our optimisations for our target architec-
ture, the field-programmable gate array (FPGA), before continuing with
graphics processing units (GPUs) and the Cell processor.
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2.3.1 Reconfigurable Systems
Reconfigurable systems have become increasingly prevalent, with the field-
programmable gate array (FPGA) increasing in size and utility every year.
Todman produced a survey of the many different reconfigurable architec-
tures available[TCW+05].
In the context of our work, FPGAs can use any conceivable floating-point
implementation that can be made to fit on the chip. With the continuing
increase in effective gate count, a few large, complicated floating-point units
- or multiple smaller ones - may be placed on an FPGA. They also provide for
variable-precision implementations, for example providing more bits for the
fractional part of a 32-bit floating-point number than in the IEEE standard.
Double-precision IEEE floating-point was previously difficult to achieve
on an FPGA due to space constraints. An increase the size of FPGAs and
the addition of faster memory interfaces has improved the performance of
libraries such as BLAS[UH04], making FPGAs a viable platform.
More recently, a 64-bit floating-point design was shown to achieve 15.6
GFLOPS on an FPGA[DVKG05], higher than a single Intel Itanium 2 core,
one of the latest processors at the time. Consequently, assessments of us-
ing floating-point on FPGAs have become more optimistic as larger devices
have become available[SWA95, LMM+98, UH04, Und04]. For several years
FPGAs have included coarse-grained elements such as integer hardware
multipliers[Xil07], in addition to fine-grained look-up tables. These embed-
ded hardware blocks provide a smaller, faster implementation of commonly-
used functions that would otherwise have to be implemented with look-up
tables alone.
These positive developments have led to a shift, from FPGAs being solely
the realm of embedded systems to numerous applications in computational
science[LKM02, AAS+07, NH05, SGTP06, KP06].
Despite the increase in chip size, placing a fully-featured floating-point
unit onto an FPGA still consumes large amounts of on-chip resources. Re-
using the same unit repeatedly is possible, but introduces an artificial bot-
tleneck: the performance advantage of FPGAs stems from their ability to
perform many operations in parallel. The goal is thus to reduce the hard-
ware size of a particular functional unit, increasing the number of units
able to be placed in parallel. In order to ease this problem, Ho et al have
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suggested a reconfigurable architecture using floating-point-specific coarse-
grained units, with fine-grained elements for control logic[HYL+09].
BitValue[SG00] and BitWise[SBA00] use data-flow analyses to reduce
computation bit-widths. The BitSize[GMLC04] tool is similar, but allows
the user to specify target design constraints for size, clock frequency and
latency. These are used to select optimum number representations from
variable-precision fixed-point or floating-point options, with the aim of meet-
ing those constraints as closely as possible. Cheung et al[CLM+05] devel-
oped a method for generating fixed-point versions of elementary functions,
such as logarithm and square root, while using IEEE floating-point for input
and output. The conversion between IEEE floating-point and fixed point is
transparent to the user.
These methods all reduce the overall precision of the calculation, which
may cause results to deviate, as has previously been shown. Gu et al[GVH05]
implemented a molecular dynamics application on an FPGA and discussed
this issue at length. They used 35-, 40- and 51-bit wide data-paths and
checked for fluctuations in the total energy in the system being modelled.
On the other hand, Zhuo et al[ZP05] implemented a sparse matrix solver
in double-precision floating-point, with IEEE-754 compatible units. Monte
Carlo simulation has also been successfully implemented with double-precision
floating-point units[GFA+04].
2.3.2 GPUs and Cell
Graphics processing units and the Cell processor adopted single-precision
varieties of IEEE-754 in their initial designs. Both served the same market:
graphics rendering for games and video. Minor errors in single frames of
games were inconsequential at high frame rates, while the reduced size of the
single-precision unit allowed for both an increase in processing pipelines and
decrease in memory use compared to a double-precision option. Standard
GPU floating-point support is generally limited to 32-bit precision IEEE-
compatible arithmetic, but without floating-point exceptions. Similarly,
the consumer version of the STI Cell architecture uses fast single-precision
floating-point “synergistic processing elements”[FAD+05, GHF+06] for the
same reason, with the more accurate double-precision format operating at
a much lower speed.
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The large parallel processing ability of these graphics-oriented architec-
tures made them appealing for use in computational science. Their lack of
double-precision (or in the Cell’s case, fast double-precision) led to work on
achieving double-precision results with single-precision units. Strzodka, as
well as others such as Dongarra[Don06], have conducted work to use limited
precision floating-point units on both GPUs[GST05] and FPGAs[SG06], re-
lying on error-correction and iterative solution to produce accurate results
in a mixed-precision environment.
As a result of such techniques, the consumer Cell processor showed promise
for computational science applications[WSO+06, WSO+07, Fab07]. In ad-
dition, Stanford’s Folding@Home[LSS+09] supports the PlayStation3, al-
lowing scientific calculations to run when a networked PS3 is not in use.
As described in Section 1.2, both of the graphics-oriented architectures
have now introduced double-precision floating-point alternatives[HMZ+08,
LNOM08].
2.4 Related Concepts
Our work draws on some familiar concepts from computer systems research,
applying them to a specialised situation in the form of floating-point hard-
ware optimisation. In this section we provide a brief overview of iterative
and profile-driven compilation, and the use of speculative approaches in
computer systems.
2.4.1 Iterative Compilation
Traditional compilers contain a series of static analyis and optimisation
phases, which operate on intermediate representations of programs to de-
termine their behaviour[ALSU06]. Static analysis phases within compilers
have one fundamental, inescapable limitation - they can rely only on the
structure of the program itself, with no knowledge of its run-time behaviour.
Profile-driven compilation is a common technique, allowing the compiler to
emit more efficient code for frequently taken branches, at the expense of
less common ones.
There is an ever-growing body of research related to iterative and feedback
driven compilation[FOK02, TVVA03]. This extends the profile-driven idea
36
to take bolder moves based on profile data, and drawing on machine learning
techniques[LO04, ABC+06].
We seek to use similar techniques here, where we make bold decisions
on floating-point calculations, but can fall back to slower methods where
necessary.
2.4.2 Speculation
In their paper on Thread-Level Speculation (TLS), Steffan et al[SM98] de-
scribed their technique as “allowing the compiler to view parallelization
solely as a cost/benefit tradeoff, rather than something which is likely to
violate program correctness”.
This neatly sums up the speculative approaches which are becoming com-
mon in computer architecture. Branch prediction[Smi98] is one of the earli-
est and most obvious examples of speculation, where a super-scalar proces-
sor executes instructions past a branch, without knowing which way that
branch will go. A correct prediction yields faster performance, while an
incorrect one causes a mis-prediction penalty as the incorrect instructions
are scrapped and the machine executes the correct ones. In either case, the
correct result is still achieved.
TLS[SCZM00, PO03] uses the assumption that threads are independent,
freeing the programmer from traditional parallel-programming concerns such
as locks. Each thread retains a speculative list of memory updates[GPL+03],
which can be committed to memory at a later stage. If the process of com-
mitting speculative updates to physical memory reveals a conflict between
threads, the affected threads can be reset to try again. The technique
increases parallel execution when the assumption holds, but introduces a
performance penalty when a conflict occurs.
Speculative code transformations[DCJNMW00, LCH+03] allow the com-
piler to overcome barriers to optimisation introduced by problems such as
pointer-aliasing[ZRL96, HBCC99, LR04]. For example, pointers with a low
probability of aliasing can be treated as genuinely separate items, which may
allow the execution order to be modified to make most use of the underlying
hardware. Recovery code confirms whether the pointers are separate and
takes corrective action if not.
Our solution follows this same pattern: we assume that floating-point
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operations can execute successfully on our optimised floating-point units.
When this assumption does not hold, operations are re-executed with an
associated performance penalty.
2.4.3 Hardware/Software Partitioning
An application to be accelerated using custom hardware must be split be-
tween software and hardware parts. Key kernels which benefit from hard-
ware execution can be moved into the accelerator, while control logic re-
mains in software on a host processor. Hardware/software co-design, or
partitioning, has spawned a large selection of tools and techniques over the
past twenty years.
Nimble allowed systems specified in C to be compiled for a combined
embedded processor and FPGA, automatically partitioning applications at
loop and basic-block level[LCD+00]. Streams-C[FGL01] and Marge[GKMK96]
also used C-based descriptions, but targetted multi-FPGA systems. Streams-
C requires the programmer to annotate C code in order to explore different
hardware configurations, in contrast to Nimble which does this automati-
cally. Luk, Wu and Page[LWP94] took a functional programming approach,
implementing a partitioning system using the Haskell-based[HF92] Gofer
environment. DEFACTO[SHD02] performs a limited design-space explo-
ration to quantitively assess possible loop nest implementations, selecting
a near-optimal solution. COSYN[DLJ97] also provided a heuristic algo-
rithm for partitioning, supporting multiple types of processing elements
and communication architectures. Gupta et al demonstrated a behavioural
system[GDM93] based on the HardwareC[KDM92] language. Kalavade fo-
cussed on an ASIC and embedded digital signal processor[KL94] combi-
nation. POLIS[BCG+97] used a similar target architecture, considering
FPGAs for prototyping, but took input as a combination of graphics and
the ESTEREL[BdS91] language to specify a finite state machine[HK95].
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2.5 Summary
In this chapter we have provided a reference for the IEEE-754 floating-point
standard, highlighting key features of the representation and implementa-
tion which are important for our work. We also described some related
representations, block floating-point and dual fixed-point, placing the IEEE
standard into context and showing the flexibility of floating-point systems.
We included details of other number representations which are used on our
target hardware and related platforms.
In the latter part of the chapter we provided an overview of optimisation
approaches for our target platform. Finally, we described the concepts on
which our work is based, drawing from the fields of iterative compilation
and speculative hardware.
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3 Speculative Reduction of
Floating-Point
In this chapter we present the specific hardware optimisations we look to
apply based on profiling data. We consider only the individual floating-
point units in our system and how they may be optimised and flag erroneous
results. The mechanisms for integrating them into a functioning accelerator,
with error correction, are covered in Chapter 4.
Figure 3.1 shows the components of a floating-point adder, with possible
areas for optimisation numbered from one to five. These areas are:
1. Reducing the bit-width of the exponent (Exponent Reduction, ER)
2. Reducing the size of the significand (Significand Reduction, SR)
3. Removing the hardware required to swap operands (Swap Elimination,
SE)
4. Reducing the capabilities of the operand alignment shifter (Operand
Alignment Reduction, OAR)
5. Reducing the capabilities of the normalisation shifter (Normalisation
Reduction, NR)
Three of these optimisations have been the focus of our efforts so far: Ex-
ponent Reduction, Operand Alignment Reduction and Normalisation Re-
duction. Significand Reduction requires a compromise of the type we have
sought to avoid: reducing the precision of our operands, with associated
risks to accuracy and correctness. Swap Elimination will be considered in
Section 7.2.
The optimisations OAR and NR rely on reducing the size of barrel shifters
required to align operands and normalise results. Beauchamp[BHUH08,
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Figure 3.1: Optimisation opportunities for a floating-point adder
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Figure 3.2: Staged-multiplexer design for variable shifter
BHUH06] presented alternative methods to achieve this goal, experimenting
with the embedding of floating-point components into the FPGA fabric.
In our baseline architecture, both operand alignment and normalisation
use a generic barrel shifter following a staged-multiplexer design, shown in
Figure 3.2. Each stage shifts by a fixed power of two, with the combined
stages providing a full range of possible shifts.
As the maximum required shift is reduced, stages may be removed from
the shifter. We will show that it is possible to remove many of these stages
in certain situations, by limiting shifts to just one or two bit positions.
Normalisation Reduction and Exponent Reduction may also be applied
to floating-point multipliers, increasing the benefits they may bring.
Our optimisations allow for correct execution of operations in the common
41
case identified by profiling, but errors may occur for operands outside the
expected ranges. Hence each form of optimisation requires a small amount
of custom error-detection logic which will also be described.
The remainder of this chapter describes the optimisation options in more
detail. We supply indicative values for relative hardware size using each op-
timisation, based on Logic Elements (LEs) for the Altera Cyclone II[Alt08a]
(2C35) device. The units were placed and routed using Altera’s Quartus II
software[Alt08b]. Tables of such values are presented for a single floating-
point unit of a specified type, placed and routed independently of other
hardware, using both single- and double-precision. Our optimisations are
specified as ABBR-n, where ABBR is an abbreviation as listed above, and n
represents the optimisation level. For example, NR-2 represents Normalisa-
tion Reduction, where two stages are retained in the barrel shifter.
3.1 Base Hardware Architecture
We use the variable-precision VFLOAT library[BL02] as our baseline floating-
point architecture, as it provides a set of cross-vendor, customisable VHDL
components. FPGA vendors such as Xilinx[Xil06] and Altera[Alt09b] pro-
vide highly-optimised floating-point libraries which could be used for variable-
precision floating-point operations, however they do not currently allow in-
ternal modifications of the type we are proposing here. Langhammer has
produced a data-path sythesis system[Lan08] which provides some scope
for customisation, however it is specific to Altera platforms. Performance
in terms of area and maximum clock rate falls short of the vendor-specific
libraries, but provides a suitable test-bed for evaluating the effect of opti-
misation on calculation error rates.
The library includes extended floating-point operations[WBL06], how-
ever we consider only addition, subtraction and multiplication at this stage.
While sufficient for the scientific applications we have examined so far, the
extended operations would be required for a number of important algorithms
where our technique could be applied, such as the Black-Scholes[BS73] al-
gorithm in computational finance.
A set of basic floating-point components can be assembled into full adders,
subtractors and multipliers. We make our changes to these individual com-
ponents, using pre-existing exception handling hardware to flag errors.
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3.2 Operand Alignment Reduction (OAR)
In this section we explore reducing the size of the hardware required to align
two floating-point operands for an add or subtract operation, as described in
Section 2.1. Recall that one of the operands must be shifted by the difference
of the exponents, ∆e. Figure 3.3 provides an illustration of the process.
We offer this optimisation, which we call Operand Alignment Reduction,
as a method of shrinking the floating-point hardware without affecting the
overall precision of the calculation.
We seek to reduce the maximum possible shift, reducing the hardware size
but imposing limitations on the input operands: operations which require
larger shifts for operand alignment cannot be successfully executed with
our changes in place. Errors are easily identified during execution, as the
required shift must still be calculated. If the shift is within acceptable range,
the calculation proceeds as normal, otherwise an error may be flagged and
the operation re-executed on a fully capable floating-point unit.
Although our base architecture uses a common method of implementing a
barrel shifter, with a cascaded set of wide multiplexers, FPGA macro logic
blocks provide an alternative approach. The multiplexer design can lead to
high resource usage and congestion on the FPGA routing network as the
size increases. However, each new generation of FPGAs brings a new gener-
ation of high-performance macro logic blocks, mostly aimed at digital signal
processing. These are often configured to provide fast and efficient multiply
or multiply-accumulate operations, but can also act as small barrel-shifters
with the appropriate inputs. Larger barrel-shifters, such as those required
for double-precision floating-point operations, also begin to consume rout-
ing resources to tie a number of macro-blocks together, as well as using
valuable multiplier blocks. Consequently, we believe this optimisation to be
useful in both multiplexer and macro-block designs.
We refer to this optimisation as OAR-n, where n is the number of shifter
levels used in our design. OAR-6 provides full capabilities for double-
precision floating-point, while OAR-5 does the same for single-precision1.
Error detection for Operand Alignment Reduction can be implemented
with a basic check: when calculating the shift required to align operands
1OAR-6 has a maximum shift of 26 = 64, while a double-precision significand can be
shifted by 53 before all significant bits are lost.
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Figure 3.3: Illustration of operand alignment in the floating-point
standard. The operand with the smaller exponent is
shifted to equalise exponents, allowing a standard inte-
ger addition to take place. It is also important to note
that precision is lost as numbers “drop off” the end of
the operand being shifted. With a shift greater than the
significand size, all significant bits can be lost in this way.
OAR-n
Single-Precision Double-Precision
Logic Elements % Size Logic Cells % Size
6 - - 1,292 100%
5 591 100% 1,251 97%
4 571 97% 1,188 92%
3 539 91% 1,128 87%
2 515 87% 1,074 83%
1 512 87% 1,071 83%
Table 3.1: Hardware savings with Operand Alignment Reduction for
floating-point adders and subtractors
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Figure 3.4: Functional diagram of error detection hardware for
Operand Alignment Reduction
(∆e) we check for values which are out of range of our shifting hardware
and raise an exception. Figure 3.4 shows how this error detection hardware
integrates with the reduced floating-point unit.
In some circumstances an extended check can be made to reduce the
error rate at the expense of a larger hardware design. This extended check
determines if ∆e exceeds the bit-width of the significand, bits(s), supressing
an error and returning zero for the fractional part. Table 3.2 shows the
overhead required for error detection in Operand Alignment Reduction, for
single- and double-precision implementations. As can be seen, basic error
detection logic accounts for just two logic elements in both sizes (0.4% and
0.10% respectively). Additional logic to avoid triggering an error when the
required shift is greater than the significand size occupies a further 1.6-2.1%.
Section 6.1 shows results where this extended check could produce great
improvements to the error rate.
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Configuration
Single Double
LEs LEs
Full Capability 591 1,292
OAR-1 - No Detection 499 1,052
+ Out-of-Range Detection 501 1,054
+ Significand Size Check 512 1,071
Table 3.2: Logic element use for a floating-point adder, with Operand
Alignment Reduction and error detection options
3.3 Normalisation Reduction
Our second proposed optimisation is Normalisation Reduction (NR). As
with Operand Alignment Reduction, this reduces the capabilities of a shifter,
this time in the normalisation logic. Unlike OAR, however, it applies to all
floating-point operations, rather than just additions and subtractions. The
normalisation step is required to pack a floating-point result into the stan-
dard binary format.
This optimisation provides the greatest gains, due to its wide applica-
bility. Table 3.3 shows the hardware savings made when NR is applied to
floating-point adders and subtractors, with Table 3.4 showing the same for
multipliers. Note that the standard number of shift levels in a multiplier is
one higher than for adders and subtractors, because a multiplier generates
a result significand which is twice as wide as the input significands.
Detecting out-of-range results for our reduced normalisation components
is as simple as for Operand Alignment Reduction, as they are both based
on the same underlying component. In this case a priority encoder deter-
NR-n
Single-Precision Double-Precision
Logic Cells % Size Logic Cells % Size
6 - - 1,292 100%
5 591 100% 1,250 97%
4 572 97% 1,195 92%
3 551 93% 1,146 89%
2 516 87% 1,091 84%
1 513 87% 1,091 84%
Table 3.3: Hardware savings with Normalisation Reduction for
floating-point adders and subtractors
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mines the magnitude of the shift required, which can be checked against the
maximum possible. Unlike OAR, this check must take place after the result
has been calculated, so there is no scope for short-cutting the calculation
itself. Table 3.5 shows the impact of error detection logic on hardware size
for a floating-point adder.
3.4 Exponent Reduction
Exponent Reduction is the simplest of the optimisations we consider here,
and one for which many techniques exist. In this paper we restrict ourselves
to a simple approach. Our profiler reveals the distribution of floating-point
values within an application, which is used to restrict bits(e) to the smallest
value capable of representing the overall range required. In keeping with our
‘aggressive optimisation’ approach, we continue to reduce bits(e) even if it
would produce a small error. The use of a biased representation in the IEEE-
754 standard presents a further option: modifying the bias in conjunction
with bits(e). This would eliminate a wasted bit for value distributions which
have predominantly positive exponents.
Tables 3.6 and 3.7 show the hardware savings to be made with Exponent
Reduction for adders/subtractors and multipliers, respectively. With adders
and subtractors the hardware savings are initially much smaller than the
other two optimisation types, however large gains can be made where the
exponent can be reduced to four bits or less. For multipliers this optimi-
sation has little effect, achieving no more than a 7% reduction in the most
aggressive case.
NR-n
Single-Precision Double-Precision
Logic Cells % Size Logic Cells % Size
7 - - 1,461 100%
6 566 100% 1,394 95%
5 566 100% 1,176 80%
4 481 85% 1,053 72%
3 425 75% 977 67%
2 394 70% 918 63%
1 396 70% 918 63%
Table 3.4: Hardware savings with Normalisation Reduction for
floating-point multipliers
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Configuration
Single Double
Logic Cells Logic Cells
Full Capability 591 1,292
NR-1 - No Detection 512 1,071
Out-of-Range Detection 513 1,091
Table 3.5: Logic element use for a floating-point adder, with Normal-
isation Reduction and error detection options
ER-n
Single-Precision Double-Precision
Logic Cells % Size Logic Cells % Size
11 - - 1,292 100%
10 - - 1,280 99%
9 - - 1,267 98%
8 591 100% 1,255 97%
7 577 98% 1,242 96%
6 568 96% 1,217 94%
5 544 92% 1,159 90%
4 509 86% 1,085 84%
3 469 80% 1,017 79%
2 429 76% 951 74%
1 417 71% 942 73%
Table 3.6: Hardware savings with Exponent Reduction for floating-
point adders and subtractors
ER-n
Single-Precision Double-Precision
Logic Cells % Size Logic Cells % Size
11 - - 1,461 100%
10 - - 1,455 100%
9 - - 1,449 99%
8 566 100% 1,443 99%
7 559 99% 1,435 98%
6 554 98% 1,429 98%
5 548 97% 1,412 97%
4 542 96% 1,410 97%
3 532 94% 1,403 96%
2 531 94% 1,398 96%
1 524 93% 1,392 95%
Table 3.7: Hardware savings with Exponent Reduction for floating-
point multipliers
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bits(e1) bits(e2)
Logic Cells
bits(e1) to bits(e2) bits(e2) to bits(e1)
11 10 12 13
11 9 11 12
11 8 11 11
11 7 10 10
11 6 9 9
11 5 9 8
11 4 8 7
11 3 7 6
11 2 7 5
11 1 6 4
Table 3.8: Hardware use for exponent adjustment logic
The method of error detection is a little different for Exponent Reduction
than the other options, as the major part does not occur within the func-
tional unit itself. Two sets of error detection logic are actually required: one
set between data-path elements of differing exponent sizes (an error indi-
cates a conversion is not possible), and another set when a calculated result
overflows the exponent. The exponent overflow check is already performed,
leaving just the conversion error to consider.
Increasing or decreasing the exponent size requires an adjustment to the
bias, in addition to dropping or introducing extra bits. There is a con-
sequent hardware consumption associated with this step, however since it
need only occur where the exponent size changes, the cost can be spread
over several units. Table 3.8 shows the hardware cost of conversion to and
from an exponent of eleven bits, the double-precision standard. As this ta-
ble shows, a greater size reduction produces smaller adjustment hardware,
due to fewer bits being required when adjusting the exponent. It is also
clear that this optimisation becomes unviable for small reductions, if used
on a single functional unit; the hardware cost of converting to a smaller
exponent, then back again, removes most of the advantage.
Although we do not consider it further in this work, by moving away
from the IEEE-754 standard we have an additional way to reduce the expo-
nent to make this method more effective. As described in Section 2.1, the
floating-point standard uses a biased representation for the exponent, with
the bias defined as 2bits(e)−1. This need not be the case providing suitable
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emin emax erange b bits(erange) bits(e)
-1023 1023 2046 1024 11 11
-10 -1 9 11 4 5
0 100 100 1 7 8
-10 23 33 11 6 6
90 100 10 -51 4 8
Table 3.9: Table showing the effect of using a custom bias. The col-
umn bits(erange) represents the minimum bit-width of the
exponent when using the custom bias. For comparison, the
column bits(e) shows the required bit-width when using a
standard bias.
conversions are performed to adjust the bias between inputs, outputs and
operations. The rationale behind this is described in Section 2.1.4, with a
demonstration of its effect shown in Table 2.2. To implement this element
of the optimisation, we would need to consider the total range of exponent
values2, erange = emax − emin, selecting bits(e) = dlog2(erange + 2)e. The
bias may then be set accordingly, as b = 1 − emin. Table 3.9 shows some
examples, starting with the double-precision standard. The expected expo-
nent width with and without a custom bias is shown for comparison. As
can be seen, depending on the circumstances this approach could save one
or two bits on the exponent.
3.5 Summary
In this chapter we have described the three optimisations implemented to
date: Operand Alignment Reduction, Normalisation Reduction and Expo-
nent Reduction. Of these, Operand Alignment Reduction applies only to
addition and subtraction. The hardware on which we base our optimisa-
tions was described, along with the key architectural changes we make to
achieve them. Indicative hardware savings for each optimisation were sup-
plied for single- and double-precision implementations, which range from
10% to 40%, depending on magnitude of optimisation and base representa-
tion.
These optimisations form one of the key elements of our overall technique,
with the others being described in the following chapters.
2Remembering to include the ‘reserved’ values of all zero and all one in the exponent.
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4 System Integration
In Chapter 3 we considered optimisations to be applied to individual floating-
point units. These must be assembled and integrated with a host system in
a way which enables both fast processing and error correction to take place.
Methods for partitioning hardware and software were given in Section 2.4.3;
it is anticipated that our technique would be compatible with many of these.
The details of how an application is partitioned between hardware and
software is not directly of concern to us, as our optimisations take place
at a low-level and could be deployed within any partitioned system. In-
clusion of our optimisation steps as part of a larger tool-chain, such as
Harmonic[LCT+09], would provide another route to system integration.
However, we must be able to modify a partitioned system to include the
error detection and recovery mechanisms our optimisations require.
Figure 4.1 shows a typical hardware/software stack, with our additions
highlighted. It is intended that error recovery takes place within the applica-
tion interface library, hiding the fact that errors occur from the application.
In our concluding Chapter 7, we consider methods which may improve the
effectiveness of our optimisations by tighter integration of the application
and hardware.
The method in which this error detection and correction is implemented
is vital: the success of our technique requires a trade-off between error rates
and re-execution time.
Calculation Datapath(s)
Application
Error Management
Interface Layer
App. Interface Library
Error Recovery
H/W Interface Library
H/W Driver
Figure 4.1: Software and hardware stacks with error detection/correc-
tion
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4.1 Hardware Options
This section describes two configurations of optimised floating-point hard-
ware and their processor integration methods, which are illustrated by Fig-
ure 4.2. We consider a small embedded processor with an optimised floating-
point unit, and a streaming data-path coupled to a fully-fledged processor
with hardware floating-point unit.
Integer Microprocessor
F.P.
Software 
Library
Reduced Floating Point 
Unit
Full Microprocessor
Generic Floating 
Point Unit / 
Software Library
Floating Point Datapath
+-÷*
+
*
+
Figure 4.2: Integration methods with a host processor:
a) A single optimised floating-point unit,
b) An optimised floating-point data-path for a fixed set of
operations.
4.1.1 Optimised Floating-Point Arithmetic Unit
The most basic integration method is an optimised floating-point arithmetic
unit added to the processor, either through integration into the data path
or as an external hardware device. This type of integration is more suited
to embedded systems, where area and power savings are important. Rather
than use a fully-functional floating-point unit a smaller one may be used
to decrease overall cost. When referring to a floating-point unit, we allow
that this may be a collection of several individually-optimised units com-
bined into a single functional unit, rather than a blanket optimisation being
applied to all components.
Under this design the same floating-point unit is used for all operations,
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limiting the scope of optimisations: profiling results as seen in Section 5.3
show that value ranges of operations may be disjoint. As will be seen in the
case study in Chapter 6, optimisation at the operation level has considerable
advantages.
This style of integration may be suitable in a general-purpose case, where
a specific data-path to be optimised cannot be identified, but there exists
a range of calculations with similar behaviour, either within an application
or across applications.
Due to its inherent limitations we do not consider this design further, but
have mentioned it here for completeness.
4.1.2 Optimised Data-path
Our second option is to implement a floating-point data-path consisting of
a sequence of operations, for example the inner loop of a loop nest. We
then stream operands in to the data-path and results out, either directly
to/from a host processor, or via on-chip control logic. We have referred to
a processor with a full floating-point unit on-board, which could be used
to re-execute erroneous operations. This could be omitted if no general
purpose FPU was required, with a software library providing a re-execution
mechanism.
A streaming data-path is a common configuration in the literature, with
tools such as StReAm[MHMF00] (later ASC[LT03, MPHL03, Men06]) and
Streams-C[GSAK00, FGL01] providing a high-level language description.
Bellas et al[BCDL06] eschewed the high-level approach for a template-based
system, while highlighting the benefits of decoupled streaming data-path
and data-fetch components.
Once again, we are less concerned with the precise nature of how a stream-
ing data-path could be implemented, as long as they may be adapted to ex-
pose error detection signals. In our test cases we use an XML description and
Perl script to generate a VHDL data-path. Data-fetching is implemented
in Handel-C[Agi08] and compiled to VHDL for synthesis. Our XML de-
scription is derived from a single-static assignment form[ALSU06, CFR+91]
of the application code to be implemented, as generated by the Float-
Watch profiler.
The streaming approach provides a number of important advantages.
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In particular, each operation may have a fully optimised implementation.
Pipelining allows the units to be fully utilised despite the lack of re-use
within a computation. Intermediate results also remain within the data-
path, rather than being copied back and forth as in the single floating-point
unit case.
This style of processor integration reduces communication requirements
and generates a highly targetted solution. However, this makes it unsuitable
if the hardware is required for general purpose floating-point calculations.
Figure 4.3 shows a data flow graph for part of the swim benchmark which
will be shown in Chapter 6. Under this method each operation would be an
optimised unit matching the profiling results for that application.
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Figure 4.3: Flow Graph from the Swim Benchmark
Another point to note from this figure is that there are five operations but
only four inputs are required, along with one output. With a single floating-
point unit ten inputs and five outputs would be needed, with some results
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being sent straight back to the processor. A set of floating-point registers
in the floating-point unit option would resolve this wasted communication
bandwidth, at the expense of more resources.
4.2 Error Recovery
On smaller devices there are two main options for re-execution, dependent
on the architecture in use: either on a host or embedded processor or within
a fully-capable FPU on the FPGA. For larger devices it is feasible to place an
IEEE-754 compliant floating-point data-path alongside multiple cut-down
paths, to provide an on-chip recovery option. Where the FPGA is coupled
with a high-performance host processor, re-execution on the host is possible.
The case study for 102.swim in Chapter 6 uses the host processor to re-
execute erroneous calculations in software.
The method of communicating with re-execution hardware provides a
great deal of flexibility depending on the application being optimised. We
present a variety of options, of which one - the Iteration Indexed Re-
execution Buffer (IIRB) - is carried forward to implementation in Chapter 6.
A vital component of our system is the software layer on the host pro-
cessor. This is responsible for configuring, then marshalling data to and
from the acceleration hardware. When our system is in place it may also
be required to re-order or re-execute operations as necessary.
4.2.1 Iteration Indexed Re-execution Buffer
The Iteration Indexed Re-execution Buffer requires a shared-memory sys-
tem, the accelerator performing direct memory access to fetch operands and
store results. It is designed for systems where loop iterations may be exe-
cuted truly independently. In this configuration the acceleration hardware
keeps track of the iteration number being executed, fetching operands using
direct memory accesses. The host processor passes the hardware a pointer
to an allocated shared memory area which is used as a re-execution buffer
(RXB). When an error occurs, the iteration number is written directly to
the shared memory area. The host may query the acceleration hardware to
determine the number of items in this buffer and re-execute any iterations
stored within it during execution of the accelerator.
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Figure 4.4: Functional Diagram of the Iteration Indexed Re-execution
Buffer
The iteration number allows the host to select operands from memory,
re-execute the calculation using its own floating-point mechanism (hardware
units or software libraries), then write the result back to the correct location
in memory.
The 102.swim case study expands on this method in Section 6.2 with a
concrete implementation.
4.2.2 In-design Correction
On large devices the most application-friendly solution is to correct errors
within the accelerator itself. This limits communication between host and
accelerator and allows a simplified library at the application layer.
Initially, we consider an out-of-order system, where operations enter the
accelerator in an application-defined order, but may return to the host in
an arbitrary order. The application-level library dispatches operations to
the accelerator with a tag, for example a loop iteration number or result
destination address. Upon completion the result is returned to the host
processor where it can be processed as appropriate for its tag. Under this
system, shown in Figure 4.5, results are returned in-order until an error oc-
curs, at which point a result becomes delayed until it has been re-calculated
on the fully-capable floating-point unit/data-path.
Referring to Figure 4.5, we can see the following steps in this re-execution
method:
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1. Items from the input queue are distributed to the next available data-
path;
2. Correct results are added directly to the output queue; operands for
incorrect results are sent to the re-execution queue;
3. The fully-functional floating-point unit uses operands from the re-
execution queue when available, or the input queue if not;
4. A correct result is generated by the fully-functional unit;
5. The output queue stores results, which may be out-of-order;
The key responsibilities of the software layer in this solution are to assign
tags for operations, and place results returning from the accelerator in the
correct location based on those tags. This may be as simple as re-ordering
results before returning them to the application layer.
A hardware re-order buffer[Joh], as frequently used in superscalar pro-
cessors, would be a logical addition to this system. Hardware would thus
replace much of the software layer, with results being re-ordered before dis-
patch back to the host. The hardware could also assign tags, reducing the
volume of host-accelerator communication required.
An accelerator based on the Tomasulo algorithm[Tom67] would be a fur-
ther logical extension, allowing dependent loop operations to be issued to-
gether, waiting for erroneous results to be re-executed on-chip if necessary.
This could increase the complexity of the accelerator by introducing the
concept of registers, moving away from the streaming data-path scenario
and towards a floating-point co-processor. However, the results output ar-
ray could be treated as a set of registers, using the required array index as
a tag for the purpose of the algorithm.
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Figure 4.5: In-design correction, with multiple parallel data-paths.
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4.3 Summary
In this chapter we have taken our unit-level optimisations, as shown in
Chapter 3, and demonstrated ways they may be integrated into a complete
system. It is these methods of system integration which permit speculative
execution, with erroneous results generated by our units being re-executed
by the surrounding system.
This is not an exhaustive list of options, as we anticipate many more sys-
tem configurations being available depending on the underlying architecture
and target application. The options described here provide a demonstra-
tion of the concepts involved, while providing a suitable base for proving
the success of our optimisations.
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5 FloatWatch : A Floating-Point
Profiler
FloatWatch is the combination of a dynamic execution profiler within the
Valgrind[NS03, NS07] framework, and a collection of processing and report-
ing tools. Aggregated data on the value ranges and numerical relationships
between floating-point operands are gathered at runtime by the profiler,
with post-processing producing a report file for use in a graphical user in-
terface. This permits the exploration of profiling data on a program, source
file, source line or individual-operation basis. Filtered and aggregated re-
sults can be exported for use in graphing tools.
FloatWatch has played a dual-role in our research: initially, as a tool
for providing insight into the floating-point behaviour of scientific code and
latterly to inform the optimisation choices we make. It may also be used to
identify potential errant behaviour in floating-point software, a topic which
we will return to shortly, and in more detail in Section 5.2.
We initially used FloatWatch to explore the behaviour of some floating-
point codes, descriptions of which can be found in Section 5.3. From these
initial explorations, our optimisation approach developed and the profiler
was extended to support the optimisations described in Chapter 3.
The following data is collected for every floating-point operation:
• a value distribution measure, in the form of the exponent (e) of the
operands and result of each operation 1,
• occurences of zero and denormal values,
• an operand ratio measure, which is the difference in exponent between
operands of floating-point operations (∆e),
• the total shift required to normalise a floating-point result.
1Only the result for each operation is collected directly, however this includes floating-
point loads so the magnitudes of floating-point operands are known.
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The value distribution measure is used principally to inform the Expo-
nent Reduction optimisation (Section 3.4), providing an experimental ob-
servation of the main value ranges in the application. However, our initial
investigations with the profiler were to determine if alternative representa-
tions, such as fixed point, would be appropriate and the value-distribution
is still useful for this purpose. The profiler tracks zero values and de-normal
floating-point numbers as part of the value-collection process, which may
be indicators of a sub-optimal algorithm or performance problems.
The operand ratio measure informs the Operand Alignment Reduction
optimisation (Section 3.2), but can also identify a loss of precision. Within
floating-point additions and subtractions the significand (s) of the small-
est operand is shifted by ∆e bits in order to align both operands for a
corresponding fixed-point operation. When the condition ∆e >= bits(s)
is satisfied, the smaller operand loses all its significant bits and effectively
becomes zero. This can be a cause of errant behaviour under certain con-
ditions, particularly in algorithms involving iterative convergence.
Normalisation amount is an important metric to gather, as it informs
the Normalisation Reduction optimisation (Section 3.3) applicable to all
floating-point operations, and can also indicate the presence of catastrophic
cancellation as described in Section 2.1.3.
Section 5.1 covers the implementation details of the tool. Section 5.2 pro-
vides more detail on the alternative uses for our profiler, expanding on the
above. The results collected using FloatWatch have shown some interesting
application characteristics, which can be found in Section 5.3. Chapter 6
presents additional results and illustrates the role they play in the optimi-
sation process.
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5.1 The Tool
FloatWatch operates on x86 binaries compiled with debugging information,
under the Valgrind [NS03] dynamic instrumentation framework. Valgrind
reads x86 and PowerPC binaries, converting them to an intermediate rep-
resentation consisting of simple pseudo-instructions, similar to single static
assignment (SSA) form. Complicated x86 arithmetic with memory operands
is flattened to a sequence of loads, stores and arithmetic with temporaries.
Basic blocks are processed one at a time, with each block passed to an
instrumentation tool (FloatWatch in this case) which inserts, removes or
modifies instructions as necessary. The intermediate representation is then
converted back to machine instructions, cached and executed. Figure 5.1
illustrates the process.
Valgrind
Pseudo-
instructions
Instrumented
Pseudo-
instructions
Machine 
instructions
decompilation
recompilation
instrumentation
Machine 
instructions
Figure 5.1: Valgrind instrumentation steps: decompilation, instru-
mentation and recompilation.
FloatWatch uses this framework to monitor the floating-point behaviour
of a target application at runtime. The collection of profile data proceeds
on every operation with a 64-bit floating-point return type. By default this
will cover all such operations within an application, but may be limited to
just specific function calls or source lines to speed up the process.
Figure 5.2 shows the instrumentation step. When using the FloatWatch tool,
every floating-point operation has a call to float ratio inserted after it,
with the type of operation, result and operands passed as parameters. The
62
float ratio function calculates and stores the required profile information
from these parameters.
...
...
Figure 5.2: Instrumentation of floating-point operands with the
float ratio function.
It is impractical to store a detailed value history for every floating-point
operation, due to the high execution count of such operations in the appli-
cations under examination. The application execution time is also increased
by an order of magnitude, and would be increased further with the added
overhead of writing a large dataset to disk. For this reason the profiler stores
summary information only, which is all that is required for our optimisation
purposes.
In the case of the value distribution measure, the profiler stores a count
of every exponent seen for each floating-point operation. Measurements
are performed on double-precision floating-point values, with an 11-bit ex-
ponent, giving a theoretical 211-entry table for each operation should the
maximum spread of values be used. In reality this does not occur (indeed,
our optimisations rely on it not occuring) and the profiler dynamically al-
locates table entries to minimise memory use.
The operand ratio measure is calculated by taking the difference between
exponents of two operands. This is the same as the shift amount required
for operand alignment, and so an ideal measure for the optimisations we
wish to perform. Once again this could lead to a 211-entry table for each
operation, however there are other restrictions which can be made. As
previously mentioned, for double-precision operands an alignment shift of
53-bits or greater leads to that operand becoming zero. Consequently only
shifts in the range [−52, 52] need to be tracked individually. Shifts falling
outside this range are tracked and aggregated into positive and negative
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buckets.
The normalisation shift measure is calculated by taking the difference be-
tween the exponent of the calculated result and that of the smaller operand.
This avoids calculating the result separately, relying on the information al-
ready calculated. Results are stored in a table in the same way to the
operand ratio measure.
After execution the tool creates a raw output file with the data it has
collected, along with the intermediate representation of basic blocks with
floating-point operations. This file contains a list of bucket/value pairs for
each measure being profiled, for each operation in the program. The Float-
Watch post-processor takes this output and combines it with the application
source files, producing an XML report suitable for use in the FloatWatch
Explorer graphical user interface. The data can be dynamically manipu-
lated by the user to produce graphs of value ranges for particular lines of
code. The values may then be exported to graphing software for use in
reports.
The information can be aggregated for each line, then on a line-by-line
basis by the user. Figure 5.3 shows the source display and value graph
provided by the Java user interface.
64
Figure 5.3: Exploring profile results using the FloatWatch Explorer
interface. Each highlighted line of source code can be ex-
panded to show assembly-level code. Each line’s floating-
point value distribution can be selected for graphical dis-
play.
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5.2 Alternative Uses
The design rationale of FloatWatch was approached with our optimisations
in mind, however the information it reveals can also identify errant floating-
point behaviour. Section 2.1.3 describes the nature of this behaviour in
more detail, while this section will focus on how it can be identified from
profiling results.
FloatWatch is able to identify the following problems:
1. Loss of accuracy due to large numbers being added to or subtracted
from small numbers;
2. Loss of precision resulting from catastrophic cancellation;
3. The presence of denormal numbers in a calculation;
4. Excessive calculation of zero values.
5.2.1 Accuracy Loss
The operand ratio measure can identify loss of accuracy resulting from
adding or subtracting a mixture of large and small numbers. This occurs
when the difference of the exponents of two operands is greater than or equal
to the bit-width of the significand (including the implicit leading one), that
is ∆e ≥ bits(s) + 1. The smaller of the two is thus shifted by such a degree
that all significant bits are lost.
This behaviour may be identified by examination of the operand ratio
graph produced by FloatWatch. Operand ratios of 53 or above indicate
total loss of significant bits for the double-precision format, which Float-
Watch monitors. Ratios approaching this value also indicate a high loss of
significant bits.
5.2.2 Precision Loss from Cancellation
The second form of erroneous behaviour is precision loss due to catastrophic
cancellation of similar values. Section 2.1.3 describes when this occurs and
presents an example, which we will now explain. In this example, 1−cos(x)
x2
,
the cos(x) term becomes close to 1, leaving the numerator, 1− cos(x), with
values in only the least significant bits. During normalisation the exponent
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is adjusted and the least significant bits are shifted to the most significant
positions, the value 0 filling the remaining bits. In double-precision the
result is thus left with a 52-bit significand, of which the majority of bits
are 0 and carry no information about the number. This problem is then
compounded with the division by x2, which leads to a large multiplication
since x is a small number less than one, and consequent escalation of the
error.
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(d) Normalisation Shift
Figure 5.4: Normalisation shift profiles for the errant behaviour of
f(x) = 1−cos(x)
x2
and the equivalent f(x) = 1
x2
− cos(x)
x2
.
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The normalisation shift measure generated by FloatWatch can reveal
when this behaviour is likely to occur. Once again, it is the size of the
significand which is of interest: as the shift measure approaches and ex-
ceeds the value of bits(s)+1, it indicates that cancellation is occuring, with
least significant bits being promoted to significance.
Figure 5.4 shows the distribution of shifts required to normalise the result
of the subtraction term in both the original configuration and its rearrange-
ment, 1
x2
− cos(x)
x2
. As can be seen, when the result does not become zero,
shifts of 52 or greater bits are required. A double-precision floating-point
number has 53 bits of significand, including the implicit leading 1 which is
not stored in memory. As a consequence this calculation achieves between
zero and one bits of precision (when the result is not zero), a problem fur-
ther exacerbated when dividing by x2 in the next step. The result falls to
zero when 1.0 and cos(x) fall within the same interval and are represented
by the same 52-bit significand and 11-bit exponent.
The re-arranged version (Figures 5.4c and 5.4d) shows slightly different
behaviour, with normalisation shifts between 50 and 52, retaining more
precision. As a consequence it has fewer problems, with a value of 0.5 for
much of the range. However, it also experiences a failure by dropping to
zero.
5.2.3 Denormal Numbers and Zero Values
The presence of a large quantity of denormal numbers or zero values can
indicate performance problems. A brief explanation of denormal numbers
can be found in Section 2.1. Calculations with denormal numbers may
have an adverse effect on performance, because typical processor designs
implement support for them in software, whilst custom hardware designs
may not implement them at all. Compilers may switch off support for
denormals to increase performance at the expense of accuracy: Intel’s ICC
compiler[Int08] makes use of this ability in its -O3 option.
Identifying the use of denormal numbers allows hardware to be produced
for such numbers if desirable, or the underlying code to be modified to
avoid them, where possible. Scaling operands is one method of avoiding
denormals, by increasing them out of the denormal range during calculation,
then reducing them back down afterwards. Multiplications and divisions
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must take into account elimination or duplication of the scaling factor, but
performance problems can be limited while accuracy is retained.
Figure 5.5 shows the effect of denormal numbers on the performance on
three common desktop processors: Intel Pentium IV, AMD Opteron and
the IBM PowerPC-based Apple G5. A convolution was performed on a
dataset using a convolution kernel with progressively smaller numbers, until
they entered the denormal range. The Opteron is the worst performer, with
performance dropping off even before the denormal range is reached. On the
Pentium IV performance drops as the denormal range is entered, producing
over a 20× slow down. The Apple G5 executes at just half the speed in the
denormal range, not exhibiting the catastrophic degradation in performance
seen in the x86-based processors.
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Figure 5.5: The Effect of Gradual Underflow. Convolution with a ker-
nel containing progressively smaller values. Performance
on Intel and AMD processors falls off dramatically as val-
ues enter the subnormal range. On the Opteron, perfor-
mance begins to fall off even before this range.
Denormal numbers are tracked separately by the profiler, allowing their
presence to be easily identified.
The occurence of many zero values has a far more fundamental explana-
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tion: it indicates that calculations are being performed that may be unnec-
essary. An alternative algorithm may be desirable, for example using sparse
matrix methods instead of a full-matrix calculation. Once again, zeroes are
clearly identifiable as they are tracked separately by the profiler.
5.3 Results
In the following section we present a selection of profiling results for ap-
plications including some SpecFP95 benchmarks and the FFMPEG video
encoding and decoding library. These results assisted with the development
of the profiler and our optimisation technique.
Further results are presented in Chapter 6, showing the application of
profiling information to the optimisation process.
The results shown in this section are for the whole run of an application,
however our profiler allows characteristics to be determined on an operation-
by-operation basis, enabling extensive customisation of individual data-path
stages.
5.3.1 MORPHY
MORPHY[Pop96] is a commercial application under development at the
University of Manchester which performs an automated topological analysis
of a molecular electron density. It has two modes, fully analytical and semi-
automatic, with the semi-automatic method running faster but not always
able to produce a result.
The application was run with data for water, peroxide and methane
molecules. Figure 5.6 shows the value ranges for this application, using
the semi-automatic method. The y-axis shows the fraction of values falling
within the range shown – the absolute number of calculations performed
varies between the datasets.
Examination of the results reveals some interesting features. Firstly, the
graph has two distinct ranges, one either side of zero. These ranges are
slightly asymmetric, but the overall range is very narrow. This indicates
the potential for a successful fixed-point implementation. We can also see
that very few zero values are generated, as the graph contains no central
spike.
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Figure 5.6: Profile results for ‘MORPHY’. This graph shows the core
ranges of values – some values fall out of the range shown
on the graph, however very sporadically.
Additionally, the ranges are similar across the three datasets tested, in-
dicating that the same type of optimisation would be suitable across these
datasets.
5.3.2 SpecFP95 Benchmarks
Figure 5.7 presents operand ratio profiling results for four benchmarks from
the SpecFP95 suite, selected for their varied characteristics. From this
figure the tomcatv benchmark immediately has a problem for our operand-
alignment optimisation, as only 70% of operations fall within the shift limit
of 8 places, which translates to a saving of three shifter stages. A shift of
24 places is required to keep 90% of operations within the executable range,
meaning five stages would be required. Further analysis of the data at an
operation-level is possible, which may show that isolated elements of the
data-flow graph are successfully optimisable.
The hydro2d and wave5 benchmarks immediately look more promising, as
they require a shift of no more than 8 places for over 90% of their operations,
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(a) hydro2d
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(b) mgrid
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(c) wave5
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(d) tomcatv
Figure 5.7: The percentage of operations able to execute without er-
rors with a given maximum shift for SpecFP95 bench-
marks.
while mgrid reaches 90% with an 8-place shift. All three would therefore
be good candidates for our technique.
Given a suitable speed-up in the optimised case, hydro2d may be suitable
for a further reduction in maximum shift amount, with 77.9% of operations
requiring no shift at all. A secondary consequence of requiring no shift is
the potential to remove the “swap operands” stage in floating-point adders
and subtractors, which Figure 2.3 indicated made up 30% of these units.
With operand alignment and swapping missing, what is left is effectively a
fixed-point circuit with post-execution normalisation and rounding.
We have a further result for mgrid. Figure 5.8 shows the full value-range
profile. The pronounced spike in the centre indicates zero numbers are
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being generated, pointing to a possible performance problem as described
in Section 5.2.
Figure 5.8: Value-range profile results for mgrid
5.3.3 FFMPEG and Runtime Reconfiguration
In addition to our focus on scientific applications and benchmarks, we have
profiled the open-source video transcoder FFMPEG[Bel]. The video codec
library at the heart of this application, libavcodec, is used in a variety
of other applications[FdLB+03, Ger03] and utilises floating-point calcula-
tions for video processing, rather than fixed-point alternatives found in some
embedded systems. The tests presented here involved transcoding from a
source video to MPEG-2 and Flash video formats.
The three test videos and their characteristics are detailed in Table 5.1.
Figure 5.9 shows three operand ratio graphs, one for each of the three
videos. Each graph shows the maximum operand shift required for transcod-
ing to both target formats.
This set of graphs illustrates where a static hardware configuration is
limiting, with reconfiguration allowing greater flexibility. The VPT and Jez
datasets show similar behaviour to each other, and both have the same input
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Video Bitrate Video Audio Content
VPT 3,112kb/s WMV3,
720× 576
WMA2,
48kHz,
128kb/s
Single camera with fixed cam-
era position, limited in-frame
movement.
Jez 2,489kb/s WMV3,
720× 576
WMA2,
48kHz,
128kb/s
Fixed backgrounds with text,
panning, camera changes and
movement.
LMS.02 298kb/s MPEG4,
336× 240
MP2,
44.1kHz,
64kb/s
Multiple cameras, panning
and in-frame movement.
Table 5.1: Characteristics of three test videos
video format. When converting to MPEG-2 format, a maximum shift of 8
places allows over 80% of operations to be executed for both of these inputs,
with a shift of 16 allowing over 95%. Contrasting this to the LMS02 input,
which is of lower resolution and bit rate, we see that a shift of 20 places is
required to cater for 80% of operations, while exceeding 95% requires 32.
A similar difference is seen when encoding to the Sorenson Spark format,
used in Adobe’s Flash player. As can be seen from Figure 5.9, only 80% of
operations for the VPT and Jez inputs and 70% of operations for the LMS02
input are possible with a maximum shift of 52 places. Double-precision
floating-point has a 52-bit significand, so for Flash encoding 20-30% of op-
erations result in one operand “disappearing”, as all significant bits are
shifted out.
These variations in behaviour are dependent on both input and source
formats, so prevent the use of a static optimisation. A speculatively reduced
floating-point unit suitable for one input source (for example VPT converted
to MPEG) could lead to frequent re-executions when used with a different
source (for example, LMS02 converted to Flash). In this very severe case a
unit with a maximum shift of 16 places would go from an error rate of less
than 5% to one of more than 40%.
For this situation we propose that a variety of optimised units are avail-
able, ranging from aggressive optimisation suitable for the VPT/Jez case to
standard floating-point implementations for the Flash video case. In the
FFMPEG example presented here it is possible to select a suitable optimi-
sation based initially on the input and output formats, with the possibility
of run-time reconfiguration should the error rate become too high to achieve
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a net speed increase.
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Figure 5.9: The percentage of operations able to execute without er-
rors with a given maximum shift for FFMPEG.
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5.4 Summary
In this chapter we covered the final key part of our optimisation technique:
the FloatWatch profiler. We described the underlying Valgrind-based archi-
tecture, supporting tools for data analysis and how the data collected can
inform our optimisation choices. Results for a selection of applications were
provided, with commentary on how they could be interpreted.
A number of alternative uses for FloatWatch were also presented, demon-
strating its wider application outside of our optimisations. In particular, it
may be used to identify problematic behaviour resulting from the inherent
limitations of the floating-point format, such as catastrophic cancellation.
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6 Case Study: SPEC FP95
102.swim
We have used a variety of applications for the initial analysis of our opti-
misation technique, a small selection of which have already been discussed
in Section 5.3. We have chosen one promising example for a more thorough
demonstration, the 102.swim benchmark from SpecFP95. This benchmark,
suitable for supercomputers fifteen years ago, can be run with small mod-
ifications on an Altera Nios II processor[Alt09c], a ‘soft-core’ processor for
Altera FPGAs. Our target system used this processor on the Altera DE2
board, which has an Altera Cyclone II EP2C35 FPGA and 8-MBytes of
SDRAM. We describe this system in more detail in Section 6.2.
The benchmark is a weather predictor based on a paper by Sadourny[Sad75].
In terms of structure, it consists of a series of M × N arrays, with three
primary calculation sub-routines, named CALC1, CALC2 and CALC3. Each
of these sub-routines contains a double loop iterating over elements of the
arrays. The benchmark uses 512× 512 arrays by default, while the original
code on which it is based used 128 × 128 arrays. In our study we reduced
the size to 128 × 128 for the profiling stage, upon which we based our op-
timisation decisions. The same hardware was then tested with 64 × 64,
256× 256 and 320× 320 arrays. There is insufficient memory on our target
architecture to use the 512× 512 configuration.
Section 6.1 provides an analysis of application behaviour, showing the
results of profiling with FloatWatch, along with code inspection and con-
ventional profiling output. Section 6.2 describes the system architecture of
our streaming accelerator, including the re-execution method used. Sec-
tion 6.3 presents the results of the case study, including possible hardware
savings and observed re-execution rates for non-profiled datasets.
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6.1 Analysis
Analysis of the code behaviour was performed using GNU gprof and our
FloatWatch profiling tool on an Intel Core 2 Duo. The binary was compiled
under gfortran v4.2.3, using options -pg -O0. The original FORTRAN-77
source was used as input to the compiler.
Each array is declared in FORTRAN to be of type REAL, which uses the
single-precision floating-point format for storage. A standard compilation
under gfortran produces code for execution with x87 floating-point instruc-
tions, which operate on double-precision1 operands only, executing them in
extended precision (80-bit) on the x86 architecture[Int09]. To achieve a
full profile this is the desired behaviour, as limiting calculations to 32-bit
single-precision prevents the identification of potential loss of accuracy as
discussed in Section 2.1.3.
Subroutine Percentage of Execution Time
CALC1 42.15
CALC2 33.88
CALC3 23.97
MAIN 0.00
CALC3Z 0.00
INITAL 0.00
Table 6.1: Execution Time Profile
Table 6.1 shows the percentage of program run-time spent in each sub-
routine, as reported by gprof. The subroutine CALC3Z provides a variant
of CALC3 specific to the first iteration of the program and INITAL performs
initialization of the arrays. From the table, CALC1 uses the most execution
time, followed by CALC2 and then CALC3. While CALC1 would therefore be
a logical starting point for optimisation, examination of the source code
reveals that CALC3 has a number of features which make it more amenable
to optimisation using our approach. Figures 6.1–6.3 show the main loops
for each of the subroutines. It is clear from the code that CALC3 has a
very simple structure - lines 5, 6 and 7 differ only by the variable names,
meaning a single hardware path would be directly applicable to all three.
The remaining lines of the loop body (8, 9 and 10) are simple copies which
1DOUBLEREAL or REAL*8 in FORTRAN
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1 SUBROUTINE CALC1
2 . . .
3 DO 100 J=1,N
4 DO 100 I =1,M
5 CU( I +1,J ) = . 5∗ (P( I +1,J)+P( I , J ) )∗U( I +1,J )
6 CV( I , J+1) = . 5∗ (P( I , J+1)+P( I , J ) )∗V( I , J+1)
7 Z( I +1,J+1) = (FSDX∗(V( I +1,J+1)−V( I , J+1))−FSDY∗(U( I +1,J+1)
8 1 −U( I +1,J ) ) ) / (P( I , J)+P( I +1,J)+P( I +1,J+1)+P( I , J+1))
9 H( I , J ) = P( I , J )+.25∗(U( I +1,J )∗U( I +1,J)+U( I , J )∗U( I , J )
10 1 +V( I , J+1)∗V( I , J+1)+V( I , J )∗V( I , J ) )
11 100 CONTINUE
12 . . .
13 END
Figure 6.1: CALC1 Source – Main Loop
1 SUBROUTINE CALC2
2 . . .
3 DO 200 J=1,N
4 DO 200 I =1,M
5 UNEW( I +1,J ) = UOLD( I +1,J)+
6 1 TDTS8∗(Z( I +1,J+1)+Z( I +1,J ) )∗ (CV( I +1,J+1)+CV( I , J+1)+CV( I , J )
7 2 +CV( I +1,J))−TDTSDX∗(H( I +1,J)−H( I , J ) )
8 VNEW( I , J+1) = VOLD( I , J+1)−TDTS8∗(Z( I +1,J+1)+Z( I , J+1))
9 1 ∗(CU( I +1,J+1)+CU( I , J+1)+CU( I , J)+CU( I +1,J ) )
10 2 −TDTSDY∗(H( I , J+1)−H( I , J ) )
11 PNEW( I , J ) = POLD( I , J)−TDTSDX∗(CU( I +1,J)−CU( I , J ) )
12 1 −TDTSDY∗(CV( I , J+1)−CV( I , J ) )
13 200 CONTINUE
14 . . .
15 END
Figure 6.2: CALC2 Source – Main Loop
require no floating-point operations.
In contrast to CALC3, the other subroutines would require unique hardware
paths for most lines of code, with CALC1 also including a division which
would require numerous hardware resources.
Figure 6.4 shows a histogram of value occurence for one of the lines of
code within CALC3, broken down into individual operations. Without this
breakdown the graph is misleading: it appears from the statement-level
graph that operand values are widely spread. Viewing the data operation-
by-operation reveals that each one has a smaller range of operand values2
– multiplications within the statement move this range around, resulting in
2Each operation is a Valgrind pseudo-instruction, as discussed in Chapter 5.
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1 SUBROUTINE CALC3
2 . . .
3 DO 300 J=1,N
4 DO 300 I =1,M
5 UOLD( I , J ) = U( I , J)+ALPHA∗(UNEW( I , J)−2.∗U( I , J)+UOLD( I , J ) )
6 VOLD( I , J ) = V( I , J)+ALPHA∗(VNEW( I , J)−2.∗V( I , J)+VOLD( I , J ) )
7 POLD( I , J ) = P( I , J)+ALPHA∗(PNEW( I , J)−2.∗P( I , J)+POLD( I , J ) )
8 U( I , J ) = UNEW( I , J )
9 V( I , J ) = VNEW( I , J )
10 P( I , J ) = PNEW( I , J )
11 300 CONTINUE
12 . . .
13 END
Figure 6.3: CALC3 Source – Main Loop
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Figure 6.4: Operation-level profile of CALC3 inner loop
multiple peaks on the graph. Examining the graph further reveals all the
values for ALPHA have the same magnitude, causing a large spike to the right
of the graph. In the source, ALPHA is a constant.
Profiling results in this section are presented in a summarised form which
directly relates to our optimisations. Figures 6.5a and 6.5b show the cumu-
lative percentage of operations which could be executed for a given number
of shift levels, for operand alignment and normalisation, respectively. Fig-
ure 6.5c shows the number of operations which could be correctly executed
with a given exponent bit-width.
These figures expose a number of characteristics that inform the optimi-
sation process. Firstly, Figure 6.5c shows that no floating-point result has
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Figure 6.5: FloatWatch profiling results for 102.swim - each chart
shows the percentage of operations which can be success-
fully executed given a specified hardware limitation.
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a value which exceeds the maximum representable when bits(e) = 7. Fur-
thermore, in CALC3 only 0.06% of values exceed the maximum representable
with bits(e) = 6. Hardware floating-point units could therefore be reduced
to just seven bits for the exponent with no errors, or six bits with few errors.
From these results CALC3 appears to be the best target for optimisation: it
makes up nearly one-quarter of the execution time of the benchmark, can
be reduced to a 6-bit exponent with negligible re-execution rate and has a
simple code structure.
Examination of the normalisation and operand alignment results is less
conclusive. When the results for each operation in a FORTRAN sub-routine
are combined, they suggest that with any form of optimisation, error rates
would quickly become high. Figure 6.5a, as presented, indicates that a uni-
form operand alignment optimisation on all the adders and subtractors re-
quired to implement CALC3 would be unsuccessful - while five levels of shifter
would produce only a small re-execution rate, dropping to four would see
this exceed thirty percent. The same applies to Figure 6.5b, but for Nor-
malisation Reduction rather than Operand Alignment Reduction. However,
uniformity across the floating-point units is not required in a streaming data-
path, since each one can be customized specifically for the operation it will
perform.
We will return to operation-level profiling, after a minor detour at the
sub-routine level. Figure 6.6 shows the full results for FloatWatch’s operand
alignment shift measure, with the single-precision limit highlighted. This
shows that in CALC3, only 74.3% operations in the loop body fall to the
left of the single-precision limit. To the right of this limit, the smallest
operand in an addition or subtraction would lose all of its significant bits
and become zero, as discussed in Section 2.1.3. In order to retain at least one
significant bit, a 35-bit significand is required. The arrays being operated
on are defined in the FORTRAN source code as the single-precision type
REAL, however calculations with just a 23-bit significand, as defined for this
type, would produce a less accurate result due to the loss of all significant
bits.
Having concluded that the CALC3 subroutine is a suitable candidate for
acceleration using an optimistically-reduced floating-point implementation,
the next step is to identify the precise nature of the hardware to be gen-
erated. We can see that the code fragment in Figure 6.3 may be trivially
82
30%
40%
50%
60%
70%
80%
90%
100%
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48
Maximum Alignment  Shif t
E
x
e
c
u
ta
b
le
 O
p
e
ra
ti
o
n
s
E
x
e
c
u
ta
b
le
 O
p
e
ra
ti
o
n
s
E
x
e
c
u
ta
b
le
 O
p
e
ra
ti
o
n
s
E
x
e
c
u
ta
b
le
 O
p
e
ra
ti
o
n
s
CALC1
CALC2
CALC3
single
precision
limit
Figure 6.6: Percentage of operations which can be executed suc-
cessfully for a given maximum alignment shift (∆e) in
102.swim
rewritten to that in Figure 6.7, in order to separate the floating-point cal-
culation (lines 5, 6 and 7) from the rest of the loop body.
We now have three statements in the loop body which differ only by
the names of the variables at each position. In addition, there are no de-
pendencies between statements within the loop body, nor any loop-carried
dependencies. Consequently we can focus on generating hardware for a
statement of the form
r = a+ α(b− 2× a+ c), (6.1)
where:
{r, c} = {UOLD,VOLD,POLD}(I, J),
a = {U,V,P}(I, J),
b = {UNEW,VNEW,PNEW}(I, J)
and
α = 0.01.
The value of the variable ALPHA remains constant throughout the execu-
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1 SUBROUTINE CALC3
2 . . .
3 DO 300 J=1,N
4 DO 300 I =1,M
5 UOLD( I , J ) = U( I , J)+ALPHA∗(UNEW( I , J)−2.∗U( I , J)+UOLD( I , J ) )
6 VOLD( I , J ) = V( I , J)+ALPHA∗(VNEW( I , J)−2.∗V( I , J)+VOLD( I , J ) )
7 POLD( I , J ) = P( I , J)+ALPHA∗(PNEW( I , J)−2.∗P( I , J)+POLD( I , J ) )
8 300 CONTINUE
9
10 c Separate memory copy
11 DO 310 J=1,N
12 DO 310 I =1,M
13 U( I , J ) = UNEW( I , J )
14 V( I , J ) = VNEW( I , J )
15 P( I , J ) = PNEW( I , J )
16 310 CONTINUE
17 . . .
18 END
Figure 6.7: CALC3 Source – Re-written Main Loop
tion of the benchmark, having been initialised from an input file. The input
files use the same value of 0.01, hence the value of α in Equation 6.1 is con-
sidered constant and can be hard-coded in the final hardware. Alternatively,
it could be initialised before execution begins.
Figure 6.8 shows a data-flow graph for Equation 6.1, with each operation
named for later reference. The independent nature of each loop iteration
lends itself well to a streaming data-path implementation as described in
Section 4.1. In such a configuration, each operation in the data-path trans-
lates directly into a floating-point unit in hardware, allowing optimisation
at a per-operation level.
It is at this stage that we re-introduce the profiling results, examining
the floating-point behaviour for each of the data-path elements. Figure 6.9a
shows the distribution of log2(∆e) values for each addition and subtraction
in the data-path. The value of log2(∆e) is the number of shifter levels
required to perform a shift of ∆e using the VFLOAT libraries. As can be
seen, the operations sub1 and add1 require only one level of shifter to achieve
correct results, while add2 requires a full-range shifter. In a similar way,
Figure 6.9b shows the distribution of required shift levels for normalisation.
The data-path element mul1 is not shown, as it is a fixed multiplication by
two and hence optimised away.
84
ab ×
-
+
c
×
α
+
r
mul1
sub1
add1
add2
mul2
Figure 6.8: Common Data-flow Graph for CALC3 Loop Body (inputs
and outputs highlighted yellow and light blue, respec-
tively)
We consider the following optimisation options for this data-path:
• OAR-n - Operand Alignment Reduction, with n shift levels for all
addition and subtraction units.
• OAR-PROFILED - Operand Alignment Reduction based on unit-
level profiling information, as described above. add2 uses a fully capa-
ble shifter, sub1 and add1 use a reduced-capability single-level shifter.
• NR-PROFILED - Normalisation logic reduction, based on unit-level
profiling information.
• ER-n - Exponent Reduction, every floating-point unit has an expo-
nent bit width of n.
We must consider one small variation on Operand Alignment Reduction
at this point. In Section 3.2 we described how a given ∆e may be outside the
shift range of a reduced floating-point unit, but this is only an error when
∆e < bits(s), that is, the total amount to shift is less than the number of
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Figure 6.9: Summarised CALC3 Profiling Results - Operation Level
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Operation
Significand Check
No Yes
sub1 0.23% 0.23%
add1 0.20% 0.20%
add2 97.1% 35.42%
Table 6.2: Expected Error Rates from Profiling Data for optimisation
option OAR-1, with and without a check on the mantissa
size.
bits in the significand. When this is not the case the significand becomes
zero.
Table 6.2 gives the expected error rate for optimisation option OAR-1, for
each addition and subtraction in the data-path. Options with and without
a check against bits(s) are shown. The operations sub1 and add1 show
no difference in expected error rate, so could potentially be implemented
without the check in place. On the other hand, add2 shows a difference of
over 60% so would benefit greatly from the check.
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6.2 System Architecture
In this section we describe the architecture of our accelerator and its interac-
tion with the host system. The host processor is an Altera Nios II/f[Alt09c]
with no embedded floating-point unit. The processor has instruction and
data caches, branch prediction, an integer hardware multiplier and divider
and hardware barrel shifter. This is connected via Altera’s Avalon[Alt09a]
switch fabric to 8MB of SDRAM adjacent to the Cyclone II FPGA, an
EP2C35F672C8 device. A phase-locked loop provides clock scaling from a
native 50MHz oscillator to the 70MHz operating frequency of the system.
This host system is used without an accelerator to provide a software-only
base case for hardware size comparisons.
Our accelerator is configured as a component within Altera’s SOPC Builder
System and attaches to the Avalon switch fabric as a master peripheral,
sharing access to the SDRAM with the host processor. There is no pipelining
of the accelerator, which operates at the system speed of 70MHz. The base
components are capable of being pipelined, however the system is bound by
memory bandwidth so the additional pipelining resources are not necessary.
An architecture with greater memory bandwidth could exploit the pipelin-
ing capabilities. On-chip multiplier units are used to implement fixed-point
multiplication hardware within the floating-point cores. The total hardware
size for this system, without an accelerator, was 4,669 Cyclone II logic cells
For this case study we have chosen to re-execute erroneous operations
using a software floating-point library on the host microprocessor. We use
the Iteration-Indexed Re-execution Buffer (IIRB) method to communicate
erroneous results to the host, as described in Section 4.2.1. A re-execution
buffer (RXB) is allocated by the accelerator’s C interface libraries on the
host processor, its base address being sent to the accelerator with the input
operands. When our optimisation hardware detects that an erroneous result
will be generated, it raises an exception flag to indicate that the result is
incorrect and should be disregarded. The accelerator’s write back stage
then writes the current iteration number to the RXB. Erroneous results are
not written to the results array, allowing input and results arrays to point
to the same location if desired.
A shared memory architecture allows the accelerator direct access to the
operand arrays and RXB allocated by the host processor. Once initiated,
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the accelerator reads operands from the supplied arrays and writes a result
back to the correct array location for each successful operation. The host
processor flushes its cache before this begins to ensure the accelerator reads
the most recent array values. The software libraries do not read from the
result array before the accelerator has completed, ensuring that no stale
values enter the cache in our single-threaded system.
Configuration of the accelerator is via a slave port connected to the Avalon
switch fabric, which the host processor can access using memory-mapped
I/O functions. The slave port register layout is shown in Figure 6.10, with
the registers as follows:
• UAddress - The base address of the array holding values of the
operand U. Write-only.
• UNewAddress - The base address of the array holding values of the
operand UNewAddress. Write-only.
• UOldAddress - The base address of the array holding values of the
operand UOldAddress. Write-only.
• Count - The number of operands to be used (the size of the operand
array). During execution this stores the number of operands remain-
ing. Read/write.
• Start - Set to ‘1’ to commence execution, reset to ‘0’ when the accel-
erator is finished. Read/write.
• ResultAddress - The base address of the array in which to store the
calculated results. Write-only.
• RexAddress - The base address of the re-execution buffer. Write-
only.
• RexCount - The current number of entries in the re-execution buffer.
Read-only.
A set of C library functions perform configuration of the accelerator, set-
ting the slave port registers to the correct settings. After initiating execution
of the accelerator by setting the Start register to ‘1’, the host processor be-
gins polling the status of the slave port registers, reading from the Start
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Figure 6.10: Register layout for the 102.swim accelerator slave port
and RexCount registers to determine if the accelerator has finished and if
any operations need re-executing.
Our single-threaded embedded system polls the current status of the ac-
celerator, however a multi-threaded system would be able to use interrupts
to avoid occupying processor time unnecessarily. The Avalon switch fab-
ric provides a dedicated connection between processor and accelerator slave
port, so polling the port causes no contention issues with the memory ac-
cesses required by the accelerator.
Re-execution in our system is performed using the Nios II floating-point
software libraries, and is overlapped with the accelerator execution itself.
Erroneous operations are read from the re-execution buffer while the ac-
celerator is running, allowing the processor to re-execute early operations
while the accelerator is executing later ones. Overlapping re-execution in
this way reduces the overall cost of re-execution.
We have also collected data on re-execution speed for the Nios II hardware
floating-point unit (FPU), and present estimated results for hardware FPU
re-execution in the next section.
90
6.3 Results
We have collected results for a variety of optimised configurations. In the
following tables, graphs and analysis each configuration is identified by a
name of the form: nn-OPTLIST, where nn is a number representing the base
hardware configuration and OPTLIST is a comma-separated list of optimisa-
tions.
The base accelerator configurations are as follows:
• A full double-precision unit, with 52-bit significand and 11-bit expo-
nent, denoted by 52;
• A custom unit with 35-bit significand and 8-bit exponent, denoted by
35;
• A single-precision unit, with 23-bit significand and 8-bit exponent,
denoted by 23.
For ease of reference, optimised units derived from these base configura-
tions are identified according to the key in Figure 6.11.
The list of optimisations uses the abbreviations described in Chapter 3
(OAR, ER, NR), with a suffix of P indicating that each operation was
customised according to profiling data, and a numerical suffix indicating
the level of optimisation. We include only one non-profiled configuration,
52-OAR1, as an example of how our technique benefits from the profiling
step, or rather suffers without it.
Unless otherwise specified our results are given relative to the measures
shown in Table 6.3, which represent the results from a software-only con-
figuration. No hardware resources are devoted to an accelerator in this
configuration, which is shown as Software Only in the results.
We have two distinct sets of results to present: empirical results from
executing 102.swim on our system as described, and derived results for
alternative error-recovery methods and systems with multiple data-paths.
Double precision
Custom precision (35-bit)
Single precision
Figure 6.11: Key for 102.swim results
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6.3.1 Single Data-path
Our first set of results is for the system as described, with a single data-path
processing loop iterations. This is the limit of our hardware platform, as
multiple data-paths leave the computation waiting for memory accesses. In
this scenario, generating an accelerator with a reduced hardware size is the
desired goal, rather than increased parallelism from placing an additional
data-path in the free space. This configuration also allows us to look at the
effect of each optimisation in isolation.
Figure 6.12 shows a plot of hardware size increase against measured ex-
ecution time, relative to a software-only approach. A section of the results
is expanded to provide easier comparison of our optimisation options. Ta-
ble 6.5 shows the total hardware size for each option, in Altera Cyclone II
logic cells.
The accelerated versions are much faster; with the exception of the non-
profiled 52-OAR1 configuration, they all reduce the execution time below 3%
of the software-only version. As expected, the base configurations (denoted
by nn-Base) execute the fastest, as they do not re-execute any operations.
Table 6.4 shows observed re-execution rates for various optimisation options,
which are independent of the base configuration.
Of key interest is how much size we have added to the design by introduc-
ing the accelerator. The base cases add the most, with the standard double-
precision accelerator, 52-Base, producing a 118% increase. At the other end
of the range, 23-OARP,NRP,ER6 increases the size by 57%. The trade-off be-
tween size and speed also becomes apparent. The smallest double-precision
configuration is 52-OARP,NRP,ER6 with a 73% increase, but this takes 26%
longer to execute than the alternative 52-OARP,NRP which comes in at 78%.
Table 6.5 shows the size of each configuration in Altera Cyclone II logic
cells.
Base Metric Value
Hardware Size (Logic Cells) 4,669
Execution Time (ms) 3,890,000
Total Iterations 44,830,854
Table 6.3: Base metrics for software-only execution, Altera
EP2C35F672C8 at 70MHz. Relative comparisons are
made to these results.
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Figure 6.12: Optimisation results for CALC3, using a single data-path
on an Altera EP2C35F672C8 at 70MHz. This approach
seeks to reduce the size of the hardware design, at the
expense of increased execution time.
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Optimisation RX Rate Notes
OAR6 0.0% Double-precision default
OAR5 0.0% Single-precision default
OAR4 38.0%
OAR1,2,3 39.1%
OARP 0.4% Per-unit optimisation
ER11 0.0% Double-precision default
ER8 0.0% Single-precision default
ER6 0.7%
OARP,ER6 1.1%
NR6 0.0% Double -precision default
NR5 0.0% Single-precision default
NRP 0.03%
OARP,NRP,ER6 1.1%
Table 6.4: Observed re-execution (RX) rates for optimisation combi-
nations
Configuration Cyclone II Logic Cells
Software FP Only 4,669
Hardware FP Only (Processor FPU) 6,007
52-Base 10,161
52-OARP 8,656
52-OAR1 8,458
52-OARP, NRP 8,226
52-NRP 9,336
52-OARP, NRP, ER6 7,957
35-Base 8,635
35-OARP 7,950
35-ER6 8,535
35-OARP, ER6 7,860
23-Base 7,742
23-ER6 7,692
23-OARP, ER6 7,541
23-OARP, NRP, ER6 7,248
Table 6.5: Cyclone II logic cell usage for base and optimised configu-
rations, on an Altera EP2C35F672C8 at 70MHz.
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We now explore the effect of different optimised configurations, relative to
the double-precision base-case, 52-Base. Normalisation Reduction performs
well in this context providing a 15.6% decrease in hardware size, with a
negligible increase in execution time due to re-executions.
Configuration 52-OAR1 shows the effect of naively using OAR-1 on all
data-path elements. Although it results in a 35.3% decrease in data-path
size from the double-precision base case, it produces a re-execution rate
of 39.1%, leading it to be over 2,000% slower than 52-Base. In contrast,
applying targetted optimisations for 52-OARP gives a hardware reduction
of 30.3% but with a re-execution rate of just 0.4%. From these results it
is clear that profile-directed optimisation of individual data-path elements
has a distinct advantage over a blanket optimisation policy, reducing the re-
execution rate by two orders of magnitude with a relatively small increase
in hardware.
The advantages to be gained from our optimisations when using double-
precision hardware are significant, with a 44.8% reduction in hardware size
over 52-Base for a manageable increase in relative execution time (from
1.9% of the software only approach to 2.5%).
Configurations 23-Base and 23-ER6 demonstrate the negligible effect of
Exponent Reduction when using a small significand. A two-bit reduction
in exponent produces less than a 2% reduction in hardware size, but with
a 0.7% increase in error rate and corresponding jump in execution time.
Contrasting 52-OARP,NRP with 52-OARP,NRP,ER6 shows a more significant
5% hardware reduction with five fewer bits in the exponent.
We can also see that our optimisations offer a greater benefit for double-
precision units than single-precision. Comparing 52-Base and 23-Base with
52-OARP,NRP,ER6 and 52-OARP,NRP,ER6 shows that the optimisations close
the gap in hardware size between the two types (from 49.7% to 15.4%).
6.3.2 Accelerator/Processor Modelling
The previous empirical results used a serial-execution system, where data
are sent to the accelerator by a processor which then waits for results or
re-executions. We now derive a model for overlapped execution, where the
processor reserves data for itself. Both accelerator and processor work on
a dataset, yielding a faster execution time overall. We know the average
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execution time per operation (including overheads) for both processor (tp)
and accelerator (ta). Thus we can calculate the total time (Tp) the processor
spends on its allocation of work (np):
Tp = nptp (6.2)
And also for the accelerator:
Ta = nata (6.3)
We desire both to complete their workload in the same time, so neither
sits idle. Consequently we get:
nptp = nata (6.4)
And between them the processor and accelerator must execute the total
number of operations required, N :
N = na + np (6.5)
From these equations we can derive na and np as follows:
na = N
tp
ta + tp
(6.6)
np = N
ta
ta + tp
(6.7)
Which it is clear provides the desired effect of allocating work in inverse
proportion to the execution time for a single operation in each system.
However, this solution is unsuitable for our optimisations, as we do not
have a conventional heterogeneous system where both processor and accel-
erator generate correct results. The accelerator generates errors at a rate ρ,
determined by the distribution of the operands, which must be re-executed
by the processor. Hence while the execution time for the accelerator re-
mains as 6.3, the execution time for the processor must include operations
it is re-executing:
Tp = nptp + naρtp (6.8)
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We still desire neither execution option to remain idle, so must derive na
and np from Tp = Ta:
nata = nptp + naρtp (6.9)
Substituting np for a re-arrangement of 6.5 and solving for na gives:
na =
N
ta/tp + 1− ρ (6.10)
The processor is allocated the remaining N − na operations. In our ide-
alised system the total execution time for processor and accelerator com-
bined is thus:
T =
Nta
ta/tp + 1− ρ (6.11)
We use this as our model in subsequent sections. Where the error rate
and per-operation execution speed difference is large, the model will allo-
cate over 100% of the work to the accelerator. This indicates that the ac-
celerator will become idle, as the processor clears a back-log of re-executed
operations. Our implementation handles this degenerate case by limiting
the total assignment of work to the accelerator to 100%.
Figure 6.13 illustrates the behaviour of the model. The execution time
changes as the error rate and re-execution speed vary. 100% relative exe-
cution time represents one of our floating-point data-paths operating with
no errors. Consequently, when the re-execution speed is equal to the accel-
erator speed, overlapped execution leads to a 50% reduction in execution
time as the workload is spread equally between the accelerator and proces-
sor. Lines above 100% execution time show that the system is saturated,
so further increases in error rate lead to non-overlapped executions: the
accelerator sits idle while the processor finishes re-execution of operations.
Consequently the model produces a straight line increasing linearly with
error rate.
From this we can see the maximum error rate we can tolerate for a given
ratio of execution to re-execution speed, assuming the re-execution method
can be used for normal calculations when idle.
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Figure 6.13: Behaviour of overlapped execution model with varying
error rate and re-execution speed. The relative execu-
tion time is based on an accelerator executing by itself
with no errors. Each line represents a different ratio of
accelerator speed to re-execution/processor speed, from
equal speeds to the re-execution occuring at 164 of the
speed.
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6.3.3 Overlapped Execution
Using the model in Equation 6.11, we now present estimated results for
overlapped execution, where the processor and accelerator are working on
the dataset at the same time. We include two sets of results - one for
re-execution in software on the processor, and one for re-execution on a
hardware floating-point unit.
Software Re-execution
Figure 6.14 shows the effect of overlapped execution on our single data-path
system, with re-execution in software.
We have expanded the same section of the graph as in Figure 6.12. The
variation in execution time between the optimised versions is greatly re-
duced, with the most heavily-optimised versions such as 52-OARP,NRP,ER6
suffering a penalty of under two seconds, rather than twenty-five. The allo-
cation of some operations directly to the processor reduces the total number
of re-executions required. However, the substantial re-execution penalty for
52-OAR1 is not overcome by overlapped execution.
Comparing 52-Base in Figures 6.12 and 6.14 reveals that overlapped
execution does not yield a large decrease in overall execution time, due to
the size of the speed differential between accelerator and processor.
Hardware Re-execution
In Figure 6.15 we present estimated results for our system with re-execution
on a hardware floating-point unit within the processor. In this example
our basis for comparison is the system with a hardware floating-point unit
present, so the relative increase in hardware size introduced by the acceler-
ator is lower.
In this scenario, where the accelerator and processor are closer in per-
formance, we can see that the execution time improvement is consider-
able, with around a 35% reduction over the equivalent software-based re-
execution system. A double-precision accelerator, 52-OARP,NRP,ERP, can
also be included for a 35% size penalty over the non-accelerated hardware
FPU system.
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Figure 6.14: Modelling results for CALC3, using a single data-path and
overlapped execution. Re-execution of floating-point op-
erations takes place in software libraries on the Nios
II processor. Model source data based on an Altera
EP2C35F672C8 device at 70MHz.
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Figure 6.15: Modelling results for CALC3, using a single data-path and
overlapped execution. Re-execution of floating-point op-
erations takes place using a hardware floating-point unit
on the Nios II processor. Model source data based on an
Altera EP2C35F672C8 device at 70MHz.
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6.3.4 Parallel Data-paths
So far our results have examined the application of our technique to reducing
the size of a hardware accelerator. We now present a set of results which
considers the use of multiple parallel data-paths, filling the space saved
by optimisation. In this scenario a reduction in execution time is more
important than a reduction in hardware size.
Our presentation of results is slightly different in this case, as we show
the number of parallel data-paths against estimated execution time. Our
base case has one fully-capable double-precision floating-point data-path
(i.e. one instance of 52-Base), with two further data-paths subjected to our
optimisation technique. Hardware savings in these two optimised data-paths
are used to introduce additional data-paths where possible. Figure 6.16
shows these results. Due to the tight clustering we have included labels on
the data points.
We can see that five optimisations have no benefit in this scenario, as
they do not reduce hardware size sufficiently to add an additional parallel
data-path, but marginally increase execution time. The non-profiled op-
timisation, 52-OAR1, allows an additional data-path to be added, but this
does not compensate for the extra cost of re-execution.
The configurations 52-OARP,NRP and 52-OARP,NRP,ER6 save enough re-
sources to add an additional data-path, providing a consequential reduction
in execution time. Reducing to single-precision mode allows four data-paths
to be placed in the same hardware footprint, while the optimised single-
precision configuration 23-OARP,NRP,ER6 allows five parallel data-paths,
bringing the estimated execution time to under half the double-precision
base case.
6.3.5 Non-profiled Data
Our final set of results demonstrate how the error rate varies with array
size. As described at the start of this chapter, we used an array size of
128 × 128 for profiling runs. Figure 6.17 shows the error rate of four non-
profiled variations, compared to the original 128× 128 version. We can see
that the error rates remain low, with our profiled version actually having
the second-highest rate.
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Figure 6.16: Modelling results for CALC3, using a single unopti-
mised double-precision data-path and two further op-
timisable double-precision data-paths. Re-execution of
floating-point operations takes place on the unoptimised
data-path. Model source data based on an Altera
EP2C35F672C8 device at 70MHz.
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Figure 6.17: 102.swim Array Size Variation - Observed re-execution
rate for non-profiled array sizes using configuration
52-OARP,NRP.
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6.4 Summary
This case study has shown the varying success of our optimisations when
applied to the SPEC FP95 benchmark 102.swim.
The single data-path approach is a simple trade-off between hardware
savings and increased execution time. From our results we can summarise
the following about our optimisations, as applied to this scenario:
• Normalisation Reduction with profiling performs well, achieving a
good hardware saving with negligible error rate;
• Operand Alignment Reduction with profiling achieves even greater
hardware reductions, but with increased re-execution cost;
• Exponent Reduction achieves minimal hardware gains, with a high
performance penalty;
• Our optimisations offer a greater benefit for double-precision units;
• Operation-level profiling plays a vital role in selecting optimisations.
We have also shown that operating optimised units with a non-optimised
fall-back option, such as a processor, allows the overall error-rate and hence
re-execution penalty to be reduced.
In a parallel data-path approach the aim is to reduce execution time,
rather than simply save hardware resources. In this scenario some optimi-
sations become non-viable, because they do not generate a sufficient saving
to increase the number of parallel data-paths. With a high error rate, as
with the non-profiled 52-OAR1, the time required for re-execution outweighs
the time saved by introducing an extra data-path.
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7 Conclusion
We now conclude our work with a brief summary, by reviewing our contri-
butions and looking into the future directions we could take.
We have presented a profile-driven method for reducing the size of floating-
point hardware, whilst adhering to the IEEE-754 standard. Our optimisa-
tions generate calculation errors that are both easily detectable and cor-
rectable by re-execution, in software or hardware. Our technique speculates
that the re-execution rate is low enough to allow re-execution of erroneous
results without a high overall penalty. Our floating-point value profiler al-
lows us to identify applications and code segments where this is so, then
select appropriate reduced configurations for each operation in the acceler-
ator data-path.
We have described our floating-point value profiler and presented a small
number of profiling results from the MORPHY and FFMPEG programs,
with extended results for the SPEC 95 benchmark 102.swim.
In a case study we have demonstrated error rates as low as 1%, with
reductions in accelerator hardware size of up to 45%. Furthermore, we have
illustrated that targeted profile-driven optimisation can lead to a dramatic
improvement in error rate while retaining hardware size reductions.
Our optimisations take effect at a basic hardware level, but require high-
level support from both hardware and software to undertake the re-execution
of erroneous results. We have presented a number of options to this end,
but envisage many more being available. How the ideal solution appears is
dependent on the target hardware architecture and application.
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7.1 Review of Contributions
In Section 1.1, we claimed a number of contributions. We now review those
contributions in light of the work presented so far.
• A speculative optimisation technique offering a reduction in
the hardware resources used by a hardware floating-point
accelerator, showing up to a 45% saving in our benchmark.
Our optimisation technique is centred around the low-level modifica-
tion of IEEE-754 floating-point units, to remove or reduce operations
that are expensive in reconfigurable logic. We presented details of
these core optimisations in Chapter 3. Our three main optimisations
are: Operand Alignment Reduction (OAR, described in Section 3.2),
Normalisation Reduction (NR, described in Section 3.3) and Expo-
nent Reduction (ER, described in Section 3.4). In double-precision
these optimisations can achieve up to 17%, 37% and 27% reductions,
respectively. In Chapter 6 our case study demonstrated that, for the
optimal combination of optimisations, we could achieve a 44% hard-
ware saving in double-precision.
• A selection of methods for integrating our optimised floating-
point hardware with a host processor, including error detec-
tion and correction mechanisms.
We divided integration methods into two distinct parts. Firstly, in
Section 4.1 we considered two possible configurations for turning our
individual floating-point units into useful accelerators. We concluded
that operation-level optimisation of floating-point units is the best
way to achieve good results with our technique, so opted for a stream-
ing data-path structure. We also reviewed the hardware/software co-
design problem, showing that there are many solutions which could
make use of our optimised units.
Secondly, in Section 4.2, we examined what happens when our floating-
point units generate erroneous results. We presented some solutions
to the problem, but do not rule out a wide variety of other options, de-
pending on the hardware/software co-design solution and application
context.
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• FloatWatch, a tool for profiling the characteristics of floating-
point applications.
In Chapter 5 we presented our Valgrind-based profiler, FloatWatch.
We described the types of data it collects and explained how this
relates to our low-level optimisations. Although designed primarily
to assist with our optimisation process, we also showed a number of
alternative uses, where the profiler is able to uncover poor floating-
point behaviour.
• Floating-point profiles for a variety of floating-point applica-
tions and interpretation of associated profile data.
In addition to a description of our profiler, in Section 5.3 we presented
some results we had gathered during the development of FloatWatch,
along with a commentary on their meaning. We explored the open-
source FFMPEG audio and video conversion tool, benchmarks from
the SpecFP95 suite and the MORPHY electron density analysis tool.
• A specific application of our technique to accelerators for the
102.swim benchmark from SpecFP95.
The final contribution draws our work together. In Chapter 6, the
102.swim benchmark from SpecFP95 was taken from pure FORTRAN
running on a CPU to an FPGA-accelerated solution. We performed
several analyses of the code, from a simple execution-time profile to
an operation-level floating-point profile analysis. A region of code
suitable for optimisation was selected and an accelerator generated,
using the Iteration Indexed Re-execution Buffer method, described in
Section 4.2.1.
We demonstrated our technique with optimisations in a variety of
configurations. These included a naive implementation which achieved
a 35% decrease in double-precision hardware size, but with a 40% re-
execution rate. More advanced optimisations, using operation-level
profiling data, allowed a hardware reduction of 40% with a 0.4% error
rate, or a reduction of 45% with a 1.1% error rate.
We will revisit how far these contributions met our original aims in our
concluding remarks.
108
7.2 Future Enhancements
Our work has required the development of a number of different compo-
nents, including optimisable floating-point units, our FloatWatch floating-
point profiler, accelerator architectures supporting error-recovery and spe-
cific hardware implementations for our case-study. Each of these compo-
nents has been developed to the level required for our work to date, however
they could all be developed further.
In this section we will explore the future directions this work could take.
7.2.1 Additional Optimisations
We begin with avenues for additional optimisations. The three types pre-
sented in Chapter 3 were devised based on the proportion of hardware used
by their respective components on the FPGA architectures we were inter-
ested in. However, these optimisations are of less utility on ASIC platforms,
where shifters attract a lower cost. Devising optimisations suitable for an
ASIC, if possible, along with changes to the profiler, would be a constructive
avenue of development. The same applies for other floating-point unit de-
signs, including those from the FPGA vendors, as well as the trigonometric
and logarithmic functions.
We had considered a further optimisation for the FPGA architecture,
which when combined with software modifications could - in some circum-
stances - yield a large hardware reduction for limited error rate.
The optimisation we propose, Swap Elimination, is related to Operand
Alignment Reduction, forming part of the hardware required to prepare
normalised floating-point operands for a fixed-point add or subtract. Our
proposal is to eliminate the hardware required to swap operands where they
are presented the ‘wrong way round’, i.e. with the smallest operand where
the hardware expects the largest to be.
This optimisation allows two different ‘handed’ designs to be generated,
as shown in Figure 7.1. Operations which require operands to be swapped
(or not, in the case of the pre-swapped unit), would generate an error and
lead to re-execution, as is the case with other errors. Section 5.3 showed
examples of where the profiling data indicated a good chance of success
with this optimisation; operands were presented with the greater exponent
mostly to one side.
109
subtract
s significandexp s significandexp
shift right
abs
add
s exp significand
exp significand
subtract
s significandexp s significandexp
shift right
abs
add
s exp significand
exp significand
Figure 7.1: A ‘Handed’ Floating-Point Adder
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This optimisation also raises another interesting avenue of exploration:
floating-point units with different optimisations, to which operands are
routed appropriately. For example, a design could contain equal numbers
of left- and right-handed units, with a pre-routing comparison sending each
operation to the correct type. This relies on operations being equally bal-
anced between left- and right-handed versions to avoid units sitting idle.
Having one unit sitting idle may be preferable if power is a consideration,
as the smaller ‘handed’ units would use less power while running, and could
be turned off when not required.
This idea could also apply to on-chip correction (Section 4.2), where out-
of-range operations would be routed to the fully-functional unit without
first being executed on the optimised units.
Finally, although floating-point optimisations have been the focus of this
work, we need not focus on that area in the future; run-time profiling and
speculative execution could be applied to hardware optimisation for other
numerical representations.
7.2.2 Power Optimisation
Our main results in Chapter 6 focussed on the hardware-reduction aspect
of our optimisations, however there is another factor: power.
Reducing power requirements is an important consideration, both in energy-
limited embedded systems and in high-performance computing, where the
cost of cooling systems has led to a drive for more efficient designs[NR 02,
SHF06]. The architecture of FPGAs has led to a number of interest-
ing opportunities for power optimisation, including inverting look-up-table
inputs[AN06] and power-constrained synthesis of hardware from high-level
descriptions[SJ02].
Gayasen et al[GTV+04] proposed a system where the FPGA would be
divided into regions, each of which could be placed into a ‘sleep’ mode where
the clock was disabled, reducing dynamic power. This could be applied to a
variation of our on-chip re-execution technique, whereby a fully-functional
floating-point unit is contained in a ‘sleeping’ region, to be activated only
as needed for re-execution.
Clearly re-execution brings with it energy requirements, so the aim must
be to minimise the total energy used over the course of an application,
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saving energy by using optimised units only to expend it if re-execution is
required.
Exploring dedicated power-optimisations which could make use of profil-
ing information is another interesting area for future research.
7.2.3 Algorithmic Modifications
We must also consider the effect that software modifications could have
on our optimised data-paths. In particular, we consider techniques used
to improve the accuracy and error behaviour of floating-point calculations.
Higham[Hig93] and Wilkinson[Wil94] have collected together several meth-
ods, however we will focus on the process of floating-point summation.
As previously described, as the ∆e of operands to be added or subtracted
increases, so too does the loss of accuracy in the representation. When
∆e approaches the size of the significand, bits(s), almost all significant
bits are lost from the smaller operand. Higham performed error analy-
ses on some methods to remove this behaviour[Hig93], the idea being to
add only similarly-sized operands as far as possible, reducing ∆e. These
techniques should also improve the performance of Operand Alignment Re-
duction, which relies on a small ∆e to reduce hardware size.
Solutions which rely on absolute ordering of values would also benefit
our proposed Swap Elimination optimisation; operands are pre-ordered to
have the largest first (or last, depending on ordering). In either case Swap
Elimination could provide a substantial reduction in hardware size for a 0%
error rate.
7.2.4 Dynamic Reconfiguration
Our target architectures have been FPGAs of various flavours, however we
have so far proposed only static configuration of the devices. In this mode
an application programs the device as an accelerator at the start, but does
not reconfigure while it is in use.
With dynamically-reconfigurable fabrics at our disposal, we are able to
change the representation for different phases of an application if we are
able to identify both the phases and appropriate representations, as demon-
strated by Styles[SL05].
CORDS[DJ98] targetted embedded processors, dividing software elements
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into tasks which could be placed on the device separately, as required. This
straightforward approach would be equally applicable to our work: in par-
ticular, our case study in Chapter 6 could make use of a different accelerator
for each main sub-routine in the program.
ReCoBus Builder[KBT08] provides a more sophisticated approach which
could make more extensive use of our method. It defines a set of dynamically
reconfigurable, isolated blocks which can be linked together and communi-
cate. They are assembled at run-time as required.
In our system, we envisage a dynamically reconfigurable set of floating-
point units or data-paths, along the same lines. The system would be self-
tuning, starting with a moderately optimised set of floating-point units,
providing as much parallelism as possible within the confines of the device.
During execution the error-correction logic (be it in hardware or software)
would monitor the error rate. Should the rate be higher than acceptable, the
data-paths would be reconfigured with a set of less-optimised units, with the
aim of bringing the error rate down at the expense of decreased parallelism.
If the error rate were to fall below a threshold, the reverse could occur with
data-paths adopting more heavily optimised units, increasing parallelism.
There is no requirement that all data-paths in a system should have the
same level of optimisation applied.
The potential benefits of this approach can be demonstrated with a simple
example, using the Newton-Raphson method[Rap90]. The same applies to
any algorithm which iterates smoothly to convergence.
In this example the aim is to find a solution to a cos(x) − bx3 + c = 0,
where a, b and c are user-defined parameters. The Newton-Raphson method
allows this to be re-written as an iterative refinement, using the following
relationship:
xn+1 = xn − f(x)f ′(x)
Using this method x will converge towards a solution, with the relation-
ship for this example being:
xn+1 = xn − a cos(x)−bx
3+c
−a sin(x)−3bx2
The starting value, x0, is chosen as an estimate of the expected final
value if available. Figure 7.2 shows a graph of x on each iteration for starting
values between 0.1 and 1.2, with a = 1, b = 1 and c = 0. The characteristics
of this particular problem result in x increasing dramatically away from the
actual value when the estimate is low, however it then decreases towards
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the correct answer. The same pattern occurs with other values for the
coefficients a, b and c.
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Figure 7.2: Graph of x at each iteration of the Newton-Raphson
method; each line represents a different starting estimate
for x
With knowledge of this characteristic it is possible to dynamically recon-
figure the floating-point data-path available, relying on the reducing range
of intermediate and final values to use a more optimised data-path, increas-
ing parallel processing ability. In this example it may mean placing a single
trigonometric unit into hardware initially – performing the cosine and sine
operations sequentially – before reconfiguring to two units executing in par-
allel to provide a decrease in execution time. While we have no specific
optimisations for these units at present, Exponent Reduction is applicable.
With so few iterations in this example there would be no payoff, however
for long-running applications there is a potential benefit from increased
parallelism.
7.2.5 Modelling and Design Space Exploration
The trade-off between hardware size and re-execution time is central to our
technique. The most appropriate solution depends on three factors: the
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hardware savings made by optimisation, the cost of re-execution on the
chosen architecture and the distribution of operand values. With a profiled
selection of example data sets, these factors can all be appoximated from
known values at the operation level. Consequently it would be possible to
produce a model for design-space exploration, to identify appropriate trade-
offs without hardware generation and testing of all designs. In Section 6.3
we presented a system-level model, however a more detailed, operation-level
model would be required to achieve the best results. Trade-offs could then
be modelled on an operation-by-operation basis, combining to produce a
good solution for the whole accelerator. So far optimisation levels have
been selected using a manual analysis.
Given the effort required to generate multiple hardware options, place and
route them, program them onto the hardware and then run test datasets, a
model-driven design-space exploration would improve the total design time
considerably. Such a solution could also use profile-derived optimisations
(as shown in the case study in Chapter 6) to reduce the design space and
save even more time. While hardware estimations would not be as accu-
rate as a true hardware compilation step for a target device, a reasonable
approximation can be derived from the results already collected.
7.2.6 FloatWatch
The FloatWatch profiler and supporting software has a great deal of scope
for future improvements. There is a need for more automation in the system,
particularly in the analysis of optimisation levels and errant floating-point
behaviour. At present this step is conducted outside the FloatWatch Ex-
plorer, which is used to generate overview graphs and select interesting lines
of code.
The profiler output files contain sufficient data to flag excessive shifts
for alignment or normalisation, which indicate errant behaviour. One of the
most useful features would be to supply the tool with a target error-rate and
allow it to determine which optimisations to apply, based on the profiling
result. Ideally this should be based on profiling runs with more than one
dataset.
The profiler itself has one major limitation: speed. The Valgrind frame-
work produces a dramatic slowdown which makes it unsuitable for profiling
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very long-running applications. Any analysis of larger applications would
benefit from a different approach to profiling, most likely compile-time gen-
eration of instrumentation code. The existing FloatWatch Explorer interface
would still be suitable for viewing the results if the report format was re-
tained. Other frameworks, such as Intel’s Pin[LCM+05], ATOM[ES95] or
Dyninst[BH00] may provide a better balance of performance and flexibility.
Another alternative is to use sampled profiling[AR01], where collection of
all profiling data is replaced with data sampling to increase performance.
Support for floating-point instructions on 64-bit operating systems is lim-
ited, as x86-64 architectures use SIMD floating-point instructions, which the
type system views a 128-bit vector rather than a floating-point number. In
light of this and Valgrind’s previously mentioned performance limitations,
an alternative profiling method is again an option to consider.
7.3 Limitations
We have explored an FPGA-based profile-driven technique, but it is one
which has a number of limitations. We have already suggested some future
work to overcome these limitations, but in this section we comment on them
in more detail.
7.3.1 Application-Specific Integrated Circuits
Our choice of target technology provides the first, and probably the most
serious, limitation. Our optimisations are focussed on an FPGA target
platform, and do not transfer easily to ASICs. ASIC-targeted optimisa-
tions have been suggested as potential future work, but without those the
speed and area advantage of an ASIC will always affect the viability of our
technique to deliver competitive performance results on an FPGA. It also
remains to be seen whether profile-driven ASIC-targeted optimisations are
a viable solution. Kuon and Rose[KR07] compared FPGA and ASIC perfor-
mance, concluding that a comparable FPGA design was 3.2 times slower and
40 times larger than on an ASIC. Although the FPGA area became more
competitive when using FPGA macro blocks, the speed deficit remained.
Thus our FPGA solution is far behind before we begin optimising.
In spite of this, our technique still has utility for applications where recon-
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figurable devices are being used for reasons other than pure performance,
for example where hardware must be updated whilst in the field. In these
scenarios our technique could provide a reduction in the hardware area that
would otherwise be used. Solutions using floating-point hardware blocks
on FPGAs[HYL+09], proposed and developed while this work has been in
progress, may stop our technique being viable even on these platforms.
7.3.2 Quality of Datasets
Our technique is dependent on the quality of the training data, so there is a
problem if profiled datasets do not reflect real performance. In our examples
we have used test datasets provided by the people using the applications
in question. In the case of poor training datasets performance would be
degraded as the percentage of re-executed operations would rise. The worst
case is a re-execution of every operation, but the system would still generate
correct results. The concept of dynamic reconfiguration was explained in
Section 7.2. Although this could apply here, the system would remain sub-
optimal when working with incorrect datasets but may be able to limit the
damage this would cause to execution time.
7.4 Concluding Remarks
The aim of our research was to determine if an IEEE-754 floating-point unit
could be reduced in size, based on prior knowledge of an application. Static
analysis and user constraints have been used for many years to produce
custom formats, but we were looking for a more aggressive approach.
We have succeeded in reducing the size of the floating-point units under
investigation, by accepting errors will occur and correcting them. The Float-
Watch profiler guides this decision, revealing where error rates should be
low. Our results from Chapter 6 are very promising, with a large reduction
in hardware size for a low error rate. The success of our method at reducing
execution time through increased parallelism relies on a combination of low
error rate and rapid re-execution, which we have shown is possible.
The elements of our work show potential, both as a whole and in their
own right, and we look forward to seeing future developments.
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