The angular diameters of six oxygen rich Mira-type long-period variables have been measured at various near-infrared (NIR) wavelengths using the aperture masking technique in an extensive observing program from 1997 Jan to 2004 Sep. These data sets span many pulsation cycles of the observed objects and represent the largest study of multi-wavelength, multi-epoch interferometric angular diameter measurements on Mira stars to date. The calibrated visibility data of o Cet, R Leo, R Cas, W Hya, χ Cyg and R Hya are fitted using a uniform disk brightness distribution model to facilitate comparison between epochs, wavelengths and with existing data and theoretical models. The variation of angular diameter as a function of wavelength and time are studied, and cyclic diameter variations are detected for all objects in our sample. These variations are believed to stem from time-dependent changes of density and temperature (and hence varying molecular opacities) in different layers of these stars. The similarities and differences in behaviour between these objects are analyzed and discussed in the context of existing theoretical models. Furthermore, we present time-dependent 3.08 µm angular diameter measurements, probing for the first time these zones of probable dust formation, which show unforeseen sizes and are consistently out of phase with other NIR layers shown in this study. NIR light-curves were recovered, and show the distinctive phase lag in the maxima of ≈ 0.2 (compared to the visual maximum), similar to the lag found by, e.g. Smith et al. (2002) and Nadzhip et al. (2001) . The S-type Mira χ Cyg exhibits significantly different behaviour compared to the M-type Miras in this study, both in its NIR light-curves and its diameter pulsation signature. Our data show that the NIR diameters predicted by current models are too small and need to incorporate additional and/or enhanced opacity mechanisms. Also, new tailored models are needed to explain the behaviour of the S-type Mira χ Cyg.
Introduction
Mira variables are pulsating M-type giants with very extended stellar atmosphere and mass-loss rates of up to 10 −4 M ⊙ /yr (e.g. Jura & Kleinmann 1990) . Multi-wavelength studies allow us to probe the atmospheric structure, including H 2 O and dust shells. Optical and near-infrared (NIR) interferometry has been able to constrain fundamental parameters such as intensity distributions, effective temperatures and diameters, and the dependence of these on wave-length and pulsation phase (e.g., Haniff et al. 1995; van Belle et al. 1996; Perrin et al. 1999; Young et al. 2000; Hofmann et al. 2002; Thompson et al. 2002; Woodruff et al. 2004) . Interferometric studies of Mira stars conducted over multiple epochs and spanning a range of wavelengths have helped to address fundamental questions such as the pulsation mode of these stars (e.g., Woodruff et al. 2004; Fedele et al. 2005) , the molecular and dust abundances in the atmosphere (e.g. Ireland et al. 2004a,b; Ireland & Scholz 2006) , the characteristics of the circumstellar environment (e.g. Danchi et al. 1994 ) and photospheric/circumstellar asymmetries (e.g. Ragland et al. 2006) .
Interferometry, together with a host of other observational techniques, has gradually been making advances into our understanding of the basic physics of these stars. For example, there is now consensus that Miras pulsate in the fundamental mode, based on photometry, e.g., MACHO observations (see Wood et al. 1999) , and spectroscopy (see Scholz & Wood 2000) in addition to interferometry. However, the structure and composition of the stellar atmosphere still shows surprising results when investigated in detail. Ragland et al. (2006) have, e.g., detected H band asymmetric brightness distributions in about 29% of their sample of nearby asymptotic giant branch stars, substantiating another level of complexity in the structure of this class of objects.
In this paper we present the most comprehensive interferometric study of Miras to date, encompassing 6 nearby objects, observed at up to 19 different phases in 4 filters. With this homogeneous data-set, we are able to examine phase-dependent variations in Miras' atmospheric structure and are in a position to investigate long term effects that span several pulsation cycles. By observing in the NIR (especially within the J, H and K bandpasses), we can sample molecular strata near the continuum-forming layers that are often close to the position of the Rosseland layer (τ Ross = 1, cf. Scholz 2003 and references therein).
Theoretical models describe the molecular layering in the atmosphere and its variation with time (e.g. Bessell et al. 1996; Hofmann et al. 1998; Ireland et al. 2004a,b) , and make predictions of observables such as light-curves, diameters and intensity distributions. With our extensive database we can challenge existing models and motivate the development of a more complete physical picture of Mira variables. Ultimately, the aim of interferometric observations like these is to calibrate the theoretical models so that fundamental parameters of Miras can be derived from simple observables, enabling studies of stellar populations beyond the solar neighbourhood.
Observations and Data Reduction

Aperture-masking Observations
Our sample of 6 Miras contains only nearby objects, all of which have revised Hipparcos distances (see Table 1 ). The objects were chosen for their large angular diameters and NIR brightness. Observations were performed with the 10 m Keck I telescope at a range of NIR wavelengths (see Table 2 ) using the Near Infrared Camera (NIRC). The telescope pupil was converted into a sparse interferometric array by placing aperture masks in the beam in front of the infrared secondary mirror, allowing the recovery of the Fourier amplitudes and closure phases for baselines up to 9.8 m. For a detailed discussion of mask design, observing methodology, scientific rationale and implementation, we refer to Tuthill et al. (2000b) .
For this work we used non-redundant masks with 15 or 21 holes configured to deliver near-optimal sampling of the Fourier plane (Golay 1971) . Data-sets consisting of 100 140 msec exposures were taken, alternating between the target of interest and nearby calibrator stars. The latter were chosen to have well characterized, smaller apparent sizes (see Table 3 ). The data were recorded at 19 different epochs spanning more than 7 years, delivering good coverage through the pulsation cycles of the objects observed. Tables 4 to 9 list these observations.
Extraction of Visibilities
The procedures for extracting the visibility amplitudes, as well as engineering and performance details, are documented in Monnier (1999) and Tuthill et al. (2000b) , while recent scientific applications of the data pipeline can be found in Monnier et al. (2002) and Tuthill et al. (2002) . In principle, the pupil geometry of the telescope mimics the operation of a separateelement interferometer array, and the data collection and analysis are similar to standard methods for interferometry experiments such as speckle imaging. The short-exposure images are dark-subtracted, flat-fielded and cleaned of pattern noise. Power spectra are then Sloan & Price (1998) and χ Cyg Spectral Type from Keenan & Boeshaar (1980) , Distances from (1) Knapp et al. (2003) or (2) References. -(1) Dyck et al. (1998) ; (2) Mozurkewich et al. (1991) ; (3) Mozurkewich et al. (2003) ; (4) from CHARM catalog (Richichi & Percheron 2002) ; (5) Ridgway et al. (1979) ; (6) Dumm & Schild (1998) ; (7) Monnier et al. (2004) ; (8) Perrin et al. (1998); (9) Hanbury Brown et al. (1974) ; (10) Dyck et al. (1996) ; (11) from CHARM2 catalog (Richichi et al. 2005 2 Cen computed frame by frame as the squared modulus of the Fourier transform. Stellar fringes appear as discrete peaks in such power spectra, with the origin occupied by a peak whose height is proportional to the squared flux in the frame. Squared visibilities are found by dividing the power at the spatial frequency of the fringes by that at the origin and then normalizing with the corresponding signal from the calibrator spectrum. The uncertainty associated with the squared visibilities is derived from the scatter in each ensemble of 100 exposures.
Seeing Correction
For all baselines and for all target and calibrator stars considered in this paper, the dominant noise sources were seeing and windshake (wind-induced telescope wobble). When the atmospheric conditions vary between observing the source and its calibrator, the overall ratio changes between the fringe power and the total flux on the detector. As clarified by Monnier et al. (2004) , for aperture-masking data this change is nearly constant as a function of baseline for baselines longer than the coherence length ( ≈ 0.5 m at K 2.26 band). This means the visibility function will approach a non-unity value at short baselines. We took the visibility at the origin to be a free parameter in our studies, an assumption that does not affect our fitting procedures as long as there is no significant flux coming from over-resolved structures (> 0".5). Seeing and windshake also lowered the mean visibility V and increased its variance on each baseline. However, the quantity
was independent of the stellar brightness and the degree to which it was resolved by the baseline in question, only depending on seeing and windshake. We partially corrected for the effects of seeing and windshake using the method described by Ireland (2006) , which entails empirically fitting a function of the form
) to individual star observations and correcting visibilities for each target and calibrator star prior to dividing the target with calibrator visibilities. We used a conservative value for k of 0.8 (which may have under-corrected for the effects of seeing and windshake) and smoothed the function
in the u − v plane in order to minimise errors in applying this correction (for further details see Ireland 2006) . We evaluated the effectiveness of this correction by comparing the calibrated visibilities of unresolved stars with and without seeing correction, which turned out to improve the calibration process.
The apparent angular diameters were closer to the true values after the seeing/windshake correction on > 70% of the stars examined (see Figure 1 ). Only on 3 object observations with very bad windshake did the algorithm cause a marginal worsening of the miscalibration (5 mas). Figure 2 shows typical data obtained from the masking experiment. The targets were seldom fully resolved, making image reconstruction only possible for those objects with the largest angular diameters (e.g. W Hya). These results will be presented in a subsequent paper. The two dimensional visibilities showed no significant deviation from circular symmetry (except for W Hya), possibly due to the lack of high spatial frequencies sampled by our <10 m baselines. Since W Hya's deviation from circular symmetry is smaller than the UD angular diameter error, we made the assumption that all the stars are spherical and the data were azimuthally averaged.
To keep the representation of the data homogeneous, our quantitative analysis is based on fitting simple uniform disk (UD) models to the azimuthally averaged Fourier data. We concentrate on the four filters which provide most of the temporal coverage in our observations, namely L 3.08, K 2.26, H 1.65 and J 1.24, considering the other filters only in Section 4.1. Here, e.g., L 3.08 indicates that the filter covers a subinterval of the L bandpass of the conventional UBV filter system and is centered at 3.08 µm ( Table 2 ). Note that the K 2.26 bandpass encompasses two very similar filters, both centered at 2.26 µm with slightly different bandwidths.
Calibrator stars nearby in the sky and measured interleaved with the target observation are used to estimate the system transfer function, a standard practise in interferometry described in detail by Millan-Gabet et al. (2005) ,
The visibility amplitude was calibrated by dividing the target visibilities by the calibrator star visibilities, after first correcting for the estimated sizes of the calibrators (Table 3) .
Uniform Disk diameters
Although the true stellar intensity profile is not a UD, fitting the observed visibilities with this simple profile still provides a useful estimate of the apparent size of the target. Our longest baseline was just under 10 m, and so we are resolving low-resolution structure in the target star's intensity profile. This makes it dif- The very large apparent diameters in the L 3.08 filter can be attributed mainly to the H 2 O opacity, as first suggested and observed by Tuthill et al. (2000a) . The diameters correspond to best-fit UD models.
ficult to differentiate between a UD, a fully-darkened disk, a Gaussian or a more complex intensity distribution. We chose UD diameters to allow comparison of findings with existing literature and to avoid the difficulties encountered when deriving more sophisticated diameters (cf. Hofmann et al. 1998; Scholz 2003) . If the "true" intensity distribution is known, or a predicted model distribution is to be compared with the data, different radius definitions can be easily converted from and to a UD radius.
In various stars, the J 1.24-band curves show some deviation from the UD model at around 3 × 10 6 rad −1 , which could indicate the presence of dust causing scattering in the outer layers, leading to a smaller "true" photospheric diameter (see Figure 2 ) than derived with a simple UD model fit. In addition, due to their larger angular diameters (especially in the L 3.08 filter), W Hya and possibly o Cet were also resolved enough to detect further deviations of the intensity distribution from the simple UD shape to be compared with model predictions. They are also possible targets for imaging after recovering the closure-phase information in addition to the Fourier amplitudes. These comparisons with more complex models and interpretations will be addressed in a future paper.
Estimation of Seeing Miscalibration
Given that the seeing correction described in Section 2.3 leaves some residual error and assuming that the dominant error term is the uncertainty introduced by variations in the seeing between measurements of targets and calibrators, we undertook a separate study which assessed the robustness and repeatability of the calibration process to seeing-induced miscalibration. If the seeing remains constant, then calibrating (i.e., dividing) the visibility function from successive datasets taken on the same object should yield the visibility function of a point source (i.e V 2 = 1). In the case of changing atmospheric conditions, considerable differences in the transfer function can appear between consecutive datasets. The error induced by such fluctuations can be measured from observations of a single object (either target or calibrator) taken through the same filter at different times during one night. Once again, we chose to fit a UD model to the data, a natural candidate to fit the error introduced by the change in seeing throughout one observing night. This allows us to estimate atmospheric uncertainties by applying the same fitting procedure as was used for the rest of our data, reducing the risk of biases introduced by the fitting method.
Asymmetric errors were calculated by calibrating the target with a UD of the derived diameter. These errors pertain to the respective filters, and if no object was observed twice in one night in the same band, the maximum global error is assumed.
The data in Figure 2 demonstrate another well known problem: that of calibration near the so-called seeing spike. Note how the azimuthally averaged visibility points at short baselines can deviate considerably from the otherwise uniform shape of the visibility curve. As the calibration of these large fluctuations at low spatial frequencies is highly challenging, we fitted our models only to the spatial frequencies in Fourier space corresponding to baselines of 2m or more.
NIR photometry
In the course of the data reduction, we extracted the total received flux for both science objects and calibrators. With this we were able to retrieve contemporaneous photometry data in the the same bands as our angular diameter measurements. These measurements complement the photometry by Whitelock et al. (2000) , which does not cover our full range of observations, and provide a powerful tool to monitor NIR light-curves. The small differences between the Whitelock et al. (2000) photometry and our measurements can be attributed to our use of filters of differing bandpass and center wavelength(see Table 2 ).
Results
Light-curves
Figure 3 shows our NIR photometry plotted as a function of pulsation phase, together with the JHK photometry of Whitelock et al. (2000) and AAVSO visual photometry (A.A. Henden et al. 2006, private communication) . As an approximation based on the appearance of the light curves, we fitted our NIR photometry data with simple sinusoidal functions (not shown in the figures), with the exception of R Hya, where the light curve was too incomplete. Although these fits are only approximations, they provide a useful tool to examine the dates of maxima and minima as a function of wavelength. The NIR magnitude vs. phase curves are certainly not strictly sinusoidal, but depending on the star and the bandpass they can be approximated by a sine function. Our photometry shows a small lag of up to 0.07 cycles in the maxima of light curves from the J 1.24 to the H 1.65 and from the H 1.65 to the K 2.26 filters, as well as less pronounced or non-existing lags near visual minimum, confirming the findings of Smith et al. (2002) , as can be seen in Figure 3 . The reported phase shift of ≈ 0.15 − 0.22 with which the NIR maxima lag behind visual maxima typical for M-type Miras (Nadzhip et al. 2001 , Smith et al. 2002 is also clearly seen in our data. Also in accordance with the findings of Smith et al. (2002) , we find that the maxima in longer wavelengths (i.e. in the L band) occur before the K maxima but after the visual maxima for all of our objects except for W Hya, where the L light curve is too peculiar to be fitted with a sine function.
Both Visible and NIR lightcurves given in Figure 3 span the observation period of each object and clearly illustrate the substantial differences between the cycle amplitudes and pulsation periods. 2006), though never with the wavelength, phase and cycle coverage of this study. We have detected diameter variations for all Miras in this study. As discussed for the light-curves in Section 3.1, the physical diameter vs. phase curves are certainly not strictly sinusoidal. Nonetheless, a sinusoidal shape of the curve can be observed, and although not perfect, the sine curves fitted to the data have been included to guide the eye. With the extensive coverage of phases and cycles in four filter bandpasses, it becomes possible to probe the stellar atmosphere both for geometric pulsation of the continuum forming layers (the so-called photosphere), and for contamination of the continuum by molecular blanketing. This allows us to further constrain existing theoretical models and to make more sophisticated demands on future models. R Hya will be exempt from further discussion as the data sampling is too sparse (see Figure 6 , lower panel). Fig. 7 .-Near-infrared spectrum of Mira R Cha at two different pulsation phases (1996May26 at phase 0.6 and 1996March3 at phase 0.3) from Lançon & Wood (2000) , showing the position and shape of the z 1.08, J 1.24, H 1.65 and K 2.26 filters. The J 1.24 and H 1.65 filters penetrate to layers that lie closer to the continuum forming photosphere, whereas the K 2.26 filter sees a portion of the spectrum that is more contaminated by molecular opacities.
Multi-wavelength, multi-epoch UD angular diameters
Discussion
Effects of Molecular Absorption on Multi-
wavelength Diameter Observations Figure 7 shows the NIR spectrum of a Mira (R Cha) at two different pulsation phases, with the position and shape of the z 1.08, J 1.24, H 1.65 and K 2.26 filters, and Figure 8 shows the ISO spectrum of R Cas, with the position and shape of the L 3.08 and L 3.31 filters. The narrow band filters J 1.24 and H 1.65 should show little molecular contamination by absorption bands, i.e. they are close to sampling the continuum-forming layers (see, e.g., Tej et al. 2003) , whereas the contamination effect should be more prominent in the K 2.26 and in particular in the L-band filters (see, e.g., Jacob & Scholz 2002; Mennesson et al. 2002; Ireland et al. 2004a,b) . Within the L band, our filters (L 3.08 and L 3.31) sample portions with different molecular absorption lines, originating mainly from H 2 O (but also from OH and SiO, Mennesson et al. 2002) in Mira atmospheres. The L 3.08 bandpass lies deeper in the absorption feature All visual phase measurements carry a binning error of ± 0.1 than the L 3.31 bandpass. The photons seen through the L 3.08 filter should therefore originate from cooler strata that lie higher in the stellar atmosphere than the L 3.31 photons. Figure 9 shows the diameter vs. wavelength relationship for o Cet at four different phases. It clearly shows the effect of varying absorption features on the perceived diameter. As our filters coincidentally sample more opaque (contaminated) layers with increasing wavelength, there is a perceived diameter increase as a function of wavelength, with the exception of the J 1.24 and L 3.31 filters, which lie further out of the molecular absorption bands sampled by the z 1.08 and L 3.08 filters, respectively. This increase of diameter with wavelength is obvious throughout the pulsation cycle for o Cet, all other Miras showing excursions from the J 1.24 > H 1.65 > K 2.26 diameter trend at some phases. In particular R Leo seems to show a much more complex layering (see Section 4.3 with Figure 4 ). All stars in our sample show a large (> 30%) increase in UD diameter between the K 2.26 filter and the L 3.08 filter, first noted in the case of R Aqr by Tuthill et al. (2000a) . This increase indicates that the L 3.08 filter samples a molecular layer at a considerable distance from the photosphere. The distance between the layers varies with phase and will be further discussed for each object individually, as it differs greatly from star to star.
Phase dependence of Multi-wavelength NearInfrared Diameters
The distinction between true photospheric pulsation, i.e. the upward and downward motion of the continuum forming layers, and the effects of molecular blanketing is not trivial to unravel, even with high angular resolution data. The varying molecular opacity is dictated by density changes as a shock front travels through the stellar atmosphere and temperature changes due to variations in the radiation field, causing molecules to dissociate and re-form (cf. Scholz 2003 and references therein). These more or less opaque strata which vary with the pulsation phase (and between cycles) can make it difficult to derive the near-UD diameter of the underlying geometrically pulsating continuum layer, veiling the geometric amplitude and the phase of pulsation. As the brightness distributions of Miras are more complex than simple UDs, changes in molecular opacities of different layers may be capable of mimicking changes in our derived diam-eters, complicating the interpretation of our data. The behaviour of the S-type Mira χ Cyg differs from the other Miras in our sample in various respects and will be discussed separately.
Of the three filters within the JHK bands, the atmospheric opacity reaches its highest values in the contaminated (albeit less contaminated than the standard K bandpass) filter K 2.26 throughout most of the pulsation cycle, as evidenced in Figures 4-6 by the large angular diameters. This increased molecular opacity has been predicted by various models (e.g. Jacob & Scholz 2002; Ireland et al. 2004a,b; Ireland & Scholz 2006 ) and has been observed by, e.g.,
Millan-Gabet et al. (2005).
A diagnostic observable from our data which is more robust against sources of systematic errors (e.g. change in seeing, wind induced wobble of the telescope, calibrator characteristics) is the relative diameter variation. Figure 10 shows the relative UD diameter variation as a function of phase for the 5 M-type Miras in this study, averaged into phase bins. The relative UD diameters were obtained by dividing each object's measured angular diameters by its mean, and the errors are representative of the scatter within each phase bin. The data illustrate the homogeneity within this sample of Miras, and allow us to investigate systematic differences between the observed bandpasses. In order to extract phase offsets and relative pulsation amplitudes in each filter, we fitted sinusoid cycloids to the combined data, without implying that the objects vary in such a simple fashion.
The ensemble shows a systematic phase-shift of the relative UD diameter variation with wavelength, not unlike the trend reported for the light-curves in section 3.1. The J 1.24, H 1.65, and K 2.26 UD diameters reach their minimum at approximately phases 0.9, 1.0, and 1.1 respectively. The L 3.08 bandpass diameters behaves differently, and will be examined in more detail at the end of this section. This disagrees with theoretical model predictions by Ireland et al. (2004a,b) , where the diameter minimum should occur at roughly phases 0.7-0.8 for all bandpasses, but is comparable to the findings of Thompson et al. (2002) , who followed the M-type Mira S Lac through its pulsation cycle in various sub-filters of the K band. Using the sample as a single "artificial" Mira also allows us to verify the relative diameter pulsation amplitude for S Lac of Thompson et al. (2002) , who report a 12%-21% peakto-peak sinusoid amplitude in the K-band, with our value of 14% peak-to-peak pulsation in the K 2.26-band. The peak-to-peak sinusoidal pulsation amplitudes for the J 1.24, H 1.65 and L 3.08 bandpasses are 14%, 22% and 6% respectively, also disagrees with theoretical models which predict much higher amplitudes (cf. Ireland et al. 2004a,b) .
According to current models (e.g. Ireland et al. 2004a,b) , more contaminated layers (such as the ones sampled by the K 2.26 and L 3.08 bandpasses) should experience slightly greater diameter pulsation amplitudes. This trend cannot be seen in our observations: the layer experiencing the greatest diameter pulsation is the less contaminated H 1.65 layer. Explanations for this could be: (i) The relatively narrow width of our K 2.26 filter compared to the standard K filter used in the models, combined with the position of our central wavelength in a possible minimum of molecular contamination as reported by Thompson et al. (2002) .
(ii) A periodic change of optical depth of a layer, offset in phase to the photospheric pulsation, could result in large variations of the observed pulsation amplitude. (iii) The assumed spherical symmetry could be significantly violated in the outer, more contaminated, layers (cf. Ragland et al. 2006 and references therein), effectively causing departures from model predictions (cf., e.g., Hofmann et al. 2000; Ireland et al. 2004c ). (iv) The theoretical models need revision to accommodate for these observations. Higher molecular opacity can be expected at nearminimum phases, when the outer layers are cooler and more molecules are formed (see, e.g., Ireland et al. 2004a,b) . For our sample stars (with the exception of χ Cyg), the maximum apparent JHK UD angular diameter values are typically found near minimum visual phase, supporting existing model interpretations.
A diagnostic observable from our data which is more robust against sources of systematic errors (e.g. change in seeing, wind induced wobble of the telescope, calibrator characteristics) are the relative diameter ratios. Figure 11 shows the UD diameter ratio between the different filters for all our sample stars plotted vs. phase. There is no obvious dependence on pulsation phase of the H 1.65/J 1.24 quotient, though there is noteworthy scatter for our sample of 5 Miras (R Hya was never observed simultaneously in both filters) that might mask a minor phase effect . The mean value of this diameter ratio is R H 1.65/J 1.24 = 1.02 ± 0.10
( 1) which agrees, to within errors, with the value of R H/J = 1.08±0.09 reported by Millan-Gabet et al. (2005) . The lack of a phase dependent signature indicates a closeness in temperature and opacity variations, as can also be derived from the closeness in phase and pulsation amplitude seen in Figure 10 . The diameter ratio close to unity shows the geometric closeness of the two layers. Note that of all stars, o Cet is the only one that has a ratio that includes some phase dependent effects and is slightly smaller than unity.
The ratio between the K 2.26 and H 1.65 filters has a more pronounced pulsation phase signature (see Figure 11, center panel) , which reflects more complex and disjoint temperature and opacity changes between these two layers. The ratio reaches its minimum (i.e. H 1.65 UD > K 2.26 UD) before minimum light and its maximum at maximum light. In order to compare our data with the observations of Millan-Gabet et al. (2005), we also calculated the mean diameter ratio to be R K 2.26/H 1.65 = 1.11 ± 0.11,
a mean ratio marginally larger that the H 1.65/J 1.24 mean ratio. Again, our data agree, to within errors, with the value of R K ′ /H = 1.12 ± 0.09 reported by Millan-Gabet et al. (2005) .
As mentioned earlier, the L 3.08 angular diameter behaves differently. It reaches minimum values at minimum light and the best fit to the diameter pulsation is shifted by 0.5 cycle compared with the H 1.65 pulsation, albeit at a much smaller relative pulsation amplitude. As the lower panel of Figure 11 shows, this phase shift and the UD diameter ratio between the two layers seems to be similar for all Miras in our sample (including χ Cyg). For consistency sake, we calculated the mean diameter ratio to be R L 3.08/H 1.65 = 1.81 ± 0.24.
This unusual UD diameter variation has never been observed before and raises questions about the mechanism of the observed pulsation in the L 3.08 layer. The L 3.08 light-curve follows a similar trend to the JHK light-curves, possibly indicating a temperature devolution similar to the lower layers, and as the inner layers of the star are shrinking and heating up, the outer layers are either expanding or becoming increasingly opaque. Whether opacity effects or dynamic motion of these outer layers (or both) are responsible for this surprising behaviour is the subject for model interpretations and will be the subject of a subsequent study.
Individual Stars
Of the 6 Miras observed, 4 have observational phase coverage suitable for further comparisons with pulsation models (o Cet, R Leo, R Cas and χ Cyg). The Miras studied differ substantially in behaviour regarding pulsation amplitudes, diameter-wavelength relationships and diameter-phase relationships
In this section we discuss the results of this study for each individual star, emphasising the main differences and similarities found in this subset.
o Cet
The prototype of Mira stars is one of the most observed variable stars, due to its brightness, amplitude (V≈ 10 − 3, A.A. Henden et al. 2006, private communication) and closeness (107±6 pc, Knapp et al. 2003) . Its size in different bandwidths (e.g. Haniff et al. 1995; Mennesson et al. 2002; Woodruff et al. 2004 ), optical spectra (Joy 1954) , lightcurves in different colors (e.g. Whitelock et al. 2000; Nadzhip et al. 2001 ; AAVSO), asymmetries (e.g. Karovska et al. 1991 , Tuthill et al. 1999 , and companion star (e.g. Karovska et al. 1997; Wood & Karovska 2006; Ireland et al. 2007 ) have been subject to intense research. Figure 4 shows the UD diameter variation in the J 1.24, H 1.65 and K 2.26 bandpasses as nearly synchronous (within the 0.1 phase shift shown in Figure  10 ), sinusoidal pulsations, with an apparent phase shift to the diameter pulsation in the L 3.08 bandpass. The UD diameter vs. phase curves agree well with the fitted sine functions, with reduced χ 2 for J 1.24, H 1.65, K 2.26 and L 3.08 having the values 1.45, 1.17, 1.02 and 0.80 respectively. The shift of ≈ 0.5 cycles between the sine curves fitted to the diameter vs. phase in the H 1.65 and the L 3.08 bandpasses has never been observed nor predicted, and can also be observed in R Leo, R Cas and W Hya. A similar shift, though not as pronounced, can be seen in χ Cyg The UD diameters vary between 22.2 ± 1.0 and 29.9 ± 1.9 mas (≈ 35%) in the J 1.24 bandpass, and between 53.2 ± 1.4 and 61.5 ± 2.3 mas (≈ 16%) in the L 3.08 bandbass. The K 2.26 UD angular diameter values lie in the range of 31.0 ± 1.9 mas near V-maximum and 37.0 ± 1.2 mas at phase 0.7. These values agree with the interferometric UD diameters within the K-band of Ridgway et al. (1992) (phase 0.8) and Woodruff et al. (2004) (phases 0.1-0.4, see Table 10 ). Our UD angular diameters are generally larger than those measured by Mennesson et al. (2002) (phases 0.9-0.0). This is most likely due to to the larger spatial frequencies (i.e. longer baselines) at which their measurements where made, combined with the known departure of o Cet's brightness distribution from UD (cf. Woodruff et al. 2004 ). Our K 2.26 UD diameters are also larger than the molecular layer diameters obtained by Perrin et al. (2004) (24.95±0.10 to 26.84 ± 0.06 mas) at similar phases by fitting ad hoc scenarios (a photosphere surrounded by an emissive and absorbing layer) to K and L ′ interferometric data. This is to be expected, as their visibilities also show obvious departures from simple models, and fitting the same data to a brightness distribution consisting of a central object with a bright molecular shell would yield smaller diameters than a UD fit. Note that these very simple scenarios are not always unique and a new ad hoc parameter set has to be determined for each observation, making a comparison awkward. o Cet shows little cycle-to-cycle variation throughout our data, although this could be attributed to the observing of a stable era of its pulsation, and might have been different if observed, e.g., 10 years earlier.
The L 3.08 >> K 2.26 > H 1.65 > J 1.24 layering of monochrome diameters is strictly monotonous, unlike, e.g., R Leo, where the sequence of UD diameters seems to invert during the pulsation cycle. The fact that o Cet appears largest in the JHK filters approximately at visual phase 0.6, roughly coinciding with the minimum of the NIR and visual light curves (see Section 3.1) is in accordance with various model interpretations (e.g. Jacob & Scholz 2002; Ireland et al. 2004a,b; Ireland & Scholz 2006 ). The unusual behaviour of the L 3.08 layer, as described in Section 4.2, will be further discussed in Section 5 and in a follow on paper. 
R Leo
Although R Leo has a similar period (310 days), V magnitude range (4.4 − 11.3, Kholopov et al. 1998) and spectral type as o Cet,we found significant differences in this study. The pulsation amplitudes of layers in different bandpasses and their phases with respect to one another seem to show a more complex trend than o Cet's atmosphere. The pulsation is less pronounced than o Cet's in the NIR, with UD diameters varying between 29.6±1.4 and 33.1±2.0 mas (≈ 12%) in the J 1.24 bandpass, which shows the largest relative pulsation amplitude. The cycle-to-cycle variation in the diameter pulsation is significant in the K 2.26 bandpass (compared to, e.g., o Cet). Again, this effect could be due to mere coincidence, and only long term (> 20 years) observation campaigns can ascertain this variability. This makes it difficult to compare our K UD diameter measurements with values found in the literature (see Table 10 ). There is nonetheless an overall agreement with cited UD radii except for the long baseline UD angular diameters of Fedele et al. (2005) . This can be due to the same effect as described in Section o Cet concerning the long baseline measurements of Mennesson et al. (2002) . With our H 1.65 measurements we are able to disambiguate the two possible solutions (due to ambiguous model fitting) for the Hband diameter found by Millan-Gabet et al. (2005) . Due to the seeming lack of cycle-to-cycle dependence in this bandpass, we can reject their smaller angular diameter of 23.8±0.3 mas at phase 0.4 and substantiate their larger diameter of 32.4±0.4 mas
The variation between 47.8 ± 1.8 and 56.5 ± 2.0 mas (≈ 18%) in the L 3.08 bandpass shows a steady increase in diameter between 97Dec16 and 01Jun11 and no significant diameter change up to 3 pulsation cycles later. This gradual increase in angular diameter over 4 cycles may be understandable in terms of the noncyclic time evolution of positions of outer mass zones of pulsation models over several successive cycles (cf. Figures 1 of Ireland et al. 2004a, b) , which affect the position and physics of water shells. This interpretation is supported by the steady brightening of the visual photometry maxima during the same 4 cycles in which the UD diameter increases, indicating variability in timescales longer than the pulsation phase. The pulsation signature of the L 3.08 bandpass shows nonetheless the general ≈ 0.5 phase lag compared to the H 1.65 band, albeit with a larger uncertainty in the least squares sinusoidal fit (reduced χ 2 = 1.38).
R Cas
Of the two Miras with the longest periods in our sample, R Cas (430 days) also exhibits the latest spectral type. In fact, at minimum visual pulsation phase it defines the spectral type M10 (see Lockwood & Wing 1971) . It seems to follow the model-predicted phasediameter trend of larger diameters around minimum light in the H 1.65 filter, albeit with some cycle-tocycle uncertainty. The scatter is considerably greater in the J 1.24 and K 2.26 filters, but the same trend is still present. Note that the relative phase shift of diameter maxima from shorter to longer wavelengths in JHK is very distinctive, even when the uncertainties introduced by cycle-to-cycle variations in the diameter pulsations are taken into account. The position of the L 3.08 layer also follows the pattern of the other M-type Miras, in that it seems to pulsate with a 0.5 phase shift to the H 1.65 layer. van Belle et al. (2002) measured a K UD angular diameter of 22.03 +2.13 -4.14 mas at phase 0.81, which does not agree with our diameter of 28.9±1.9 at the same pulsation phase but agrees with the diameter measured at roughly the same phase in a different cycle (26.1±2.1 at phase 0.74), another indicator of noticeable cycle-to-cycle variation.
W Hya
At a distance of 78±3 pc (Knapp et al. 2003) , W Hya is the closet and best resolved Mira in our sample. We observe a relatively time independent K 2.26 angular diameter of ≈ 40 ± 5 mas in the phase range Φ = 0.53 − 0.88. Because of W Hya's low declination and proximity to the ecliptic, and because the period is close to 1 year, the phase coverage only spans half the pulsation cycle (see Table 7 ). In this short time interval, covering only 0.44 phases, the J 1.24 diameter shrinks from 47.1±2.7 mas to 32.0 ± 2.3 mas, a 32% decrease, whereas the H 1.65 diameter decreases by 22% and the K 2.26 diameter shows a decrease of ≈20%. The previously measured UD angular diameters in the K-band by Monnier et al. (2004) and Millan-Gabet et al. (2005) (see Table 10 ) are consistent with our measurements. The H-band diameter of Millan-Gabet et al. (2005) (31.3±0.3 mas) is slightly smaller than our derived H 1.65 UD angular diameters, which is most likely due to the same effects of long baseline interferometry as described for o Cet and R Leo. Although all Mira intensity distributions show deviations from a UD profile, we can clearly detect those only in W Hya. This could be due to the presence of dust emission and/or the partially resolved brightness distribution of extended molecular layers in the upper atmosphere.
The largest L 3.08 angular diameter is found around maximum visual light, where the J 1.24 and H 1.65 diameters are smallest.
χ Cyg
The Mira in our sample with the second longest pulsation period, χ Cyg (408 days) is the only Stype Mira ,albeit with M-type characteristics (cf. Keenan & Boeshaar 1980) . It deviates noticeably from the M-type Miras in many ways. The visual lightcurve of χ Cyg is well known for its particularly large magnitude range, and its near-IR colours are also all unusually red, as observed by Whitelock et al. (2000) . The L 3.08 mean magnitude, in particular, is comparable to or brighter than that of K 2.26, whereas for all other Miras in our study the L 3.08 magnitudes lie in the rage between the H 1.65 and the K 2.26 lightcurves.
The relative diameter pulsation amplitude is larger in all filters than that of the other Miras in this paper, and the derived UD angular diameters show small cycle-to-cycle variation. There are no model predictions for S-type Miras to date, and we can only speculate whether or not this behaviour is related to the fundamental stellar parameters or to the fact that differing C to O ratio lead to significant changes in H 2 O formation characteristics (cf. Ohnaka 2004) and more stable opacity structures.
While the L 3.08 UD diameter pulsation follows the same trend as o Cet, R Leo, R Cas and W Hya, in that it reaches maximum amplitude around maximum visual light, the JHK diameters show a somewhat different behaviour. Note that the shapes of the visibility curves deviate increasingly from a UD profile with increasing wavelength. The K 2.26 and H 1.65 UD angular diameters reach their maximum values just after maximum light, at phase 0.1-0.2, coinciding with the maximum of the correspondent light curves. This may indicate a heavy contamination of these filters by molecular layers in the star's atmosphere. On the other hand, the J 1.24 band data infers a smaller UD diameter with its maximum around minimum light, as observed in the other Miras in our sample, suggesting a deeper view into χ Cyg's atmosphere. Young et al. (2000) only detected a slight variation in the J-band angular diameters, albeit over a very small phase coverage. If we fit a sine curve to our derived J 1.24 angular diameters, then we find that Young et al. (2000) measurements lie roughly symmetrically around the diameter pulsation minimum, a factor that could explain the lack of diameter variation in their studies. We converted the J-band Gaussian FWHM from Young et al. (2000) to UD angular diameters using the UD to Gaussian ratio R ≈ 1.5 calculated by Burns et al. (1998) , and find that the diameters approximately match our simple sine curve predictions. Mennesson et al. (2002) report a K ′ (centered at 2.16 µm, 0.32µm wide) UD angular diameter of 23.24±0.08 mas for χ Cyg on 2000 May, at variable phase 0.38. On June of the same year (phase 0.48) we obtained a K 2.26 diameter of 25.0±2.2, in reasonable agreement. In the next two subsequent years (both at phase 0.36) we observed UD diameters of approximately 30 mas, an increase in diameter of 20% over one cycle, which might be linked to transient opacity structures.
Summary
We have measured the diameters and NIR lightcurves of 6 Miras stars at up to 19 separate phases in 4 filters, the first study of this magnitude. We present the first narrowband 3.08 µm light-curves of Miras. The NIR light-curves can be approximated by a sine function and confirm the phase shift of ≈ 0.15 − 0.22 by which the NIR maxima lag behind the visual maxima previously reported by Nadzhip et al. (2001) and Smith et al. (2002) . In addition we find a NIR photometric flux relation: J 1.24 < H 1.65 < K 2.26, in agreement with the JHK observations of Whitelock et al. (2000) and Smith et al. (2002) . The L 3.08 fluxes in our sample are slightly less or equal to the K 2.26 fluxes, except for χ Cyg, where the L 3.08 magnitudes are of the comparable to the ones in the K 2.26 bandpass.
We found no correlation between NIR photometry and UD diameter cycle-to-cycle variations, yet found some correlation between the L 3.08 UD diameters and the visual light-curves (see section R Leo). All observed stars show variations of their UD angular diameters as a function of pulsation phase. We find the UD diameter relation J 1.24 < H 1.65 < K 2.26 to be an average value only, with deviations throughout the pulsation cycle, revealing the complexity of phase dependant opacity contamination from molecules in different layers. Of the Miras in our sample, only o Cet shows this strict layering throughout its cycle, in agreement with theoretical models designed to represent o Cet (see Jacob & Scholz 2002) . The pulsation amplitude also does not follow the model-predicted dependency on molecular opacity (Ireland et al. 2004a,b) . The layers exhibiting the largest relative variation in UD diameter (6%-18%) were those seen through the H 1.65 and J 1.24 filters, which should display less molecular contamination and thus less diameter variation. The K 2.26 layer has UD diameters pulsation amplitudes between 4% and 7%. The molecular layer probed by the L 3.08 bandpass is significantly further from the photosphere than the JHK layers. It varies in UD angular diameter by as little a 4% and as much as 8%, with a 0.5 phase offset to the H 1.65 pulsation, and is between 1.5 and 2.5 times larger than the H 1.65 UD angular diameter, depending on the pulsation phase. This behaviour has not been observed before, and detailed models are needed to understand it.
Another quantity predicted by models are the diameters in different wavelengths at different phases. When comparing the two stars whose parameters are thought to resemble the model input parameters the most, R Leo and o Cet (both with revised Hipparcos parallaxes, see Knapp et al. 2003) , with model predictions (Ireland et al. 2004a,b) , we find that our UD diameters are significantly too large in the K 2.26 bandpass. This could be explained by too high model effective temperatures, but a more careful, model based interpretation is needed to understand this effect. Given the small baselines (< 10 m) used in this experiment, it is remarkable how consistent the data is for the M-type Miras. It is even more surprising how different the S-type Mira χ Cyg appears to be when it's mutli-wavelength pulsation signature is analyzed. The H 1.65 and K 2.26 UD angular diameters are smallest around minimum light, contrary to all models and previous observations of M-type Miras. Further work with these data, including model comparisons with individual stars, imaging and asymmetry studies, will be presented in subsequent publications.
