raised the alternative possibility that children construct their own categories first and then learn which labels apply to them rather than using the labels to form the categories.
Category construction needs to be highly constrained because the number of ways of partitioning unclassified objects grows exponentially with a linear increase in the number of objects. For example, one can partition 3 objects in 5 ways, 4 objects in 15 ways, 5 objects in 52 ways, and 10 objects in more than 100,000 ways. Considering the number of objects in the world, it is clear that our categories constitute only the tiniest subset of all possible partitionings.
Therefore, the question of what principles determine how categories are constructed is an important one that ought to give us some insight into how the mind works.
Presumably, human categorization reflects the interaction of human goals and conceptual capabilities with the information and structure available in the environment.
Indeed, the historical shift from the idea that categories follow strict definitions (the so-called classical view, Bruner, Goodnow, & Austin, 1956; Katz & Postal, 1964) to the idea that concepts are structured around prototypes that are only generally true of category examples (the probabilistic view) was motivated by a detailed analysis of natural object categories (Rosch, 1975; Rosch & Mervis, 1975; Smith, Shoben, & Rips, 1974; Smith & Medin, 1981) . Associated with this analysis has been the idea that mental representations of categories closely mirror the structure afforded by properties of category examples. For example, the ideas that natural object categories are organized around prototypes and that membership judgments are based on the similarity of examples to prototypes are nicely compatible with fuzzy or probabilistic category structures. Although much attention has focused on classification processes associated with preexisting categories, there has been a recent interest in principles of category construction. Different theories of category construction have tended to agree on two central assumptions.
One assumption is that the computations associated with category construction (and category representations, where this description is appropriate) mirror the structure afforded by examples.
That is, one goal has been to account for, or to be able to reproduce, fuzzy or family resemblance (FR) categories. An allied assumption has been that principles of category construction at the level of cultures, as reflected in natural object categories, also apply at the level of individuals. Specifically, it has been assumed that given the opportunity, individuals will create FR categories (Rosch, 1975 ). Very few category-construction or free-sorting experiments have been carried out to see whether and when people create FR categories.
The evidence that exists suggests that people do not find it natural to sort by an FR principle (e.g., Medin, Wattenmaker, & Hampson, 1987) . Before discussing this evidence, we need to describe category-construction theories in more detail because they help define just exactly what is meant by FR.
The organization of this article is as follows. We first review current category-construction theories.
Next, we describe a two-stage model of FR sorting which implies that category representations do more than mirror the structure of examples.
Finally, we evaluate how well these theories account for when FR sorting will and will not occur in experiments where people are asked to create categories.
CATEGORY-CONSTRUCTION THEORIES

Similarity-Based Models
Traditionally, similarity among objects has been considered the basis for category construction: Objects are thought to belong to the same class because they are similar to each other (Rosch, 1978) . Although Rosch did not offer a specific similarity-based model for category construction, Rosch suggested that people would sort examples into categories so as to maximize within-category similarity and minimize between-category similarity (Rosch, 1975) . Several similarity-based clustering models have been developed in statistics and pattern recognition.
Basically, they represent similarity in terms of distance in some multidimensional space. The dimensions of the space correspond to the dimensions from which the exemplars are composed. The overall similarity between objects is an inverse function of their distance in the dimensional space. Although these models have not generally been proposed as psychological process models, they do represent ways of instantiating similarity-based clustering. In general, there are two classes of similarity-based models: One creates hierarchical categories and the other creates nonhierarchical categories. Nonhierarchical categories are created by repeating the process of selecting prototypes, assigning exemplars based on the similarity to the prototypes, and recalculating the prototypes. Hierarchical categories are created either by treating all the exemplars as belonging to one category and splitting it until all the categories have only one member (the so-called divisive method) or by treating each example as a category itself and combining the two most similar categories until there is only one category (the so-called agglomerative method;
see Anderberg, 1973; Massart & Kaufman, 1983 , for reviews). These models are statistical tools designed to place objects into clusters suggested by the data and have not yet been proposed as psychological models.
Although the actual processing assumptions may not be psychologically valid, the basic philosophy behind these methods is the same as Rosch's:
Categories are formed as a function of between-category and within-category similarity.
Predictibility-Driven Models Another class of category-construction models focuses on maximizing the inference potential of categories. These models will be called predictibilitydriven models. The idea is that the better we can predict unknown features based on category membership, the more advantageous it is to create such a category (Anderson, 1990) . For example, it may be advantageous to create a category of "my friends"
because knowing that a person is a friend, one can predict a variety of behaviors such as willingness to loan books or read drafts of papers. On the other hand, "red things"
may not be a very useful category because knowing that an object is red does not tell us much else about the object.
In general, the predictibility-driven models will be sensitive to the number of features shared among objects, and therefore, they will tend to make the same predictions as the similarity-based models.
The more specific nature of these models will be investigated in our experiments by running simulation programs on particular sets of exemplars. This section will present two predictibility-driven models existing in the field; Anderson's rational model of induction and Fisher's COBWEB.
Anderson's ModeI (1988, 1990, 1991 the probabilities of the new object coming from old categories and the probability of creating a new category. The probability of the object coming from an existing category (PK) is operationally defined as follows:
where n is the number of objects so far, ?ZK is the number of objects in category K so far, CKi is the number of objects in category K so far with the same value on the ith dimension as the object to be classified, mi is the number of values on dimension i, and c is a free parameter representing the probability that any two objects will be in the same category, which is called the coupling probability. The probability of the object coming from a new category (PO) is and therefore, the system may remain sensitive to input order.
Neither of these models was proposed as a process model of human category construction.
The basic processes of the two models are the same except for the difference in the clustering criteria. Although the specifics of the clustering criteria differ, the main idea for developing the criteria is essentially the same: maximizing predictibility. Comprehensibility Michalski and Stepp (1983) proposed a clustering system, CLUSTER/2, which tries to construct concepts that can be described in simple terms. Such classifications would facilitate comprehension of the observations and the subsequent use of them. Unlike the models described in the earlier section, CLUSTER/2 does not use a measure of overall similarity as a basis for categorization.
Maximizing
Instead, the main goal of CLUSTER/2 is to generate hierarchical categories that can be described by a single conjunctive concept. Categories at the same level of the hierarchy should have logically disjoint descriptions and optimize a set of clustering criteria, one of which is the simplicity of a concept. The simplicity of a concept is a function of the number of descriptors for the concept. Other clustering criteria include the ratio between the number of observed objects of a concept and the number of possible but unobserved objects covered by the concept, and the intercluster difference called the discrimination index (the number of variables having different values in every cluster description;
see Michalski & Stepp, 1983) . Because CLUSTER/2 produces disjoint categories described with a single conjunctive concept, the system seems to prefer categories with defining features. CLUSTER/Z, therefore, is unlikely to produce FR categories. The way it deals with examples that do not admit simple definitions will be shown as we describe specific experiments.
INCREMENTAL VERSUS SIMULTANEOUS SORTING
The models reviewed so far can be classified in terms of whether they use incremental or simultaneous clustering methods.
The two predictibility-driven models presented earlier are incremental clustering models where examples are sorted one by one. But the similarity-based models and CLUSTER/2 use a procedure in which examples are to be sorted all at once (i.e., simultaneous sorting).
Also, the current experiments and the empirical studies that will be described later use simultaneous sorting tasks. In this article, we compare results from the sequential sorting models with the results from simultaneous sorting tasks. Therefore, it seems important to clarify the differences between the two types of sorting tasks and justify our comparison.
On one hand, incremental sorting has advantages such as computational tractability and its ability to update the knowledge base as new examples are seen (Anderson, 1988 (Anderson, , 1990 Fisher, 1987; Fisher & Langley, 1986; Langley, Kibler, & Granger, 1986) . On the other hand, incremental systems can become too sensitive to skewed input order and produce biased partitionings. To handle this problem, Anderson and Matessa (1991) developed a hierarchical algorithm, which turned out to be somewhat more independent of presentation order. But (as they noted), no rational grounds (e.g., increased predictability) exist for using the hierarchical algorithm over the nonhierarchical one. COBWEB's solution to the order effect was to merge or split existing categories every time a new instance was entered. Therefore, COB-WEB's partitionings may be comparable to simultaneous sorting. In addition, even in simultaneous sorting situations, subjects may examine examples one by one. Therefore, simultaneous sorting can be considered a special case of incremental sorting where input order is randomized across subjects. In order to make sequential models as comparable to simultaneous models as possible with respect to our sorting task, sequential sorting models were tested with randomized presentation order over 50 trials in the current For example, if the first dimension was used by a subject, El, E2, E3, E4, and El0 were grouped together and the rest were grouped together.
This tendency for unidimensional (l-D) sorting held across a variety of stimuli, instructions, and procedures. FR sorting did not emerge even when 1-D sorting was prevented.
In one study, Medin, Wattenmaker, and Hampson (1987) used trinary-valued stimuli and required people to sort examples into two categories (see Table 2 AHN AND MEDIN an exemplar has a 0 or a 2 value is sufficient to know to which category the exemplar belongs. With these exemplars, the model predicts that, no matter which dimension is chosen as the most salient dimension, FR categories will be created. To illustrate more specifically how the model works, suppose the first dimension is chosen as the most salient dimension. Then, El, E2, E3, and E4 are classified as one category and E6, E7, E8, and E9 are classified as another category. In the second stage, because E5 is more similar to El, E2, E3, and E4 than to E6, E7, E8, and E9, it is categorized with El, E2, E3, and E4. Similarly, El0 is categorized with E6, E7, ES, and E9. Therefore, as a result of the second stage, the model generates FR categories for this set.
If the two-stage model is an accurate description of the basis for category construction, the exemplars with sufficient features should lead subjects to create categories based on FR structure. If the task requires subjects to create any number of categories, then the two-stage model predicts that 1-D categories will be created from Set A, and therefore, the set will be partitioned into three groups.
Note that 1-D categories can be created from Set A if subjects, in the second stage, were to use the strategy of assigning the remaining exemplars based on similarity along the most salient dimension. Four sets of IO stimuli (Sets A, B, C, and D) were used (see Figure 1 ). The actual dimensions used were size, number of arms, shape of edge, and color. In deciding values for each dimension, a pilot study was conducted to create roughly equal intervals between the two adjacent values on the same dimension (i.e., approximateIy logarithmic steps for a continuous dimension).
Furthermore, an attempt was made to equate the salience among the dimensions.
In Sets A, B, and C, there were three values in each dimension: 3 cm, 5 cm, and 8 cm for the size dimension; green, red, and yellow for the color dimension;
four, five, and seven for the number-of-arms dimension; dotted line, wavy line, and cut line for the shape-of-edge dimension. When all these dimensions were combined for Set A, the stimuli looked like starfish as shown in Figure. 2. (In Figure 2 three kinds of patterns were used to indicate the color dimension.) Set D had more values than other sets: For the number-of-arms dimension, the values were 4, 5, 6,7, and 8. For the edge dimension, five types of edges were developed, which were the three values used in Set A pIus a crosshatched edge and a squiggly edge. For the size dimension, the values were 3 cm, 4 cm, 5 cm, 6.5 cm, and 8 cm. For the color dimension, the values were red, purple, yellow, brown, and green. In assigning these values to the abstract notation of the exemplars in Figure 1 , Value 0 in the abstract nota-tion was assigned to the smallest (i.e., 4 arms, and 3 cm) or the first value (first type of edge or color) in the dimensions, Value 2 in the abstract notation was assigned to the largest (i.e., 8 arms, and 8 cm) or the last value (the last type of edge and color) in the dimensions.
Values 3, I, and 4 in the abstract notation were assigned to intermediate values in this order.
Design and Procedure. Each subject received a set of 10 randomly mixed examples that were mounted on 9.3 cm x 7.3 cm cards. Subjects were asked to categorize the exemplars into two groups in a way that seemed natural to them. They were also told that there could be different numbers of exemplars in the two groups and that there was no .one correct sorting. After they created categories, the subjects were asked to write how they came up with their partitioning.
There were four groups of 20 subjects, each receiving either Set A, B, C, or D. ' In addition to the four sets of exemplars, Set E was included for purposes not relevant to the present study and was not a part of Experiment 1 because this set was not diagnostic in comparing the four models. The abstract structure of Set E was 0 0 0 0.0 0 0 I,0 0 10.0 1 0 0, 1000,2222,2223,2232,2322,and3222.Withthefivesetsofexemplars,therewere 225 possible pairs for similarity judgment.
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VARCLUS selects prototypes of each category and groups each object with each prototype with which it has the highest correlation. After the first assignment, the second phase proceeds in which each variable in turn is tested to see if assigning it to a different cluster increases the amount of variance explained.
If a variable is reassigned during this phase, the prototypes of the clusters involved are recomputed before the next example is tested. We ran VARCLUS on each individual's similarity ratings and not on average ratings because using an average of subjects' similarity ratings for clustering does not necessarily mean that the average subject would produce the same clusters. Even when each subject rated similarities in such a way that the categories produced by the similarity-based model would be l-D, if each subject picked 'up different dimensions for the basis of similarity judgment, the average of those ratings could result in FR categories.
For Sets A and B, every subject's ratings produced FR clustering. For Set C, the ratings of 42.8% of the subjects and for Set D, the ratings of 71.4% of the subjects resulted in FR clustering.
Therefore, the result shows an index of likelihood of obtaining FR partitionings from each set: Sets A and B are the most likely, Set D next, and Set C is the least likely to yield an FR structure. (1991) , the prior means were set to be the halfway point of the range and the prior variance was set to be the square of a quarter of the range. In addition, the coupling probability, c, was set to be either .3 or .4, which are the values used in all of Anderson's simulations (Anderson, 1990; 1991) . The partitionings for each coupling parameter are shown under c= -3 and c= .4. tortions evenly intermixed (e.g., 0 0 0 1, 2 2 2 1,O 0 1 0, 2 2 1 2, etc.). In the other case (Input Order 2), one prototype was entered first, followed by four distortions of the prototype and then the other. prototype was entered, followed by four distortions of the prototype (e.g., 0 0 0 0, 0 0 0 1, 0 0 1 0, . ..2222.222 1,22 12,. . .etc.). These two input orders led to different types of partitionings as shown in Figure 3 . In Figure 3 , dots indicate each node and the most ,abstract node in a hierarchy is placed at the left side of the hierarchy.
Nodes at the same level also have the same vertical position in the figure.
For a more thorough test, we added a randomization procedure to COB-WEB/3 and tested it on 50 trials with randomized input order. We examined only the types of partitionings at the most abstract level in the hierarchy because more specific levels had many more than two partitionings, which may not be comparable to the current experimental results. At the most abstract level, FR partitionings were almost always produced from Sets A and B (92% of the trials from Set A and 88% from Set B). For Set'C, COB-WEB produced 28 types of partitionings with three or more than three categories in each type. Naturally, there was no FR partitioning from Set C. From Set D, 24 types of partitionings were produced and except for the FR partitioning (26% of the trials), 23 types of partitionings had three or more than three categories.
In The two-stage model predicts that FR categories will be created only from the sets with sufficient features in the potential FR categories (i.e., Sets A, C, and D in Figure 1 ). The reason that sufficient features are necessary for the creation of FR categories can be illustrated by examining Set B. This set does not have sufficient features in the resulting FR categories and therefore, according to the two-stage model, FR categories will not be created from this set.
Suppose the first dimension was selected as the most salient dimension in Set B. Then El, E2, E3, and E4 will be placed into Category 1, and ES; E6, E7, ES, and E9 will be placed into Category 2 in the first stage. The remaining example, ElO, will be put in Category 2 if subjects categorize it based on overall similarity, or it will be put in either Category 1 or 2 if subjects categorize it based on the similarity along the most salient dimension. Whichever strategy is used, the resulting categories are not FR categories because E5, which has more similarity to Category 1 than Category 2, is placed into Category 2 in the first stage. There can be some differences among the sets with sufficient features. Sets C and D are less likely to produce FR categories than Set A because overall similarities between the remaining exemplars and the initially created categories are smaller in Sets C and D. Also, Sets A, C, and D can produce 1-D sorting if subjects sort the remaining examples based on similarity only along the most salient dimension. See Michalski and Stepp, 1983 , for more detaik on the parameters. So far, specific predictions of each model on the four sets of exemplars have been described (see Table 6 for the summary of these predictions).
All of the models, with the exception of CLUSTER/2, predict FR sorting from Set A. Both the similarity-based model and the predictibility-driven model predict that Set C is less likely to produce FR categories than Set B. The two-stage model predicts the opposite effect because Set B does not have sufficient features. This prediction for Set B provides the sharpest contrast between the two-stage model and the similaritybased and predictibility-driven models. 
Results
Scoring
Method. For Sets A, B, and C, subjects' sortings were considered as 1-D if all exemplars in one of the categories had the same value along any dimension.
For Set D, two types of sortings were considered as 1-D; either if one of the two categories had only one value in a dimension, or if one of the two categories had all the exemplars with two adjacent values on a continuous dimension and one of the adjacent values was an extreme value on the dimension.
The two FR categories for each set are shown in Figure 1 as two columns, each column representing one of the two categories. Subjects' sortings were considered as FR only when they were the same as the ones in this figure.
Analysis of Types of Sorting. Table 7 shows a summary of the results for each set. As predicted by most of the models, a fair amount of FR sorting was observed in Set A. For this set, 55% of the subjects produced FR categories, and 45% of the subjects produced 1-D sorting. The most critical test in comparing the previous category-construction models is between Sets B and C. For Set B, all of the subjects produced 1-D sorting.
For Set C, 35% of the subjects produced an FR sorting, 55% Almost all of the subjects who created FR categories used only one or two dimensions in category constructions. Thirteen subjects simply mentioned one dimension they used (e.g., "large vs. small") and did not explain what they did with the medium value in the dimension.
Four subjects mentioned two dimensions they used (e.g., "more defined and larger" vs. "less defined and smaller").
Three subjects mentioned three dimensions but the descriptions were not clear enough (e.g., "colors first, shapes second, dot configurations last"). Two subjects' descriptions were too vague to be classified. One subject's description was exactly the same as the two-stage model's description of the category-construction process. The description was: "First I broke down into three groups by number of points on each object. Second, I broke down the middle group by size." No subject provided a description of sorting by overall similarity.
Discussion
In the Medin, Wattenmaker, and Hampson experiments (1987), no FR sorting was observed when independent dimensions were used and when subjects were free to create categories of any size. In the present experiment, between-category similarities were increased by developing exemplars in such a way that the categories based on the FR principle had sufficient features. For the first time, a fair amount of FR sorting was observed froni stimuli consisting of independent features (i.e., Set A). This result was predicted by the two-stage model, the similarity-based model, and the predictibility-driven model. However, the explanations for the FR sorting were different across the models: According to the similarity-based model and the predictibility-driven model, it was due to increased between-category but from the strategy of assigning the remaining exemplars based on similarity only along the most salient dimension.
If the 1-D sortings were simply due to the strategies used in the second stage, all of the subjects should produce an FR partitioning when a task does not allow subjects to use the strategy of classifying the remaining exemplars based on the similarity along the most salient dimension. Experiment lb tests how task demands can change the strategy used in the second stage of category construction. Experiment lb In Experiment lb, subjects were asked to create two equal-sized categories. For Set A, the two-stage model predicts that this task demand will keep subjects from using the strategy of assigning remaining exemplars based on the similarity along the salient dimension. More specifically, after the first stage, there are four exemplars in each category and two exemplars that are unclassified.
If subjects assign both of the two remaining exemplars to one of the groups, it will result in unequal-sized categories. Consequently, the new task demand will force them to classify the remaining exemplars based on their overall similarity to each category, resulting in the creation of FR categories.
On the other hand, for Set B, the new task demand would not affect the type of sorting. to make more precise predictions of how these two models would behave differently when they were forced to create equal-sized categories because these two models do not have a feature to specify the number of categories to be created. It seems clear, however, that there is no reason for the models to switch from FR sorting to I-D sorting for Set B just because they were forced to make categories equal-sized. For CLUSTER/2, allowing complex descriptions of categories might lead to creation of equalsized categories, but the change seems to be against the spirit of the model. To summarize, none of the other models make the same prediction as the two-stage model under this particular task demand.
Method
The procedure was the same as in Experiment la except for the instructions on the category size. Subjects were told that they should create two categories and that there should be an equal number of exemplars in each category. Only Sets A and B from Experiment la were used. Two groups of 10 subjects received either Set A or Set B.
Results and Discussion
The results were straightforward.
As predicted, all subjects who received Set A produced FR categories, whereas all subjects who received Set B produced 1-D sorting.
These results are consistent with the idea that the 1-D sorting created from Set A in Experiment la was attributable to various strategies used in the second stage, whereas the 1-D sorting from Set B in Experiment la derived from the structure of the exemplars. Figure 4 . The exemplars are arranged in such a way that the upper five exemplars and the lower five exemplars each represent one of the resulting FR categories. The four dimensions and three values in these exemplars were as follows:
1.
2.
3.
4.
The height of a rectangle of a constant 2.54-cm width was one of the following three values: 3.18, 4.44, or 5.72 cm. The shape on the top of the rectangle was a trapezoid of constant height (1.27 cm) and constant base width (4.44 cm); the shape was varied by varying the top width: 30, 1.57, or 3.50 cm. A white arrow of constant (1.90 cm) length was superimposed on the bottom left of the rectangle and rotated about .30 cm from the left side and .64 cm from the base of the rectangle; the orientations of the arrow were 5 O, 45 ", or 85 o clockwise from the horizontal. The brightness of the rectangle varied in three steps.
Set A, consisting of nominal dimensions, is shown in Figure 5 . They are arranged in such a way that the upper five exemplars and the lower five exemplars each represent one of the two resulting FR categories. The four nominal dimensions were: (1) overall shape, (2) shape of a top part, (3) shape of an inner part, and (4) types of pattern.
The three values used in each dimension can easily be seen in Figure 5 . Using the same values and the same dimensions, Sets C and B were also developed for both the continuous dimensions and the nominal dimensions. In total, there were six sets of stimuli (two types of stimuli x three sets of stimuli). Procedure.
The same procedure as in Experiment la was used. Each subject received one of the six sets of examples.
For each set, there were 20 subjects, resulting in 120 subjects in total. Subjects were undergraduate students at the University of Illinois, participating in partial fulfillment of course requirements for introductory psychology.
Predictions of Models
Two-Stage Model.
Changing the types of dimensions could affect the strategy used on the second stage. In advance of the experiment, no precise prediction could be made on the general differences between the two conditions for Sets A and B. One possible difference may appear from Set C for AHN AND MEDIN the following reasons: As shown in Figure 1 , there were four l's on each dimension in Set C, whereas there were three O's and three 2's. If a dimension is nominal, people would tend to choose 1 as a primary feature for a category, simply because the Value 1 is the most frequent feature in the exemplars.
However, when a dimension is continuous (e.g., size), not frequency but actual value (e.g., small, medium, or large) seems to determine which values would be used as defining values for each category. In Experiment 1, an intermediate value (e.g., medium size) on a continuous dimension was always assigned for the Value 1. In that case, although the Value 1 was the most frequent value in Set C, it was not chosen as a primary value in the first stage, but instead, extreme values (i.e., 0 and 2) were chosen as defining features for each category. According to the two-stage model, when the Values 0 and 2 were chosen as primary values, FR categories can be created from Set C. But if the Value 1 was chosen as a primary value for any of the two categories to be created, then there is no way of producing FR categories by classifying the remaining examples (the ones with either O's or 2's) in the second stage. The Value 1 is more likely to be selected as the defining value if the primary dimension selected in the first stage is nominal than if it is continuous. Consequently, for Set C, subjects would create fewer FR categories in the nominal condition than in the continuous condition.
Similarity-Based
Model.
To derive predictions for the similarity-based model, we collected similarity judgment as follows. The procedure was the same as the one described in Experiment 1 for the prediction of the similaritybased model Subjects were undergraduate students at the University of Michigan, participating in partial fulfillment of course requirements in introductory psychology. There were 12 subjects in the nominal condition and 11 subjects in the continuous condition. The individual subjects' similarity ratings for each pair were entered as input to SAS clustering programs, using the VARCLUS procedure. For the continuous condition, every subject's ratings produced FR clustering from Sets A and B. For Set C, the ratings of 63.6% of the subjects resuIted in FR clustering.
The rest of the partitionings were either 1-D (1 subject) or other responses (e.g., grouping
El, E2, E3, and E4 in Figure 1 together and the rest of the exemplars together). For the nominal condition, ratings of all subjects except for one produced FR categories from Set A. From Set B, ratings of 58.4% of the subjects produced FR partitioning and the rest produced 1-D partitioning along the size dimension. From Set C, FR partitionings were reduced to 25% and the rest were either 1-D (41.6%) or other types (33.4%).
To summarize, the similarity-based model predicted almost 100% of FR sorting for Set A in both conditions and for Set B in the continuous condi- (For the brightness dimension described in Experiment 2b, the values were the number of dots within the same area.) Tables 8 and 9 show the model's predictions for the continuous and the nominal conditions, respectively.
For the continuous condition, a majority of partitionings from Sets A and B were FR categories regardless of the coupling parameter.
From Set C, most partitionings consisted of more than two categories. Also they were of various kinds, none of which were generated more than 25% of the trials. Still, most of the partitionings were not against the FR principle in that they were splitting FR categories into smaller categories. This analysis was carried out to examine why there was no FR sorting from Set C in the nominal condition. In all sets in both conditions except for Set C in the nominal condition, all of the subjects created 1-D categories by placing all exemplars with 0 (or 2, for some subjects) in one category and placing all exemplars with the remaining values in the other category (e.g., 2 and 1 or 0 and 1). In contrast, in Set C, 12 of 16 subjects who generated 1-D categories placed all exemplars with 1 in one category and placed all exemplars with the rest of the values (i.e., 0 and 2) in the other category. Therefore, the modal feature 1 in Set C, was frequently chosen as the primary dimension on the first stage, which prevented subjects from generating FR categories. by details of 1-D sorting. The reason why there was no FR sorting in Set C consisting of nominal dimensions seems to be simply because the Value 1, which is the most frequent value in Set C, is used as the primary value on the first stage.
The proportion of FR sorting from Set A was somewhat less when nominal dimensions were used than when continuous dimensions were used. One possible reason is that nominal dimensions are usually parts (e.g., different types of legs, different types of skin, etc.) and as Tversky and Hemenway (1984) argued, people may be more reluctant to separate objects with the same part than to separate objects with the same property, such as size. In this case, subjects might have preferred the strategy of classifying the remaining exemplars based on the most salient dimension. An additional experiment was carried out to test whether the particular strategy used in the second stage could explain the difference between the nominal condition and the continuous condition. As in Experiment lb, 9 subjects were asked to create two equal-sized categories from Set A consisting of nominal dimensions (see Experiment lb for the rationale for this procedure). Eight of the 9 subjects created an FR sorting, showing that the subjects in the nominal condition used the strategy of classifying the remaining exemplars based on the primary dimension more often than the strategy of assigning remaining exemplars based on the overall similarity.
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None of the other clustering models can explain the results. The similaritybased model fails because it predicts more FR sorting from Set B in the continuous condition than from Set C. Also, the model has no way of explaining 1-D sorting from Set B by almost all subjects and 1-D sorting from Set C by almost two thirds of subjects in both conditions.
The predictability-driven model clearly fails in explaining our results because few of its partitionings were 1-D sorting.
CLUSTER and extroverts, and so on. Still, in the current experiment, this task was imposed not because it is a natural phenomenon but rather because the two-stage model predicts that creation of FR structure occurs only when there are two categories to be created. As noted earlier, when subjects were allowed to create any number of categories, they did not create FR categories.
Creation of FR structure occurs as an interaction of special task demands (i.e., creating two categories) and the structure of examples. The purpose of the special task demand was simply to demonstrate this aspect of the model.
The generality of our findings may be constrained by conflicting results obtained by Smith (1981) with different stimulus materials. The general consensus from developmental studies is that children's sorting is based on overall similarity, whereas adults' sorting is based on a single feature (Imai & Garner, 1968; Smith & Kemler, 1977) . Smith (1981) , however, attributed these findings to the use of only a small number of dimensions {e.g., two or three) in the stimuli.
Smith argued that if examples had many dimensions (four in her experiments), adult subjects would also sort the examples based on overall similarity.
Smith found results consistent with this prediction. The results conflict with ours because we also used four dimensions, yet did not obtain much FR sorting. Furthermore, the four continuous dimensions used in Experiment 2 were essentially the same as the ones in Smith's experiment except that we used the brightness dimension instead of the color dimension.
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A systematic comparison between Smith's experiments and ours revealed four differences in experimental procedures and materials. First, in our experiments the subjects were always asked to create two categories, whereas in Smith's experiments, the subjects could create any number of categories as long as there were at least two groups. However, this difference does not explain similarity classifications in Smith's experiment because when subjects were asked to create any number of categories as discussed in Experiment 1, they still did not produce FR sorting (Ahn, 199Ob) . Second, in Smith's experiments, the differences between adjacent values do not seem to be psychologically as great as the ones used in the current experiments. In her experiments, the differences between the two adjacent values were too small to be easily detected (e.g., 0.63cm in the height dimension).
If one does not look at these exempIars very carefully, some examples look almost identical, resulting in increased likelihood of sorting based on overall similarity. A third difference is that the structure of exemplars used in Smith's experiments did not distinguish sorting based on overall similarity and sorting based on two dimensions.
Finally, the dimensions used in Smith's experiment were somewhat integral (Garner, 1974) . In her stimuli, subjects could have treated the height and the width as a single dimension such as "the overall shape."
A further test was conducted to examine whether Smith's results were due to these differences (Ahn, 1990b) . In this experiment, the structure of stimuli was exactly the same as that in Smith's experiment. In Ahn's experiments, however, when subjects were asked to carefuh'y examine the materials or when the one-step dimensional differences were increased, modal sorting responses were based on a single feature. So, this result implies that subjects simply overlooked the dimensional differences and sorted based on combined values. Furthermore, protocols of subjects who produced similarity sorting mentioned only one or two dimensions as a basis of their sorting, indicating that their apparent similarity sorting might be, in fact, sorting based on a single (e.g., "overall shape") or conjunctive features. Consequently, the apparent discrepancy between our experiments and Smith's experiments disappears when we took a closer look: People still prefer unidimensional sorting regardless of the number of dimensions.
Related Evidence and Ideas Several researchers have presented evidence and ideas related to the current data and the two-stage model. Medin, Wattenmaker, and Michalski (1987) observed similar behavior when subjects were asked to induce a set of rules from preclassified exemplars. They showed subjects pictures of trains that were preclassified into two groups and asked the subjects to come up with a rule that could be used to distinguish them. A frequent observation was that people first came up with an overly generalized rule (a rule which also covered some nonmembers), and then modified the rule to eliminate the AHN AND MEDIN counterexamples by using negative properties. For example, a person might notice that all trains in our group have a triangle load but that two trains in the other group do also. In that case, the person might add to the initial rule another feature that does not apply to the contrasting trains, such as, "triangle load in nonlast car." If people came up with a rule that does not cover all the members, they patchedup the rule by using disjunctive features. For example, if a person realized that only one group of trains had two cars but that this rule was not complete, then the person might notice that the remaining trains had jagged tops and came up with the rule, "two cars or a jagged top."
The processing strategies found in their experiments are described in a Patch model (Bettger, 1989; Medin, Wattenmaker, & Michalski, 1987 If exemplars, differing in surface structure, share a hidden or deeper property, then 1-D sorting based on this hidden property can result in FR structure at the surface levels. Some researchers call these kinds of hidden properties "theories" (Markman, 1989; Murphy & Medin, 1985) and it has been argued that FR structures could be consequences of implicit theories that form the basis for categorization.
For 
