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Abstract
We show that the physical principle “the adjoint associates to each state a ‘test’ for that state” fully
characterises the Hermitian adjoint for pure quantum theory, therefore providing the adjoint with oper-
ational meaning beyond its standard mathematical definition. Also, we show that for general process
theories, which all admit a diagrammatic representation, this physical principle induces a reflection
operation.
1 Introduction
The process theoretic approach [1, 17, 18] provides a novel perspective on the structure of quantum
theory by focusing on compositionality. Moreover, it leads to a diagrammatic representation of quantum
processes, simplifying calculations and providing an intuitive way to reason about quantum theory [11,
13]. Furthermore, process-theoretic ideas have been: adopted within other frameworks and corresponding
reconstruction theorems [21, 9, 22, 10]; provided a natural setting for theories other than quantum theory
[15] which has led to, for example, the study of connections between physical principles and computation
[25, 26]; helped solve open problems in quantum computing e.g. [20, 7, 23]; and provided a general
framework for resource theories [16].
However, one particular diagrammatic ingredient that plays a central role in quantum theory lacks
a clear physical interpretation, namely, the diagrammatic counterpart to the Hermitian adjoint. Earlier
work has introduced dagger process theories [2, 27] as a generalisation of the adjoint to other theories.
However, this is not entirely satisfactory, raising three questions which we answer in this paper.
• Firstly, why should a theory have have a dagger at all? Section 4 introduces the concept of a test
structure, associating to each state a test for that state. Section 5 shows that this leads to a dagger.
• Secondly, why is it always assumed that the dagger should be involutive? Section 5 demonstrates
how this is a consequence of the definition of the test structure.
• Finally, why is the particular dagger of interest in quantum theory the Hermitian adjoint, rather
than some other dagger such as the transpose? Section 6 shows that for quantum theory the test
structure forces the dagger to be the Hermitian adjoint.
To finish in section 7 we consider process theories with a notion of probabilistic mixing, and show that
such theories typically fail to have a test structure. The reason for this is that ‘testability’ is tightly
intertwined with that of ‘purity’. This provides a new perspective on what it means for states to be pure –
they are pure if they are ‘testable’.
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Related Work The physical principle used in this work is closely related to the ‘logical sharpness’
axiom used by Hardy in the GPT setting [22]. A similar approach to ours was recently suggested by
Chiribella [8] who relates the adjoint to time-reversal symmetry. By taking this as an axiom he has shown
that the adjoint must be a process theoretic dagger. This however does not uniquely pick out the Hermitian
adjoint as a dagger; for example, it also allows for the transpose.
Vicary [28] also characterised the adjoint in process-theoretic terms. However, he required extremely
strong assumptions, namely that all dagger-limits exist, which isn’t ever the case if one eliminates redun-
dant global phases from quantum theory.
2 Process theories
A process theory consists of:
1. a collection of ‘systems’, these could represent a physical system such as a photon, but also a
mathematical object such as a vector space, or some computational notion such as a data type;
2. a collection of ‘processes’, each of which has an input consisting of a set of systems and another
set of systems as an output, these could represent a physical process such as a parametric down
converter (this would have a single photon as its input, and a pair of photons as its output), but
again, these processes can also be mathematical processes such as a linear transformation, or com-
putational processes such as a sorting algorithm;
3. a composition operation for systems and processes.
This composition operation can be best understood in terms of a diagrammatic notation for systems and
processes. In this notation, systems are represented by labelled wires, for example:
single system :
A
, composite system :
A1
...
A2 An
.
Processes are represented as boxes which have a set of input wires at the bottom and a set of output wires
at the top. This gives a sense of a ‘direction of time’ as flowing up the page. Dropping system labels for
convenience we can denote a process f as, for example:
...
...
f .
The shape of this box is irrelevant at this point but the asymmetry will be useful later on.
There are three special types of processes: those with no input, called state preparations (or states for
short); those with no outputs, called measurement outcomes (or effects for short); and those with neither
inputs nor outputs, called scalars, which are often taken to be probabilities. Each of these has its own
special notation:
s
, e , p ,
inspired by Dirac-notation [11]. The box around a scalar is often omitted for clarity.
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We can now easily define the composition operation of a process theory: given some collection of
processes then these can be wired together to form diagrams, for example:
A
B
C
D
E
F G
,
which are also processes in the theory. This composition is subject to the condition that when forming
diagrams, any two systems wired together have to be (of) the same (type). Essentially, processes in a
process theory are closed under forming diagrams.
In order to describe ‘wiring processes together’ explicitly, in particular when the processes are repre-
sented by means of standard mathematical models, it is often convenient to consider the following two
primitive forms of composition, sequential composition and parallel composition:
f
g
B , h i ,
which we symbolically denote by g ◦ f and h⊗ i respectively.
There are also some special scalars for a process theory that are fully characterised by their behaviour
under composition. One special scalar is ‘certain’, which is either written as 1 or by the empty diagram,
which, of course, when composed with any other process leaves that process invariant:
...
...
f =
...
...
f .
Another one is ‘impossible’, which is written as 0, and ‘eats’ all other diagrams, in the sense that for each
set of input and output wires there is a 0-process, again simply denoted by 0, and when composing any
process with the 0-scalar we obtain the corresponding 0-process:
0
...
...
f = 0 .
More details on this process-theoretic framework can be found in [17, 18].
Example 1. In the process theory CLM the systems are finite dimensional complex vector spaces and
the processes are linear maps between these vector spaces. Sequential composition is composition of
linear maps and parallel composition is the tensor product. State preparations can be identified with
complex vectors, effects with covectors, and scalars with the complex numbers. This ‘mathematical’
process theory will now be used to construct quantum theory as a process theory.
3
Example 2. We can construct the process theory of pure post-selected quantum processes directly from
the process theoryCLM . One way to do so is to consider equivalence classes of linear maps, by ignoring
global phases. A more elegant manner of doing the same is by means of doubling, that is, every process
is replaced by its double:
fD 7→ f f:: ,
where,
f ,
represents the conjugate of f , hence obtaining a new process theory D[CLM ] [12]. Composing a state
and an effect now gives a positive real number corresponding to the probability of, for example, measur-
ing the effect φ given state ψ according to the Born-rule:
φ
ψ ψ
φ
= c∗c ∈ R+ .
Clearly, processes differing by only a global phase become identical,
D(eiθf) = eiθe−iθf∗ ⊗ f = D(f).
Perhaps the most obvious description of D[CLM ] is as a generalisation of ‘Dirac’ notation, when repre-
senting states by ket-bras [11].
Remark 1. Symbolically, in category-theoretic terms, process theories can be defined as strict symmetric
monoidal categories (SMCs). The systems of the process theory are the objects in the category, the
processes are morphisms, and the states for some object are the morphisms from the tensor unit into that
object [19, 18].
3 Types of process theories
For physical process theories we will always assume that the scalars are the positive real numbers, where
the interval [0, 1] corresponds to ‘probabilistic weights’.
Inspired by the physical notion of process tomography, and given the interpretations of states and
effects, we can define the following special kind of process theories:
Definition 1. Tomographic process theories are process theories where all processes can be charac-
terised in terms of scalars:
=f g
. . .
. . .
. . .
. . .
⇐⇒ ∀φ, ψ,C =f
ψ
φ
C
φ
Cg
ψ
. . .
. . .
. . .
. . .
.
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Locally tomographic process theories are tomographic process theories which satisfy the stronger con-
dition of ‘local process tomography’ [3, 6, 29, 10]:
=f g
. . .
. . .
. . .
. . .
⇐⇒ ∀{φi}, {ψj}
ψn
φm
=
ψ1
φ1
f
ψ1
g
ψn
φmφ1
. . .
. . .
. . .
. . .
.
Example 3. Quantum theory, in the form of D[CLM ] is a locally tomographic process theory [22, 18].
Previous work on generalising the Hermitian adjoint to the process theoretic setting led to the notion
of dagger process theories.
Definition 2. Dagger process theories are process theories which come with a ‘dagger’, †pt, an operation
that assigns to each processes another process as its reflection:
f f
†pt
†ptA
AB
B
,
which moreover preserves diagrams, that is, diagrams are reflected ‘as a whole’:
†pt
†pt
,
and which, as the notation already suggests, is involutive.
Remark 2. In category-theoretic terms, a dagger process theory is an SMC equipped with a identity-on-
objects involutive contravariant monoidal endofunctor [27].
Example 4. Pure quantum theory D[CLM ] involves a dagger structure, namely the Hermitian adjoint.
More specifically, for the process theory CLM underpinning quantum theory, for a process f : X → Y
it is defined by:
〈f†ψ, φ〉X = 〈ψ, fφ〉Y ∀ψ, φ.
by doubling this lifts to D[CLM ].
This raises an important question:
• Why does it ‘mean’ for quantum theory to have a dagger structure?
and in particular the following two sub-questions:
• Why does it have to be involutive?
• Given that there are other candidate dagger structures for quantum theory, most notably the trans-
pose, why is that central role played specifically by the Hermitian adjoint?
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4 The new physical principle
In what sense can something be considered a state if there is no way to check that it is indeed that state?
Therefore we state the following physical principle:
for each state there exists a corresponding ‘test’.
In the remainder of this paper, after giving formal substance to this principle for general process theories,
we will show that the assignment of tests for pure quantum theory is given by the Hermitian adjoint, after
showing that for general process theories this principle gives rise to a dagger.
Definition 3. A test structure ] is a mapping from states to effects on the same type subject to the following
conditions:
1. Composability of tests: (
ψ φ
)]
= ψ] φ] .
2. Transformability of tests:
∀f ∃f ] s.t.

ψ
f
A
B

]
=
f ]
ψ]
B
A .
3. Tests produce probabilities:
If
ψ]
ψ
= 1 =
φ
φ]
then,
φ
ψ] ≤ 1 .
4. Testability of all states:
∀ χ 6= 0 ∃r s.t.
χ
χ]
r
r]
= 1 .
5. Sharpness of tests:
If
ψ]
ψ
= 1 =
φ
φ]
then,
ψ]
φ
= 1 ⇐⇒ φ = ψ .
Clearly, sharpness constitutes the core of these axioms, the others mainly guaranteeing that test
structures are ‘well-behaved’ with respect the interpretation of [0, 1] as probabilities and the structure of
process theories. Of course, for pure quantum theory (up to a global phase), there is a unique normalised
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effect which gives unit probability for a particular normalised state. So it may seem at first like sharpness
trivially suffices to single out the Hermitian adjoint (or at least, it’s action on states and effects), however
this is not the case, as in quantum theory normalisation of a state itself is defined in terms of the Hermitian
adjoint.
Note also that in transformability the use of the notation ] for arbitrary processes that transform effects
is justified, since when we take f to be a state, it can be taken to be the test structure ].
5 Test structures provide daggers
Lemma 1. Test structures preserves certainty, i.e. ](1) = 1.
Proof. For scalars r1, r2 composability implies that ](r1r2) = ](r1)](r2). Let r1 = 1 then ](r2) =
](1)](r2). There are two solutions for this equation, i) ](r2) = 0 ∀r2 which violates testability leaving
just ii) ](1) = 1.
Lemma 2. Test structures, extended to effects via transformability, are involutive on normalised states
i.e. ψ]
]
= ψ.
Proof. Using transformability and lemma 1, for normalised states we have,
]
ψ
ψ]
=
ψ]
ψ]
]
](1) = 1= ,
then, by sharpness, ψ]
]
= ψ.
Lemma 3. For tomographic process theories, a test structure is involutive on tests for normalised states,
i.e. ψ]
]]
= ψ].
Proof. For ψ], a test for a normalised state ψ, we have,
]
ψ
ψ]
=
ψ]
]]
ψ
](](1)) = 1=
ψ]
]
ψ]
]]
= ] ,
using lemma 2 for the first equality and transformability twice for the second. Then, by sharpness,
ψ]
]]
= ψ].
Lemma 4. Test structure preserves probabilities, i.e. ](r) = r.
Proof. Consider,
φ
= = 1 =
φ]
ψ
p where
φ]
ψ
ψ]
,
then tests-produce-probabilities implies that 0 ≤ p ≤ 1. Now consider,
ψ] ψ]
φ]
]
= =
φ
](p) ,
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and again tests-produce-probabilities implies that 0 ≤ ](p) ≤ 1, and so, ] preserves [0, 1]. Now note
that lemmas 2 and 3 imply that,
](](p)) = ] ]
ψ]
φ
=
ψ]
φ
= p ,
so the test structure is involutive for [0, 1]. Moreover, composability implies that ] is multiplicative on all
scalars,
](r1r2) = ](r1)](r2).
The result that ](r) = r is an application of standard results regarding functional equations [24]. Multi-
plicativity and preservation of [0, 1] imply that ](r) = ra where a ∈ R+. Involutivity on [0, 1] demands
that a = 1 and so ](r) = r.
Theorem 5. For tomographic process theories, the test structure is involutive.
Proof. Firstly we extend to all states using testability; write an arbitrary state χ = rψ where r is a scalar
and ψ normalised. Then lemmas 2 and 4 imply that,
χ]
]
= r]
]
ψ]
]
= rψ = χ.
Tomography then allows us to extend this to all effects, e,
e]
]
χ
∀χ = ] ] e
χ χ
=
e ⇐⇒ e]
]
=
e
.
And finally, using tomography again we can extend this to all processes, f ,
∀χ, e, C
= ] ] = ⇐⇒ =f ]]
e
C
χ
f C
e
χ
f C
e
χ
f ]
]
f .
Theorem 6. For test structures of tomographic process theories, the operation ] in transformability can
always be chosen in a manner such that it is a dagger.
Proof. Theorem 5 demonstrates that ] is involutive, and transformability imposes that if f : A→ B then
f ] : B → A, therefore for a test structure to provide a dagger all we need to check is that it preserves
diagrams. This is easiest to prove by checking that ] preserves the two primitive forms of composition, ⊗
and ◦. Consider the action of ] on the diagram,
ψ
f
φ
g ,
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there are two ways to apply the composability and transformability axioms to this giving the following
constraint,
∀ψ, φ ]
ψ
f
φ
g =
ψ] φ]
](f ⊗ g)](f)
φ]
](g)
ψ]
= . (1)
Next consider applying ] to the diagram,
ψ
f
g
,
here there are again two different ways to apply the transformability axiom, and so we obtain,
∀ψ ]
ψ
f
g
=
ψ]
](f ◦ g)
](g)
ψ]
](f) = . (2)
The above two conditions (eq. 1 & 2) are direct consequences of the test structure axioms and so must be
satisfied for the axioms to hold. There is an obvious solution to these:
](f ⊗ g) = ](f) ](g) & ](g ◦ f) =
](g)
](f)
, (3)
and so there will always exist an operation satisfying the axioms as well as eq. 3, and so there is always a
] which is a process theoretic dagger, ].
Theorem 7. All test structures of local tomographic process theories induce daggers.
Proof. The only solution to equations 1 & 2 for a tomographically local theory are eq. 3 and so ] must be
a dagger.
In the process-theoretic context, daggers have always been taken to be involutive. Now, finally, we
have shown that there is a good justification for doing so by demonstrating how this important feature of
the Hermitian adjoint follows from the notion of a test structure.
6 Deriving the Hermitian adjoint for quantum theory
In this section we demonstrate that for quantum theory any test structure must be a Hermitian adjoint.
In order to do so, we will need to extend the process theory representing quantum theory so that it also
includes mixed states, rather than just the pure theory described in the previous sections.
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Example 5. We construct the process theory of mixed post-selected quantum processes from the process
theoriesD[CLM ] andCLM . First note that we have an embeddingD[CLM ] ↪→ CLM . This embedding
allows us to take sums of arbitrary processes of D[CLM ] within CLM . These sums, together with the
availability of the scalars as processes, allows one to form all linear combinations:
ψi ψi
∑
i
ri .
which, in particular, includes all mixtures:
ψi ψi
∑
i
pi where
∑
i
pi = 1 .
We call the resulting process theory M[CLM ]. For notational convenience we denote processes in this
theory with bold lines, for example:
f =
∑
i
ri fi fi .
We will now assume that transformability applies to M[CLM ], that is:
∀f ∃f ] s.t.

ψ
f
A
B

]
=
f ]
ψ]
B
A .
where now f can now be an arbitrary sum of processes, f =
∑
i fi. Conceptually, this is a very natural
assumption, which states that uncertainty about how a state transforms translates into uncertainty about
how the test for that state transforms (see also section 7 below).
Before showing how the test structure provides a Hermitian adjoint we show how another candidate
dagger, the transpose, fails to be a test-structure.
Theorem 8. The transpose, T , does not provide a test structure for M[CLM ].
Proof. Consider any states ψ and φ in CLM such that D(ψ)T ◦ D(ψ) = 1 = D(φ)T ◦ D(φ) and,
D(ψ)T ◦D(φ) = 0 (e.g. the computational basis states). ThenD(ψ+iφ)T ◦D(ψ+iφ) = 1+0+0+i2 = 0
violating testability.
Theorem 9. The test structure provides a Hermitian adjoint for M[CLM ].
Proof. First note that quantum theory is a locally tomographic additive process theory, and so any test
structure provides a dagger. This provides an inner product on the states defined as:
〈ψ, φ〉 := ψ
]
φ
.
It is simple to check that the inner product axioms are satisfied:
Symmetry:
〈ψ, φ〉 = ψ
]
φ
= ]
ψ]
φ
=
φ]
ψ
= 〈φ, ψ〉 ,
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where the second equality follows by lemma 4 and the third from the extended form of transformability.
Linearity:
〈φ, aψ + bχ〉 = a φ
]
ψ
b
φ]
χ
+ = a 〈φ, ψ〉+ b 〈φ, χ〉 .
Positivity:
〈χ, χ〉 = χ
]
χ
=
ψ]
ψ
r
r
=
r
r
1 ≥ 0 ,
where the second equation uses testability, and similarly positive definiteness follows:
〈χ, χ〉 = 0 ⇐⇒ r2 = 0 ⇐⇒ ψ = 0 .
The test structure is therefore the Hermitian adjoint associated to this inner product, defined as 〈·, A·〉 =
〈A†·, ·〉.
This explains why the Hermitian adjoint – rather than any other dagger such as the transpose – plays
such a prominent role in quantum theory: it has an operational interpretation in terms of a test structure.
7 Test structures for additive theories
Mixed quantum theory M[CLM ] is an example of an additive process theory.
Definition 4. Additive process theories are process theories that come with a notion of ‘sum of diagrams’
that distributes over diagrams:
fi
∑
i
∑
i fi=
f
g
f
g
∀ f, g, CC C .
Remark 3. In category-theoretic terms, additivity of process theories means enrichment in commutative
monoids [18]. That the numbers are positive reals means that the morphisms from the tensor unit to itself
are the positive reals.
Having both sums and numbers, together with the fact that since numbers have no outputs they can
freely move around in diagrams, it also follows that:
Proposition 10. In additive process theories convex combinations (or equivalent, probabilistic mixtures)
distribute over diagrams:
fi
∑
i pi
∑
i pi fi=
f
g
f
g
∀ f, g, CC C ,
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where
∑
i pi = 1.
The notion of an additive process theory is similar to the well-studied framework of generalised
probabilistic theories [5, 4]. There are many presentations of this framework which are subtly different
but in their most recent incarnation they have the structure of an additive process theory [10]. While
the usual GPTs have no unique parallel composition operation, the underlying structure of the processes
allows one nonetheless to talk about composite systems.
Theorem 11. Additive process theories do not have test structures.
Proof. Consider a state that is a convex mixture of normalised states and assume the existence of a test
structure,
ψ =
∑
i pi ψi ,
where
∑
i pi = 1. Then if we demand that we have a test for that state, ψ
], then by definition this test
must produce probabilities,
ψ
e
=
∑
i pi ψi
e
= 1 =⇒ 1
ψi
=⇒ =e 1 ,
which violates sharpness giving a contradiction.
This is not surprising; one cannot deterministically test for a probabilistic mixture of states. However
in the previous section we showed that this wasn’t a problem for quantum theory, similarly, theorem 9
can be extended to additive process theories.
Theorem 12. A process theory with a test structure, embedded within an additive theory, has an inner
product defined as:
〈ψ, φ〉 := ψ
]
φ
,
if we demand that transformability extends to all processes in the additive theory.
Proof. Identical to the quantum case in theorem 9.
8 Summary and outlook
In this paper we considered the physical principle of:
for each state there exists a corresponding ‘test’.
We show that for tomographic process theories this principle leads to a ‘test structure’ which we
show provides a process-theoretic dagger. This explains why the dagger should have various properties,
involutivity being a particularly surprising consequence given the test structure’s definition. Moreover,
for pure quantum theory, we show that the particular dagger provided is the Hermitian adjoint, explaining
why this plays such an important role both in the process-theoretic description of quantum theory, and of
course, in quantum theory itself in the form of the Hilbert space inner-product.
In the final section we begin to explore the connections between test structures and purity of a theory,
showing that theories with mixed states cannot have a test structure. In fact, if we consider process
12
theories that come with a discarding operation – for which we require causality [9, 14] – then we can turn
this around and show that a test structure characterises when a process is pure by its testability.
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