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1. Introduction 
 
   The phenomenon of hysteresis appears in many different kinds of applications: the 
theory of magnetism is the prototypical instance of hysteresis [M1, BM]. However, 
hysteresis also appears in many other areas, for example in the mathematical modeling of 
viscoelastic materials, in economics [C, DCP, PCGL, TK, P], in biology, in the modern 
topic of sociophysics and econophysics, in hydrology [FMKP], etc. 
 
   The best definition of hysteresis that we know of is due to R. Cross: hysteresis is a 
phenomenon that exhibits selective memory and remanence. Selective memory means 
that the output of a hysteresis operator depends only on certain particular characteristics 
of the past history of the input, and not on the complete past history; remanence means 
that a cyclic input, starting from one value and eventually returning to the same value, 
results in a nonzero net effect in the hysteretic output. Ref. [P] introduces another 
requirement for hysteresis: the memory should be erasable, i.e. certain conditions on the 
behavior of the input signal should erase all or part of the previous history of the 
hysteretic output. The model we introduce in this paper also has the erasability property, 
which, following [M1], we have termed "wiping-out property". 
 
   In the theory of hysteresis for one-dimensional input signals and one-dimensional 
output signals, a prominent role is played by the Preisach model [M1, M2, KrP, V]. The 
model of Preisach was originally developed in the context of the theory of magnetism, 
but later (starting with the work of Krasnosel'skii and Pokrovskii) was analyzed as a 
purely mathematical model. 
 
  The research literature contains many works that extend the Preisach model to the case 
of a vector input. Most of these models are generally motivated by specific applications, 
usually to the theory of magnetism [M3]. Our model is different from other models of 
vector hysteresis. 
  
   In [DCP], a Preisach model (with scalar input) has been introduced to model the 
evolution of the amount of active firms in an economy as a hysteretic function of 
economic growth; it is plausible that the amount of active firms can in general depend 
hysteretically on more than one factors, for example not only on the economic growth but 
also on the amount of imports. In magnetostriction, strain depends hysteretically on two 
quantities, stress and magnetic field (see [M1]). In hydrology, the pore content of water 
in porous media has been modelled as a hysteretic function of piezometric head ([FMKP] 
and the further references therein); other sources, for example [KP], report hysteretic 
relations among more than two quantities, although Preisach-type hysteresis is not 
considered in [KP], and consequently hysteresis models with vector-valued inputs are of 
interest in hydrology. 
 
   In this paper, we have been interested in developing a general mathematical model of 
hysteresis for two-dimensional input signals that extends in a natural way the classic 
Preisach model. Our model is based on the following basic idea: the pairs of scalar 
parameters that define a family of non-ideal relays in the scalar Preisach model are 
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replaced by a collection of pairs of curves in our two-dimensional vector model. Because 
of the  high level of degrees of freedom in choosing pairs of curves, we obtain a model 
that covers a great variety of situations and thus, for cases to which it can be applied, it 
has greater flexibility to accommodate  experimental data. The model introduced in this 
paper poses new mathematical questions which have no counterpart in the theory of 
standard Preisach hysteresis. Among these are: the canonical representation of our 
hysteresis operator via two signals that obey certain compatibility restrictions, and the 
identification problem which concerns not only the weight function but also the two 
families of curves that determine the two-dimensional analogue of non-ideal relays. 
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2. Definition and simple properties of a two-dimensional hysteresis operator 
 
      We start by defining the concept of a non-ideal relay when the input signal takes 
values in 2R . It will be seen that many ideas extend also to the case of input signals 
taking values in nR , 3n ≥ . 
       Let Ω be an open subset of 2R . The class )(Ω2I  of input signals consists of  
continuous functions u from a time interval ],0[ T  into Ω ; we shall write 





=
)(
)(
)(
tu
tu
tu
2
1
 
for such signals. 
 
 
   Definition 2.1. Let 10 DD ,  be two open subsets of Ω  such that Ω=∪ 10 DD . We 
denote by )(,)( 10 γγ  the relative boundaries of 10 DD , , respectively, i.e. 
 
10iDii ,,:)( =∂∩=Ωγ  
                                                                                       
 (2.1) 
 
   We assume that )(,)( 10 γγ are continuous curves in 
2
R . 
            
   Let u be a signal of the class )(Ω2I . A relay operator R is defined as follows:  
the possible values of R are 0 and 1; 
at the initial time 0t = , iD0ui0Ru ∈⇒= )())(( ; 
the function ))(( tRu , as a function of t, is continuous from the right and has limits from 
the left for every ],[ T0t∈ ; the value of ))(( tRu  changes at the moments of exit of  u 
from the sets iD ; if itRu =
−))((  and )()( itu γ∈ , then 21itRu mod)())(( += . /// 
 
For any open set Ω⊆D  and any ),[ T0t∈ , we define the exit time of u from D at times 
subsequent to t by  
 
})(&:inf{:),,( DsutssDut ∉>=τ  
           (2.2) 
 
      According to definition 2.1, the values of the relay ))(( tRu  will switch (from 0 to 1 or 
from 1 to 0) at each exit moment that is subsequent to the previous exit moment. 
We have: 
 
 
Theorem 2.1. If the minimum distance between the curves )( 0γ  and )( 1γ  remains 
bounded away from 0, i.e.  
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0yxyx 10 >≡∈∈− δγγ )}(),(|:inf{|  
                                 (2.3) 
 then there is a finite collection N21 τττ <⋅⋅⋅⋅⋅<<  of exit times such that 
 
),,(;))((),,,(
mod)( 200 1ji1jj0i1
Du0RuiDu0 −+−=≡= τττττ  
           (2.4) 
 
Proof. Suppose jτ  is an exit moment as indicated in (2.2), and purely for notational 
simplicity, assume that jτ  is a moment of exit of  u  from 0D .  
Since u  is continuous, it is uniformly continuous on ],0[ T , and consequently, for every 
0>ε , there exists an )(εηη =  such that εεη <′′−′⇒<′′−′ |)()(|)(|| tututt .  
Let δ be defined as in (2.3). 
Then )(),,( δητττ +≥ j1j Du ; we set ),,( 1j1j Duτττ ≡+ .  
We have just shown that )(δηττ ≥−+ j1j , thus there is a finite collection (possibly 
empty) of exit moments of u  from the sets iD  in the time-interval ),0[ T . /// 
 
 
Corollary 2.1. If u  is Lipschitz with Lipschitz constant M, that is,  
 
|||)()(| ttMtutu ′′−′≤′′−′  for all tt ′′′,  in ],0[ T , then 
M
j1j
δ
ττ ≥−+  . /// 
 
 
     In order to build an analogue of the classical Preisach operator, we consider two 
families of open subsets of  Ω , say )(,)( 1100 cDcD , each family being a one-parameter 
family, and the corresponding curves ))((,))(( 1100 cc γγ .(See Figure 2.1) 
 
 
Definition 2.2.  A pair of parameters ),( 10 cc  will be called admissible if       
                                         
Ω=∪ )()( 1100 cDcD . 
 
 Each admissible pair ),( 10 cc  and initial value 0i  that satisfies the conditions of 
definition 2.1, defines a relay operator relative to the sets )(,)( 1100 cDcD ; we shall 
denote that relay operator by 10
cc
R . 
 Let 2IRC ⊆  be the set of all admissible pairs ),( 10 cc .  
A collection of initial values for the relays 10
cc
R , say Ccccci 10100 ∈),(),,( , will be 
called admissible if the function →Ci0 :  {0, 1} is Lebesgue measurable. /// 
 
 6
 
Definition 2.3. For each families of curves ))(( ii cγ , the partial order 
)(i
p  is defined by   
                
))(( ii cγ
)(i
p ))(( ii c′γ    if )()( iiii cDcD ′⊆ , ,0i = 1. /// 
 
 
     In order to further analyze the relay operators and obtain a useful representation of the 
relays, we assume the following properties: 
 
(1) Every point Ω∈x  belongs to exactly one curve of the type )( 0γ , and also to 
exactly one curve of the type )( 1γ . We set )(xc0  for the parameter 0c  such that 
( )))(( xcx 00γ∈  and )(1 xc  for the parameter 1c  such that ( )))(( xcx 11γ∈ . 
 
(2) Each of the partial orders 
)(i
p  is a total order, that is, for every two sets )( ii cD  and          
             )( ii cD ′ , with ,ii cc ′≠  we have exactly one of the two conditions: 
 
)()( iiii cDcD ′⊂≠
, or  )()( iiii cDcD ≠
⊂′ . 
 
(3) The parameters 0c  and 1c  are ordered according to the total order of condition 
(2), that is, 
 
ii cc ′<    if ),()()( 10icDcD iiii =′⊂≠
. 
 
      (4) For every two points x , 'x  in Ω , 
  
)()()()( '' xcxcxcxc 1100 >⇔< . 
      
    
 Under conditions (1) - (4) above, we shall prove the following theorem: 
   
 
Theorem2.2. Given an input signal )(tu , we define two scalar-valued signals )(tK0  
and )(tK1  by ))(()( tuctK ii =  (i = 0, 1), where )(⋅ic  is as in condition (1) above.  
(See Figure 2.2) 
 Then the relay operators 10
cc
R  can be expressed as follows:  
 
(i) If 00 ctK <)(  and 11 ctK <)( , then ( ) )(tuR 10cc = ( ) )( −tuR 10cc ; 
(ii) It is not possible to have both 00 ctK >)(  and 11 ctK >)( ; 
(iii) If 00 ctK >)(  and 11 ctK <)( , then ( ) )(tuR 10cc = 1; 
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(iv) If 00 ctK <)(  and 11 ctK >)( , then ( ) )(tuR 10cc = 0. 
 
Proof. (i) The condition 00 ctK <)(   implies that )()( 00 cDtu ∈ ; similarly, the condition 
11 ctK <)(  implies )()( 11 cDtu ∈ . Thus, when we have both 00 ctK <)(  and 11 ctK <)( , 
we also have )()()( 1100 cDcDtu ∩∈ , and therefore ( ) )(tuR 10cc  is continuous at t .  
 
(ii) If we have 00 ctK >)( , then )()( 00 cDtu ∉ ; similarly, if we have 11 ctK >)( , then 
)()( 11 cDtu ∉ . 
So if we have both 00 ctK >)(  and 11 ctK >)( , then )()()( 1100 cDcDtu ∪∉ . 
This contradicts the condition of admissibility of the pair ),( 10 cc , since Ω∈)(tu .  
 
(iii) If 00 ctK >)( , then )()( 00 cDtu ∉ ; if also 11 ctK <)( , then )()( 11 cDtu ∈ . 
 Therefore, )(\)()( 0011 cDcDtu ∈ , and consequently ( ) )(tuR 10cc =1. 
 
(iv) The proof of (iv) is entirely analogous to the proof of (iii). /// 
 
 
 Corollary 2.2. Under conditions (1)-(4), the relay operator ( ) )(tuR 10cc , for ],[ Ttt 0∈ , is 
completely determined by the value of the relay at 0tt =  and the history of the signal 
)(tK .  
 
Proof.  From cases (i), (iii), and (iv) of Theorem 2.2, the value of ( ) )(tuR 10cc  is 
determined on the basis of conditions that are described by using the signal )(tK . 
In order to complete all possibilities for the signal )(tK , 
we have ( ) )(tuR 10cc =1 if 00 ctK =)(  and 11 ctK <)( , since the relay 10ccR  satisfies, by 
Definition 2.1, ( ) )(tuR 10cc = 1 when )()( 00 ctu γ∈ . 
Also, by conditions (1)-(4), the condition 00 ctK =)(  is equivalent to )()( 00 ctu γ∈ . 
Similarly, we have ( ) )(tuR 10cc = 0 when 11 ctK =)( . Consequently, the switching times for 
( ) )(tuR 10cc  are completely determined by the signal )(tK . /// 
 
 
       Next, we address the question of measurability of the relay operator 10
cc
R  as a 
function of 0c , 1c . This question is of interest because the complete hysteresis operator 
will be defined as an integral (continuous superposition of an infinite number of relays) 
over the variables ),( 10 cc , and measurability is needed to make the integral meaningful.  
We have the following: 
 
 
Theorem 2.3. Let )(tu  be continuous and such that )(tK0 , )(tK1  are piecewise  
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monotone. We assume that all admissible values of ),( 10 cc  make up an open set Ω  in 
2IR  and )( 00 cγ  and )( 11 cγ  are continuous as functions of ),( 10 cc  with the metric  
 
        ( ) xxcc
0c0x
00 cx
0000
′−=′
′∈′
∈
)(
)(
inf)(),(
γ
γ
γγρ ; the metric is defined for )( 11 cγ analogously. 
 
 If →Ci0 : {0, 1} is measurable, then for every ],[ T0t∈ , the function →Cr :  {0, 1} is  
defined as ( ) )(),( tuRccr 10cc10 =  is measurable as a function of ),( 10 cc .  
 
Proof. As )(tK0  increases for every ),[ 10 ttt∈ , the relays that will be turned from “0” to 
 “1” at time t  are contained in the set of relays that have )(tKc 00 ≤  and those relays 
 have ),( 10 cc  in an open set Ω ( by assumption), so the set of relays that will be turned  
from “0” to “1” is a subset of a measurable set. The set of relays that were in position “0” 
at time 0t  has parameters ),( 10 cc  in a measurable set, by the assumption of  
measurability of 0i . Thus the relays that will be turned from “0” to “1” comprise the  
intersection of the two sets, the ),( 10 cc  that satisfies )(tKc 00 ≤ , and the values of  
),( 10 cc  for which 0cci 100 =),( . Suppose )(tK0 , )(tK1  are piecewise monotone. 
For each ),[ 10 ttt∈ , take a partition 1n2100 tt =<⋅⋅⋅⋅⋅⋅<<<= ττττ . 
Each ),( 1ii +ττ  is an interval of  monotonicity of )(tK0 . 
(We can repeat the same argument for )(tK1  on each interval ),( 1ii +ττ .) 
Thus we have measurability. 
With piecewise monotonicity of )(tK0  and )(tK1 , measurability of  0i , and the 
admissible ),( 10 cc  make up an open set, the outputs will be measurable as functions of 
),( 10 cc  for every ],[ T0t∈ . /// 
 
 
Theorem 2.4. Under the conditions of Theorem 2.3, the function ( ) )(tuR 10cc  has a jointly 
measurable modification in ),,( tcc 10 .  
 
Proof. If )(⋅0K  increases from 0t  to t , then the values of  ),( 10 cc  that satisfy 
( ) ( ) 1tuRtuR 0cccc 1010 =− )()(  consist of the union of two sets: 
One is :)}()(:),{()( tKctKcctA 0000100 ≤≤=  These are the values of ),( 10 cc  that have 
( ) 0tuR 0cc 10 =)(  and ( ) 1tuR 10cc =)( . 
There is an analogous set for those ),( 10 cc  for which ( ) 1tuR 0cc 10 =)(  and ( ) 0tuR 10cc =)( . 
For every Lebesgue-measurable set )}()(:),{()( tKctKcctA 0000100 ≤≤= , define the 
probability measure  
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∫∫=
0A
0 dxdyyxfAP ),()(  
 
       where Cyx ∈),(  is all admissible values of  ),( 10 cc . f  is continuous, 0),( >yxf       
        for all 2IRyx ∈),( , and ∫∫ =
2IR
1dxdyyxf ),( . 
 
Set 
)}(:),{( 00010 tKcCccA =∈= , 
then 
})),((:)),({( CctKctKAA 1001000 ∈=→  as 0tt → . 
 
The set A  has two dimensional Lebesgue measure 0, thus also 0)( =AP .  
According to the standard results in the theory of stochastic processes, a sufficient 
condition for existence of a measurable modification of ( ) )(tuR 10cc , as a function of 
),,( tcc 10 , is that  
                 
( ) ( ) 01tuRtuRccP 0cccc10 1010 →=− })()(:),{(  as 0tt → . 
 
By continuity of the integral as a function of the domain of integration, 
0AP 0 →)(  as 0tt → . 
Thus there exists a measurable modification. /// 
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 3. Bounded variation properties of the hysteresis operator 
        
     The properties of bounded variation for the output of the standard Preisach operator 
have been proved in [BV, V]. In this section, we shall extend the bounded variation 
properties to our model of two-dimensional hysteresis.  
      
 For the function ( ) →],[: T0uR 10cc  {0, 1} and any partition 
}{: Ttttt0P n210 =<⋅⋅⋅⋅⋅<<<== , if the total variation is finite, that is 
 
( ) ( ) ∞<−∑
−
=
+
1n
0i
i
cc
1i
cc
P
tuRtuR 1010 )()(sup , 
 
 ( ) )(tuR 10cc  is of bounded variation over ],0[ T .  And we denote 
 
( ) ( ) ( )∑
−
=
+ −=
1n
0i
i
cc
1i
cc
P
ccT
0 tuRtuRuRV
101010 )()(sup:  
(3.1) 
 
 
Definition 3.1. The function ),( δω u  is said to be the modulus of continuity of a 
continuous function )(⋅u  for 1t , 2t  in ],0[ T  if 
 
})()(:sup{:);( δδω <−⇒<−∈= 2121 tuturttIRru ,  for 0>δ . /// 
 
(Note that what we defined as modulus of continuity above is roughly the inverse 
function of what is defined in some real analysis texts as "modulus of continuity".) 
 
The relay operator ( ) )(tuR 10cc  has following properties: 
 
 
Theorem 3.1 Let )(⋅u  be a continuous piecewise monotone signal on interval ],0[ T . 
For an admissible pair of parameter ),( 10 cc , the relay operator ( ) )(tuR 10cc  is piecewise 
constant and of bounded variation on ],0[ T . And  
 
( ) +≤
),( δω u
T
uRV 10
ccT
0 1 
                                                                                                                                    (3.2) 
 
where 0yxyx 10 >∈∈−≡ )}(,)(|:inf{| γγδ  and the states of the output of the non-
ideal relay are “0” and “1”.  
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Proof. The states of the output of the non-ideal relay ( ) )(tuR 10cc  are “0” and “1”. 
A contribution of 1 to the total variation ( )uRV ccT 100  takes place when )(⋅u  changes either 
from )( 0x γ∈  to )( 1y γ∈  or from )( 1y γ∈  to )( 0x γ∈ . If a change in )(⋅u  from 
)( 0x γ∈  to )( 1y γ∈  or from )( 1y γ∈  to )( 0x γ∈  occurs at times 1t , 2t  in ],0[ T , then  
                                     δ<− )()( 21 tutu . 
 So we have 
 δ<− )()( 21 tutu  if  rtt 21 <−  for some );( δω ur ≤ ; thus, 
 if δ=− )()( 21 tutu , we must have );( δω utt 21 ≥− .  
The number of such changes in the values of  )(⋅u  from )( 0x γ∈  to )( 1y γ∈ or from 
)( 1y γ∈  to )( 0x γ∈  is at most 
);( δω u
T
, and every intermediate variation contributes 
1 to the total variation ( )uRV 10ccT0 . Therefore, we have 
 
( ) +≤
),( δω u
T
uRV 10
ccT
0 1. /// 
 
 
Theorem 3.2. If )(⋅u  is continuous and of bounded variation over ],0[ T , then 
         
( )
δ
)(0
0
10
uV
uRV
T
ccT ≤
 
                                                                                                                                    (3.3) 
 
Proof. Suppose )(⋅u  is of bounded variation. Since if changes of )(⋅u  from )( 0x γ∈  
to )( 1y γ∈ or from )( 1y γ∈  to )( 0x γ∈  occur at times 0t , 1t , 2t , … , nt , we have n 
jumps between and )( 0x γ∈  and )( 1y γ∈ .  That is, there are n  changes of  )(tu  from 
)( 0γ∈x  to )( 1y γ∈ or from )( 1y γ∈  to )( 0x γ∈ . Thus, the total number of changes 
of  )(⋅u  from )( 0x γ∈  to )( 1y γ∈  or from )( 1y γ∈  to )( 0x γ∈  is at most δ
)(uV T0 . 
Hence 
)()()( uVntutu T0i1i
1n
0i
≤=−+
−
=
∑ δ , 
δ
)(uV
n
T
0≤ , 
Therefore, 
 
( )
δ
)(uV
uRV
T
0ccT
0
10 ≤ . /// 
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    In the next theorem, we state and prove a property of minimum total variation for our 
model of two-dimensional hysteresis. In the case of the standard Preisach model, this 
property has been stated in [V]. 
 
 
Theorem 3.3. Let )(⋅u  be an input signal in ( )],0[ TC , ∈ξ {0, 1}, and 10 DD ,  be two 
open subsets defined in Definition 2.1. And let ( ) )();( tuR ξ  be any function that satisfies: 
 
( ) ξξ =)();( 0uR   if 10 DD0u ∩∈)( ; 
( ) 0tuR =)();( ξ   if 1Dtu ∉)( ; 
( ) 1tuR =)();( ξ   if 0Dtu ∉)( . 
 
Let ( ) )();( tuR 10cc ξ  be the output of the non-ideal relay operator, defined by  
 
( ) ξξ =)();( 0uR 10cc    if 10 DD0u ∩∈)( ; 
( ) 1tuR 10cc =+ )();( ξ    if )()( 00 ctu γ∈ ; 
( ) 0tuR 10cc =− )();( ξ    if )()( 11 ctu γ∈ ; 
( ) ( ) )();()();( −+ = tuRtuR 1010 cccc ξξ   if )}(),({)( 1100 cctu γγ∉ . 
 
Assume that ( ) )();( ⋅ξuR  has finite total variation over ],0[ T . Then  
 
( ) ( ));();( ξξ uRVuRV 10ccT0T0 ≤  
                                                                                                                                    (3.4) 
 with equality for all ],0[ Tt∈  if and only if );();( ξξ uRuR 10cc≡ . 
 
 
Proof. Since );( ξuR  takes only the values “0” or “1”, a contribution of 1 to the variation 
( ));( ξuRV T0  is made every time );( ξuR  changes values either from “0” to “1”, or from 
“1” to “0”. The output ( ) )();( tuR ξ  may switch from “0”  to “1” or from “1”  to “0” only 
for 10 DDtu ∩∈)( . The output ( ) )();( tuR 10cc ξ  may switch either from “0” to “1”, or from 
“1” to “0”, only for )()( 00 ctu γ∈  or )()( 11 ctu γ∈ . The output ( ) )();( tuR ξ  may switch 
from “0” to “1” or from “1” to “0” for values of 10 DDtu ∩∈)(  as well as for values of 
)(tu  in )}(),({ 1100 cc γγ . Suppose ( ) )();( tuR ξ  has switched from “0” to “1” at some time 
1t  for which 101 DDtu ∩∈)( , and assume also ( ) 0tuR 10cc =− )();( ξ ; then ( ));( ξuR 10cc  
will either switch from “0” to “1” at some time 12 tt > , when )()( 002 ctu γ∈  or it will 
remain at ( ) 0tuR 10cc =)();( ξ  for 31 ttt ≤< , where 3t  is the first time after 1t  that )(tu  
reaches the value )()( 11 ctu γ∈ ; in the first case, the total contribution to both 
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( ));( ξuRV 2t0  and ( ));( ξuRV 102 cct0  is the same, that is, a contribution of  +1; in the later 
case, the contribution to ( ));( ξuRV 3t0  is 2, and the contribution to ( ));( ξuRV 103 cct0  is 0. 
For the strict inequality: If ( ) 0tuR 1cc 10 =)();( ξ  and ( ) 0tuR 1 =)();( ξ , and if, at time 1t , 
101 DDtu ∩∈)(  and ( ));( ξuR  switches from “0” to “1” at time 1t , then the contribution 
to ( ));( ξuRV 1t0  is 1, whereas the contribution to ( ));( ξuRV 101 cct0  is 0. So, at time 1t , 
( ) ( ));();( ξξ uRVuRV 1011 cct0t0 ≤ . By considering all other cases in a similar way, we can 
find that, if ( ) ( ) )();()();( tuRtuR 10cc ξξ ≠  then there exists some t such that 
( ) ( ));();( ξξ uRVuRV 10cct0t0 ≤ . /// 
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 4. The wiping-out property and related issues in two-dimensional hysteresis 
 
     We denote by C the set of all admissible values of ),( 10 cc  (cf. Definition 2.2). 
We assume that C is a closed bounded set in 2IR  and is equal to the closure of its own 
interior. The corresponding admissible values of ( ))(),( tKtK 10  form another set in 2IR . 
According to case (ii) of Theorem 2.2, for admissible values of ( ))(),( tKtK 10 , it is not 
possible to find Ccc 10 ∈),(  such that both )(tKc 00 <  and )(tKc 11 < . 
 
 
Theorem 4.1. Under the properties (1)-(4) in section 2, the hysteresis operator  
 
∫∫=
)(
,
,
))()(,())((
10
10
cc
10
cc
10 dcdctuRccwtHu  
where ),( 10 ccw  is weight function 
                                                                                                                                    (4.1)                                                                                                                        
                                                                                                                                             
depends only on the history of the local extrema of the two signals )(tK0  and )(tK1 , and  
the history of  )(0 ⋅K  and )(⋅1K  after the most recent local extrema. 
 
 
Proof.  At a point  t  that is not a point of local extremum of either )(tK0  or )(tK1 , we 
have four possibilities for the pair ( ))(),( tKtK 10 : 
 
(i) )(⋅0K  increases at t , and )(⋅1K  also increases at t . 
(ii) )(⋅0K  increases at t , and )(⋅1K  decreases at t . 
(iii) )(⋅0K  decreases at t , and )(⋅1K  increases at t . 
(iv) )(⋅0K  decreases at t , and )(⋅1K  also decreases at t . 
 
First, we examine the behavior of ))(( tHu  in case (i).  
Let 0t  be the most recent local extremum )(⋅0K  before time of t , and 1t  be the most 
recent local extremum of )(⋅1K  before time t . At the time 0t  certain relays were in the 
“0” position, and certain relays were in the “1” position.  For ttt0 ≤′< , since we are in 
the case of increasing )(⋅0K , all the relays that were in the “0” position at time 0t  and 
have )(tKc 00 ′= , will be turned to the “1” position . Similarly, for ttt1 ≤′′< , since 
)(⋅1K  increases, those relays that were in the “1” position at time 1t  and have )(tKc 11 ′′=  
will be turned to the “0” position. In this way, the output states of all relays at time 
depend on the output states at times 0t  and 1t , the values of )(tK0  and )(tK1 , and the 
information that )(⋅0K  is increasing over ],( tt0  and )(⋅1K  is also increasing over ],( tt1 . 
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 The behavior of the relays, and thus also the behavior of ))(( tHu  in cases (ii) and (iii), 
and (iv), can be examined in a similar way. /// 
 
 
 Remark 4.1. We have established that a general signal ( ))(),()( tututu 21=  leads to a 
signal ( ))(),()( tKtKtK 10=  that suffices to determine the hysteresis operator.  
The question arises, whether a signal )(tK  can be used to determine the original input 
signal )(tu . In general, this is not possible, as it can be shown by simple examples.  If, 
however, we restrict attention to a domain Ω  with the property that, within Ω , a curve of 
the group ( )0γ  and a curve of the group ( )1γ  can intersect at at most one point, then, for 
)(tu  remaining in Ω , the correspondence between )(tu  and )(tK  is one-to-one. ///  
 
 
    In the case of the standard Preisach model, the wiping-out property is formulated in 
terms of the dominant local extrema of the input signal )(⋅u ; cf. [M1].  
For our two-dimensional model, the analogue of dominant local extrema is the concept of 
dominant reversal points. We proceed to formulate the relevant definitions. 
  
 
Definition 4.1. A reversal point of the two-dimensional signal )(⋅u  is a point )( 1tu  where 
1t  is a time-instant of a local maximum of either )(⋅0K  or )(⋅1K . 
A reversal point will be called reversal point of type 0 if it corresponds to a local 
maximum of )(⋅0K , and a reversal point of type 1 if it corresponds to a local maximum 
of )(⋅1K .///  
 
 
Definition 4.2. A signal )(⋅u  will be called regular if )(⋅u  is continuous and the two 
signals )(⋅0K  and )(⋅1K  are both piecewise monotone. /// 
 
 
Definition 4.3. The dominant reversal points of a regular signal )(⋅u  are defined as 
follows: the first local maximum of either )(⋅0K  or )(⋅1K  is designated as a dominant 
reversal point; inductively, if it  is a dominant reversal point and a local maximum of 
)(⋅jK ),( 10j = , then the next dominant reversal point 1+it , ,1i = ,2 ⋅⋅⋅⋅,3 , is a point of 
local maximum of )(1 ⋅+jK  (addition of subscripts is modulo 2) with the property that 
)()( ijj tKtK ≤  for all ],[ 1+∈ ii ttt . /// 
 
 
    The wiping – out property for the two dimensional case of hysteresis operator can be 
stated in the following form: 
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Theorem 4.2. The output of the two-dimensional hysteresis operator (4.1) at time t  for 
regular input signals )(⋅u , depends only on the history of dominant reversal points of )(⋅u  
prior to time t , and the history of )(⋅u  after the last dominant reversal point until time t .  
  
Proof. We prove this by induction on the number N  of dominant reversal points of )(⋅u  
in the interval ],0[ T . 
    If 1=N , and there is only one dominant reversal point 1t , which may assume, without 
loss of generality, to be of type 0, then this means that 1t  is a point of local maximum of 
0K , and also a point of global maximum of 0K ,  and there is no local maximum of the 
signal 1K  in ],0[ T . Then, by time 1t , all the relays 
10ccR  with )( 100 tKc ≤ , have been 
turned to the output state “1”. In this case, the conclusion of the theorem holds, since we 
know the state of all relays at time 1t , and the hysteresis output at time t  depends only on 
the history of the input signal after time 1t . 
    Inductively, if, by time  kt , where kt  is a dominant reversal point, the hysteresis output 
depends only on the dominant reversal points up to and including time kt , then we 
examine it at the next dominant reversal point 1+kt . 
    Without loss of generality, we assume that kt  is a dominant reversal point of type 0, so 
that, by definition, 1+kt  is a dominant reversal point of type 1. At time 1+kt , all the relays  
10ccR  with  )( 1k11 tKc +≤  will be turned to the output state “0”. For ],[ 1+∈ kk ttt ,  we have 
)()( k00 tKtK ≤ , thus there will be no relays 10
cc
R  that have been turned from output 
state”0” to output state “1” for time ],[ 1+∈ kk ttt . Thus, the relays that are turned off from 
output state “1” to output state “0” over ],[ 1+∈ kk ttt  are those of the relays 10
cc
R  that 
were in output state “1” at time kt  and satisfy )( 1k11 tKc +≤ . Therefore, the hysteresis 
output at time 1+kt  depends only on the state of relays up to time kt  and the value of the 
signal )(⋅u  between kt  and 1+kt . 
    The induction is completed, and the conclusion holds for any number N  of dominant 
reversal points in ],0[ T . /// 
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5. Identification methods 
 
    The identification of the weight function ),( βαw  in a standard Preisach model is one 
of the basic problems of the theory of hysteresis. This problem has been solved in [M1], 
and the solution relies on information about the first-order transition curves. 
    In the case of the two-dimensional hysteresis models introduced in the present paper, 
the identification problems become more complicated. There are two relevant 
identification problems that arise naturally in the context of the two-dimensional 
hysteresis operators introduced in this paper. 
 
(i) If the families of curves, )( 00 cγ  and )( 11 cγ , introduced in section 2, are completely   
 known, we want to identify the weight function ),( 10 ccw  of the two-dimensional   
 hysteresis operator H , by using observations of the output )(tH  for suitably chosen   
 two-dimensional input signals )(⋅u . 
(ii) The families of curves )( 00 cγ  and )( 11 cγ  may not be known. In that case, the   
 identification problem consists of two parts: identification of the curves )( 00 cγ ,   
 )( 11 cγ , on the basis observations of the output ))(( tHu  for suitably chosen two-    
 dimensional input signals )(tu , and identification of the weight function ),( 10 ccw . 
 
 
For the first identification problem, we postulate the following properties.  
 
(P1) Ω  has nonempty boundary Ω∂ . 
 
(P2) There exists a part Γ  of Ω∂  with the property that, if an input signal )(⋅u  starts 
outside Ω  and enters Ω  through Γ , then all relay outputs ( ) )(tuR 10cc  are 0  when  
 
})(:inf{ Ω−∉>≡= 20e IRtutttt  
(that is, et  is the time of entrance of )(⋅u  into Ω  through the part Γ  of Ω∂ ).  
  
(P3) There exists a simple 
1C  curve )(k  that intersects Γ  and also intersects all curves 
)( 00 cγ  and )( 11 cγ  transversally. 
 
(P4) For every point )(kP∈ , if )()( 'PcPc 00 <  , then the pair ( ))(),( ' PcPc 10  is  
 admissible. 
 
(P5) All points P , Qon )(k  can be parametrized by arc length s  on )(k  in such a way 
that 
       
)()( QsPsQP <⇔< . 
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 (P6) Let  )(
~
00 cs  be the value of s  for which 
~
))(( 00 csPc =  and )(
~
11 cs  be the values of 
s  for which 
~
))(( 11 csQc = . (where ))(( sPc0  and ))(( sQc1  are 
1C  as functions of  s .) 
Then, for 10 ss > , the Jacobian 
( )
),(
))(()),((
),(
10
1100
10
ss
sQcsPc
ssJ
∂
∂
=  
 is never zero. 
 
 
Properties (P1), (P2), and (P3) are illustrated in Figure 5.1. 
We have: 
 
Lemma 5.1. If )(Pcc 00 =  and )(
'' Pcc 11 =  are such that the pair ),(
'
10 cc  is admissible, 
with distinct points P , 
'P  on )(k , then we have  
                         
)()( ' PcPc 00 < . 
 
Proof. If ),(
'
10 cc  is an admissible pair, then Ω=∪ )()(
'
1100 cDcD .  
Therefore, )()( '1100 cDc ⊆γ , since )( 00 cD   is an open set and )()( 0000 cDc ∂⊆γ , 
thus φγ =∩ )()( 0000 cDc , and consequently, 
                        )()(\)( '110000 cDcDc ⊆Ω⊆γ . 
Similarly, )()( ' 0011 cDc ⊆γ . 
Let )( '' Pcc 00 = , )(Pcc 11 = .  
From condition (4) of section 2, we have: 
                if )()( '0000 cDcD ≠
⊂ , then )()( ' 1111 cDcD ≠
⊂ . 
We must have 00 cc ≠
' , since, by our assumption, the curve )(k  intersects each curve 
)( 00 cγ  at exactly one point, and therefore it is impossible to have 00 cc =
'  since that 
would imply that the two distinct points P , 
'P  on )(k  lie on the same curve )( 00 cγ . 
Then, by property (2) of section 2, exactly one of the two statements must be true: 
 
)()( '0000 cDcD ≠
⊂ , or )()( ' 0000 cDcD ≠
⊂ . 
 
If  )()( '0000 cDcD ≠
⊂ , and  ),( '10 cc  is admissible, that is,  
               Ω=∪ )()( '1100 cDcD , then also 
               Ω=∪ )()( '' 1100 cDcD ,  
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thus ),(
''
10 cc  is admissible. But 
'P  lies on both )( '00 cγ  and )(
'
11 cγ , and therefore 
),( '' 10 cc  can not be admissible since the curves 0γ , 1γ  corresponding to an admissible 
pair can not intersect. 
Therefore, )()( ' 0000 cDcD ≠
⊂ , which by condition (3) of section 2, is equivalent to  
)()( ' PcPc 00 < . /// 
 
 
From  Lemma 5.1 and property (P4), we have: 
 
Corollary 5.1.  For any two distinct points P , 
'P  on )(k , the pair ( ))(),( ' PcPc 10  will be 
admissible if and only if  )()(
'PcPc 00 < . /// 
 
 
Definition 5.1  For any two distinct points P , 
'P  on )(k , we define the total order ≤  by  
 
'PP <   if and only if  )()( 'PcPc 00 < , and 
'PP ≤  if and only if either 'PP <  or 'PP = . /// 
 
 
We have: 
 
Lemma 5.2.  If )(⋅u  is a continuous input signal restricted to take values on the curve )(k , 
then the relay ))(( ⋅uR 10cc  is equivalent to a non-ideal relay of the standard Preisach type, 
in the following sense: for P , Q  on )(k , with QP > , define a relay ))(( ⋅uS PQ  by 
 
))(())(( −+ = tuStuS PQPQ ,  if PtuQ << )( ; 
1tuS PQ =+ ))(( , if  Ptu ≥)( ; 
0tuS PQ =+ ))(( , if  Qtu ≤)( . 
 
Proof.  We show that if  )(Pcc 00 =  and )(
' Qcc 11 = , then ))(())((
'
tuStuR PQ
cc 10 =  at 
points t , where ))((
'
tuR 10
cc
 is continuous, and 
))(())((
' ++ = tuStuR PQcc 10  at point t  of jump discontinuity of  )( uR 10cc . 
We have, by Corollary 5.1, that there is a one-to-one correspondence between pairs 
),( QP  on  )(k  with  QP >  and admissible pairs ),( '10 cc , where )(Pcc 00 =  and 
)(' Qcc 11 = . We have: 
 
        Ptuctu 00 =⇔∈ )()()( γ , and  Qtuctu 11 =⇔∈ )()()(
'γ , 
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since by assumption )(k  intersects each curve of the family )( 0γ  at exactly one point, 
and also intersects each curve of the family )( 1γ  at exactly one point. 
The condition )()()( '1100 cDcD0u ∩∈  is equivalent to P0uQ << )( ; this is true because 
))(()()( 0ucQcQ0u 00 <⇔>  
and by  property (4) of section 2, this is equivalent to  
))(()( 0ucQc 11 > , 
 that is, 
'))(( 11 c0uc < . 
Since Q0u >)( , the pair ))),((( '10 c0uc  is admissible, thus, by the same argument as in 
the proof of  Lemma 5.1, 
)()))((( '1100 cD0uc ⊆γ , 
thus  
)()( '11 cD0u ∈ . 
Similarly, P0u <)(  implies )()( 00 cD0u ∈ . Thus the double inequality P0uQ << )(  
implies  )()()(
'
1100 cDcD0u ∩∈ . By the definition of the total order on P  and condition 
(4) of section 2, 
if )()()(
'
1100 cDcD0u ∩∈ , then P0uQ << )( . 
Thus the condition )()()(
'
1100 cDcD0u ∩∈  is equivalent to P0uQ << )( . 
The condition )()( 00 ctu γ∈  is equivalent to Ptu =)( , since )(k  intersects )( 00 cγ  at the 
single point P . 
Similarly, the condition )()(
'
11 ctu γ∈  is equivalent to Qtu =)( . 
Thus the definition of  ))(( ⋅uS PQ  given in this lemma is equivalent to the characterization 
of  ))((
'
⋅uR 10cc  stated in the Theorem 3.3.  
Consequently, 
))(())((
'
⋅=⋅ uSuR PQcc 10 .  /// 
 
 
Definition 5.2.  The space ))((kI 2  consists of two-dimensional continuous input signals 
that take values on the curve )(k . /// 
 
 
A consequence of Lemma 5.2 is the following: 
 
Theorem 5.1.   If we set ))(),((),( QcPcwQPW 10=  for P , Q  on )(k  with QP > , and 
if )(⋅u  is an input signal in ))((kI 2 , then the two-dimensional hysteresis operator ))(( tHu  
is completely characterized by the function W . 
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Proof.  Since )(k  intersects each  0γ  and 1γ  at exactly one point, for all 0c  and 1c , we 
define that )( 0cP is the point of intersection of )(k  with )( 00 cγ , and )( 1cQ  is the point 
of intersection of  )(k  with )( 11 cγ . Then  
                    ))(),((),( 1010 cQcPWccw =  and  
),( 10 cc  is an admissible )()( 10 cQcP >⇔  
 
For ))((kIu 2∈ , 
 
))(( tHu  = ∫∫
admissiblecc
10
cc
10
10
10 dcdctuRccw
),(
))()(,(  
 
= ∫∫
admissiblecc
10
cQcP
10
10
10 dcdctuScQcPW
),(
)()(
))())((),((  
 
thus ))(( tHu  depends only on the weight function ),( QPW . /// 
 
 
 
Now, we invoke properties (P5) and (P6). The integral 
 
∫∫
admissiblecc
10
cQcP
10
10
10 dcdctuScQcPW
),(
)()(
))())((),((  
 
is transformed to an integral in variables ),( 10 ss , according to 
 
∫∫
admissiblecc
10
cQcP
10
10
10 dcdctuScQcPW
),(
)()(
))())((),((  
 
= ∫∫
> 10
10
ss
10
sQsP
1010 dsdstuSssJsQsPW ))()(,())(),((
)()(
 
 
                           where ),( 10 ssJ  is the Jacobian defined in property (P6). 
 
The expression 
 
),())(),((),( 101010 ssJsQsPWss ≡Φ  
                                                                                                                         (5.1) 
 
can be identified by the same methods as in the standard Preisach model in [M1]. 
For completeness, we outline that method. First, an input signal )(⋅u  is steadily increased 
until it achieves the value 0s , then it is decreased until it achieves the value 1s .  
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The difference 
))(())((:),( 1010 sHusHuss −=ψ  
 
is the first-order transition function. 
Then  ),( 10 ssΦ  is given by 
 
10
10
2
10
ss
ss
ss
∂∂
∂
−=Φ
),(
),(
ψ
 
 
 
Then we have: 
 
Theorem 5.2.  The function ),( QPW  can be identified by using 
 
10
10
2
10
10
ss
ss
ssJ
1
sQsPW
∂∂
∂
−=
),(
),(
))(),((
ψ
 
 
The original continuous weight function ),( 10 ccw  can be identified by using 
 
))(),((),( 1010 cQcPWccw = . 
 
 
Proof.  As outlined above, the function ),( 10 ssΦ  satisfies 
 
10
10
2
10
ss
ss
ss
∂∂
∂
−=Φ
),(
),(
ψ
. 
 
By property (P6), the Jacobian ),( 10 ssJ  is never zero for 10 ss > . Thus, 
 
10
10
2
10
10
ss
ss
ssJ
1
sQsPW
∂∂
∂
−=
),(
),(
))(),((
ψ
 
 
The equality  
))(),((),( 1010 cQcPWccw =  
 
for admissible ),( 10 cc  is the definition of  ))(),(( 10 cQcPW .   /// 
 
 
    For the second identification problem, namely the problem of simultaneous 
identification of the weight function ),( 10 ccw  and the two families of curves 
( ))(),( 1100 cc γγ , we assume, in addition to previous properties, that there exists a family 
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{ }Ξ∈ξξ :)(k  of curves, each curve )( ξk  satisfying properties (P1)-(P6), such that the 
curves )( ξk  do not intersect each other, the sets  
 
{ }Ξ∈∩ ξγξ :)()( ii ck ,  0i = , 1  
 
are dense in )( ii cγ , for each value of  ic , and each set 
 
)()()(, iiii ckc γξξ ∩≡Γ  
 
can be expressed as  
 
),( ii cGs ξ= , for i  taking values in },{ 10 , 
 
where s  represents arc length on )( ξk . These properties are illustrated in Figure 5.2. 
    Let  ),( 10 ssξΦ   be defined, for 10 ss > , as the function ),( 10 ssΦ  of  (5.1) defined for 
the hysteresis operator applied to input signals restricted to lie on )( ξk , and let  
),( 10 ssJξ  be the corresponding Jacobian for each curve )( ξk . Let ),( QPWξ  be the 
corresponding function ),( QPW  defined on )( ξk .  
In this problem, we have a choice for representing the parameters 0c , 1c  as functions of 
0s , 1s  on each )( ξk . The simplest choice is 00 sc ≡ , 11 sc ≡ . 
With this parametrization, we have 1ssJ 10 ≡),(ξ  for all 0s , 1s  with 10 ss > , 
and consequently, 
 
                                        ),(),( 1010 sswccw =  
 
))(),(( 10 sQsPW ξξξ=  
 
))(),(( 10 cQcPW ξξξ=  
 
                                                      
),( 10 ssξΦ= . 
 
 
We have: 
 
Theorem 5.3.  Under the conditions stated above, the curves )()( 0000 sc γγ ≡ , 
)()( 1111 sc γγ ≡  are described, respectively, in implicit form by the equations 
 
),(),( 101 sswss =Φξ  for arbitrary but fixed 1s , 
),(),( 100 sswss =Φξ  for arbitrary but fixed 0s . 
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Proof.  )( 00 sγ  is described by an equation 
               
),( 00 sGs ξ= . 
 
The intersection of  )( 00 sγ  with )( ξk  is the point  )( 0sPξ  on )( ξk . Thus, for 
),( 00 sGs ξ= , we must have  
 
),(),( 101 sswss =Φξ  
 
which is an implicit equation that describes  
 
{ }Ξ∈∩ ξγ ξ :)()( ks00 , 
 
which is a set that is dense in )( 00 sγ  by assumption, thus the equation 
),(),( 101 sswss =Φξ  describes the curve )( 00 cγ   as an implicit equation. 
Similarly, for arbitrary but fixed 0s , the equation 
                    
),(),( 100 sswss =Φξ  
 
with arbitrary but fixed 1s , describes the set  
 
{ }Ξ∈∩ ξγ ξ :)()( ks11 , 
 
and thus, by the density condition, the curve )( 11 sγ , in the form of an implicit equation in 
the variables s , ξ . /// 
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