Abstract -For Markov random fields with finite set of states, a modification of the Bayesian Information Criterion admits strongly consistent estimation of the smallest region that determines the conditional distributions. Phase transition or non-stationarity do not affect the result.
I. Introduction
The basic neighborhood (BN) of a Markov Random Field (MRF) is the smallest region that determines conditional distributions at the sites. Statistical estimation of the BN is a problem similar to but more difficult than estimation of the order of a Markov chain. The latter was considered in [2] , [3] , and this work continues those. The Bayesian Information Criterion (BIC) used in [2] involves maximum likelihood and a penality term equal to one half the number of free parameters times the log of the sample size.
As no maximum likelihood formula is available for MRF's, here we use maximum pseudo-likelihood [1] ; in the penalty term, a factor analogous but not equal to the number of free parameters will be used. The so obtained Pseudo-Bayesian Information Criterion (PIC) provides a strongly consistent estimator of the BN, not assuming any prior bound on its size, although a bound on the size of the hypothetical BN that grows with the sample size is required, unlike in [2] .
II. Statement of the result
we assume they take values in a finite set A, with strictly positive finite-dimensional joint distributions.
for each ∆ ⊇ Γ with 0 / ∈ ∆, a ∈ A, a(∆) ∈ A ∆ , and i ∈ Z d . MRF's are the same as Gibbs fields with finite range interactions. Note that the conditional probabilities on the right of (1) need not uniquely determine the joint distribution of the X(i)'s, a phenomenon called phase transition. Moreover, the joint distribution is not necessarily stationary (translation invariant).
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Standard results [4] imply that among the neighborhoods Γ satisfying (1) there is a minimal one, the basic neighborhood Γ0. We are concerned with its statistical estimation from observing a realization of the MRF on an increasing sequence of finite regions Λn ⊂ Z d , n ∈ N. We draw the statistical inference about a hypothetical BN Γ based on the blocks a(Γ) ∈ A Γ and a(Γ, 0) ∈ A Γ∪{0} appearing in the sample x(Λn), where a (Γ, 0) is a shorthand for a(Γ ∪ {0}) .
LetΛn be the set of those i ∈ Λn for which the translate
The maximum pseudo-likelihood MPLΓ, depending on the sample x(Λn), for Γ as a hypothetical BN is defined by
Nn(a(Γ)) .
We define the Pseudo-Bayesian Information Criterion with (an arbitrary) constant c > 0 as PICΓ(x(Λn)) = − log MPLΓ(x(Λn)) + c |A| |Γ| log |Λn| .
Theorem. The PIC-estimator
ΓPIC(x(Λn)) = arg min
of the BN is strongly consistent, that is, ΓPIC(x(Λn)) = Γ0 eventually almost surely as n → ∞, provided that the sample regions satisfy Λ n / |Λn| → 1.
The inclusion ΓPIC ⊇ Γ0 is proved by a familiar entropy argument. The proof of ΓPIC ⊃ Γ0 relies upon the following strong typicality result:
Proposition. Uniformly for all blocks a(Γ, 0) ∈ A Γ∪{0} with Γ0 ⊆ Γ ⊆ C(rn), the ratio Nn(a(Γ, 0)) / Nn(a(Γ)) differs by less than εn ·[ log Nn(a(Γ)) / Nn(a(Γ)) ]
1/2 from the right hand side of (1) , eventually almost surely, where εn → 0.
