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Let Ω ⊂ RN be a bounded domain and let μ be an admissible
measure on ∂Ω . We show in the ﬁrst part that if Ω has the H1-
extension property, then a realization of the Laplace operator with
generalized nonlinear Robin boundary conditions, formally given
by ∂u
∂ν dσ + β(x,u)dμ = 0 on ∂Ω , generates a strongly continuous
nonlinear submarkovian semigroup SB = (SB (t))t0 on L2(Ω). We
also obtain that this semigroup is ultracontractive in the sense that
for every u, v ∈ Lp(Ω), p 2 and every t > 0, one has
∥∥SB(t)u − SB(t)v∥∥∞  C1eC2tt− N2p ‖u − v‖p,
for some constants C1,C2  0. In the second part, we prove that if
Ω is a bounded Lipschitz domain, one can also deﬁne a realization
of the Laplacian with nonlinear Robin boundary conditions on
C(Ω) and this operator generates a strongly continuous and
contractive nonlinear semigroup.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and motivations
Let Ω ⊂ RN be a bounded H1-extension domain (see Deﬁnition 2.3 below) and let η be a ﬁnite
Borel measure on ∂Ω which does not charge polar subsets of ∂Ω with respect to the classical (1,2)-
capacity. Assume that u ∈ H1(Ω) and f ∈ L2(Ω) are such that
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Ω
∇u∇v dx=
∫
Ω
f v dx+
∫
∂Ω
v dη (1)
for all v ∈ H1(Ω) ∩ C(Ω). Then we deﬁne
∂u
∂ν
dσ := dη. (2)
This deﬁnition should be understood only as a notation, it does not mean that the measure η is
absolutely continuous with respect to a measure σ . To explain the notation in this deﬁnition, assume
that Ω is a bounded domain of class C1, ν is the outer normal to ∂Ω and σ is the usual surface
measure on ∂Ω . For a σ -measurable function β on ∂Ω let η be the measure given by dη := β dσ and
let u ∈ C1(Ω) be a function such that (1) holds for all v ∈ C1(Ω). Then by the classical Gauss–Green
formula we obtain that ∂u/∂ν = β , σ -a.e. on ∂Ω , that is,
∂u
∂ν
dσ = β dσ = dη.
Throughout the following, without any mention, for a bounded H1-extension domain Ω we will
always use the notation (2) for the generalized outer normal derivative of u. In the present article we
are concerned with the following parabolic equation⎧⎨⎩
∂u/∂t − u = 0 in Ω × (0,∞),
(∂u/∂ν)dσ + β(·,u)dμ = 0 on ∂Ω × (0,∞),
u(·,0) = u0 in Ω
(3)
where u is a function from Ω × [0,∞) into R, β = ∂B/∂t , B : ∂Ω ×R → R, (x, t) 
→ B(x, t) and μ is
an admissible Borel measure on ∂Ω . The aim of this paper is to prove the existence and uniqueness of
a global solution to Eq. (3) on Lp(Ω) for every p ∈ [1,∞) when Ω ⊂ RN is a bounded H1-extension
domain and on C(Ω) when Ω is a bounded Lipschitz domain and μ = σ .
The classical heat equation with linear Robin boundary conditions (that is, the case when σ =
μ = H N−1|∂Ω and β(x,u) = α(x)u) has been studied on arbitrary domains in [2] and [13]. Both
have shown that a realization of the Laplacian with linear Robin boundary conditions generates a
strongly continuous submarkovian semigroup on L2(Ω) which is ultracontractive. These results are
obtained by using a result of Maz’ya [23, Corollary 2.11.2, p. 123] on Sobolev type embedding and the
associated Logarithmic–Sobolev inequality contained in [14, Chapter 2].
We brieﬂy describe the motivation of our formulation of generalized Robin boundary conditions.
As in [2] and [13], given a measurable function β ∈ L∞(∂Ω,dσ), β(x) const > 0 for σ -a.e. x ∈ ∂Ω ,
the linear Robin boundary conditions are deﬁned by investigating whenever the bilinear form
aβ(u, v) :=
∫
Ω
∇u∇v dx+
∫
∂Ω
βuv dσ ,
D(aβ) :=
{
u ∈ H1(Ω) ∩ C(Ω):
∫
∂Ω
β|u|2 dσ < ∞
}
(4)
is closable in L2(Ω). When aβ is closable, then the operator associated with its closure is the realiza-
tion R of the Laplace operator with linear Robin boundary conditions on L2(Ω). If aβ is not closable,
then by [2, Theorem 3.7], it has a closable part and R is deﬁned to be the operator associated with
the closure of this closable part. For more details on necessary and suﬃcient conditions for aβ to be
closable, we refer to [2].
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locally inﬁnite on ∂Ω , we have that
D(aβ) =
{
u ∈ H1(Ω) ∩ C(Ω): u = 0 on ∂Ω}= H1(Ω) ∩ C0(Ω) ⊂ H10(Ω)
and consequently the operator R coincides with the realization of the Laplace operator D with
Dirichlet boundary conditions. This argument holds if ∂Ω is an s-set with s ∈ (N − 1,N]. The open
set Ω := (0,1) \ C , where C denotes the Cantor set, is a one-dimensional example where this phe-
nomenon occurs. This shows that the formulation of weak Robin boundary conditions given in (4) is
not natural for physical phenomena in the case when the boundary has a fractal geometry. In many
cases, for example when ∂Ω is an s-set, the natural measure on the boundary ∂Ω should be the
s-dimensional Hausdorff measure H s . Therefore, as in [2], we replace the surface measure σ in (4)
by a general measure μ which does not charge polar sets. Then, by our deﬁnition of the generalized
normal derivative (2), we get that
∂u
∂ν
dσ + β(x)u dμ = 0. (5)
This is the linear version of the generalized Robin boundary conditions in Eq. (3). Let H(Ω) be the
space of all 1-harmonic functions that belong to the Sobolev space H1(Ω), that is
H(Ω) := {u ∈ H1(Ω): u = u}.
Then H(Ω) = H10(Ω)⊥ , where the orthogonal is taken in H1(Ω). Let μ be an admissible Borel mea-
sure on ∂Ω and u ∈ H(Ω). Then μ and u satisfy (5) if and only if∫
Ω
∇u∇u dx+
∫
Ω
uv dx+
∫
∂Ω
βuv dμ = 0
for every v ∈ H1(Ω) ∩ C(Ω) and βu dμ is a ﬁnite Borel measure on ∂Ω .
Now let μ be the operator on L2(Ω) associated with the closed symmetric form aμ given by
D(aμ) :=
{
u ∈ H1(Ω):
∫
∂Ω
|u|2 dμ < ∞
}
,
aμ(u, v) :=
∫
Ω
∇u∇v dx+
∫
∂Ω
uv dμ.
By [2] and [3], μ is a realization of the Laplace operator with boundary conditions ∂u/∂ν dσ +
u dμ = 0, which is of the type (5). It was mentioned in [3, Proposition 5.2], that if there exists a
function u ∈ D(μ) ∩ C2(Ω) such that u(z) > 0 for all z ∈ ∂Ω , then the admissible measure μ is
necessarily absolutely continuous with respect to the surface measure σ , and one has dμ = β dσ
with 0 < β := − 1u ∂u∂ν and β is continuous on ∂Ω . By [3, Proposition 5.3], one has this situation if Ω
is regular, for example, of class C2,α . If Ω is not regular, then (5) is interpreted as above by using the
theory of closed bilinear forms.
Parabolic equations of the type (3) were studied by many authors on smooth domains (in that
case σ = μ =H N−1). For example, Pao [28] has investigated Eq. (3) (including the non-autonomous
case on smooth domains) in another spirit. He has studied the existence of maximal and minimal
solutions of the steady-state solutions of the elliptic problem, and the asymptotic behavior of the
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Laplace operator with Dirichlet, Neumann and Robin type boundary conditions on smooth subsets
of RN . By using the method of nonlinear forms, he has shown that these operators generate strongly
continuous semigroups on L2(Ω). The case where p is replaced by a more general nonlinear op-
erator has been considered by Goldstein and Goldstein [18]. Recently, Cipriani and Grillo [10–12]
have intensively studied the p-Laplace operator with Dirichlet boundary conditions on Lq-spaces. By
using the method of nonlinear Dirichlet forms, they have shown that for every p ∈ (1,∞), this op-
erator generates a strongly continuous submarkovian semigroup on L2(Ω). They have also obtained
some beautiful ultracontractivity properties of the associated semigroup if 2  p < N . The dynami-
cal boundary conditions have been studied in [15,17,33]. Generation results on C(Ω) (where Ω is
a bounded Lipschitz domain) for linear Robin boundary conditions are contained in [32]. Here we
investigate the nonlinear generalized Robin boundary conditions on Lp(Ω) (1  p < ∞) and on the
space of continuous functions C(Ω). In the later case we will assume that Ω is a Lipschitz domain.
The paper is organized as follows. In Section 2 we recall some well-known results on nonlinear
semigroups and Sobolev spaces, and prove some intermediate results as they are needed throughout
the paper. Section 3 concerns the well-posedness of the Cauchy problem (3) on Lp(Ω) for every p ∈
[1,∞). By using the method of nonlinear Dirichlet forms, we prove that a realization of the Laplacian
with nonlinear generalized Robin boundary conditions generates a strongly continuous submarkovian
semigroup SB on L2(Ω). This shows that the Cauchy problem (3) is well-posed on Lp(Ω) for every
p ∈ [1,∞). We also obtain that this semigroup maps Lp(Ω) (p  2) into L∞(Ω). More precisely, we
show that for every u, v ∈ Lp(Ω) and t > 0, one has the estimate∥∥SB(t)u − SB(t)v∥∥∞  C1eC2tt− N2p ‖u − v‖p
for some constants C1,C2  0. Note that we assume that Ω ⊂ RN is a bounded H1-extension do-
main and that β(x, ·) is the derivative of a convex function B(x, ·) : R → R. In Section 4, we study
the Cauchy problem (3) on the space of continuous functions C(Ω). Assuming that Ω is a Lipschitz
domain we show that one can also deﬁne a realization of the Laplace operator with nonlinear Robin
boundary conditions on C(Ω) and this operator generates a strongly continuous nonlinear semigroup
of contractions.
2. Preliminaries and intermediate results
In this section we collect some well-known results on nonlinear semigroups and Sobolev spaces
as they are needed to prove our main results. We also give some intermediate results on capacities.
For more details on maximal monotone operators and nonlinear semigroups we refer the reader to
[7,9,24,25,30].
Let H be a Hilbert space and let ϕ : H → (−∞,+∞] be a proper, convex and lower semicontinu-
ous functional with effective domain
D(ϕ) := {u ∈ H: ϕ(u) < ∞}.
Then D(ϕ) is a convex subset of H and the subdifferential ∂ϕ of the functional ϕ is deﬁned by
∂ϕ(u) := {w ∈ H: ϕ(v) − ϕ(u) (w, v − u)H ∀v ∈ D(ϕ)},
where (· ,·)H denotes the scalar product in H . The domain D(∂ϕ) of ∂ϕ is deﬁned by
D(∂ϕ) := {u ∈ D(ϕ): ∂ϕ(u) = ∅}.
The following classical result of Minty [24] (see also [25]) and Brézis [9] (see also [30, Section IV.3])
shows that for a proper, convex and lower semicontinuous functional ϕ , the ﬁrst order Cauchy prob-
lem associated with the subdifferential ∂ϕ is well-posed on H .
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D := D(ϕ) = D(∂ϕ).
Moreover, ∂ϕ generates a strongly continuous nonlinear semigroup (S(t))t0 on D, that is, for every u0 ∈ D
the function u := S(·)u0 is the unique strong solution of the Cauchy problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
u ∈ C(R+; H) ∩ W 1,∞loc
(
(0,∞); H);
u(t, ·) ∈ D(∂ϕ) for a.e. t ∈R+;
∂u/∂t + ∂ϕ(u)  0 for a.e. t ∈R+;
u(0, x) = u0(x).
The subdifferential ∂ϕ generates a nonlinear semigroup (˜S(t))t0 on H, where for every t  0, S˜(t) is the
composition of the semigroup S(t) on D with the projection H → D.
Next, let X be a locally compact metric space and let μ be a Radon measure on X . The following
result contained in [11, Theorem 1.4] (see also [12, Theorem 3.6] and [5, Théorème 2.1] for the ﬁrst
part) is the nonlinear version of the classical (linear) ﬁrst and second Beurling–Deny criterions.
Theorem 2.2. Let ϕ : L2(X,μ) → [0,+∞] be proper, convex and lower semicontinuous. Let S = (S(t))t0
be the semigroup on L2(X,μ) generated by the subdifferential ∂ϕ .
(i) The semigroup S is order preserving, that is,
S(t)u  S(t)v for all t  0 whenever u, v ∈ L2(X,μ), u  v;
if and only if for all u, v ∈ L2(X,μ) one has
ϕ
(
(u + u ∧ v)/2)+ ϕ((v + u ∨ v)/2) ϕ(u) + ϕ(v). (6)
(ii) The semigroup S is non-expansive in L∞(X,μ), that is,
∥∥S(t)u − S(t)v∥∥∞  ‖u − v‖∞ for all t  0 and all u, v ∈ L∞(X,μ) ∩ L2(X,μ),
if and only if for all u, v ∈ L2(X,μ) and for all α > 0 one has that
ϕ
(
v + gα(u, v)
)+ ϕ(u − gα(u, v)) ϕ(u) + ϕ(v), (7)
where gα(u, v) := 12 [(u − v + α)+ − (u − v − α)−].
A semigroup satisfying (i) and (ii) is called submarkovian.
For an open set Ω ⊂RN we deﬁne the ﬁrst order Sobolev space
H1(Ω) := {u ∈ L2(Ω): ∇u ∈ (L2(Ω))N}
endowed with the norm deﬁned through
1954 M. Biegert, M. Warma / J. Differential Equations 247 (2009) 1949–1979‖u‖2H1(Ω) :=
∫
Ω
|u|2 dx+
∫
Ω
|∇u|2 dx.
Deﬁnition 2.3. A domain Ω ⊂RN is called an H1-extension domain if
H1(Ω) = {U |Ω : U ∈ H1(RN)}.
In this case there exists a linear and bounded operator E : H1(Ω) → H1(RN ) such that Eu = u a.e.
on Ω .
From the Sobolev embedding theorem we get that there exists a constant C > 0 such that
‖u‖Lp(Ω)  C‖u‖H1(Ω) for all u ∈ H1(Ω) (8)
where p = 2N/(N − 2) if N  3 and 1  p < ∞ if N = 2. Moreover, the space {u|Ω : u ∈ D(RN )}
is dense in H1(Ω). Note that every Lipschitz domain Ω is an H1-extension domain and the trace
operator Tr : C(Ω) ∩ H1(Ω) → C(∂Ω), u 
→ u|∂Ω has an extension to a bounded linear operator from
H1(Ω) into L2(N−1)/(N−2)(∂Ω) if N  3 and from H1(Ω) into Lp(∂Ω) for every 1 p < ∞ if N = 2.
For more details we refer to [27, Théorème 2.4.7] and [23, Chapter 4].
Deﬁnition 2.4. Let Ω ⊂ RN be a bounded domain. The relative capacity CapΩ with respect to Ω is
deﬁned for arbitrary subsets A of Ω by
CapΩ(A) := inf
{
‖u‖2H1(Ω):
u ∈ H˜1(Ω), ∃O ⊂RN open,
A ⊂ O and u  1 a.e. on Ω ∩ O
}
.
Here H˜1(Ω) denotes the closure of H1(Ω) ∩ C(Ω) in H1(Ω).
A subset of Ω with relative capacity zero is called relatively polar. We say that a property holds on
A ⊂ Ω relatively quasi-everywhere (r.q.e.), if it holds for all x ∈ A \ P for a relatively polar set P . A scalar
function u on Ω is called relatively quasi-continuous (r.q.c.), if for each ε > 0 there exists an open set
G ⊂RN such that CapΩ(G ∩Ω) < ε and u restricted to Ω \ G is continuous. It is well-known that for
each function u ∈ H˜1(Ω) there exists u˜ ∈ H˜1(Ω) r.q.c. on Ω such that u˜ = u a.e. on Ω . This element
u˜ is unique r.q.e. and is called the relative quasi-continuous version of u. The relative capacity has been
introduced in [2] to study linear Robin boundary conditions on arbitrary open subsets in RN . Note
that if Ω =RN , then CapRN is the classical Wiener capacity, sometimes also called the (1,2)-capacity.
By [2], if Ω is irregular, there may exist subsets A of ∂Ω such that CapΩ(A) = 0 < Cap(A).
Deﬁnition 2.5. Let Ω ⊂ RN be an open set. A Borel measure μ on ∂Ω is called admissible, if μ does
not charge polar sets, that is, Cap(A) = 0 implies μ(A) = 0 for every measurable set A ⊂ ∂Ω .
Remark 2.6. By [16, Theorem 4, p. 156], if A ⊂RN is such that Cap(A) = 0, then H s(A) = 0 for every
s > N − 2, where H s denotes the s-dimensional Hausdorff measure.
The following lemma shows that if Ω has the H1-extension property, then an admissible measure
does not charge relatively polar subsets of ∂Ω .
Lemma 2.7. Let Ω ⊂ RN be a bounded H1-extension domain. If A ⊂ ∂Ω is such that CapΩ(A) = 0, then
μ(A) = 0.
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such that E(H1(Ω) ∩ C(Ω)) ⊂ H1(RN ) ∩ C(RN ). In fact, since Ω has the H1-extension property, by
[20, Theorem 2], it satisﬁes the measure density condition, that is, there exists a constant cΩ > 0 such
that
∣∣B(x, r) ∩ Ω∣∣ cΩrN for all x ∈ Ω and all 0< r  1.
Moreover λN (∂Ω) = H N (∂Ω) = |∂Ω| = 0. For a measurable set G ⊂ RN we let M1,2(G) be the
Sobolev type space introduced by Hajłasz [19], that is, M1,2(G) is the space which consists of
all functions u ∈ L2(G) with generalized gradient in L2(G). It follows from [31, Theorem 1.3]
that M1,2(RN )|Ω = M1,2(Ω) and that there exists a linear and continuous extension operator E :
M1,2(Ω) → M1,2(RN ). Using the fact that M1,2(RN ) = H1(RN ) as sets with equivalent norms, we
get that M1,2(Ω) = H1(Ω) as sets with equivalent norms, hence the extension operator E con-
structed for M1,2(Ω) is also a linear and continuous extension operator from H1(Ω) into H1(RN ).
To verify that the extension operator E constructed by Shvartsman [31] maps H1(Ω) ∩ C(Ω) into
H1(RN )∩ C(RN ), we describe shortly the construction of this explicit extension operator. By [31, The-
orem 2.4], there exists a countable family of balls W = W (Ω) such that RN \Ω =⋃B∈W B , every ball
B = B(xB , rB) ∈ W satisﬁes 3rB  dist(B,Ω) 25rB and further every point of RN \ Ω is covered by
at most C = C(N) balls from W . Let (ΘB) for B ∈ W be a partition of unity associated with this Whit-
ney covering W with properties 0ΘB  1, supp(ΘB) ⊂ B(xB , (9/8)rB), ∑B∈W ΘB(x) = 1 on RN \Ω ,
and for all x, y ∈RN , |ΘB(x) − ΘB(y)| Cdist(x, y)/rB for some constant C > 0 independent of B . By
[31, Theorem 2.6], there is a family of Borel sets {HB : B ∈ W } such that HB ⊂ B(xB , γ1rB) ∩ Ω ,
λN (B) γ2λN (HB) for all B ∈ W whenever rB  cΩ , where γ1 and γ2 are positive constants. Now, by
[31, Theorem 1.3, Eq. (1.5)], a continuous extension operator E : M1,2(Ω) → M1,2(RN ) is given by
(E u)(x) :=
∑
B∈W
uHBΘB(x) for x ∈RN \ Ω, where uHB :=
1
λN(HB)
∫
HB
u dx,
and (E u)(x) = u(x) if x ∈ Ω . Now, the claim follows from the construction of E .
Finally, using the claim, by [2, Proposition 1.4], for every A ⊂ Ω , one has
1
‖E ‖ Cap(A) CapΩ(A) Cap(A),
where ‖E ‖ denotes the norm of the extension operator E : H1(Ω) → H1(RN ). Now, let A ⊂ ∂Ω be
such that CapΩ(A) = 0. Then Cap(A) = 0 and hence, μ(A) = 0 since μ was assumed to be admissi-
ble. 
3. Generation and ultracontractivity results on Lp(Ω)
Throughout this section, we assume that Ω ⊂RN is a bounded H1-extension domain and that μ is
an admissible Borel measure on the boundary ∂Ω of Ω . We also assume that B : ∂Ω ×R→ [0,+∞]
satisﬁes the following assumptions:
(H1)
⎧⎪⎪⎨⎪⎪⎩
B(·, t) ∈ L1(∂Ω,dμ) for all t ∈R;
B(x, ·) is differentiable, even and convex for μ-a.e. x ∈ ∂Ω;
B(x,0) = 0 for μ-a.e. x ∈ ∂Ω;
B(x,2t) C B(x, t) for all x ∈ ∂Ω and t ∈R.
We deﬁne the functional ϕB : L2(Ω) → [0,+∞] by
1956 M. Biegert, M. Warma / J. Differential Equations 247 (2009) 1949–1979ϕB(u) :=
{
1
2
∫
Ω
|∇u|2 dx+ ∫
∂Ω
B(x, u˜)dμ if u ∈ D(ϕB),
∞ if u ∈ L2(Ω) \ D(ϕB),
(9)
where the effective domain of ϕB is given by
D(ϕB) =
{
u ∈ H1(Ω):
∫
∂Ω
B(x, u˜)dμ < ∞
}
.
Here u˜ denotes the relatively quasi-continuous version of u ∈ H1(Ω). From now on we will identify a
function u ∈ H1(Ω) with its relatively quasi-continuous version u˜ deﬁned on Ω .
It is clear that D(ϕB) is a convex subset of L2(Ω) and it contains the space of test functions D(Ω)
(since B(x,0) = 0). Moreover, with our assumptions we have that D(ϕB) is even a vector space. The
following result is the starting point to get generation results on L2(Ω).
Theorem 3.1. The functional ϕB deﬁned in (9) is proper, convex and lower semicontinuous on the Hilbert
lattice L2(Ω).
Proof. It is clear that ϕB is proper (since D(Ω) ⊂ D(ϕB)) and convex. We show that ϕB is lower
semicontinuous. Let un be a sequence in D(ϕB) which converges in L2(Ω) to u ∈ L2(Ω). Without
loss of generality we may assume that ϕB(un) remains bounded. Then un is a bounded sequence in
H1(Ω) and hence by passing to a subsequence we may assume that un ⇀ u in H1(Ω) and un → u
μ-a.e. on ∂Ω . Hence ∫
Ω
|∇u|2 dx lim inf
n
∫
Ω
|∇un|2 dx
and B(x,u(x)) = lim infn B(x,un(x)) μ-a.e. on ∂Ω which implies that∫
∂Ω
B
(
x,u(x)
)
dμ =
∫
∂Ω
lim inf
n
B
(
x,un(x)
)
dμ lim inf
n
∫
∂Ω
B
(
x,un(x)
)
dμ.
Both cases together imply that ϕB is lower semicontinuous. 
In the following remark we compute the subdifferential ∂ϕB .
Remark 3.2. Let f ∈ L2(Ω) and u ∈ D(ϕB). Then we show that f ∈ ∂ϕB(u) if and only if
−u = f inD ′(Ω) and ∂u
∂ν
dσ + β(x,u)dμ = 0 on ∂Ω. (10)
Assume ﬁrst that f ∈ ∂ϕB(u). Then, by the deﬁnition of the subdifferential ∂ϕB , we have that for all
v ∈ D(ϕB), ∫
Ω
f (v − u)dx 1
2
∫
Ω
|∇v|2 − |∇u|2 dx+
∫
∂Ω
B(x, v) − B(x,u)dμ.
Fix w ∈ D(ϕB) and let t ∈ [0,1] and v := tw + (1 − t)u ∈ D(ϕB). Then from the above inequality,
dividing by t and taking the limit as t → 0+ we get
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Ω
f (w − u)dx
∫
Ω
∇u∇(w − u)dx+
∫
∂Ω
β(x,u)(w − u)dμ.
Choosing w = u ± ψ ∈ D(ϕB) with ψ ∈ D(ϕB), we obtain that∫
Ω
fψ dx=
∫
Ω
∇u∇ψ dx+
∫
∂Ω
β(x,u)ψ dμ
for all ψ ∈ D(ϕB) ⊃ H1(Ω) ∩ C(Ω). Hence, Eq. (10) holds. For the converse implication let u ∈ D(ϕB)
be ﬁxed. Then we have
ϕB(v) − ϕB(u)
∫
Ω
∇u∇(v − u)dx+
∫
∂Ω
β(x,u)(v − u)dμ
for all v ∈ D(ϕB). Now Eq. (10) implies that for all v ∈ u + [H1(Ω) ∩ C(Ω)]
ϕB(v) − ϕB(u)
∫
Ω
f (v − u)dx.
It is not diﬃcult to see that this inequality remains true for all v ∈ D(ϕB) and hence f ∈ ∂ϕB(u). In
fact, let v ∈ D(ϕB) be ﬁxed and let vm := [v ∧m] ∨ (−m). Let (vm,n)n be a sequence in H1(Ω)∩ C(Ω)
such that −m vm,n m and vm,n → vm in H1(Ω) as n → ∞. Then
ϕB(vm + u) − ϕB(u) = lim
n
ϕB(vm,n + u) − ϕB(u) lim
n
∫
Ω
f vm,n dx=
∫
Ω
f vm dx.
Taking the limit as m → ∞ (and using that v ∈ D(ϕB)) we get
ϕB(v + u) − ϕB(u)
∫
Ω
f v dx.
Since D(ϕB) is a vector space, the claim follows by replacing v by v − u.
Now we are ready to prove the well-posedness of the parabolic equation (3) on L2(Ω).
Theorem 3.3. The subdifferential ∂ϕB generates a strongly continuous nonlinear semigroup (SB(t))t0 on
L2(Ω) which is submarkovian, that is,
• (SB(t))t0 is order preserving and
• ‖SB(t)u − SB(t)v‖∞  ‖u − v‖∞ for all t  0 and u, v ∈ L∞(Ω).
Proof. (a) Since ϕB is a proper, convex and lower semicontinuous functional on L2(Ω) we get from
Theorem 2.1 that ∂ϕB generates a nonlinear semigroup (SB(t))t0 on L2(Ω). Since D(Ω) ⊂ D(ϕB), it
follows that D(ϕB) is dense in L2(Ω). Hence the semigroup is strongly continuous.
(b) We show that SB is order preserving. We verify the condition (6) in Theorem 2.2. Let u, v ∈
L2(Ω). If u or v does not belong to D(ϕB), there is nothing to prove. Therefore, we may assume that
u, v ∈ D(ϕB) ⊂ H1(Ω). Let
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2
(u + u ∧ v) and h(u, v) := 1
2
(v + u ∨ v).
Then, using the convexity of B(x, ·), the Hölder inequality and the fact that ab  12 (a2 + b2) for all
a,b ∈R, we obtain that
ϕB
(
g(u, v)
)= 1
2
∫
{uv}
|∇u|2 dx+
∫
{uv}
B(x,u)dμ
+ 1
2
∫
{u>v}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx+ ∫
{u>v}
B
(
x,
1
2
(u + v)
)
dμ
 1
2
∫
{uv}
|∇u|2 dx+
∫
{uv}
B(x,u)dμ
+ 1
4
( ∫
{u>v}
|∇u|2 dx+
∫
{u>v}
|∇v|2 dx
)
+ 1
2
( ∫
{u>v}
B(x,u)dμ +
∫
{u>v}
B(x, v)dμ
)
(11)
and similarly
ϕB
(
h(u, v)
)= 1
2
∫
{uv}
|∇v|2 dx+
∫
{uv}
B(x, v)dμ
+ 1
2
∫
{u>v}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx+ ∫
{u>v}
B
(
x,
1
2
(u + v)
)
dμ
 1
2
∫
{uv}
|∇v|2 dx+
∫
{uv}
B(x, v)dμ
+ 1
4
( ∫
{u>v}
|∇u|2 dx+
∫
{u>v}
|∇v|2 dx
)
+ 1
2
( ∫
{u>v}
B(x,u)dμ +
∫
{u>v}
B(x, v)dμ
)
. (12)
From Eqs. (11) and (12) we get that
ϕB
(
g(u, v)
)+ ϕB(h(u, v)) ϕB(u) + ϕB(v) for all u, v ∈ L2(Ω).
By Theorem 2.2, the semigroup SB is order preserving.
(c) Next we show that SB is non-expansive in L∞(Ω). We verify condition (7) in Theorem 2.2. For
α > 0 and u, v ∈ L2(Ω) we let
gα(u, v) := 1
[
(u − v + α)+ − (u − v − α)−
]
.2
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D(ϕB).
• We ﬁrst investigate the terms involving gradients. Using again Hölder’s inequality and the fact
that ab 12 (a2 + b2) for all a,b ∈R, we obtain that∫
Ω
∣∣∇(v + gα(u, v))∣∣2 dx= ∫
{|u−v|α}
|∇u|2 dx+
∫
{u−v<−α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx
+
∫
{u−v>α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx

∫
{|u−v|α}
|∇u|2 dx+ 1
2
∫
{u−v<−α}
(|∇u|2 + |∇v|2)dx
+ 1
2
∫
{u−v>α}
(|∇u|2 + |∇v|2)dx, (13)
and ∫
Ω
∣∣∇(u − gα(u, v))∣∣2 dx= ∫
{|u−v|α}
|∇v|2 dx+
∫
{u−v<−α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx
+
∫
{u−v>α}
∣∣∣∣∇ 12 (u + v)
∣∣∣∣2 dx

∫
{|u−v|α}
|∇v|2 dx+ 1
2
∫
{u−v<−α}
(|∇u|2 + |∇v|2)dx
+ 1
2
∫
{u−v>α}
(|∇u|2 + |∇v|2)dx. (14)
Combining (13) and (14) gives∫
Ω
∣∣∇(v + gα(u, v))∣∣2 dx+ ∫
Ω
∣∣∇(u − gα(u, v))∣∣2 dx ∫
Ω
|∇u|2 dx+
∫
Ω
|∇v|2 dx. (15)
• Now we investigate the terms not involving gradients. For α > 0 we set
λ := 1{u =v} gα(u, v)
u − v .
A direct calculation shows that λ ∈ [0,1]. Moreover,
u − gα(u, v) = λv + (1− λ)u and v + gα(u, v) = λu + (1− λ)v.
Therefore, using the convexity of B(x, ·), we obtain the following estimates:
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∂Ω
B
(
x,u − gα(u, v)
)
dμ =
∫
∂Ω
B
(
x, λv + (1− λ)u)dμ

∫
∂Ω
λB(x, v)dμ +
∫
∂Ω
(1− λ)B(x,u)dμ (16)
and ∫
∂Ω
B
(
x, v + gα(u, v)
)
dμ =
∫
∂Ω
B
(
x, λu + (1− λ)v)dμ

∫
∂Ω
λB(x,u)dμ +
∫
∂Ω
(1− λ)B(x, v)dμ. (17)
Combining (16) and (17) gives∫
∂Ω
B
(
x,u − gα(u, v)
)
dμ+
∫
∂Ω
B
(
x, v + gα(u, v)
)
dμ

∫
∂Ω
B(x,u)dμ +
∫
∂Ω
B(x, v)dμ. (18)
Finally, it follows from (15) and (18) that for all u, v ∈ L2(Ω) one has
ϕB
(
v + gα(u, v)
)+ ϕB(u − gα(u, v)) ϕB(u) + ϕB(v).
Hence, by Theorem 2.2, the semigroup SB is non-expansive in L∞(Ω). 
Corollary 3.4. Let 1  p < ∞. Then for every u0 ∈ Lp(Ω), the ﬁrst order Cauchy problem (3) has a unique
strong solution.
Proof. Since the functional ϕB is non-negative and the strongly continuous nonlinear semigroup SB
on L2(Ω) is submarkovian, it follows from [12, Theorem 2.4] that SB can be extended to a strongly
continuous, non-expansive semigroup on Lp(Ω) for every p ∈ [2,∞) and to a non-expansive semi-
group on L∞(Ω), and each of these semigroups is order preserving. Finally, it follows from the duality
argument given in [8, p. 21] that SB can be extended to a strongly continuous, non-expansive and
order preserving semigroup on Lp(Ω) for every p ∈ [1,2). Therefore, the parabolic equation (3) is
well-posed on Lp(Ω) for every p ∈ [1,∞) in the sense that for every u0 ∈ Lp(Ω), there is a unique
function u(·) := SB(·)u0 ∈ C(R+; Lp(Ω)) ∩ W 1,∞loc ((0,∞); Lp(Ω)), and u(t) ∈ D(∂ϕB) a.e. and satis-
ﬁes (3). That is, u is a strong solution of (3). 
Now we prove the ultracontractivity property.
Theorem 3.5. Let (SB(t))t0 be the strongly continuous nonlinear submarkovian semigroup on L2(Ω) gener-
ated by the subdifferential ∂ϕB . Let p  2. Then there exists a constant C1 > 0 such that for all u0, v0 ∈ Lp(Ω)
and every t > 0, one has
∥∥SB(t)u0 − SB(t)v0∥∥∞  C1 exp[ 4p2
(
p
2
− 1
3
)
t
](
1
t
) N
2p
‖u0 − v0‖p .
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in the linear case contained in [14, Section 2.2] (see also [11, Theorem 1.5] for the case of the p-
Laplace operator with Dirichlet boundary conditions). Here, we use the following Logarithmic–Sobolev
inequality contained in [14, pp. 76–77]. Let Ω ⊂RN be a bounded domain which has the H1-extension
property. Let f ∈ H1(Ω), f  0 with ‖ f ‖Ω,2 = 1. Then for every ε > 0, one has∫
Ω
f 2 log( f )dx N
4
(− log(ε) + Cε‖∇ f ‖22 + Cε), (19)
where C > 0 denotes the constant appearing in the Sobolev inequality (8). For simplicity, all cal-
culations will be carried out assuming that N  3. However, all results hold for N = 2 with minor
changes.
Proof of Theorem 3.5. Let u0, v0 ∈ L∞(Ω), u(s) := SB(s)u0, v(s) := SB(s)v0, where s > 0. Let r  2
and consider the function Gr : (0,∞) → [0,∞) deﬁned by
Gr(s) :=
∥∥u(s) − v(s)∥∥rr .
First notice that Gr is well-deﬁned because the solutions u and v are bounded in Ω × (0,∞) and
Ω is bounded. We show that Gr is differentiable a.e. Since by Theorem 3.3, SB(s) is the strongly
continuous semigroup of contractions generated by the subdifferential ∂ϕB of the proper, convex
and lower semicontinuous functional ϕB , and D(∂ϕB) is dense in L2(Ω), it follows from a result
of Brézis (see [30, Proposition IV.3.2 and Corollary IV.3.2] or Theorem 2.1 above) that, for every
u0, v0 ∈ L∞(Ω) ⊂ L2(Ω) = D(∂ϕB), the functions u(s) := SB(s)u0 and v(s) := SB(s)v0 belong to
D(∂ϕB) for every s > 0, and u and v (as function of s) are continuous from [0,∞) → L2(Ω) and
Lipschitz continuous from [a,∞) → L2(Ω) for a > 0. Hence, u and v (as function of s) are differen-
tiable a.e. Therefore, Gr is differentiable a.e. Since
Gr(s) =
∫
Ω
∣∣u(s) − v(s)∣∣r dx,
by Leibniz rule, and using the fact that u(s) and v(s) are solutions of the Cauchy problem with
respective initial data u0 and v0, we obtain that for a.e. s > 0,
d
ds
∥∥u(s) − v(s)∥∥rr = r ∫
Ω
∣∣u(s) − v(s)∣∣r−1sgn(u(s) − v(s))(u′(s) − v ′(s))dx
= r
∫
Ω
∣∣u(s) − v(s)∣∣r−1sgn(u(s) − v(s))(u(s) − v(s))dx
= −r(r − 1)
∫
Ω
∣∣u(s) − v(s)∣∣r−2∣∣∇(u(s) − v(s))∣∣2 dx
− r
∫
∂Ω
∣∣u(s) − v(s)∣∣r−2(β(x,u(s))− β(x, v(s)))(u(s) − v(s))dσ
−r(r − 1)
∫ ∣∣u(s) − v(s)∣∣r−2∣∣∇(u(s) − v(s))∣∣2 dx, (20)
Ω
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In the last inequality, we have used the fact that (β(x,u) − β(x, v))(u − v) 0. Next, let r : [0,∞) →
[2,∞) be an increasing differentiable function. Using the same arguments as above, we have that the
function
H := Gr(·)(·) : [0,∞) → [0,∞), s 
→ H(s) =
∥∥u(s) − v(s)∥∥r(s)r(s)
is differentiable a.e. Since
d
ds
∥∥u(s) − v(s)∥∥r(s)r(s) = r′(s) ∂∂r ∥∥u(s) − v(s)∥∥rr
∣∣∣∣
r=r(s)
+ ∂
∂s
∥∥u(s) − v(s)∥∥rr∣∣∣∣
r=r(s)
,
it follows from (20) that
H ′(s) = d
ds
∥∥u(s) − v(s)∥∥r(s)r(s)
 r′(s)
∫
Ω
∣∣u(s) − v(s)∣∣r(s) log∣∣u(s) − v(s)∣∣dx
− R(s)
∫
Ω
∣∣u(s) − v(s)∣∣r(s)−2∣∣∇(u(s) − v(s))∣∣2 dx, (21)
where R(s) := r(s)(r(s) − 1). Using (21), we get the following estimates with w(s) := u(s) − v(s).
d
ds
log
∥∥u(s) − v(s)∥∥r(s)
= d
ds
1
r(s)
log
(
H(s)
)= −r′(s)
r2(s)
log
(
H(s)
)+ H ′(s)
r(s)H(s)
 −r
′(s)
r2(s)
log
(
H(s)
)− r(s) − 1
H(s)
∫
Ω
∣∣w(s)∣∣r(s)−2∣∣∇w(s)∣∣2 + r′(s)
r(s)H(s)
∫
Ω
∣∣w(s)∣∣r(s) log∣∣w(s)∣∣
 r
′(s)
r(s)
∫
Ω
|w(s)|r(s)
H(s)
log
( |w(s)|
H(s)1/r(s)
)
− r(s) − 1
H(s)
∫
Ω
∣∣w(s)∣∣r(s)−2∣∣∇w(s)∣∣2
 r
′(s)
r(s)
∫
Ω
|w(s)|r(s)
H(s)
log
( |w(s)|
H(s)1/r(s)
)
− r(s) − 1
H(s)
4
r2(s)
∫
Ω
∣∣∇(∣∣w(s)∣∣ r(s)2 )∣∣2.
Let
f := ∣∣w(s)∣∣ r(s)2 ∥∥w(s)∥∥−r(s)2r(s) .
Then f ∈ H1(Ω), f  0 and ‖ f ‖Ω,2 = 1. It follows from the Logarithmic–Sobolev inequality (19) that
for every ε > 0, one has
M. Biegert, M. Warma / J. Differential Equations 247 (2009) 1949–1979 1963−
∫
Ω
|∇ f |2 dx= − 1
H(s)
∫
Ω
∣∣∇(∣∣w(s)∣∣ r(s)2 )∣∣2 dx
− 4
NCε
∫
Ω
|w(s)|r(s)
H(s)
log
( |w(s)| r(s)2
H(s)1/2
)
dx− log(ε)
Cε
+ 1. (22)
Let
K
(
r(s),w(s)
) := ∫
Ω
|w(s)|r(s)
H(s)
log
( |w(s)|
H(s)1/r(s)
)
dx.
Using (22) we obtain
d
ds
log
∥∥w(s)∥∥r(s)  r′(s)r(s) K (r(s),w(s))+ A(s),
where
A(s) := −4(r(s) − 1)
(r(s))2
4
NCε
∫
Ω
|w(s)|r(s)
H(s)
log
( |w(s)| r(s)2
H(s)1/2
)
dx+ 4(r(s) − 1)
(r(s))2
[
1− logε
Cε
]
.
Using that log(|w(s)|r(s)/2H(s)−1/2) = (r(s)/2) log(|w(s)|H(s)−1/r(s)), we get for every ε > 0,
d
ds
log
∥∥w(s)∥∥r(s)  [ r′(s)r(s) − 8(r(s) − 1)r(s)NCε
]
K
(
r(s),w(s)
)
− 4(r(s) − 1)
(r(s))2
logε
Cε
+ 4(r(s) − 1)
(r(s))2
. (23)
Let ε > 0 be such that the ﬁrst term on the right hand side of (23) is zero, that is,
0 < ε = ε(s) := 8(r(s) − 1)
CNr′(s)
.
Then
d
ds
log
∥∥w(s)∥∥r(s) − Nr′(s)2(r(s))2 log
(
8(r(s) − 1)
CNr′(s)
)
+ 4(r(s) − 1)
(r(s))2
. (24)
Let
q(s) := Nr
′(s)
2(r(s))2
log
(
8(r(s) − 1)
CNr′(s)
)
− 4(r(s) − 1)
(r(s))2
, Q (s) :=
s∫
0
q(τ )dτ ,
and y(s) := log‖w(s)‖r(s) . It follows from (24) that y′ + Q ′  0, hence
y(s) + Q (s) y(0) + Q (0) = y(0). (25)
1964 M. Biegert, M. Warma / J. Differential Equations 247 (2009) 1949–1979Let r(s) := ptt−s with p  2 and 0 s < t . Calculating, one obtains that q(s) = q1(s) + q2(s) with
q1(s) := N
2pt
[
log8+ log(pt − t + s) + log(t − s) − log(CNpt)]
and
q2(s) := −4(pt)−2
(
pt2 − pst − t2 + 2st − s2).
A direct calculation shows that
s∫
0
q2(τ )dτ = −4
(pt)2
(
pt2s− pts
2
2
− t2s+ ts2 − s
3
3
)
⇒ lim
s→t−
s∫
0
q2(τ )dτ = 4
p2
(
1
3
− p
2
)
t,
and
s∫
0
q1(τ )dτ = N
2pt
(
s log
8
CNpt
+ (s+ pt − t) log(s+ pt − t) − s
− (pt − t) log(pt − t) + (s− t) log(s− t) − s+ t log t
)
and
lim
s→t−
s∫
0
q1(τ )dτ = N
2p
log(t) + N
2p
[
log
(
8
CNp
)
+ p log(p) − 2− (p − 1) log(p − 1)
]
.
Hence,
lim
s→t−
Q (s) = Q (t) = − 4
p2
(
p
2
− 1
3
)
t + N
2p
log(t) + C(N, p),
with
C(N, p) := N
2p
[
log
(
8
CNp
)
+ p log(p) − 2− (p − 1) log(p − 1)
]
.
Using the submarkovian property and (25), we obtain that for all 0< s t ,
∥∥u(t) − v(t)∥∥r(s)  ∥∥u(s) − v(s)∥∥r(s) = ey(s)  e−Q (s)ey(0). (26)
Let
C1 := e−C(N,p) and C2 := 4
p2
(
p
2
− 1
3
)
.
Since lims→t r(s) = ∞, r(0) = p, and
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it follows from (26) that for all t > 0,
∥∥u(t) − v(t)∥∥∞  C1eC2telog( 1t ) N2p ey(0) = C1eC2tt− N2p ‖u0 − v0‖p . (27)
To remove the requirement that u0, v0 ∈ L∞(Ω), let u0, v0 ∈ Lp(Ω) and un,0, vn,0 ∈ L∞(Ω) be se-
quences which converge respectively to u0 and v0 in Lp(Ω). Let un(t) := SB(t)un,0, vn(t) := SB(t)vn,0,
u(t) := SB(t)u0 and v(t) := SB(t)v0. Using (27) with ﬁrst vn,0 = 0 and then un,0 = 0, we obtain
that for every t > 0, un(t) and vn(t) converge respectively to u(t) and v(t) in L∞(Ω). There-
fore, for every t > 0, the sequence (un(t) − vn(t)) converges in L∞(Ω). By uniqueness of the limit,
limn→∞(un(t) − vn(t)) = u(t) − v(t). Hence, for every u0, v0 ∈ Lp(Ω) and t > 0, we have∥∥u(t) − v(t)∥∥∞ = ∥∥SB(t)u0 − SB(t)v0∥∥∞  C1eC2tt− N2p ‖u0 − v0‖p,
and this completes the proof. 
To conclude this section, we give an example of a bounded domain which has the H1-extension
property and its boundary has Hausdorff dimension s > N − 1.
Example 3.6. Let Ω ⊂R2 be the von Koch snowﬂake. It is well-known that the Hausdorff dimension s
of ∂Ω is given by s := log(4)/ log(3) > 1 and 0 < H s(∂Ω) < ∞. The approach in [2] and [13] shows
that there are no Robin boundary conditions for this domain. But, by [21, Theorems B and 4], Ω has
the H1-extension property. Our formulation with μ =H s shows that the generalized Robin boundary
conditions are realized on the whole boundary of this domain. This is also the case for any (ε, δ)-
domain Ω ⊂ RN in the sense of Jones [21]. Note that an (ε, δ)-domain always has the H1-extension
property and its boundary has Hausdorff dimension s ∈ [N − 1,N). Therefore, all the results of this
section apply for such type of domains.
4. Generation results on the space of continuous functions
In this section we assume that Ω ⊂RN is a bounded Lipschitz domain. Then the boundary ∂Ω of
Ω has Hausdorff dimension s = N − 1 and σ :=H N−1|∂Ω coincides with the usual surface measure.
We assume that β : ∂Ω ×R→R satisﬁes the following assumptions:
(H2)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
β(·, t) is measurable for every t ∈R,
β(x, ·) is odd, strictly increasing, β(x,0) = 0 for σ -a.e. x ∈ ∂Ω,
β(x, ·) is continuous for σ -a.e. x ∈ ∂Ω,
lim
ξ→∞β(x, ξ) = ∞ for σ -a.e. x ∈ ∂Ω.
Since β(x, ·) is strictly increasing for σ -a.e. x ∈ ∂Ω , then it has an inverse which we denote by β˜(x, ·).
Let B, B˜ : ∂Ω ×R→ [0,∞) be deﬁned by
B(x, ξ) :=
|ξ |∫
0
β(x, η)dη and B˜(x, ξ) :=
|ξ |∫
0
β˜(x, η)dη.
Then, it is clear that for σ -a.e. x ∈ ∂Ω , B(x, ·) and B˜(x, ·) are continuous, strictly increasing, convex
and B(x,0) = B˜(x,0) = 0. The functions B(x, ·) and B˜(x, ·) are called complementary N -functions. For
more details on N -functions see [1, Chapter VIII] and [29, Chapter I].
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(a) We say that B and B˜ satisfy the (2)-condition (in the sense of [1, p. 32]), if there exist constants
0 < c1, c2  1 such that
(2)
{
c1ξβ(x, ξ) B(x, ξ) ξβ(x, ξ),
c2ξ β˜(x, ξ) B˜(x, ξ) ξ β˜(x, ξ)
for all ξ ∈R and σ -a.e. x ∈ ∂Ω .
(b) We say that β satisﬁes the condition (G) if
(G)
{
there is a constant c ∈ (0,1] such that
c
∣∣β(x, ξ − η)∣∣ ∣∣β(x, ξ) − β(x, η)∣∣
for all ξ,η ∈R and σ -a.e. x ∈ ∂Ω .
The following is the main result of this section.
Theorem 4.2. Assume that β satisﬁes (H2) and (G), and that B and B˜ satisfy the (2)-condition. Assume also
that for every u ∈ L∞(∂Ω) the function β(·,u(·)) ∈ Lq(∂Ω) for some q > N − 1. Then a realization β,c of
the Laplace operator with the nonlinear Robin boundary conditions ∂u/∂ν + β(x,u) = 0 on ∂Ω , generates a
strongly continuous and contractive nonlinear semigroup on C(Ω). As a consequence, for every u0 ∈ C(Ω),
the Cauchy problem (3) has a unique strong solution.
To prove the theorem, we need some preparations.
Throughout the following we will always identify a function u ∈ H1(Ω) with the function u˜ on Ω
given by u˜ := u in Ω and u˜ := Tr(u) on ∂Ω . Let β : ∂Ω × R → R satisfy (H2) and B, B˜ : ∂Ω × R →
[0,∞) satisfy the (2)-condition. Let LB(∂Ω) be the Musielak–Orlicz space given by
LB(∂Ω) :=
{
u ∈ L0(∂Ω): B(·,u) ∈ L1(∂Ω)}
where L0(∂Ω) denotes the space of all σ -measurable functions on ∂Ω . Since B and B˜ satisfy the
(2)-condition, it follows from [1, Theorem 8.19] that LB(∂Ω) endowed with the Luxemburg norm
‖u‖B,∂Ω := inf
{
k > 0:
∥∥B(·,u/k)∥∥L1(∂Ω)  1},
is a reﬂexive Banach space. Moreover, by [1, 8.11, p. 234], one has the following generalized version
of Hölder’s inequality: ∣∣∣∣ ∫
∂Ω
uv dσ
∣∣∣∣ 2‖u‖B,∂Ω‖v‖B˜,∂Ω . (28)
We equip the vector space V given by
V := {u ∈ H1(Ω): Tr(u) ∈ LB(∂Ω)}
with the norm
‖u‖V := ‖u‖H1(Ω) + ‖u‖B,∂Ω .
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the dual space of V . Since D(Ω) ⊂ V , it follows that V is also dense in L2(Ω). Moreover, if for every
u ∈ C(Ω) the function β(·,u(·)) ∈ Lq(∂Ω) for some q 1, then C1(Ω) is a dense subspace of V . Now,
for θ  0, we deﬁne the nonlinear form Aβ,θ on L2(Ω) with domain V by
Aβ,θ (u, v) := θ
∫
Ω
uv dx+
∫
Ω
∇u∇v dx+
∫
∂Ω
β(x,u)v dσ , u, v ∈ V .
If θ = 0 we let Aβ :=Aβ,0. We have the following result.
Lemma 4.3. Assume that β satisﬁes (H2), and that B and B˜ satisfy the (2)-condition. Then the form Aβ,θ
is monotone and hemicontinuous and Aβ,θ (u, ·) ∈ V ′ for all u ∈ V . If θ > 0, then Aβ,θ is coercive, that is,
Aβ,θ (u,u)/‖u‖V → ∞ as ‖u‖V → ∞.
Proof. Since Aβ,θ (u,u − w) − Aβ,θ (w,u − w)  0 for u,w ∈ V , we have that Aβ,θ is monotone.
Since β(x, ·) is continuous for σ -a.e. x ∈ ∂Ω , we have that for all u, v,w ∈ V ,
lim
t↓0 Aβ,θ (u + tv,w) =Aβ,θ (u,w).
Hence Aβ,θ is hemicontinuous. We show that Aβ,θ (u, ·) ∈ V ′ for every u ∈ V . It is clear that
Aβ,θ (u, ·) is linear. Let u, v ∈ V . Using (28), we obtain that
∣∣Aβ,θ (u, v)∣∣ θ‖u‖Ω,2‖v‖Ω,2 + ‖∇u‖Ω,2‖∇v‖Ω,2 + ∣∣∣∣ ∫
∂Ω
β(x,u)v dσ
∣∣∣∣
 C‖u‖V ‖v‖v + 2max
{
1,
∫
∂Ω
B˜
(
x, β(x,u)
)
dσ
}
‖v‖B,∂Ω

(
C‖u‖V + 2max
{
1,
∫
∂Ω
B˜
(
x, β(x,u)
)
dσ
})
‖v‖V . (29)
Using that 0 B˜(x, β(x, ξ)) (1/c1) · B(x, ξ), we get that Aβ,θ (u, ·) ∈ V ′ for every u ∈ V . Finally, since
both B and B˜ satisfy the (2)-condition, it follows from [29, Theorem 2, p. 3 and Proof of Theorem 2,
p. 62] that
lim‖u‖B,∂Ω→+∞
∫
∂Ω
uβ(x,u)dσ
‖u‖B,∂Ω = +∞.
As a consequence, we obtain that for θ > 0
lim‖u‖V →+∞
Aβ,θ (u,u)
‖u‖V = lim‖u‖V →+∞
Aβ,0(u,u) + θ‖u‖2Ω,2
‖u‖V = +∞.
Hence Aβ,θ is coercive for θ > 0. 
Next, let Aβ,θ be the operator on L2(Ω) associated with the form Aβ,θ , that is,
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{
w ∈ L2(Ω): Aβ,θ (u, v) = (w, v)L2(Ω) ∀v ∈ V
}
,
D(Aβ,θ ) := {u ∈ V : Aβ,θu = ∅}.
The following result shows that the operator Aβ := Aβ,0 and ∂ϕB coincide.
Lemma4.4. Assume that β satisﬁes (H2), and that B and B˜ satisfy the (2)-condition. Then the subdifferential
∂ϕB (deﬁned in Section 3 with μ = σ ) and the operator Aβ coincide.
Proof. First, note that, as in [1, Section VIII 8.3, Eq. (5), pp. 229–230], one has the following Young
inequality
ηξ  B(x, ξ) + B˜(x, η) for σ -a.e. x ∈ ∂Ω, ∀η, ξ ∈R, (30)
and equality holds in (30) if and only if either ξ = β˜(x, η) or η = β(x, ξ). Hence, we have the equality
β(x, ξ)ξ = B(x, ξ) + B˜(x, β(x, ξ)), ∀ξ ∈R and σ -a.e. x ∈ ∂Ω. (31)
Next, using (30) with η = β(x, τ ), we obtain that
β(x, τ )ξ  B˜
(
x, β(x, τ )
)+ B(x, ξ). (32)
Let u ∈ D(Aβ) ⊂ V = D(ϕB). Then, by deﬁnition, there is a function w ∈ L2(Ω) such that
Aβ(u, v − u) =
∫
Ω
w(v − u)dx for every v ∈ V .
Therefore, using (32) and the fact that ab 12 (a2 + b2), we obtain that∫
Ω
w(v − u)dx=
∫
Ω
∇u∇(v − u) +
∫
∂Ω
β(x,u)(v − u)dσ
 1
2
∫
Ω
(|∇v|2 − |∇u|2)dx+ ∫
∂Ω
β(x,u)v dσ −
∫
∂Ω
β(x,u)u dσ
 1
2
∫
Ω
(|∇v|2 − |∇u|2)dx+ ∫
∂Ω
B(x, v)dσ +
∫
∂Ω
(
B˜
(
x, β(x,u)
)− β(x,u)u)dσ
 1
2
∫
Ω
(|∇v|2 − |∇u|2)dx+ ∫
∂Ω
B(x, v)dσ −
∫
∂Ω
B(x,u)dσ
= ϕB(v) − ϕB(u),
where we have also used the fact that by (31),
B˜
(
x, β(x,u)
)− β(x,u)u = −B(x,u).
Hence, u ∈ D(∂ϕB) and Aβ(u) ⊂ ∂ϕB(u).
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one has ∫
Ω
w(ψ − u)dx ϕB(ψ) − ϕB(u).
Letting ψ = u + tv (0 < t  1), dividing by t , and taking the limit as t ↓ 0 give∫
Ω
wv dx
∫
Ω
∇u∇v dx+
∫
∂Ω
β(x,u)v dσ =Aβ(u, v),
where we have also used the fact that for σ -a.e. x ∈ ∂Ω ,
lim
t↓0
B(x,u + tv) − B(x,u)
t
= β(x,u)v.
Since Aβ(u, ·) is linear, substituting v by −v gives
(w, v)L2(Ω) =Aβ(u, v) ∀v ∈ V .
Hence, u ∈ D(Aβ) and ∂ϕB(u) ⊂ Aβ(u) and this completes the proof. 
Next, let f ∈ Lp(Ω), p  2 and g ∈ Lq(∂Ω), q  2. We consider the nonlinear elliptic boundary
value problem given by
{−u + u = f in Ω,
∂u
∂ν
+ β(x,u) = g on ∂Ω. (33)
Recently, Arrieta and Bruschi [4] have investigated equations of the type (33) with a nonlinear
source f := f (x,u) and g ≡ 0 in varying domains Ωε . They have studied the behavior of the solutions
uε on Ωε , when Ωε converges to Ω in a certain sense.
Deﬁnition 4.5. A function u ∈ V = D(Aβ,1) is said to be a weak solution of (33) if
Aβ,1(u, v) =
∫
Ω
f v dx+
∫
∂Ω
gv dσ for all v ∈ D(Aβ,1).
To prove the existence and uniqueness of a weak solution to Eq. (33), we introduce the following
space.
Deﬁnition 4.6. For p,q ∈ [1,∞) or p = q = ∞ we deﬁne the Banach space
Xp,q(Ω) := {F = ( f , g): f ∈ Lp(Ω) and g ∈ Lq(∂Ω)}
endowed with the norm
‖F‖Xp,q(Ω) := ‖ f ‖Ω,p + ‖g‖∂Ω,q
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‖F‖X∞,∞(Ω) :=max
{‖ f ‖Ω,∞,‖g‖∂Ω,∞}
if p = q = ∞.
Let λN denote the N-dimensional Lebesgue measure and let μ := λN |Ω ⊕σ |∂Ω . Then Xp,p(Ω) can
be identiﬁed with Lp(Ω,μ). Identifying each function u ∈ H1(Ω) with (u,Tr(u)), one has that H1(Ω)
is a dense subspace of X2,2(Ω). Moreover, it follows from (8) and the trace theorem that H1(Ω) is
continuously embedded into X ps,qs (Ω), where ps := 2N/(N−2) and qs := 2(N−1)/(N−2) for N  3.
For simplicity, all the calculations will be carried out assuming that N  3. However, all the results
hold for N = 2 with minor changes.
Proposition 4.7. Assume that β satisﬁes (H2), and that B and B˜ satisfy the (2)-condition. Let f ∈ Lp(Ω)
and g ∈ Lq(∂Ω) with p  2 and q 2. Then Eq. (33) has a unique weak solution u ∈ D(Aβ,1).
Proof. Deﬁne the form Aβ,w on X2,2(Ω) with domain
V := D(Aβ,w) :=
{
U := (u,u|∂Ω): u ∈ V
}
where V := {u ∈ H1(Ω): Tr(u) ∈ LB(∂Ω)}
by
Aβ,w(U ,W ) :=
∫
Ω
uv dx+
∫
Ω
∇u∇v dx+
∫
∂Ω
β(x,u)v dσ
where W = (v,Tr(v)). Proceeding as in the proof of Lemma 4.3, one obtains that
Aβ,w :V →V ′, U 
→Aβ,w(U , ·)
is monotone, hemicontinuous, bounded and coercive. Hence for every F = ( f , g) ∈ X2,2(Ω) ⊂ V ′
there exists U ∈V such that
Aβ,w(U ,W ) =
∫
Ω
f v dx+
∫
∂Ω
gv dσ ∀W ∈V .
Then u is the unique weak solution of (33), where u is the ﬁrst component of U = (u,Tr(u)). 
Next, we show that if p > N2 and q > N − 1, then the solution of (33) is bounded on Ω . We also
obtain an a priori estimate for the solution.
Theorem 4.8. Assume that β satisﬁes (H2) and (G), and that B and B˜ satisfy the (2)-condition. Let f ∈
Lp(Ω) and g ∈ Lq(∂Ω) with p > N2 and q > N − 1. Let u, v ∈ D(Aβ,1) be such that for every ϕ ∈ D(Aβ,1),
Aβ,1(u,ϕ) −Aβ,1(v,ϕ) =
∫
Ω
f ϕ +
∫
∂Ω
gϕ dσ . (34)
Then there exists a constant C  0 (depending only on Ω,N, p and q) such that
‖u − v‖L∞(Ω)  C
(‖ f ‖Ω,p + ‖g‖∂Ω,q).
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Lemma 4.9. Let p  p′s = ph := 2N(N+2) and q q′s = qh := 2− 2N . Let A ⊂ Ω be anyμ-measurable set, where
μ := λN |Ω ⊕ σ |∂Ω .
Then there exists a constant C  0 such that, for all F ∈ X p,q(Ω) and ϕ ∈ H1(Ω), we have
‖Fϕ1A‖X1,1(Ω)  C‖F‖Xp,q(Ω)‖ϕ‖H1(Ω)‖1A‖Xp3,q3 (Ω),
where p3 := 2NpNp+2p−2N and q3 := 2(N−1)qNq−2N+2 .
Proof. First, note that if n ∈N and pi,qi ∈ [1,∞] (i = 1, . . . ,n) are such that
n∑
i=1
1
pi
=
n∑
i=1
1
qi
= 1,
and if Fi ∈ Xpi ,qi (Ω) (i = 1, . . . ,n), then by the classical Hölder inequality, we have that∥∥∥∥∥
n∏
i=1
Fi
∥∥∥∥∥
X1,1(Ω)

n∏
i=1
‖Fi‖Xpi ,qi (Ω). (35)
Next, let p1 := p, p2 := ps , q1 := q and q2 := qs . An elementary calculation shows that
1
p1
+ 1
p2
+ 1
p3
= 1, 1
q1
+ 1
q2
+ 1
q3
= 1, p3,q3 ∈ [1,∞].
Since H1(Ω) ↪→ Xps,qs (Ω), the lemma follows from (35). 
Throughout the remaining of this section, we use the following notation. If E is any subset of Ω
and k a real number, we say that a distribution u ∈ H1(Ω) is equal to k on E (u = k on E) if there
exists a sequence un ∈ C1(Ω) such that un = k on E and un converges to u in H1(Ω). Similarly, we
say that u  k on E if there exists a sequence un ∈ C1(Ω) such that un  k on E and un converges to
u in H1(Ω). Finally we say that u  k on E if −u −k on E . Since a sequence of functions converging
in L2(Ω) has a subsequence converging almost uniformly with respect to the Lebesgue measure, it
follows that u = k on E (resp. u  k on E) implies that u = k a.e. on E (resp. u  k a.e. on E).
For a function w ∈ H1(Ω) and a real number k 0, we let
A+k :=
{
x ∈ Ω: w(x) k}; A−k := {x ∈ Ω: w(x)−k}; Ak := A−k ∪ A+k .
Lemma 4.10. Assume that β satisﬁes (H2) and (G), and that B and B˜ satisfy the (2)-condition. Then, there
is a constant c > 0 such that for all u, v ∈ D(Aβ,1),
c ·Aβ,1(wk,wk)Aβ,1(u,wk) −Aβ,1(v,wk),
where for a real number k 0, wk := (|u − v| − k)+sgn(u − v).
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w · wk =
⎧⎪⎨⎪⎩
(wk + k)wk = w2k + k|wk| on A+k ,
(wk − k)wk = w2k + k|wk| on A−k ,
0 on Ω \ Ak.
Hence, (u − v)wk = w · wk = (w2k + k|wk|) · 1Ak , and this implies that
Aβ,1(u,wk) −Aβ,1(v,wk)
=
∫
Ω
wwk dx+
∫
Ω
∇w∇wk dx+
∫
∂Ω
(
β(·,u) − β(·, v))wk dσ
=
∫
Ak
w2k dx+ k
∫
Ak
|wk|dx+
∫
Ak
∣∣∇(wk)∣∣2 + ∫
Ak
(
β(·,u) − β(·, v))wk dσ
 c ·Aβ,1(wk,wk) + k
∫
Ak
|wk|dx+
∫
Ak
(
β(·,u) − β(·, v) − cβ(·,wk)
)
wk dσ . (36)
By the hypothesis (G) and the fact that β(x, ·) is strictly increasing for σ -a.e. x ∈ ∂Ω , we have that
for σ -a.e. x ∈ A+k ,
cβ
(
x,wk(x)
)= cβ(x,u(x) − v(x) − k) cβ(x,u(x) − v(x)) β(x,u(x))− β(x, v(x)).
Multiplying this inequality with wk(x) 0 gives that for σ -a.e. x ∈ A+k ,(
β
(
x,u(x)
)− β(x, v(x))− cβ(x,wk(x))) · wk(x) 0.
Similarly, for σ -a.e. x ∈ A−k we have that
cβ
(
x,wk(x)
)= cβ(x,u(x) − v(x) + k) cβ(x,u(x) − v(x)) β(x,u(x))− β(x, v(x)).
Hence, multiplying this inequality with wk(x) 0, we get that for σ -a.e. x ∈ A−k ,(
β
(
x,u(x)
)− β(x, v(x))− cβ(x,wk(x))) · wk(x) 0.
It follows from (36) that c ·Aβ,1(wk,wk)Aβ,1(u,wk) −Aβ,1(v,wk). 
The following lemma which is of analytic nature will be useful in deriving a priori estimates. For
the proof, we refer to [26, Lemma 3.11].
Lemma 4.11. Let ϕ : [k0,∞) → R be a non-negative, non-increasing function such that there are positive
constants c,α and δ where δ > 1 such that
ϕ(h) c(h − k)−αϕ(k)δ ∀h > k k0.
Then ϕ(k0 + d) = 0 where d = c1/αϕ(k0)(δ−1)/α2δ(δ−1) .
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[1, ps) and q ∈ [1,qs). Let u, v ∈ D(Aβ,1) and assume that there exists a constant C1  0 such that for every
k 0,
Aβ,1(u,wk) −Aβ,1(v,wk) C1‖wk‖H1(Ω)‖1Ak‖Xp,q , (37)
where for a real number k  0, wk := (|u − v| − k)+sgn(u − v). Then, there exists a constant C2  0 (inde-
pendent of C1) such that
‖u − v‖L∞(Ω)  C2 · C1.
Proof. It is clear that Aβ,1(ϕ,ϕ) ‖ϕ‖2H1(Ω) for all ϕ ∈ D(Aβ,1). Let u, v ∈ D(Aβ,1) and w := u − v .
Lemma 4.10 and (37) implies that there is a constant C > 0 such that for all k 0,
C‖wk‖2H1(Ω)  CAβ,1(wk,wk)Aβ,1(u,wk) −Aβ,1(v,wk) C1‖wk‖H1(Ω)‖1Ak‖Xp,q .
Hence, for all k 0,
‖wk‖H1(Ω) 
C1
C
‖1Ak‖Xp,q(Ω).
Let d denote the operator norm of the embedding H1(Ω) ↪→ Xps,qs (Ω). It follows from the preceding
inequality that
‖wk‖Xps ,qs (Ω)  dC1C ‖1Ak‖Xp,q(Ω)
for all k 0. Let h > k. Then Ah ⊂ Ak and on Ah , we have that |wk| h − k. Therefore,
∥∥(h − k)1Ah∥∥Xps ,qs (Ω)  dC1C ‖1Ak‖Xp,q(Ω).
This shows that
‖1Ah‖Xps ,qs (Ω) 
dC1
C
(h − k)−1‖1Ak‖Xp,q(Ω).
Let CΩ := ‖1Ω‖Xps ,qs (Ω) and δ :=min{ psp , qsq } > 1. Then
‖CΩ1Ak‖Xp,q(Ω)  ‖CΩ1Ak‖δXps ,qs (Ω) = C δΩ‖1Ak‖δXps ,qs (Ω).
Hence,
‖1Ah‖Xps ,qs (Ω) 
dC1C
δ−1
Ω
C
(h − k)−1‖1Ak‖δXps ,qs .
Now, let C2 := dC C2δ−2Ω 2δ(δ−1) . It follows from Lemma 4.11 that ‖1AK ‖Xps ,qs (Ω) = 0 with K := C2 · C1.
We have shown that
|u − v| K = C2 · C1 μ-a.e. on Ω. 
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p >
N
2
 2N
N + 2 = ph and q > N − 1 2−
2
N
= qh
and let F = ( f , g) ∈ Xp,q(Ω). Let u, v ∈ D(Aβ,1) satisfy (34). Now let w := u − v and wk :=
(|w| − k)+sgn(w) for k 0. It follows from (35) that∫
Ω
F wk dμ ‖F wk‖X1,1(Ω) = ‖F wk1Ak‖X1,1(Ω)  ‖F‖Xp,q(Ω)‖ϕ‖H1(Ω)‖1Ak‖Xp3,q3 (Ω),
where
p3 = 2Np
Np + 2p − 2N and q3 =
2(N − 1)q
Nq − 2N + 2 .
A direct calculation shows that p3 < ps and q3 < qs . Therefore, for every real number k 0,
Aβ,1(u,wk) −Aβ,1(v,wk) ‖F‖Xp,q(Ω)‖wk‖H1(Ω)‖1Ak‖Xp3,q3 (Ω).
Since p3 ∈ [1, ps) and q3 ∈ [1,qs), by Lemma 4.12, there exists a constant C  0 (depending only on
Ω,N, p,q) such that
‖u − v‖L∞(Ω)  C‖F‖Xp,q(Ω) = C
(‖ f ‖Ω,p + ‖g‖∂Ω,q). 
The following result can be viewed as a corollary of Theorem 4.8.
Corollary 4.13. Assume that β satisﬁes (H2) and (G), and that B and B˜ satisfy the (2)-condition. Let f i ∈
Lp(Ω), i = 0, . . . ,N and g j ∈ Lq(∂Ω), j = 1, . . . ,N with p > N2 and q > N − 1. Let u, v ∈ D(Aβ,1) be such
that for every ϕ ∈ D(Aβ),
Aβ,1(u,ϕ) −Aβ,1(v,ϕ) =
∫
Ω
f0ϕ dx+
N∑
i=1
∫
Ω
f i Diϕ dx+
N∑
j=1
∫
∂Ω
g jϕ dσ .
Then there exists a constant C  0 depending only on Ω,N, p and q such that
‖u − v‖L∞(Ω)  C
(
N∑
i=0
‖ f i‖Ω,p +
N∑
j=1
‖g j‖∂Ω,q
)
.
Theorem 4.14. Let g ∈ Lq(∂Ω), f ∈ Lp(Ω) with q > N − 1 and p > N and let λ > 0 be a real number. Let
u ∈ H1(Ω) be such that
λ
∫
Ω
uv dx+
∫
Ω
∇u∇v dx=
∫
∂Ω
gv dσ +
∫
Ω
f v dx (38)
for all v ∈ H1(Ω). Then u ∈ C(Ω).
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u ∈ L∞(Ω). Therefore, u, f ∈ Lp(Ω). Hence, EN (λu− f ) ∈ C1(RN ), where EN denotes the Newtonian
potential. Let w := u − EN  (λu − f ). We denote by ν the outer normal to ∂Ω and we let
h := g − ∇[EN  (λu − f )]ν ∈ L∞(∂Ω).
Then for all v ∈ C2(Ω),∫
Ω
wv dx=
∫
Ω
uv dx+
∫
Ω
(w − u)v dx
=
∫
Ω
uv dx+
∫
Ω
∇[EN  (λu − f )]∇v dx+ ∫
∂Ω
∂v
∂ν
· (w − u)dσ
= −
∫
Ω
∇u∇v dx+
∫
∂Ω
∂v
∂ν
· w dσ −
∫
Ω
(λu − f )v dx+
∫
∂Ω
∂
∂ν
[
EN  (λu − f )
]
v dσ
=
∫
∂Ω
∂v
∂ν
· w dσ +
∫
∂Ω
[
∂
∂ν
[
EN  (λu − f )
]− g]v dσ .
Hence, for all v ∈ C2(Ω), we have that∫
Ω
wv dx+
∫
∂Ω
hv dσ =
∫
∂Ω
∂v
∂ν
· w dσ .
By [6, Theorem 5.3], w ∈ C(Ω). Hence, u = w + EN  (λu − f ) ∈ C(Ω).
(b) To remove the requirement that g ∈ L∞(∂Ω) and f ∈ L∞(Ω), let g ∈ Lq(∂Ω) and f ∈ Lp(Ω)
with q > N − 1 and p > N . Let fn ∈ L∞(Ω) be such that fn → f in Lp(Ω) and let gn ∈ L∞(∂Ω) be
such that gn → g in Lq(∂Ω). Moreover, let un ∈ H1(Ω) be such that for every v ∈ H1(Ω)
A0,λ(un, v) := λ
∫
Ω
unv dx+
∫
Ω
∇un∇v dx=
∫
∂Ω
gnv dσ +
∫
Ω
fnv dx.
By part (a), un ∈ C(Ω). Let u ∈ H1(Ω) satisfy (38). Then for every v ∈ H1(Ω), we have
A0,λ(u, v) −A0,λ(un, v) =A0,λ(u − un, v) =
∫
∂Ω
(g − gn)v dσ +
∫
Ω
( f − fn)v dx.
By [32, Theorem 2.2], we have that
‖u − un‖L∞(Ω)  C
(‖g − gn‖∂Ω,q + ‖ f − fn‖Ω,p).
This shows that un → u uniformly on Ω and hence u ∈ C(Ω). 
Next, we show that a weak solution of (33) is continuous on Ω .
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that for every u ∈ L∞(∂Ω) the function β(·,u(·)) ∈ Lq(∂Ω) for some q > N − 1. Let f ∈ Lp(Ω) with p > N
and g ∈ Lq(∂Ω). Then the weak solution u of (33) is continuous onΩ . In particular, (I+ Aβ)−1C(Ω) ⊂ C(Ω).
Proof. It follows from Theorem 4.8 with v = 0 (or from Corollary 4.13 with v = 0 and f i = 0 for
i = 1, . . . ,N) that u ∈ L∞(Ω) and hence Tr(u) ∈ L∞(∂Ω). Since∫
Ω
f ϕ dx+
∫
∂Ω
(
g − β(x,u))ϕ dσ = ∫
Ω
uϕ dx+
∫
Ω
∇u∇ϕ dx
for all ϕ ∈ C1(Ω) ⊂ H1(Ω), and g, β(·,u(·)) ∈ Lq(∂Ω) for some q > N − 1, it follows from Theo-
rem 4.14, that u ∈ C(Ω). The particular case g ≡ 0 gives (I + Aβ)−1C(Ω) ⊂ C(Ω). 
Lemma 4.16. Let p,q ∈ [1,∞) be ﬁxed. Let β : ∂Ω × R → R be such that β(·,ψ(·)) ∈ Lq(∂Ω) for all ψ ∈
D(RN ). Then for every u ∈D(RN ) and every ε > 0 there exist functions ki ∈D(RN ), i = 1, . . . ,N, such that
N∑
i=1
‖Diu − ki‖Ω,p +
∥∥∥∥∥β(·,u(·))+
N∑
i=1
kiνi
∥∥∥∥∥
∂Ω,q
 ε
where ν(x) = (ν1(x), . . . , νN (x)) denotes the outer normal vector at x ∈ ∂Ω .
Proof. Let bi ∈D(RN ) be such that ‖β(·,u)νi + bi‖∂Ω,q  ε3N . Then∥∥∥∥∥β(·,u) +
N∑
i=1
biνi
∥∥∥∥∥
∂Ω,q
=
∥∥∥∥∥
N∑
i=1
β(·,u)ν2i + biνi
∥∥∥∥∥
∂Ω,q

N∑
i=1
∥∥β(·,u)νi + bi∥∥∂Ω,q  ε3 .
There exists ψi ∈D(Ω) such that ‖(1−ψi)bi‖Ω,p  ε3N . In fact, let ϕn ∈D(Ω) be such that 0 ϕn  1
and ϕn → 1 in L∞loc(Ω). By the Dominated Convergence Theorem, we get that (1−ϕn)bi → 0 in Lp(Ω).
Hence, we may choose ψi = ϕn where n is suﬃciently large. On the other hand, there exist functions
ai ∈D(Ω) such that ‖ai − Diu‖Lp(Ω)  ε3N . Now, let ki := (1− ψi)bi + ai ∈D(RN ). Then
N∑
i=1
‖Diu − ki‖Ω,p +
∥∥∥∥∥β(·,u) +
N∑
i=1
kiνi
∥∥∥∥∥
∂Ω,q

N∑
i=1
‖Diu − ai‖Ω,p +
∥∥(1− ψi)bi∥∥Ω,p +
∥∥∥∥∥β(·,u) +
N∑
i=1
biνi
∥∥∥∥∥
∂Ω,q
 ε. 
Now, we are ready to give the proof of the main theorem of this section.
Proof of Theorem 4.2. (a) Since Aβ generates a submarkovian semigroup on L2(Ω) and (I +
Aβ)−1C(Ω) ⊂ C(Ω) (by Theorem 4.15), it follows that the operator β,c on C(Ω) deﬁned by{
D(β,c) =
{
u ∈ D(Aβ) ∩ C(Ω): Aβu ∈ C(Ω)
}
,
β,cu = Aβu,
generates a semigroup on C(Ω).
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(I + Aβ)−1C(Ω) is dense in C(Ω). Indeed, let u ∈ C(Ω). Then there exists v ∈ D(RN ) such that
‖u − v‖C(Ω)  ε/2. By hypothesis, β(·, v(·)) ∈ Lq(∂Ω) for some q > N − 1. Let r be such that
1/r = 1−1/q−1/qs > 1−1/(N−1)−1/qs = 1/qs . Then 1 q′s  r < qs . Let p ∈ (2, ps) and s ∈ (2,∞)
be such that 1/s = 1− 1/2− 1/p. By Lemma 4.16, there exist functions k1, . . . ,kn ∈D(RN ) such that
N∑
i=1
‖Diu − ki‖Ω,s +
∥∥∥∥∥β(·,u) +
N∑
i=1
kiνi
∥∥∥∥∥
∂Ω,q
 ε
2
. (39)
Let f ∈D(RN ) be given by
f := v −
N∑
i=1
Diki .
Since Aβ,1((I + Aβ)−1 f ,ϕ) = ( f ,ϕ)L2(Ω) for every ϕ ∈ D(Aβ,1), we have that
Aβ,1(v,ϕ) −Aβ,1
(
(I + Aβ)−1 f ,ϕ
)
=
∫
Ω
vϕ +
∫
Ω
∇v∇ϕ +
∫
∂Ω
β(·, v)ϕ dσ −
∫
Ω
vϕ +
N∑
i=1
∫
Ω
Dikiϕ
=
N∑
i=1
∫
Ω
(Di v − ki)Diϕ +
∫
∂Ω
(
β(·, v) +
N∑
i=1
kiνi
)
ϕ dσ .
It follows from Corollary 4.13 and (39) that ‖v − (I + Aβ)−1 f ‖L∞(Ω)  ε/2. Hence,∥∥u − (I + Aβ)−1 f ∥∥C(Ω)  ‖u − v‖C(Ω) + ∥∥v − (I + Aβ)−1 f ∥∥L∞(Ω)  ε.
We have shown that (I + Aβ)−1(C(Ω)) is dense in C(Ω). Hence, the semigroup on C(Ω) is strongly
continuous. Finally, since SB is submarkovian, it follows that the semigroup generated by β,c is
contractive. 
To ﬁnish this section, we give an example where the assumptions (H2), (2) and (G) are satisﬁed
and β(·,u(·)) ∈ Lq(∂Ω) for all u ∈ L∞(∂Ω) and for some q > N − 1.
Example 4.17. Let p ∈ [1,∞) and let b : ∂Ω → (0,∞) be a function in Lq(∂Ω) for some q > N − 1.
Deﬁne β : ∂Ω ×R→R by β(x, ξ) := b(x)|ξ |p−1ξ . Then the function B : ∂Ω ×R→ [0,∞) is given by
B(x, ξ) := b(x)|ξ |p+1/(p + 1). We show that (H2) and (2) are satisﬁed and one also has (G) with
constant c := 21−p .
Proof. It is clear that (H2) is satisﬁed. For σ -a.e. x ∈ ∂Ω , the inverse β˜(x, ·) of β(x, ·) is given
by β˜(x, ξ) = |ξ | 1−pp (b(x))−1/pξ . Therefore, the complementary function B˜(x, ·) of B(x, ·) is given by
B˜(x, ξ) = |ξ | p+1p (b(x))−1/p p/(p + 1). Hence,
ξβ(x, ξ) = (p + 1)B(x, ξ) and ξ β˜(x, ξ) = p + 1
p
B˜(x, ξ)
and we have shown that (2) is satisﬁed.
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is obvious since β(x,0) = 0. Hence, we assume that ξ = 0 and η = 0. Moreover, since |β(x,−γ )| =
|β(x, γ )| we may assume without loss of generality that |η|  |ξ |. Hence, there exists α ∈ R with
|α| 1 such that η = αξ . It follows that
∣∣β(x, ξ − η)∣∣= ∣∣b(x)∣∣ · |ξ − αξ |p = ∣∣b(x)∣∣ · |1− α|p|ξ |p
and
∣∣β(x, ξ) − β(x, η)∣∣= ∣∣b(x)∣∣ · ∣∣|ξ |psgn(ξ) − |α|p|ξ |psgn(α)sgn(ξ)∣∣
= ∣∣b(x)∣∣ · |ξ |p · ∣∣1− |α|psgn(α)∣∣.
The proof is done if c|1 − α|p  |1 − |α|psgn(α)| for all α ∈ R \ (−1,1). For α = 1 this inequality is
obvious. For α > 1 this inequality is equivalent to
c(α − 1)p  αp − 1 ⇔ c  α
p − 1
(α − 1)p = f (α)
where f : [1,∞) → R is given by f (x) := (xp − 1)/(x − 1)p . Differentiating shows that f ′(x)  0,
hence,
inf
x>1
f (x) = lim
x→∞ f (x) = 1 c.
To ﬁnish, we prove the case α −1. In this case, we have to show that
c
(
1+ |α|)p  1+ |α|p ⇔ c  1+ |α|p
(1+ |α|)p = g
(|α|)
where g : [1,∞) →R is given by g(x) = (1+ xp)/(1+ x)p . Differentiating shows that g′(x) 0, hence,
inf
x1
g(x) = g(1) = c
and this completes the proof. 
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