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Abstract
In this paper, we consider a system of k second order non-linear stochastic partial
differential equations with spatial dimension d ≥ 1, driven by a q-dimensional Gaussian
noise, which is white in time and with some spatially homogeneous covariance. The
case of a single equation and a one-dimensional noise, has largely been studied in the
literature. The first aim of this paper is to give a survey of some of the existing results.
We will start with the existence, uniqueness and Ho¨lder’s continuity of the solution.
For this, the extension of Walsh’s stochastic integral to cover some measure-valued
integrands will be recalled. We will then recall the results concerning the existence
and smoothness of the density, as well as its strict positivity, which are obtained using
techniques of Malliavin calculus. The second aim of this paper is to show how these
results extend to our system of SPDEs. In particular, we give sufficient conditions in
order to have existence and smoothness of the density on the set where the columns of
the diffusion matrix span Rk. We then prove that the density is strictly positive in a
point if the connected component of the set where the columns of the diffusion matrix
span Rk which contains this point has a non void intersection with the support of the
law of the solution. We will finally check how all these results apply to the case of the
stochastic heat equation in any space dimension and the stochastic wave equation in
dimension d ∈ {1, 2, 3}.
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1 Introduction
Consider the system of stochastic partial differential equations:
Lui(t, x) =
q∑
j=1
σij(u(t, x))W˙
j(t, x) + bi(u(t, x)), t ≥ 0, x ∈ R
d, (1.1)
i = 1, ..., k, with vanishing initial conditions. Here L is a second order differential operator,
and σij , bi : R
k 7→ R are globally Lipschitz functions, which are the entries of a k× q matrix
σ and a k-dimensional vector b. We denote by σ1, ..., σq the columns of the matrix σ. The
driving perturbation W˙ (t, x) = (W˙ 1(t, x), ..., W˙ q(t, x)) is a q-dimensional Gaussian noise
which is white in time and with a spatially homogeneous covariance f , that is,
E [W˙ i(t, x)W˙ j(s, y)] = δ(t − s)f(x− y)δij ,
where δ(·) denotes the Dirac delta function, δij the Kronecker symbol, and f is a positive
continuous function on Rd \ {0}.
The basic examples we are interested in are the stochastic wave and heat equations
with vanishing initial conditions, that is, L = ∂
2
∂t2 − ∆ and L =
∂
∂t −∆, where ∆ denotes
the Laplacian operator in Rd, and the spatial covariance f to be the Riesz kernel, that is,
f(x) = ‖x‖−β , 0 < β < d.
Let (Ft)t≥0 denote the filtration generated by W , and let T > 0 be fixed. By defini-
tion, the solution to the formal equation (1.1) is an adapted stochastic process {u(t, x) =
(u1(t, x), ..., uk(t, x)), (t, x) ∈ [0, T ]× R
d} such that
ui(t, x) =
q∑
j=1
∫ t
0
∫
Rd
Γ(t− s, x− y)σij(u(s, y))W
j(ds, dy)
+
∫ t
0
∫
Rd
bi(u(t− s, x− y))Γ(s, dy)ds,
(1.2)
where Γ denotes the fundamental solution of the deterministic equation Lu = 0.
Recall that when Γ(t, x) is a real valued function, the stochastic integral appearing in
(1.2) is the classical Walsh stochastic integral (see [27]). However, when Γ is measure,
Dalang [5] extended Walsh’s stochastic integral using techniques of Fourier analysis, and
covered, for instance, the case of the wave equation in dimension three. D.Nualart and Quer-
Sardanyons [19] extend Walsh’s stochastic integral using techniques of stochastic integration
with respect to a cylindrical Wiener process (see [12]), in order to cover some classes of
measure-valued integrands.
In this paper, we are interested in studying the existence, smoothness and strict positiv-
ity of the density of the solution to the system of SPDEs (1.1), on the set where {σ1, ..., σq}
span Rk. The case of a single equation has largely been studied in the literature, so our
aim is to give a survey of the known results and explain how they extend to the case of a
system of equations.
One of the motivations of the results of this article, is to develop in a further work
potential theory for solutions of systems of the type (1.1) (see [9]). For the moment potential
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theory for systems of non-linear SPDEs has been studied by Dalang and E.Nualart in [6] for
the wave equation, and by Dalang, Khoshnevisan and E.Nualart in [7] and [8], for the heat
equation, all driven by space-time white noise. That is, taking in equation (1.1), d = 1, f
the Dirac delta function and L the fundamental solution of the deterministic wave or heat
equation. In all these works, the existence, smoothness, and strict positivity of the density
of the solution to the system of SPDEs is required.
The paper is organized as follows. Section 2 deals with the existence and uniqueness of
the solution to (1.2). For this, we first need to define rigorously the noise W , and explain in
which sense the stochastic integral in (1.2) is understood, recalling the mentioned results in
[5] and [19]. Studying the density of an SPDE is sometimes related to the Ho¨lder continuity
properties of the paths of its solution. Thus, we will recall some results concerning the
Ho¨lder continuity of the solution to the stochastic heat and wave equations. This will be
done in Section 3. Section 4 will be devoted to the study of the existence and smoothness
of the density of the solution to (1.1). For this, some elements of Malliavin calculus need to
be introduced. Finally, the aim of Section 5 is to show the strict positivity of the density.
This last result turns out to be new in the literature. Its proof extends the method used by
Bally and Pardoux in [1] for the case of the stochastic heat equation driven by a space-time
white noise, in our spatially homogeneous situation.
2 The stochastic integral
The aim of this section is to recall the results concerning the existence and uniqueness of
the solution to our class of SPDEs (1.1). For this, we will first recall in our q-dimensional
situation the extension of Walsh’s stochastic integral given in [19], that uses Da Prato and
Zabczyk’s stochastic integration theory with respect to cylindrical Wiener processes. In the
recent paper [11], Dalang and Quer-Sardanyons extensively explain how this extension is
related to the pioneer work by Dalang in [5].
Fix a time interval [0, T ]. The Gaussian random perturbation W = (W 1, ...,W q) is a
q-dimensional zero mean Gaussian family of random variables W = {W j(ϕ), 1 ≤ j ≤ q, ϕ ∈
C∞0 ([0, T ]× R
d;R)}, defined on a complete probability (Ω,F ,P) with covariance
E[W i(ϕ)W j(ψ)] = δij
∫ T
0
∫
Rd
∫
Rd
ϕ(t, x)f(x− y)ψ(t, y) dxdydt,
where f : Rd → R+ is a continuous function on R
d\{0} which is integrable in a neighborhood
of 0.
Observe that in order that there exists a Gaussian process with this covariance func-
tional, it is necessary and sufficient that the covariance functional is non-negative definite.
This implies that f is symmetric, and is equivalent to the fact that it is the Fourier transform
of a non-negative tempered measure µ on Rd. That is,
f(x) = Fµ(x) :=
∫
Rd
e−2πix·ξµ(dξ),
and for some integer m ≥ 1, ∫
Rd
µ(dξ)
(1 + ‖ξ‖2)m
< +∞.
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Elementary properties of the convolution and Fourier transform show that this covari-
ance can also be written in terms of the measure µ as
E[W i(ϕ)W j(ψ)] = δij
∫ T
0
∫
Rd
Fϕ(t)(ξ)Fψ(t)(ξ)µ(dξ)dt,
where Fψ denotes the complex conjugate of Fψ.
Let H q denote the completion of the Schwartz space S (Rd;Rq) of C∞(Rd;Rq) functions
with rapid decrease, endowed with the inner product
〈ϕ,ψ〉H q =
q∑
ℓ=1
∫
Rd
∫
Rd
ϕℓ(x)f(x− y)ψℓ(y) dxdy =
q∑
ℓ=1
∫
Rd
Fϕℓ(ξ)Fψℓ(ξ)µ(dξ),
φ, ψ ∈ S (Rd;Rq). Notice that H q may contain distributions. Set H qT = L
2([0, T ];H q).
In particular, H qT is the completion of the space C
∞
0 ([0, T ] × R
d;Rq) with respect to the
scalar product
〈ϕ,ψ〉H q
T
=
q∑
ℓ=1
∫ T
0
∫
Rd
Fϕℓ(t)(ξ)Fψℓ(t)(ξ)µ(dξ)dt.
Then the Gaussian family W can be extended to H qT and we will use the same notation
{W (g), g ∈ H qT }, where W (g) =
∑q
i=1W
i(gi).
Now, set Wt(h) =
∑q
i=1W
i(1[0,t]hi), for any t ≥ 0, h ∈ H
q. Then {Wt, t ∈ [0, T ]} is
a cylindrical Wiener process in the Hilbert space H q (cf. [12, Section 4.3.1]). That is, for
any h ∈ H q, {Wt(h), t ∈ [0, T ]} is a Brownian motion with variance t‖h‖
2
H q
, and
E[Ws(h)Wt(g)] = (s ∧ t)〈h, g〉H q .
Let (Ft)t≥0 denote the σ-field generated by the random variables {Ws(h), h ∈ H q, 0 ≤ s ≤
t} and the P-null sets. We define the predictable σ-field as the σ-field in Ω× [0, T ] generated
by the sets {(s, t] × A, 0 ≤ s < t ≤ T,A ∈ Fs}. Then following [12, Chapter 4], we can
define the stochastic integral of any predictable process g ∈ L2(Ω× [0, T ];H q) with respect
to the cylindrical Wiener process W as
∫ T
0
∫
Rd
g · dW :=
∞∑
j=1
∫ T
0
〈gt, ej〉H qdWt(ej),
where (ej) is an orthonormal basis of H
q. Moreover, the following isometry property holds:
E
[∣∣ ∫ T
0
∫
Rd
g · dW
∣∣2] = E
[∫ T
0
‖gt‖
2
H qdt
]
.
We next introduce the following condition on the fundamental solution of Lu = 0, Γ.
(H1) For all t > 0, Γ(t) is a nonnegative distribution with rapid decrease, such that
∫ T
0
∫
Rd
|FΓ(t)(ξ)|2µ(dξ)dt < +∞. (2.1)
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Moreover, Γ is a nonnegative measure of the form Γ(t, dx)dt such that
sup
t∈[0,T ]
∫
Rd
Γ(t, dx) ≤ CT < +∞. (2.2)
Then [19, Lemma 3.2 and Proposition 3.3.] show that under condition (H1), Γ belongs
to HT , and one can define the stochastic integral of a predictable process G = G(t, dx) =
Z(t, x)Γ(t, dx) ∈ L2(Ω× [0, T ];H q) with respect to W , provided that Z = {Z(t, x), (t, x) ∈
[0, T ]× Rd} is a predictable process such that
sup
(t,x)∈[0,T ]×Rd
E[‖Z(t, x)‖2] < +∞.
In this case, we denote the stochastic integral as
∫ T
0
∫
Rd
G(s, y) ·W (ds, dy) =
∫ T
0
∫
Rd
Γ(s, y)Z(s, y) ·W (ds, dy).
We next state the existence and uniqueness result of the solution to equation (1.2). This
is an extension to system of SPDEs of [19, Theorem 4.1] (see also [5, Theorem 13]) and can
be proved in the same way.
Theorem 2.1. Under condition (H1), there exists a unique adapted process {u(t, x) =
(u1(t, x), ..., uk(t, x)), (t, x) ∈ [0, T ]×R
d} solution of equation (1.2), which is continuous in
L2 and satisfies that for all T > 0 and p ≥ 1,
sup
(t,x)∈[0,T ]×Rd
E[‖u(t, x)‖p] < +∞. (2.3)
The basic examples we are interested in are the stochastic heat and wave equations.
More precisely, it is well-known (see for e.g. [5]) that if L is the heat operator in Rd, d ≥ 1,
that is, L = ∂∂t − ∆, where ∆ denotes the Laplacian operator in R
d, or if L is the wave
operator in Rd, d ∈ {1, 2, 3}, that is, L = ∂
2
∂t2
−∆, condition (H1) is satisfied if and only if
∫
Rd
µ(dξ)
(1 + ‖ξ‖2)
< +∞. (2.4)
For instance, one can take f to be a Riesz kernel, that is, f(x) = ‖x‖−β , 0 < β < d.
Then, µ(dξ) = cd,β‖ξ‖
β−ddξ, and (2.4) holds if and only if 0 < β < (2 ∧ d).
3 Ho¨lder continuity of the solution
Studying existence, smoothness and strict positivity of the density of the solution to the
system of equations (1.1), will require to know the behaviour of the moments of the incre-
ments of the solution, which in particular implies the Ho¨lder continuity of the paths. Let
us introduce the following conditions.
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(H2) There exists γ1 > 0 such that for all t ∈ [0, T ], h ∈ [0, T − t], x ∈ R
d, and p > 1,
E [‖u(t+ h, x)− u(t, x)‖p] ≤ cp,Th
γ1p,
for some constant cp,T > 0. In particular, for all δ > 0 the trajectories of u are
(γ1 − δ)-Ho¨lder continuous in time.
(H3) There exists γ2 > 0 such that for all t ∈ [0, T ], x, y ∈ R
d, and p > 1,
E [‖u(t, x) − u(t, y)‖p] ≤ cp,T ‖x− y‖
γ2p,
for some constant cp,T > 0. In particular, for all δ > 0 the trajectories of u are
(γ2 − δ)-Ho¨lder continuous in space.
Using Kolmogorov’s continuity theorem, Sanz-Sole´ and Sarra` prove in [24] that if there
exists ǫ ∈ (0, 1) such that ∫
Rd
µ(dξ)
(1 + ‖ξ‖2)ǫ
< +∞, (3.1)
then the stochastic heat equation satisfies (H2) for all γ1 ∈ (0,
1−ǫ
2 ), and (H3) for all
γ2 ∈ (0, 1 − ǫ). In particular, if f is the Riesz kernel, that is µ(dξ) = cd,β‖ξ‖
β−ddξ,
0 < β < (2∧ d), then (H2) holds for all γ1 ∈ (0,
2−β
4 ), and (H3) holds for all γ2 ∈ (0,
2−β
2 ).
Observe that in this case (3.1) holds for all ǫ > β2 .
For the stochastic wave equation in dimensions d ∈ {1, 2}, one obtains that under
condition (3.1), (H2) and (H3) are satisfied for all γ1, γ2 ∈ (0, 1−ǫ), that is, γ1, γ2 ∈ (0,
2−β
2 )
for the Riesz kernel case. The two-dimensional case was studied by Millet and Sanz-Sole´ in
[16, Proposition 1.4]. See [27] for the one dimensional case.
A different approach based on Sobolev embedding theorem is needed to handle the
stochastic wave equation in dimension three. This was done by Dalang and Sanz-Sole´ in
[10] for the case where the spatially homogeneous covariance is defined as a product of a
Riesz kernel and a smooth function. In particular, when it is a Riesz kernel, they show that
(H2) and (H3) are satisfied with γ1, γ2 ∈ (0,
2−β
2 ).
4 Existence and smoothness of the density
We are now interested in proving existence and smoothness of the density of the solution
to the system (1.1) on the set where {σ1, ..., σq} span R
k. As is well known, the Malliavin
calculus provides a powerful tool in order to show this kind of results for solutions to SDEs
and SPDEs. Let us first recall some existing results for single equations of the type (1.1).
For the existence and regularity of the density of the wave equation with d = 1 one refers to
the work by Carmona and D.Nualart in [3]. The wave equation in spatial dimension 2 was
studied by Millet and Sanz-Sole´ in [16]. The three dimensional case was then handled by
Quer-Sardanyons and Sanz-Sole´, see [25] and [26]. The case of the stochastic heat equation
in any space dimension can be found in [14]. All these results where unified and generalized
by D.Nualart and Quer-Sardanyons in [19]. They assumed the following condition.
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(H4) There exists η > 0 such that for all τ ∈ [0, 1],
cτη ≤
∫ τ
0
∫
Rd
|FΓ(t)(ξ)|2µ(dξ)dt,
for some constant c > 0.
Then they show that if σ, b are C∞ functions with bounded derivatives of order greater than
or equal to one, and |σ| ≥ c > 0, under conditions (H1) and (H4), for all (t, x) ∈]0, T ]×Rd,
the law of u(t, x) has a C∞ density.
Observe that condition (H4) is satisfied for the stochastic heat equation for any η ≥ 1
(see [19, Remark 6.3]), and with η = 3 for the stochastic wave equation in dimensions 1, 2, 3
(see [25, (A.3)]).
The proof of this result uses tools of Malliavin calculus. One needs to check first that
the random variable u(t, x) is smooth in the Malliavin sense. This can be easily generalized
to systems of equations (see Proposition 4.3 below). Secondly, one needs to show that the
Malliavin matrix has inverse moments of all orders. For this, one uses condition (H4) and
the non degeneracy condition on σ. The extension of this result to systems of equations
is more delicate as ones deals with a matrix σ instead of a function, and because of that
reason we need to consider the following additional assumptions on Γ.
(H5) Conditions (Hi), i = 1, 2, 3 are satisfied. Moreover, the nonnegative measure Ψ
defined as ‖x‖γ2Γ(t, dx) satisfies that
∫ T
0
∫
Rd
|FΨ(t)(ξ)|2µ(dξ)dt < +∞.
Moreover, there exist α1, α2 > 0, γ2 < α1, γ1 < α2, such that for all τ ∈ [0, 1],∫ τ
0
〈Ψ(r, ∗),Γ(r, ∗)〉H dr ≤ cτ
α1 ,
for some constant c > 0, and∫ τ
0
rγ1
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr ≤ cτα2 ,
for some constant c > 0.
(H6) Conditions (H4) and (H5) are satisfied, and α := α1 ∧ α2 > η.
We will then show the following result.
Theorem 4.1. Assume hypothesis (H6) and that σ, b are C∞ functions with bounded
partial derivatives of order greater than or equal to one. Then for all (t, x) ∈]0, T ]×Rd, the
law of the random vector u(t, x) admits a C∞ density on the open subset of Rk Σ := {y ∈
R
k : σ1(y), ..., σq(y) span R
k}. That is, there exists a function pt,x ∈ C
∞(Σ;R) such that
for every bounded and continuous function f : Rk 7→ R with support contained in Σ,
E[f(u(t, x))] =
∫
Rk
f(y) pt,x(y)dy.
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We next prove an intermediary result that will be needed for the proof of Theorem 4.1.
Lemma 4.2. Assume hypothesis (H5). Then for all t ∈ [0, T ], x ∈ Rd, ǫ ∈ (0, 1], and
p > 1,
E
[∣∣∣∣
∫ ǫ
0
〈
(σij(u(t− r, ∗)) − σij(u(t, x)))Γ(r, x − ∗),Γ(r, x − ∗)
〉
H
dr
∣∣∣∣
p]
≤ cp,T ǫ
αp,
for some constant cp,T > 0, where α := α1 ∧α2 and α1, α2 are the parameters in hypothesis
(H5).
Proof. Set G(r, dy) := (σij(u(t− r, y))− σij(u(t, x)))Γ(r, x− dy). Then by [19, Proposition
3.3], G(r, dy) ∈ L2(Ω× [0, T ];H ), and following the proof of this Proposition, we can write
〈G(r, x − ∗),Γ(r, x − ∗)〉H =
∫
Rd
∫
Rd
G(r, x− dy)f(y − z)Γ(r, x − dz).
Using Minkowski’s inequality with respect to the finite measure Γ(r, x−dy)Γ(r, x−dz)f(y−
z)dr, together with the Lipschitz property of σ, we get that for all p > 1,
E
[∣∣∣∣
∫ ǫ
0
〈G(r, x − ∗),Γ(r, x − ∗)〉H dr
∣∣∣∣
p]
≤ cp
∣∣∣∣
∫ ǫ
0
∫
Rd
∫
Rd
Γ(r, x − dy)(E [‖u(t − r, y) − u(t, x)‖p])1/pΓ(r, x− dz)f(y − z)dr
∣∣∣∣
p
.
Therefore, appealing to hypotheses (H2) and (H3), we find that the last term is bounded
by
cp,T
{∣∣∣∣
∫ ǫ
0
∫
Rd
∫
Rd
Γ(r, x− dy)‖x− y‖γ2Γ(r, x− dz)f(y − z)dr
∣∣∣∣
p
+
∣∣∣∣
∫ ǫ
0
∫
Rd
∫
Rd
Γ(r, x− dy)rγ1Γ(r, x− dz)f(y − z)dr
∣∣∣∣
p}
= cp,T
{∣∣∣∣
∫ ǫ
0
〈Ψ(r, ∗),Γ(r, ∗)〉H dr
∣∣∣∣
p
+
∣∣∣∣
∫ ǫ
0
rγ1
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr
∣∣∣∣
p}
.
Hence, using hypothesis (H5), we conclude that
E
[∣∣∣∣
∫ ǫ
0
〈G(r, x − ∗),Γ(r, x − ∗)〉H dr
∣∣∣∣
p]
≤ cp,T (ǫ
α1p + ǫα2p) ≤ cp,T ǫ
αp.
Next, we recall some elements of Malliavin calculus. Consider the Gaussian family
{W (h), h ∈ H qT } defined in Section 2, that is, a centered Gaussian process such that
E[W (h)W (g)] = 〈h, g〉H q
T
. Then, we can use the differential Malliavin calculus based on it
(see for instance [18]). We denote the Malliavin derivative by D = (D(1), ...,D(q)), which
is an operator in L2(Ω;H qT ). For any m ≥ 1, the domain of the iterated derivative D
m in
Lp(Ω; (H qT )
⊗m) is denoted by Dm,p, for any p ≥ 2. We set D∞ = ∩p≥1 ∩m≥1 Dm,p. Recall
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that for any differentiable random variable F and any r = (r1, ..., rm) ∈ [0, T ]
m, DmF (r)
is an element of H ⊗m, which will be denoted by Dmr F . We define the Malliavin matrix of
F ∈ (D∞)m by γF = (〈DFi,DFj〉H q
T
)1≤i,j≤m.
The next result is the q-dimensional extension of [19, Proposition 6.1] (see also [26, The-
orem 1]). Its proof follows exactly along the same lines working coordinate by coordinate,
and is therefore omitted.
Proposition 4.3. Assume that (H1) holds, and that σ, b are C∞ functions with bounded
partial derivatives of order greater than or equal to one. Then, for every (t, x) ∈ (0, T ]×Rd,
the random variable ui(t, x) belongs to the space D
∞, for all i = 1, ..., k. Moreover, the
derivative Dui(t, x) = (D
(1)ui(t, x), ...,D
(q)ui(t, x)) is an H
q
T -valued process that satisfies
the following linear stochastic differential equation, for all i = 1, ..., k:
D(j)r ui(t, x) = σij(u(r, ∗))Γ(t − r, x− ∗)
+
∫ t
r
∫
Rd
Γ(t− s, x− y)
q∑
ℓ=1
D(j)r (σiℓ(u(s, y))W
ℓ(ds, dy)
+
∫ t
r
∫
Rd
Γ(t− s, dy)D(j)r (bi(u(s, x− y))ds,
(4.1)
for all r ∈ [0, t], and is 0 otherwise. Moreover, for all p ≥ 1, m ≥ 1 and i = 1, ..., k, it holds
that
sup
(t,x)∈(0,T ]×Rd
E
[
‖Dmui(t, x)‖
p
(H q
T
)⊗m
]
< +∞ (4.2)
Remark 4.4. Recall that the iterated derivative of ui(t, x) satisfies also the q-dimensional
extension of equation [19, (6.27)].
Recall that the stochastic integral on the right hand-side of (4.1) must be understood
by means of a Hilbert-valued stochastic integral (see [19, Section 3]) and the Hilbert-valued
pathwise integral of (4.1) is defined in [19, Section 5].
In order to prove Theorem 4.1, we will use the following localized variant of Malliavin’s
absolute continuity theorem.
Theorem 4.5. [1, Theorem 3.1] Let Σm ⊂ R
k, m ∈ N, m ≥ 1, be a sequence of open sets
such that Σ¯m ⊂ Σm+1 and let F ∈ (D
∞)k such that for any q > 1 and m ∈ N,
E
[
(det γF )
−q1{F∈Σm}
]
< +∞. (4.3)
Then the law of F admits a C∞ density on the set Σ = ∪mΣm.
Proof of Theorem 4.1. For each m ∈ N, m ≥ 1, define the open set
Σm =
{
y ∈ Rk :
q∑
j=1
〈σj(y), ξ〉
2 >
1
m
, ∀ ξ ∈ Rk, ‖ξ‖ = 1
}
. (4.4)
By Proposition 4.3, it suffices to prove that condition (4.3) of Theorem 4.5 holds true in
each Σm. Indeed, observe that Σ = ∪mΣm = {σ1, ..., σq span R
k}.
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Let (t, x) ∈]0, T ]×Rd andm ≥ 1 be fixed. It suffices to prove that there exists δ0(m) > 0
such that for all 0 < δ ≤ δ0, and all p > 1,
P
{
(det γu(t,x) < δ)1{u(t,x)∈Σm}
}
≤ Cδλp, (4.5)
for some λ > 0, and for some constant C > 0 not depending on δ. This implies (4.3), taking
p = qλ + 1 in (4.5).
We write
det γu(t,x) ≥
(
infξ∈Rk:‖ξ‖=1(ξ
Tγu(t,x)ξ)
)k
. (4.6)
Let ξ ∈ Rk with ‖ξ‖ = 1, and fix ǫ ∈ (0, 1]. The inequality
‖a+ b‖2H q ≥
2
3
‖a‖2H q − 2‖b‖
2
H q ,
together with (4.1), gives
ξTγu(t,x)ξ ≥
∫ t
t−ǫ
∥∥∥∥
k∑
i=1
Dr(ui(t, x))ξi
∥∥∥∥
2
H q
dr ≥
2
3
A1 − 2A2,
where
A1 =
q∑
j=1
∫ t
t−ǫ
‖〈σj(u(r, ∗)), ξ〉Γ(t − r, x− ∗)‖
2
H qdr,
A2 =
∫ t
t−ǫ
∥∥∥∥
k∑
i=1
ai(r, t, x, ∗) ξi
∥∥∥∥
2
H q
dr,
ai(r, t, x, ∗) =
q∑
ℓ=1
∫ t
r
∫
Rd
Γ(t− s, x− y)Dr(σiℓ(u(s, y))W
ℓ(ds, dy)
+
∫ t
r
∫
Rd
Dr(bi(u(s, x− y))Γ(t− s, y)dyds.
Now, assume that u(t, x) ∈ Σm. Then, adding and subtracting the term
A1,1 =
q∑
j=1
〈σj(u(t, x)), ξ〉
2
∫ t
t−ǫ
∫
Rd
|FΓ(t− r)(ξ)|2µ(dξ)dr
we get that A1 ≥ A1,1 − |A1,2|, where
A1,2 =
q∑
j=1
∫ t
t−ǫ
∫
Rd
∫
Rd
Γ(t− r, x− dy)Γ(t− r, x− dz)f(y − z)
×
(
〈σj(u(r, y)), ξ〉〈σj (u(r, z)), ξ〉 − 〈σj(u(t, x)), ξ〉
2
)
dr.
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Note that we have added and subtracted a ”local” term to make the ellipticity property
appear (see (4.4)). A similar idea is used in [16] for the stochastic wave equation in dimension
2.
Then, using the fact that u(t, x) ∈ Σm, we get that
A1,1 >
1
m
∫ ǫ
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr =:
1
m
g(ǫ).
Now we find out upper bounds for the p-th moment, p > 1, of the terms A1,2 and A2.
We start treating A1,2. We write
〈σj(u(r, y)), ξ〉〈σj (u(r, z)), ξ〉 − 〈σj(u(t, x)), ξ〉
2
= 〈σj(u(r, y)), ξ〉 〈σj (u(r, z)) − σj(u(t, x)), ξ〉
+ 〈σj(u(t, x)), ξ〉 〈σj(u(r, y)) − σj(u(t, x)), ξ〉.
Then, proceeding as in the proof of Lemma 4.2, using the Lipschitz property of the coeffi-
cients of σ, and (2.3), it yields that
E
[
sup
ξ∈Rd:‖ξ‖=1
|A1,2|
p
]
≤ cp,T ǫ
αp.
We next treat A2. Using the Cauchy-Schwarz inequality, for any p > 1, it yields that
E
[
sup
ξ∈Rd:‖ξ‖=1
|A2|
p
]
≤ cp
k∑
i=1
E
[∣∣∣∣
∫ t
t−ǫ
‖ai(r, t, x, ∗)‖
2
H qdr
∣∣∣∣
p]
≤ cp
k∑
i=1
(
E
[∣∣∣∣
∫ ǫ
0
‖Vi(r, t, x, ∗)‖
2
H qdr
∣∣∣∣
p]
+ E
[∣∣∣∣
∫ ǫ
0
‖Wi(r, t, x, ∗)‖
2
H qdr
∣∣∣∣
p])
,
(4.7)
where
Vi(r, t, x, ∗) :=
q∑
ℓ=1
∫ t
t−r
∫
Rd
Γ(t− s, x− y)Dt−r(σiℓ(u(s, y))W ℓ(ds, dy),
Wi(r, t, x, ∗) :=
∫ t
t−r
∫
Rd
Γ(t− s, y)Dt−r(bi(u(s, x− y))dyds.
Now, using Ho¨lder’s inequality, the boundedness of the coefficients of the derivatives of σ,
and [19, (3.13), (5.26)], we get that
E
[∣∣∣∣
∫ ǫ
0
‖Vi(r, t, x, ∗)‖
2
H qdr
∣∣∣∣
p]
≤ cpǫ
p−1 sup
(s,y)∈(0,ǫ)×Rd
E[‖Dt−·ui(t− s, y)‖
2p
H
q
ǫ
]
×
(∫ ǫ
0
∫
Rd
|FΓ(s)(ξ)|2µ(dξ)ds
)p
≤ cpg(ǫ)
2p.
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Moreover, using Ho¨lder’s inequality, the boundedness of the partial derivatives of the co-
efficients of b, hypothesis (2.2), and [19, (5.17), (5.26)], for the second term in (4.7) corre-
sponding to the Hilbert-valued pathwise integral, we obtain that
E
[∣∣∣∣
∫ ǫ
0
‖Wi(r, t, x, ∗)‖
2
H qdr
∣∣∣∣
p]
≤ cpǫ
p−1 sup
(s,y)∈(0,ǫ)×Rd
E[‖Dt−·ui(t− s, y)‖
2p
H
q
ǫ
]
×
(∫ ǫ
0
∫
Rd
Γ(s, y)dyds
)
≤ cpǫ
pg(ǫ)p.
Hence, we conclude that, for any p > 1,
E
[
sup
ξ∈Rd:‖ξ‖=1
|A2|
p
]
≤ cp(g(ǫ)
2p + ǫpg(ǫ)p).
Appealing to (4.6), we have proved that, on the set {u(t, x) ∈ Σm},
det γu(t,x) >
(
2
3m
g(ǫ)− I
)k
, (4.8)
where I is a random variable such that for all p > 1, E[|I|p] ≤ (ǫαp + g(ǫ)2p + ǫpg(ǫ)p).
We now choose ǫ = ǫ(δ,m) in such a way that δ1/k = 13mg(ǫ). By hypothesis (H4) this
implies that 3mδ1/k ≥ cǫη, that is, ǫ ≤ Cδ
1
ηk . Then using (4.8), we conclude that for all
0 < δ ≤ δ0 and p > 1,
P
{
(det γu(t,x) < δ)1{u(t,x)∈Σm}
}
≤
ǫαp + g(ǫ)2p + ǫpg(ǫ)p
( 23mg(ǫ) − δ
1/k)p
≤ C(m)(δ
p
k + δ
p
ηk + δλp),
with λ = α−ηηk . Recall that η < α from hypothesis (H6). This proves (4.5). 
We end this section with the verification of condition (H6) for the stochastic heat and
wave equations with a Riesz kernel as spatial homogeneous covariance, that is, f(x) = ‖x‖−β
and µ(dξ) = cd,β‖ξ‖
d−βdξ, 0 < β < (2 ∧ d).
Consider first the stochastic heat equation in any spatial dimension, that is,
Γ(t, x) = (4πt)−d/2 exp
(
−
‖x‖2
4t
)
, t ≥ 0, x ∈ Rd.
For all t ∈ [0, T ], using the change variables [y˜ = y√
r
, z˜ = z√
r
], it yields that
∫ t
0
∫
Rd
∫
Rd
‖y − z‖−βΓ(r, y)Γ(r, z) dydzdr
=
∫ t
0
r−β/2
∫
Rd
∫
Rd
‖y˜ − z˜‖−βΓ(1, y˜)Γ(1, z˜)dy˜dz˜dr = ct
2−β
2 .
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Thus, hypothesis (H4) is satisfied for η = 2−β2 . Furthermore, hypothesis (H5) holds with
α1 =
2−β
2 +
γ2
2 and α2 =
2−β
2 + γ1. Indeed, using the change of variables [y˜ =
y√
r
, z˜ = z√
r
],
for all τ ∈ [0, 1], we have that
∫ τ
0
∫
Rd
∫
Rd
‖z‖γ2‖y − z‖−βΓ(r, z)Γ(r, y)dzdydr
=
∫ τ
0
r
γ2
2
−β
2
∫
Rd
∫
Rd
‖z˜‖γ2‖y˜ − z˜‖−βΓ(1, z˜)Γ(1, y˜)dz˜dy˜dr = cτ
2−β
2
+
γ2
2 ,
and ∫ τ
0
rγ1
∫
Rd
∫
Rd
‖y − z‖−βΓ(r, z)Γ(r, y)dzdydr
=
∫ τ
0
rγ1−
β
2
∫
Rd
∫
Rd
‖y˜ − z˜‖−βΓ(1, z˜)Γ(1, y˜)dz˜dy˜dr = cτ
2−β
2
+γ1 .
Observe that α = α1 ∧ α2 =
2−β
2 +
γ2∧(2γ1)
2 , which is bigger that η, thus proves (H6).
We next treat the case of the stochastic wave equation with spatial dimension d ∈
{1, 2, 3}. Let Γd be the fundamental solution of the deterministic wave equation in R
d with
null initial conditions. In this case, changing variables [ξ˜ = rξ], for all t ∈ [0, T ], we get that
∫ t
0
∫
Rd
|FΓd(r)(ξ)|
2‖ξ‖β−d dξdr =
∫ t
0
∫
Rd
sin2(2πr‖ξ‖)
4π2‖ξ‖2
‖ξ‖β−d dξdr
=
∫ t
0
r2−β
∫
Rd
sin2(2π‖ξ˜‖)
4π2‖ξ˜‖2
‖ξ˜‖β−d dξ˜dr
= ct3−β .
Therefore, hypothesis (H4) is satisfied for η = 3− β. Notice also that
∫ T
0
∫
Rd
|FΨ(r)(ξ)|2‖ξ‖β−d dξdr ≤ T 2γ2
∫ T
0
∫
Rd
|FΓd(r)(ξ)|
2‖ξ‖β−d dξdr < +∞.
Moreover, changing variables [ξ˜ = rξ], for all τ ∈ [0, 1], we have that
∫ τ
0
〈Ψ(r, ∗),Γd(r, ∗)〉H dr =
∫ τ
0
∫
Rd
FΨ(r)(ξ)
sin(2πr‖ξ‖)
2π‖ξ‖
‖ξ‖β−d dξdr
=
∫ τ
0
r1−β
∫
Rd
FΨ(r)
(
ξ˜
r
)
sin(2π‖ξ˜‖)
2π‖ξ˜‖
‖ξ˜‖β−d dξ˜dr
= 〈Ψ(1, ∗),Γd(1, ∗)〉H
∫ τ
0
r2−β+γ2 dr = cτ3−β+γ2 ,
and ∫ τ
0
rγ1
∫
Rd
|FΓd(r)(ξ)|
2‖ξ‖β−d dξdr = cτ3−β+γ1 .
Thus, hypotheses (H5) and (H6) hold taking α = 3− β + γ1 ∧ γ2 > 3− β = η.
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5 Strict positivity of the density
The second aim of this article is to show that under the same condition (H6), the density
of the law of the solution to the system (1.1) is strictly positive in a point if the connected
component of the set where {σ1, ..., σq} span R
k that contains this point has a non void
intersection with the support of the law of the solution (see Theorem 5.1 below). For this,
we will first extend in our situation a criterion of strict positiveness of densities proved by
Bally and Pardoux in [1], which uses essentially an inverse function type result (see Lemma
5.6) and Girsanov’s theorem.
We will then apply this criterion to our system of SPDEs (1.1). In [1], the authors
apply their criterion to the density of the law of the random vector (u(t, x1), ...., u(t, xk)),
0 ≤ x1 ≤ · · · ≤ xk ≤ 1, where u denotes the solution to the non-linear stochastic heat
equation driven by a space-time white noise, by using a localizing argument. Hence, their
situation is a bit different as ours, as we deal with a system of SPDEs and we evaluate the
solution at a single point (t, x) ∈]0, T ] × Rd. In a similar context, Chaleyat and Sanz-Sole´
in [4] study the strict positivity of the density of the random vector (u(t, x1), ...., u(t, xk)),
0 ≤ x1 ≤ · · · ≤ xk ≤ 1, where u is the solution to the stochastic wave equation in two
spatial dimensions, that is, take in equation (1.1) d = 2, k, q = 1, and L = ∂
2
∂t2
−∆.
We will also apply the criterion of strict positivity to the case of a single equation, that
is the solution to (1.1) with k, q = 1. We will obtain that the density is strictly positivity
in all R under the same hypotheses that D.Nualart and Quer-Sardanyons obtained in [19]
its existence and smoothness (see Theorem 5.3 below), with the addition condition of σ
being bounded. Recall that in the recent papers [20] and [21], the same authors obtain
lower and upper bounds of Gaussian type for the density of the solution to single spatially
homogeneous SPDEs of the class (1.1) in the case where σ is a constant, which in particular
shows the strict positivity of the density in the quasi-linear case. A first step to show bounds
for the non-linear case is done in the recent preprint [22], where upper and lower bounds for
the density of non-linear stochastic heat equations in any space dimension are established.
There are also other many SPDEs for which the strict positivity of its density is studied.
For example, the case of non-linear hyperbolic SPDEs has been studied by Millet and Sanz-
Sole´ in [15], Fournier [13] considers a Poisson driven SPDE, and the Cahn-Hilliard stochastic
equation is studied by Cardon-Weber in [2].
We next state the main result of this paper.
Theorem 5.1. Assume hypothesis (H6) and that σ, b are C∞ functions with bounded
partial derivatives of order greater than or equal to one and σ is bounded. Then for all
(t, x) ∈]0, T ]×Rd, the law of the random vector u(t, x) admits a C∞ density on Σ := {y ∈
R
k : σ1(y), ..., σq(y) span R
k} such that pt,x(y) > 0 if the connected component of Σ which
contains y has a non void interesection with the support of u(t, x).
Remark 5.2. In the case where σ is uniformly elliptic, that is, ‖σ(y)ξ‖2 ≥ c > 0, for all ξ ∈
R
q and y ∈ Rk, under the hypotheses of Theorem 5.1, we get that for all (t, x) ∈]0, T ]×Rd,
the law of the random vector u(t, x) admits a C∞ strictly positive density.
The case of a single SPDE of the type (1.1) is as follows.
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Theorem 5.3. Assume that σ, b are C∞ functions with bounded derivatives of order greater
than or equal to one, and 0 < c ≤ |σ| ≤ C. Then, under conditions (H1) and (H4), for
all (t, x) ∈]0, T ]× Rd, the law of u(t, x) has a C∞ strictly positive density function.
Remark 5.4. Observe that we only require the continuity of the density in order to show
the strict positivity (see Theorem 5.7 below). Hence the C∞ condition on the coefficients
can be weakened in order to show the strict positivity of the density.
5.1 Criterion for the strict positivity of the density
As in Section 4, we will study the strict positivity of the density on the set where the
columns of the k × q matrix σ, σ1, ..., σq span R
k. If y ∈ Rk is in this set, then there exists
l1(y) =: l1, ..., lk(y) =: lk such that σl1(y), ..., σlk (y) span R
k. Thus it suffices to make all
the calculations using W l1(y), ...,W lk(y) and ignoring the other W j. In order to simplify the
notation we will take li = i.
Given T > 0, a predictable process g ∈ H kT and z ∈ R
k, we define the process Wˆ =
(Wˆ 1, ..., Wˆ k) as
Wˆ j(1[0,t]hj) =W
j(1[0,t]hj) + zj
∫ t
0
〈hj(∗), g
j(s, ∗)〉H ds,
for any h ∈ H k, j = 1, ..., k, t ∈ [0, T ].
We set Wˆt(h) =
∑k
j=1 Wˆ
j(1[0,t]hj). Then, by [12, Theorem 10.14], {Wˆt, t ∈ [0, T ]} is a
cylindrical Wiener process in H k on the probability space (Ω,F , Pˆ), where
dPˆ
dP
(ω) = Jz(ω), ω ∈ Ω,
where
Jz = exp
(
−
k∑
j=1
zj
∫ T
0
∫
Rd
gj(s, y)W j(ds, dy) −
1
2
k∑
j=1
z2j
∫ T
0
‖gj(s, ∗)‖2H ds
)
. (5.1)
Then, for any predictable process Z ∈ L2(Ω × [0, T ];H k) and j = 1, ..., k, it yields that
∫ T
0
∫
Rd
Zj(s, y)Wˆ
j(ds, dy) =
∫ T
0
∫
Rd
Zj(s, y)W
j(ds, dy) + zj
∫ T
0
〈Zj(s, ∗), g
j(s, ∗)〉H ds.
For any (t, x) ∈ [0, T ]×Rk, let uˆz(t, x) be the solution to equation (1.2) with respect to
the cylindrical Wiener process Wˆ , that is, for i = 1, ..., k,
uˆzi (t, x) =
k∑
j=1
∫ t
0
∫
Rd
Γ(t− s, x− y)σij(uˆ
z(s, y))W j(ds, dy)
+
k∑
j=1
zj
∫ t
0
〈Γ(t− s, x− ·)σij(uˆ
z(s, ∗)), gj(s, ∗)〉H ds
+
∫ t
0
∫
Rd
bi(uˆ
z(t− s, x− y))Γ(s, dy)ds.
(5.2)
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Then, the law of u under P coincides with the law of uˆz under Pˆ , which implies that for all
nonnegative continuous and bounded function f : Rk 7→ R,
E[f(u(t, x))] = E[f(uˆz(t, x))Jz ]. (5.3)
Given a sequence {gn}n≥1 of predictable processes in H kT and z ∈ R
k, let uˆzn(t, x) be the
solution to equation (1.2) with respect to the cylindrical Wiener process {Wˆ nt , t ∈ [0, T ]},
where Wˆ nt (h) =
∑k
j=1 Wˆ
n,j(1[0,t]hj) for any h ∈ H
k, and
Wˆ n,j(1[0,t]hj) =W
j(1[0,t]hj) + zj
∫ t
0
〈hj(∗), g
j
n(s, ∗)〉H ds.
Set the k × k matrix ϕzn(t, x) := ∂zuˆ
z
n(t, x), and the Hessian matrix of the random vector
uˆzn(t, x), ψ
z
n(t, x) := ∂
2
z uˆ
z
n(t, x) (which is a tensor of order 3). We denote by ‖ · ‖ the norm
of a n× n matrix A defined as
‖A‖ = sup
ξ∈Rn,‖ξ‖=1
‖Aξ‖.
We next proceed to the study of the strict positivity of the density pt,x(·) of the law of
u(t, x), where (t, x) ∈]0, T ] × Rd are fixed. We need to introduce the following condition.
We say that y ∈ Rk satisfies Ht,x(y) if
Ht,x(y) there exists a sequence of predictable processes {gn}n≥1 in H kT , and positive constants
c1, c2, r0 and δ such that
(i) lim supn→∞P
{
(‖u(t, x) − y‖ ≤ r) ∩ (detϕ0n(t, x) ≥ c1)
}
> 0, for all r ∈]0, r0].
(ii) limn→∞P
{
sup‖z‖≤δ(‖ϕzn(t, x)‖ + ‖ψzn(t, x)‖) ≤ c2
}
= 1.
Remark 5.5. Observe that if a point y verifies Ht,x(y) then automatically belongs to the
support of the law of u(t, x).
We next provide the main result of this section which is a criterion for the strict positivity
of a density, which was proved in [1, Theorem 3.3] for the case where H kT is replaced by
L2([0, 1];Rk). Our case follows along the same lines as theirs. This criterium uses the
following quantitative version of the classical inverse function theorem. Let B(x; r) denote
the ball of Rk with center x and radius r > 0.
Lemma 5.6. [1, Lemma 3.2] and [17, Lemma 4.2.1] Let Φ : Rk 7→ Rk be a C 2 mapping
such that for some constants β > 1 and δ > 0,
|detΦ′(0)| ≥
1
β
and sup
‖z‖≤δ
(|Φ(z)|+ |Φ′(z)| + |Φ′′(z)|) ≤ β.
Then there exists constants R ∈]0, 1] and α > 0, such that Φ is a diffeomorphism from a
neighborhood of 0 contained in the ball B(0;R) onto the ball B(Φ(0);α).
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Theorem 5.7. Let (t, x) ∈]0, T ]×Rd and y ∈ Rk be such that Ht,x(y) holds true. Suppose
that the law of random vector u(t, x) has a continuous density pt,x in a neighborhood of y.
Then pt,x(y) > 0. Moreover, if Ht,x(y) holds on Supp(Pu(t,x)) ∩ Σ, with Σ = {y ∈ R
k :
σ1(y), ..., σq(y) span R
k}, then for every connected subset Σ˜ ⊂ Σ such that Supp(Pu(t,x))∩ Σ˜
is non void, pt,x is a strictly positive function on Σ˜.
Proof. Let y ∈ Rk satisfying Ht,x(y). Then, proceeding as in [1, Theorem 3.3], using
Lemma 5.6 with Φ(z) = uˆzn(t, x), one can show that there exists n sufficiently large such
that for any continuous and bounded function f : Rk 7→ R+ it holds that
E[f(u(t, x))] ≥
∫
B(y,α
2
)
f(v)θyn(v)dv,
where α > 0 is the parameter of Lemma 5.6 and θyn is a strictly positive continuous function
on B(y, α2 ). This proves the first statement of the theorem.
We next assume that Ht,x(y) holds on Supp(Pu(t,x)) ∩ Σ. It suffices to check that
if Σ˜ ⊂ Σ is a connected component of Σ such that Supp(Pu(t,x)) ∩ Σ˜ is non void, then
Σ˜ ⊂ Supp(Pu(t,x)). Indeed, this implies that Ht,x(y) holds for all y ∈ Σ˜ and by the first
part of the theorem one obtains that pt,x(y) > 0 and the theorem is proved.
Suppose that Σ˜ ⊂ Supp(Pu(t,x)) is false. Then one may find x1 ∈ Σ˜ such that x1 /∈
Supp(Pu(t,x)). Moreover, since Supp(Pu(t,x))∩Σ˜ is non void one may find x2 ∈ Supp(Pu(t,x))∩
Σ˜. Now, since Σ˜ is connected, one can find a continuous curve x(λ), λ ∈ [0, 1] contained
in Σ˜ with x(0) = x2 and x(1) = x1. Take now λ∗ = sup{λ : x(λ) ∈ Supp(Pu(t,x))}. Since
x1 = x(1) /∈ Supp(Pu(t,x)) and the complementary of Supp(Pu(t,x)) is an open set, it follows
that λ∗ < 1. Then we have a sequence λn ↑ λ∗ such that x(λn) ∈ Supp(Pu(t,x)) and we also
know that x(λ) /∈ Supp(Pu(t,x)) for λ∗ < λ ≤ 1. This means that x(λ∗) is on the boundary
of Supp(Pu(t,x)), and since this set is closed, we conclude that x(λ∗) ∈ Supp(Pu(t,x)). Since
x(λ∗) belongs also to Σ˜ we have that pt,x(x(λ∗)) > 0. But this is contradictory with the
fact that x(λ∗) is on the boundary of Supp(Pu(t,x)).
Remark 5.8. Observe that Theorem 5.7 says that if a specific point y∗ is in the support of
the law of u(t, x) then pt,x is strictly positive on the connected component of Σ that contains
y∗. However, this criterion based on the inverse function theorem does not give information
about the support of the law. Nevertheless, in order to prove that pt,x(y) > 0, we do not
have to check that y itself belongs to the support, but only that the connected component
of Σ which contains y has a non void intersection with the support, and in particular, if
we have ellipticity everywhere, then Σ = Rk and so the above condition is automatically
verified (see Remark 5.2).
Remark 5.9. There is a little mistake in page 56, lines 11-13 of [1]. Indeed, the support is
a closed set and their set {ϕ 6= 0}d is open, thus they may not intersect, so it is not always
possible to choose a point y in the boundary of the support and such that ϕ(y) 6= 0. For
example, if {ϕ 6= 0} = {−1, 1}c and the support is [−1, 1], in the boundary of the support
one has that ϕ = 0.
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5.2 Proof of Theorem 5.1
Let (t, x) ∈]0, T ] × Rd be fixed. As explained at the beginning of Section 5.1, let y ∈
Supp(Pu(t,x)) be fixed such that σ1(y), ..., σk(y) span R
k. Consider the sequence of pre-
dictable processes {gn}n≥1 in H kT , defined by
gjn(s, z) = v
−1
n 1[t−2−n,t](s)Γ(t− s, x− z), n ≥ 1, j = 1, ..., k, (5.4)
where
vn :=
∫ 2−n
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr.
We are going to prove that assumptions (i) and (ii) of Ht,x(y) are satisfied for this se-
quence of predictable processes. Then, then second statement of Theorem 5.7 will give the
conclusion of Theorem 5.1.
We start by some preliminary computations. We write
ϕzn,i,j(t, x) =
∫ t
0
〈D(j)r (uˆ
z
n,i(t, x)), g
j
n(r, ∗)〉H dr, 1 ≤ i, j ≤ k,
which follows since the processes defined by the left hand-side and right hand-side satisfy
the same equation, and there is uniqueness of solution. Then by (5.2) and the stochastic
differential equation satisfied by the derivative (4.1), we obtain that
ϕzn,i,j(t, x) = A
z
n,i,j(t, x) + B
z
n,i,j(t, x) + C
z
n,i,j(t, x),
where
A
z
n,i,j(t, x) = v
−1
n
∫ 2−n
0
〈σij(uˆ
z
n(t− r, ∗))Γ(r, x − ∗),Γ(r, x − ∗)〉H dr,
B
z
n,i,j(t, x) :=
∫ t
0
(∫ t
r
∫
Rd
Γ(t− s, x− y)
k∑
ℓ,m=1
∂mσiℓ(uˆ
z
n(s, y))
× 〈D(j)r (uˆ
z
n,m(s, y)), g
j
n(r, ∗)〉H Wˆ
n,ℓ(ds, dy)
)
dr,
C
z
n,i,j(t, x) :=
∫ t
0
(∫ t
r
∫
Rd
k∑
m=1
∂mbi(uˆ
z
n(s, x− y))
× 〈D(j)r (uˆ
z
n,m(s, x− y)), g
j
n(r, ∗)〉H Γ(t− s, dy)ds
)
dr.
Note that gjn(r, ∗) = 1[t−2−n,t](r)g
j
n(r, ∗), and that Dr(uˆ
z
n,i(s, y)) = 0 if s < r. Hence, using
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these facts and Fubini’s theorem, it yields that
B
z
n,i,j(t, x) =
∫ t
t−2−n
∫
Rd
Γ(t− s, x− y)
k∑
ℓ,m=1
∂kσiℓ(uˆ
z
n(s, y))
×
(∫ s
t−2−n
〈D(j)r (uˆ
z
n,m(s, y)), g
j
n(r, ∗)〉H dr
)
Wˆ n,ℓ(ds, dy),
C
z
n,i,j(t, x) =
∫ t
t−2−n
∫
Rd
k∑
m=1
∂mbi(uˆ
z
n(s, x− y))
×
(∫ s
t−2−n
〈D(j)r (uˆ
z
n,m(s, x− y)), g
j
n(r, ∗)〉H dr
)
Γ(t− s, dy)ds.
Therefore, we have proved that
ϕzn,i,j(t, x) = A
z
n,i,j(t, x) + D
z
n,i,j(t, x) + E
z
n,i,j(t, x) + C
z
n,i,j(t, x), (5.5)
where
D
z
n,i,j(t, x) :=
∫ t
t−2−n
∫
Rd
Γ(t− s, x− y)
k∑
ℓ,m=1
∂mσiℓ(uˆ
z
n(s, y))ϕ
z
n,m,j(s, y)W
ℓ(ds, dy),
E
z
n,i,j(t, x) :=
k∑
ℓ,m=1
zℓ
∫ t
t−2−n
〈Γ(t− s, x− ∗)∂mσiℓ(uˆ
z
n(s, ∗))ϕ
z
n,m,j(s, ∗), g
ℓ
n(s, ∗)〉H ds,
C
z
n,i,j(t, x) =
∫ t
t−2−n
∫
Rd
k∑
m=1
∂mbi(uˆ
z
n(s, x− y))ϕ
z
n,m,j(s, x− y)Γ(t− s, dy)ds.
Next we study upper bounds for the p-moments of the four terms on the right hand side
of ϕzn,i,j(t, x). For this, we assume that ‖z‖ ≤ δ for some δ > 0.
First observe that since σ is bounded,
|A zn,i,j(t, x)| ≤ K. (5.6)
Appealing to [19, (3.11)] and using the fact that the partial derivatives of the coefficients
of σ are bounded, we get that for all p > 1,
E[|Dzn,i,j(t, x)|
p] ≤ cpv
p/2
n
k∑
m=1
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,m,j(s, y)|
p]. (5.7)
Using the Cauchy-Schwarz inequality and the fact that the derivatives of σ are bounded,
it yields that for all p > 1,
E[|E zn,i,j(t, x)|
p] ≤ cpδ
p
k∑
m=1
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,m,j(s, y)|
p]. (5.8)
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We finally use Minkowski’s inequality with respect to the finite measure Γ(s, dy)ds, the
boundedness of the partial derivatives of the coefficients of b, and hypothesis (2.2), to see
that for all p > 1,
E[|C zn,i,j(t, x)|
p] ≤ cp
k∑
m=1
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,m,j(s, y)|
p]
(∫ 2−n
0
∫
Rd
Γ(s, dy)ds
)p
≤ cp,T2
−np
k∑
m=1
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,m,j(s, y)|
p].
(5.9)
Now, introducing (5.6), (5.7), (5.8) and (5.9) into (5.5), we get that for all p > 1,
k∑
m=1
E[|ϕzn,m,j(t, x)|
p] ≤ Kp+cp,T (v
p/2
n +δ
p+2−np)
k∑
m=1
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,m,j(s, y)|
p]. (5.10)
Observe that, proceeding as in the proof of (4.2), one can show that
sup
‖z‖≤δ
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,i,j(s, y)|
p] <∞, (5.11)
as we have shown in (5.5) that ϕzn,i,j(t, x) satisfies a linear equation with initial condition
A zn,i,j(t, x), which is bounded. Thus, choosing n large and δ small such that cp,T (v
p/2
n + δp+
2−np) ≤ 12 , we obtain from (5.10) and (5.11) that
sup
‖z‖≤δ
sup
(s,y)∈[0,T ]×Rd
E[|ϕzn,i,j(s, y)|
p] ≤ Kp. (5.12)
We are now ready to show that (i) and (ii) of Ht,x(y) are verified.
Proof of (i). Take z = 0 in (5.5), and use (5.7), (5.9) and (5.12), to get that
ϕ0n,i,j(t, x) = A
0
n,i,j(t, x) + Rn,i,j(t, x),
where, for any p > 1,
E[|Rn,i,j(t, x)|
p] ≤ cp,T (v
p/2
n + 2
−np).
We now write
A
0
n,i,j(t, x) = σij(u(t, x)) + On,i,j(t, x),
where
On,i,j(t, x) = v
−1
n
∫ 2−n
0
〈
(σij(u(t− r, ∗)) − σij(u(t, x)))Γ(r, x − ∗),Γ(r, x − ∗)
〉
H
dr.
By Lemma 4.2 and hypothesis (H6), it holds that for all p > 1,
E[|On,i,j(t, x)|
p] ≤ cp,T 2
−n(α−η)p (α > η).
20
Now, as y ∈ Supp(Pu(t,x)) ∩ Σ, there exists r0 > 0 such that for all 0 < r ≤ r0,
B(y; r) ⊂ Σ, and P {u(t, x) ∈ B(y; r)} > 0.
Moreover, σ1(y), ..., σk(y) spanR
k. Let σ(y) denotes the matrix with columns σ1(y), ..., σk(y).
Hence, for all 0 < r ≤ r0,
P
{
(‖u(t, x) − y‖ ≤ r) ∩ (det σ(u(t, x)) ≥ 2c1)
}
> 0,
where
c1 :=
1
2
(
inf
z∈B(y;r)
inf
‖ξ‖=1
‖σ(z)ξ‖2
)k
.
Thus, we conclude that
lim sup
n→∞
P
{
(‖u(t, x) − y‖ ≤ r) ∩ (detϕ0n(t, x) ≥ c1)
}
> 0,
which proves (i).
Proof of (ii). We start proving that there exist c > 0 and δ > 0, such that
lim
n→∞P
{
sup
‖z‖≤δ
‖ϕzn(t, x)‖ ≤ c
}
= 1. (5.13)
Observe that (5.5), together with (5.6), (5.7), (5.8) and (5.9), show that
‖ϕzn(t, x)‖ ≤ K + sup
‖z‖≤δ
‖G zn (t, x)‖, (5.14)
where for any p > 1,
sup
‖z‖≤δ
E[‖G zn (t, x)‖
p] ≤ cp,T (v
p/2
n + δ
p + 2−np).
Hence, in order to prove (5.13) one only needs to check the uniformity in z. Let z and
z′ such that ‖z‖ ∨ ‖z′‖ ≤ δ. Then, using (5.5) and similar computations as in (5.7), (5.8)
and (5.9), and appealing to the Lipschitz property of the derivatives of the coefficients of σ
and b and (5.12), together with the Cauchy-Schwarz inequality, and finally choosing n large
and δ small, we obtain that
sup
(s,y)∈[0,T ]×Rd
E [‖ϕzn(s, y)− ϕ
z′
n (s, y)‖
p] ≤ cp sup
(s,y)∈[0,T ]×Rd
E [‖A zn (s, y)−A
z′
n (s, y)‖
p]
+ Cp,T sup
(s,y)∈[0,T ]×Rd
E
[
‖uˆzn(s, y)− uˆ
z′
n (s, y)‖
2p
]1/2
.
We now claim that for all p > 1,
sup
(s,y)∈[0,T ]×Rd
E [‖uˆzn(s, y)− uˆ
z′
n (s, y)‖
p] ≤ cp,T ‖z − z
′‖p. (5.15)
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Indeed, using the Lipschitz property of the coefficients of σ and b, together with [19, (3.9),
(5.15)], we obtain that
E [‖uˆzn(t, x)− uˆ
z′
n (t, x)‖
p] ≤ cp‖z − z
′‖p
+ cp,T
∫ t
0
sup
y∈Rd
E [‖uˆzn(s, y)− uˆ
z′
n (s, y)‖
p]
∫
Rd
|FΓ(t− s)(ξ)|2µ(dξ)ds
+ cp,T
∫ t
0
sup
y∈Rd
E [‖uˆzn(t− s, y)− uˆ
z′
n (t− s, y)‖
p]
∫
Rd
Γ(s, dy)ds.
Thus, hypotheses (2.2) and (2.1), and Gronwall’s lemma prove (5.15).
We next use the Lipschitz property of σ together with (5.15), to obtain that
sup
(s,y)∈[0,T ]×Rd
E [‖A zn (s, y)−A
z′
n (s, y)‖
p] ≤ cp,T‖z − z
′‖p.
Therefore, we have proved that
E [‖ϕzn(t, x)− ϕ
z′
n (t, x)‖
p] ≤ cp,T‖z − z
′‖p,
which, together with (5.14) concludes the proof of (5.13).
The proof of (ii) for ψzn(t, x) follows along the same lines, therefore we only give the
main steps. Let
ψzn,i,j,m(t, x) =
∂2
∂zm∂zj
uˆzn,i(t, x).
Then we have that
ψzn,i,j,m(t, x) =
∫ t
0
∫ t
0
〈D(m)s D
(j)
r (uˆ
z
n,i(t, x)), g
j
n(r, ∗) ⊗ g
m
n (s, ∗)〉H ⊗H drds,
where the H ⊗H -valued process D
(m)
s D
(j)
r (uˆzn,i(t, x)), satisfies the following linear stochas-
tic differential equation
D(m)s D
(j)
r (uˆ
z
n,i(t, x)) = Γ(t− r, x− ∗)D
(m)
s (σij(u(r, ∗))) + Γ(t− s, x− ∗)D
(j)
r (σim(u(s, ∗)))
+
∫ t
r∨s
∫
Rd
Γ(t− w, x− y)
k∑
ℓ=1
D(m)s D
(j)
r (σiℓ(u(w, y)))W
ℓ(dw, dy)
+
∫ t
r∨s
∫
Rd
Γ(t− w, dy)D(m)s D
(j)
r (bi(u(w, x − y))) dw.
Using the chain rule and the stochastic differential equation satisfied by the first derivative,
one can compute the different terms of ψzn,i,j,m(t, x) as we did for ϕ
z
n,i,j(t, x), and bound their
pth-moments. Finally, one estimates the pth-moments of the difference ψzn(t, x) − ψ
z′
n (t, x)
as we did for ϕzn(t, x) in order to get the desired result.
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5.3 Proof of Theorem 5.3
The existence and smoothness of the density follows from [19, Theorem 6.2]. Hence, we
only need to prove the strict positivity. For this, one applies Theorem 5.7 as in Theorem
5.1 taking Σ = R. In this case, in order to prove hypothesis (i), one proceeds as in Theorem
5.1, using hypotheses (H1), to show that for all p > 1,
lim
n→∞E
[
|ϕ0n(t, x)−A
0
n (t, x)|
p
]
= 0.
Next using the non-degeneracy assumption on σ, one gets that A 0n (t, x) ≥ c, which implies
that
ϕ0n(t, x) ≥ c− |ϕ
0
n(t, x)−A
0
n (t, x)|.
Finally, these assertions imply that for all y ∈ Supp(Pu(t,x))
lim sup
n→∞
P
{
(|u(t, x)− y| ≤ r) ∩ (ϕ0n(t, x) ≥
c
2
)
}
> 0,
which proves (i). The proof of (ii) follows exactly as in Theorem 5.1.
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