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Naslov: Optimizacija izvajanja mikrostoritev z uporabo GraalVM
Avtor: Jaka Bernard
Diplomsko delo obravnava tematiko optimizacije mikrostoritev z uporabo
univerzalnega virtualnega stroja GraalVM. V nalogi so najprej opisani upo-
rabljeni koncepti, tehnologije in programski jeziki. Sledi pregled funkcional-
nosti, ki jih nudi univerzalni virtualni stroj GraalVM, ter njim pripadajocˇe
omejitve. Osnova za delo je programski jezik Java skupaj z ogrodjem Ku-
muluzEE. Predstavljenih je nekaj preprostih primerov uporabe drugih pro-
gramskih jezikov znotraj javanske kode, kot tudi primer generiranja domoro-
dnih programskih slik (angl. native image). Primerjane so tudi zmogljivosti
razlicˇnih nacˇinov izvajanja, tako z vecˇjezicˇno kodo kot brez.
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The thesis deals with the subject of optimisation of microservices with the
use of the GraalVM universal virtual machine. Firstly, the concepts, tech-
nologies and programing languages used in the thesis are described, followed
by an overview of functionalities offered by GraalVM along with their limi-
tations. The basis is the programming language Java with the KumuluzEE
framework. Some simple examples of other programing languages used inside
the Java code are presented along with an example of generating a native
image. Performances of different execution methods with and without the
polyglot code are also compared.





Dlje cˇasa je bila za razvoj programske opreme najbolj uporabljena monolitna
arhitektura. Aplikacije s tako arhitekturo imajo vso poslovno logiko strnjeno
v eno izvrsˇljivo datoteko. Posledicˇno je skaliranje takih aplikacij neoptimalno,
saj se skalira cela aplikacija naenkrat, cˇetudi nekateri deli skaliranja ne po-
trebujejo. Prav tako lahko ob hudi napaki enega dela aplikacije pade celotna
aplikacija, kar v sistemih, kjer je zahtevana visoka razpolozˇljivost, ni dopu-
stno. Na te probleme je programerska skupnost odgovorila z mikrostoritveno
arhitekturo.
V zadnjih letih se vse bolj razsˇirjajo aplikacije, ki temeljijo na mikro-
storitvah. Mikrostoritve so majhne samostojne aplikacije, ki se med seboj
povezujejo, komunicirajo in tvorijo celoto. Vsaka izmed njih skrbi za del
funkcionalnosti celotne aplikacije. Zˇe implementirane mikrostoritve je mozˇno
ponovno uporabiti drugje, kar pohitri in olajˇsa delo razvijalcev programske
opreme. Prednost mikrostoritev je tudi v tem, da lahko pozˇenemo vecˇ enakih,
delo pa med njih porazdelimo. To nam omogocˇa hitro in enostavno skalira-
nje brez nepotrebne porabe dodatnih virov. To je sˇe posebej pomembno pri
spletnih aplikacijah, saj se sˇtevilo uporabnikov lahko hitro vecˇa, aplikacija
pa mora kljub povecˇanemu povprasˇevanju sˇe vedno nemoteno delovati.
Za razvoj aplikacij je na voljo veliko sˇtevilo programskih jezikov, med
najpopularnejˇsimi so Java, C#, C++, Python, Scala in drugi. Tako pester
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izbor omogocˇa veliko fleksibilnost glede uporabljenega jezika, hkrati pa do-
voljuje tudi izbor najprimernejˇsega jezika za zadano nalogo. Tu se pojavi
problem, saj niso vsi programski jeziki primerni za vse vrste problemov in
je v nekaterih jezikih treba vlozˇiti precej vecˇ truda za enak rezultat, kot bi
ga v drugem jeziku zlahka dosegli. Ta problem je predvsem prisoten v mo-
nolitnih aplikacijah, saj se te vecˇinoma drzˇijo enega jezika in so posledicˇno
podvrzˇene zgornji omejitvi. Tezˇava je v mikrostoritvenih aplikacijah manjˇsa,
saj je lahko vsaka mikrostoritev napisana v svojem jeziku, kar pomeni da je
lahko za izdelavo vsake uporabljen najprimernejˇsi jezik.
Monolitne aplikacije so sˇe vedno precej razsˇirjene. V primerjavi z mikro-
storitvami je razvoj precej enostavnejˇsi, prav tako pa se njihovega razvoja
pogosto loteva ena sama razvojna ekipa. Posledicˇno se aplikacija omeji na
en jezik, saj je tako lazˇje spremljati razvoj in prilagajati cˇlovesˇke vire po-
trebam na projektu. Take aplikacije so mnogokrat zaganjane na temu na-
menjenih napravah ali virtualnih napravah, ki pa imajo omejene vire, ki s
strani aplikacije morda sploh ne bodo dobro izkoriˇscˇeni. Tudi cˇe se aplikacija
zazˇene v oblaku, je skaliranje sˇe vedno neucˇinkovito. Ker se skalira cela apli-
kacija naenkrat, se skalirajo vse njene komponente, tako obremenjene kot
neobremenjene. Neobremenjene komponente porabljajo dodatne sistemske
vire, kljub temu da niso obremenjene, kar je z vidika porabe sistemskih virov
neucˇinkovito. Dodaten problem se pojavi pri vzdrzˇevanju takih aplikacij, saj
so na koncu velika gmota kode, ki je lahko zaradi same kolicˇine in medsebojne
povezanosti komponent izredno nepregledna.
Da zagotovimo optimalno porabo sistemskih virov in da lahko sˇtevilo
izvajajocˇih se mikrostoritev cˇim hitreje prilagajamo, je potrebno, da so mi-
krostoritve kar se da majhne, prostorsko ucˇinkovite in se hitro zaganjajo.
Hiter zagon je sˇe posebej pomemben pri aplikacijah, ki zahtevajo visoko raz-
polozˇljivost, saj na ta nacˇin zmanjˇsamo cˇas, ko je aplikacija nedostopna.
Javanske aplikacije so po navadi pretvorjene v datoteke tipa JAR, EAR
ali WAR. Vse te oblike datotek vsebujejo kompresirane datoteke .class in
ostale datoteke, uporabljene v programu. Datoteke JAR so najnizˇji nivo
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arhiva, uporabljene vecˇinoma za pakete EJB, ki so namenjeni poganjanju
poslovne logike, ali aplikacije na uporabnikovi strani (angl. clientside appli-
cations). Vsebujejo lahko tudi druge, nepovezane datoteke. Datoteke WAR
so namenjene interakciji s spletom. Te datoteke se uporabljajo, kadar je treba
strecˇi spletno vsebino. Datoteke EAR so namenjene poganjanju poslovnih
aplikacij. Zaganja se jih na namenskih aplikacijskih strezˇnikih.
V zadnjem cˇasu se je pojavilo vecˇ ogrodij, ki mocˇno olajˇsajo izdelavo
mikrostoritev in delo z njimi. Med njimi so tudi KumuluzEE, Quarkus,
Spring Boot in Jersey. S konfiguracijo omogocˇajo izdelavo posameznih da-
totek JAR, vsaka izmed njih pa vsebuje poslovno logiko ene mikrostoritve.
Tako je mozˇno locˇeno generiranje mikrostoritvenih datotek vkljucˇiti v avto-
matski proces izgradnje in distribucije kode.
Tako pri monolitnih kot pri mikrostoritvenih aplikacijah je vecˇ faktorjev,
ki vplivajo na uporabniˇsko izkusˇnjo. Razvojna ekipa lahko vpliva predvsem
na faktorje, ki se ticˇejo zmogljivosti aplikacije. Pri vsakem programu je treba
najti pravo ravnovesje hitrosti, velikosti, porabe pomnilnika, zagonskega cˇasa
in fleksibilnosti, s tem da so vcˇasih podane sˇe dodatne omejitve, ki se jih je
treba drzˇati. V svetu racˇunalniˇstva po navadi nicˇ ni zastonj. Izboljˇsevanje
enega vidika aplikacije se navadno negativno pozna na ostalih, zato je treba
najti kombinacijo parametrov, ki je optimalna za program.
Na Javi osnovano ogrodje KumuluzEE, ki je bilo uporabljeno tudi pri
izdelavi diplomskega dela, je namenjeno izdelavi in delu z mikrostoritvami.
Implementirane mikrostoritve so zadostne, vendar pa bi lahko bile bolje op-
timizirane.
Diplomsko delo predstavi univerzalni virtualni stroj GraalVM, nekaj nje-
govih funkcionalnosti in hib. Virtualni stroj je namenjen optimizaciji izva-
janja programov in poganjanju tako javanske kot vecˇjezicˇne kode. Obrav-
navana je mozˇnost generiranja domorodnih programskih slik (angl. native
image), ki izboljˇsajo delovanje nekaterih aplikacij in mozˇnost vecˇjezicˇnega
programiranja, ki olajˇsa sodelovanje z zunanjimi razvijalci in omogocˇa prila-
gajanje uporabljenih tehnologij obravnavanim problemom.
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V diplomskem delu je predstavljen univerzalni virtualni stroj GraalVM.
Cilj je analizirati in testirati njegovo uporabo na preprostem programu in na
primeru mikrostoritve ter primerjati ucˇinkovitosti izvajanja z Javo in Gra-
alVM. Preverjeno mora biti delovanje glavnih funkcionalnosti GraalVM, to-
rej vecˇjezicˇnost, zmogljivostne pridobitve GraalVM in mozˇnost pretvorbe v
domorodno programsko sliko. Analiza in testiranje zmogljivosti delovanja
funkcionalnosti GraalVM bosta izvedena s primerjavo zmogljivosti na pre-
prostem programu in primeru mikrostoritve.
V 2. poglavju je predstavljena mikrostoritvena arhitektura, njene pred-
nosti v primerjavi z monolitno arhitekturo in nekaj orodij, namenjenih za
delo z mikrostoritvami. Vsebuje hiter pregled osnovnih konceptov mikrosto-
ritvene arhitekture, njene prednosti in slabosti. Predstavljen je tudi koncept
vsebnikov in eno izmed orodij za delo z njimi – Docker. V 3. poglavju je
podrobneje predstavljen univerzalni virtualni stroj GraalVM. Predstavljena
je arhitektura, njene komponente in mozˇnosti, ki jih ponuja. Podanih je tudi
nekaj primerov spoprijemanja z omejitvami orodja za izdelavo domorodnih
programskih slik in uporabe vecˇjezicˇnosti. Nazadnje so prikazana tudi orodja
za monitoriranje in razhrosˇcˇevanje aplikacij. Poglavje 4 je namenjeno prikazu
razlik v zmogljivostih univerzalnega virtualnega stroja GraalVM, javanskega
tolmacˇa in tehnologije domorodnih programskih slik na primeru preprostega
javanskega programa. Prikazane so pridobitve in izgube pri uporabi posa-
meznega nacˇina izvajanja programa. Sledi prikaz zgornjih zmogljivosti pri
programu, ki uporablja funkcionalnost vecˇjezicˇnosti. V 5. poglavju je najprej
predstavljena vloga ogrodja KumuluzEE, s katerim je bila implementirana
mikrostoritev za pridobivanje in unovcˇevanje tocˇk zvestobe. Nato je predsta-
vljena struktura implementirane mikrostoritve, sledi pa predstavitev uporabe
GraalVM na mikrostoritvi. Primerjani so odzivni cˇasi in porabljeni viri med
izvedbo programa zagnanega z Javo, GraalVM javanskim tolmacˇem, in kot




Dolgo cˇasa je v svetu programske opreme prevladovala monolitna arhitek-
tura aplikacij. Zanjo je znacˇilno, da je vsa programska koda zbrana v eni
samostojni aplikaciji, ki skrbi za vse funkcionalnosti. Problem monolitne
arhitekture je v skaliranju, saj porablja veliko sistemskih virov, cˇetudi jih
ne potrebuje. To slabost je razvijalska skupnost naslovila z mikrostoritvami
(slika 2.1).
Arhitektura mikrostoritev predstavi idejo, da je vsak posamezen del apli-
kacije neodvisen gradnik in se zaganja v posebnem procesu. Iz gradnikov
se sestavi celotna aplikacija, ki opravlja zahtevane naloge. Tako modularno
sestavljeno aplikacijo lahko z dodajanjem, menjavo ali odstranjevanjem mi-
krostoritev hitro spreminjamo, samostojnost gradnikov pa nam daje vecˇjo
svobodo in fleksibilnost pri implementaciji.
2.1 Koncepti
Mikrostoritvena arhitektura se pogosto zanasˇa na nabor nekaj osnovnih kon-























Slika 2.1: Skica aplikacije z monolitno in aplikacije z mikrostoritveno arhi-
tekturo
2.1.1 Majhne domensko locˇene storitve
Samostojnost posameznih komponent omogocˇa tudi locˇen razvoj, torej lahko
vecˇ ekip hkrati po delih izdeluje aplikacijo, ne da bi med njimi prihajalo do
medsebojnega cˇakanja in sporov glede implementacije [14]. Z vzporednim ra-
zvojem se tudi skrajˇsa cˇas, potreben za dostavo na trg [40]. Da ne prihaja do
nesoglasij in da so mikrostoritve med seboj zagotovo kompatibilne, je treba
natancˇno definirati vmesnike koncˇnih tocˇk posamezne mikrostoritve. Tako
lahko druge ekipe, ki bodo mikrostoritev klicale iz svoje mikrostoritve, pred-
vidijo odziv in se izognejo cˇakanju na to, da bo koncˇna tocˇka implementirana,
preden se lahko lotijo dela na svoji strani.
Tudi ko dolocˇeno mikrostoritev razvijamo naprej in posledicˇno zraste,
jo lahko razbijemo na manjˇse mikrostoritve. Tako mikrostoritve ohranjamo
majhne, preproste in pregledne, hkrati pa z njimi zaradi nizˇje kompleksnosti
lazˇje upravljamo. S tem, ko mikrostoritve ohranjamo majhne in preproste, se




Ker je vsaka mikrostoritev samostojna aplikacija, je njena implementacija
neodvisna od ostalih [39]. Z uporabo natancˇno definiranih vmesnikov vemo,
kaksˇni podatki so pricˇakovani kot vhod in izhod zahtevkov, glede implementa-
cije pa ima razvijalska ekipa svobodo. Posledicˇno je lahko ena mikrostoritev
aplikacije napisana v Javi, druga v Pythonu, tretja v C, aplikacija pa bo sˇe
vedno pravilno delovala, cˇe so njene mikrostoritve pravilno implementirane.
To daje razvijalskim ekipam fleksibilnost in mozˇnost izbire najprimernejˇsega
programskega jezika za vsako mikrostoritev in probleme, s katerimi se soocˇajo
v njih.
2.1.3 Ponovna uporaba
Ker so mikrostoritve zasnovane kot samostojni deli aplikacije in so kar se
da neodvisne druga od druge, jih je mozˇno ponovno uporabiti drugod. To
razvijalcem omogocˇa, da ustvarjajo splosˇno uporabne mikrostoritve, nato pa
jih skupaj sestavljajo v nove aplikacije. Manjkajocˇe dele nato dopolnijo z no-
vimi mikrostoritvami, ki so glede na primernost lahko ponovno uporabljene
v drugih aplikacijah. Tak nacˇin dela omogocˇa hitro izgradnjo novih aplika-
cij s prihrankom na cˇasu, ki bi ga drugacˇe porabili za ponovno izdelavo zˇe
implementiranih funkcionalnosti.
2.1.4 Sˇibka sklopljenost
Kljub temu da mikrostoritve med seboj sodelujejo in da omogocˇajo delovanje
aplikacije kot enovite celote, morajo biti sˇe vedno kar se da neodvisne [41,
14, 6]. Spremembe v eni mikrostoritvi ne smejo vplivati na delovanje drugih.
Sˇibka sklopljenost je lazˇje dosegljiva z uporabo standardiziranega prenosa
podatkov (npr. JSON) in standardiziranih podatkovnih tipov. Minimizirati
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je treba nepotrebne interakcije med mikrostoritvami, komunikacija pa mora
potekati na kar se da standardiziran nacˇin.
2.1.5 Fino granulirani vmesniki
Vsaka mikrostoritev skrbi za locˇen del poslovne logike aplikacije. Razvija
se jih s cˇim manj odvisnostmi in kot samostojno izvedljive programe, po-
sledicˇno pa se jih tudi poganja kot samostojne procese. Mikrostoritve med
seboj komunicirajo preko natancˇno definiranih vmesnikov, njihovo skupno
delovanje pa tvori celotno aplikacijo. Ker so vmesniki natancˇno dolocˇeni,
je notranja zgradba vsake mikrostoritve nepomembna, enako pa velja tudi
za jezik, v katerem je napisana. Komunikacija med storitvami poteka preko
teh vmesnikov, kar mikrostoritvam preprecˇuje, da bi posegale druga v drugo.
Predpogoj za locˇeno in samostojno delovanje mikrostoritev je, da so odvi-
snosti med njimi minimizirane.
2.1.6 Odpornost na napake
Da lahko mikrostoritve delujejo neprekinjeno, je kljucˇnega pomena, da so od-
porne na napake [6]. To vkljucˇuje tako njihove notranje napake kot napake,
do katerih pride med komunikacijo z drugimi mikrostoritvami ali odjemal-
cem. Tako se je mozˇno izogniti vecˇjim izpadom in daljˇsim obdobjem nede-
lovanja. Cˇetudi mikrostoritev preneha delovati, je nedopustno, da bi zaradi
tega prenehale delovati tudi druge mikrostoritve, zato morajo biti primerno
nacˇrtovane in sprogramirane. Zaradi nizke sklopljenosti mikrostoritev in nji-
hovega obvladovanja svojih napak je mozˇno in pricˇakovano, da napaka ene
mikrostoritve ne povzrocˇa napak v ostalih.
2.1.7 Fleksibilnost sporocˇilnih kanalov
Mikrostoritve morajo biti kar se da prilagodljive, saj lahko le tako zagoto-
vimo njihovo brezhibno delovanje in medsebojno sodelovanje. Posledicˇno
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mora biti tudi njihova komunikacija prilagodljiva. Lahko poteka preko zah-
tevkov REST, zahtevkov SOAP, sporocˇilnih vrst, GraphQL, gRPC ali drugih
nacˇinov komunikacije in je lahko sinhrona ali asinhrona. Mikrostoritve so ti-
ste, ki se morajo prilagajati tipom sporocˇanja, in ne obratno, saj lahko le
tako zagotovimo korektno delovanje, hkrati pa ne obremenjujemo sistema za
prenos sporocˇil z nepotrebno logiko.
2.1.8 Locˇeno vzdrzˇevanje in posodabljanje
Ker so mikrostoritve samostojni programi, jih lahko tudi samostojno razvi-
jamo. To nam omogocˇa, da posodobimo le del aplikacije, medtem ko je v
monolitni arhitekturi treba za vsakrsˇno spremembo posodobiti celo aplika-
cijo. Zaradi samostojnosti je mozˇno mikrostoritev tudi enostavno zamenjati,
cˇe je to potrebno. Predpogoj za to je, da se navzven obnasˇa enako kot
njen predhodnik. Mozˇnost takih menjav pomeni, da lahko mikrostoritev
prepiˇsemo v drug programski jezik, ki je morda ucˇinkovitejˇsi, in novo mikro-
storitev uporabimo namesto stare, ne da bi za to morali posodabljati tudi
vse ostale komponente.
2.1.9 Skaliranje
Locˇenost na domene nam omogocˇa, da skaliramo le dele aplikacije, ki to po-
trebujejo. Obremenjeni mikrostoritvi pozˇenemo vecˇ instanc, promet pa med
njih prerazporedimo s porazdeljevalcem obremenitve (angl. load balancer).
Z uporabo orodij za orkestracijo se lahko ta proces tudi avtomatizira [6].
Na ta nacˇin se sˇtevilo instanc posamezne mikrostoritve prilagaja obremeni-
tvi. Ob povecˇanem prometu se sˇtevilo instanc povecˇa, ko pa promet spet
upade, se nepotrebne instance ugasnejo. Za hitro in ucˇinkovito prilagajanje
sˇtevila instanc mora biti zagonski cˇas mikrostoritev cˇim krajˇsi, saj se lahko
na ta nacˇin porast v prometu ustrezno obravnava. Cˇe se mikrostoritve ne
zaganjajo dovolj hitro, lahko pred uspesˇnim zagonom dodatnih instanc pride
do preobremenitve zˇe postavljenih mikrostoritvenih instanc ali pa se nove
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instance dokoncˇno postavijo sˇele po ponovnem padcu prometa.
2.1.10 Uporaba v oblaku
Mikrostoritvena arhitektura je zelo primerna za izvajanje v oblaku, saj so
mikrostoritve samostojne, skalabilne in sˇibko sklopljene. V oblaku nam te
lastnosti pridejo zelo prav, saj lahko mikrostoritve porazdelimo in jih po po-
trebi skaliramo. Ker vsaka mikrostoritev tecˇe v svojem procesu in ne kot ena
sama aplikacija, pri skaliranju porabimo manj virov, saj skaliramo le dele, ki
to potrebujejo [6]. Ob uporabi orodij, kot sta Docker in Kubernetes, lahko
mikrostoritve kontrolirano zaganjamo in z njimi preprosto upravljamo. Ome-
njeni orodji omogocˇata tudi razne uporabne funkcionalnosti, kot na primer
preverjanje zdravja mikrostoritev in z njim povezan ponovni zagon v primeru,
da mikrostoritev ni zdrava [6]. Ob vzporednem zaganjanju mikrostoritev se
lahko posluzˇujemo tudi tekocˇih posodobitev (angl. rolling updates). Te nam
omogocˇajo eleganten prehod na novo verzijo mikrostoritve, tako da po vrsti
ugasˇajo stare instance, za vsako ugasnjeno pa prizˇgejo novo in posodobljeno
razlicˇico, tako da v vsakem trenutku zˇivi instanca mikrostoritve, ki lahko
odgovarja na zahtevke. To je kljucˇnega pomena pri aplikacijah, kjer je zah-
tevana visoka razpolozˇljivost.
2.1.11 Prednosti
Mikrostoritve nam torej nudijo fleksibilnost pri izdelavi aplikacij, sam proces
izdelave pa olajˇsajo z mozˇnostjo ponovne uporabe zˇe implementiranih mikro-
storitev, ki ustrezajo potrebam aplikacije. Vsako izmed njih lahko razvijemo
locˇeno od drugih, jo tako tudi posodabljamo, njihova samostojnost pa nam
omogocˇa tudi lazˇji prehod na nove verzije tehnologij. Precej olajˇsajo tudi
skaliranje, saj lahko po potrebi skaliramo le tiste mikrostoritve, ki so preo-
bremenjene ali podobremenjene, medtem ko bi pri monolitni arhitekturi mo-
rali skalirati celo aplikacijo ne glede na obremenitev posameznih delov (sliki
2.2, 2.3). Skaliramo lahko s samostojnim strezˇnikom za vsako novo instanco
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mikrostoritve, zadnje cˇase pa je vse bolj popularno skaliranje z vsebniki, ki
so primerni tudi za izvajanje v oblaku. Vsebniki in izvedba v oblaku sˇe bolj

























Slika 2.2: Skica skaliranja monolitne aplikacije
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Slika 2.3: Skica skaliranja mikrostoritvene aplikacije
2.1.12 Slabosti
Mikrostoritve niso popolne. Z deljenjem aplikacije na mikrostoritve se zviˇsa
kompleksnost konfiguriranja, saj je treba konfigurirati vsako mikrostoritev
posebej. To je proces, ki s sˇtevilom razlicˇnih mikrostoritev postaja vse bolj
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zamuden in zapleten. S samostojnim razvojem mikrostoritev pride tudi izziv
verzioniranja vsake mikrostoritve, namesˇcˇanja mikrostoritve ob izdaji no-
vih verzij in izdelave ter posodabljanja dokumentacije za vsako izmed njih.
S temi problemi se uspesˇno spoprime ogrodje KumuluzEE, ki avtomatizira
tako konfiguracijo kot namesˇcˇanje, vsebuje pa tudi pakete, ki omogocˇajo ge-
neriranje dokumentacije iz anotacij.
2.2 Vsebniki
Zaganjanje vecˇ razlicˇnih aplikacij lahko postane problematicˇno, sˇe posebej cˇe
prihaja do konfliktov med uporabljenimi knjizˇnicami in ostalimi odvisnostmi.
Takim tezˇavam se je mozˇno izogniti tako, da se aplikacije zaganja v izolira-
nem okolju. Sprva se je to pocˇelo z navideznimi napravami (angl. virtual
machine). Na operacijskem sistemu ali kar naravnost na strojni opremi na-
prave tecˇe hipervizor, na katerem se nato poganjajo navidezne naprave, vsaka
s svojim operacijskim sistemom. Take postavitve po navadi potrebujejo ve-
liko prostora na disku, pomnilnika in cˇasa, da se zazˇenejo.
Podobno velja tudi za vsebnike, le da na osnovnem operacijskem sistemu
tecˇe pogon za vsebnike, na njem pa vsebniki. Ti ne potrebujejo vsak svojega
operacijskega sistema, pacˇ pa z napravo, na kateri tecˇejo, komunicirajo preko
vmesnika, tako da vsak izmed njih tecˇe predvidljivo in locˇeno od ostalih. Tako
velikost posamezne instance preide iz ranga gigabajtov v rang megabajtov,
zagonski cˇas pa iz ranga minut v rang sekund. Tako je mozˇno hitro posta-
vljati ali posodabljati instance vsebnikov, ki porabljajo precej manj sredstev,
kot bi jih porabljale navidezne naprave. Nekatere implementacije vsebnikov
so CoreOS rkt, Mesos Containerizer, LXC Linux Containers, OpenVN, Con-
tainerd, Hyper-V Containers, Docker in drugi. V tem diplomskem delu je
bilo uporabljeno orodje Docker.
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2.2.1 Docker
Docker je eno izmed trenutno najpopularnejˇsih orodij za upravljanje z vseb-
niki. Omogocˇa izgradnjo in zaganjanje vsebnikov, ki so prilagodljivi, majhni
in prenosljivi. Izgradnja vsebnika se zacˇne z osnovno sliko vsebnika – javni re-
pozitorij slik je na voljo na spletu [8]. Na slikah se lahko zgradi potrebovano
logiko in programsko opremo, ki se jo nato pozˇene kot instanco vsebnika
Docker. Prakticˇen primer takega vsebnika bi bila instanca mikrostoritve.
Dodajanje programske ali datotecˇne vsebine ni nujno, saj so mnoge slike
zˇe pripravljene na izvajanje. Primer take slike je slika za podatkovno bazo
PostgreSQL, ki je uporabljena tudi v diplomskem delu.
Docker ni namenjen le poganjanju aplikacij, pacˇ pa sluzˇi tudi kot mocˇno
razvijalsko in raziskovalno orodje [13, 2]. Na njem je mozˇno namrecˇ hkrati
poganjati vecˇ razlicˇnih vsebnikov, ki lahko sluzˇijo razlicˇnim namenom. Za
postavitev nove vrste podatkovne baze ali tehnologije in testiranje njene upo-
rabnosti in funkcionalnosti ni treba tratiti vecˇ ur cˇasa, pacˇ pa je lahko in-
stanca Docker vsebnika postavljena zˇe v nekaj minutah, cˇe imamo dostop
do prave slike. Zbirka orodij, ki jih ponuja Docker, nudi tudi mozˇnosti hi-
trega in enostavnega prilagajanja sˇtevila instanc vsebnikov uporabnikovim
potrebam. Docker omogocˇa tudi prevajanje programske kode v razlicˇnih
okoljih. Na javnem repozitoriju slik so na voljo tudi slike razlicˇnih sistemov
z razlicˇnimi arhitekturami, na njih pa je z Dockerjem preprosto prevajati
kodo, ne da bi v ta namen morali postaviti namenski strezˇnik. Ta funk-
cionalnost pride prav, ko je rezultat prevedene kode odvisen od sistema, na
katerem se koda prevaja. Na ta nacˇin je mozˇno kodo prevesti tudi predcˇasno,
tako da se lahko na ciljni sistem le nalozˇi prevedene datoteke, ne da bi bilo
treba programsko kodo prevajati na sistemu samem. Med prednosti Dockerja
spada tudi mozˇnost hitrega in preprostega skaliranja instanc vsebnikov, za
kar pa obstajajo tudi posebna orodja, t. i. orodja za orkestracijo.
Cˇeprav Docker poganja vsebnike na napravi, na kateri tecˇe, ponuja tudi
funkcionalnost rojenja (angl. Docker swarm) [9]. To omogocˇa, da se instance
vsebnikov razporedijo po napravah, ki so del roja. Posledicˇno se povecˇa var-
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nost, saj instance vsebnikov sˇe vedno tecˇejo na ostalih napravah v roju, tudi
cˇe eden izmed cˇlanov iz kakrsˇnega koli razloga postane nedostopen. Docker
tudi na roju omogocˇa preprosto prilagajanje sˇtevila instanc vsebnikov. Z ro-
jenjem se resˇimo tudi omejitve virov, ki nam jih postavlja zaganjanje na eni
napravi. Poraba virov vsebnikov se namrecˇ prerazporedi po vseh dostopnih
cˇlanih roja. Cˇe zmanjka razpolozˇljivih virov, je treba v roj dodati napravo,
ki vire zagotavlja, ali pa povecˇati zmogljivost naprav, na katerih je roj zˇe
prisoten. Alternativa Docker swarmu so orodja za orkestracijo, kot npr. Ku-
bernetes, Nomad, Rancher ali Cloudify. Nekatera izmed njih ponujajo tudi
druge funkcionalnosti, uporabne za poganjanje mikrostoritev.




GraalVM – mozˇnosti in
omejitve
V tem poglavju je predstavljena arhitektura GraalVM. Predstavljeno je po-
gonsko okolje Java HotSpotVM, na katerem tecˇe prevedena javanska koda.
Sledi opis ogrodja Truffle, ki je namenjeno interpretaciji tolmacˇev program-
ske kode gostujocˇih programskih jezikov, in kode LLVM, prevedene iz jezikov,
kot so Fortran, Rust, C in C++. Nato je predstavljen tolmacˇ Sulong, ki v
univerzalnem virtualnem stroju GraalVM skrbi za tolmacˇenje kode LLVM.
Zatem je opisan GraalVM in nacˇini, kako optimizira kodo. Sledi kratek opis
interakcije GraalVM z drugimi jeziki, nato pa je predstavljen SubstrateVM,
na katerem sloni podporni program native-image. Ta podporni program se
uporablja za pretvorbo programov, napisanih v podprtih jezikih, v domoro-
dne programske slike. Sledi opis omejitev, ki jih omogocˇanje take pretvorbe
prinasˇa.
3.1 Arhitektura
GraalVM je Java VM in JDK, implementiran v Javi. Osnovan je na Java
HotSpotVM. Poleg Jave podpira dodatne programske jezike, ponuja pa tudi
dodatne funkcionalnosti, kot so predcˇasno prevajanje aplikacij v samostojne
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izvrsˇljive datoteke z nizko porabo pomnilnika in hitrim zagonskim cˇasom,
torej v domorodne programske slike. Na njem so zgrajena tudi orodja, ki
omogocˇajo implementacijo in izvajanje novih programskih jezikov, kompati-
bilnih z GraalVM. GraalVM lahko sam po sebi izvaja bajtno kodo, prevedeno
iz jezikov, osnovanih na JVM. Ostali jeziki so podprti preko tolmacˇev, im-














Slika 3.1: Arhitektura GraalVM
3.1.1 Java HotSpotVM
Java HotSpotVM je ena izmed kljucˇnih komponent Jave. Zadolzˇena je za
zaganjanje javanske bajtne kode in zagotavlja sinhronizacijo niti in objek-
tov. Vsebuje prilagodljive prevajalnike, ki prevedejo javansko bajtno kodo
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v strojno kodo. Skrbi tudi za sprosˇcˇanje pomnilnika in zagotavlja podatke
orodjem za profiliranje, monitoriranje in razhrosˇcˇevanje. Glede na okolje, v
katerem tecˇe, izbere ustrezen prevajalnik, konfiguracijo javanske kopice in
sprosˇcˇevalnik pomnilnika. Izbrana konfiguracija omogocˇa dobro zmogljivost
za vecˇino aplikacij. V posebnih primerih je potrebno dodatno nastavljanje
za doseganje optimalne zmogljivosti [25].
Kot tolmacˇ zaganja javansko bajtno kodo in iˇscˇe t. i. vrocˇe tocˇke (angl.
hot spots) v kodi. Vrocˇe tocˇke so pogosto zagnani deli kode, ki jih HotSpot
JVM sprotno prevaja v strojno kodo naprave. Posledicˇno javanske aplika-
cije potrebujejo ogrevalni cˇas, da po zagonu pricˇnejo optimalno delovati, saj
sprva noben del kode sˇe ni preveden v strojno kodo in jo obravnava tolmacˇ,
katerega izvajanje je pocˇasnejˇse od strojne kode. Bajtna koda je v strojno
kodo prevedena med izvajanjem aplikacije. Ko je metoda tekocˇega programa
prevedena s sprotnim prevajalnikom, se za nadaljnje klice metode uporablja
novonastala strojna koda namesto vsakokratnega tolmacˇenja, posledicˇno iz-
vajanje postane bolj ucˇinkovito. Prevajanje metod v strojno kodo potrebuje
tako procesorski cˇas kot pomnilnik, zato se mora JVM sproti odlocˇati, katere
metode prevesti, saj bi prevajanje vseh metod hkrati negativno vplivalo na
delovanje aplikacije.
3.1.2 Ogrodje Truffle
Ogrodje Truffle je odprtokodna knjizˇnica za izdelovanje tolmacˇev program-
skih jezikov. Z njim je mozˇno implementirati tolmacˇ za svoj programski jezik,
implementiran jezik pa je kompatibilen z GraalVM in ga je mozˇno upora-
bljati z drugimi programskimi jeziki [32, 24, 37]. Omogocˇa standardiziran
nacˇin za izdelavo tolmacˇev programskih jezikov, v njem pa so zˇe napisani
tolmacˇi za R, Ruby, JavaScript in kodo LLVM, njihove zmogljivosti pa so
primerljive ali celo boljˇse od originalnih implementacij [4]. Posledica stan-
dardiziranega nacˇina pisanja tolmacˇev je mozˇnost uporabe funkcionalnosti
SubstrateVM (uporabljene v podpornem programu native-image) za pre-
vajanje programske kode v optimizirano strojno kodo v obliki domorodnih
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programskih slik. Tolmacˇi, implementirani v ogrodju Truffle, ob tolmacˇenju
gradijo abstraktne sintakticˇne grafe, ki jih nato GraalVM optimizira, v pri-
meru uporabe drugih podprtih jezikov pa celo zdruzˇuje (slika 3.2). Pretvorba
v domorodno programsko sliko deluje na osnovi teh grafov, zato je pretvorba
programov, napisanih v podprtih jezikih, v domorodne programske slike zˇe
avtomatsko podprta.
Slika 3.2: Primer grafa metode, ki klicˇe Polyglot API
Ogrodje vsebuje tudi razred TruffleInstrument, namenjen implemen-
taciji orodij za opazovanje in spreminjanje obnasˇanja tolmacˇev, napisanih v
ogrodju Truffle. Da se omogocˇi avtomatsko odkrivanje implementacij tega
razreda, je potrebna uporaba anotacije TruffleInstrument.Registration.
Taka orodja omogocˇajo spremljanje delovanja in zmogljivosti programov.
Ogrodje ponuja tudi orodje za testiranje interoperabilnosti in instrumen-
tacije novonapisanega jezika [31]. Da se jezik testira, je treba implementirati
LanguageProvider, implementacijo pa je treba tudi registrirati v datoteki
META-INF/services/org.graalvm.polyglot.tck
.LanguageProvider. Da se lahko jezik ustrezno testira, mora biti vsebina
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LanguageProvider ustrezno konfigurirana. To pomeni, da mora nuditi po-
datkovne tipe, izraze in krmilne stavke, in sicer v obliki funkcij, ki vracˇajo
ustrezne podatkovne tipe ali vrsˇijo izraze. Z uporabo Snippet.Builder je
tem funkcijam nato treba dodeliti parametre in tip odziva, da jih zna orodje
sestavljati skupaj. Podati je treba tudi preproste skripte, ki pokrivajo cˇim
vecˇ elementov jezika, da lahko orodje testira instrumentacijo. Teste je mozˇno
pognati z orodjem mx ali z uporabo jezika Python. Za testiranje z jezikom
Python je potrebna prisotnost orodja Maven za prenos artefaktov Test Com-
patibility Kita.
3.1.3 Sulong
Sulong je visokozmogljiv tolmacˇ (angl. interpreter), zgrajen na GraalVM.
Spisan je v Javi z uporabo ogrodja Truffle, uporablja pa dinamicˇen prevajal-
nik, ki ga vsebuje GraalVM. V GraalVM lahko izvaja jezike, ki so pretvorjeni
v LLVM bitno kodo. Med njih spadajo tudi C, C++ in Fortran [30, 36]. Ker
uporablja ogrodje Truffle, se iz tolmacˇene kode kot pri drugih implemen-
tiranih jezikih izdela abstraktne sintaksne grafe, ki jih SubstrateVM lahko
optimizira in pretvori v domorodne programske slike. Interpretira lahko le
LLVM bitno kodo, zato je potrebna uporaba dodatnih orodij, da se koda zgo-
raj omenjenih jezikov pretvori v kodo LLVM. Ob normalni uporabi tolmacˇa
z libgraal se pogosto uporabljene funkcije z GraalVM pretvorijo v strojno
kodo. Zmozˇen naj bi bil izvajanja vsake LLVM bitne kode na GraalVM, s
trenutnim fokusom na enonitnih C in Fortran programih. Ostali jeziki sˇe
niso popolnoma podprti, npr. obravnavanje izjem v C++.
3.2 GraalVM-ov prevajalnik
Univerzalni virtualni stroj GraalVM vsebuje dinamicˇen prevajalnik v cˇasu
izvajanja (angl. dynamic just-in-time compiler). Ta prevajalnik pretvori
bajtno kodo v strojno kodo. Napisan je v Javi in se integrira z Java Hot-
SpotVM z uporabo prevajalskega vmesnika JVM. Prevajalnik je odvisen od
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JVM, ki podpira JVMCI. JVMCI je privilegiran nizkonivojski vmesnik do
JVM, ki lahko prebira metapodatke iz VM, vanjo pa lahko nalaga strojno
kodo [28].
Prevajalnik omogocˇa dva nacˇina delovanja. Prvi je zaganjanje kot vna-
prej prevedena strojna koda (”libgraal”), drugi pa kot dinamicˇno izvedena
javanska bajtna koda (”jargraal”).
V nacˇinu libgraal je prevajalnik preveden v domorodno deljeno knjizˇnico
(angl. native shared library), ki je potem nalozˇena v HotSpot VM. Preva-
jalnik uporablja pomnilnik, ki je locˇen od HotSpot VM in hitro tecˇe zˇe od
zagona. To je privzet in priporocˇen nacˇin delovanja, saj je mnogo hitrejˇsi od
alternative.
V nacˇinu jargraal gre prevajalnik skozi enak proces zagona kot preo-
stanek javanske aplikacije. Najprej je interpretiran, nato pa so prevedene
njegove pogosto uporabljene metode. Do tega nacˇina delovanja dostopamo
z uporabo dodatnega parametra -XX:-UseJVMCINativeLibrary pri zagonu
aplikacije.
3.3 Optimizacija
GraalVM pretvarja javansko bajtno kodo v strojno kodo, za tako spreminja-
nje pa mora narediti strukturo izvajanja. Za predstavitev programov upora-
blja grafe. Za spremenljivke, vrednosti in operacije uporablja vozliˇscˇa, tok
podatkov in sam program pa predstavljajo povezave v grafu. Po izgradnji
sintakticˇnega drevesa lahko novonastalo strukturo optimizira tako, da od-
strani nepotrebne operacije, kot na primer dvojne negacije, ali pa zdruzˇi vecˇ
operacij v eno, kot na primer zaporedno sesˇtevanje brez vmesnih korakov.
Optimiziran graf se nato lahko uporabi za generiranje strojne kode. Gra-
alVM tudi med izvajanjem nad grafom izvaja optimizacijo in tako omogocˇa
hitrejˇse delovanje aplikacije [35, 16, 12, 3].
V sledecˇih podpoglavjih je predstavljenih nekaj osnovnih nacˇinov opti-
mizacije, ki jih uporablja GraalVM. Vse te optimizacije so izvedene nad
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sintakticˇnim grafom programske kode.
3.3.1 Vstavljanje programske kode
Pri prevajanju v cˇasu izvajanja (angl. just-in-time compilation) se program-
ska koda prevaja po metodah, saj analiza sˇirsˇega obsega metod in njihove
medsebojne interakcije ni izvedljiva v sprejemljivem cˇasu. Za to metodo
optimizacije je zelo mocˇno orodje vstavljanje programske kode (angl. inli-
ning), saj povecˇa metodo in tako nudi vecˇ mozˇnosti za optimizacijo te metode
[34]. Vstavljanje prepozna klic metode in ga zamenja z njenim telesom. To
omogocˇa njeno boljˇso optimizacijo, saj se zato lahko uporabi kontekst, v
katerem je metoda klicana. Tako lahko prevajalnik zamenja na videz nedo-
segljivo kodo vstavljene metode z deoptimizacijskim vozliˇscˇem in tako pohitri
delovanje aplikacije. V primeru, da program zaide v na videz nedosegljivo
kodo, se metoda deoptimizira, delovanje pa se temu primerno prilagodi.
3.3.2 Mnogolicˇno vstavljanje kode (angl. polymorphic
inlining)
V primeru da program pride do vozliˇscˇa, ki se navezuje na abstraktno metodo,
po navadi vstavljanje programske kode ne bi priˇslo v posˇtev. GraalVM hrani
sˇtevilo klicev razlicˇnih implementacij abstraktnih metod. Tako lahko v kodo
vstavi stavek switch, kot mozˇnosti pa poda klice razlicˇnih implementacij
metode, posledicˇno se vstavi programska koda teh implementacij. Na ta
nacˇin se omogocˇi dodatna optimizacija programske kode. V primeru da se
ne klicˇe nobena od teh implementacij, se koda deoptimizira, kasneje pa se
lahko ponovno optimizira z novimi podatki.
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3.3.3 Delna analiza izhodov (angl. partial escape ana-
lysis)
Med izvajanjem programske kode lahko pride do situacije, ko se objektu
dodeli prostor v pomnilniku, potem pa se objekt ne uporabi ali pa se iz
njega samo prebere nek podatek. Po vstavljanju programske kode lahko
posledicˇno prevajalnik vidi, da se objekt komajda uporablja in posledicˇno
zavrzˇe alokacijo, podatek pa pridobi iz polja, iz katerega bi ga drugacˇe dobil
objekt [34]. Ta optimizacija je eden izmed glavnih razlogov za pohitritev
delovanja v primerjavi s poganjanjem na obicˇajni JVM, saj se program izogne
potratni alokaciji objektov, ki drugacˇe ne bi bili uporabljeni.
3.3.4 Odvijanje zank (angl. loop unrolling)
Za pohitritev delovanja zank se uporablja odvijanje zank, pri cˇemer se od-
strani ali zmanjˇsa sˇtevilo iteracij. Zanka se zamenja z zaporedno programsko
kodo, ki bi se izvedla med izvajanjem zanke. Zanka v izseku 3.1 se zamenja
s kodo izseka 3.2.
for (int i = 0; i < 3; i++) {
System.out.println("Pozdravljen, GraalVM!");
}




Izsek 3.2: Primer kode, optimizirane z odvijanjem zank
Na ta nacˇin se povecˇa ucˇinkovitost programa, tako da se odstrani pre-
verjanje pogojev zanke, GraalVM pa lahko nad programsko kodo izvaja sˇe
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dodatno optimizacijo. Cena za to mozˇnost optimizacije je daljˇsi program.
V GraalVM ta metoda vkljucˇuje tudi odvijanje hitre poti v nesˇtevnih
(while) zankah [11]. V zanki najde hitro in pocˇasno pot izvajanja, nato
pa kodo spremeni tako, da se omogocˇi dodatna optimizacija. Koda zanke
v izseku 3.3 se posledicˇno pretvori v kodo v izseku 3.4 in da prevajalniku
vecˇ mozˇnosti za optimizacijo. Pocˇasna pot izvajanja zanke lahko negativno
vpliva na hitrost izvajanja hitre poti, zato se jo premakne v zunanjo zanko.
while(/* pogoj zanke */) {










if (/* pogoj zanke*/) {












Izsek 3.4: Primer registracije refleksije med izvajanjem
3.3.5 Lupljenje zank (angl. loop peeling)
Ta optimizacija vkljucˇuje poenostavljanje zanke, kjer je prva iteracija bolj
kompleksna. Problematicˇno iteracijo odstrani iz zanke in jo izvede samo-
stojno pred vstopom v zanko. Tako se lahko kompleksna iteracija in preo-
stanek zanke posebej optimizirata.
3.3.6 Zmanjˇsevanje mocˇi (angl. strength reduction)
V nekaterih primerih je mozˇno zahtevne operacije zamenjati s precej pre-
prostejˇsimi. Eden takih primerov je deljenje, ki je samo po sebi zahtevna
operacija, v primeru deljenja s potencami sˇtevila dva pa je mozˇno opera-
cijo pretvoriti v bitni zamik. Posledicˇno izraz v izseku 3.5 prevajalnik lahko
nadomesti z izrazom v izseku 3.6.
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int rezultatDeljenja = stevilo / 4;
Izsek 3.5: Primer kode pred zmanjˇsevanjem mocˇi
int rezultatDeljenja = stevilo >> 2;
Izsek 3.6: Primer kode po zmanjˇsevanju mocˇi
3.3.7 Podvajanje poti (angl. path duplicaiton)
Optimizacije, odvisne od podatkovnega toka programa, so lahko omejene
s strani skupne kode izven vejenja. Temu problemu se prevajalnik lahko
izogne z vstavljanjem skupnega dela v vejenje, vendar je to smiselno le po-
nekod. Primer uporabnosti podvajanja je koda izseka 3.7 pretvorjena v kodo
izseka 3.8, nato pa je hitra pot izvajanja, torej deljenje s potenco sˇtevila 2, z
zmanjˇsevanjem mocˇi optimizirana v izsek 3.9.
int metoda(int argument1, int argument2, int argument3) {
int delitelj;





return argument3 / delitelj;
}
Izsek 3.7: Primer kode pred optimizacijo s podvajanjem poti
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int metoda(int argument1, int argument2, int argument3) {
if (argument1 > argument2) {
return argument3 / argument1;
} else {
return argument3 / 4;
}
}
Izsek 3.8: Primer kode po optimizaciji s podvajanjem poti
int metoda(int argument1, int argument2, int argument3) {
if (argument1 > argument2) {
return argument3 / argument1;
} else {
return argument3 >> 2;
}
}
Izsek 3.9: Primer kode po optimizaciji z zmanjˇsevanjem mocˇi
3.3.8 Globalno osˇtevilcˇenje vrednosti (angl. global va-
lue numbering)
Prevajalnik lahko spremenljivkam in izrazom dodeli globalno vrednost. Po-
sledicˇno je mozˇno spremenljivke in izraze z enako vrednostjo medsebojno
menjati, s cˇimer se omogocˇi sprosˇcˇanje nepotrebnih spremenljivk ali od-
stranjevanje odvecˇnega racˇunanja. Koda izseka 3.10 je posledicˇno poeno-
stavljena v izsek 3.11. Cˇe se izkazˇe, da sta para vrednost1, vrednost2
in vrednost3, vrednost4 enaka, bi se uporabo vrednosti vrednost2 lahko
nadomestilo z uporabo vrednosti vrednost1, vrednost vrednost3 pa z
vrednost4.
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int vrednost1 = 42;
int vrednost2 = 42;
int vrednost3 = vrednost1 + 13;
int vrednost4 = vrednost2 + 13;
Izsek 3.10: Primer kode pred optimizacijo z osˇtevilcˇenjem vrednosti
int vrednost1 = 42;
int vrednost2 = vrednost1;
int vrednost3 = vrednost1 + 13;
int vrednost4 = vrednost3;
Izsek 3.11: Primer registracije refleksije med izvajanjem
3.3.9 Zdruzˇevanje konstant (angl. constant folding)
Ob uporabi vecˇ kot ene konstante je mozˇno operacije poenostaviti tako, da
se ne izvajajo vsakicˇ znova, pacˇ pa se konstantni deli izrazov zdruzˇijo in
uporabljajo kot en izraz. Koda izseka 3.12 je poenostavljena v izsek 3.13.
int metoda(int celostevilskaVrednost) {
return celostevilskaVrednost * 42 * 13 * 32;
}
Izsek 3.12: Primer kode pred optimizacijo z zdruzˇevanjem konstant
int metoda(int celostevilskaVrednost) {
return celostevilskaVrednost * 17472;
}
Izsek 3.13: Primer kode po optimizaciji z zdruzˇevanjem konstant
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3.3.10 Odstranjevanje mrtve kode (angl. dead code
elimination)
Deli kode, ki so nedosegljivi ali se ne uporabljajo, po nepotrebnem tratijo
vire, ki so na voljo programu. Z odstranjevanjem takih delov programa se
zmanjˇsa prostor, ki ga program potrebuje za delovanje. Koda izseka 3.14 je
poenostavljena v izsek 3.15.
int vrednost1 = 42;
int vrednost2 = 13; // neuporabljena vrednost




Izsek 3.14: Primer kode pred odstranjevanjem mrtve kode
int vrednost1 = 42;
System.out.println(vrednost1);
Izsek 3.15: Primer kode po odstranjevanju mrtve kode
3.3.11 Predvidevanje vejenja (angl. branch specula-
tion)
Prevajalnik med izvajanjem programa lahko predvideva, kateri del kode se
bo izvajal po vejenju. Med nicˇnimi operacijami v programu se lahko predvi-
dena pot zˇe izvaja. Na ta nacˇin je procesor bolje izkoriˇscˇen, koda pa hitreje
izvedena. V primeru da je prevajalnik napacˇno predvidel vejenje, se rezultat
do takrat izvedene kode zavrzˇe, nato pa se izvede koda v izbrani vejitvi.
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3.4 Delovanje z JVM
Ne glede na nacˇin zaganjanja GraalVM programsko kodo prevede v javansko
bajtno kodo, ki jo nato JVM izvaja. Enako velja za gostujocˇe jezike, saj se za
vsakega izmed njih uporablja posebna implementacija tolmacˇa, implementi-
rana s strani ekipe, ki je razvila GraalVM. Z uporabo jezikov, ki delujejo na
JVM, ni posebnih sprememb, saj se sˇe vedno lahko izvajajo na JVM. Drugi
jeziki so implementirani v ogrodju Truffle, ki je tudi samo javanski program.
To omogocˇa tolmacˇenje implementiranih programskih jezikov v abstraktne
sintaksne grafe, ki se lahko nato izvajajo in optimizirajo, po potrebi pa tudi
prevedejo v vnaprej izvedljive datoteke. Na enak nacˇin se lahko prevaja vsak
jezik, razvit z ogrodjem Truffle.
3.5 SubstrateVM
SubstrateVM je notranje projektno ime za orodje native-image, ki je del
GraalVM. Namenjen je pretvorbi javanskih razredov v domorodne program-
ske slike. Je ponovna implementacija JVM na popolnoma drugi osnovi in
lahko posledicˇno proizvaja kodo, ki je neodvisna od HotSpota, in se ponasˇa
s hitrim zagonskim cˇasom in hitrostjo izvajanja. Celotno aplikacijo pretvori
v eno izvedljivo datoteko, tako da staticˇno analizira in agresivno zoptimi-
zira programsko kodo aplikacije [37]. Prednost teh datotek je v tem, da
se lahko izvajajo samostojno in nimajo odvisnosti od knjizˇnic ali privzetih
komponent javanske insˇtalacije. Slabost je v tem, da je datoteka narejena le
za napravo in operacijski sistem, kjer je generirana, zato ob prenosu morda
ne bo vecˇ delovala, medtem ko javanski razredi lahko tecˇejo povsod, kjer je
insˇtalirano javansko izvajalno okolje. To slabost lahko omilimo z uporabo
vsebnikov Docker, saj lahko na osnovni sliki poljubnega sistema generiramo
domorodno programsko sliko in tako naredimo datoteko, ki bo brez tezˇav
tekla na ciljnem sistemu. Kljub temu da je pri generiranih izvedljivih dato-
tekah zagonski cˇas krajˇsi in poraba pomnilnika nizˇja, je izvajanje lahko precej
pocˇasnejˇse, saj se program ne optimizira med izvajanjem, kot to pocˇne JVM.
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Ta nacˇin prevajanja in poganjanja ne more predvideti celotnega delovanja
in uporabe programa, zato je mozˇno program za potrebe pretvorbe v domo-
rodno programsko sliko tudi dodatno optimizirati s profiliranjem. Javanski
program se pozˇene z dodatno mozˇnostjo za zbiranje podatkov, nato pa se pri-
dobljene podatke uporabi za generiranje domorodne programske slike (izsek
3.16). Ta funkcionalnost je na voljo le za GraalVM Enterprise Edition.
java -Dgraal.PGOInstrument=profiliranje.iprof MojRazred
native-image --pgo=profiliranje.iprof MojRazred
Izsek 3.16: Ukaza za zbiranje podatkov za profiliranje in izgradnjo domorodne
programske slike z zbranimi podatki
3.6 Delovanje kot domorodna programska sli-
ka
GraalVM-ov podporni program native-imageomogocˇa predcˇasno prevaja-
nje javanske kode v samostojno izvrsˇljivo datoteko. Ta vsebuje aplikacijo,
knjizˇnice in ostale komponente, potrebne za zagon. Predpogoj za izvajanje
podpornega programa so orodja na lokalnem okolju, ki skrbijo za ustrezno
prevajanje programske kode [23].
Generator native-image je podporni program, ki izvede staticˇno analizo
programa in procesira vse razrede aplikacije in njihove odvisnosti. Ugotovi,
kateri razredi in metode so dosegljivi in uporabljeni iz zacˇetne tocˇke apli-
kacije, nato pa to kodo posreduje prevajalniku univerzalnega navideznega
stroja GraalVM, ki jih prevede v domorodno binarno datoteko [21, 17] (slika
3.3). Domorodne programske slike podpirajo JVM osnovane jezike, gostujocˇi
jeziki pa so lahko opcijsko predcˇasno prevedeni [22]. Podpornemu programu
native-image je z dodatnim parametrom -cp (classpath) treba podati z
dvopicˇjem locˇen seznam direktorijev ali datotek JAR. Tako podpornemu pro-
gramu povemo, kje naj iˇscˇe razrede nasˇe aplikacije. Kot zadnji parameter
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klica mu moramo podati ime razreda, kjer se nahaja metoda main. Ta ar-
gument lahko nadomestimo z dodatnim parametrom -jar, ki mu podamo
datoteko JAR, ki v svoji manifest.mf datoteki dolocˇa metodo main.
3.7 Omejitve domorodnih programskih slik
Da implementacija domorodne programske slike ostane majhna in jedrnata,
SubstrateVM ne podpira vseh funkcionalnosti, ki jih ponuja Java, nekatere
pa so podprte le deloma ali potrebujejo dodatno konfiguracijo. Te omejitve
omogocˇajo tudi agresivno predcˇasno optimizacijo [27].
3.7.1 Dinamicˇno nalaganje razredov
Dinamicˇno generiranje bajtne kode, nalaganje nove bajtne kode v program
med izvajanjem in zanasˇanje na odsotnost nekaterih razredov ob zagonu ni
podprto, saj podporni program native-image ob izdelavi domorodne pro-
gramske slike izvaja agresivno staticˇno analizo. Med to analizo pobere le
programsko kodo, dosegljivo iz zacˇetne tocˇke aplikacije, kar pa je tudi vse,
kar v domorodni programski sliki ostane. Neuporabljeni razredi, metode in
atributi so odstranjeni, da se zmanjˇsata koncˇna velikost izvrsˇljive datoteke
in poraba pomnilnika med izvajanjem. Nove vsebine ni mozˇno naknadno







    return this.obseg;
  }
  vrniPovrsino() {
    return this.povrsina;
  }
  vrniVolumen() {



























    return this.obseg;
  }
  vrniPovrsino() {
    return this.povrsina;
  }
  vrniVolumen() {


















Iz vstopne metode se poišče dosegljive razrede, 




Slika 3.3: Diagram procesa generiranja domorodne programske slike
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3.7.2 Refleksija
Refleksija, torej pregled in spreminjanje razredov, metod, polj in vmesnikov
znotraj kode, je podprta, vendar potrebuje konfiguracijo. Ob staticˇni analizi
se prestrezˇejo klici Class.forName(String), Class.forName(
String, ClassLoader), Class.getDeclaredField(String), Class
.getField(String), Class.getDeclaredMethod(String, Class[]),
Class.getMethod(String, Class[]), Class.getDeclaredConstructor(
Class[]) in Class.getConstructor(Class[]). Cˇe so argumenti klicev teh
metod lahko razresˇeni v konstante, potem se klic metode preprosto zamenja z
zˇeljeno programsko kodo. V nasprotnem primeru je klic zamenjan s kodo, ki
ob zagonu javi napako. S tako zamenjavo se GraalVM izogne klicem refleksiv-
nega API-ja, hkrati pa lahko vstavljeno kodo tudi optimizira. Cˇe argumenti
ne morejo biti razresˇeni v konstanto, je potrebna rocˇna konfiguracija, in sicer
v posebni datoteki, ki je podpornemu programu native-image podana kot
dodatni parameter -H:ReflectionConfigurationFiles=, ali pa z uporabo
razreda
RuntimeReflection [29, 15]. Konfiguracijska datoteka mora biti tipa JSON
v formatu izsekov 3.17 in 3.18. V omenjenih izsekih so predstavljeni trije
razlicˇni primeri deklaracij.
V prvem primeru za razred java.lang.Class na splosˇno oznacˇimo, naj
bodo za refleksijo uposˇtevani vsi deklarirani konstruktorji, javni konstruk-
torji, deklarirane metode, javne metode, deklarirani razredi in javni razredi.
V drugem primeru za razred java.lang.String natancˇneje dolocˇimo,
naj bosta za refleksijo na voljo polji value in hash, pri cˇemer naj bo v
polje value mozˇno tudi pisati. Uporaba mozˇnosti allowWrite za dovoljenje
pisanja v polje je potrebna le, cˇe je polje oznacˇeno s final. Od metod naj
bodo na voljo metode charAt, format in konstruktor. Pri tem naj format
sprejema parametre tipa String in tabelo objektov, konstruktor pa je lahko
brez vhodnih parametrov ali pa prejme tabelo znakov.
V tretjem primeru se za razred CaseInsensitiveComparator, ki je pod-
razred razreda java.lang.String, dolocˇi metoda compare.
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Uporabiti je mozˇno vecˇ takih datotek, za to pa je treba pri podajanju do-
datnega parametra podpornemu programu podati datoteke, locˇene z vejico.
Namesto datotek se lahko z uporabo razreda RuntimeReflection regi-
strira elemente pred ali v fazi analize. V ta namen je treba implementirati
svojo implementacijo vmesnika Feature (izsek 3.19).
Implementacija v izseku 3.19 naredi enako kot vsebina JSON datotek v
izsekih 3.17 in 3.18.
Mozˇno je tudi nevarno dostopanje do pomnilnika javanskih objektov, in si-
cer z uporabo razreda Unsafe. Metoda Unsafe.objectFieldOffset() vrne
odmik polja v javanskem objektu, vendar ni privzeto omogocˇena. Omogocˇiti

























{ "name" : "value", "allowWrite" : true },
{ "name" : "hash" }
],
"methods" : [

















Izsek 3.18: Drugi primer datoteke za konfiguracijo refleksije
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@AutomaticFeature
class RuntimeReflectionRegistrationFeature implements Feature {





















} catch (NoSuchMethodException |
NoSuchFieldException e) { ... }
}
}
Izsek 3.19: Primer registracije refleksije med izvajanjem
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Izsek 3.20: Nastavitve, potrebne za nevaren dostop do pomnilnika
3.7.3 Dinamicˇni posrednik
Generiranje dinamicˇnih posredniˇskih razredov in njihovih instanc je pod-
prto, vendar potrebuje konfiguracijo. Posredniki so podprti, dokler je koda
predcˇasno zgenerirana. Posledicˇno morajo biti vmesniki, ki dolocˇajo di-
namicˇne posrednike, poznani ob cˇasu gradnje domorodne programske slike.
Med staticˇno analizo SubstrateVM zazna klice metod java.lang
.reflect.Proxy.newProxyInstance(ClassLoader, Class<?>[],
InvocationHandler) in java.lang.reflect.Proxy.getProxyClass(
ClassLoader, Class<?>[]), iz zaznanih klicev pa skusˇa razbrati seznam
vmesnikov, ki definirajo dinamicˇne posrednike. S tem seznamom nato ob
izgradnji domorodne programske slike zgenerira dinamicˇne posredniˇske ra-
zrede, ki jih doda na kopico domorodne programske slike. Staticˇna analiza
pokriva najbolj pogoste nacˇine definicij dinamicˇnih posredniˇskih razredov. V
primeru da analiza ne more najti tabele vmesnikov, je mozˇna rocˇna konfi-
guracija. SubstrateVM ima za to na voljo dva dodatna parametra, in sicer
-H:DynamicProxyConfigurationFiles= in
-H:DynamicProxyConfigurationResources=. Obema je mozˇno podati z
vejico locˇen seznam relevantnih datotek. Obe mozˇnosti sprejemata datoteke
JSON, katerih struktura je tabela tabel s polnimi imeni vmesnikov 3.21.
Z uporabo API-ja java.lang.reflect.Proxy je mozˇno ustvarjati di-












Izsek 3.22: Primer minimalne veljavne datoteke za konfiguracijo dinamicˇnih
posrednikov
3.7.4 JNI
Interakcija javanske kode z domorodno kodo naprave in obratno je deloma
podprta. Posamezni razredi, metode in polja, ki naj bi bili dostopni JNI, mo-
rajo biti podani ob generiranju domorodne programske slike kot datoteka. Ta
je podana podpornemu programu native-image z dodatnim parametrom
-H:JNIConfigurationFiles=. Poleg tega GraalVM ponuja tudi lasten, pre-
prostejˇsi domorodni vmesnik. Ta omogocˇa klice med Javo in C-jem in dostop
do podatkovnih struktur C-ja iz javanske kode, medtem ko dostop iz C-ja do
javanskih podatkovnih struktur ni podprt. Te funkcionalnosti so na voljo v
paketu org.graalvm.nativeimage.c in njegovih podpaketih.
Delo s podatkovnimi strukturami
Vzemimo za primer preprosto podatkovno strukturo v namiˇsljeni datoteki
struktura.h (izsek 3.23). V struktih izseka je zajet tako primer primitivnih
polj (type in id) kot tudi gnezdenih polj (gnezdena_vrednost). Javanski
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paket za delo s strukti nam ponuja CField za delo s primitivnimi polji in
CFieldAddress za delo s kompleksnimi ali gnezdenimi strukturami (izsek
3.24).
Da lahko SubstrateVM med gradnjo domorodne programske slike uspesˇno
razresˇi odmike polj razreda od zacˇetnega naslova v pomnilniku, je treba pre-
slikalne razrede zaviti v CContext (izsek 3.24).
Nato lahko v javanski kodi preprosto dostopamo do struktur iz izseka 3.23
(izsek 3.25).




typedef struct vsebni_tip_t {
vrednost_t gnezdena_vrednost;
} vsebni_tip_t;
Izsek 3.23: Primer podatkovne strukture v kodi jezika C
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@CContext(Headers.class)
public class Primer {
static class Headers implements CContext.Directives {
@Override






















Izsek 3.24: Primer razreda, ki presilkava polja strukture v 3.23
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// nekako dobimo ustrezno vrednost iz kode C
VsebniTip nekaVrednost = ...;
long subjectId = nekaVrednost.gnezdenaVrednost().getId();
Izsek 3.25: Primer dostopanja do podatkov iz strukture kode C
Delo s funkcijami
Zgornja koda pove, kako delati s podatkovnimi strukturami, te pa moramo sˇe
vedno dobiti. Najlazˇji nacˇin za to je, da implementiramo funkcijo. Funkcija
v izseku 3.26 naredi strukt tipa vsebni_tip_t in vrne njegov naslov.
V javanski kodi je nato treba dodati anotacijo, da GraalVM ve, katera
knjizˇnica vsebuje zˇeleno funkcijo. Nato je treba dodati tudi polje in anotacijo
za funkcijo, ki jo zˇelimo uporabljati (izsek 3.27).
Anotaciji CFunction je mozˇno podati tudi parameter transition (izsek
3.28). Privzeta vrednost povzrocˇi, da GraalVM stanje niti spremeni iz Java v
C. Cˇe je domorodna funkcija uporabljena zgolj za izracˇune, je zmogljivostno
bolj smiselna uporaba brez prehoda.
3.7.5 Nevaren dostop do pomnilnika
Dostop do pomnilnika, ki jih omogocˇa sun.misc.Unsafe, je podprt. Polja,
do katerih se dostopa s pomocˇjo zgornjega razreda, morajo biti primerno











public class Primer {
...
@CFunction()
public static native VsebniTip alocirajVsebniTip();
...
}
Izsek 3.27: Javanski del kode za uporabo funkcij iz jezika C
@CFunction(transition = Transition.NO_TRANSITION)
Izsek 3.28: Primer anotacije za nadzor prehoda stanja niti
3.7.6 Inicializatorji razredov
Inicializacijski bloki razredov in predcˇasno inicializirane staticˇne spremen-
ljivke so na voljo. Incializacijski bloki so analizirani med izgradnjo do-
morodne programske slike, razredi pa so inicializirani ob izgradnji, kadar
je to mogocˇe. Kadar to ni mogocˇe, se inicializacija razreda zakasni do
zagona programa. To obnasˇanje je mozˇno prilagajati z dodanimi para-
metri, podanimi podpornemu programu native-image. Dodatna parame-
tra --initialize-at-build-time in --initialize-at-run-time sta lahko
podana brez argumentov in se posledicˇno uporabljata za vse razrede, lahko
pa se jima poda seznam razredov, za katere zˇelimo, da se uporabljata.
Diplomska naloga 45
3.7.7 InvokeDynamic bajtna koda in Method Handles
Ker lahko tako InvokeDynamic kot Method Handles spreminjata klicane me-
tode in lokacije, iz kjer so klicane ob zagonu, ta funkcionalnost ni podprta.
Za izdelavo domorodne programske slike mora podporni program poznati vse
metode, ki se izvajajo, in njihove lokacije, da lahko kodo agresivno optimizira.
3.7.8 Izrazi lambda
Kljub temu da izrazi lambda za implementacijo uporabljajo InvokeDyna-
mic, se edini uporabljeni del izvaja med generiranjem domorodne program-
ske slike, zato to podpornemu programu ne povzrocˇa tezˇav. Izrazi lambda
so podprti.
3.7.9 Asinhrono delovanje
Asinhrono delovanje aplikacij je podprto, vendar je koda, ki uporablja nepo-
trebno sinhronizacijo, pocˇasnejˇsa v izvedbi kot domorodna programska slika,
kot bi bila, cˇe bi jo izvajal Java HotSpotVM.
3.7.10 Finalizerji
Metode finalize, ki so v Javi prisotne na razredu java.lang.Object, niso
nikoli klicane. Po besedah razvijalcev ne bodo nikoli podprte, saj so zastarele,
komplicirane za implementacijo in slabo zasnovane.
3.7.11 Reference
Reference so deloma podprte. GraalVM ima svojo referenco Feeble, ki je
podobna Javinim sˇibkim referencam. Ne razlikuje med razlicˇnimi tipi sˇibkih




Ustvarjanje in delo z nitmi je skoraj v celoti podprto. Izjema so opusˇcˇene
metode, kot na primer Thread.stop(). Mozˇno je generiranje enonitne apli-
kacije z dodatnim parametrom -H:-MultiThreaded, vendar v taki aplikaciji
ni mogocˇe odpirati novih niti, asinhrone operacije pa so implementirane s
praznimi ukazi (angl. no-ops).
3.7.13 Identitetne zgosˇcˇene vrednosti
Na javanske objekte so pripete metode, ki za vsako instanco objekta vrnejo
nakljucˇno, vendar na objekt fiksno vrednost. Kasnejˇsi klici teh metod na
dolocˇenem objektu vrnejo enako vrednost. Omenjene metode so podprte,
vrednosti, zgenerirane med izgradnjo domorodne programske slike, pa so
enake kot tiste, ki so dobljene med zagonom.
3.7.14 Varnostni upravljavec
Varnostni upravljavec se po navadi uporablja za locˇeno zaganjanje potenci-
alno nevarne kode. Ker pa dinamicˇno nalaganje razredov ni podprto, zaga-
njanja kode ni treba omejevati. Vsaka koda, ki se izvaja, mora biti namrecˇ
poznana ob generiranju domorodne programske slike. Varnostni upravljavec
torej ni podprt.
3.7.15 Privzeti javanski vmesniki do virtualne naprave
Razni vmesniki do virtualne naprave, kot na primer JVMTI in JMX, za
delovanje potrebujejo javansko bajtno kodo, ki ob zagonu ni vecˇ na voljo.
Posledicˇno v domorodnih programskih slikah niso podprti.
3.7.16 JCA varnostne storitve
JCA in vse povezane kriptografske knjizˇnice so podprte, vendar morajo biti
ob generiranju domorodne programske slike vklopljene z uporabo opcijskega
Diplomska naloga 47
parametra --enable-all-security-services. JCA se zanasˇa na refleksijo
za razsˇirjanje algoritmov, zgornji dodatni parameter pa poskrbi za ustrezno
konfiguracijo [26].
3.8 Podprti jeziki
Univerzalni virtualni stroj GraalVM ni namenjen le uporabi z Javo, pacˇ
pa omogocˇa tudi poganjanje in socˇasno uporabo drugih jezikov. Podpira
jezike, osnovane na JVM, kot so Java, Scala, Groovy, Kotlin in Clojure, ter
jezike, implementirane z ogrodjem Truffle. Vsebuje implementacijo jezika
JavaScript, ki se zanasˇa na GraalVM-ov tolmacˇ JavaScript, ima pa tudi
tolmacˇ za bitno kodo LLVM, ki jo generirajo jeziki, kot so C, C++, Fortran
in Rust. Trenutno ima ogrodje tudi eksperimentalno podporo za jezike R,
Python in Ruby.
3.9 Vecˇjezicˇnost
Vecˇjezicˇnost razsˇirja fleksibilnost razvijalske ekipe, hkrati pa omogocˇa pri-
lagajanje uporabljenega programskega jezika posameznim problemom, ki jih
resˇuje programska oprema. Nekateri gostujocˇi jeziki (Python, Ruby, R) niso
na voljo v osnovni distribuciji GraalVM, zato jih je treba pred uporabo rocˇno
namestiti s posodobitvenim orodjem [22].
Implementacije gostujocˇih jezikov so za namene boljˇsega delovanja okr-
njene. Za jezik R se uporablja GraalVM-ova implementacija Fast R, ki sicer
izboljˇsa zmogljivosti in omogocˇa komunikacijo z drugimi gostujocˇimi pro-
gramskimi jeziki, vendar pa odstrani nekatere funkcionalnosti, kot na primer
mozˇnosti prilagajanja osnovnih graficˇnih orodij. Kot nadomestilo za taka
orodja je treba uporabljati knjizˇnice. Tudi za JavaScript se uporablja prila-
gojena implementacija.
Uporaba vecˇjezicˇnosti ni omejena le na Javo, pacˇ pa je mozˇno v gostujocˇih
jezikih klicati druge gostujocˇe jezike. Posledicˇno je lahko v programu, na-
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pisanem v JavaScriptu, uporabljen javanski razred BigInteger, ki dovoljuje
enostavno delo z velikimi sˇtevili, ali pa bi uporabili generator nakljucˇnih
sˇtevil iz kaksˇnega drugega jezika, kjer lahko nastavljamo seme – to pri Ja-
vaScriptovem generatorju nakljucˇnih sˇtevil namrecˇ ni mozˇno. Mozˇna je tudi
uporaba zˇe napisanih knjizˇnic, vendar morajo biti kompatibilne z GraalVM,
za preverjanje kompatibilnosti pa je na voljo spletno orodje [20].
Poleg uradno podprtih jezikov je mozˇno v GraalVM poganjati tudi je-
zike, implementirane z njegovim ogrodjem za implementacijo jezikov [32].
Implementacija uporabe vecˇjezicˇnih vrednosti med jeziki deluje na podlagi
vecˇjezicˇnega interoperabilnostnega protokola (angl. polyglot interoperability
protocol). Ta protokol sestavlja mnozˇica standardiziranih sporocˇil, ki jih vsak
jezik implementira in uporablja za vecˇjezicˇne vrednosti. Na ta nacˇin lahko
GraalVM podpira interoperabilnost med kakrsˇno koli kombinacijo jezikov,
ne da bi ti jeziki vedeli drug za drugega.
Vecˇjezicˇnost deluje s pomocˇjo abstraktnih sintatkticˇnih grafov. Na delu
kode, kjer je vstavljen gostujocˇi jezik, se grafa glavnega programa in go-
stujocˇega jezika preprosto zdruzˇita [7]. Kljub preprostemu zdruzˇevanju lahko
postane graf kar precej kompleksen (3.2).
3.9.1 Primeri uporabe
Za uporabo vecˇjezicˇnosti mora biti na sistemu nalozˇena GraalVM implemen-
tacija gostujocˇega jezika, ki ga zˇelimo uporabljati. Po namestitvi GraalVM
lahko to naredimo z ukazom gu install <ime podprtega jezika>. Cˇe bi
torej zˇeleli uporabljati jezik Python, bi pognali ukaz gu install python. Z
enkratnim zagonom ukaza je mozˇno namestiti tudi vecˇ jezikov gu install
python R ruby.
Nato moramo v kodi, kjer zˇelimo jezik uporabiti, najprej ustvariti kon-
tekst za vecˇjezicˇnost. V kontekstu nato pozˇenemo kodo, ki jo zˇelimo izvesti
in po potrebi ven dobimo zˇelene podatke (izsek 3.29).
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Context context = Context.newBuilder().allowAllAccess(true)
.build();
Value function = context.eval("js", "x => x + 1");
Integer output = function.execute(0).asInt();
Izsek 3.29: Primer izgradnje vecˇjezicˇnega konteksta in izvedbe JavaScript
kode
URL chromaFileUrl = Thread.currentThread()
.getContextClassLoader()
.getResource("chroma.min.js");
String fileContent = new String(Files.readAllBytes(Paths
.get(chromaFileUrl.toURI())));
context.eval("js", fileContent);
Value chromaValue = context.eval("js", "chroma");
Value hexInstance = chromaValue.execute("#FF0000");
Value rgb = hexInstance.getMember("rgb").execute();
Izsek 3.30: Branje datoteke in uporaba uvozˇene JavaScript kode
Mozˇno je tudi branje in uporaba programske kode iz datotek. Koda iz-
seka 3.30 prebere datoteko chroma.min.js, , jo ovrednoti v JavaScriptovem
kontekstu in nato v spremenljivko iz konteksta prebere vrednost chroma.
To vrednost je nato mozˇno naprej uporabljati kot konstruktor, ki se klicˇe s
heksadecimalno kodo za rdecˇo barvo, nato pa izvrsˇi funkcijo rgb na novona-
stalem objektu. Ta funkcija vrne prestavitev barve v obliki rdecˇe, zelene in
modre, podatek pa vrne kot tabelo treh sˇtevil.
Vrednosti je iz konteksta mozˇno dobiti na nekaj osnovnih nacˇinov. Naj-
preprostejˇse oblike podatkov so niz, celo sˇtevilo, decimalno sˇtevilo, Boolova
vrednost in funkcija (izsek 3.31). Med jeziki je mozˇno podajati tudi objekte
in tabele ter dostopati do njihovih vrednosti (izsek 3.32).
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Value funkcija = context.eval("js", "x => x + 42");
int rezultatFunkcije = funkcija.execute(15).asInt(); // 57
int celoStevilo = context.eval("js", "1").asInt(); // 1
String niz = context.eval("js", "’Primer niza’")
.asString(); // Primer niza
boolean boolovaVrednost = context.eval("js", "1 == ’1’")
.asBoolean(); // true
Izsek 3.31: Primeri branja ralizˇnih tipov vrednosti
...
Value objekt = context.eval("js",
"({ " +
"lastnostStevilo: 13, " +
"lastnostTabela: [’niz ena’, ’niz2’] "+
"})");
String testniNiz = objekt.getMember("lastnostTabela")
.getArrayElement(1).asString();
int testnoStevilo = objekt.getMember("lastnostStevilo")
.asInt();
Izsek 3.32: Podajanja objekta med jeziki in dostopanje do vrednosti objekta
Vsi jeziki si delijo skupni globalni kontekst, preko katerega si lahko poda-
jajo spremenljivke in funkcije, prav tako pa je mozˇno vstavljati in pridobivati
podatke iz konteksta vsakega jezika posebej. Iz globalnega konteksta in v
globalni kontekst lahko zapisujejo vsi gostujocˇi jeziki, kot tudi maticˇni jezik
(izsek 3.33).
Med jeziki je mozˇno podajati tudi tabele ali sezname. Za to je potrebna
uporaba razreda ProxyArray (izsek 3.34).
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Kot omenjeno zgoraj, poraba vecˇjezicˇnosti ni omejena le na Javo, pacˇ pa
je mozˇno Polyglot API klicati iz vseh implementiranih jezikov (izsek 3.35).
class DemoObjekt {
public int vrednost = 42;
public String niz = "Demonstracijski niz";
}
...
// kontekst posameznega jezika
context.getBindings("js").putMember("javanskiObjekt",
new DemoObjekt());
String dobljeniNiz = context.eval("js",





String nizJava = context.eval("js", "Polyglot
.import(’javaVnos’)").asString(); // Niz iz jave
context.eval("js", "Polyglot.export(’jsVnos’, ’Niz iz JS’)");
String nizJs = context.getPolyglotBindings()
.getMember("jsVnos").asString(); // Niz iz JS
Izsek 3.33: Primeri kontekstov posameznih jezikov in globalnega konteksta
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Value funkcija = context.eval("js", "(tabela) => {" +
"console.log(tabela);" + // (3) 1 3 9
// sprehod cˇez tabelo
"for (const vrednost of tabela) {" +








ProxyArray proksiVrednosti = ProxyArray.fromList(vrednosti);
funkcija.execute(proksiVrednosti);
Izsek 3.34: Primer medjezicˇne uporabe seznama
// uporaba jezika python v jeziku JavaScript
Polyglot.eval("python", "import random")
Polyglot.eval("python", "random.seed(42)")
var nakljucnoCeloStevilo = Polyglot.eval("python",
"random.randint(1, 100)"); // 54
// uporaba jezika Java v jeziku JavaScript
var velikoSteviloRazred = Java.type(’java.math.BigInteger’);
var velikoCeloStevilo = velikoSteviloRazred
.valueOf(nakljucnoCeloStevilo)
.pow(13).toString(10); // 33198531813531453579264
Izsek 3.35: Primer klica jezika Python iz jezika JavaScript
Diplomska naloga 53
3.10 Privzete komponente
GraalVM sestoji iz kljucˇnih in opcijskih komponent. Kljucˇne so na voljo
takoj po insˇtalaciji, opcijske pa niso vsebovane v namestitvenem paketu in
jih je treba prenesti posebej.
Med kljucˇne komponente spadata izvajalnik kode Java HotSpotVM s pre-
vajalnikom, ki pokrivata JVM osnovane jezike in podprte gostujocˇe jezike, in
izvajalnik kode Node.js z JavaScript tolmacˇem kot pogonom za JavaScript.
Poleg izvajalnikov kode kljucˇne komponente vsebujejo tudi knjizˇnice. Prva
knjizˇnica je dinamicˇni JIT prevajalnik. Druga je tolmacˇ jezika Javascript,
ki je JavaScript pogon, kompatibilen s standardom ECMAScript [10]. Sledi
tolmacˇ bitne kode LLVM, ki je implementacija orodja lli [38], ki direktno
izvaja LLVM bajtno kodo. Zadnja knjizˇnica je GraalVM Polyglot API, ki
omogocˇa uporabo vecˇjezicˇnosti. Dovoljuje kombiniranje programskih jezikov
v deljenem izvajalnem okolju.
V paket kljucˇnih komponent so vkljucˇeni tudi nekateri podporni pro-
grami. JavaScript REPL, ki je dodan JavaScript tolmacˇu, je lupina za
Node.js. V njem je mozˇno hitro in enostavno testirati programsko kodo,
napisano v jeziku JavaScript. Naslednje orodje je orodje za ukazno vrstico
tolmacˇa bitne kode LLVM. Zadnji podporni program v paketu je GraalVM
Updater, s katerim je mozˇno nalagati in upravljati z dodatnimi komponen-
tami.
Osnovno insˇtalacijo je mozˇno razsˇiriti z dodatnimi komponentami. Prva
izmed njih je podporni program GraalVM native-image, s katerim lahko
spisano aplikacijo s predcˇasnim prevajanjem pretvorimo v domorodno pro-
gramsko sliko. Na voljo so sˇe implementacije tolmacˇev za jezike Python,
Ruby in R. Podpora za vse tri jezike je eksperimentalna, zato ni nujno, da
bodo trenutno podprte funkcionalnosti na voljo tudi v produkciji.
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3.11 Orodja za razhrosˇcˇevanje in monitorira-
nje
GraalVM razvijalcem nudi nabor orodij, ki jim omogocˇajo razhrosˇcˇevanje in
nadzor nad postavljenimi aplikacijami [18].
Razhrosˇcˇevanje gostujocˇih jezikov je podprto z vgrajeno implementacijo
Chrome DevTools protokola, ki omogocˇa pritrditev orodij, kot je Chrome
Developer Tools [5], na GraalVM. Za razhrosˇcˇevanje aplikacije, napisane
v gostujocˇem jeziku, izvrsˇitvenemu programu v ukazni vrstici podamo do-
datni parameter --inspect. Nato lahko v brskalniku postavljamo preki-
nitvene tocˇke, pregledujemo vsebino sklada, ovrednotimo spremenljivke in
izraze, pregledujemo vrednosti spremenljivk in podobno. Enak postopek
razhrosˇcˇevanja velja za vse gostujocˇe jezike, ki jih podpira GraalVM.
Orodja za profiliranje, ki jih ponuja GraalVM, so na voljo v ukazni vrstici.
Z njimi je mozˇno analizirati porabo procesorja in pomnilnika. Z uporabo do-
datnega parametra --cpusamplervklopimo vzorcˇenje procesorja. Izpis vse-
buje cˇas, porabljen na posameznih delih programa, ki ga poganjamo. Orodje
za profiliranje porabe pomnilnika je eksperimentalno, zato je za vkljucˇitev
treba uporabiti dodatna parametra --experimental-options in
--memtracer. Izpis prikazˇe sˇtevilo alokacij pomnilnika za vsak del program-
ske kode.
V okviru GraalVM je na voljo tudi Ideal Graph Visualizer, ki omogocˇa
pregled prevajalskih grafov kode (slika 3.4).
Ogrodje vsebuje tudi orodje GraalVM VisualVM, ki je izboljˇsana razlicˇica
orodja VisualVM [33]. To orodje omogocˇa pregled povzetka kopice, objektov,
niti in konzole OQL (slike 3.5, 3.6, 3.7).
Diplomska naloga 55
Slika 3.4: Primer grafa kode
Slika 3.5: Pregled objektov v VisualVM
56 Jaka Bernard
Slika 3.6: Pregled niti v VisualVM












Java X X X X
JavaScript X X X
Python X X
Ruby X X X
R X X
Tabela 3.1: Podpora pregleda podatkov v orodju Graal VisualVM za uradno
podprte jezike
Podpora pregleda podatkov tekocˇih programov je predstavljena v tabeli
3.1. Za izvedbo orodja je treba pognati ukaz jvisualvm. Po uspesˇnem
zagonu orodje prikazˇe vse lokalne procese Java, vkljucˇno z orodjem samim
(slika 3.7). Poslovna razlicˇica GraalVM omogocˇa tudi monitoriranje domo-
rodnih programskih slik in lupin gostujocˇih jezikov. Domorodna programska
slika namrecˇ ne vsebuje implementacije agenta JVMTI, zato je pridobivanje
stanja kopice iz obmocˇja aplikacij nemogocˇe. Za pridobivanje stanja kopice
je treba generator domorodnih programskih slik pognati z dodatnim para-
metrom -H:+AllowVMInspection, ki aplikacijo skonfigurira, da poda stanje
kopice, ko prejme signal SIGUSR1. Lupine gostujocˇih jezikov morajo biti po-
gnane z dodatnim parametrom --jvm, da se jih lahko monitorira. Orodju
je mozˇno dodati tudi vticˇnik Java Flight Recorder, ki omogocˇa zajemanje
posnetkov stanja tekocˇih javanskih aplikacij.
Kot vidimo, univerzalni virtualni stroj GraalVM razvijalcu nudi precej
funkcionalnosti in orodij, ki olajˇsajo njegovo delo, pripomorejo k izboljˇsanju
zmogljivosti njegovih izdelkov in omogocˇajo boljˇsi nadzor nad njimi. V nasle-
dnjem poglavju je na preprostem primeru mikrostoritve narejena primerjava





V tem poglavju je predstavljen preprost program in podana primerjava nje-
gove zmogljivosti v razlicˇnih nacˇinih izvajanja. Najprej je predstavljen pro-
gram, napisan le v Javi, nato pa sˇe program, ki je po funkcionalnosti enak,
uporablja pa tudi vecˇjezicˇno kodo.
4.1 Primerjava zmogljivosti javanskega pro-
grama
Za osnovno primerjavo zmogljivosti navadne Jave, GraalVM in domorodne
programske slike je bil uporabljen primer CountUppercase, ki je objavljen
na spletni strani GraalVM [19] (izsek 4.1).
Program vzame argumente, podane ob zagonu, jih zdruzˇi v niz in v vsaki
iteraciji 10 milijonkrat presˇteje vse velike cˇrke v povedi, vsoto pa priˇsteje
skupni vrednosti iteracije. Tako velika vrednost ponovitev je nastavljena, da
simulira veliko obremenitev programa. Program na vsakih milijon sesˇtevanj
izpiˇse cˇas, porabljen za ta milijon, na koncu pa skupni cˇas, porabljen za vsa
sesˇtevanja iteracije.
Za poganjanje programov je bilo uporabljeno tudi orodje time, ki je
privzeto nalozˇeno na operacijskem sistemu Ubuntu, da lahko zabelezˇimo
najvecˇjo porabo pomnilnika med zaganjanjem programa. Za poganjanje do-
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morodne programske slike jo je treba zgenerirati, kar naredimo z ukazom
native-image --static CountUppercase nativeUppercaseStatic v ter-
minalu. Da pozˇenemo programe, v terminalu pozˇenemo ukaze izseka 4.2.
public class CountUppercase {
static final int ITERATIONS = Math.max(Integer
.getInteger("iterations", 1), 1);
public static void main(String[] args) {
String sentence = String.join(" ", args);
for (int iter = 0; iter < ITERATIONS; iter++) {
if (ITERATIONS != 1) System.out
.println("-- iteration " + (iter + 1) + " --");
long total = 0, start = System.currentTimeMillis(),
last = start;
for (int i = 1; i < 10_000_000; i++) {
total += sentence.chars()
.filter(Character::isUpperCase).count();
if (i % 1_000_000 == 0) {
long now = System.currentTimeMillis();
System.out.printf("%d (%d ms)%n",









Izsek 4.1: Koda programa za primerjanje zmogljivosti
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TESTNA_POVED="In 2019 I would like to run ALL languages in \
one VM."
/usr/bin/time -v java CountUppercase "$TESTNA_POVED"
/usr/bin/time -v java -XX:-UseJVMCICompiler CountUppercase \
"$TESTNA_POVED"
/usr/bin/time -v ./nativeUppercaseStatic "$TESTNA_POVED"
Izsek 4.2: Bash skripta za poganjanje v vseh nacˇinih izvajanja
Prvi ukaz izseka nastavi vrednost povedi, ki jo bodo programi obdelovali.
Drugi ukaz pozˇene program z GraalVM. Tretji ukaz pozˇene program s stan-
dardno Javo. Cˇetrti ukaz pozˇene program kot domorodno programsko sliko.
Za ugotavljanje velikosti datotek na disku je bil uporabljen ukaz ls -lh.
Sˇtevilcˇni rezultati primerjave se nahajajo v tabeli 4.1.
Prostora na disku za GraalVM in Javo sta enaka zato, ker se pri obeh
za poganjanje uporablja ista .class datoteka. Domorodna programska slika
je obcˇutno vecˇja, to pa zato, ker so vanjo vkljucˇene sˇe vse kode knjizˇnic,
potrebne za samostojno delovanje.
Kot vidimo, je GraalVM precej hitrejˇsi od Jave, vendar porabi tudi precej
vecˇ pomnilnika. Tudi domorodna programska slika porabi precej vecˇ pomnil-
nika kot Java, vendar obcˇutno manj kot GraalVM. Ta rezultat bi se obcˇutno
spremenil, cˇe bi bilo v program vkljucˇenih vecˇ razredov, metod in polj, ki ne
bi bili uporabljeni. Domorodna programska slika odvecˇnih razredov, metod
in polj ne bi vsebovala zaradi odstranjevanja nedostopne kode, medtem ko
so v Javi prisotni tudi neuporabljeni podatki razredov.
Tako Javi kot GraalVM-u se po nekaj cˇasa delovanja hitrost povecˇa in
ustali zaradi optimizacije med izvajanjem (angl. runtime optimization), med-
tem ko je hitrost domorodne programske slike konstantna, saj je bila optimi-
zacija izvedena zˇe med prevajanjem v domorodno programsko sliko. Domo-
rodno programsko sliko smo pohitrili z uporabo profiliranja med izvajanjem
z GraalVM, tako da smo dobljene podatke nato uporabili za generiranje
domorodne programske slike. Po velikosti na disku je domorodna program-
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ska slika, narejena s profiliranjem, obcˇutno manjˇsa od navadne domorodne
programske slike, je pa sˇe vedno precej vecˇja od prevedenega javanskega ra-
zreda. Programska slika s profiliranjem porabi priblizˇno enako pomnilnika
kot normalna programska slika, po hitrosti pa je precej hitrejˇsa, saj prekasˇa


























1. iteracija 2392 ms 1698 ms 5899 ms 1369 ms
2. iteracija 2044 ms 552 ms 6181 ms 1592 ms
3. iteracija 2151 ms 524 ms 5534 ms 1128 ms
4. iteracija 2274 ms 518 ms 5640 ms 896 ms
5. iteracija 2212 ms 470 ms 5532 ms 902 ms
6. iteracija 2425 ms 509 ms 5614 ms 926 ms
7. iteracija 2124 ms 481 ms 5849 ms 921 ms
8. iteracija 2180 ms 393 ms 5767 ms 906 ms
9. iteracija 2048 ms 405 ms 5825 ms 948 ms
Skupni cˇas 21928 ms 5995 ms 57493 ms 10493 ms
Tabela 4.1: Izmerjeni odzivni cˇasi, porabljen pomnilnik in porabljen prostor
na disku programa CountUppercase
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4.2 Primerjava zmogljivosti javanskega pro-
grama z uporabo vecˇjezicˇnosti
Za izvajanje z vecˇjezicˇnostjo se zgornja koda prilagodi tako, da za del logike
uporablja drug jezik, delovanje pa ostane enako (izsek 4.3).
Prilagojeni so bili tudi ukazi generiranje domorodne programske slike in
poganjanje programov (izsek 4.4).
public class CountUppercasePoly {
...
public static Context context;
public static Value lambdaFunction
public static void main(String[] args) {
context = Context.newBuilder().allowAccess(true)
.build();
lambdaFunction = context.eval("js", "niz => niz
.split(’’)
.filter(crka =>
crka === crka.toUpperCase() &&
crka !== crka.toLowerCase())
.length");







Izsek 4.3: Vecˇjezicˇna razlicˇica kode izseka 4.1
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native-image --language:js --static CountUppercasePoly \
nativeUppercasePoly
TESTNA_POVED="In 2019 I would like to run ALL languages in \
one VM."
/usr/bin/time -v java CountUppercasePoly "$TESTNA_POVED"
/usr/bin/time -v java -XX:-UseJVMCICompiler \
CountUppercasePoly "$TESTNA_POVED"
/usr/bin/time -v ./nativeUppercaseStaticPoly "$TESTNA_POVED"
Izsek 4.4: Bash skripta za izvedbo vecˇjezicˇnih razlicˇic programa za preverja-
nje zmogljivosti
Rezultati so tokrat slabsˇi kot ob poganjanju programa, napisanega iz-
kljucˇno v Javi (tabela 4.2).
Po velikosti je .class datoteka enaka prejˇsnji, tako da pri GraalVM in
Java izvedbi ni razlike. Velika razlika je pri domorodni programski sliki, pred-
vidoma zato, ker je v staticˇno datoteko vkljucˇena pretolmacˇena in prevedena
programska koda gostujocˇega jezika JavaScript. Tudi pri porabi pomnilnika
so velike razlike v kolicˇini. Tako izvedba GraalVM kot javanska izvedba
sta pri izvajanju z vecˇjezicˇnostjo porabili precej vecˇ pomnilnika, predvidoma
zato, ker je bil v pomnilnik nalozˇen tolmacˇ za jezik JavaScript. Domorodna
programska slika je porabila manj pomnilnika, kar je posledica optimizacije in
odstranjevanja neuporabljene programske kode. Cˇasovno je izvajanje v vseh
treh nacˇinih obcˇutno pocˇasnejˇse. Domorodna programska slika, optimizirana
s profiliranjem, je tokrat porabila vecˇ prostora na disku in pomnilniku kot
navadna domorodna programska slika. Slika s profiliranjem je bila hitrejˇsa
od navadne, le da tokrat ni bila hitrejˇsa od javanske razlicˇice. Interpretacija
vecˇjezicˇne kode je cˇasovno zahtevna, kar se pri majhnem sˇtevilu ponovitev
ne pozna, pri velikem sˇtevilu ponovitev pa so razlike ocˇitne. Kot je razvidno
iz primerjanja tabel 4.1 in 4.2, je zmogljivost tudi do sˇestnajstkrat manjˇsa.
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4.3 Evalvacija rezultatov preprostega progra-
ma
Primerjava zmogljivosti na preprostem programu je pokazala, da je za po-
trebe pohitritve javanskih programov smiselno uporabljati GraalVM. V pra-
ksi so programi redkokdaj tako preprosti, zato se v naslednjem poglavju





















304304 KB 328820 KB
1. iteracija 9679 ms 14594 ms 22125 ms 11014 ms
2. iteracija 7368 ms 8475 ms 21528 ms 10683 ms
3. iteracija 7303 ms 8268 ms 21586 ms 10518 ms
4. iteracija 7357 ms 8254 ms 21577 ms 10516 ms
5. iteracija 7426 ms 8295 ms 21455 ms 10466 ms
6. iteracija 7373 ms 8260 ms 21671 ms 10417 ms
7. iteracija 7504 ms 8292 ms 21639 ms 10422 ms
8. iteracija 7401 ms 8254 ms 21560 ms 10595 ms
9. iteracija 7330 ms 8344 ms 21574 ms 10557 ms
Skupni cˇas 76163 ms 89324 ms 216199 ms 105428 ms
Tabela 4.2: Izmerjeni odzivni cˇasi, porabljen pomnilnik in porabljen prostor
na disku programa CountUppercasePoly, ki vsebuje tudi vecˇjezicˇno kodo
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Poglavje 5
Medsebojna raba jezikov v
praksi
5.1 KumuluzEE
KumuluzEE je ogrodje za razvoj mikrostoritev z uporabo standardne Jave
ali Jave EE. Olajˇsa prenos obstojecˇih javanskih aplikacij v mikrostoritve.
Implementirane mikrostoritve so narejene za delovanje v oblaku, lahkotne in
optimizirane za velikost in zagonski cˇas. Ogrodje ponuja tudi razsˇiritve za
razvoj pogostih vzorcev v oblacˇnih arhitekturah. Omogocˇa razbitje javanskih
aplikacij na mikrostoritve in jih pripravi za delovanje v oblaku. Implemen-
tirane mikrostoritve so lahko ucˇinkovito postavljene, izvrsˇene in skalirane v
oblaku. Za izvedbo potrebujejo malo ali nicˇ konfiguracije.
V diplomskem delu je ogrodje uporabljeno za izdelavo preproste mikro-
storitve za upravljanje s tocˇkami zvestobe. Ogrodje se uporablja za strezˇenje





Za demonstracijo uporabe v praksi je bil implementiran nov preprost API
za zbiranje tocˇk zvestobe [1]. Struktura podatkov v PostgreSQL podatkovni
bazi je zelo preprosta (slika 5.1):
1. Product – izdelek z imenom in ceno
2. Purchase – nakup z referenco na izdelek in sˇtevilom kupljenih izdelkov
3. Reward – nagrada z imenom in ceno v tocˇkah
4. Purchase – prevzem nagrade z referenco na nagrado in sˇtevilom pre-
vzetih nagrad
Z vsakim nakupom dobimo toliko tocˇk, kolikor je bila skupna vrednost na-
kupa, torej st izdelkov ∗ cena izdelka. Cena nagrade je izracˇunana na enak
nacˇin: st nagrad ∗ cena nagrade. Nagrado je mozˇno prevzeti le, cˇe imamo
zanjo dovolj tocˇk.
Slika 5.1: Diagram podatkovne baze.
V mikrostoritvi, implementirani z ogrodjem KumuluzEE, so bili imple-
mentirani trije moduli: api, entities in services. V vsakem modulu so
prisotne le potrebne odvisnosti in relevantna logika.
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V modulu entities so razredi, ki predstavljajo podatkovno strukturo
podatkovne baze. Z anotacijami paketa javax.persistence so nastavljene
povezave s tabelami in stolpci v bazi, prav tako pa so dolocˇene tudi relacije
med tabelami. V modulu je tudi konfiguracija paketa javax.persistence,
kjer so dolocˇeni razredi, ki jih je treba uposˇtevati. Konfiguracija datoteke
dolocˇa tudi, da se ob vsakem zagonu baza ponovno postavi glede na skripto
init-db.sql. To zagotavlja konsistentnost podatkov ob vsakem zagonu apli-
kacije, kar je primerno za namene testiranja, nikakor pa za produkcijsko oko-
lje.
Modul services je odvisen od modula entities. Vsebuje konfiguracij-
sko datoteko, ki dolocˇa razrede zrn in odkrivanje zrn preko anotacij. Razredi
javanskih zrn so anotirani tako, da lahko v procesu naenkrat obstaja le ena
instanca zrna. Znotraj vsakega zrna je poslovna logika, povezana s podrocˇjem
zrna, v tem primeru eno zrno za vsako entiteto. V posameznih metodah ra-
zreda se z uporabo upravljavca entitet (angl. entity manager) izvajajo tudi
poizvedbe na bazo. Nekatera zrna vsebujejo tudi vecˇjezicˇno kodo.
Modul api je odvisen od modula services. Vsebuje konfiguracijsko dato-
teko config.yaml, kjer so med drugim prisotni tudi podatki za povezovanje
na bazo in vrata, na katerih je dostopen API. Vsebuje tudi razrede z viri, vsak
izmed njih pa obravnava svojo domeno zahtevkov. Z vstavljanjem odvisnosti
so v razrede dodane instance zrn, ki se nato v preostanku razreda uporabljajo
za izvajanje poslovne logike. V razredu so metode anotirane glede na tip in
pot zahtevka, ki ga obravnavajo. Razred ApplicationAPI.java je osnovni
razred aplikacije. V njem v metodi getClasses vrnemo seznam razredov z
viri, ti viri pa so po zagonu aplikacije na voljo za uporabo.
Za vsako entiteto so v virih na voljo koncˇne tocˇke CRUD. Za entiteti
Purchase in Claim sta na voljo tudi koncˇni tocˇki /v1/claims/graph in
/v1/purchases/graph, ki s klicem kode jezika R izriˇseta graf, na katerem
je prikazano sˇtevilo prevzetih nagrad (5.2) oziroma kupljenih izdelkov (5.3).
Jezik R je bil uporabljen zaradi vgrajenih orodij za statisticˇno obdelavo po-
datkov in izris grafov.
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Slika 5.2: Sˇtevilo prevzetih nagrad.
Slika 5.3: Sˇtevilo kupljenih izdelkov.
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main = ’Reward claim distribution’));
dev.off();




Izsek 5.1: Koda jezika R za pridobivanje grafa
Koda izseka 5.1 vrne funkcijo, ki sprejme parametra names (tabela imen
izdelkov) in amount (tabela sˇtevil izdelkov). Prvi dve vrstici funkcije sta po-
trebni zato, da se podatki pretvorijo v pravilno obliko. V funkcijo namrecˇ
pridejo v vecˇjezicˇni obliki, kar povzrocˇa probleme v nadaljevanju funkcije. S
pretvorbo se tabeli pretvorita v vektorja, s cˇimer so tezˇave odpravljene. V
kontekst se vnese knjizˇnico latticeki je potrebna za izrisovanje grafov. Gra-
alVM namrecˇ vsebuje FastR implemetacijo jezika R, zato so osnovne graficˇne
funkcionalnosti jezika okrnjene. V nadaljevanju se odpre zacˇasno datoteko,
standardni izhod pa se preusmeri v zapisovanje v obliki SVG. Na izhodu –
sedaj preusmerjen v zacˇasno datoteko – se izpiˇse graf, nato pa se zapre na-
pravo za izpisovanje. Vsebino zacˇasne datoteke preberemo v spremenljivko
lines, nato pa odstranimo zacˇasno datoteko. Na koncu vrnemo vsebino
spremenljivke lines.
Ob inicializaciji zrn, dolocˇenih za nakupe in prevzeme, se v lokalno spre-
menljivko shrani zgoraj opisana funkcija, napisana v jeziku R, ki je zadolzˇena,
da za dobljene podatke o nazivih in sˇtevilu izriˇse graf. Prvi klic na koncˇne
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tocˇke, povezane z nakupi ali prevzemi, traja malo dlje, saj je priprava funkcije
R zamudna. Nadaljnji klici so hitrejˇsi.
Preden se prevzame nova nagrada, se s podatki iz baze in nekaj vrsticami
JS kode preveri, ali je prevzemanje nagrade dovoljeno. Kot omenjeno zgoraj,
je nagrado mozˇno prevzeti le, cˇe imamo dovolj tocˇk. Za pridobivanje zˇe
pridobljenih in porabljenih tocˇk se izvedejo poizvedbe na bazo, vendar pa se
lahko zgodi, da dobimo odziv null, in sicer takrat, ko v bazi ni nobenega
podatka o nakupu ali prevzemu nagrade. V ta namen se uporabi JS koda
izseka 5.2.
(points, spent) => (points || 0) - (spent || 0);
Izsek 5.2: JavaScript lambda funkcija, ki vrne razliko sˇtevil z odpornostjo na
nicˇne vrednosti
Funkcija izracˇuna razliko med dobljenimi in porabljenimi tocˇkami. V
primeru da je katera izmed dveh podanih vrednosti neresnicˇna glede na JS,
torej da ima vrednosti 0, false, undefined, null ali kaj podobnega, se kot
vrednost parametra uposˇteva 0. Na ta nacˇin ne pride do napak, ki jih v Javi
povzrocˇajo vrednosti null.
Uporaba vecˇjezicˇne kode je, kot vidimo, izredno preprosta. Omogocˇa
nam nadomestitev dolgih in kompleksnih blokov programske kode s kratkim
izrezkom drugega jezika, ki zˇeleno funkcionalnost zˇe podpira. Na ta nacˇin si
lahko prihranimo veliko cˇasa.
5.3 Primerjava porabe sredstev v praksi
API mikrostoritev je bila zagnana z GraalVM, Javo in kot domorodna pro-
gramska slika. Za merjenje zagonskega cˇasa je uporabljena funkcionalnost
KumuluzEE, kjer se ob zagonu izpiˇse cˇas, potreben za zagon. Za odzivni
cˇas so bili uporabljeni podatki iz razvojnih orodij brskalnika Mozilla Firefox.
Za ugotavljanje porabe pomnilnika je bilo uporabljeno orodje time, ki je
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privzeto nalozˇeno na operacijskem sistemu Ubuntu. Za ugotavljanje porabe
prostora na disku je bil uporabljen ukaz ls -lh.
Pred poganjanjem programov je treba programsko kodo prevesti in zgra-
diti domorodno programsko sliko (izsek 5.3). Zaradi napak po izgradnji do-
morodne programske slike je bilo treba izdelati in vkljucˇiti konfiguracijsko
datoteko za refleksijo (izsek 5.4), saj program v nasprotnem primeru ni za-
znal implementacije strezˇnika. Na ta nacˇin se napakam izognemo, sˇe vedno
pa dobimo opozorila o nekaterih manjkajocˇih razredih, zato se v domorodno
programsko sliko prevede le del programa. Program kljub temu deluje nor-
malno, le da se neprevedeni deli poganjajo z GraalVM.
Mikrostoritev je bila pognana na vsak nacˇin posebej (izsek 5.5).
# prevajanje programske kode
mvn clean package
# izgradnja domorodne programske slike

























/usr/bin/time -v java -XX:-UseJVMCICompilet
-cp api/target/classes:api/target/dependency/*
com.kumuluz.ee.EeApplication
# Domorodna programska slika
/usr/bin/time -v ./apiExecutable
Izsek 5.5: Bash skripta za poganjanje API-ja za pridobivanje in uporabo tocˇk
zvestobe
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Prostor na disku 16 KB 16 KB 2,6 MB
Najvecˇja poraba pomnilnika







Zagonski cˇas 7843 ms 8187 ms 7381 ms
1. klic GET /products 308 ms 785 ms 673 ms
2. klic GET /products 16 ms 26 ms 38 ms
3. klic GET /products 21 ms 12 ms 11 ms
4. klic GET /products 15 ms 29 ms 10 ms
5. klic GET /products 25 ms 18 ms 24 ms
6. klic GET /products 15 ms 24 ms 10 ms
7. klic GET /products 10 ms 22 ms 10 ms
8. klic GET /products 18 ms 14 ms 11 ms
9. klic GET /products 11 ms 16 ms 11 ms
10. klic GET /products 25 ms 13 ms 27 ms
1. klic GET /purchases/graph 26481 ms 24155 ms 21361 ms
2. klic GET /purchases/graph 1348 ms 2294 ms 1773 ms
3. klic GET /purchases/graph 1328 ms 1171 ms 982 ms
4. klic GET /purchases/graph 1031 ms 3371 ms 968 ms
5. klic GET /purchases/graph 952 ms 987 ms 752 ms
6. klic GET /purchases/graph 1137 ms 641 ms 565 ms
7. klic GET /purchases/graph 982 ms 789 ms 673 ms
8. klic GET /purchases/graph 593 ms 625 ms 640 ms
9. klic GET /purchases/graph 636 ms 658 ms 677 ms
10. klic GET /purchases/graph 635 ms 628 ms 503 ms
Tabela 5.1: Izmerjeni odzivni cˇasi, porabljen pomnilnik in porabljen prostor
na disku mikrostoritve iz 5. poglavja
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Sˇtevilcˇni rezultati primerjave se nahajajo v tabeli 5.1.
Prevedene javanske datoteke na disku, tako kot v prejˇsnjih primerih, zase-
dejo manj prostora kot domorodna programska slika. Domorodna program-
ska slika bi bila najverjetneje sˇe vecˇja, cˇe bi se lahko programska koda v celoti
pretvorila v strojno kodo.
Najvecˇ pomnilnika je porabila javanska izvedba. Nekoliko manj pomnil-
nika je porabila izvedba domorodne programske slike, najmanj pa ga je po-
rabil GraalVM.
Najhitreje se je zagnala domorodna programska slika, sledi javanska iz-
vedba, zadnji pa je GraalVM. Vsi zagonski cˇasi so si zelo podobni, odstopanja
med njimi niso prav velika.
Klic koncˇne tocˇke brez vecˇjezicˇne kode je pri vseh treh izvedbah dokaj
hiter. Prvi klic je pocˇasnejˇsi od nadaljnjih, saj se mora storitev v aplikaciji
incializirati, nato pa se uporablja z vstavljanjem odvisnosti. Tudi tu so si
cˇasi zelo podobni.
Klic koncˇne tocˇke z vecˇjezicˇno kodo sprva potrebuje kar precej cˇasa, saj
se mora vzpostaviti vecˇjezicˇni kontekst, nadaljnji klici pa so hitrejˇsi. Java
in GraalVM sta po hitrosti odziva priblizˇno enaka, domorodna programska
slika pa je malenkost hitrejˇsa.
Domorodna programska slika je primerljiva z drugima dvema izvedbama.
Cˇe bi bilo mozˇno pretvoriti celotno programsko kodo brez napak, bi bili re-
zultati najverjetneje drugacˇni. Na zmogljivost domorodne programske slike
bi lahko vplivali tudi s profiliranjem, ki je na voljo le v poslovni razlicˇici
GraalVM, vendar pa je pri poizkusu zajema podatkov na GraalVM izvedbi
mikrostoritve priˇslo do kriticˇnih napak. Te so najverjetneje posledica nekom-
patibilnosti med knjizˇnicami v mikrostoritvi in logiko profiliranja. Poizkus
profiliranja je bil opusˇcˇen.
Vsaka izvedba je komaj opazno boljˇsa na nekem podrocˇju. Domorodna
programska slika se hitreje zazˇene, s pravo konfiguracijo in profiliranjem pa bi
bil zagon lahko verjetno sˇe hitrejˇsi. GraalVM porabi najmanj pomnilnika, kar
pa ni pravilo, zato je treba programe pognati na razlicˇne nacˇine, da najdemo
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konfiguracijo, ki nam najbolj ustreza. Java je hitra, glede na dokumentacijo
pa naj bi ogreta Java tekla hitreje od optimizirane domorodne programske
slike, zato je to vredno uposˇtevati pri izbiri izvajalnega okolja. Rezultati
vseh treh izvedb so primerljivi, vendar vsaka nekje izstopa in nobena ni
izrazito boljˇsa od drugih. Ocˇitno slabost imajo domorodne programske slike,
saj imajo precej omejitev in so zaenkrat v veliki meri nepodprte s strani
knjizˇnic, kar je vidno tudi na primeru mikrostoritve. Posledicˇno v domorodno
programsko sliko ni bila prevedena cela mikrostoritev, pacˇ pa le del. To je
za razvoj resnih resˇitev huda omejitev.
5.4 Ovrednotenje rezultatov
Rezultati diplomskega dela so pokazali, da lahko z uporabo GraalVM pohi-
trimo javanske programe. Vecˇjezicˇnost je uporabna, vendar se prekomerna
uporaba cˇasovno ne izplacˇa, saj je gostujocˇa koda pocˇasnejˇsa od javanske.
Domorodne programske slike so uporabne, a je velika nepodprtost s strani ja-
vanskih knjizˇnic poleg hudih omejitev funkcionalnosti kljucˇna slabost, zaradi
katere sˇe niso primerne za razsˇirjeno uporabo.
Za visoko obremenjene programe, ki tecˇejo daljˇsi cˇas, je za potrebe hitrega
izvajanja in nizˇje porabe pomnilnika smiselno uporabiti GraalVM. Programe,
pri katerih sta pomembna hitro izvajanje in hiter zagonski cˇas, je smiselno
zaganjati kot domorodne programske slike, vendar morajo programi slediti
omejitvam, ki jih zahtevajo domorodne programske slike. Pri slednjih je treba
paziti tudi na povecˇano porabo prostora na disku. Domorodne programske
slike je smiselno uporabiti tudi, cˇe na ciljni napravi javansko okolje ni na




GraalVM omogocˇa izboljˇsanje delovanja javanskih programov. Pri visokih
obremenitvah in ponavljajocˇi kodi GraalVM dosega boljˇse hitrosti od Jave,
kar je razvidno iz rezultatov v poglavju 4. Pomnilniˇsko je ucˇinkovitejˇsi, cˇe
program vsebuje veliko neuporabljenih razredov, metod in polj. Domorodne
programske slike so uporabne, cˇe program ni prevecˇ kompleksen, ne uporablja
nepodprtih funkcionalnosti in se izvaja na zunanji napravi, kjer je dovolj
prostora za domorodno programsko sliko, ne pa za insˇtalacijo javanskega
in prevedenega programa. Pri visokih obremenitvah brez vecˇjezicˇne kode
domorodne programske slike, optimizirane s profiliranjem, prekasˇajo cˇisto
javansko izvedbo.
Vecˇjezicˇnost je uporabna, vendar pa je treba oceniti, ali sta izguba hitro-
sti in porast porabe pomnilnika vredna hitrejˇse implementacije programske
logike – primer je izris grafa s programsko kodo R v izseku 5.1. Vsekakor
je uporabna za izkoriˇscˇanje funkcionalnosti, ki jih nudijo gostujocˇi jeziki,
maticˇni jezik pa jih ne podpira (na primer generiranje nakljucˇnih sˇtevil glede
na podano seme – izsek 3.35). V mislih je treba imeti tudi dejstvo, da v
GraalVM implementacijah gostujocˇih jezikov niso implementirane vse kom-
ponente, zato ne bo vsa koda teh jezikov delovala tudi v GraalVM.
Mikrostoritvena arhitektura omogocˇa tudi mozˇnost, da vsako mikrostori-
tev poganjamo na drugacˇen nacˇin. Za vsako mikrostoritev, ki jo poganjamo,
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lahko izberemo nacˇin zagona glede na to, kaj se najbolje obnese. Spremljamo
lahko parametre posameznih mikrostoritev, nato pa se za vsako odlocˇimo, v
katerem okolju tecˇe najbolje. Tudi za mikrostoritve, napisane v drugih jezi-
kih, lahko uporabimo GraalVM, cˇe ne uporabljajo nepodprtih funkcionalno-
sti, in jih tako pohitrimo.
GraalVM prinasˇa prednosti in omejitve. Sami se moramo odlocˇiti, ali
si lahko privosˇcˇimo izboljˇsavo enega aspekta programa za ceno drugega.
Uposˇtevati moramo dejstvo, da pretvorba v domorodno programsko sliko s
seboj prinasˇa precej dodatnih omejitev, ki pa v programu morda niso zazˇelene
ali dopustne. Velik del javanskih knjizˇnic ni primeren za uporabo z domoro-
dnimi programskimi slikami, zato je smiselno z njihovo razsˇirjeno uporabo sˇe
pocˇakati. Slej ko prej pa bodo tudi te knjizˇnice najverjetneje kompatibilne z
orodjem native-image, tako da bo mozˇnosti za optimizacijo taksˇnega pro-
jekta sˇe vecˇ. Zˇe samo sprememba javanskega prevajalnika na prevajalnik
GraalVM lahko pozitivno vpliva na hitrost delovanja aplikacije, zato se ta
preklop zagotovo splacˇa.
Tako vecˇjezicˇnost kot izboljˇsava delovanja pa nista omejena le na mikro-
storitvene aplikacije. Cˇeprav je za celotno aplikacijo mozˇno pri monolitnih
aplikacijah uporabljati samo en nacˇin izvajanja, imajo razvijalci sˇe vedno
mozˇnost izbire. Prav tako je na voljo vecˇjezicˇnost, ki lahko tudi v vecˇjih
aplikacijah olajˇsa razvoj funkcionalnosti, za katere prvotni jezik ni najboljˇsi.
GraalVM je navsezadnje orodje, njegova dodana vrednost pa je odvisna
od tega, kako ga uporabljamo.
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