Evolutionary algorithms are randomized search heuristics, which are often used as function optimizers. In this paper the well-known (1+1) Evolutionary Algorithm ((1+1) EA) and its multistart variants are studied. Several results on the expected runtime of the (1+1) EA on linear or unimodal functions have already been presented by other authors. This paper is focused on quadratic pseudo-boolean functions, i. e., polynomials of degree 2, a class of functions containing NP-hard optimization problems. Subclasses of the class of all quadratic functions are identified where the (1+1) EA is efficient, for other subclasses the (1+1) EA has exponential expected runtime, but a large enough success probability within polynomial time such that a multistart variant of the (1+1) EA is efficient. Finally, a particular quadratic function is identified where the (1+1) EA and its multistart variants fail in polynomial time with overwhelming probability.
Introduction
Evolutionary algorithms are randomized search heuristics which are applied in numerous areas such as function optimization, machine learning etc. Since their origin in the late 1960s, many flavors of evolutionary algorithms have emerged, amongst them Evolution Strategies (Schwefel (1995) ), Evolutionary Programming (Fogel (1995) ), Genetic Algorithms (Holland (1975) ; Goldberg (1989) ), and Genetic Programming (Koza (1992) ). Although their seemingly robust behavior in various optimization tasks was confirmed by many experiments, a solid and comprehensive theory of evolutionary algorithms is still missing.
It is quite obvious that problem-specific algorithms will outperform problemindependent search heuristics like evolutionary algorithms on specific problems. Therefore, one should add in applications problem-specific modules to search heuristics. However, randomized search heuristics without such modules are applied if one has not the resources to design problem-specific modules. Moreover, in black-box optimization problem-independent search heuristics are the only choice. In technical systems with free parameters the function f describing the "quality" of a setting of the free parameters is not known. It is only possible to "sample" the function, i. e., the t-th search point a t has to be chosen knowing only the first t − 1 search points a 1 , . . . , a t−1 and their f -values f (a 1 ), . . . , f (a t−1 ). This implies the need to analyze randomized search heuristics on selected problems in order to understand their advantages and disadvantages. We do not claim that these randomized search heuristics in their pure form outperform problem-specific algorithms.
We concentrate on the maximization of pseudo-boolean fitness functions f : {0, 1} n → Ê. The (1+1) EA is the simplest evolutionary algorithm with population size 1. Since the current string is only replaced with a string which has at least the same fitness (quality, f -value), the (1+1) EA can also be considered as a randomized hillclimber. However, the search operator is mutation implying that each string from {0, 1} n can be created in each step with positive probability. This implies that the (1+1) EA cannot get stuck in a local optimum. First, we state a formal definition of the (1+1) EA.
Definition 1
The (1+1) EA on pseudo-boolean fitness functions f : {0, 1} n → Ê is given by:
1. Set p m := 1/n.
2. Choose randomly an initial bit string x ∈ {0, 1} n .
3. Repeat the following mutation step:
(a) Compute x ′ by flipping independently each bit x i with probability p m .
(b) Replace x by x ′ iff f (x ′ ) ≥ f (x).
Since we want the (1+1) EA to be a universal optimization strategy regardless of the fitness function, we omit a stopping criterion and are only interested in the first point of time X f at which the (1+1) EA has created an optimal string, i. e., an x ∈ {0, 1} n such that f (x) is maximal. We denote the expected value of X f as the expected runtime of the (1+1) EA. Besides, we often consider the so-called success probability s f (t), which indicates the probability that the (1+1) EA is able to find the global optimum of f within t, t ∈ AE, steps. Even if E(X f ) grows exponentially, it is possible that s f (p 1 (n)) ≥ 1/p 2 (n)
for two polynomials p 1 and p 2 (we will see examples where p 2 (n) is even a constant). In such situations, multistart variants of the (1+1) EA are efficient. If we consider a(n)p 2 (n) independent runs of the (1+1) EA, the probability that none of them has found the optimum within p 1 (n) steps can be bounded above by e −a(n) . Another typical feature of evolutionary algorithms is the use of populations. Multistart variants can be seen as populations of isolated individuals where each individual produces its own child and can be replaced only with its own child. Crossover is a search operator which is hard to analyze. There are only two papers Wegener (1999, 2001) ) proving for well-chosen functions that crossover decreases the expected runtime significantly. Here we do not discuss the effect of crossover.
A common approach in analyzing the behavior of the (1+1) EA is studying its expected runtime and its success probability on different fitness functions or, more generally, on different classes of fitness functions (see also Garnier, Kallel, and Schoenauer (1999) ; Horn, Goldberg, and Deb (1994) ; Rudolph (1997) ). Distinguishing fitness functions according to their degree seems to be one of the simplest and most natural ways of classifying them. Formally, we define the degree of a fitness function with respect to its unique representation as a polynomial.
Definition 2 With a fitness function f : {0, 1} n → Ê we identify its unique representation as a polynomial, i. e.,
with coefficients c f (I) ∈ Ê.
Definition 3 The degree of f is defined as deg(f ) := max{i ∈ {0, . . . , n} | ∃I with |I| = i and c f (I) = 0}.
Functions of degree 0 are constant and thus are optimized trivially. The simplest and yet interesting class of fitness functions is the class of linear functions, which already has been subject to intense research by Mühlenbein (1992) for a special linear function and, in general, by Wegener (1998, 2001) . They prove the upper and lower bound Θ(n ln n) on the expected runtime of the (1+1) EA for all linear functions. Furthermore, they give hints on the optimality of the choice of the mutation probability p m := 1/n at least with respect to linear functions. On the other hand, they illustrate that already functions of degree 2 as well as unimodal functions cause the (1+1) EA to take an exponential expected number of steps. In this paper, we intend to examine the behavior of the (1+1) EA on quadratic functions in more detail.
In Section 2, we introduce some basic conventions and techniques which will be utilized throughout the paper. Especially, a simple method for showing upper bounds on expected runtimes is presented.
Section 3 deals with a specific subclass of quadratic functions, i. e., quadratic functions having only non-negative coefficients. They are in fact easy for the (1+1) EA in that the expected runtime is bounded by a polynomial of small degree.
As opposed to this result, in Section 4 we depict a simple quadratic function with negative coefficients which makes the (1+1) EA work for an exponential number of steps on average. Nonetheless, it does not constitute any problem to multistart variants of the (1+1) EA.
Thereafter, in Section 5, we undertake some studies on the structure of quadratic functions. A formal proof demonstrates that quadratic functions which are separable into quadratic functions defined on small domains cannot provoke exponential expected runtimes of the (1+1) EA.
Due to the NP-hardness of the maximization of quadratic functions, we do not expect the (1+1) EA or its multistart variants to operate efficiently on quadratic functions in any case. This is dealt with in Section 6. We present an explicitly defined quadratic function which causes the (1+1) EA to work for an exponential time with a probability exponentially close to 1.
At last, Section 7 is devoted to another subclass of quadratic functions, i. e., squares of linear functions. We demonstrate that they are not difficult to optimize with multistart variants of the (1+1) EA.
Basic Definitions and Techniques
We start off with some assumptions that we can make without loss of generality in order to simplify the representation of pseudo-boolean functions of degree 2, i. e., quadratic functions.
Remark 1 Since x 2 = x for x ∈ {0, 1}, we drop w. l. o. g. any squares in this representation. As additional constant terms have no influence on the behavior of the (1+1) EA, we assume w 0 to be zero in the following. Finally, we combine the terms w ij x i x j and w ji x j x i as commutativity holds.
Remark 2 From now on, we shall somewhat informally speak of linear weights when regarding the coefficients w i in the linear terms w i x i , and of quadratic weights when regarding the coefficients w ij in the quadratic terms.
In order to show upper bounds on the expected runtime of the (1+1) EA on pseudo-boolean fitness functions, we now introduce a simple proof technique which is helpful in several cases.
Definition 5 Let f : {0, 1} n → Ê be a pseudo-boolean function. Given two disjoint subsets A, B ⊆ {0, 1} n with A = ∅ = B, the relation A < f B holds iff f (a) < f (b) for all a ∈ A and b ∈ B.
Definition 7 Let (A 1 , . . . , A m , < f ) be an f -based partition. For a ∈ A i , i < m, let s(a) be the probability that a mutation of the (1+1) EA leads from a to some a ′ ∈ A i+1 ∪ · · · ∪ A m . Besides, let s i denote the minimum of s(a) for all a ∈ A i .
Lemma 1 Given an f -based partition, let p(A i ) be the probability that the initial string of the (1+1) EA belongs to A i . Then the following upper bound on the expected runtime E(X f ) on the corresponding function f holds:
Proof: Since A i will be reached never again once the (1+1) EA has left A i , s i constitutes a lower bound on the probability of leaving A i . Thus s −1 i yields an upper bound on the expected number of steps until a string belonging to
Of course, we do not expect the upper bounds gained by this technique to be tight in general. They particularly depend on a reasonable choice of the fbased partition. However, it is surprising how many tight or at least almost tight bounds can be obtained by this simple technique.
Quadratic Functions without Negative Weights
Here we consider the subclass of quadratic functions without negative weights. Obviously, the all-one string (1, 1, . . . , 1) is optimal in this situation. However, we are considering black-box optimization where the algorithm designer does not know that the considered function is a quadratic one without negative weights. Moreover, since the (1+1) EA treats zeros and ones symmetrically, the same result holds for all quadratic functions obtained from those without negative weights by replacing some variables x i with (1−x i ) (leading to negative weights).
Theorem 1 Let f : {0, 1} n → Ê be a quadratic pseudo-boolean function without negative weights and let N be the number of positive weights. Then the expected runtime of the (1+1) EA is bounded by O(N n) = O(n 3 ).
Proof: Let w * 1 ≥ · · · ≥ w * N be the positive weights. Then we consider the f -based partition A 0 , . . . , A N where
contains all optimal strings. Since some weights may be of equal size, we assign to each weight one-to-one a term of f . Then w * i is called active for a ∈ {0, 1} n if the term corresponding to w * i is positive for a, the weight w * i is called passive otherwise. The f -based partition has been chosen in such a way that for each a ∈ A i , i < N , there is a passive w * j where j ≤ i + 1. Hence, there is a 1-bit mutation (of probability (1/n) (1 − 1/n) n−1 ≥ 1/(en)) or a 2-bit mutation (of probability
(1/n 2 ) (1 − 1/n) n−2 ≥ 1/(en 2 )) which activates w * j without making any active term passive. Hence, Lemma 1 can be applied with s i ≥ 1/(en 2 ) leading to an O(N n 2 ) upper bound.
To obtain the claimed upper bound we have to analyze the situation more carefully. A quadratic weight w * i is called "semi-active" if exactly one of the boolean variables in the w * i -term has the value 1. A linear weight w * i which is passive is also called semi-active. In order to estimate the expected time to leave A i , we analyze a provably slower Markov process on only three states. State 1 contains all a ∈ A i without a semi-active w * j -term where j ≤ i + 1, State 2 contains all a ∈ A i with a semi-active w * j -term where j ≤ i + 1, and State 3 contains all a ∈ A i+1 ∪ · · · ∪ A N . We are interested in an upper bound on the expected time to reach State 3 when starting in State 1 or State 2. Let p kl be the transition probabilities. Then p 3,1 = p 3,2 = 0 and p 3,3 = 1. We know that p 2,3 ≥ 1/(en), since there is a good 1-bit mutation. Moreover, p 2,1 ≤ 2/n. In order to reach State 1 it is necessary that all semi-active terms vanish. This probability is already bounded by 2/n for one semi-active term, since it is necessary that at least one of its at most two bits flips (we have to consider also the case that the 0-bit flips, which may lead to State 1, since simultaneously it may happen that active weights get passive). Finally, p 1,2 + p 1,3 ≥ 2/(en), since there are at least two good 1-bit mutations. Pessimistically, we set p 1,2 to 2/(en) and p 1,3 to 0. Hence, it is sufficient to estimate the expected time to reach State 3 from State 1 or State 2 for the Markov chain described in Figure 1 . The expected time to leave State 2 equals Θ(n). The conditional probability to reach State 3 is a positive constant. Hence, the expected number of leaves from State 2 to reach State 3 is Θ(1). If we leave State 2 and reach State 1, it takes an expected number of Θ(n) steps to reach State 2 again. Hence, the expected number of steps to reach State 3 equals Θ(n). This proves our theorem.
2
It is possible to generalize Theorem 1 to degree-k functions (k a constant) without negative weights. We get the upper bound O(N n) = O(n k+1 ) for N positive weights. This bound is tight for small N . However, we conjecture that each quadratic function without negative weights is optimized by the (1+1) EA on average in o(n 3 ) steps.
Multistart Variants Can Beat the (1+1) EA Significantly
We define a quadratic function f where the (1+1) EA has the worst possible expected runtime, namely 2 Θ(n log n) (the upper bound of n n for each pseudo-boolean function is well known). However, multistart variants of the (1+1) EA are efficient. For the p(1+1) EA we perform p independent runs of the (1+1) EA. The runtime equals pt if after t steps there is for the first time a run of the (1+1) EA which has found an optimal string. We can prove that the p(n)(1+1) EA has for the considered function f after O(p(n) · n log n) steps a success probability of at least 1 − 2 −Ω(p(n)) and the expected runtime equals
The function will be defined on n + 1 variables y, x 1 , . . . , x n (w. l. o. g. n is even) and will be called CH, since y decides which of two linear functions on x 1 , . . . , x n is chosen.
Definition 8 Let |x| := x 1 + · · · + x n and k > 1 be a real number. Then
Obviously, CH k is a quadratic function where only the linear terms and the quadratic terms yx i , 1 ≤ i ≤ n, have non-zero weights. If y = 1, we obtain the linear function k · |x| and the all-one string has the optimal fitness kn. If y = 0, we obtain the linear function (k + 1) · n/2 − |x| with the maximal value (k + 1) · n/2 < kn. Moreover, if |x| = n/2, the value of CH k equals kn/2 for both values of y.
Lemma 2 With probability 1/2−o(1), the (1+1) EA on CH k has created after n 3/4 steps a string with y = 1 and |x| ≥ n/2 + n 2/3 . With probability 1/2 − o(1), the (1+1) EA on CH k has created after n 3/4 steps a string with y = 0 and |x| ≤ n/2 − n 2/3 .
Proof: With probability 1/2, y = 1 for the initial string. By Chernoff bounds (see Motwani and Raghavan (1995) ), with probability 1 − o(1), |x| ≥ n/2 − n 2/3 for the initial string. With probability 1 − O(n −1/4 ) = 1 − o(1), the y-bit does not flip during the first n 3/4 steps. Since these events are independent, their intersection has a probability of 1/2 − o(1). In the following we assume that all three events have happened. Then the (1+1) EA works during its first n 3/4 steps like the (1+1) EA on the linear function |x| = x 1 + · · · + x n (with the exception that the mutation probability equals 1/(n + 1) instead of 1/n). As long as |x| < n/2 + n 2/3 , there are at least n/2 − n 2/3 1-bit mutations increasing the number of ones and the probability of increasing the number of ones in one step is at least (n/2 − n 2/3 )/(e · (n + 1)) = Ω(1). Again by Chernoff bounds, with probability 1 − o(1) we have at least 2n 2/3 steps increasing |x| among n 3/4 steps. This proves the first claim and the second one follows in the same way.
Theorem 2 i) For each ǫ > 0 there is a constant c(ǫ) such that the (1+1) EA finds the optimum of CH k with a probability of at least 1/2 − ǫ within c(ǫ) · n log n steps. ii) For each ǫ > 0 the (1+1) EA does not find the optimum of CH k with a probability of at least 1/2 − ǫ within 2 o(n log n) steps. iii) The success probability of the
Proof: i) We apply Lemma 2. With probability 1/2 − o(1), the current string (x, y) after n 3/4 steps has the property that y = 1 and |x| ≥ n/2 + n 2/3 . If we assume that we do not accept strings with y = 0, we are in the situation of the optimization of |x|. The expected runtime of the (1+1) EA is known to be O(n log n). Using Markov's inequality we find for each ǫ ′ > 0 a constant c ′ (ǫ ′ ) such that the success probability within c ′ (ǫ ′ ) · n log n steps is at least 1−ǫ ′ . However, since we have obtained a string where y = 1 and |x| ≥ n/2 + n 2/3 , we never accept strings with y = 1 and |x| < n/2 + n 2/3 or strings with y = 0 and |x| ≥ n/2. Hence, in order to accept a string with y = 0 it is necessary that in one step at least k := ⌈n 2/3 ⌉ x-bits flip. The probability of such an event is bounded above by n k (1/(n + 1)) k ≤ 1/k! = 2 −Ω(n 2/3 log n) by Stirling's formula, which is also exponentially small if we consider polynomially many steps. Choosing ǫ ′ such that the sum of the failure probabilities (namely 1/2 + o(1) + ǫ ′ + 2 −Ω(n 2/3 log n) ) is bounded by 1/2 + ǫ we obtain the first claim. ii) The second claim can be proved in a similar way. By Lemma 2, with probability 1/2 − o(1), the current string after n 3/4 steps has the property that y = 0 and |x| ≤ n/2−n 2/3 . With the same arguments as in the proof of i), the (1+1) EA reaches the all-zero string within c ′ (ǫ ′ ) · n log n steps for some ǫ ′ < ǫ with a probability of at least 1/2 − ǫ ′ . Afterwards, for an improvement it is necessary that more than n/2 x-bits flip simultaneously. iii) We apply the first part of this theorem for an arbitrary constant ǫ > 0.
The probability that all p(n) runs of the p(n)(1+1) EA are not successful within c(ǫ) · n log n steps is bounded above by (1/2 − ǫ) p(n) = 2 −Ω(p(n)) . The expected runtime of each single run of the (1+1) EA is bounded by n n . Hence, the expected runtime of the p(n)(1+1) EA can be bounded
Remark 3 If we choose k < 1 + 1/n, the all-zero string is the second best string for CH k . Then the result of Theorem 2 can be improved to d(ǫ) · n n steps for some d(ǫ) > 0, since after having reached the all-zero string we have to wait until all bits flip simultaneously.
Separability Makes Quadratic Functions Easier
Separability is an often investigated property of functions.
Definition 9 Let X 1 , . . . , X k be a partition of the variable set X = {x 1 , . . . , x n } into non-empty sets. A pseudo-boolean function f : {0, 1} n → Ê is called separable with respect to (X 1 , . . . , X k ) iff it can be represented as
For quadratic functions f we can define the graph G(f ) on the vertex set X = {x 1 , . . . , x n } in the following way. It contains the edge {x i , x j }, i < j, if w ij = 0. If X 1 , . . . , X k are the connected components of G(f ), f is separable with respect to (X 1 , . . . , X k ). For the function CH k investigated in the last section the whole variable set X is the only connected component.
In the following we investigate general pseudo-boolean functions f separable with respect to (X 1 , . . . , X k ). Then X 1 , . . . , X k are called variable components and f 1 , . . . , f k are called components of f .
Theorem 3 Let f be a separable function where the size of all variable components is bounded by m. Then the expected runtime of the (1+1) EA on f is bounded by O(2 m n m+1 ).
Proof:
The proof is an application of Lemma 1. However, the f -based partition has to be chosen carefully.
Let k be the number of components of f and let 
Since N < n2 m , it is sufficient to prove that the expected time to leave A j , j < N , is bounded by O(n m ). Let x ∈ A j . The essential claim is that there is a component f i such that v i,N (i) − f i (x) ≥ D j+1 . Then we can leave A j by changing the variables of X i in the right way by letting the other variables unchanged. The probability of such a step is (1/n) l (1 − 1/n) n−l for some l ≤ m and, therefore, bounded below by n −m e −1 leading to the desired bound. Finally, we have to prove the claim. Let us assume that for all i ∈ {1, . . . , k}
However, the difference of v i,N (i) and f i (x) is the sum of the "last" d i,· -values. Hence, v i,N (i) − f i (x) can be written as the sum of D-values, whose different indices are larger than j +1. Moreover, by definition, we can choose for different i also D-values with different indices. Finally, the sum of all v i,N (i) − f i (x) equals f max − f (x) and this can be bounded above by our considerations by
If f is a quadratic function with m non-vanishing quadratic weights, the size of a connected component of G(f ) cannot be larger than m + 1. Hence, Theorem 3 leads to an O(2 m n m+2 ) bound for such functions.
Let CH * m be the following function defined syntactically on n variables. The fitness value of CH * m only depends on the first m variables and equals the CH k -function for k < 1 + 1/n on these variables. Then CH * m is a quadratic function with m − 1 non-vanishing quadratic weights and the size of all variable components is bounded by m. For CH * m we obtain the lower bound of Ω(2 −m n m ) on the expected runtime of the (1+1) EA, since with probability 2 −m the initial string starts with m zeros and then we have to wait until all these bits flip simultaneously. If m grows with n, we can improve this bound to Ω(n m ), since by the results of Section 4 we create with probability 1/2 − o(1) within O(n log n) steps a string containing only zeros among the first m positions. This proves that the bound of Theorem 3 is not too far from optimal.
A Quadratic Function Even Difficult for the Multistart (1+1) EA
Since the optimization of quadratic pseudo-boolean functions is known to be NP-hard, one cannot expect that the (1+1) EA and its multistart variants optimize all these functions efficiently. Here we define explicitly a quadratic function where the (1+1) EA and its multistart variants need exponential time with overwhelming probability. Until now, only a function of degree 3 with such a behavior was known (Droste, Jansen, and Wegener (2000) ). Ackley (1987) has introduced the function
x i , which is extremely difficult for the (1+1) EA. The expected runtime is at least (1 − o(1))n n and the success probability after n n/2 steps is exponentially small (Droste, Jansen, and Wegener (2001) ). However, Trap n has the maximal possible degree of n. Rosenberg (1975) has presented a polynomial-time reduction to reduce the problem of maximizing general pseudo-boolean functions to the problem of maximizing quadratic pseudo-boolean functions. We have applied this reduction to Trap n . The difficulty of the (1+1) EA in optimizing Trap n does not imply that the (1+1) EA has difficulties with the result Trap * n obtained by the polynomial transformation. We can prove that Trap * n is difficult for the (1+1) EA.
Definition 10 Trap * n is defined on 2n − 2 variables by
First of all, we consider the so-called "penalty terms" x n−i x n+i−1 + x n+i (3 − 2x n−i − 2x n+i−1 ). By checking all 8 assignments to x n−i , x n+i−1 and x n+i we conclude that the penalty term is zero iff x n−i x n+i−1 = x n+i holds, and equals either 1 or 3 otherwise. As it is the case with the original Trap n function, the only optimal string is 1 = (1, . . . , 1) yielding a function value of 1. To verify this, we realize that positive values can only be obtained by setting x 1 = x 2n−2 = 1 and making sure that no penalty term takes a value differing from zero. The latter can only be accomplished if x n−1 x n = x n+1 , x n−2 x n+1 = x n+2 , . . . , x 3 x 2n−4 = x 2n−3 and x 2 x 2n−3 = x 2n−2 . As x 2n−2 = 1, this implies x 2 = x 2n−3 = 1, then x 3 = x 2n−4 = 1 and so forth. Hence 1 is the only global optimum.
For suboptimal x ∈ {0, 1} n , the value of Trap * n can always be represented by −j − k(n + 1), where k ∈ {0, . . . , 3(n − 2)} and j := n i=1 x i , i. e., j denotes the number of ones in the first n positions of the string x. This is due to the above-mentioned properties of the n − 2 penalty terms.
Bearing this in mind, we are now able to prove that Trap * n is an especially difficult function.
Theorem 4 With a probability of 1 − 2 −Ω(n) , the (1+1) EA requires at least 2 Ω(n log n) steps to optimize Trap * n .
Proof: Concerning bit strings x ∈ {0, 1} n , we distinguish their "left" parts x 1 , . . . , x n and their "right" parts x n+1 , . . . , x 2n−2 , corresponding to the original n variables and the additional variables introduced by the reduction. It follows by Chernoff bounds that the initial string of the (1+1) EA contains at least (2/5)n ones in its left part with a probability of at least 1 − 2 −Ω(n) . For the right part, we apply the "Principle of Deferred Decisions" (see Motwani and Raghavan (1995) ) pretending that all 2n − 2 bits of x are initialized after each other. (Due to the independence of the bits, this constitutes a permissible assumption.) Regarded like that, x n+i "hits" the fixed value of x n−i x n+i−1 with a probability of 1/2 for all i ∈ {1, . . . , n − 2} implying that (n − 2)/2 penalty terms are zero on average. Again Chernoff bounds can be applied such that, with a probability of 1−2 −Ω(n) , at most (3/5)(n−2) penalty terms are non-zero after initialization. In the following, we assume both events considered above to have occurred. As long as the (1+1) EA has not yet reached the optimum, the value of Trap * n is given by −j − k(n + 1), where k ≤ (9/5)(n − 2), and j denotes the number of ones in the left part. A necessary condition for the value of j to decrease (as a result of a successful mutation) is a decrease of k due to the same mutation. Obviously, k can decrease at most (9/5)(n − 2) times. We want to estimate the probability that during at most (9/5)(n − 2) mutations, which decrease k, many zeros in the left part flip to one. Pessimistically, we assume that the left part contains (3/5)n ones after initialization and that none of these ones ever flips to zero. For the remaining (2/5)n zeros in the first part the overall number of bits flipped during at most (9/5)(n − 2) steps has an expected value of at most (2/5)n·(9/5)(n−2)/(2n−2) ≤ (9/25)n, since each bit is flipped with probability 1/(2n − 2) per step. As (2/5 − 9/25)n = (1/25)n, we conclude that an expected value of at least (1/25)n zeros remains in the left part even if k has fallen to its minimal value. Bounding this by another application of Chernoff bounds, we obtain that at least (1/30)n zeros remain with a probability of at least 1 − 2 −Ω(n) even if k has decreased to zero. Afterwards, the number of zeros in the first part can only grow unless all zeros flip to one simultaneously. The latter has a probability of at most (1/(2n − 2)) n/30 = 2 −Ω(n log n) . It is easy to see that the probability of such a success during 2 ǫn log n steps is 2 −Ω(n) if ǫ is small enough. This completes the proof.
It is obvious that Theorem 4 implies that multistart variants of the (1+1) EA are not efficient. In order to obtain a success probability larger than a given positive constant we either need exponential time or exponentially many independent runs.
Squares of Linear Functions
We obtain special quadratic pseudo-boolean functions by squaring linear functions.
2 we denote the square of the linear function f .
W. l. o. g., we assume in this section all weights of the linear function to be positive integers and to be sorted, i. e.,
we replace x i by 1−x i , which has no influence on the behavior of the (1+1) EA.) However, we may not rely on w 0 = 0. Imagine that f (x) = w 0 + n i=1 w i x i is a linear function with w 0 ≥ 0. Then the (1+1) EA behaves on f 2 like on f , for x → x 2 is a strictly increasing mapping on Ê + 0 . A similar situation arises if
In that case f (x) ≤ 0 holds for all x ∈ {0, 1} n such that the (1+1) EA behaves on f 2 like on −f due to x → x 2 being a strictly decreasing mapping on R − 0 . If a linear function takes both positive and negative values, its square gets interesting properties and does not appear "linear" to the (1+1) EA any more.
We have just seen that the square of a linear function can only be interesting if N (f ) = ∅ = P (f ). Restricted to either P (f ) or N (f ), both the linear function and its square have their maximum lying in 0 = (0, . . . , 0) and 1 = (1, . . . , 1), respectively. Thus f 2 may have two local maxima, namely one in 0 and one in 1. (The function f 2 does not necessarily possess two local maxima since "Hamming neighbors" of 0 may belong to P (f ), and vice versa for 1.) Again we may exchange the meaning of x i and 1 − x i for i ∈ {1, . . . , n} if needed in order to ensure that w. l. o. g., 1 is the global maximum of f 2 . We can easily construct linear functions, where w 0 is "close" to −w/2, w := n i=1 w i , such that in terms of f 2 merely the global maximum in 1 yields a better value than the local maximum in 0. Consider, e. g., the function f (x) = |x| − n/2 + 1/3. For its square f 2 (introduced in Droste, Jansen, and Wegener (2001) and called Distance there), we have f 2 ( 0) = (n/2 − 1/3) 2 and f 2 ( 1) = (n/2+1/3) 2 as well as f 2 (x) ≤ (n/2−2/3) 2 for all x ∈ {0, 1} n \{ 0, 1}. Therefore, the (1+1) EA can get stuck in the local maximum in 0, which results in an average waiting time n n until a mutation flipping all bits occurs. Yet it is probable that the (1+1) EA only creates strings from P (f ) where it behaves like on |x| and is able to reach the string 1 within O(n log n) steps. The situation is similar to the one in Theorem 2; we expect the (1+1) EA to reach the global optimum of f 2 in polynomial time with a probability of about 1/2 but likewise to wait Ω(n n ) steps with a probability of approximately 1/2.
In the following, we want to prove that the (1+1) EA is able quickly to encounter a local maximum on the square of an arbitrary linear function. In addition, we intend to demonstrate that it finds the global maximum 1 within polynomial time with a probability bounded below by a constant, irrespective of the weights of the underlying linear function.
Lemma 3 On the square f 2 of a linear function f , the expected time until the (1+1) EA reaches either the string 0 or the string 1 is O(n 2 ).
Proof: Anew we make use of Lemma 1. However, we define two partitions according to the linear functions f and −f , namely an f -based partition
and a −f -based partition
with j ∈ {0, . . . , n − 1}. Moreover, set A n = { 1} and B n = { 0}. For all x ∈ A j , all x ′ ∈ P (f ) with f (x ′ ) ≥ f (x) have at least j ones. Analogously, for x ∈ B j , all x ′ ∈ N (f ) with −f (x ′ ) ≥ −f (x) contain at least j zeros. If a ∈ A j ∩ P (f ), all strings x ′ ∈ P (f ) which the (1+1) EA is able to reach belong to A j+1 ∪ · · · ∪ A n ; an analogous statement holds for B j ∩ N (f ). Obviously, all a ∈ A j ∩ P (f ) contain at least one zero amongst the first j + 1 positions; thus there is a mutation flipping a possibly specific bit which leads from a to a ′ ∈ (A j+1 ∪ · · · ∪ A n ) ∩ P (f ). By analogy, we obtain that an arbitrary x ∈ B j ∩ N (f ) can be mutated to a ′ ∈ (B j+1 ∪ · · · ∪ B n ) ∩ N (f ) by a mutation flipping exactly one bit.
During the algorithm, we evaluate strings by means of triples (i, j, a) ∈ {0, . . . , n} × {0, . . . , n} × {0, 1}. If the initial string of the (1+1) EA belongs to A j ∩ P (f ), we assign the value (j, 0, 0) to it; if it comes from B j ∩ P (f ), we assign (0, j, 1). In general, the value (i, j, a) assigned to a string x ∈ {0, 1} n indicates that x belongs to A i ∩ P (f ) or to B j ∩ N (f ), which is dependent on a. If a = 0, the string x is in A i ∩ P (f ), while the last string from N (f ) was belonging to B j ∩ N (f ). (In case that there never was a string from N (f ), we set j = 0). If a = 1, the roles of A i ∩ P (f ) and B j ∩ N (f ) are exchanged.
The first two components of an assignment (i, j, a) can never decrease since A j and B j are f -based and −f -based partitions, respectively. As soon as a component has increased to n, the (1+1) EA has created 0 or 1. As that is the case after at most 2n − 1 increases of i or j, O(n) mutations which flip a (selected) bit in order to increase the value of the current component suffice. It is already known that the expected waiting time for such a mutation is O(n). Putting this together yields the upper bound O(n 2 ).
Up to now, we only have an upper bound on the time until reaching one of the local optima. In order to prove a lower bound on the probability of reaching the global optimum 1 within polynomial time, some prerequisites are necessary.
In the following, we use the notation w for w 1 + · · · + w n and x * for the random initial string.
Proof:
i) This statement follows by the linearity of expectation. ii) W. l. o. g., w 0 = 0. If x is a string where w 1 x 1 + · · · + w n x n < w/2, then its bitwise complementx has the property
implying that at least one half of all strings x ∈ {0, 1} n has the property that w 1 x 1 + · · · + w n x n ≥ w/2.
iii) This follows from the proof of ii), since the bitwise complement of strings with k ones has n − k ones. 2
We mentioned above that, regarding the square of a linear function f (x) = w 0 + n i=1 w i x i , we may w. l. o. g. assume that w 0 ≥ −w/2. In connection with Lemma 4 we conclude that, initially, the (1+1) EA creates a string from P (f ) with a probability of at least 1/2. For the proof of the main result, we even need more. The following lemma states a lower bound on the probability that the random variable f (x * ) deviates from its expected value w 0 + w/2 towards "more positive" strings.
Proof: Again we may assume w 0 to be zero. At first, consider an urn containing n balls with the corresponding weights w 1 , . . . , w n . For k ≥ d, let q * k be the probability that after having drawn k balls we attain an overall weight of at least w/2 + w * d . The probability that after having drawn k − d balls the overall weight amounts to at least w/2 was already denoted by q k−d . As d balls weigh at least w * d , we obtain the relationship q * k ≥ q k−d . Since by assumption w 0 = 0, we have to consider the event f (x * ) ≥ w/2 + w * d . The number of vectors where the event holds is at least
Essentially, we are confronted with the sum n/2 k=0 n k ≥ 1 2 2 n , where the last 2d terms are missing. Since n k ≤ 2 n /n 1/2 , the missing terms sum up to at most (2d/n 1/2 )2 n such that the claim follows.
2 By setting, for example, d := n 1/3 , Lemma 5 and Lemma 4 state that the probability that the initial string has an f -value of at least w 0 + w/2 + d−1 i=0 w i converges towards 1/2. Hence, the probability that f (x * ) has an f -value with the "surplus" d−1 i=0 w i above its expected value w 0 + w/2 is still 1/2 − o(1). If this surplus has occurred, from the initial string (which then belongs to P (f )) merely strings from N (f ) having an f -value of at most w 0 + w/2 − d−1 i=0 w i can be reached (due to w 0 > −w/2). In other words only a mutation that would decrease the value of f by at least twice the surplus could be accepted during the optimization of f 2 . That phenomenon constitutes the main idea of the following proof.
Theorem 5 Let f : {0, 1} n → Ê with f (x) = w 0 + n i=1 w i x i be a linear function. With a probability of at least 1/8 − ǫ, ǫ > 0 arbitrarily small, the (1+1) EA optimizes the square f 2 within O(n log n) steps.
Proof: Recall that we assume the weights w i to be sorted according to w 1 ≥ · · · ≥ w n > 0 and that the global maximum of f 2 is located in 1, i. e., w 0 ≥ −w/2. We examine the probability that the initial string x * yields a value of at least f (x * ) ≥ w 0 + w/2 + s, where s is a "surplus" to its expected value w 0 + w/2. Under the assumption that the surplus has occurred, we analyze the probability that within O(n log n) steps a mutation decreasing the value of the linear function f by at least 2s (hereinafter called bad mutation) occurs at least once. Otherwise, the (1+1) EA will never "notice" that it runs on f 2 instead of f during these O(n log n) steps. Our goal is to prove that with a probability bounded below by 1/8 − o(1), the surplus is large enough for the probability of performing a bad mutation to converge towards zero.
To accomplish this, we divide strings x ∈ {0, 1} n into three parts. With k being set to k := n 1/3 + 1, we consider the first part consisting only of x 1 , the second part ranging from x 2 to x k , and the third part which comprises the bits x k+1 to x n . Clearly, with probability 1/2, the event x * 1 = 1 occurs. In addition, according to Lemma 5, we have
with a probability of at least 1/2 − 2(k − 1) 1/3 (k − 1) −1/2 = 1/2 − o(1). Thirdly, we use Lemma 4 to show that n i=k+1 w i x * i ≥ n i=k+1 w i /2 occurs with a probability of at least 1/2. Since these events concern disjoint positions, which are initialized independently, we conclude that
occurs with a probability of at least 1/8 − o(1). Then the surplus amounts to at least s := w 1 /2 + (k−1) 1/3 −1 i=0 w k−i . To overcome this surplus, i. e., to reach a string from N (f ), a mutation decreasing the value of f by at least 2s would have to be executed. Due to the choice of k and the decreasing order of the weights, we have 2s ≥ w 1 + n 1/9 w k . It remains to estimate how likely the event of at least one bad mutation during cn log n steps, c ∈ Ê + , is. We distinguish two cases.
Case 1: w k ≥ w 1 /n 1/18 . This implies n 1/9 w k ≥ w 1 n 1/18 and 2s ≥ w 1 n 1/18 . Since no weight is larger than w 1 , at least n 1/18 bits would have to flip simultaneously in order to execute a bad mutation. The latter has a probability of at most 1/(n 1/18 )! = 2 −Ω(n 1/18 log n) , which converges towards zero even after having been multiplied by an arbitrary polynomial in n. This means that especially the probability of a bad mutation within cn log n steps converges towards zero.
Case 2: w k < w 1 /n 1/18 . In order to decrease the value by at least 2s ≥ w 1 + n 1/9 w k it is necessary that one of the following events occurs:
• At least two of the bits x 1 , . . . , x k flip.
• At least n 1/9 of the bits x k+1 , . . . , x n flip.
The probability of the first event is bounded by k 2 1 n 2 ≤ n 2/3 /n 2 = n −4/3 and the probability of the second event is bounded by 2 −Ω(n 1/9 log n) . The probability that one of the two events happens within cn log n steps is bounded above by O(n −1/3 log n) = o(1).
Having verified that the probability of at least one bad mutation in cn log n steps converges towards zero, we estimate the probability of not reaching the global optimum of f within cn log n steps by ǫ/2 using Markov's inequality for c large enough. Then the probabilities of the errors "insufficient surplus", "at least one bad mutation in O(n log n) steps" and "time to optimize f larger than cn log n" in common are bounded above by 7/8 + ǫ if n is large enough. 2
Theorem 5 implies that squares of linear functions are easy if employing multistart variants of the (1+1) EA. Moreover, the result is valid for all even powers of linear functions f k , k ∈ AE even, which, for the (1+1) EA, are indistinguishable from the corresponding square. Odd powers f k , k ∈ AE odd, of linear functions f are for the (1+1) EA not distinguishable from f itself and the expected runtime of the (1+1) EA equals O(n log n).
Conclusions
This paper presents some techniques to analyze the (1+1) EA and especially stresses the significance of the measures "expected runtime" and "success probability". As opposed to linear functions, which the (1+1) EA optimizes within an expected number of Θ(n log n) steps, already quadratic pseudo-boolean functions are an interesting class of functions which may pose severe problems to the (1+1) EA. Quadratic functions with non-negative weights are optimized within polynomial expected time, but as soon as general negative weights are allowed, the optimization problem becomes NP-hard. So it is not astonishing that we were able to find quadratic functions which provoke exponential expected runtimes of the (1+1) EA. But in many cases (e. g., concerning squares of linear functions) the success probability after a polynomial number of steps is so large that multistart variants of the (1+1) EA are very efficient. On the other hand, we have defined an "especially difficult" function called Trap * which makes the (1+1) EA work an exponential time with a probability exponentially close to one. Here we cannot resort to multistart variants of the (1+1) EA. In fact, we even believe that more sophisticated evolutionary algorithms incorporating more general populations and crossover operations will not succeed in optimizing Trap * within polynomial expected time.
