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Abstract
The aim of this paper is to estimate the longevity risk and its trend according to the
age of the individual. We focus on individuals over 65. We use the value-at-risk to measure
the longevity risk. We have proposed the use of an alternative methodology based on the
estimation of the truncated cumulative distribution function and the quantiles. We apply
a robust estimation method for fitting parametric distributions. Finally, we compare
parametric and nonparametric estimations of longevity risk.
Keywords: longevity, value-at-risk, nonparametric inference.
1 Introduction
Human Mortality has experienced a substantial decrease during the 20th century. This mor-
tality reduction directly affects all the schemes based on life expectancy, e.g. population and
economic policies, pension and dependency regimes and health schemes, among others.
The relation between mortality and life expectancy is obvious; if mortality decreases life ex-
pectancy increases. Life expectancy could be defined as the average time in years that a person
is expected to live. There is no certainty about the maximum age that an individual could at-
tain; longevity, therefore, is considered a risk in some scenarios where increased longevity could
causes significant economic losses. For example, financial and insurance companies should be
worried about longevity; premiums in life insurance or annuities in pension plans are directly
affected by the age of death. Furthermore, companies are increasingly looking for more ac-
curate risk estimates. For example, in the case of insurances associated with longevity, note
that although the age usually is measured in years, it is a continuous variable. To improve the
accuracy of risk estimation, the companies need to have models that allow them to interpolate
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accurately all values of the distribution of the variable, beyond the sample information. We are
interested in evaluating the risk of an individual surviving beyond the standard prevision.
It is considered that 65 is the age of retirement. The aim of this paper is to estimate the
longevity risk according to the age of the individual. For estimating longevity risk we need to
fit the distribution of the variable age of death given that the individual is alive at age a ≥ 65.
We compare the results obtained using parametric and nonparametric method with the method
proposed by Alemany et al. (2013). The latter method has also been extended in this paper.
For evaluating the longevity risk beyond age 65 we apply the concept of value-at-risk at α
confidence level (V aRα), where α is a probability near 1, to the variable that measures lifetime
duration. The V aRα is commonly used to assess monetary losses. Longevity is not a monetary
loss, but it is a risk, because it is directly related to activities that involve higher expenses when
people get older. In order to measure the degree of aging of a population, the idea is to quantify
the maximum number of years that a small fraction of the population could survive. Precisely,
the V aRα reflects the number of years that only a small (1 − α)% fraction of the population
survives. In Ornelas et al. (2013) longevity risk has been analysed under a parametric theory.
These authors fitted a Weibull distribution to the lifetime duration variable and concluded that
there were large gender differences.
Some authors, for instance Kannisto (2000) and Cheung et al. (2005), have observed that
lifespan has increased more slowly in some populations, this phenomenon is called mortality
compression (see, Fries, 1980). This means that the age interval, where the number of deaths
are concentrated, has remained almost unchanged in recent years. In contrast, Yue (2011) has
shown that mortality improvements are not slowing down; on the contrary, mortality at old ages
will continue decreasing in the near future. There is no absolute truth about life boundaries.
The uncertainty of the future leads to the need of evaluating the longevity risk.
For example, in the Mexican population the percentage of men aged 80 and more has grown
from 0.92% in 2000 to 1.21% in 2010, which represents an increment of 53%. With respect
to women, the percentage has grown from 1.13% in 2000 to 1.49% in 2010, representing an
increment of 54%.
The shape of the distribution associated with the variable lifetime duration is right skewed
over 65 years, i.e. the ages near to 65 years old are frequent but extreme ages are few. The
main difficulty is to find a distribution that fits the data in all their domain, especially at
extreme value data, without underestimating or overestimating the risk. The extreme value
distributions provide alternative shapes for right skewed distribution. In this paper we use
different right skewed distribution for lifetime duration variable associated with individuals
that are 65 years olds: Weibull, Lognormal and Champernowne distributions.
Since we were interested in the oldest population, our main concern is to fit the tail of the
distribution of the lifetime duration variable, where the number of observed data are scarce.
Given that the number of living individuals decreases when people get older, we can say that we
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are speaking about “rare events”, i.e. although we select or simulate a big sample, the number
of observed data at the right extreme (oldest data) is small. Then, we propose to use an alter-
native estimation method of parametric distribution based on the class of minimum distance
estimators, which has better robustness properties than maximum likelihood estimators (see,
Scott, 2001). Specifically, we obtain the parameters of the distribution minimising an estimator
of the distance between true cdf and estimated cdf.
Sample size is a key factor in determining if we use a nonparametric method versus a
parametric distribution fit. A simple nonparametric approach is the empirical distribution
(Emp), although this is not very useful because the estimation is only defined until the maximum
observed age and does not allow us to extrapolate the distribution function beyond that. This
fact could cause an underestimation of the risk, given that empirical distribution supposes that
the probability of an individual surviving the maximum observed age is zero. This is unlikely
if we consider that, although we could have a large sample size, the number of observed “rare
events” still remain very small.
If V aRα is calculated empirically an age in years is obtained. However, economic policies,
pension and dependency regimes need to be planned considering all possible expenses; therefore,
it is better to calculate the risk on a monthly basis or even smaller units. However, normally the
available information is in round numbers. Therefore, we need to interpolate the cdf considering
that the age is a continuous variable.
Another alternative nonparametric approach is the classical kernel estimator (CKE) that
smooths the shape of the empirical distribution and “extrapolates” its behaviour when dealing
with extremes. Again, since the number of sample observations in the right tail of the distribu-
tion is scarce, the CKE cannot smooth the shape of the empirical distribution and, therefore,
it does not efficiently extrapolate the shape of the distribution above the maximum observed
value in the sample. For this reason, we also propose a two-step estimation procedure. First, we
fit a flexible parametric distribution and transform original data with the parametric estimated
cdf. Second, we use a double transformed kernel estimator (DTKE) method, thus ensuring
that the final result guarantees that the shape of the right tail is extrapolated more efficiently
(see, Alemany et al., 2013). We consider DTKE as a semiparametric method. Although, using
DTKE we incorporate some bias in the estimation, Alemany et al. (2013) proved that our pro-
posed DTKE is a consistent estimator and its bias depends on the distance between parametric
cdf used in the transformation of original data and the true cdf.
Some other approaches to forecasting mortality consider that it will follow historical trends.
The fact that people live longer has been observed in recent years, so there are not many data
bases that reflect this trend.
To analyze the trend of the longevity risk, we estimated the truncated cumulative distribu-
tion function, which allows us to obtain the risk conditional on the individual reaching a given
age.
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In this paper we present a systematic procedure to evaluate the longevity risk according to
the age. In section 2 we describe the different methodologies. In section 3 we show the data
and the results. Finally, we conclude in section 4.
2 Methodology
Let X be a random variable that represents lifetime duration and F (x) is the corresponding
cdf. We are interested in population that lives for more than 65 years, hence the aim is to
estimate the truncated cdf in the domain [a,∞), where a ≥ 65. The left-truncated cdf of X is
defined in equation (1) (see, Crame´r, 1946).
F (x|X ≥ a) = F (x)− F (a)
1− F (a) = G(x). (1)
To estimate the risk of longevity we use a known measure of risk, the value-at-risk (V aRα).
The V aRα is equal to the α quantile of the distribution:
V aRα(X) = G
−1(α) = inf{x : G(x) ≥ α}, α ∈ (0, 1), (2)
where (1 − α)% indicates the expected proportion of people who will live longer than the
calculated V aRα.
One way to estimate the V aRα is using the truncated cdf adjustment. There are different
ways of adjusting G(x): to fit a parametric model, to use a nonparametric approach that does
not impose any shape of the distribution to the data or to use a semiparametric approach. In
the next section we give a thorough explanation of these methods.
2.1 Parametric Distributions
Given the right skewed shape of the longevity distribution, to estimate the risk we propose using
an extreme value distribution (EVD). The most common EVDs with middle tail are: Lognormal
and Weibull. An alternative is the Champernowne distribution. This was introduced by D.G.
Champernowne in 1936. The Champernowne distribution is a heavy-tailed distribution that
converges to a Pareto distribution in the tail; details can be found in Buch-larsen et al. (2005).
In Table 1 we show the probability density function (pdf) and the cdf of proposed parametric
distributions.
To estimate parameters we can use the maximum-likelihood estimator (MLE), that consists
of maximising the probability of observing the data that we have, i.e., maximizes the likelihood
function. The practical problems of the MLE approach are its lack of robustness to outliers
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θ is the vector of parameters.
Table 1: Parametric distributions.
and model misspecification (see, Scott, 2001). Both circumstances could occur in our analysis
of the longevity.
Given that we are interested in estimating the cdf, an alternative to MLE consists of es-
timating the parameters minimising the distance between true cdf and estimated cdf. These
ensure greater robustness than MLE to outliers and model misspecification.
A criterion that is frequently used in the nonparametric methods involves minimising the
mean integrated square error (MISE):





where θ is a vector of parameters, Fθ is the true cdf and Fθˆ is the estimated cdf. The difficulty
associated with calculating the MISE is that it depends on the true parameters θ.
Altman and Leger (1995) proposed to estimate MISE from its discrete approximation and
replacing the true cdf by the empirical cdf (see also, Bowman et al., 1998). Let X1, . . . , Xn be
a sample of observations from the random variable X, that represents lifetime variable and has






I(Xi ≤ x), (4)
where I(·) is the indicator function, it takes the value 1 if the condition between parentheses is







In Figure 1 we show the contour plot of M̂ISE associated with the estimation of the parameters
of a Weibull distribution defined in1 Table 1 (shape parameter is α and scale parameter is β).
We can observe that a global minimum (darker part) exists. Similar contour plots are obtained
for Lognormal and Champernowne distributions, where shape parameters are σ and α and scale
parameters are µ and M , respectively.
Figure 1: Contour plot of M̂ISE for Weibull distribution.
In order to compare MLE and M̂ISE criteria, in figures 2 and 3 we plot the empirical cdf
with parametric cdfs estimated by MLE and minimising M̂ISE. In both figures we show as, in
general, parametric estimates based on minimising M̂ISE are closer to empirical cdf. Focusing
on in older ages we obtain different result depending on the tail of the distribution. In our
study, Weibull distribution have a lighter tail; in this case the estimation based on minimising
M̂ISE provides a lighter tail than the MLE estimation, i.e. the estimation based on minimising
M̂ISE increase faster than the MLE estimation. By contrast, for the Lognormal distribution,
which has a heavier tail than the Weibull, the estimation based on minimising M̂ISE provides
a slightly heavier tail than the MLE estimation. Finally, when we fit the Champernowne
distribution, which is a heavy tail distribution, the estimated distribution clearly has a heavier
tail when we estimate the parameters minimising M̂ISE. In both cases, for Lognormal and
1For the graphic examples we use the data described in section 3.
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Champernowne distributions, the estimation based on minimising M̂ISE increases slower than
the MLE estimation.






















































Figure 2: Lifetime variable distribution for male. Empirical cdf (solid line), MLE estimation
(dashed line) and estimation based on minimizing M̂ISE (dotted line).






















































Figure 3: Lifetime variable distribution for female. Empirical cdf (solid line), MLE estimation
(dashed line) and estimation based on minimizing M̂ISE (dotted line).
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2.2 Nonparametric and semiparametric estimation
Nonparametric methods are widely used to estimate the pdf and the cdf of a random variable.
The main motivation is to let the sample information itself draws the shape of the distribution;
in our case, nonparametric estimations provide more flexible forms to the cdf than those given
by the parametric estimation.
Nonparametric estimators of the cdf do not impose any shape to the distribution of the
data. They provide an estimation for the value of the function at each point x in the domain
of the random variable. However, when data is scarce nonparametric methods are not efficient
and semiparametric methods may be a better alternative.
A natural nonparametric method to estimate cdf is the empirical distribution defined in (4).
We can estimate the VaR replacing in (2) the theoretical truncated cdf G(x) by its empirical
estimation Gn(x) =
Fn(x)−Fn(a)
1−Fn(a) =, where a ≥ 65 is a given age.
The empirical distribution is very simple but it is not efficient (see, Azzalini, 1981) and
cannot extrapolate beyond the maximum observed data point. This is especially troublesome
when the data is scarce, as occurs when we have rare events and one may suspect that the
probability of reaching older ages than the maximum observed age in the data sample is not
zero. Furthermore, when empirical distribution is used to quantify the risk, the results obtained
are round numbers, this occur because empirical distribution only is defined at observed age and
can not be directly extrapolated. Insurance and financial companies are increasingly interested
in quantifying their risks more accurately. For this reason it is important that the method
allows them to draw all risk values in the set of positive real numbers, then the empirical
distribution is not advisable.















−1 k(s)ds is the cdf associated with the kernel function k(·), that is usually a
symmetric pdf. Some examples of very common kernel functions are the Epanechnikov and
the Gaussian kernels (see, Silverman, 1986). In this paper we use the Epanechnikov kernel,
K(x) = 3/4(1 − x2), if |x| ≤ 1, although kernel selection almost does not affect the esti-
mation results. The parameter b in (6) is the smoothing parameter, also called bandwidth;
it is a positive constant that controls the smoothness of the Fˆ . Larger values of b return a
smoother estimation. For estimating the VaR from (2) we need a numeric algorithm, for ex-
ample the Newton-Raphson, that allows us to solve the equation Gˆ(V aRα(X)) = α, where
Gˆ(x) = Fˆ (x|X ≥ a) = Fˆ (x)−Fˆ (a)
1−Fˆ (a) , being a ≥ 65 a given age. Given that we estimate the
truncated cdf for individuals over the age of 65.
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The value of the smoothing parameter b considerably affects the results of the estimated cdf,
especially when the goal is the estimation at a given point x for calculating the VaR. Therefore,
estimating b is fundamental to obtain an accurate estimation of the VaR. In the literature,
there are various proposals for calculating b based on minimising a estimated distance between
F and Fˆ (see, for example, Altman and Leger, 1995; Bowman et al., 1998). The difficulty
with these methods is that we can obtain different values of b with the different methods and,
furthermore, when we have an EVD, these methods can degenerate to b = 0. To calculate
smoothing parameter we use the proposal of Alemany et al. (2013) that is based on the rule-













where σˆ is the estimated standard deviation of the random variable X.
The classical kernel estimation of a cdf as defined in equation (6) is not much different to the
well-known empirical distribution in equation (4). The main difference between equations (4)
and (6) is that the empirical cdf only uses data below x, giving equal weight to all observations
that influence the estimation of F (x), while the CKE uses all the data above and below x,
giving more weight to observations that are below and, in turn, are closer to x.
The CKE smooths the stepped shape of the empirical distribution; however, when data is
scarce the CKE does not allow us to accurately estimate the VaR. In Figure 4 we compare the
empirical distribution with the CKE of F (x), for the lifetime variable distribution for male and
female.
With the aim of improving the efficiency of CKE, Alemany et al. (2013) proposed the double
transformed kernel estimator (DTKE). We can summarize the procedure in three steps:
• Step 1: Minimizing LNO, fitting a parametric distribution function, Fθˆ and obtain the
transformed data U1, . . . , Un that is close to a Uniform(0, 1).
• Step 2: Transforming the uniform data using the inverse of the cdf of a Beta (3, 3),






























































Figure 4: Lifetime variable distribution. Empirical cdf (solid line) and CKE (dashed line).
Alemany et al. (2013) propose to transform data in a Beta distribution because, using CKE,
the shape of the Beta is better estimated than the shape of the Uniform. Then, the DTKE is
based on the fact that the cdf of a Beta(3, 3) can be estimated optimally using classical kernel
estimation (see, Terrell, 1990). Given that double transformed data have a distribution that is
close to the Beta(3, 3) distribution, then an accurate optimal bandwidth for estimating cdf at
VaR, F̂−1(α) = V̂ aRα(X) = x:
b̂x =
m (M−1 (Fθˆ (x)))
(
















where m = M ′ is the pdf of the Beta (3, 3) distribution.
Alemany et al. (2013) suggested using a pseudo-maximum-likelihood estimation of Cham-
pernowne distribution in Step 1. Alternatively, we decided to select one of the distributions
that we described in Table 1 and to use the one that minimises the M̂ISE. This generalization
does not affect asymptotic properties of DTKE and improves finite sample properties.
In figures 5 and 6 we have plotted parametric fitted distributions together with, the em-
pirical distribution and the DTKE obtained using the different prior parametric distributions.
Both figures evidence that using sample information the DTKE improves the parametric fit by
reducing its bias. Furthermore, the DTKE improves the efficiency of the estimators that are
only based on sample information, i.e. empirical distribution and CKE.
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Figure 5: Lifetime variable distribution for male. DTKE with prior Lognormal cdf (solid line)
DTKE with prior Champernowne cdf (dashed line) and DTKE with prior Weibull cdf (dotted
line).

























































Figure 6: Lifetime variable distribution for male. Empirical cdf (solid line) DTKE (dashed
line) and parametric fit (dotted line).
We compare the different DTKE obtained using the different prior parametric distributions.
Figures 7 and 8 show the three DTKE that were obtained, respectively, for male and female.
To analyse the main differences between the three estimated cdfs, we plot age above 95 and
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the plots have been split into two intervals [95; 99) and [99;110). We can see that when we use
a heavier tailed prior parametric distribution, the cdf estimated increase more slowly, i.e. we
will estimate greater risk. Note that, basically, the prior distribution has a greater influence in
the most extreme ages.
































Figure 7: Lifetime variable distribution for male. DTKE with prior Lognormal cdf (solid line)
DTKE with prior Champernowne cdf (dashed line) and DTKE with prior Weibull cdf (dotted
line).
3 Data Analysis
Methodology described in section 2 has been used to estimate the longevity risk of the Mexican
population covered by insurance. We use a simulated database from the mortality tables of those
insured. The sources of information were the Mexican Association of Insurance Institutions
(AMIS) and Mexican Insurers Association (AMA). Since 2000, these two institutions construct
a mortality table every five years. They used policies from the most important insurance
companies in Mexico. Methodology calculation is in Rendo´n (2012). We used the mortality
table published in 2010.
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Figure 8: Lifetime variable distribution for female. DTKE with prior Lognormal cdf (solid line)
DTKE with prior Champernowne cdf (dashed line) and DTKE with prior Weibull cdf (dotted
line).
Given that our main interest is to evaluate the longevity risk we supposed that the survivors
at 100 will die randomly until the entire population disappears. Uniform distribution was used
to decide whether a subject died or survived. We analyse people over 65. The oldest ages were
107 for males and 112 for females.
For each gender, we have simulated a data set with an initial population includingN = 5, 000
individuals aged 65. In order to obtain the number of deaths, mortality rates were applied to
the survivors at each age x. The number of survivors at age x+1 was calculated as the difference
between the survivors to age x and number of deaths at age x. We repeated this process until
the oldest age recorded. The sample size is equal to the sum of all the survivors at every age.
The figures 9 and 10 show the histogram of lifetime simulated data for male and female,
respectively. To observe the density in extreme ages, the histogram was been split into two
intervals [65; 98] and > 98. As is expected, if data were plotted we would obtain a right skewed
distribution, where the probability of a extreme age is small but it is not zero.
As an alternative to the MLE estimates, in section 2 we explained the method based on


























Figure 9: Histogram of lifetime simulated data for male.
and minimizing M̂ISE for the Weibull, Lognormal and Champernowne distributions. The two
first distributions have a lighter tail than the Champernowne distribution. We have observed
that for Lognormal distribution and Weibull distribution the estimated parameters are similar
for both estimation method. Indeed, the shape parameters of Champernowne distributions
estimated by minimum M̂ISE are lower than those estimated by MLE; consequently, the
distributions have a heavy right tail. In the last column of Tabla 2 are the values of M̂ISE for
each parametric distribution for male and female, we conclude that the distribution that best
fits the cdf of the lifetime variable is the Lognormal. Followed closely by the Champernowne.



























Figure 10: Histogram of lifetime simulated data for female.
MLE Minimizing M̂ISE
Shape Scale Shape Scale M̂ISE
Male
Weibull 9.70 79.89 9.78 78.29 149.88
Lognormal 0.10 4.33 0.11 4.32 37.69
Champernowne 16.48 75.00 14.44 74.83 48.27
Female
Weibull 9.49 80.72 9.36 79.19 151.28
Lognormal 0.10 4.33 0.12 4.32 38.39
Champernowne 15.83 76.00 13.82 75.53 51.84
Table 2: Parameters estimates by MLE and based on minimizing M̂ISE.
The figures 11 and 12 plot the curves associated with the estimated VaR for individuals 65
and 85 years old, the results are obtained using parametric, semiparametric and nonparametric
methods, respectively, for male and female. Given the results in Table 2, with the empirical
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distribution, we show longevity risk estimated with Lognormal and Champernowne distribu-
tions and using the CKE and the DTKE with the Lognormal and the Champernowne cdf as
prior transformation. Clearly parametric models provide a biased estimation of the VaR for
all confidence level, both models overestimate the longevity risk. When we use nonparametric
and semiparametric methods the curves associated with estimated VaR are near and smooth
the empirical VaR, although there exist some differences between the three plotted curves. In
general, the greatest risk is estimated with DTKE with Champernowne prior transformation.
In Table 3 we show the longevity risk estimated in months using the DTKE with the
Lognormal and the Champernowne cdf as prior transformation. We have estimated the VaR
with 99%, 99.5% and 99.9% confidence level for three truncated distributions: at 65 years old,
at 75 years old and at 85 years old.
Male Female
α 65 75 85 65 75 85
99% DTKE Lognormal 1143 1156 1174 1154 1166 1183
DTKE Champernowne 1143 1157 1175 1154 1166 1184
99.5% DTKE Lognormal 1157 1168 1183 1168 1178 1195
DTKE Champernowne 1157 1168 1184 1168 1178 1196
99.9% DTKE Lognormal 1180 1189 1218 1194 1212 1244
DTKE Champernowne 1181 1190 1218 1195 1213 1245
Table 3: Value-at-risk
4 Conclusions
This paper has shown how the variable lifetime duration could be modelled following different
approaches: parametric and nonparametric. One contribution of the article was to apply the
minimum LNO method that enabled us to compare several cumulative distributions functions
regardless of their method of estimation. Additionally, the LNO was used in the parametric
framework as a method of estimation. Both cases are easily programmable. Particularly,
optimal parameters were found very rapidly, since LNO converge quickly to a global minimum
when maximun likelihood parameters are used as a seed.
The advantage of using LNO as estimation method is to add flexibility to the fitted cdf.
In other words, the shape parameter changes in order to achieve the observed distribution.
This fact was specially important for our estimation, since the distribution of our data is very
specific. The LNO criterion provide a better fit than MLE. We found that, for male and female
population the best parametric fit was the Lognormal distribution.
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Even though the Lognormal distribution is the best fit for males, this estimation does not
recreate the real behavior of the observed data in the tails. That is easy to see when value-
at-risk was calculated, when the confidence level increase, the V aRα goes to ages that are
unlikely to be attained. In this case, V aRα does not reflect the natural age limit. Specifically,
the parametric models does not consider the fact that the probability of survival age x moves
according to the age reached.
As we have observed, parametric distributions do not provide a good estimation of the
lifetime duration variable; when truncated age and/or confidence levels vary, the V aRα is un-
derestimated or overestimated. Nonparametric methods are a good alternative when accuracy
is necessary.
Empirical distribution is the simplest nonparametric estimate of the cdf. Although it is
easy to calculate, it has some drawbacks: being imposible to extrapolate, it is unlikely to find
the exact quantile for any α and it is not possible to consider decimals, because all the data are
integers. This last point is particularly important because in respect of very old ages, survival
in month or even in days is extremely relevant.
In this case, it is better to consider the CKE or DTKE as methods of estimation. These
estimator cdf smooth the empirical distribution. One advantage of then is that the risk can be
evaluated in all the domain of the variable. As a result, no matter the confidence level that has
been established, an exact V aRα is obtained.
Finally, estimating the cdf allows us to calculate the survival functions and consequently the
mortality rates. V aRα is directly calculated from the estimated cdf. Nonparametric methods
are more consistent to this data than parametric methods.
Even though the Lognormal distribution is the best fit for males, this estimation does
not recreate the real behaviour of the observed data in the tails. When the confidence level
increases, the V aRα goes to ages that are unlikely to be attained; then, V aRα does not reflect
the natural age limit. The double transformed kernel estimation of the longevity risk that
we propose in this paper is an excellent approach; on one hand, it improves the efficiency of
alternative nonparametric estimation and, on other hand, it addresses the possible large bias
in finite sample and the possible inconsistency of parametric estimation.
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(d) Age 85 Nonparametric
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Figure 12: Comparing different estimated V aRα for females.
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