Abstract-An automated data analysis pipeline is developed to preprocess electroluminescence (EL) module images, and parse the images into individual cells to be used as an input for machine learning algorithms. The dataset used in the study includes EL images of three 60 cell modules from each of five commercial brands at six steps of damp heat exposure, from 500 to 3000 h. Preprocessing of the original raw EL images includes lens distortion correction, filtering, thresholding, convex hull, regression fitting, and perspective transformation to produce planar indexed module and single cell images. Parsing of PV cells from each of the preprocessed 90 EL module images gives us 5400 cell images, which are function of module brand and damp heat exposure step. From the dataset, two unique degradation categories ("cracked" and "corroded") were observed, while cells that did not degrade were classified as "good." For supervised machine learning modeling, cell images were sorted into these three classes yielding 3550 images. A training and testing framework with 80:20 sampling ratio was generated using stratified sampling. Three machine learning algorithms (support vector machine, Random Forest, and convolutional neural network) were trained and tuned independently on the training set and then given the test set to predict the scores for each of the three models. Five-fold cross validation was done on training set to tune hyper-parameters of the models. Model prediction scores showed that convolutional neural network outperforms support vector machine and Random Forest for supervised PV cell classification.
I. INTRODUCTION
T HE development of automated feature detection in electroluminescence (EL) images of photovoltaic (PV) devices would bring greater levels of accuracy and speed to cell and module characterization in research, manufacturing, and operation and maintenance sectors of the PV value chain. Herein we discuss a method for using statistical and machine learning algorithms to classify PV cell images based on reported degradation features [1] . The results of our machine learning methods on degradation features, from stepwise EL images of full-size modules exposed to damp heat conditions, demonstrate approaches to quantitative analysis of EL images. Machine learning can be very useful in assessing module performance and reliability in the laboratory, manufacturing, and the field [2] , [3] .
Currently, popular techniques for PV module degradation analysis include mere visual inspection, current-voltage curve (I-V ) tracing, and imaging techniques, such as UV fluorescence, EL, photoluminescence, and thermography [4] . I-V curve tracing method is useful for holistic analysis of PV modules as it provides a complete sweep of the electrical properties of a device under test from short circuit to open circuit condition [5] - [7] . However, this measurement is a coarse gauge of mechanistic behavior in a module, as it uses the module's pair of electrical leads as the single input/output connection, and does not allow for analysis of individual components. Therefore classification of degradation type by I-V curve tracing can only be narrowed to a few possible degradation modes [4] . Of the remaining module characterization methods, visual inspection and imaging are traditionally done qualitatively for classification of degradation types. The output data from an EL image typically provide millions of spatially resolvable data points registered by the camera sensor as a PV module powered in forward bias emits photons in the near infrared. As a result of the increased data density over other common measurement methods, such as I-V , EL imaging has been increasingly utilized as a tool for analysis of PV devices [4] , [8] , [9] . Some researchers have successfully used EL imaging to derive local cell electrical properties (sometimes in conjunction with other image types) [10] , [11] , with image features, such as cracks, dark spots, and busbar corrosion present for further study.
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and of EL images of cells on a manufacturing production line [13] . Binary PV cell classification after cell segmentation from module-level EL images has also been demonstrated [14] , however cells were simply classified into categories of "functional" and "defective" without distinguishing defect type. Complete classification of cell features has not been successfully automated, and most classification is currently done by trained researchers [4] . With qualitative assessment, there is inherently human bias associated with classification particularly regarding matters, such as whether a feature is prominent enough to be recorded, or the feature's relative degree of severity. These systematic biases are typically reasonable when used as internal lab metrics, however the differences become important when comparing results from different research groups or studies. Additionally, collection of EL data has become simpler and less expensive with many modified consumer-off-the-shelf cameras present in the literature alongside commercially available equipment [8] , [15] , [16] . Therefore with the ability to generate larger volumes of EL images that need classification, the task of manual classification is becoming quite laborious and time consuming [17] .
We aim to solve these issues for analyzing EL images by validating the use of computer vision and statistical learning methodologies [7] in a distributed computing environment [18] for the reliable quantitative classification of PV cell defect types. In this work, we demonstrate preliminary use of this technique to classify two defect types, cell cracking and busbar corrosion, along with a third category of "good/clean" cells that have no signs of degradation. By confirming the use of this technique herein, expansion of this model to many other defect types will follow.
The data used in this work include fifteen 60-cell commercial modules spanning five brands exposed under accelerated damp heat testing (85
• C and 85% relative humidity) [19] . Images were captured with a Sensovation AG (coolSamBa HR-830) high resolution camera having a large field of view. Each module was measured at six 500-h interval steps from 500 to 3000 h of damp heat exposure. The resulting 90 module images contain 5400 individual cells, of which 3550 cell images exhibited cracking, busbar corrosion, or no degradation, the three cell states studied in this work. The remaining cells exhibited a variety of features which did not yield enough data for classification purposes. The ratio of training to testing data was chosen to be a commonly used ratio of 80:20 [20] . An augmentation method is applied on training images, i.e., 2840 (80%) out of 3550 cell images is transformed into three additional images resulting in 11 360 and remaining 20% or 710 PV cell image are assigned as a test set. The test set is used for reporting the results, whereas model training and hyper-parameter tuning are done by five-fold cross validation using the training set.
This work is an extension of our proceedings publication titled "Electroluminescent Image Processing and Cell Degradation Type Classification via Computer Vision and Statistical Learning Methodologies" [21] . In Section II of this updated work, we present the major enhancements from the previous work in EL image processing, including the following: 1) lens distortion correction; 2) improvement in module edge detection. Machine learning models and tuning of their parameters are discussed in Section III. We also present methods for image augmentation in enhancing training for machine learning algorithms and preprocessing to optimize image resolution, then briefly discuss classification algorithms and prediction scores of the models. The major improvements from our previous works are as follows:
1) use of cross validation to tune in model parameters; 2) use of convolutional neural network (CNN) instead of artificial neural network; 3) addition of more comprehensive score metrics to report more accurate results that take into account skewness in the dataset.
II. IMAGE PROCESSING
When raw EL images are collected, the module typically has some misalignment relative to the boundary of the image (seen in Fig. 1 ). This can be due to loading variability, the need to avoid operator IR signatures in the image during measurement, or manufacturing variability. Another major image defect is radial distortion, also known as barrel distortion, which is an inherent property of the lens design that deforms an image and makes the subject look curved [22] .
An automated image processing pipeline was developed to systematically align and planar index the active module area in the image and allow for a high volume throughput of data. For its computational efficiency, ease of implementation, and rich image processing/analysis toolboxes, the open-source coding language Python [23] was used with the additional packages of NumPy [24] , SciPy [25] , scikit-image [26] , [27] , and OpenCV [28], [29] .
An image is loaded into memory as a grayscale JPEG image, to reduce computation from the original RGB channel image and the file size for storage. For some image processing problems, all three channels are useful, but for our research, there is no noticeable loss of accuracy by using grayscale. The first step in the image processing step is to correct the lens distortion. Straight lines from undistorted image are transformed to an arc of a circle in a distorted image. Research work on lens distortion correction has been an important topic in the field of computer Fig. 2 . Blue data points represent a vector of simulated noisy data with an edge step, such as when intensity values increase at the edge of a cell in an EL module image from the background to active cell area. Red points are the postmedian filter data. A kernel size of 3 was used for this simulation [21] . vision, with some published works on barrel correction schema [30] - [32] . In our observation, barrel distortion caused straight lines to curve approximately 5-7 pixels over a 1500 pixel length. Equation (1) describes the radial distortion division model to correct a distorted image. Let (x d , y d ) be the coordinates of a pixel in a distorted image, (x i , y i ) are the coordinates of the same pixel in ideal or undistorted image, r is the radial distance of the points (x d , y d ) from the center point of radial distortion O (x 0 , y 0 ), and k is the parameter of radial distortion. In the simplest form, the model equations can be written as
where
is considered as the center of radial distortion. To remove distortion from PV image, we used OpenCV [28] and applied an iterative method to find the values of k 1 and k 2 in (1). The resultant image is free from radial distortion or has small distortion error. The selected values of k 1 and k 2 are −1.5e −5 and −1.0e −7 , respectively, for this dataset. The next step after correction of radial distortion is perspective transformation. For this step, the image is filtered using a 3 × 3 pixel kernel that convolves on the image to perform a median filtering, which reduces any noise spikes across the pixel matrix and retains feature edges [33] . Fig. 2 demonstrates the filtering process visually using a simulated vector of noisy data with an edge step (seen as blue points) and filtered result (seen as red points). This edge step represents the boundary of an image feature, such as an increase in values from the background to the active cell regions. The most important characteristic of this median filter is that the edge is retained, which would not be the case if, for instance, a Gaussian filter were used, which "blurs" the image when smoothing [34] .
With our interest in identifying the active cell regions of the PV module EL image only, the background values are removed. Using a histogram [represented in two dimensions as a spectral map of binned pixel values in Fig. 3(a) ], a global threshold of the image is used to reassign all noncell pixels [purple and blue in Fig. 3(a) ] to 0. The result of the background threshold is seen in Fig. 3(b) . With only cell areas as nonzero, a convex hull algorithm generates the smallest possible convex set of pixels containing all the nonzero data points ("shrink-wrapping" the nonzero data points) [35] . In the next step, the pixels pertaining to the convex hull identified area are set to 1, shown as the white area in Fig. 4 (a), creating a binary matrix.
Next, it is important to find the edges of the PV module, which seem to be out of plane or at some small angle of rotation from the sides of the original image (see Fig. 1 ). To find the edges in a manner that is reliable and tolerant to variability due to degradation of the outer cells, the edge is found by sampling the set of points that lie on the expected edge boundary and then fitting of those points using linear regression.
To find left and right edges of a module, as in Fig. 4 (a), we scan a row (represented by red line) of pixels and detect the points where pixel value changes from 0 to 1 (index of the left edge) and when pixel value changes from 1 to 0 (index of the right edge). We repeat this method 100 times on equally spaced rows in the center 70% of the module image, because we have observed that the cells on the corners of the module degrade faster and are therefore unreliable for edge detection. Similarly, we scan a column of pixels to detect top and bottom edges of the module. Again in Fig. 4(a) , 100 x-axis and y-axis parallel slices are selected (exemplary red and blue lines) and the points where these lines move from black region to white or vice-versa are detected as edge points. After finding 100 edge points on each of the four sides, we run a linear regression for each side to get a straight line for each edge of the module. The four intersection points of the lines resulting from the regression fits of the module edges correspond to the four corners of the module active area.
With these four points the surface plane of the PV module is defined in the image. Using domain knowledge that PV modules are rectangular in shape, a perspective transformation for that geometry is performed on the data points of the median filtered image. The perspective transformation is a method by which a two-dimensional image in one plane can be projected into another two-dimensional plane [36] . For example, the module in Fig. 1 is tilted out of the image plane, but using perspective transformation, the PV module can projected in the image plane [see Fig. 4(b) ]. The corresponding points in the two planes are related by (2) , where H is a homography matrix. Let a point in original plane be represented by vector I = (I, J, 1)
T , and i = (i, j, 1)
T represent the corresponding point in the image plane
In matrix form, (2) is represented as
where W = h 31 i + h 32 j + 1. Equation (3) can be simplified to yield the following equations as:
If we add missing zero terms in (4) and write the elements of H matrix as vector, then (4) can be rewritten in the form Ah = b. In matrix form, (5) has eight unknown terms and the dimension of matrix A for n points is 2n × 9. Thus, every point ((I, J) ↔ (i, j)) makes up two rows of matrix A, and we need four points to solve the following:
To solve (5), the vector h that minimizes the residual R = Ah (zero for four points) subject to smallest value of ||h|| is given by an eigenvector corresponding to the smallest eigenvalue of A T A, calculated from singular value decomposition [37] . Once the coordinates of the corners are found, all images can be transformed as matrices throughout these calculations have the same dimensions. This maps the active regions (contained within the image hull) to a uniformly sized canvas of 1500 × 2500 pixels, which is approximately the original image size. We refer to this as the planar indexed EL image.
Before cell classification, individual cell images must be extracted into their own files. Since the PV module images are now in uniform alignment, the images can be sliced into equal areas using the number of column-wise and row-wise cells. For the 6 × 10 cell modules used herein, 5 x-axis and 9 y-axis divisions successfully obtain the cell areas desired. There can be very minor variations in cell spacing, which appear around the borders of the extracted cell images. However, it is appropriate to cease further manipulations and refinement as the entire active cell area is contained within each extracted image file. This meets our requirement for input into learning algorithms, which have a high tolerance for random variations across the dataset. Additionally, for a highly degraded cell that contains dead areas along the edge of the cell, an algorithm, such as the convex hull used above would only capture the active cell region, losing valuable information regarding the cell's degradation.
III. MODELING AND PREDICTION
For this study, we developed a supervised model for image classification of PV cells by degradation mode following the framework described in the following.
A. Image Classification and Augmentation
Using the pipeline outlined above, 90 images of 60-cell modules were processed to yield 5400 individual cell images. For supervised learning, each of these cell images was classified manually into a single category of good/clean, cracked, busbar corroded, or other, of which the first three groups were used for modeling (see Fig. 5 ). To reduce the bias, all cells were labeled by a single author, and then cross verified by another author. It should be noted that since a researcher performed the initial classification of 5400 cell images, there may be some misclassification in the training set used for modeling. However, statistical models like those outlined below are tolerant to a small amount of error from supervised classification [20] , [38] . In addition, after initial classification and model training, use of this method will result in systematic quantitative classification contained in a scalable data analytics pipeline.
After sorting, the three selected categories resulted in 3550 images in total. The remaining 1850 cells, some of which are shown in Fig. 6 could not be strictly classified into the three categories. Some of the cells among 1850 cells were degraded even more than the left cell in Fig. 6 or were completely nonfunctional. The other other two cells in this figure also show degradation other than corrosion or cracking and thus were not included for classification modeling.
The training set was augmented to produce four times the data and achieve a total of 11 360 cell images. The augmentation process function takes each image as an input and flips it about its center x-axis, center y-axis, and rotates it 180
• , as seen in Fig. 7 . These augmented images are all equally possible configurations in real-world cells and are perceived as unique additional data for modeling.
B. Image Preprocessing
Corrosion and cracking only become apparent after 2500 hof damp heat exposure, limiting the portion of the dataset representing those features. When corrosion appears in an EL image, it is common that a high percentage of the cells per module (if not all) exhibit corrosion. However, while cracking appears more often in longer exposed modules, the number of cracked cells is only a small to moderate percentage of all cells in the module (depending on module brand). Therefore of the 12 070 (training and testing dataset) postprocessed cell images, only 3.5% cells are cracked, compared with 12.0% corroded and 84.5% good/clean. As a result of unbalanced categories and to ensure that all data are represented in the training and testing sets, stratified sampling was used to generate training and testing datasets [39] . This commonly used method samples from each of the three categories of data to ensure that the percentage of samples in each group is maintained [40] .
The individual cells after cell extraction from module images were 250 × 250 pixels in size. In order to find the optimum image resolution for cell classification, the cell images were resized to dimensions ranging from 10 × 10 to 250 × 250 pixels. The process of optimizing cell image size has two main advantages: Higher classification accuracy by removing noise, and reduced computation time. From the results in Figs. 8-11 , we find that the cell images of dimension 50 × 50 have the best combined metrics for accuracy, precision, recall, and f-measure. The scores in Figs. 8-11 were calculated for the support vector machine (SVM) algorithm, and similar trends were observed for Random Forest (RF). For CNN, the trend changes slightly; metric scores are low for low image resolution and improve until the image size becomes 50 × 50 pixels, at which point the metrics saturate and give the same result for higher resolutions. Therefore all cell images are resized to 50 × 50 pixels and then normalized using min-max intensity scaling. Normalization standardizes the dataset, so that the classification algorithm becomes less sensitive to small intensity changes and more likely to detect features correctly. The score metrics used in Figs. 8-11 are defined as follows. Accuracy is the number of data points classified correctly in each class over the total number of data points. Precision is the fraction of the relevant class that was predicted correctly. In other words, it is the ratio of data points that were classified correctly over all data points that were correctly or incorrectly classified for a particular class. Recall is the proportion of the actual relevant class identified correctly. F-measure combines precision and recall, and is the harmonic mean of the two.
In case of multiple classes, we take the mean of the values across three classes as shown later in the results in Table VI . Mathematically, these measures are represented as
where TP is True Positive, FP is False Positive, TN is True Negative, and FN is False Negative. Four different result metrics are used because the dataset is highly skewed, so accuracy alone is not sufficient to characterize the model's performance.
C. Classification Algorithms
Using supervised learning in a training and testing framework, we explored three state-of-the-art algorithms to classify cell-level EL images: SVM, RF, and CNN [41] , [42] . As the input for SVM and RF, we convert an image matrix of size n × n to a vector of length n × n, while for CNN, the input is the image matrix itself. We trained and tested the learning models on the high performance computing (HPC) cluster at Case Western Reserve University, Cleveland, OH, USA. The configuration of the system for SVM and RF was an Intel(R) Xeon(R) CPU E5-2450 @ 2.10 GHz processor, 24 GB memory, and 12 CPU cores × 2.69 GHz. For CNN, we employed a GPU with configuration of NVIDIA GP100GL (Tesla P100) card, 12 GB memory @ 33 MHz.
SVM is a supervised machine learning method based on statistical learning theory and structural risk minimization invented by Vladimir Vapnik to solve both classification and regression problems [43] . For classification, SVM constructs hyperplanes in a multidimensional feature space that can separate different types of class labels [20] , [38] . SVM is represented with the model form
where w is a weight vector, x i is an input vector, b is a bias term, y i ∈ {1, −1}, and i ∈ 1 . . . N, N being the number of data points in the training set. To determine the optimum hyperplane, a quadratic programming problem to minimize the objective function 1 2 ||w|| 2 is solved under the inequality constraint
However, when the dataset is nonlinearly separable, a slack variable ξ i ≥ 0 is used for each training point to introduce a penalty for misclassification. Then, the objective function becomes
where C is a parameter that controls the tradeoff of the penalty term and the margin of the hyperplane under the constraint
If the value of C is too large, the resulting model will over fit and loses its generalization property. If C is too small, the model is biased with high training error. The Lagrangian function used in (8) under the given constraint to solve for the minimum point is given by
where a i ≥ 0 and μ i ≥ 0 are Lagrangian multipliers. To find the minima, we take the partial derivative of (9) with respect to w, b, and ξ i and equate them to 0. By solving, we get the value of weight w = N i=1 a i y i x i , thus replacing w in (7), predicted value of new data point x is calculated as:
where Support Vectors are the data poitns in the training set for which a i = 0. The general form of function x i .x is φ(x i )φ(x) can be rewritten in kernel formal as follows:
The function k(x, x i ) is a kernel function and the radial basis kernel function is defined as
A grid search approach was used to find the optimum values of C in (8) and γ in (12) . The range of hyper-parameters for grid search for C and γ are shown in Table I . The optimized values of hyper-parameters γ and C are 0.01 and 1000, respectively. We also observe from Figs. 12 and 13 how the training score changes with C and γ, respectively. In the grid search approach, all possible combinations of hyperparameters are tested by five-fold cross validation, and the combination that gives the highest score is selected for class prediction of the test dataset. Fig. 12 . Training score and cross-validation score versus C. C is 1000 where the training score has leveled off indicating an optimized value. The RF classifier is an ensemble machine learning technique that builds a number of decision tree classifiers on various random sub-samples of the training dataset, and then selects its output from the mean prediction of the individual decision trees. RF utilizes the idea of bagging [44] with a random subset of features [45] . We used Gini impurity criterion to split the nodes of decision trees. Hyper-parameters like number of trees and depth of tree are chosen using grid search five-fold cross validation. For this study, the RF classifier was optimized for number of trees (400), maximum tree depth (60), and maximum features (50) . The range of hyper-parameters for grid search for RF are shown in Table II . 
TABLE II VALUES OF RF HYPER-PARAMETERS USED IN THE GRID SEARCH METHOD
Five-fold cross validation was applied on the training set to identify the best combination of parameters. Test data was used to predict the scores of the RF model on the best parameters.
CNN is a variant of deep neural network and lately, it is one of the most sought-after machine learning techniques used in the field of computer vision for classification [46] - [50] . We trained the CNN model on a system with an NVIDIA GP100GL (Tesla P100) GPU with 12 GB of memory. When compared with the training time on a system with CPU Intel(R) Xeon(R) E5-2450 @ 2.10 GHz processor, 24 GB memory, the GPU system was approximately 20 times faster. A typical CNN is made up of convolutional, pooling and dense layers, with input and output layers at the two extreme ends of the network. TensorFlow [51] and Keras [52] python libraries were used to train and custom build the CNN model shown in Fig. 14 . We started building the model from a simple four layer (input, convolutional, dense, and output) model, to which we added complexities and filters until saturation for accuracy was achieved. The input image was read as a grayscale and thus dimension of the input layer was 50 × 50 × 1. The first convolutional layer used 64 filters with a 3 × 3 kernel, which convolves over the image and thus the output is a tensor of size 48 × 48 × 64. The equation for the convolution operation on image I with filter K is given by
where k is length and breadth of the filter, i and j are the indices of the image on which filter can convolve, and b is the bias. The activation function used in the model was rectified linear 
where w i and x i are the weight and input values from the tensor in the previous layer that contribute to the cell index of tensor in current layer. The second layer is a maximum pooling layer for which a kernel of size 2 × 2 is convolved over the convolutional layer to generate a new feature map of dimension 47 × 47 × 64, which returns the maximum value for a kernel. Similarly, the next two layers are also combinations of convolutional and pooling layers. Then we flatten the output from the second maximum pooling layer to a vector of 61 952 neurons. The final layer is an output layer for three classes. The weights of the networks are trained by minimizing an error function through back propagation using the stochastic gradient descent method.
D. Prediction and Results
To characterize the performance of each model, a testing set of data (held out from model training) was used to test classification prediction of each cell image. That prediction by the model was then compared with the manual supervised classification, and the set of score metrics (precision, recall, f-measure, and accuracy percentage) were calculated.
The classification results of all three models (SVM, RF, and CNN) are shown by confusion matrices in Tables III-V, respectively. Among the three models, we find CNN to outperform the Table VI are the average values for the three different classes. We calculate the metrics using (6) iteratively for each class, considering one class as a positive and the other two classes as negative and then taking the mean values of all three iterations. From the table we observe that the RF model has a high accuracy of 97.46%, which is misleading because the RF model is specifically poor in classifying the majority of cracked cells correctly. To get an overall reflection of model behavior, we collectively look at all metrics in Table VI and find that the recall value of 77% better reflects the model performance.
In Fig. 15 , we observe how growth of the training dataset improves model performance. As the field of PV degradation and modeling matures, greater volumes of data will further improve these metrics. Fig. 16 shows the performance of the CNN model as the number of training epoch increases. Model accuracy improves in the beginning and then stabilizes, meaning that the model has been trained for the given dataset and further improvement can be achieved by adding new datasets. Fig. 17 shows the two cell images which were wrongly classified as good by CNN, but were actually labeled as cracked. The image on the left has a very light crack, parallel, and near to the busbar. The right image has even smaller crack near edge of the cell, which caused it to be classified as good cell. IV. DISCUSSION EL image measurements of PV modules contain vast and diverse information about the condition of cells and performance of the module. For the PV industry, this type of data has the potential to yield great insight into the complexities of system level degradation from mechanistic evidence. Additionally, reduced costs of imaging systems and data storage have drastically increased the volume of PV image data that is available for analysis. Even with this great potential, very little work has been done to create scalable image analysis pipelines, which are tailored for PV data. Feature classification and tracking of feature formation is also an important capability to be developed for PV system monitoring and lifetime performance analysis.
In this work, we have demonstrated a high-fidelity pipeline that can systematically process thousands of images in minutes. We have also developed algorithmic sorting of EL cell images on a small number of features to validate this method, providing the opportunity for other features to be added from larger datasets.
Intuitively, it is expected that the good/clean and corroded cells would classify with high accuracy. In both cases, the feature (or lack there of) is well defined. For good/clean cells, there is simply no feature compared with the other two classes. And for corroded cells, all images are slight variations of the rest with defects localized to the busbar region where the only significant variation is the width of the corroded area. Conversely, crack formations on the surface of a cell are nonuniform. Each crack is unique with a particular propagation pattern that is a function of the specific heterogeneous structure of the individual wafer, as well as the external factors causing initiation and propagation. Cracks also exhibit variable geometries, including thickness and length. The issue of uniqueness can be resolved with large amounts of data, however with the cracked cells in our training dataset being only 3.5% of the 11 360 cells, there is no sufficient data to predict at higher scores using the current learning algorithms.
The accuracy results for SVM and CNN classification models of over 99% are improvement over the previous works and the other advancement is the classification of dataset into cracking and corrosion [14] . The data augmentation described in Section III-A has helped enhance the size of input training dataset to four folds, such that all the four images have equal chances of occurrence. In this work and the work presented in [14] , CNN model has outperformed other algorithms, such as SVM or RF. To make models much more robust to variety in the data, and to improve accuracy for future unseen data, various combinations of training and testing datasets could be built, such as conducting testing and training on different brands. Herein, we have avoided partitioning the data by brand because of the low percentage of cracked cells overall, and that percentage being even fewer for some brands compared with others. With more data and advanced modeling, the classifier models could be trained to yield higher classification performances, particularly for cracked cells.
V. CONCLUSION
In this work, we demonstrated an automated image processing pipeline used to process PV module-level EL images into single cell images with augmentation employed to increase the dataset size. Cell images were manually categorized into three subsets: good, cracked, and corroded. Using a supervised statistical learning approach, three modern classification algorithms (SVM, RF, and CNN) were compared with four different metrics (accuracy, precision, recall, and f-measure) for each classification. Hyper-parameters were trained for SVM and RF using five-fold cross validation. For SVM, tuned values of C and γ parameters were calculated to be 1000 and 0.01, respectively. In RF modeling, hyper-parameters of maximum tree depth, number of trees, and maximum number of features were tuned final values of 60, 400, and 50, respectively. The CNN model was trained to a large number of epochs until the scores became stable and further training no longer improved the score. Five-fold cross validation also demonstrated that the models were stable. The results showed that CNN performs best at classifying cell EL images into corroded, cracked, and good classes based on all four score metrics.
