Abstract Starting with the general expression for the m−dimensional scalar Green's function or its singular part, we transform the 2n−dimensional moment integral into a n−dimensional integral in the Fourier domain. This allows to perform a powerful singularity extraction and to replace the singular Green's kernel by a non-singular truncated kernel, for which the moment integrals can be evaluated by means of numerical quadrature methods. Additionally, when utilizing a Galerkin pulse basis, a double Gauss theorem permits to replace the 2n− dimensional moment integral with a 2(n − 1)−dimensional boundary integral, again offering a dimensionality and computational gain.
extraction and to replace the singular Green's kernel by a non-singular truncated kernel, for which the moment integrals can be evaluated by means of numerical quadrature methods [9] .
As an additional technique, when utilizing a Galerkin pulse basis, a double Gauss theorem permits to replace the 2n− dimensional moment integral with a 2(n − 1)−dimensional boundary integral, again offering a dimensionality and computational gain. Applied to some pertinent examples, the methods prove highly accurate. 
METHOD OF MOMENTS
where r = x , the Euclidean norm of x, and H
(m−2)/2 (·) is the Hankel function of the first kind of order (m − 2)/2. Note that
which is nonsingular, while g 2 (r; k 0 ) exhibits a logarithmic singularity
and
In order to get focused on the method of moments, we consider the following canonical problem.
In the presence of a wavenumber discontinuity with simply connected compact support Ξ ⊂ R n , with k 0 outside Ξ, k 1 inside Ξ, one needs to solve the Lippmann-Schwinger integral equation
Here Φ 0 (x) is the incoming wave and µ(x) is the Lebesgue measure in R n . A typical moment method [1] procedure with basis functions {b k (x)} and test functions {t k (x)} is to write down the unknown Φ(x) as N k=1 c k b k (x) and afterwards to test the resulting equations with t 1 (x), . . . , t N (x), leading to the matrix equation
where, for l,
When the supports of t l (x) and b k (x) do not overlap, the double integral in the r.h.s. of (10) can be evaluated by standard numerical quadrature procedures [9] . On the other hand, when the supports of t l (x) and b k (x) do overlap, the singularity of the Green's function comes into play, and we need to evaluate the double integral differently.
SELF-PATCH CALCULATIONS
For the sake of generality we will take on singular kernels K(t) = g m (t; k 0 ), with m ≥ 2, or their singular parts defined in (4) and (5). In general we need to evaluate integrals of the kind
when sup x |t(x)b(x)| > 0. Taking ρ > 0, we can write I(t, b) as
where
The contribution I out (t, b) can be calculated using standard numerical quadrature procedures [9] , but see also Subsection 3.1. The term I ρ (t, b) represents the self-patch contribution. It can be written as
where Υ(t) is the Heaviside unit step. We therefore need to evaluate
Introducing the Fourier transformst
and similarly forb(k), we can write
Putting x = x + v and integrating with respect to x and k yields
Now the multiple integral with respect to v in (19) is known [10] p. 587, i.e., we have :
where J n/2 (·) is the Bessel function of order n/2. In other words, we obtain
and of course we keep in mind that
For p → 0+ we have, by Parseval's identity and the series development of J n/2 (z) in the vicinity of z = 0 :
where V n (p) is the volume of the n−dimensional Euclidean ball, i.e.,
Hence the self-patch contribution is approximately
Note that, for expression (25) to exist, we need
and also
Fourier transform (17) would not exist for sure -, by Hölder's inequality it is sufficient that one
TRUNCATED KERNELS
Putting t|b = t(x)b(x) dµ(x), and for ρ small enough, we have the approximate formula
Now I out (t, b) can be written as
which is a discontinuous kernel. Since numerical quadrature methods often rely on the continuity of the integrand, one may expect that the evaluation of I out (t, b) by means of standard numerical procedures may not be as straightforward as it looks. A better kernel is the truncated kernel
which is continuous. Defining
it is readily seen that
and hence a more suitable approximation is
where Z(ρ) is given by
We now calculate Z(ρ) in some important cases. First take m = 2 and take K(p) as in (4), the singular part of g 2 (p; k 0 ). It is easily shown that
Secondly take m ≥ 3 and take K(p) as in (5), the singular part of g m (p; k 0 ). We have
Note that Z(ρ) is a monomial in both cases, and that (35) can be obtained from (36) by means of the limit procedure m → 2.
A GALERKIN PULSE BASIS GAUSS THEOREM
Consider the Galerkin pulse basis case t(x) = b(x) = 1 with compact support Ω ⊂ R n with piecewise smooth boundary ∂Ω. The self-patch integral is
and t|b = µ(Ω). The 2n−dimensional integral (37) can be reduced to a 2(n − 1)−dimensional integral by means of the following Gauss theorem procedure, borrowed from [6] . Suppose we have
Then
where n x and ν(x) are the outward unit normal and Lebesgue measure on ∂Ω, respectively. This follows from applying the Gauss theorem for divergences with respect to x and afterwards the Gauss theorem for gradients with respect to x to the integrand of (37). The kernelsK(t) and
Note that (41) is a definite integral, while (42) is an indefinite integral -one can always add a constant to it. It is easily seen thatK(t) satisfies the differential equation
When K(t) = t β , β + n > 0, we obtain
and when K(t) = ln t, we obtainK
Note thatK(t) is not singular when β > −2. As a last result we calculate K 1 ρ (t), givenK(t). It is obvious that we can take
Also, from the differential equation (43), it is seen that
where A, B are coefficients to be determined in order that K 1 ρ (t) and its first derivative are continuous at t = ρ. Note that for n = 2, the term t 2−n in (47) has to be replaced by ln t. From (46) it follows that, since
when lim t→0+ K(t)t 2 = 0, we do not need even to bother about the truncated K 1 ρ (t) procedure : K(t) andK(t) alone suffice to calculate the self-patch integral by means of the Gauss theorem procedure.
As a first numerical experiment we consider m = 2, n = 1 with logarithmic kernel, t(x) = x and b(x ) = 1 over the unit interval Ω = [0, 1]. The exact value is
Since t|b = 1/2, for ρ small enough, we have the approximation (see (35) with n = 1)
In Fig. 1 the approximations I app (ρ) and I 1 out (Ω) are compared with the exact value I(Ω) for 0 < ρ ≤ 0.02. The numerical calculations were done by means of the adaptive MATLAB R routine dblquad. It is seen that the self-patch term ρ/2π is really necessary in order to achieve sufficient accuracy.
As a second numerical example we consider n = 2, m = 3 with Coulomb kernel and Galerkin pulse basis over the unit square Ω = [0, 1] 2 . The exact value is
By formulas (44) we haveK(t) = t/4π and hence by result (40) we have
This can be written as
Evaluating (53) 
By formula (45) we haveK
and hence by result (40) we can calculate the integral on a straightforward basis. We have, with (t) = t 2 (1 − ln t), 
