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Abstract—Autonomous vehicles were experiencing rapid devel-
opment in the past few years. However, achieving full autonomy
is not a trivial task, due to the nature of the complex and
dynamic driving environment. Therefore, autonomous vehicles
are equipped with a suite of different sensors to ensure robust,
accurate environmental perception. In particular, the camera-
LiDAR fusion is becoming an emerging research theme. However,
so far there has been no critical review that focuses on deep-
learning-based camera-LiDAR fusion methods. To bridge this
gap and motivate future research, this paper devotes to review
recent deep-learning-based data fusion approaches that leverage
both image and point cloud. This review gives a brief overview of
deep learning on image and point cloud data processing. Followed
by in-depth reviews of camera-LiDAR fusion methods in depth
completion, object detection, semantic segmentation, tracking
and online cross-sensor calibration, which are organized based
on their respective fusion levels. Furthermore, we compare these
methods on publicly available datasets. Finally, we identified gaps
and over-looked challenges between current academic researches
and real-world applications. Based on these observations, we
provide our insights and point out promising research directions.
Index Terms—camera-LiDAR fusion, sensor fusion, depth
completion, object detection, semantic segmentation, tracking,
deep learning,
I. INTRODUCTION
Recent breakthroughs in deep learning and sensor technolo-
gies have motivated rapid development of autonomous driving
technology, which could potentially improve road safety, traffic
efficiency and personal mobility [1] [2] [3]. However, technical
challenges and the cost of exteroceptive sensors have con-
strained current applications of autonomous driving systems
to confined and controlled environments in small quantities.
One critical challenge is to obtain an adequately accurate
understanding of the vehicles 3D surrounding environment in
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Fig. 1. A comparison between image data and point cloud data.
real-time. To this end, sensor fusion, which leverages mul-
tiple types of sensors with complementary characteristics to
enhance perception and reduce cost, has become an emerging
research theme.
In particular, recent deep learning advances have signif-
icantly improved the performance of camera-LiDAR fusion
algorithms. Cameras and LiDARs have complementary char-
acteristics, which make camera-LiDAR fusion models more
effective and popular compared with other sensor fusion
configurations (radar-camera, LiDAR-radar, etc.,). To be more
specific, vision-based perception systems achieve satisfactory
performance at low-cost, often outperforming human experts
[4] [5]. However, a mono-camera perception system cannot
provide reliable 3D geometry, which is essential for au-
tonomous driving [6] [7]. On the other hand, stereo cameras
can provide 3D geometry, but do so at high computational cost
and struggle in high-occlusion and textureless environments
[8] [9] [10]. Furthermore, camera base perception systems
struggle with complex or poor lighting conditions, which limit
their all-weather capabilities [11]. Contrarily, LiDAR can pro-
vide high-precision 3D geometry and is invariant to ambient
light. However, mobile LiDARs are limited by low-resolution
(ranging from 16 to 128 channels), low-refresh rates (10Hz),
severe weather conditions (heavy rain, fog and snow) and
high cost. To mitigate these challenges, many works combined
these two complementary sensors and demonstrated significant
performance advantages than a-modal approaches. Therefore,
this paper focuses on reviewing current deep learning fusion
strategies for camera-LiDAR fusion.
Camera-LiDAR fusion is not a trivial task. First of all,
cameras record the real-world by projecting it to the image
plane, whereas the point cloud preserves the 3D geometry.
Furthermore, in terms of data structure, the point cloud is
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Fig. 2. Tasks related to image and point cloud fusion based perception and their corresponding sections.
irregular, orderless and continuous, while the image is regular,
ordered and discrete. These characteristics differences between
the point cloud and the image lead to different feature extrac-
tion methodologies. In Figure 1, a comparison between the
characteristics of image and point are shown.
Previous reviews [12] [13] on deep learning methods for
multi-modal data fusion covered a broad range of sensors, in-
cluding radars, cameras, LiDARs, Ultrasonics, IMU, Odome-
ters, the GNSS and HD Maps. This paper focuses on camera-
LiDAR fusion only and therefore is able to present more
detailed reviews on individual methods. Furthermore, we cover
a broader range of perception related topics (depth completion,
dynamic and stationary object detection, semantic segmen-
tation, tracking and online cross-sensor calibration) that are
interconnected and are not fully included in the previous
reviews [13]. The contribution of this paper is summarized
as the following:
• To the best of our knowledge, this paper is the first survey
focusing on deep learning based image and point cloud
fusion approaches in autonomous driving, including depth
completion, dynamic and stationary object detection, se-
mantic segmentation, tracking and online cross-sensor
calibration.
• This paper organizes and reviews methods based on their
fusion methodologies. Furthermore, this paper presented
the most up-to-date (2014-2020) overviews and perfor-
mance comparisons of the state-of-the-art camera-LiDAR
fusion methods.
• This paper raises overlooked open questions, such as
open-set detection and sensor-agnostic framework, that
are critical for the real-world deployment of autonomous
driving technology. Moreover, summaries of trends and
possible research directions on open challenges are pre-
sented.
This paper first provides a brief overview of deep learning
methods on image and point cloud data in Section II. In
Sections III to VIII, reviews on camera-LiDAR based depth
completion, dynamic object detection, stationary object detec-
tion, semantic segmentation, object tracking and online sensor
calibration are presented respectively. Trends, open challenges
and promising directions are discussed in Section VII. Finally,
a summary is given in Section VIII. Figure 2 presents the
overall structures of this survey and the corresponding topics.
II. A BRIEF REVIEW OF DEEP LEARNING
A. Deep Learning on Image
Convolutional Neural Networks (CNNs) are one of the
most efficient and powerful deep learning models for image
processing and understanding. Compared to the Multi-Layer-
Perceptron (MLP), the CNN is shift-invariant, contains fewer
weights and exploits hierarchical patterns, making it highly
efficient for image semantic extraction. Hidden layers of a
CNN consist of a hierarchy of convolutional layers, batch nor-
malization layers, activation layers and pooling layers, which
are trained end-to-end. This hierarchical structure extracts
image features with increasing abstract levels and receptive
elds, enabling the learning of high-level semantics.
B. Deep Learning on Point Cloud
The point cloud is a set of data points, which are LiDAR’s
measurements of the detected object’s surface. In terms of data
structure, the point cloud is sparse, irregular, orderless and
continuous. Point cloud encodes information in 3D structures
and in per-point features (reflective intensities, color, normal,
etc.,), which is invariant to scale, rigid transformation and
permutation. These characteristics made feature extractions on
the point cloud challenging for existing deep learning models,
which require the modifications of existing models or develop-
ing new models. Therefore, this section focuses on introducing
common methodologies for point cloud processing.
1) Volumetric representation based: The volumetric rep-
resentation partitions the point cloud into a fixed-resolution
3D grid, where features of each grid/voxel are hand-crafted
or learned. This representation is compatible with standard
3D convolution [14] [15] [16]. Several techniques have been
proposed in [17] to reduce over-fittings, orientation sensitivity
and capture internal structures of objects. However, the volu-
metric representation loses spatial resolution and fine-grained
3D geometry during voxelization which limits its performance.
Furthermore, attempts to increase its spatial resolution (denser
voxels) would cause computation and memory footprint to
grow cubically, making it unscalable.
2) Index/Tree representation based: To alleviate constraints
between high spatial resolution and computational costs,
adapted-resolution partition methods that leverage tree-like
data structures, such as kd-tree [18] [19], octree [20] [21]
[22] are proposed. By dividing the point cloud into a series
of unbalanced trees, regions can be partitioned based on their
point densities. This allows regions with lower point densities
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to have lower resolutions, which reduce unnecessary computa-
tion and memory footprint. Point features are extracted along
with the pre-built tree structure.
3) 2D views representation based: 2D views/multi-views
are generated by projecting the point cloud to multiple 2D
view planes. These rendered multi-view images can be pro-
cessed by standard 2D convolutions and features from these
views are aggregated via view-pooling layers [23]. Thus,
the permutation-invariant problem is solved by transforming
point cloud to images and the translation-invariant is achieved
by aggregating features from different views. Qi et al. [17]
combined the volumetric representation with multi-views gen-
erated via sphere rendering. Unfortunately, 2D views methods
lose the 3D geometry information during the view rendering
and struggle with per-point label prediction [19].
4) Graph representation based: Point clouds can be repre-
sented as graphs and convolution-like operation can be imple-
mented on graphs in the spatial or spectral domain [24] [25]
[26]. For graph-convolution in the spatial domain, operations
are carried out by MLPs on spatially neighbouring points.
Spectral-domain graph-convolutions extend convolutions as
spectral filtering on graphs through the Laplacian Spectrum
[27] [28] [29].
5) Point representation based: Point representation based
methods consume the point cloud without transforming it
into an intermediate data representation. Early works in this
direction employ shared Multi-Layer Perceptrons (MLPs) to
process point cloud [30] [31] , while recent works concentrated
on defining specialized convolution operations for points [32]
[33] [34] [35] [36] [37] [38].
One of the pioneering works of direct learning on point
clouds is the PointNet [31] [30], which employs an indepen-
dent T-Net module to align point clouds and shared MLPs
to process individual points for per-point feature extraction.
The computation complexity of the PointNet increases linearly
with the number of inputs, making it more scalable com-
pared with volumetric based methods. To achieve permutation
invariant, point-wise features are extracted by shared MLPs
which are identical for all points. These features are aggregated
by symmetric operations (i.e. max-pooling), which are also
permutation invariant. The feature extraction process of the
PointNet is defined as:
g ({x1, . . . , xn}) ≈ fsym (h (x1) , . . . , h (xn)) (1)
where x represents input points, h represents the per-point
feature extraction function (i.e. shared MLPs), fsym represents
a symmetric function (i.e. max-polling) and g is a general
function that we want to approximate.
However, the PointNet fails to extract local inter-point
geometry at different levels. To mitigate this challenge, Qi
et al. [30] extended the PointNet to extract features from
different levels by grouping points into multiple sets and apply
PointNets locally. To reduce the computational and memory
cost of the PointNet++ [30], the RandLA-Net [39] stacked
the random point sampling modules and attention-based local
feature aggregation modules hierarchically to progressively
increase receptive field while maintaining high efficiency.
Fig. 3. Timeline of depth completion models and their corresponding fusion
levels.
Unlike PointNet-based methods, the spatial relationship be-
tween points is explicitly modelled in point-wise convolutions.
Point-wise convolutions aim to generalize the standard 2D
discrete convolution to the continuous 3D space. The main
challenge is to replace the discrete weight filter in standard
convolution with a continuous weight function. This continu-
ous weight function is approximated using MLPs in PointConv
[40] and correlation functions in KPConv [38] and PCNN [33].
More specifically, the PCNN [33] defines convolution kernels
as 3D points with weights. A Gaussian correlation function
that takes the coordinates of the kernel point and input point
is used to calculate the weighting matrix at any given 3D
coordinates. The KPConv [38] follows this idea but instead
uses a linear correlation function. Furthermore, KPConvs [38]
are applied on local point patches hierarchically, which are
similar to the concepts of standard CNNs. This general point-
wise convolution F at an input point x ∈ R3 in 3D continuous
space is defined as:
(F ∗ h)(x) =
∑
xi∈Nx
h (xi − x) fi (2)
where h is the per-point kernel function which calculates the
weighting matrix given the coordinates of input points and
kernel points. xi and fi are the ith neighboring points of x
and their corresponding features (intensity, color etc.,). Nx
are all the neighboring points of the input point x, which are
determined using KNN or radius neighborhoods.
III. DEPTH COMPLETION
Depth Completion aims to up-sample sparse irregular depth
to dense regular depth, which facilitates the down-stream
perception module. Depth completion can reduce the drastic
uneven distributions of points in a LiDAR scan. For instance,
far-away objects represented by a hand full of points are
up-sampled to match their closer counterparts. To achieve
this, high-resolution images are often employed to guide the
3D depth up-sampling. The depth completion task can be
represented as:
w∗ = arg
w
minL(f(x;w), G) (3)
where the network f(.) parametrized by w, predicts the ground
truth G, given the input x. The loss function is represented as
L(·, ·).
Figure 3 gives the timeline of depth completion models
and their corresponding fusion levels. The comparative results
of depth completion models on the KITTI depth completion
benchmark [41] are listed in Table I.
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TABLE I
COMPARATIVE RESULTS ON KITTI DEPTH COMPLETION BENCHMARK [41]. ’LL’,’S’ , ’SS’,’U’ STAND FOR LEARNING SCHEME, SUPERVISED,
SELF-SUPERVISED AND UNSUPERVISED RESPECTIVELY. ’RGB’,’SD’,’CO’, ’S’,STAND FOR RGB IMAGE DATA , SPARSE DEPTH, CONFIDENCE AND
STEREO DISPARITY. ’IRMSE’,’IMAE’, ’RMSE’,’MAE’ STAND FOR ROOT MEAN SQUARED ERROR OF THE INVERSE DEPTH [1/KM], MEAN ABSOLUTE
ERROR OF THE INVERSE DEPTH [1/KM], ROOT MEAN SQUARED ERROR [MM], MEAN ABSOLUTE ERROR [MM].
Methods Fusion LL Input Models Hardware Run Model iRMSE iMAE RMSE MAELevel Time Size
Mono-
LiDAR
Fusion
Signal
Level
S RGB+sD Sparse2Dense [42] Tesla P100 0.08s 12M 4.07 1.57 1299.85 350.32
SS RGB+sD Sparse2Dense++ [43] Tesla V100 0.08s 22M 2.80 1.21 814.73 249.95
S RGB+sD CSPN [44] Titan X 1s 25M 2.93 1.15 1019.64 279.46
S RGB+sD CSPN++ [45] Tesla P40 0.2s - 2.07 0.90 743.69 209.28
Feature
Level
S RGB+sD Spade-RGBsD [46] N/A - - 2.17 0.95 917.64 234.81
S RGB+sD+Co NConv-CNN [47] Tesla V100 0.02s 0.5M 2.60 1.03 829.98 233.26
S RGB+sD GuideNet [48] GTX 1080Ti 0.14s - 2.25 0.99 736.24 218.83
Multi U RGB+sD RGBguide [49] Tesla V100 0.02s 0.35M 2.19 0.93 772.87 215.02
Stereo-
LiDAR
Feature
Level
S sD+S HDE-Net [9] Titan X 0.05s 4.2M - - - -
U sD+S LidarStereoNet [50] Titan X - - - - - -
SS sD+S LiStereo [51] Titan X - - 2.19 1.10 832.16 283.91
A. Mono Camera and LiDAR fusion
The idea behind image-guided depth completion is that
dense RGB/color information contains relevant 3D geometry.
Therefore, images can be leveraged as a reference for depth
up-sampling.
1) Signal-level fusion: In 2018, Ma et al. [42] presented a
ResNet [52] based autoencoder network that leverages RGB-
D images (i.e. images concatenated with sparse depth maps)
to predict dense depth maps. However, this method requires
pixel-level depth ground truth, which is difficult to obtain. To
solve this issue, Ma et al. [43] presented a model-based self-
supervised framework that only requires a sequence of images
and sparse depth images for training. This self-supervision is
achieved by employing sparse depth constrain, photometric
loss and smoothness loss. However, this approach assumes
objects to be stationary. Furthermore, the resulting depth
output is blurry and input depth may not be preserved.
To generate a sharp dense depth map in real-time, Cheng
et al. [44] fed RGB-D images to a convolutional spatial
propagation network (CSPN). This CSPN aims to extract the
image-dependent affinity matrix directly, producing signifi-
cantly better results in key measurements with lesser run-time.
In CSPN++, Cheng et al. [45] proposed to dynamically select
convolutional kernel sizes and iterations to reduce computa-
tion. Furthermore, CSPN++ employs weighted assembling to
boost its performance.
2) Feature-level fusion: Jaritz et al. [46] presented an
autoencoder network that can either perform depth comple-
tion or semantic segmentation from sparse depth maps and
images without applying validity masks. Images and sparse
depth maps are first processed by two parallel NASNet-based
encoders [53] before fusing them into the shared decoder. This
approach can achieve decent performance with very sparse
depth inputs (8-channel LiDAR). Wang et al. [54] designed
an integrable module (PnP) that leverages the sparse depth
map to improve the performance of existing image-based
depth prediction networks. This PnP module leverages gradient
calculated from sparse depth to update the intermediate feature
map produced by the existing depth prediction network. El-
desokey et al. [47] presented a framework for unguided depth
completion that processes images and very sparse depth maps
in parallel and combine them in a shared decoder. Furthermore,
normalized convolutions are used to process highly sparse
depth and to propagate confidence. Valada et al. [55] extended
one-stage feature-level fusion to multiple-stages of varying
depth of the network. Similarly, GuideNet [48] fuse image
features to sparse depth features at different stages of the
encoder to guide the up-sampling of sparse depths, which
achieves top performance in the KITTI depth completion
benchmark. The constrain of these approaches is the lack of
large-scale datasets that have dense depth ground truth.
3) Multi-level fusion: Van Gansbeke et al. [49] further com-
bines signal-level fusion and feature-level fusion in an image-
guided depth completion network. The network consists of a
global and a local branch to process RGB-D data and depth
data in parallel before fusing them based on the confidence
maps.
B. Stereo Cameras and LiDAR fusion
Compared with the RGB image, dense depth disparity from
stereo cameras contains richer ground truth 3D geometry.
On the other hand, LiDAR depth is sparse but of higher
accuracy. These complementary characteristics enable stereo-
LiDAR fusion based depth completion models to produce
a more accurate dense depth. However, it is worth noting
that stereo cameras have limited range and struggles in high-
occlusion, texture-less environments, making them less ideal
for autonomous driving.
1) Feature-level fusion: One of the pioneering works is
from Park et al. [9], in which high-precision dense disparity
map is computed from dense stereo disparity and point cloud
using a two-stage CNN. The first stage of the CNN takes
LiDAR and stereo disparity to produce a fused disparity. In
the second stage, this fused disparity and left RGB image is
fused in the feature space to predict the final high-precision
disparity. Finally, the 3D scene is reconstructed from this high-
precision disparity. The bottleneck of this approach is the
lack of large-scale annotated stereo-LiDAR datasets. The Li-
darStereoNet [50] averted this difficulty with an unsupervised
learning scheme, which employs image warping/photometric
loss, sparse depth loss, smoothness loss and plane fitting
loss for end-to-end training. Furthermore, the introduction of
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Fig. 4. Timeline of 3D object detection networks and their corresponding fusion levels.
’feedback loop’ makes the LidarStereoNet robust against noisy
point cloud and sensor misalignment. Similarly, Zhang et al.
[51] presented a self-supervised scheme for depth completion.
The loss function consists of sparse depth, photometric and
smoothness loss.
IV. DYNAMIC OBJECT DETECTION
Object detection (3D) aims to locate, classify and estimate
oriented bounding boxes in the 3D space. This section is
devoted to dynamic object detection, which includes common
dynamic road objects (car, pedestrian, cyclist, etc.,). There are
two main approaches for object detection: sequential and one-
step. Sequential based models consist of a proposal stage and a
3D bounding box (bbox) regression stage in the chronological
order. In the proposal stage, regions that may contain objects
of interest are proposed. In the bbox regression stage, these
proposals are classified based on the region-wise features
extracted from 3D geometry. However, the performance of
sequential fusion is limited by each stage. On the other hand,
one-step models consist of one stage, where 2D and 3D data
are processed in a parallel manner.
The timeline of 3D object detection networks and typical
model architectures are shown in Figures 4 & 5. Table II
presents the comparative results of 3D object detection models
on the KITTI 3D Object Detection benchmark [56]. Table III
summarizes and compares dynamic object detection models.
A. 2D Proposal Based Sequential Models
A 2D proposal based sequential model attempts to utilize 2D
image semantics in the proposal stage, which takes advantage
of off-the-shelf image processing models. Specifically, these
methods leverage the image object detector to generate 2D
region proposals, which are projected to the 3D space as detec-
tion seeds. There are two projection approaches to translate 2D
proposals to 3D. The first one is projecting bounding boxes in
the image plane to the point cloud, which results in a frustum
shaped 3D search space. The second method projects the point
cloud to the image plane, which results in the point cloud with
point-wise 2D semantics.
1) Result-level Fusion: The intuition behind result-level
fusion is to use off-the-shelf 2D object detectors to limit the
3D search space for 3D object detection, which significantly
reduces computation and improve run-time. However, since
the whole pipeline depends on the results of the 2D object
detector, it suffers from the limitations of the image-based
detector.
One of the early works of result-level fusion is the F-
PointNets [57], where 2D bounding boxes are first generated
from images and projected to the 3D space. The resulting
projected frustum proposals are fed into a PointNet[31] based
detector for 3D object detection. Du et al. [58] extended the 2D
to 3D proposals generation stage with an additional proposal
refinement stage, which further reduces unnecessary compu-
tation on the background point. During this refinement stage,
a model fitting based method is used to filter out background
points inside the seed region. Finally, the filtered points are fed
into the bbox regression network. The RoarNet [59] followed
a similar idea, but instead employs a neural network for the
proposal refinement stage. Multiple 3D cylinder proposals are
first generated based on each 2D bbox using the geometric
agreement search [60], which results in smaller but more
precise frustum proposals then the F-pointNet [57]. These
initial cylinder proposals are then processed by a PointNet [30]
based header network for the final refinement. To summarize,
these approaches assume each seed region only contains one
object of interest, which is however not true for crowded
scenes and small objects like pedestrians.
One possible solution towards the fore-mentioned issues
is to replace the 2D object detector with 2D semantic seg-
mentation and region-wise seed proposal with point-wise seed
proposals. Intensive Point-based Object Detector (IPOD) [61]
by Yang et al. is a work in this direction. In the first step,
2D semantic segmentation is used to filter out back-ground
points. This is achieved by projecting points to the image plane
and associated point with 2D semantic labels. The resulting
foreground point cloud retains the context information and
fine-grained location, which is essential for the region-proposal
and bbox regression. In the following point-wise proposal
generation and bbox regression stage, two PointNet++ [30]
based networks are used for proposal feature extraction and
bbox prediction. In addition, a novel criterion called PointsIoU
is proposed to speed up training and inference. This approach
has yielded significant performance advantages over other
state-of-the-art approaches in scenes with high occlusion or
many objects.
2) Multi-level Fusion: Another possible direction of im-
provement is to combine result level fusion with feature
level fusion, where one such work is PointFusion [62]. The
PointFusion first utilizes an existing 2D object detector to
generate 2D bboxes. These bboxes is used to select corre-
sponding points, via projecting points to the image plane and
locate points that pass through the bboxs. Finally, a ResNet
[52] and a PointNet [31] based network combines image and
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point cloud features to estimate 3D objects. In this approach,
image features and point cloud features are fused per-proposal
for final object detection in 3D, which facilitates 3D bbox
regression. However, its proposal stage is still amodal. In
SIFRNet [63], frustum proposals are first generated from an
image. Point cloud features in these frustum proposals are then
combined with their corresponding image features for final
3D bbox regression. To achieve scale-invariant, the PointSIFT
[64] is incorporated into the network. Additionally, the SENet
module is used to suppress less informative features.
3) Feature-level Fusion: Early attempts [75] [76] of mul-
timodal fusion are done in pixel-wise, where 3D geometry is
converted to image format or appended as additional channels
of an image. The intuition is to project 3D geometry onto the
image plane and leverage mature image processing methods
for feature extraction. The resulting output is also on the
image plane, which is not ideal to locate objects in the 3D
space. In 2014, Gupta et al. proposed DepthRCNN [75],an R-
CNN [77] based architecture for 2D object detection, instance
and semantic segmentation. It encodes 3D geometry from
Microsoft Kinect camera in image’s RGB channels, which are
Horizontal disparity, Height above ground, and Angle with
gravity (HHA). Gupta et al. extended Depth-RCNN [78] in
2015 for 3D object detection by aligning 3D CAD models,
yielding significant performance improvement. In 2016, Gupta
et al. developed a novel technique for supervised knowledge
transfer between networks trained on image data and unseen
paired image modality (depth image) [76]. In 2016, Schlosser
et al. [79] further exploited learning RGB-HHA representa-
tions on 2D CNNs for pedestrian detection. However, the HHA
data are generated from the LiDAR’s depth instead of a depth
camera. The authors also noticed that better results can be
achieved if the fusion of RGB and HHA happens at deeper
layers of the network.
The resolution mismatch between dense RGB and sparse
depth means only a small portion of pixels have corresponding
points. Therefore, to directly append RGB information to
points leads to the loss of most texture information, rendering
the fusion pointless. To mitigate this challenge, PointPainting
[66] extract high-level image semantic before the per-point
fusion. To be more specific, PointPainting [66] follows the idea
of projecting points to 2D semantic maps in [61]. But instead
of using 2D semantics to filter non-object points, 2D semantics
is simply appended to point clouds as additional channels.
The authors argued that this technique made PointPainting
flexible as it enables any point cloud networks to be applied on
this fused data. To demonstrate this flexibility, the fused point
cloud is fed into multiple existing point cloud detectors, which
are based on the PointRCNN [80], the VoxelNet [14] and
the PointPillar [81]. However, this would lead to the coupling
between image and LiDAR models. This requires the LiDAR
model to be re-trained when the image model changes, which
reduces the overall reliability and increases the development
cost.
B. 3D Proposal Based Sequential Model
In a 3D proposal based sequential model, 3D proposals
are directly generated from 2D or 3D data. The elimination
Fig. 5. A comparison between three typical model architectures for dynamic
object detection.
of 2D to 3D proposal transformation greatly limits the 3D
search space for 3D object detection. Common methods for
3D proposal generation includes the multi-view approach and
the point cloud voxelization approach.
Multi-view based approach exploits the point cloud’s bird’s
eye view (BEV) representation for 3D proposal generation.
The BEV is the preferred viewpoint because it avoids occlu-
sions and retains the raw information of objects’ orientation
and x, y coordinates. These orientation and x, y coordinates
information is critical for 3D object detection while mak-
ing coordinate transformation between BEV and other views
straight-forward.
Point cloud voxelization transforms the continuous irregular
data structure to a discrete regular data structure. This makes
it possible to apply standard 3D discrete convolution and
leverage existing network structures to process point cloud.
The drawback is the loss of some spatial resolution, which
might contain fine-grained 3D structure information.
1) Feature-level fusion: One of the pioneering and most
important works in generating 3D proposals from BEV rep-
resentations is MV3D [67]. MV3D generate 3D proposals
on pixelized top-down LiDAR feature map (height, density
and intensity). These 3D candidates are then projected to the
LiDAR front view and image plane to extract and fuse region-
wise features for bbox regression. The fusion happens at the
region-of-interest (ROI) level via ROI pooling. The ROIviews
of views is defined as:
ROIviews = T3D→views (p3D) , views ∈ {BV,FV,RGB}
(4)
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TABLE II
COMPARATIVE RESULTS ON KITTI 3D OBJECT DETECTION BENCHMARK (MODERATE DIFFICULTIES)[56].THE IOU REQUIREMENT FOR CAR,
PEDESTRIANS AND CYCLISTS IS 70%, 50% AND 50% RESPECTIVELY.’FL’,’FT’,’RT’ ’MS’,’PCR’ STAND FOR FUSION LEVEL, FUSION TYPE, RUN-TIME,
MODEL SIZE (NUMBER OF PARAMETERS) AND POINT CLOUD REPRESENTATION RESPECTIVELY.
Methods FL FT PCR Models Hardware RT MS Cars Pedestrians Cyclists
AP3D% AP3D% AP3D%
Sequential
Models
2D
Proposal
based
Result ROI
Points F-PointNet [57] GTX1080 0.17s 7M 69.79 42.15 56.12
Points F-ConvNet [65] GTX1080Ti 0.47s 30M 76.39 43.38 65.07
Voxels PC-CNN [58] - - 276M 73.79 - -
Points RoarNet [59] GTX1080Ti 0.1s - 73.04 - -
Points IPOD [61] GTX1080Ti 0.2s 24M 72.57 44.68 53.46
Feature Point Multiple PointPainting [66] GTX1080 0.4s - 71.70 40.97 63.78
Multi ROI Points PointFusion [62] GTX1080 1.3s 6M 63.00 28.04 29.42Point Points SIFRNet [63] - - - 72.05 60.85 60.34
3D
Proposal
based
Feature
ROI 2D views MV3D [67] Titan X 0.36s 240M 63.63 - -
ROI 2D views AVOD-FPN [68] Titan Xp 0.08s 38M 71.76 42.27 50.55
ROI 2D views SCANet [69] GTX1080Ti 0.17s - 68.12 37.93 53.38
Point 2D views ContFuse [70] GTX1080 0.06s - 68.78 - -
Point Voxels MVX-Net [71] - - - 77.43 - -
Pixel 2D views BEVF [72] - - - - - 45.00
Multi Point 2D views MMF [73] GTX1080 0.08s - 77.43 - -
One-Step Models Feature Pixel 2D views LaserNet++ [74] TITAN Xp 0.04s - - - -
where T3D→views represents the transformation function that
project point cloud p3D from 3D space to bird’s eye view
(BEV), front view (FV) and the image plane (RGB). The ROI-
pooling R to obtain feature vector fviews is defined as:
fviews = R (x,ROIviews) , views ∈ {BV,FV,RGB} (5)
There are a few drawbacks of the MV3D. First, generating
3D proposals on BEV assumes that all objects of interest
are captured without occlusions from this view-point. This
assumption does not hold well for small object instances, such
as pedestrians and bicyclists, which can be fully occluded
by other large objects in the point cloud. Secondly, spatial
information of small object instances is lost during the down-
sample of feature maps caused by consecutive convolution
operations. Thirdly, object-centric fusion combines feature
maps of image and point clouds through ROI-pooling, which
spoils fine-grained geometric information in the process. It is
also worth noting that redundant proposals lead to repetitive
computation in the bbox regression stage. To mitigate these
challenges, multiple methods have been put forward to im-
prove MV3D.
To improve the detection of small objects, the Aggregate
View Object Detection network (AVOD) [68] first improved
the proposal stage in MV3D [67] with feature maps from both
BEV point cloud and image. Furthermore, an auto-encoder
architecture is employed to up-sample the final feature maps
to its original size. This alleviates the problem that small
objects might get down-sampled to one ’pixel’ with con-
secutive convolution operations. The proposed feature fusion
Region Proposal Network (RPN) first extracts equal-length
feature vectors from multiple modalities (BEV point cloud
and image) with crop and resize operations. Followed by a
1 × 1 convolution operation for feature space dimensionality
reduction, which can reduce computational cost and boost
up speed. Lu et al.[69] also utilized an encoder-decoder
based proposal network with Spatial-Channel Attention (SCA)
module and Extension Spatial Upsample (ESU) module. The
SCA can capture multi-scale contextual information, whereas
ESU recovers the spatial information.
One of the problems in object-centric fusion methods
[68][67] is the loss of fine-grained geometric information
during ROI-pooling. The ContFuse [70] by Liang et al. tackles
this information lost with point-wise fusion. This point-wise
fusion is achieved with continuous convolutions [83] fusion
layers that bridge image and point cloud features of different
scales at multiple stages in the network. This is achieved by
first extracting K-nearest neighbour points for each pixel in
the BEV representation of point cloud. These points are then
projected to the image plane to retrieve related image features.
Finally, the fused feature vector is weighted according to their
geometry offset to the target ’pixel’ before feeding into MLPs.
However, point-wise fusion might fail to take full advantage
of high-resolution images when the LiDAR points are sparse.
In [73] Liang et al. further extended point-wise fusion by
combining multiple fusion methodologies, such as signal-
level fusion (RGB-D), feature-level fusion, multi-view and
depth completion. In particular, depth completion upsamples
sparse depth map using image information to generate a
dense pseudo point cloud. This up-sampling process alleviates
the sparse point-wise fusion problem, which facilitates the
learning of cross-modality representations. Furthermore, the
authors argued that multiple complementary tasks (ground
estimation, depth completion and 2D/3D object detection)
could assists the network achieve better overall performance.
However, point-wise/pixel-wise fusion leads to the ’feature
blurring’ problem. This ’feature blurring’ happens when one
point in the point cloud is associated with multiple pixels in
the image or the other way around, which confound the data
fusion. Similarly, wang et al. [72] replace the ROI-pooling
in MV3D [67] with sparse non-homogeneous pooling, which
enables effective fusion between feature maps from multiple
modalities.
MVX-Net [71] presented by Sindagi et al. introduced two
methods that fuse image and point cloud data point-wise or
voxel-wise. Both methods employ a pre-trained 2D CNN for
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TABLE III
A SUMMARIZATION AND COMPARISON BETWEEN DYNAMIC OBJECT DETECTION MODELS
Methods: Key features: Advantages: Disadvantages:
Frustum based
[57] [65] [58]
[59] [61] [63]
[62]
1.Leverage image object detector to generate 2D
proposals and project them to form frustum 3D
search spaces for 3D object detection.
2.Result-level fusion / Multi-level fusion
3D search space is limited
using 2D results to reduce
computational cost.
1. Due to sequential result-level fusion, the over-
all performance is limited by the image detector.
2. Redundant information from multimodal sen-
sors is not leveraged.
Point-fusion
based [66]
1.Fuse high-level image semantics point-wise
and perform 3D object detection in the fused
point cloud.
2.Feature-level fusion.
Solve the resolution mis-
match problem between
dense RGB and sparse
depth via fusing high-level
image semantics to points.
1.Image and LiDAR models are highly coupled,
which reduce overall reliability and increase
development cost.
2.3D search space is not limited which leads to
high computational cost.
Multi-view
based [67] [68]
[69] [70] [73]
1.Generate 3D proposals from BEV and perform
3D bboxes regression on these proposals.
2.Feature-level fusion.
Enable the use of standard
2D convolution and off-
the-shelf models, making
it much more scalable.
1.Assume all objects are visible in LiDAR’s
BEV, which is often not the case.
2.Spatial information of small object instances is
lost during consecutive convolution operations
3.ROI fusion spoils fine-grained geometric in-
formation.
Voxel-based
[71] [82]
1.Fuse image semantics voxel-wise and perform
3D bboxes regression using voxel-based net-
work.
2.Feature-level fusion.
Compatible with standard
3D convolution.
1. Spatial resolution and fine-grained 3D geom-
etry information are lost during voxelization.
2. Computation and memory footprint to grow
cubically with the resolution, making it unscal-
able.
image feature extraction and a VoxelNet [14] based network
to estimate objects from the fused point cloud. In the point-
wise fusion method, the point cloud is first projected to image
feature space to extract image features before voxelization
and processed by VoxelNet. The voxel-wise fusion method
first voxelized the point cloud before projecting non-empty
voxels to the image feature space for voxel/region-wise feature
extraction. These voxel-wise features are only appended to
their corresponding voxels at a later stage of the VoxelNet.
MVX-Net achieved state-of-the-art results and out-performed
other LiDAR-based methods on the KITTI benchmark while
lowering false positives and false negatives rate compared to
[14].
The simplest means to combine the voxelized point cloud
and image is to append RGB information as additional chan-
nels of a voxel. In a 2014 paper by Song et al. [82] 3D object
detection is achieved by sliding a 3D detection window on the
voxelized point cloud. The classification is performed by an
ensemble of Exemplar-SVMs. In this work, color information
is appended to voxels by projection. Song et al. further
extended this idea with 3D discrete convolutional neural
networks [84]. In the first stage, the voxelized point cloud
(generated from RGB-D data) is first processed by Multi-scale
3D RPN for 3D proposal generation. These candidates are
then classified by joint Object Recognition Network (ORN),
which takes both image and voxelized point cloud as inputs.
However, the volumetric representation introduces boundary
artifacts and spoils fine-grained local geometry. Secondly, the
resolution mismatch between image and voxelized point cloud
makes fusion inefficient.
C. One-step Models
One-step models perform proposal generation and bbox
regression in a single stage. By fusing the proposal and bbox
regression stage into one-step, these models are often more
computationally efficient. This makes them more well-suited
for real-time applications on mobile computational platforms.
Meyer et al. [74] extended the LaserNet [85] to multi-task
and multimodal network, performing 3D object detection and
3D semantic segmentation on fused image and LiDAR data.
Two CNN process depth-image (generated from point cloud)
and front-view image in a parallel manner and fuse them via
projecting points to the image plane to associate corresponding
image features. This feature map is fed into the LaserNet
to predict per-point distributions of the bounding box and
combine them for final 3D proposals. This method is highly
efficient while achieving state-of-the-art performance.
V. STATIONARY ROAD OBJECT DETECTION
This section focuses on reviewing recent advances in
camera-LiDAR fusion based stationary road object detection
methods. Stationary road objects can be categorized into
on-road objects (e.g. road surfaces and road markings) and
off-road objects (e.g. traffic signs). On-road and off-road
objects provide regulations, warning bans and guidance for
autonomous vehicles.
In Figure 6 & 7, typical model architecture in lane/road
detection and traffic sign recognition (TSR) are compared.
Table IV presents the comparative results of different models
on the KITTI road benchmark [56] and gives summarization
and comparison between these models.
A. Lane/Road detection
Existing surveys [93] [94] [95] have presented detailed
reviews on traditional multimodal road detection methods.
These methods [96] [97] [98] [99] mainly rely on vision for
road/lane detection while utilizing LiDAR for the curb fitting
and obstacle masking. Therefore, this section focuses on recent
advances in deep learning based fusion strategies for road
extraction.
Deep leaning based road detection methods can be grouped
into BEV-based or front-camera-view-based. BEV-based meth-
ods [86] [88] [89] [87] project LiDAR depth and images to
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TABLE IV
COMPARATIVE RESULTS ON KITTI ROAD BENCHMARK [56] WITH SUMMARIZATION AND COMPARISON BETWEEN LANE/ROAD DETECTION
MODELS.’MAXF (%)’ STANDS FOR MAXIMUM F1-MEASURE ON KITTI URBAN MARKED ROAD TEST SET. ’FL’,’MS’ STAND FOR FUSION LEVEL AND
MODEL PARAMETER SIZE.
Method: Inputs: FL: MaxF MS Highlights: Disadvantages:
BEV-based Lane/Road Detection
DMLD [86] BEV Image +BEV Point Cloud Feature - 50M
Predict dense BEV height map from sparse
depth which improves performance
Cannot distinguish between differ-
ent lane types
EDUNet [87] Fused BEV Oc-cupation Grid Signal 93.81 143M
Signal-level fusion reduces model complex-
ity
Loss of dense RGB/texture infor-
mation in early fusion
TSF-FCN [88] BEV Image +BEV Point Cloud Feature 94.86 2M Relatively moderate computational cost Relatively moderate performance
MSRF [89] BEV Image +BEV Point Cloud Feature 96.15 -
Multi-stage fusion at different network
depth improves performance Relatively high computational cost
Camera-view based Lane/Road Detection
LidCamNet
[90]
Image + Dense
Depth Image Multi 96.03 3M
Explore and compared multiple fusion
strategies for road detection
Rely on image for depth up-
sampling
PLARD [91] Image + DenseDepth Image Feature 97.05 -
Progressive fusion strategy improves perfor-
mance Relatively high computational cost
SpheSeg [92] Image + DepthImage Feature 96.94 1.4M
Spherical coordinate transformation reduces
input size and improves speed
Road detection in 2D space rather
than 3D space
Fig. 6. Some typical model architectures and fusion methods for road/lane
detection
BEV for road detection, which retains the objects’ original x, y
coordinates and orientation. In [86], the dense BEV height
estimation is predicted from the point cloud using a CNN,
which is then fused with the BEV image for accurate lane
detection. However, this method cannot distinguish different
lane types. Similarly, Lv et al. [88] also utilized the BEV
LiDAR grid map and the BEV image but instead processed
them in a parallel manner. Yu et al. [89] proposed a multi-stage
fusion strategy (MSRF) that combines image-depth features at
different network levels, which significantly improves its per-
formance. However, this strategy also relatively increases its
computational cost. Wulff et al. [87] used signal-level fusion
to generate a fused BEV occupation grid, which is processed
Fig. 7. A typical fusion-based traffic-sign recognition pipeline.
by a U-net based road segmentation network. However, the
signal-level fusion between dense RGB and sparse depth leads
to the loss of dense texture information due to the low grid
resolution.
Front-camera-view-based methods [90] [91] [92] project
LiDAR depth to the image plane to extract road surface,
which suffers from accuracy loss in the translation of 2D
to 3D boundaries. The LCNet [90] compared signal-level
fusion (early fusion) and feature level fusion (late and cross
fusion) for road detection, which finds the cross fusion is
the best performing fusion strategy. Similar to [88], PLARD
[91] fuses image and point cloud features progressively in
multiple stages. Lee et al. [92] focused on improving speed
via a spherical coordinate transformation scheme that reduces
the input size. This transformed camera and LiDAR data are
further processed by a SegNet based semantic segmentation
network.
B. Traffic sign recognition
In LiDAR scans, traffic-signs are highly distinguishable due
to its retro-reflective property, but the lack of dense texture
makes it difficult to classify. On the contrary, traffic sign
image patches can be easily classified. However, it is difficult
for vision-based TSR system to locate these traffic-signs in
the 3D space. Therefore, various studies have proposed to
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Fig. 8. Timeline of 3D semantic segmentation networks and their corre-
sponding fusion levels.
utilize both camera and LiDAR for TSR. Existing reviews [93]
[100] have comprehensively covered traditional traffic sign
recognition methods and part of the deep learning methods.
Hence, this section presents a brief overview of traditional
traffic sign recognition methods and mostly focuses on recent
advances. In a typical TSR fusion pipeline [101] [102] [103]
[104] [105], traffic-signs are first located in the LiDAR scan
based on its retro-reflective property. These 3D positions of
detected traffic-signs are then projected to the image plane
to generate traffic-signs patches, which are fed into an image
classifier for classification. This TSR fusion pipeline is shown
in Fig. 7.
For methods that employ the typical TSR fusion pipeline,
the main difference is on the classifier. These classifiers
include deep Boltzmann machine (DBMs) based hierarchical
classifier[102], SVMs [101] and DNN [104]. To summarize,
these methods all employ result-level fusion and a hierarchical
object detection model. They assume traffic-signs are visible
in the LiDAR scan, which sometimes is not the case due
to the occlusion. Furthermore, this pipeline is limited by the
detection range of mobile LiDARs.
To mitigate these challenges, Deng et al. [106] combined
image and point cloud to generate a colorized point cloud for
both traffic-sign detection and classification. In addition, the
3D geometrical properties of detected traffic-signs are utilized
to reduce false-positives. In [107] traffic-signs are detected
based on prior knowledge, which includes road geometry in-
formation and traffic-sign geometry information. The detected
traffic-signs patches are classified by a GaussianBernoulli
DBMs model. Following this ideal, Guan et al. [105] further
improved the traffic sign recognition part using a convolutional
capsule network. To summarize, these methods improve the
traffic sign detection stage with multimodal data and prior
knowledge. However, prior knowledge is often region-specific,
which makes it difficult to generalize to other parts of the
world.
VI. SEMANTIC SEGMENTATION
This section reviews existing camera-LiDAR fusion meth-
ods for 2D semantic segmentation, 3D semantic segmentation
and instance segmentation. 2D/3D semantic segmentation aims
to predict per-pixel and per-point class labels, while instance
segmentation also cares about individual instances. Figure 8
& 9 present a timeline of 3D semantic segmentation networks
and typical model architectures.
A. 2D Semantic Segmentation
1) Feature-level fusion: Sparse & Dense [46] presented a
NASNet [53] based auto-encoder network that can be used
for 2D semantic segmentation or depth completion leveraging
image and sparse depths. The image and corresponding sparse
depth map are processed by two parallel encoders before fused
into the shared decoder. Valada et al. [55] employed a multi-
stage feature-level fusion of varying depth to facilitate seman-
tic segmentation. Caltagirone et al.[90] utilized up-sampled
depth-image and image for 2D semantic segmentation. This
dense depth-image is up-sampled using sparse depth-images
(from point cloud) and images [108]. The best performing
cross-fusion model processes dense depth-image and image
data in two parallel CNN branches with skip-connections
in between and fuses the two feature maps in the final
convolution layer.
B. 3D Semantic Segmentation
1) Feature-level fusion: Dai et al.[109] presented 3DMV,
a multi-view network for 3D semantic segmentation which
fuse image semantic and point features in voxelized point
cloud. Image features are extracted by 2D CNNs from multiple
aligned images and projected back to the 3D space. These
multi-view image features are max-pooled voxel-wise and
fused with 3D geometry before feeding into the 3D CNNs
for per-voxel semantic prediction. 3DMV out-performed other
voxel-based approaches on ScanNet [110] benchmark. How-
ever, the performance of voxel-based approaches is determined
by the voxel-resolution and hindered by voxel boundary arti-
facts.
To alleviate problems caused by point cloud voxelization,
Chiang et al. [111] proposed a point-based semantic segmenta-
tion framework (UPF) that also enables efficient representation
learning of image features, geometrical structures and global
context priors. Features of rendered multi-view images are
extracted using a semantic segmentation network and projected
to 3D space for point-wise feature fusion. This fused point
cloud is processed by two PointNet++ [30] based encoders to
extract local and global features before feeding into a decoder
for per-point semantic label prediction. Similarly, Multi-View
PointNet (MVPNet) [112] fused multi-view images semantics
and 3D geometry to predict per-point semantic labels.
Permutohedral lattice representation is an alternative ap-
proach for multimodal data fusion and processing. Sparse Lat-
tice Networks (SPLATNet) by Su et al. [113] employed sparse
bilateral convolution to achieve spatial-aware representation
learning and multimodal (image and point cloud) reasoning. In
this approach, point cloud features are interpolated onto a dl-
dimensional permutohedral lattice, where bilateral convolution
is applied. The results are interpolated back onto the point
cloud. Image features are extracted from multi-view images
using a CNN and projected to the 3D lattice space to be
combined with 3D features. This fused feature map is further
processed by CNN to predict the per-point label.
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Fig. 9. Some typical model architectures and fusion methods for semantic
segmentation
C. Instance Segmentation
In essence, instance segmentation aims to perform semantic
segmentation and object detection jointly. It extends the se-
mantic segmentation task by discriminating against individual
instances within a class, which makes it more challenging.
1) Proposal based: Hou et al. presented 3D-SIS [114],
a two-stage 3D CNN that performs voxel-wise 3D instance
segmentation on multi-view images and RGB-D scan data. In
the 3D detection stage, multi-view image features are extracted
and down-sampled using ENet [115] based network. This
down-sample process tackles the mismatch problem between
a high-resolution image feature map and a low-resolution
voxelized point cloud feature map. These down-sampled image
feature maps are projected back to 3D voxel space and append
to the corresponding 3D geometry features, which are then fed
into a 3D CNN to predict object classes and 3D bbox poses.
In the 3D mask stage, a 3D CNN takes images, point cloud
features and 3D object detection results to predict per-voxel
instance labels.
Narita et al. [116] extended 2D panoptic segmentation
to perform scene reconstruction, 3D semantic segmentation
and 3D instance segmentation jointly on RGB images and
depth images. This approach takes RGB and depth frames as
inputs for instance and 2D semantic segmentation networks.
To track labels between frames, these frame-wise predicted
panoptic annotations and corresponding depth are referenced
by associating and integrating to the volumetric map. In the
final step, a fully connected conditional random field (CRF)
is employed to fine-tune the outputs. However, this approach
does not support dynamic scenes and are vulnerable to long-
term post drift.
2) Proposal-free based: Elich et al. [117] presented 3D-
BEVIS, a framework that performs 3D semantic and instance
segmentation tasks jointly using the clustering method on
points aggregated with 2D semantics. 3D-BEVIS first extract
global semantic scores map and instance feature map from 2D
BEV representation (RGB and height-above-ground). These
two semantic maps are propagated to points using a graph
neural network. Finally, the mean shift algorithm [118] use
Fig. 10. A comparison between Detection-Based Tracking (DBT) and
Detection-Free Tracking (DFT) approaches.
these semantic features to cluster points into instances. This
approach is mainly constraint by its dependence on semantic
features from BEV, which could introduce occlusions from
sensor displacements.
VII. OBJECTS TRACKING
Multiple object tracking (MOT) aims to maintain objects
identities and track their location across data frames (over
time), which is indispensable for the decision making of
autonomous vehicles. To this end, this section reviews camera-
LiDAR fusion based object tracking methods. Based on object
initialization methods, MOT algorithms can be catalogued into
Detection-Based Tracking (DBT) and Detection-Free Tracking
(DFT) frameworks. DBT or Tracking-by-Detection framework
leverages a sequence of object hypotheses and higher-level
cues produced by an object detector to track objects. In DBT,
objects are tracked via data (detections sequence) associa-
tion or Multiple Hypothesis Tracking. On the contrary, the
DFT framework is based on finite set statistics (FISST) for
state estimation. Common methods include Multi-target Multi-
Bernoulli (MeMBer) filter and Probability Hypothesis Density
(PHD) filter.
Table V presents the performance of different models on
the KITTI multi-object tracking benchmark (car) [56]. Figure
10 provides a comparison between DBT and DFT approaches.
A. Detection-Based Tracking (DBT)
The tracking-by-Detection framework consists of two
stages. In the first stage, objects of interest are detected. The
second stage associates these objects over time and formulates
them into trajectories, which are formulated as linear pro-
grams. Frossard et al. [119] presented an end-to-end trainable
tracking-by-detection framework comprise of multiple inde-
pendent networks that leverage both image and point cloud.
This framework performs object detection, proposal matching
and scoring, linear optimization consecutively. To achieve end-
to-end learning, detection and matching are formulated via a
deep structured model (DSM). Zhang et al. [120] presented
a sensor-agnostic framework, which employs a loss-coupling
scheme for image and point cloud fusion. Similar to [119], the
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TABLE V
COMPARATIVE RESULTS ON KITTI MULTI-OBJECT TRACKING BENCHMARK (CAR) [56]. MOTA STANDS FOR MULTIPLE OBJECT TRACKING ACCURACY.
MOPT STANDS FOR MULTIPLE OBJECT TRACKING PRECISION. MT STANDS FOR MOSTLY TRACKED. ML STANDS FOR MOSTLY LOST. IDS STANDS FOR
NUMBER OF ID SWITCHES. FRAG STANDS FOR NUMBER OF FRAGMENTS.
Methods Data-association Models Hardware Run-time MOTA(%) MOTP(%) MT(%) ML(%) IDS FRAG
DBT
min-cost ow DSM [119] GTX1080Ti 0.1s 76.15 83.42 60.00 8.31 296 868
min-cost ow mmMOT [120] GTX1080Ti 0.02s 84.77 85.21 73.23 2.77 284 753
Hungarian MOTSFusion [121] GTX1080Ti 0.44s 84.83 85.21 73.08 2.77 275 759
DFT RFS Complexer-YOLO [122] GTX1080Ti 0.01s 75.70 78.46 58.00 5.08 1186 2092
framework consists of three stages, object detection, adjacency
estimation and linear optimization. In the object detection
stage, image and point cloud features are extracted via a VGG-
16 [123] and a PointNet [30] in parallel and fused via a robust
fusion module. The robust fusion module is designed to work
with both a-modal and multi-modal inputs. The adjacency
estimation stage extends min-cost flow to multi-modality via
adjacent matrix learning. Finally, an optimal path is computed
from the min-cost flow graph.
Tracking and 3D reconstruct tasks can be performed jointly.
Extending this idea, Luiten et al. [121] leveraged 3D recon-
struction to improve tracking, making tracking robust against
complete occlusion. The proposed MOTSFusion consists of
two stages. In the first stage, detected objects are associate
with spatial-temporal tracklets. These tracklets are matched
and merged into trajectories using the Hungarian algorithm.
Furthermore, MOTSFusion can work with LiDAR mono and
stereo depth.
B. Detection-Free Tracking (DFT)
In DFT objects are manually initialized and tracked via
filtering based methods. The complexer-YOLO [122] is a
real-time framework for decoupled 3D object detection and
tracking on image and point cloud data. In the 3D object
detection phase, 2D semantics are extracted and fused point-
wise to the point cloud. This semantic point cloud is voxelized
and fed into a 3D complex-YOLO for 3D object detection.
To speed up the training process, IoU is replaced by a novel
metric called Scale-Rotation-Translation score (SRTs), which
evaluates 3 DoFs of the bounding box position. Multi-object
tracking is decoupled from the detection, and the inference
is achieved via Labeled Multi-Bernoulli Random Finite Sets
Filter (LMB RFS).
VIII. ONLINE CROSS-SENSOR CALIBRATION
One of the preconditions of the camera-LiDAR fusion
pipeline is a flawless registration/calibration between sensors,
which can be difficult to satisfy. The calibration parameters be-
tween sensors change constantly due to mechanical vibration
and heat fluctuation. As most fusion methods are extremely
sensitive towards calibration errors, this could significantly
cripple their performance and reliability. Furthermore, offline
calibration is a troublesome and time-consuming procedure.
Therefore, studies on online automatic cross-sensor calibration
have significant practical benefits.
A. Classical Online Calibration
Online calibration methods estimate extrinsic in natural
settings without a calibration target. Many studies [124] [125]
[126] [127] find extrinsic by maximizing mutual information
(MI) (raw intensity value or edge intensity) between differ-
ent modalities. However, MI-based methods are not robust
against texture-rich environments, large de-calibrations and
occlusions caused by sensor displacements. Alternatively, the
LiDAR-enabled visual-odometry based method [128] uses the
camera’s ego-motion to estimate and evaluate camera-LiDAR
extrinsic parameters. Nevertheless, [128] still struggles with
large de-calibrations and cannot run in real-time.
B. DL-based Online Calibration
To mitigate the aforementioned challenges, Schneider et
al. [129] designed a real-time capable CNN (RegNet) to
estimate extrinsic, which is trained on randomly decalibrated
data. The proposed RegNet extracts image and depth feature
in two parallel branches and concatenates them to produce
a fused feature map. This fused feature map is fed into a
stack of Network in Network (NiN) modules and two fully
connected layers for feature matching and global regression.
However, the RegNet is agnostic towards the sensor’s intrinsic
parameters and needs to be retrained once these intrinsic
changes. To solve this problem, the CalibNet [130] learns to
minimize geometric and photometric inconsistencies between
the miscalibrated and target depth in a self-supervised man-
ner. Because intrinsics are only used during the 3D spatial
transformer, the CalibNet can be applied to any intrinsically
calibrated cameras. Nevertheless, deep learning based cross-
sensor calibration methods are computationally expensive.
IX. TRENDS, OPEN CHALLENGES AND PROMISING
DIRECTIONS
The perception module in a driverless car is responsible for
obtaining and understanding its surrounding scenes. Its down-
stream modules, such as planning, decision making and self-
localization, depend on its outputs. Therefore, its performance
and reliability are the prerequisites for the competence of the
entire driverless system. To this end, LiDAR and camera fusion
is applied to improve the performance and reliability of the
perception system, making driverless vehicles more capable
in understanding complex scenes (e.g. urban traffic, extreme
weather condition and so on). Consequently, in this section,
we summarize overall trends and discuss open challenges
and potential influencing factors in this regard. As shown in
Table VI, we focus on improving the performance of fusion
methodology and the robustness of the fusion pipeline.
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TABLE VI
OPEN CHALLENGES RELATED TO PERFORMANCE IMPROVEMENT, RELIABILITY ENHANCEMENT.
Open Challenges: Possible solutions / directions:
Performance-related Open Research Questions
What should be the data representation of fused data? Point Representation + Point Convolution
How to encode Temporal Context? RNN/LSTM + Generative Models
What should be the learning scheme? Unsupervised + Weakly-supervised learning
When to use deep learning methods? On applications with explicit objectives that can be verified objectively
Reliability-related Open Research Questions
How to mitigate camera-LiDAR coupling? Sensor-agnostic framework
How to improve all-weather / Lighting conditions? Datasets with complex weather / lighting conditions
How to handle adversarial attacks and corner cases? Cross modality verification
How to solve open-set object detection? Testing protocol, metrics + new framework
How to balance speed-accuracy trade-offs? Models developed with scalability in mind
From the methods reviewed above, we observed some
general trends among the image and point cloud fusion ap-
proaches, which are summarized as the following:
• 2D to 3D: Under the progressing of 3D feature extraction
methods, to locate, track and segment objects in 3D space
has become a heated area of research.
• Single-task to multi-tasks: Some recent works [73] [122]
combined multiple complementary tasks, such as object
detection, semantic segmentation and depth completion
to achieve better overall performance and reduce compu-
tational costs.
• Signal-level to multi-level fusion: Early works often
leverage signal-level fusion where 3D geometry is trans-
lated to the image plane to leverage off-the-shelf image
processing models, while recent models try to fuse image
and LiDAR in multi-level (e.g. early fusion, late fusion)
and temporal context encoding.
A. Performance-related Open Research Questions
1) What should be the data representation of fused data?:
The choosing of data representations of the fused data plays
a fundamental role in designing any data fusion algorithms.
Current data representation for image and point cloud fusion
includes:
• Image Representation: Append 3D geometry as addi-
tional channels of the image. The image-based repre-
sentation enables off-the-shelf image processing models.
However, the results are also limited in the 2D image
plane, which is less ideal for autonomous driving.
• Point Representation: Append RGB signal/features as
additional channels of the point cloud. However, the
mismatch of resolution between high-resolution images
and low-resolution point cloud leads to inefficiency.
• Intermediate data representations: Translate image and
point cloud features/signal into an intermediate data rep-
resentation, such as voxelized point cloud [82]. However,
voxel-based methods suffer from bad scalability.
Many recent works for point cloud processing have con-
centrated on defining explicit point convolution operations
[32] [62] [33] [35] [36] [37] [38], which have shown great
potentials. These point convolutions are better suited to extract
fine-grained per-point and local geometry. Therefore, we be-
lieve the point representation of fused data coupled with point
convolutions has great potentials in camera-LiDAR fusion
studies.
2) How to encode temporal context?: Most current deep
learning based perception systems tend to overlook temporal
context. This leads to numerous problems, such as point
cloud deformation from low refresh rate and incorrect time-
synchronization between sensors. These problems cause mis-
matches between images, point cloud and actual environment.
Therefore, it is vital to incorporate temporal context into the
perception systems.
In the context of autonomous driving, temporal context
can be incorporated using RNN or LSTM models. In [131],
an LSTM auto-encoder is employed to estimate future states
of surrounding vehicles and adjust the planned trajectory
accordingly, which helps autonomous vehicles run smoother
and more stable. In [121] temporal context is leveraged to
estimate ego-motion, which benefits later task-related header
networks. Furthermore, the temporal context could benefit
online self-calibration via a visual-odometry based method
[128]. Following this trend, the mismatches caused by LiDAR
low refresh rate could be solved by encoding temporal context
and generative models.
3) What should be the learning scheme?: Most current
camera-LiDAR fusion methods rely on supervised learning,
which requires large annotated datasets. However, annotating
images and point clouds is expensive and time-consuming.
This limits the size of the current multi-modal dataset and the
performance of supervised learning methods.
The answer to this problem is unsupervised and weakly-
supervised learning frameworks. Some recent studies have
shown great potentials in this regards [43] [50] [132] [24]
[101]. Following this trend, future researches in unsupervised
and weakly-supervised learning fusion frameworks could al-
low the networks to be trained on large unlabeled/coarse-
labelled dataset and leads to better performance.
4) When to use deep learning methods?: Recent advances
in deep learning techniques have accelerated the develop-
ment of autonomous driving technology. In many aspects,
however, traditional methods are still indispensable in current
autonomous driving systems. Compared with deep learning
methods, traditional methods have better interpretability and
consume significantly less computational resources. The abil-
ity to track back a decision is crucial for the decision making
and planning system of an autonomous vehicle. Nevertheless,
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current deep learning algorithms are not back-traceable, mak-
ing them unfit for these applications. Apart from this black-
box dilemma, traditional algorithms are also preferred for their
real-time capability.
To summarize, we believe deep learning methods should be
applied to applications that have explicit objectives that can
be verified objectively.
B. Reliability-related Open Research Questions
1) How to mitigate camera-LiDAR coupling?: From an
engineering perspective, redundancy design in an autonomous
vehicle is crucial for its safety. Although fusing LiDAR
and camera improves perception performance, it also comes
with the problem of signal coupling. If one of the signal
paths suddenly failed, the whole pipeline could break down
and cripple down-stream modules. This is unacceptable for
autonomous driving systems, which require robust perception
pipelines.
To solve this problem, we should develop a sensor-agnostic
framework. For instance, we can adopt multiple fusion mod-
ules with different sensor inputs. Furthermore, we can employ
a multi-path fusion module that take asynchronous multi-
modal data. However, the best solution is still open for study.
2) How to improve all-weather/Lighting conditions?: Au-
tonomous vehicles need to work in all weather and lighting
conditions. However, current datasets and methods are mostly
focused on scenes with good lighting and weather conditions.
This leads to bad performances in the real-world, where
illumination and weather conditions are more complex.
The first step towards this problem is developing more
datasets that contain a wide range of lighting and weather
conditions. In addition, methods that employ multi-modal data
to tackle complex lighting and weather conditions require
further investigation.
3) How to handle adversarial attacks and corner cases?:
Adversarial attacks targeted at camera-based perception sys-
tems have proven to be effective. This poses a grave danger
for the autonomous vehicle, as it operates in safety-critical
environments. It may be difficult to identify attacks explicitly
designed for certain sensory modality. However, perception
results can be verified across different modalities. In this
context, research on utilizing the 3D geometry and images
to jointly identify these attacks can be further explored.
As self-driving cars operate in an unpredictable open en-
vironment with infinite possibilities, it is critical to consider
corner and edge cases in the design of the perception pipeline.
The perception system should anticipate unseen and unusual
obstacles, strange behaviours and extreme weather. For in-
stance, the image of cyclists printed on a large vehicle and
people wearing costumes. These corner cases are often very
difficult to handle using only the camera or LiDAR pipeline.
However, leveraging data from multi-modalities to identify
these corner cases could prove to be more effective and reliable
than from a-modal sensors. Further researches in this direction
could greatly benefit the safety and commercialization of
autonomous driving technology.
4) How to solve open-set object detection?: Open-set ob-
ject detection is a scenario where an object detector is tested on
instances from unknown/unseen classes. The open-set problem
is critical for an autonomous vehicle, as it operates in un-
constrained environments with infinite categories of objects.
Current datasets often use a background class for any objects
that are not interested. However, no dataset can include all the
unwanted object categories in a background class. Therefore,
the behaviour of an object detector in an open-set setting is
highly uncertain, which is less ideal for autonomous driving.
The lack of open-set object detection awareness, testing
protocol and metrics leads to little explicit evaluations of the
open-set performance in current object detection studies. These
challenges have been discussed and investigated in a recent
study by Dhamija et al. [133], where a novel open-set protocol
and metrics are proposed. The authors proposed an additional
mixed unknown category, which contains known ’background’
objects and unknown/unseen objects. Based on this protocol,
current methods are tested on a test set with a mixed unknown
category generated from a combination of existing datasets.
In another recent study on the point cloud, Wong et al.
[134] proposed a technique that maps unwanted objects from
different categories into a category-agnostic embedding space
for clustering.
The open-set challenges are essential for deploying deep
learning-based perception systems in the real-world. And it
needs more effort and attention from the whole research
community (dataset and methods with emphasis on unknown
objects, test protocols and metrics, etc.,).
5) How to balance speed-accuracy trade-offs?: The pro-
cessing of multiple high-resolution images and large-scale
point clouds put substantial stress on existing mobile comput-
ing platforms. This sometimes causes frame-drop, which could
seriously degrade the performance of the perception system.
More generally, it leads to high-power consumption and low
reliability. Therefore, it is important to balance the speed and
accuracy of a model in real-world deployments.
There are studies that attempt to detect the frame-drop.
In [135], Imre et al. proposed a multi-camera frame-drop
detection algorithm that leverages multiple segments (broken
line) fitting on camera pairs. However, frame-drop detection
only solves half of the problem. The hard-part is to prevent
the performance degradation caused by the frame-drop. Re-
cent advances in generative models have demonstrated great
potentials to predict missing frames in video sequences [136],
which could be leveraged in autonomous driving for filling the
missing frames in the image and the point cloud pipelines.
However, we believe the most effective way to solve the
frame-drop problem is to prevent it by reducing the hard-ware
workload. This can be achieved by carefully balancing the
speed and accuracy of a model [137].
To achieve this, deep learning models should be able to scale
down its computational cost, while maintaining acceptable
performance. This scalability is often achieved by reducing
the number of inputs (points, pixels, voxels) or the depth of
the network. From previous studies [30] [138] [38], point-
based and multi-view based fusion methods are more scalable
compared to voxel-based methods.
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X. CONCLUSION
This paper presented an in-depth review of the most recent
progress on deep learning models for point cloud and image
fusion in the context of autonomous driving. Specifically, this
review organizes methods based on their fusion methodolo-
gies and covers topics in depth completion, dynamic and
stationary object detection, semantic segmentation, tracking
and online cross-sensor calibration. Furthermore, performance
comparisons on the publicly available dataset, highlights and
advantages/disadvantages of models are presented in tables.
Typical model architectures are shown in figures. Finally, we
summarized general trends and discussed open challenges and
possible future directions. This survey also raised awareness
and provided insights on questions that are overlooked by the
research community but troubles real-world deployment of the
autonomous driving technology.
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