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We consider degenerate Kirchhoff equations with a small parameter
ε in front of the second-order time-derivative. It is well known that
these equations admit global solutions when ε is small enough,
and that these solutions decay as t → +∞ with the same rate of
solutions of the limit problem (of parabolic type).
In this paper we prove decay-error estimates for the difference be-
tween a solution of the hyperbolic problem and the solution of
the corresponding parabolic problem. These estimates show in the
same time that the difference tends to zero both as ε → 0+, and
as t → +∞. Concerning the decay rates, it turns out that the dif-
ference decays faster than the two terms separately (as t → +∞).
Proofs involve a nonlinear step where we separate Fourier compo-
nents with respect to the lowest frequency, followed by a linear
step where we exploit weighted versions of classical energies.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a separable real Hilbert space. For every x and y in H , |x| denotes the norm of x, and
〈x, y〉 denotes the scalar product of x and y. Let A be a self-adjoint linear operator on H with dense
domain D(A). We assume that A is nonnegative, namely 〈Ax, x〉  0 for every x ∈ D(A), so that for
every α  0 the power Aαx is deﬁned provided that x lies in a suitable domain D(Aα).
We consider the Cauchy problem
εu′′ε(t) + u′ε(t) +
∣∣A1/2uε(t)∣∣2γ Auε(t) = 0 ∀t  0, (1.1)
uε(0) = u0, u′ε(0) = u1, (1.2)
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satisfying the mild nondegeneracy condition
A1/2u0 
= 0. (1.3)
The singular perturbation problem in its generality consists in proving the convergence of solutions
of (1.1), (1.2) to solutions of the ﬁrst order problem
u′(t) + ∣∣A1/2u(t)∣∣2γ Au(t) = 0 ∀t  0, (1.4)
u(0) = u0, (1.5)
obtained setting formally ε = 0 in (1.1), and omitting the second initial condition in (1.2). Following
the approach introduced by J.L. Lions [19] in the linear case, one deﬁnes the corrector θε(t) as the
solution of the second order linear problem
εθ ′′ε (t) + θ ′ε(t) = 0 ∀t  0, (1.6)
θε(0) = 0, θ ′ε(0) = u1 +
∣∣A1/2u0∣∣2γ Au0 =: w0. (1.7)
It is easy to see that θ ′ε(0) = u′ε(0) − u′(0), hence this corrector keeps into account the boundary
layer due to the loss of one initial condition. Finally, one deﬁnes rε(t) and ρε(t) in such a way that
uε(t) = u(t) + θε(t) + rε(t) = u(t) + ρε(t) ∀t  0.
With these notations, the singular perturbation problem consists in proving that rε(t) → 0 or
ρε(t) → 0 in some sense as ε → 0+ .
The singular perturbation problem for Kirchhoff equations has generated a considerable literature
in the last 30 years. The state of the art has been recently presented in the survey [13], where
more general nonlinearities and more general dissipative terms have also been considered. In [13]
the general problem has been split into six subproblems, which we list below.
(P1) Global existence and decay estimates for the parabolic problem.
(P2) Local existence for the hyperbolic problem and local-in-time error estimates on ρε(t) and rε(t).
(P3) Global existence for the hyperbolic problem.
(P4) Decay estimates for solutions of the hyperbolic problem (as t → +∞).
(P5) Global-in-time error estimates for the singular perturbation problem, which means time-
independent estimates on ρε(t) or rε(t) as ε → 0+ .
(P6) Decay-error estimates for the singular perturbation problem, which means estimates such as
∣∣Aαρε(t)∣∣ω(ε)σ (t) or ∣∣Aαr′ε(t)∣∣ω(ε)σ (t), (1.8)
where of course the convergence rate ω(ε) tends to 0 as ε → 0+ , and the decay rate σ(t) tends
to 0 as t → +∞. Decay-error estimates are the meeting point of subproblems (P4) and (P5), and
they represent the ultimate goal of the theory.
We stress the different roles played by ρε(t) and rε(t). Indeed it is not possible to prove decay-
error estimates on Aαrε(t) because it does not decay to 0 as t → +∞ (indeed uε(t) and u(t)
tend to 0, while the corrector θε(t) does not), and it is not possible to prove decay-error esti-
mates on Aαρ ′ε(t) because in general for t = 0 it does not tend to 0 as ε → 0+ (due to the loss
of one initial condition).
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unique global solution for every u0 ∈ D(A) (and even for less regular data), and this solution decays
at inﬁnity as solutions of the ordinary differential equation
y′ + |y|2γ y = 0, (1.9)
which is just the special case of (1.4) where H =R and A is the identity.
Also subproblem (P2) is well understood, because on a ﬁxed bounded time interval the degen-
eracy of the equation plays no role. Local-in-time error estimates were proved by B.F. Esham and
R.J. Weinacht in [4], then by the second author in [16], and ﬁnally by the authors in [10, Ap-
pendix A] with optimal assumptions on initial data. The typical result is that |A1/2ρε(t)| Cε when
(u0,u1) ∈ D(A3/2) × D(A1/2), and we know that this space is optimal if we look for estimates on
|A1/2ρε(t)| of order ε, even in the linear case (see [8]).
Subproblem (P3) was solved by K. Nishihara and Y. Yamada [23] (see also [7] where the mildly
degenerate case is treated in full generality). They proved that problem (1.1), (1.2) has a unique global
solution provided that (u0,u1) ∈ D(A)× D(A1/2) satisfy the nondegeneracy assumption (1.3) and ε is
small enough. It is not known whether the smallness of ε is a necessary condition. This remains the
main open problem in the theory of Kirchhoff equations, both dissipative and non-dissipative, both
degenerate and nondegenerate.
Subproblem (P4) was ﬁrst addressed in [23]. More recently, the authors in [9] and [6] provided
optimal decay estimates, showing that solutions of (1.1), (1.2) decay with the same rate of solutions
of the corresponding parabolic problem (see also [21,22,24,25] for the case γ = 1). The results have
been recently extended in [12] to equations with weak dissipation, namely with a dissipative term of
the form b(t)u′ε(t), where b(t) → 0 as t → +∞.
Subproblem (P5) was considered by the authors in [10], with nonoptimal convergence rates, and
ﬁnally by the ﬁrst author [5] with optimal convergence rates.
For the convenience of the reader, in Section 2.1 we state all previous results needed in the sequel.
In this paper we concentrate on subproblem (P6), namely on decay-error estimates. Estimates of
this type were proved by R. Chill and A. Haraux [3] in the case of linear equations, and then by
H. Hashimoto and T. Yamazaki [18] for nondegenerate Kirchhoff equations. Those results were succes-
sively extended by T. Yamazaki [27,28] and by the authors [11] to nondegenerate Kirchhoff equations
with weak dissipation. The nondegenerate character of the equation (namely strict hyperbolicity)
seems to be essential in all previous approaches, which fail when applied to degenerate equations.
This is the technical reason why subproblem (P6) resisted so far as an open problem.
In this paper we begin by showing that there is a deeper reason. Indeed we show in Example 2.2
that, without further assumptions on initial data, the expected decay-error estimates are actually
false, even in the simple case where H is a two dimensional vector space. By “expected” we mean
decay-error estimates such as (1.8), where the decay-rate σ(t) is the same as in subproblem (P4),
and the convergence rate ω(ε) is the same as in subproblem (P2) or subproblem (P5). The rigorous
veriﬁcation of the counterexamples strongly relies on the asymptotic limits which have been recently
found in [6].
Roughly speaking, the expected decay-error estimates are false whenever the initial condition u1
has a nonzero Fourier component with respect to a frequency which is less than all frequencies cor-
responding to nonzero components of u0. This motivates the introduction of a special class of initial
data where this cannot happen (see Deﬁnition 2.3). In Remark 2.4 we show that this requirement on
initial data is easily satisﬁed in many concrete cases.
The main result of this paper is that in this class of initial data we do have decay-error estimates
for the degenerate problem. Apart from the special assumption, the regularity we require on initial
data is optimal, because it is the same which was optimal in the linear nondegenerate case. The
convergence rates ω(ε) are optimal, because they are the same which appear in the local-in-time
error estimates of subproblem (P2), or in the global-in-time error estimates of subproblem (P5). The
real surprise lies in the decay rate σ(t). Indeed it turns out that ρε(t) and r′ε(t) decay faster than
uε(t) and u(t) alone.
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to originate from different reasons. Indeed in those examples it is essential that the operator is not
coercive, while in our case we have improvement even if the operator is coercive. Roughly speaking,
our improvement comes from the fact that our equation is in the same time degenerate and non-
linear. In Section 2.3 below we show a simple toy model, based on ordinary differential equations
of order one, which gives a ﬂavor of this aspect. The main point, both for the improvement and for
the impossibility of expected decay-error estimates for general data, is that solutions of (1.9) decay as
C(1+ t)−1/(2γ ) , where the constant C depends on γ , but is independent of the initial condition.
Our result requires a new approach in order to take advantage of the special assumptions on ini-
tial data. The main idea is that in the nonlinear degenerate case Fourier components corresponding
to higher frequencies decay faster. As a consequence, in the limit as t → +∞ the nonlinear terms
|A1/2uε(t)|2γ or |A1/2u(t)|2γ do depend on the lowest frequency only. This suggests to separate com-
ponents corresponding to the lowest frequency, and this is exactly what we do in Lemma 3.4 and
then in Section 3.3, where we prove our basic decay-error estimate on ρε(t). This is the nonlinear
core of the paper.
After the estimate on ρε(t) has been established, the proof becomes more standard. We forget
about components, and we regard both (1.1) and (1.4) as linear equations where we have frozen the
nonlinear terms. At this point we introduce weighted versions of classical energies and we deduce all
remaining integral and pointwise estimates on ρε(t), rε(t), and their derivatives.
This paper is organized as follows. In Section 2 we recall previous works, we state our main result,
and we present some heuristics based on a toy model. In Section 3 we prove our main result. In
Section 4 we state some open problems.
2. Statements
2.1. Previous results
In this section we recall some previous results needed in the sequel, adapting them to the special
nonlinear term which appears in (1.1) and (1.4).
The ﬁrst one answers what we called subproblem (P1) in the introduction (we refer to [15] and
the references quoted therein for the existence part, and to Section 3.2 of [9] for decay estimates).
We recall that an operator A is coercive if
inf
{〈Au,u〉: u ∈ D(A), |u| = 1}> 0.
Theorem A (Parabolic problem: global existence and decay estimates). Let H be a Hilbert space, and let A be a
nonnegative self-adjoint (unbounded) operator on H with dense domain. Let γ  1 be a real number, and let
u0 ∈ D(A).
Then we have the following conclusions:
(1) (Existence and uniqueness.) Problem (1.4), (1.5) has a unique global solution
u ∈ C1([0,+∞); H)∩ C0([0,+∞); D(A)).
(2) (Further regularity.) If in addition u0 satisﬁes the nondegeneracy assumption (1.3), then the solution is
non-stationary, and u ∈ C∞((0,+∞); D(Aα)) for every α  0.
(3) (Decay estimates.) Let us assume that the operator A is coercive, that u0 satisﬁes the nondegeneracy
assumption (1.3), and that u0 ∈ D(Ak/2) for some integer k 2.
Then there exist positive constants C1 and C2 such that, for every positive integer j  k, we have that
C1
(1+ t)1/γ 
∣∣A j/2u(t)∣∣2  C2
(1+ t)1/γ ∀t  0. (2.1)
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in [23] (see also [7]), while decay estimates were proved in this form in [9].
Theorem B (Hyperbolic problem: global existence and decay estimates). Let H be a Hilbert space, and let A be
a nonnegative self-adjoint (unbounded) operator on H with dense domain. Let γ  1 be a real number, and let
us assume that the initial condition (u0,u1) ∈ D(A) × D(A1/2) satisﬁes the nondegeneracy assumption (1.3).
Then there exists ε0 > 0 for which the following conclusions hold true.
(1) (Existence and uniqueness.) For every ε ∈ (0, ε0) we have that problem (1.1), (1.2) has a unique global
solution uε in the space
C2
([0,+∞); H)∩ C1([0,+∞); D(A1/2))∩ C0([0,+∞); D(A)). (2.2)
(2) (Decay estimates.) Let us assume in addition that the operator A is coercive. Then there exist positive
constants C1 and C2 such that, for every ε ∈ (0, ε0), we have that
C1
(1+ t)1/γ 
∣∣A1/2uε(t)∣∣2  C2
(1+ t)1/γ ∀t  0, (2.3)
C1
(1+ t)1/γ 
∣∣Auε(t)∣∣2  C2
(1+ t)1/γ ∀t  0, (2.4)∣∣u′ε(t)∣∣2  C2(1+ t)2+1/γ ∀t  0. (2.5)
The third and last result answers subproblem (P5). It follows from a more general result proved
in [5] (see also [10]), where also weak dissipation terms are considered.
Theorem C (Singular perturbation: global-in-time error estimates). Let H, A, γ , (u0,u1), ε0 be as in Theo-
rem B, and let uε(t), u(t), θε(t), ρε(t), rε(t) be deﬁned as usual.
Let us assume that the operator A is coercive.
Then the following conclusions hold true.
(1) If in addition we assume that (u0,u1) ∈ D(A3/2) × D(A1/2), then there exist ε1 ∈ (0, ε0) and a constant
C such that for every ε ∈ (0, ε1) we have that
∣∣ρε(t)∣∣2 + ∣∣A1/2ρε(t)∣∣2 + ε(1+ t)∣∣r′ε(t)∣∣2  Cε2 ∀t  0,
+∞∫
0
(
(1+ t)∣∣r′ε(t)∣∣2 + |A1/2ρε(t)|21+ t
)
dt  Cε2.
(2) If in addition we assume that (u0,u1) ∈ D(A2) × D(A), then there exist ε1 ∈ (0, ε0) and a constant C
such that for every ε ∈ (0, ε1) we have that
∣∣Aρε(t)∣∣2 + (1+ t)2∣∣r′ε(t)∣∣2  Cε2 ∀t  0,
+∞∫
0
(
(1+ t)∣∣A1/2r′ε(t)∣∣2 + |Aρε(t)|21+ t
)
dt  Cε2.
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inequalities. For example, from previous results we know that
∣∣A1/2ρε(t)∣∣2  2(∣∣A1/2uε(t)∣∣2 + ∣∣A1/2u(t)∣∣2) K1
(1+ t)1/γ and
∣∣A1/2ρε(t)∣∣2  K2ε2.
Since min{x, y} xθ y1−θ for every x 0, y  0, θ ∈ (0,1), we have also that
∣∣A1/2ρε(t)∣∣2 min
{
K1
(1+ t)1/γ , K2ε
2
}
 K3
ε2(1−θ)
(1+ t)θ/γ ∀t  0. (2.6)
These estimates are in general nonoptimal, both for the decay rate, and for the convergence rate.
2.2. Notation and main result
Taking into account the decay rates of Theorem B, and the convergence rates of Theorem C, it is
reasonable to expect decay-error estimates such as
∣∣A1/2ρε(t)∣∣2  K ε2
(1+ t)1/γ ∀t  0. (2.7)
The following example shows that such an estimate cannot be true for all initial data, even in
ﬁnite dimension.
Example 2.2. Let us take H :=R2, and an operator A with two eigenvalues λ20 < λ21, with correspond-
ing eigenvectors e0 and e1. Let us consider the solutions of (1.1) and (1.4) with initial data u0 := e1
and u1 := e0. Let us write in components uε(t) = uε,0(t)e0 + uε,1(t)e1, and u(t) = u0(t)e0 + u1(t)e1.
Then it is easy to see that u0(t) ≡ 0. Moreover, from Theorem 3.3 of [6] we have that
lim
t→+∞(1+ t)
1/γ
∣∣uε,0(t)∣∣2 = 1
λ20
1
(2γ λ20)
1/γ
, (2.8)
and in particular the limit is different from 0 and ε-independent. It follows that
lim inf
t→+∞(1+ t)
1/γ
∣∣A1/2ρε(t)∣∣2  lim inf
t→+∞(1+ t)
1/γ λ20
∣∣uε,0(t)∣∣2 = 1
(2γ λ20)
1/γ
,
which contradicts (2.7).
The heuristic idea behind (2.8) is the following. The key point is that uε,1(t) decays faster that
uε,0(t). If we neglect uε,1(t) in the computation of the nonlinear term, then uε,0(t) turns out to be a
solution of the ordinary differential equation
εu′′ε,0(t) + u′ε,0(t) + λ2γ+20
∣∣uε,0(t)∣∣2γ uε,0(t) = 0, (2.9)
with initial data uε,0(0) = 0 and u′ε,0(0) = 1. For equations of this type, H. Haraux [17] has proved the
existence of a class of solutions satisfying (2.8). We point out that, if we set formally ε = 0 in (2.9),
then all nontrivial solutions of the resulting ﬁrst order equation satisfy (2.8). Theorem 3.3 of [6] gives
a rigorous justiﬁcation of this idea, thus extending Haraux’s theory from one dimension to the inﬁnite
dimensional case.
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spond to frequencies greater than or equal to frequencies of components of u0. In order to state the
condition in a general form, we need some basic facts from the spectral theory of operators, which
we recall following [26].
Let E be the resolution of the identity associated with the operator A. For every measurable subset
J ⊆ [0,+∞) we consider the space H J :=R(E( J )), namely the range of the projection operator E( J ),
which is a closed subspace of H . For every μ > 0, we can therefore write H as a direct sum
H = H[0,μ) ⊕ H[μ,+∞). (2.10)
As a consequence, every vector v ∈ H can be written in a unique way in the form v = v
,μ + vh,μ ,
with v
,μ ∈ H[0,μ) and vh,μ ∈ H[μ,+∞) . Here subscripts refer to low and high frequencies with respect
to μ. We also point out that
〈Av, v〉μ|v|2 ∀v ∈ D(A) ∩ H[μ,+∞). (2.11)
In the case where H admits a (ﬁnite or countable) orthonormal system {ek} made by eigenvalues
of A, and {λ2k } is the sequence of corresponding eigenvalues, then H J is just the set of all v ∈ H such
that 〈v, ek〉 = 0 for every k ∈N such that λ2k /∈ J . Moreover in this case we have that
v
,μ :=
∑
k: λ2k<μ
〈v, ek〉ek, vh,μ :=
∑
k: λ2kμ
〈v, ek〉ek.
We are now ready to introduce the class of initial data which is crucial for our decay-error esti-
mates.
Deﬁnition 2.3 (Assumption on initial data). Let ν > 0 and δ0 > 1 be two real numbers. We say that a
pair of initial conditions (u0,u1) ∈ D(A) × D(A1/2) satisﬁes the (ν, δ0)-assumption if
• ν2 is an eigenvalue of A,
• the low frequency component u0,
,δ0ν2 of u0 is an eigenvector of A (hence different from zero)
corresponding to the eigenvalue ν2,
• the low frequency component u1,
,δ0ν2 of u1 is a multiple (possibly equal to zero) of the corre-
sponding component of u0, namely u1,
,δ0ν2 = βu0,
,δ0ν2 for some β ∈R.
In other words, u0 is the sum of an eigenvector relative to ν2 and other components corresponding
to frequencies greater than or equal to δ0ν2, while u1 is the sum of a multiple (possibly equal to zero)
of the same eigenvector and other components corresponding to frequencies greater than or equal
to δ0ν2.
We point out that the (ν, δ0)-assumption implies (1.3).
Remark 2.4. Let us assume that H admits a (ﬁnite or countable) orthonormal system {ek} made by
eigenvalues of A, relative to an increasing sequence of positive eigenvalues. Let 0 < λ20 < λ
2
1 be the
two smallest eigenvalues. Let us assume that λ20 is simple, and let e0 be a corresponding eigenvector.
We point out that this assumption is always satisﬁed in the concrete case where Ω ⊆ Rn is a
connected bounded open set, H := L2(Ω), and Au = −u with Dirichlet boundary conditions. The
interested reader is referred to Theorem 8.38 of [14].
Let (u0,u1) ∈ D(A) × D(A1/2) be any initial condition such that 〈u0, e0〉 
= 0.
Then (u0,u1) satisﬁes the (ν, δ0)-assumption with ν := λ0 and δ0 := λ21/λ20.
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the reasons explained in the introduction).
Theorem 2.5 (Singular perturbation: decay-error estimates). Let H be a Hilbert space, and let A be a non-
negative self-adjoint (unbounded) operator on H with dense domain. Let γ  1, ν > 0, and δ0 > 1 be real
numbers. Let (u0,u1) ∈ D(A) × D(A1/2) be a pair of initial conditions satisfying the (ν, δ0)-assumption. Let
ε0 be as in Theorem B, and let uε(t), u(t), θε(t), ρε(t), rε(t) be deﬁned as usual.
Let us set
δ := min{δ0,2γ + 1}, (2.12)
and let us consider the function λ : [0,+∞) →R deﬁned by
λ(t) :=
{
1 if δ < 2γ + 1,
log(e + t) if δ = 2γ + 1.
Then the following conclusions hold true.
(1) If in addition we assume that (u0,u1) ∈ D(A3/2) × D(A1/2), then there exist ε1 ∈ (0, ε0) and a constant
C such that for every ε ∈ (0, ε1) we have that
∣∣ρε(t)∣∣2 + ∣∣A1/2ρε(t)∣∣2 + ε(1+ t)∣∣r′ε(t)∣∣2  Cε2 λ2(t)(1+ t)δ/γ ∀t  0,
t∫
0
(1+ s)2δ/γ
(
(1+ s)∣∣r′ε(s)∣∣2 + |A1/2ρε(s)|21+ s
)
ds Cε2(1+ t)δ/γ λ2(t) ∀t  0.
(2) If in addition we assume that (u0,u1) ∈ D(A2) × D(A), then there exist ε1 ∈ (0, ε0) and a constant C
such that for every ε ∈ (0, ε1) we have that
∣∣Aρε(t)∣∣2 + (1+ t)2∣∣r′ε(t)∣∣2  Cε2 λ2(t)(1+ t)δ/γ ∀t  0,
t∫
0
(1+ s)2δ/γ
(
(1+ s)∣∣A1/2r′ε(s)∣∣2 + |Aρε(s)|21+ s
)
ds Cε2(1+ t)δ/γ λ2(t) ∀t  0.
Remark 2.6. It is possible to show that there is no improvement of decay rates with respect to The-
orem B when u1,
,δ0ν2 is not a multiple of u0,
,δ0ν2 . The example is similar to Example 2.2, just with
λ0 = λ1. In this case a step of the proof of Theorem 3.3 of [6] implies that
lim
t→+∞(1+ t)
1/γ
∣∣uε,0(t)∣∣2 
= 0.
Here the limit could be ε-dependent, but in any case this prevents |ρε(t)|2 from decaying faster
than (1+ t)1/γ .
This shows that also the third condition in Deﬁnition 2.3 is needed in order to have an improve-
ment of decay rates.
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A toy model for the singular perturbation problem is considering the difference between two solu-
tions of the ﬁrst order problem with two different initial data. The analogy is reasonable if we accept
that the second order equation (1.1) behaves as the ﬁrst order equation (1.4) when ε is small enough.
Then we further simplify the model by taking H := R and A = identity. Thus we have reduced our-
selves to considering the difference between two different solutions of a ﬁrst order ODE.
Despite of the dramatic simpliﬁcation, the toy model still reveals a rich behavior. Indeed let us
consider the following four examples.
(E1) Let us examine equation u′ +u = 0 (linear and nondegenerate). All solutions decay exponentially,
and the difference between two different solutions has the same decay rate of the two solutions
alone.
(E2) Let us examine equation u′ + k(1 + t)−1u = 0 (linear and degenerate). All solutions decay with
a polynomial rate, and the difference between two different solutions decays with the same
polynomial rate.
(E3) Let us examine equation u′ + (1 + |u|2γ )u = 0 (nonlinear and nondegenerate). Once again solu-
tions and differences between different solutions decay with the same (exponential) rate.
(E4) Let us examine equation u′ + |u|2γ u = 0 (nonlinear and degenerate). Now solutions decay as
(1 + t)−1/(2γ ) , which is consistent with the decay rates in Theorem A and Theorem B. On the
contrary, the difference between two solutions with positive data decays as (1 + t)−(2γ+1)/(2γ ) .
In other words, the decay rate of the difference is faster by a factor (2γ + 1).
These examples seem to suggest that the improvement of decay rates depends both on the non-
linear character and on the degeneracy of the equation. Last example suggests also that the factor
(2γ + 1) in the right-hand side of (2.12) is optimal.
Let us consider now the interaction between different Fourier components. For the sake of sim-
plicity we take H , A, λ20, λ
2
1, e0, and e1 as in Example 2.2. Then we take the solution u(t) of (1.4)
with initial condition u(0) = e0, and the solution v(t) of (1.4) with initial condition v(0) = e0 + e1.
It is easy to see that u(t) has a unique component u0(t)e0, whose coeﬃcient satisﬁes u′0(t) +
λ
2γ+2
0 u
2γ+1
0 (t) = 0. Once again the solution decays as (1 + t)1/(2γ ) , and an easy computation shows
that the nonlinear term is
∣∣A1/2u(t)∣∣2γ = λ2γ0 u2γ0 (t) ∼ 12γ λ20
1
(1+ t) . (2.13)
Now let us estimate v(t). It can be written in the form v(t) = v0(t)e0 + v1(t)e1, where v0(t) and
v1(t) satisfy the system v ′i(t) + λ2i c(t)vi(t) = 0 (with i = 0,1), where
c(t) = ∣∣A1/2v(t)∣∣2γ = [λ20v20(t) + λ21v21(t)]γ .
We know from Theorem A that c(t) ∼ (1 + t)−1, hence v0(t) and v1(t) decay with a polynomial
rate with exponents depending on λ20 and λ
2
1. In particular, v1(t) decays faster than v0(t), so that in
the limit it is reasonable to assume that c(t) ∼ λ2γ0 v2γ0 (t).
This ansatz uncouples the system, and therefore v0(t) becomes the solution of a single equa-
tion, the same solved by u0(t). This means that it is reasonable to assume that u0(t) ∼ v0(t), and
|A1/2u(t)|2γ ∼ |A1/2v(t)|2γ . At this point the difference ρ(t) = v(t) − u(t) has a unique component
ρ1(t)e1 = u1(t)e1, so that ρ ′1(t) + λ21c(t)ρ1(t) = 0.
Setting c(t) equal to the right-hand side of (2.13), an easy computation shows that
ρ1(t) ∼ 1
λ21/(2γ λ
2
0)
,
(1+ t)
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2
0. This suggests that the
term δ0 in (2.12) is optimal.
Our heuristic arguments are far from being proofs, even for the toy model of the difference be-
tween two solutions of the parabolic problem. Nevertheless, we hope that they can shed some light
on the improvement of decay rates, and on the reason why it should depend on some δ deﬁned
by (2.12).
3. Proofs
This section is devoted to the proof of Theorem 2.5. In all proofs we set
c(t) := ∣∣A1/2u(t)∣∣2γ , cε(t) := ∣∣A1/2uε(t)∣∣2γ . (3.1)
We also use that the corrector θε(t), which is the solution of (1.6), (1.7), is given by the explicit
formula
θε(t) = εw0
(
1− e−t/ε) ∀t  0. (3.2)
In many points we need to split vectors according to the orthogonal sum (2.10). In this case v
,μ
and vh,μ denote the components of a certain vector v ∈ H , shortened to v
 and vh when μ = δ0ν2.
Due to our assumptions on initial data, all solutions lie in the space H[ν2,+∞) . Therefore we can
always assume, without loss of generality, that the operator is coercive, so that we can apply all the
results stated in Theorems A, B, and C.
In all proofs, k1, k2, . . . are real positive constants, always independent of ε and t . We restart the
numeration of constants in each proof.
3.1. Preliminaries
We recall some decay estimates for solutions of (1.1), (1.2) which are needed in the sequel. The ﬁrst
one concerns the faster decay of components corresponding to high frequencies. A proof is contained
in Theorems 3.1 and 3.3 of [6].
Proposition D (Faster decay for high frequencies). Let H, A, γ , ν , δ0 , (u0,u1), ε0 , uε(t) be as in Theorem 2.5.
Let μ > 0 be a real number.
Then there exist ε1 ∈ (0, ε0), and a constant M (depending also on μ), such that for every ε ∈ (0, ε1) we
have that
∣∣Auε,h,μ(t)∣∣2  M
(1+ t)μ/(ν2γ ) ∀t  0, (3.3)∣∣u′ε,h,μ(t)∣∣2  M
(1+ t)2+μ/(ν2γ ) ∀t  0. (3.4)
The second result concerns the decay of second derivatives. The estimate deals with low frequen-
cies, and it follows from Theorem 3.3 and Proposition 4.3 of [6]. We point out that an analogous
estimate holds true without restricting to low frequencies provided that initial data are more regular,
namely (u0,u1) ∈ D(A2) × D(A3/2), or with a constant M which depends also on ε.
Proposition E (Decay for low frequencies of second derivatives). Let H, A, γ , ν , δ0 , (u0,u1), ε0 , uε(t), θε(t)
be as in Theorem 2.5. Let μ > 0 be a real number.
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have that
∣∣u′′ε,
,μ(t) − θ ′′ε,
,μ(t)∣∣2  M(1+ t)4+1/γ ∀t  0. (3.5)
Now we state and prove two results for ordinary differential equations. The ﬁrst one is a simple
comparison principle, which has already been used in similar forms in [5–7,9–12].
Lemma 3.1. Letψ : [0,+∞) → (0,+∞) be a nondecreasing function of class C1 . Let M be a positive constant,
and let z : [0,+∞) → [0,+∞) be a function of class C1 such that z(0) = 0, and
z′(t)−M√z(t)(√z(t) − ψ(t)) ∀t  0. (3.6)
Then we have that z(t)ψ2(t) for every t  0.
Proof. Let us consider the differential equation y′ = −M√y(√y − ψ(t)). Assumption (3.6) is equiva-
lent to say that z(t) is a subsolution. On the other hand, due to the monotonicity of ψ(t), it is easy
to check that w(t) := ψ2(t) is a supersolution of the same equation. Since z(0) = 0 < w(0), the con-
clusion follows from the standard comparison principle between subsolutions and supersolutions. 
The second lemma is a comparison result for a more complex differential inequality. The assump-
tions on the coeﬃcients are exactly those which are satisﬁed in Section 3.3, where this lemma plays
a crucial role.
Lemma 3.2. Let ε0 > 0, let λ : [0,+∞) → [1,+∞) be a continuous function, and let ψi : (0, ε0) ×
[0,+∞) →R (with i = 1,2,3,4) be continuous functions.
Let us assume that there exist constants M1, . . . ,M5 such that for every ε ∈ (0, ε0) we have that
ψ1(ε, t) 0 ∀t  0, (3.7)
logλ(t)
t∫
0
ψ1(ε, s)ds M1 + logλ(t) ∀t  0, (3.8)
+∞∫
0
∣∣ψ2(ε, s)∣∣ · λ3(s)ds M2, (3.9)
t∫
0
|ψ3(ε, s)|
λ(s)
ds
(
M3 + M4λ(t)
)
ε2 ∀t  0, (3.10)
∣∣∣∣∣
t∫
0
ψ4(ε, s)ds
∣∣∣∣∣ M5ε2 ∀t  0. (3.11)
For every ε ∈ (0, ε0), let zε : [0,+∞) → [0,+∞) be a function of class C1 such that zε(0) = 0, and
z′ε(t)ψ1(ε, t)zε(t) + ψ2(ε, t)
[
zε(t)
]3/2 + ψ3(ε, t) + ψ4(ε, t) ∀t  0. (3.12)
Then there exist ε1 ∈ (0, ε0), and a constant M6 such that for every ε ∈ (0, ε1) we have that
zε(t) M6ε2λ2(t) ∀t  0. (3.13)
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Ψi(ε, t) :=
t∫
0
ψi(ε, s)ds ∀t  0.
For the sake of simplicity, when no confusion is possible we omit the dependence on ε, and
sometimes also the dependence on t , when writing zε(t), ψi(ε, t), Ψi(ε, t). In any case all constants
we introduce are independent of ε and t .
From differential inequality (3.12) we have that
[
e−Ψ1 z
]′  e−Ψ1ψ2 z3/2 + e−Ψ1ψ3 + e−Ψ1ψ4
= e−Ψ1ψ2 z3/2 + e−Ψ1ψ3 +
[
e−Ψ1Ψ4
]′ + e−Ψ1Ψ4ψ1.
Integrating in [0, t], and exploiting the initial condition z(0) = 0, we obtain that
z(t)  eΨ1(t)
t∫
0
e−Ψ1(s)ψ2(s)
[
z(s)
]3/2
ds + eΨ1(t)
t∫
0
e−Ψ1(s)ψ3(s)ds
+ Ψ4(t) + eΨ1(t)
t∫
0
e−Ψ1(s)ψ1(s)Ψ4(s)ds
=: I1 + I2 + I3 + I4. (3.14)
Let us estimate the four terms. From (3.8), and the fact that λ(t) 1, we have that
I1  eM1λ(t)
t∫
0
∣∣ψ2(s)∣∣ · [z(s)]3/2 ds. (3.15)
Exploiting (3.8), (3.10), and the fact that λ(t) λ2(t), we obtain that
I2  eM1λ(t)
t∫
0
|ψ3(s)|
λ(s)
ds eM1λ(t)
(
M3 + M4λ(t)
)
ε2  k1ε2λ2(t). (3.16)
Moreover assumption (3.11) is equivalent to say that
I3 
∣∣Ψ4(t)∣∣ M5ε2. (3.17)
Finally, from (3.7) and (3.11) we have that
I4  eM1λ(t)
t∫
0
∣∣Ψ4(s)∣∣ · ψ1(s)e−Ψ1(s) ds k2ε2λ(t)
t∫
0
ψ1(s)e
−Ψ1(s) ds k2ε2λ2(t). (3.18)
Plugging (3.15) through (3.18) into (3.14) we obtain that
z(t) eM1λ(t)
t∫ ∣∣ψ2(s)∣∣ · [z(s)]3/2 ds + k3ε2λ2(t) ∀t  0. (3.19)0
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M2e
M133/2k1/23 ε1  1,
and then let us set
Tε := sup
{
t  0: zε(τ ) 3k3ε2λ2(τ ) ∀τ ∈ [0, t]
}
.
We claim that Tε = +∞ for every ε ∈ (0, ε1), which implies (3.13). To this end, let us assume by
contradiction that Tε < +∞ for some ε ∈ (0, ε1). Then we have that Tε > 0 because zε(0) = 0, and
zε(t) 3k3ε2λ2(t) ∀t ∈ [0, Tε], (3.20)
zε(Tε) = 3k3ε2λ2(Tε). (3.21)
Setting t = Tε in (3.19), and exploiting (3.20), we obtain that
zε(Tε) eM1λ(Tε)
Tε∫
0
∣∣ψ2(ε, s)∣∣ · 33/2k3/23 ε3λ3(s)ds + k3ε2λ2(Tε).
Exploiting (3.9), and inequalities λ(t) λ2(t) and ε  ε1, we ﬁnally deduce that
zε(Tε) eM1λ(Tε) · 33/2k3/23 ε3 · M2 + k3ε2λ2(Tε)

(
M2e
M133/2k1/23 ε1 + 1
)
k3ε
2λ2(Tε)
 2k3ε2λ2(Tε),
which contradicts (3.21). 
3.2. Estimates on the parabolic equation
In this section we collect the estimates on the parabolic equation, not contained in Theorem A,
which are needed in the proof of our main result.
The ﬁrst one is an estimate on second derivatives. In particular, estimate (3.24) is in some sense
the parabolic counterpart of (3.5). Here we do not need to restrict to low frequencies because
u0 ∈ D(A2).
Lemma 3.3 (Parabolic problem: estimates on second derivative). Let H, A, γ , u0 be as in Theorem A, and let
u(t) be the corresponding solution of problem (1.4), (1.5).
Then for every δ ∈ (0,2γ + 1] we have the following conclusions:
(1) If u0 ∈ D(A3/2), then there exists a constant M such that
t∫
0
(1+ s)1+2δ/γ ∣∣u′′(s)∣∣2 ds M(1+ t)δ/γ ∀t  0. (3.22)
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t∫
0
(1+ s)1+2δ/γ ∣∣A1/2u′′(s)∣∣2 ds M(1+ t)δ/γ ∀t  0, (3.23)
∣∣u′′(t)∣∣2  M
(1+ t)4+1/γ ∀t  0. (3.24)
Proof. Let us set for simplicity η := δ/γ . Since δ  2γ + 1, it follows that η  2 + 1/γ , hence for
every t  0 we have that
t∫
0
(1+ s)2η−3
(1+ s)1/γ ds =
t∫
0
(1+ s)2η+1
(1+ s)4+1/γ ds
t∫
0
(1+ s)η−1 ds 1
η
(1+ t)η. (3.25)
Basic integral estimates. We prove that when u0 ∈ D(A3/2) we have that
t∫
0
(1+ s)2η−3∣∣A2u(s)∣∣2 ds k1(1+ t)η ∀t  0, (3.26)
and when u0 ∈ D(A2) we have that
t∫
0
(1+ s)2η−3∣∣A5/2u(s)∣∣2 ds k2(1+ t)η ∀t  0. (3.27)
To this end, an easy calculation shows that
d
dt
(
1
2
(1+ t)2η−2∣∣A3/2u(t)∣∣2)+ c(t)(1+ t)2η−2∣∣A2u(t)∣∣2
= (η − 1)(1+ t)2η−3∣∣A3/2u(t)∣∣2.
Now we integrate in [0, t], and then we apply the estimate from above in (2.1) with j = 3, and
ﬁnally estimate (3.25). We obtain that
1
2
(1+ t)2η−2∣∣A3/2u(t)∣∣2 +
t∫
0
c(s)(1+ s)2η−2∣∣A2u(s)∣∣2 ds
= 1
2
∣∣A3/2u0∣∣2 + (η − 1)
t∫
0
(1+ s)2η−3∣∣A3/2u(s)∣∣2 ds
 1
2
∣∣A3/2u0∣∣2 + k3
t∫
0
(1+ s)2η−3(1+ s)−1/γ ds
 k4(1+ t)η.
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t∫
0
(1+ s)2η−3∣∣A2u(s)∣∣2 ds k5
t∫
0
c(s)(1+ s)2η−2∣∣A2u(s)∣∣2 ds k6(1+ t)η,
which proves (3.26). The proof of (3.27) is analogous (one just needs to add 1/2 to all powers of the
operator A).
Estimates on second derivatives. Taking the time derivative of (1.4) we ﬁnd that
u′′(t) = −c′(t)Au(t) − c(t)Au′(t) = 2γ ∣∣A1/2u(t)∣∣4γ−2∣∣Au(t)∣∣2Au(t) + ∣∣A1/2u(t)∣∣4γ A2u(t)
for every t > 0, hence
∣∣u′′(t)∣∣2  k7∣∣A1/2u(t)∣∣8γ−4 · ∣∣Au(t)∣∣6 + k8∣∣A1/2u(t)∣∣8γ · ∣∣A2u(t)∣∣2,∣∣A1/2u′′(t)∣∣2  k7∣∣A1/2u(t)∣∣8γ−4 · ∣∣Au(t)∣∣4 · ∣∣A3/2u(t)∣∣2 + k8∣∣A1/2u(t)∣∣8γ · ∣∣A5/2u(t)∣∣2.
Since in any case u0 ∈ D(A3/2), we can apply (2.1) with j = 1,2,3. We obtain that
∣∣u′′(t)∣∣2  k9
(1+ t)4+1/γ +
k10
(1+ t)4
∣∣A2u(t)∣∣2, (3.28)
∣∣A1/2u′′(t)∣∣2  k11
(1+ t)4+1/γ +
k12
(1+ t)4
∣∣A5/2u(t)∣∣2. (3.29)
If u0 ∈ D(A3/2), then (3.22) follows from (3.28), (3.25), and (3.26).
If u0 ∈ D(A2), then (3.23) follows from (3.29), (3.25), and (3.27). Finally, (3.24) follows from (3.28)
and (2.1) with j = 4. 
In the second result we take a solution of the parabolic problem, and we estimate its components
with respect to low and high frequencies. In particular, estimate (3.33) is the parabolic counterpart
of (3.3) in the special case μ = δ0ν2.
We assume that the initial datum u0 ∈ D(A) has the same structure required in Deﬁnition 2.3. This
means that there exist ν > 0, δ0 > 1, and a decomposition u0 = u0,
 + u0,h , where ν2 is an eigenvalue
of A, u0,
 
= 0 is an eigenvector relative to ν2, and u0,h ∈ H[δ0ν2,+∞) .
In this case the solution u(t) of problem (1.4), (1.5) can be written in the form u(t) = u
(t)+uh(t),
where u
(t) and uh(t) are the solutions of the linear problems
u′
(t) + c(t)Au
(t) = 0, u
(0) = u0,
, (3.30)
u′h(t) + c(t)Auh(t) = 0, uh(0) = u0,h, (3.31)
where of course c(t) is given by (3.1).
Lemma 3.4 (Parabolic problem: estimates on low and high frequencies). Let H, A, γ be as in Theorem A. Let
ν , δ0 , u0 = u0,
 + u0,h, and u(t) = u
(t) + uh(t) be as above. Let us set
Φ(t) := ν2γ
t∫ ∣∣A1/2u
(s)∣∣2γ ds ∀t  0. (3.32)0
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∣∣Auh(t)∣∣2  M1
(1+ t)δ0/γ ∀t  0, (3.33)
M2(1+ t) e2Φ(t)  M3(1+ t) ∀t  0. (3.34)
Proof. For every t  0 let us set
C(t) :=
t∫
0
∣∣A1/2u(s)∣∣2γ ds, C
(t) :=
t∫
0
∣∣A1/2u
(s)∣∣2γ ds,
y(t) := e2ν2γ C(t), y
(t) := e2ν2γ C
(t) = e2Φ(t).
Since u0,
 is an eigenvector of A, it is easy to see that the solution of (3.30) is given by the explicit
formula
u
(t) = u0,
e−ν2C(t) ∀t  0. (3.35)
Estimate from below for y(t). We claim that
y(t) k1(1+ t) ∀t  0. (3.36)
Indeed from (3.35) we have that |A1/2u
(t)|2γ = |A1/2u0,
|2γ · e−2ν2γ C(t) , hence
y′(t) = 2ν2γ ∣∣A1/2u(t)∣∣2γ · e2ν2γ C(t)  2ν2γ ∣∣A1/2u
(t)∣∣2γ · e2ν2γ C(t) = 2ν2γ ∣∣A1/2u0,
∣∣2γ ,
from which (3.36) immediately follows.
Estimate on high frequencies. Thanks to (3.31) and (2.11) with μ = δ0ν2, we have that
d
dt
∣∣A j/2uh∣∣2 = 2〈A j/2uh, A j/2u′h〉= −2c(t)〈A j/2uh, AA j/2uh〉−2δ0ν2c(t)∣∣A j/2uh∣∣2
for every j = 1,2, and every t > 0. Integrating in [0, t], and exploiting (3.36), we obtain that
∣∣A j/2uh(t)∣∣2  ∣∣A j/2u0,h∣∣2e−2δ0ν2C(t)  k2
(1+ t)δ0/γ ∀t  0. (3.37)
Estimate (3.37) with j = 2 is exactly (3.33).
Estimate on C(t) − C
(t). We claim that
0 C(t) − C
(t) k3 ∀t  0. (3.38)
The estimate from below is trivial. In order to prove the estimate from above, let us consider the
well-known inequality
0 (x+ y)γ − xγ  γ (x+ y)γ−1 y ∀x 0, ∀y  0.
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(t)|2, and y := |A1/2uh(t)|2, we obtain that
∣∣A1/2u(t)∣∣2γ − ∣∣A1/2u
(t)∣∣2γ = (∣∣A1/2u
(t)∣∣2 + ∣∣A1/2uh(t)∣∣2)γ − (∣∣A1/2u
(t)∣∣2)γ
 γ
∣∣A1/2u(t)∣∣2(γ−1)∣∣A1/2uh(t)∣∣2.
Exploiting (2.1) with j = 1, and (3.37) with j = 1, we obtain that
∣∣A1/2u(t)∣∣2γ − ∣∣A1/2u
(t)∣∣2γ  k4
(1+ t)1+(δ0−1)/γ .
Since δ0 > 1, integrating in [0, t] we deduce the estimate from above in (3.38).
Estimate on y
(t). We prove that
k5(1+ t) y
(t) k6(1+ t) ∀t  0, (3.39)
which is exactly (3.34). Indeed we have that
y′
(t) = 2ν2γ
∣∣A1/2u
(t)∣∣2γ · e2ν2γ C
(t) = 2ν2γ ∣∣A1/2u0,
∣∣2γ · e2ν2γ (C
(t)−C(t)),
so that from (3.38) we deduce that 0 < k7  y′
(t) k8 for every t  0.
Integrating in [0, t] we obtain (3.39). 
3.3. Proof of key decay-error estimate
This section is the key step in the proof of Theorem 2.5. Here we show that
∣∣ρε(t)∣∣2  k1ε2 λ2(t)
(1+ t)δ/γ ∀t  0. (3.40)
Let c(t), cε(t), and components of vectors be deﬁned as in the ﬁrst paragraph of Section 3. Let
Φ : [0,+∞) → [0,+∞) be the function deﬁned by (3.32). Let us set for simplicity η := δ/γ , and let
zε(t) := 1
2
∣∣ρε(t)∣∣2e2ηΦ(t).
We claim that zε(t) satisﬁes a differential inequality as in Lemma 3.2. If we prove this claim, then
from that lemma it follows that
zε(t) k2ε2λ2(t) ∀t  0. (3.41)
On the other hand, the estimate from below in (3.34) implies that
e2ηΦ(t)  k3(1+ t)η ∀t  0. (3.42)
From (3.41) and (3.42) we easily conclude (3.40).
Thus we can limit ourselves to show that zε(t) satisﬁes the assumptions of Lemma 3.2. To this
end, we ﬁrst observe that ρε(t) is the solution of the ﬁrst order equation
ρ ′ε(t) = −c(t)Aρε(t) −
(
cε(t) − c(t)
)
Auε(t) − εu′′ε(t),
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z′ε(t) = δν2
∣∣A1/2u
(t)∣∣2γ · ∣∣ρε(t)∣∣2 · e2ηΦ(t) − c(t) · ∣∣A1/2ρε(t)∣∣2 · e2ηΦ(t)
− [cε(t) − c(t)] · 〈ρε(t), Auε(t)〉 · e2ηΦ(t) − ε〈u′′ε(t),ρε(t)〉 · e2ηΦ(t)
=: L1 + L2 + L3 + L4. (3.43)
The term L1 is zε(t) times a coeﬃcient which behaves like (1 + t)−1, hence whose integral is
divergent. Therefore this term alone would prevent (3.41) from being true. Thus the idea is to cancel
out L1 by means of L2 and one of the terms arising from the expansion of L3. In the following
paragraphs we carry out this program.
Estimate of L1 and L2. We claim that
L1 + L2  2γ
∣∣A1/2u
(t)∣∣2γ · ∣∣A1/2ρε,
(t)∣∣2 · e2ηΦ(t). (3.44)
Since |A1/2ρε,
(t)|2 = ν2|ρε,
(t)|2, from (2.12) we have that
L1 = δ
∣∣A1/2u
∣∣2γ · ν2|ρε,
|2 · e2ηΦ + δν2∣∣A1/2u
∣∣2γ · |ρε,h|2 · e2ηΦ
 (2γ + 1)∣∣A1/2u
∣∣2γ · ∣∣A1/2ρε,
∣∣2 · e2ηΦ + δ0ν2∣∣A1/2u
∣∣2γ · |ρε,h|2 · e2ηΦ. (3.45)
In order to estimate L2, we observe that c(t) = |A1/2u(t)|2γ  |A1/2u
(t)|2γ , and we exploit (2.11)
with μ = δ0ν2 to deduce that
∣∣A1/2ρε(t)∣∣2 = ∣∣A1/2ρε,
(t)∣∣2 + ∣∣A1/2ρε,h(t)∣∣2  ∣∣A1/2ρε,
(t)∣∣2 + δ0ν2∣∣ρε,h(t)∣∣2.
It follows that
L2 −
∣∣A1/2u
∣∣2γ · ∣∣A1/2ρε,
∣∣2 · e2ηΦ − δ0ν2∣∣A1/2u
∣∣2γ · |ρε,h|2 · e2ηΦ. (3.46)
Adding (3.45) and (3.46) we obtain (3.44).
Estimate of L3. We claim that
L3 −2γ
∣∣A1/2u
(t)∣∣2γ · ∣∣A1/2ρε,
(t)∣∣2 · e2ηΦ(t)
+ k4 zε(t)
(1+ t)1+(δ−1)/(2γ ) + k5
[zε(t)]3/2
(1+ t)1+(δ−1)/(2γ ) . (3.47)
We point out that the ﬁrst term cancels out the right-hand side of (3.44).
In order to prove (3.47), we set
R(t) := ∣∣A1/2uε(t)∣∣2γ − ∣∣A1/2u(t)∣∣2γ − γ ∣∣A1/2u(t)∣∣2(γ−1)(∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2),
so that
cε(t) − c(t) = R(t) + γ
∣∣A1/2u(t)∣∣2(γ−1)(∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2). (3.48)
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∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2 = 〈uε(t) − u(t), Auε(t) + Au(t)〉
= 〈ρε(t), Aρε(t) + 2Au(t)〉
= ∣∣A1/2ρε(t)∣∣2 + 2〈ρε(t), Au(t)〉, (3.49)
and
〈
ρε(t), Auε(t)
〉= 〈ρε(t), Aρε(t) + Au(t)〉= ∣∣A1/2ρε(t)∣∣2 + 〈ρε(t), Au(t)〉. (3.50)
Thus from (3.48), (3.49), and (3.50) we deduce that
L3 = −R(t) ·
〈
ρε(t), Auε(t)
〉 · e2ηΦ(t) − γ ∣∣A1/2u(t)∣∣2(γ−1) · e2ηΦ(t)
× (∣∣A1/2ρε(t)∣∣2 + 2〈ρε(t), Au(t)〉) · (∣∣A1/2ρε(t)∣∣2 + 〈ρε(t), Au(t)〉).
Neglecting the negative term with |A1/2ρε(t)|4, we obtain that
L3 
∣∣R(t)∣∣ · ∣∣ρε(t)∣∣ · ∣∣Auε(t)∣∣ · e2ηΦ(t)
− 3γ ∣∣A1/2u(t)∣∣2(γ−1) · ∣∣A1/2ρε(t)∣∣2 · 〈ρε(t), Au(t)〉 · e2ηΦ(t)
− 2γ ∣∣A1/2u(t)∣∣2(γ−1) · 〈ρε(t), Au(t)〉2 · e2ηΦ(t)
=: L3,1 + L3,2 + L3,3.
Now we claim that
L3,1  k6
[zε(t)]3/2
(1+ t)1+(δ−1)/(2γ ) , (3.51)
L3,2  k7
[zε(t)]3/2
(1+ t)1+(δ−1)/(2γ ) + k8
zε(t)
(1+ t)1+(δ−1)/(2γ ) , (3.52)
L3,3 −2γ
∣∣A1/2u
(t)∣∣2γ · ∣∣A1/2ρε,
(t)∣∣2 · e2ηΦ(t) + k9 zε(t)
(1+ t)1+(δ−1)/(2γ ) , (3.53)
from which (3.47) follows directly. The proof of (3.51) through (3.53) is the content of the next three
paragraphs.
Estimate of L3,1. From the second order Taylor’s expansion of the function σγ it follows that
∣∣yγ − xγ − γ xγ−1(y − x)∣∣ γ (γ − 1)
2
max
{
xγ−2, yγ−2
}
(y − x)2 ∀x 0, ∀y  0.
Setting x := |A1/2u(t)|2 and y := |A1/2uε(t)|2, we obtain that
∣∣R(t)∣∣ k10 max{∣∣A1/2u∣∣2(γ−2), ∣∣A1/2uε∣∣2(γ−2)} · (∣∣A1/2uε∣∣2 − ∣∣A1/2u∣∣2)2. (3.54)
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max
{∣∣A1/2u(t)∣∣2(γ−2), ∣∣A1/2uε(t)∣∣2(γ−2)} k11
(1+ t)1−2/γ (3.55)
(note that in (2.1) and (2.3) we need both the estimates from below and the estimates from above
because we ignore the sign of γ − 2). From (2.1) with j = 2 and (2.4) we have that
(∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2)2 = 〈ρε(t), Au(t) + Auε(t)〉2

∣∣ρε(t)∣∣2 · 2(∣∣Au(t)∣∣2 + ∣∣Auε(t)∣∣2)
 k12
|ρε(t)|2
(1+ t)1/γ . (3.56)
From (3.54)–(3.56) it follows that
∣∣R(t)∣∣ k13 |ρε(t)|2
(1+ t)1−1/γ ,
hence
L3,1  k13
|ρε(t)|3
(1+ t)1−1/γ ·
∣∣Auε(t)∣∣ · e2ηΦ(t)  k14 |z(t)|3/2
(1+ t)1−1/γ ·
∣∣Auε(t)∣∣ · e−ηΦ(t).
The last two terms can be easily estimated exploiting (2.4) and the estimate from below in (3.34).
We thus obtain (3.51).
Estimate of L3,2. Let us begin by remarking that
L3,2  k15
∣∣A1/2u(t)∣∣2(γ−1) · ∣∣A1/2ρε(t)∣∣2 · ∣∣ρε(t)∣∣ · ∣∣Au(t)∣∣ · e2ηΦ(t). (3.57)
The ﬁrst and fourth term can be estimated exploiting (2.1) with j = 1 and j = 2. We obtain that
∣∣A1/2u(t)∣∣2(γ−1) · ∣∣Au(t)∣∣ k16
(1+ t)1−1/(2γ ) . (3.58)
For the second term we have that
∣∣A1/2ρε(t)∣∣2 = ∣∣A1/2ρε,
(t)∣∣2 + ∣∣A1/2ρε,h(t)∣∣2
 ν2
∣∣ρε,
(t)∣∣2 + ∣∣ρε,h(t)∣∣ · ∣∣Aρε,h(t)∣∣
 ν2
∣∣ρε(t)∣∣2 + ∣∣ρε(t)∣∣ · (∣∣Auε,h(t)∣∣+ ∣∣Auh(t)∣∣).
The last two terms can be controlled using our estimates for high frequencies. From (3.3) with
μ = δ0ν2 and (3.33) we obtain that
∣∣A1/2ρε(t)∣∣2  ν2∣∣ρε(t)∣∣2 + k17 |ρε(t)|
(1+ t)δ0/(2γ ) . (3.59)
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L3,2  k18
|ρε(t)|3 · e2ηΦ(t)
(1+ t)1−1/(2γ ) + k19
|ρε(t)|2 · e2ηΦ(t)
(1+ t)1+(δ0−1)/(2γ )
 k20
[zε(t)]3/2 · e−ηΦ(t)
(1+ t)1−1/(2γ ) + k21
zε(t)
(1+ t)1+(δ−1)/(2γ ) .
Exploiting the estimate from below in (3.34) we easily obtain (3.52).
Estimate of L3,3. First of all we have that
〈
ρε(t), Au(t)
〉2 = (〈ρε,
(t), Au
(t)〉+ 〈ρε,h(t), Auh(t)〉)2

〈
ρε,
(t), Au
(t)
〉2 + 2〈ρε,
(t), Au
(t)〉 · 〈ρε,h(t), Auh(t)〉

〈
A1/2ρε,
(t), A
1/2u
(t)
〉2 − 2 ∣∣ρε(t)∣∣2 · ∣∣Au
(t)∣∣ · ∣∣Auh(t)∣∣,
hence
L3,3  −2γ
∣∣A1/2u(t)∣∣2(γ−1) · 〈A1/2ρε,
(t), A1/2u
(t)〉2 · e2ηΦ(t)
+ 4γ ∣∣A1/2u(t)∣∣2(γ−1) · ∣∣ρε(t)∣∣2 · ∣∣Au
(t)∣∣ · ∣∣Auh(t)∣∣ · e2ηΦ(t)
=: L3,3,1 + L3,3,2. (3.60)
Since u0,
 and u1,
 are multiples of an eigenvector of A, it is easy to see that both uε,
(t) and u
(t)
are multiples of the same eigenvector, and the same for ρε,
(t). Therefore the vectors A1/2ρε,
(t) and
A1/2u
(t) are parallel, hence the square of their scalar product is equal to the square of the product
of their norms (this is the point where the last condition in the (ν, δ0)-assumption plays a crucial
role). It follows that
L3,3,1 = −2γ
∣∣A1/2u(t)∣∣2(γ−1) · ∣∣A1/2ρε,
(t)∣∣2 · ∣∣A1/2u
(t)∣∣2 · e2ηΦ(t)
−2γ ∣∣A1/2u
(t)∣∣2γ · ∣∣A1/2ρε,
(t)∣∣2 · e2ηΦ(t). (3.61)
On the other hand, exploiting (2.1) with j = 1 and j = 2, and (3.33), we have that
L3,3,2  k22
∣∣A1/2u(t)∣∣2(γ−1) · ∣∣Au(t)∣∣ · ∣∣Auh(t)∣∣ · ∣∣ρε(t)∣∣2 · e2ηΦ(t)
 k23
1
(1+ t)1−1/γ ·
1
(1+ t)1/(2γ ) ·
1
(1+ t)δ0/(2γ ) · zε(t). (3.62)
Plugging (3.61) and (3.62) into (3.60), and recalling that δ  δ0, we obtain (3.53).
Estimate of L4. Let us ﬁx μ := 8γ ν2. Splitting components corresponding to low and high frequen-
cies with respect to μ, we have that
L4 = −ε
〈
u′′ε,
,μ(t),ρε,
,μ(t)
〉 · e2ηΦ(t) − ε〈u′′ε,h,μ(t),ρε,h,μ(t)〉 · e2ηΦ(t). (3.63)
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∣∣ε〈u′′ε,
,μ(t),ρε,
,μ(t)〉 · e2ηΦ(t)∣∣
(
ε
(e + t)2−(δ−1)/(2γ ) + (1+ t)
η/2e−t/ε
)
×
(
zε(t)
ελ(t)
+ k24ελ(t)
)
. (3.64)
Indeed from Proposition E we have that
∣∣〈u′′ε,
,μ(t),ρε,
,μ(t)〉∣∣ ∣∣u′′ε,
,μ(t)∣∣ · ∣∣ρε,
,μ(t)∣∣

(∣∣u′′ε,
,μ(t) − θ ′′ε,
,μ(t)∣∣+ ∣∣θ ′′ε,
,μ(t)∣∣) · ∣∣ρε,
,μ(t)∣∣
 k25
(
1
(1+ t)2+1/(2γ ) +
1
ε
e−t/ε
)
· ∣∣ρε(t)∣∣,
so that the estimate from above in (3.34) implies that
ε
∣∣〈u′′ε,
,μ(t),ρε,
,μ(t)〉∣∣e2ηΦ(t)  k26ε
(
1
(1+ t)2+1/(2γ ) +
1
ε
e−t/ε
)√
zε(t) · eηΦ(t)
 k27
(
ε
(e + t)2+1/(2γ ) + e
−t/ε
)√
zε(t) · (1+ t)η/2
= k27
(
ε
(e + t)2−(δ−1)/(2γ ) + (1+ t)
η/2e−t/ε
)√
zε(t).
Since
√
zε(t)
zε(t)
k27ελ(t)
+ k27ελ(t),
we have proved (3.64).
Checking the assumptions of Lemma 3.2. Plugging (3.44), (3.47), (3.63), and (3.64) into (3.43), we
obtain that zε(t) satisﬁes a differential inequality such as (3.12) with
ψ1(ε, t) := 1
(e + t)2−(δ−1)/(2γ ) ·
1
λ(t)
+ 1
ε
(1+ t)δ/(2γ ) 1
λ(t)
e−t/ε + k4
(1+ t)1+(δ−1)/(2γ ) ,
ψ2(ε, t) := k5
(1+ t)1+(δ−1)/(2γ ) ,
ψ3(ε, t) := k24ε2 λ(t)
(e + t)2−(δ−1)/(2γ ) + k24ελ(t)(1+ t)
δ/(2γ )e−t/ε,
ψ4(ε, t) := −ε
〈
u′′ε,h,μ(t),ρε,h,μ(t)
〉 · e2ηΦ(t).
In order to apply Lemma 3.2 we have to check assumptions (3.7) through (3.11).
Assumption (3.7) is trivial.
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δ = 2γ + 1, then we have that
2− δ − 1
2γ
= 1. (3.65)
Limiting ourselves to the ﬁrst term in the expression of ψ1(ε, t), we have therefore that
t∫
0
ψ1(ε, s)ds
t∫
0
ds
(e + s)λ(s) =
t∫
0
ds
(e + s) log(e + s) = log
(
log(e + t))= logλ(t).
Let us prove the estimate from above in (3.8). Since δ > 1 we have that
+∞∫
0
1
(1+ s)1+(δ−1)/(2γ ) ds k28,
and this settles the integral of the third term in the deﬁnition of ψ1(ε, t). For the integral of the
second term, we exploit that λ(t) 1, and with the variable change σ = s/ε we obtain that
1
ε
+∞∫
0
(1+ s)δ/(2γ ) 1
λ(s)
e−s/ε ds
+∞∫
0
(1+ ε0σ)δ/(2γ )e−σ dσ  k29. (3.66)
It remains to estimate the integral of the ﬁrst term. If δ < 2γ + 1 we have that
+∞∫
0
1
(e + s)2−(δ−1)/(2γ ) ·
1
λ(s)
ds =
+∞∫
0
1
(e + s)2−(δ−1)/(2γ ) ds k30.
If δ = 2γ + 1, then by (3.65) we have that
t∫
0
1
(e + s)2−(δ−1)/(2γ ) ·
1
λ(s)
ds =
t∫
0
ds
(e + s) log(e + s) = log
(
log(e + t))= logλ(t).
In both cases we have proved (3.8).
Let us consider now (3.9). Since δ > 1 we have that
+∞∫
0
∣∣ψ2(ε, s)∣∣ · λ3(s)ds k5
+∞∫
0
log3(e + s)
(1+ s)1+(δ−1)/(2γ ) ds k31,
which proves (3.9).
In order to prove (3.10), we consider the integral
t∫ |ψ3(ε, s)|
λ(s)
ds = k24ε2
t∫
ds
(e + s)2−(δ−1)/(2γ ) + k24ε
t∫
(1+ s)δ/(2γ )e−s/ε ds.0 0 0
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δ < 2γ + 1, and equal to log(e + t) = λ(t) if δ = 2γ + 1. In both cases this proves (3.10).
It remains to prove (3.11), and this is the content of the last paragraph.
Estimate of the integral of ψ4(ε, t). We have to prove that
∣∣∣∣∣
t∫
0
ε
〈
u′′ε,h,μ(s),ρε,h,μ(s)
〉 · e2ηΦ(s) ds
∣∣∣∣∣ k32ε2 ∀t  0. (3.67)
To this end, we ﬁrst integrate by parts and we obtain that
−
t∫
0
ε
〈
u′′ε,h,μ(s),ρε,h,μ(s)
〉 · e2ηΦ(s) ds
= −ε〈u′ε,h,μ(t),ρε,h,μ(t)〉 · e2ηΦ(t) +
t∫
0
ε
〈
u′ε,h,μ(s),ρ
′
ε,h,μ(s)
〉 · e2ηΦ(s) ds
+ 2δν2
t∫
0
ε
〈
u′ε,h,μ(s),ρε,h,μ(s)
〉 · ∣∣A1/2u
(s)∣∣2γ · e2ηΦ(s) ds
=: I1 + I2 + I3. (3.68)
Now from (3.4) with μ = 8γ ν2 we have that
∣∣u′ε,h,μ(t)∣∣ k33(1+ t)5 ∀t  0, (3.69)
and from Theorem C we have that
∣∣ρε(t)∣∣2  k34ε2 ∀t  0, (3.70)
+∞∫
0
(1+ s)∣∣r′ε(s)∣∣2 ds k35ε2. (3.71)
Exploiting (3.69), (3.70), the estimate from above in (3.34), and the fact that η  2+ 1/γ  5, we
have that
|I1| ε
∣∣u′ε,h,μ(t)∣∣ · ∣∣ρε(t)∣∣ · e2ηΦ(t)  k36 1(1+ t)5 · ε2 · (1+ t)η  k37ε2. (3.72)
In order to estimate |I2|, we ﬁrst observe that
∣∣ρ ′ε,h,μ(t)∣∣ ∣∣ρ ′ε(t)∣∣ ∣∣r′ε(t)∣∣+ ∣∣θ ′ε(t)∣∣ ∣∣r′ε(t)∣∣+ k38e−t/ε. (3.73)
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∣∣u′ε,h,μ(t)∣∣ · e2ηΦ(t)  k39 1(1+ t)5 · (1+ t)η  k39 1(1+ t)2 . (3.74)
Thanks to (3.73) and (3.74) we obtain that
∣∣ε〈u′ε,h,μ(t),ρ ′ε,h,μ(t)〉 · e2ηΦ(t)∣∣ ε∣∣u′ε,h,μ(t)∣∣ · ∣∣ρ ′ε,h,μ(t)∣∣ · e2ηΦ(t)
 k39ε
|r′ε(t)|
(1+ t)2 + k40ε
e−t/ε
(1+ t)2
 (1+ t)∣∣r′ε(t)∣∣2 + k41ε2 1(1+ t)5 + k40εe−t/ε.
Integrating in [0, t], and exploiting (3.71), we deduce that
|I2|
t∫
0
(1+ s)∣∣r′ε(s)∣∣2 ds + k41ε2
t∫
0
1
(1+ s)5 ds + k40ε
t∫
0
e−s/ε ds k42ε2. (3.75)
Finally, from (3.69), (3.70), (2.1) with j = 1, and the estimate from above in (3.34), we obtain that
∣∣〈u′ε,h,μ(t),ρε,h,μ(t)〉∣∣ · ∣∣A1/2u
(t)∣∣2γ · e2ηΦ(s)  ∣∣u′ε,h,μ(t)∣∣ · ∣∣ρε(t)∣∣ · ∣∣A1/2u(t)∣∣2γ · e2ηΦ(t)
 k43
1
(1+ t)5 · ε ·
1
1+ t · (1+ t)
η.
Since η 3, we conclude that
|I3| k44ε2
t∫
0
1
(1+ s)6−η ds k45ε
2. (3.76)
Plugging (3.72), (3.75), and (3.76) into (3.68) we obtain (3.67).
This completes the proof of (3.40). 
3.4. Estimates on linear equations
Let us deﬁne cε(t) and c(t) as in (3.1), and let us set
gε(t) := −
(
cε(t) − c(t)
)
Au(t) − εu′′(t). (3.77)
Then it is easy to see that ρε(t) is the solution of the linear equation
ερ ′′ε (t) + ρ ′ε(t) + cε(t)Aρε(t) = gε(t), (3.78)
with initial data
ρε(0) = 0, ρ ′ε(0) = w0, (3.79)
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εr′′ε(t) + r′ε(t) + cε(t)Aρε(t) = gε(t), (3.80)
with initial data
rε(0) = 0, r′ε(0) = 0. (3.81)
In this section we forget that gε(t) is given by (3.77), and that cε(t) and c(t) are given by (3.1).
We just regard ρε(t) and rε(t) as solutions of the corresponding linear equations (which implies also
that ρε(t) = rε(t) + θε(t), where θε(t) given by (3.2)).
We assume that the coeﬃcient cε : [0,+∞) → (0,+∞) is of class C1 and such that
M1
1+ t  cε(t)
M2
1+ t ∀t  0, (3.82)
|c′ε(t)|
cε(t)
 M3
1+ t ∀t  0. (3.83)
We assume that the forcing term gε : [0,+∞) → H is continuous and such that
t∫
0
(1+ s)1+2δ/γ ∣∣gε(s)∣∣2 ds M4ε2(1+ t)δ/γ λ2(t) ∀t  0, (3.84)
t∫
0
(1+ s)1+2δ/γ ∣∣A1/2gε(s)∣∣2 ds M5ε2(1+ t)δ/γ λ2(t) ∀t  0, (3.85)
∣∣gε(t)∣∣2  M6ε2 λ2(t)
(1+ t)2+δ/γ ∀t  0, (3.86)
where γ > 0, δ > 0, and λ : [0,+∞) → [1,+∞) is a continuous nondecreasing function such that
t∫
0
(1+ s)−1+δ/γ · λ2(s)ds M7(1+ t)δ/γ λ2(t). (3.87)
These requirements on γ , δ, λ(t) are weaker than those in Theorem 2.5.
Under such assumptions we show that an a priori estimate on ρε(t) of the form (3.40) yields all
other estimates on ρε , rε , and their derivatives contained in statements (1) and (2) of Theorem 2.5.
Proposition 3.5. Let H be a Hilbert space, let A be a nonnegative self-adjoint (unbounded) operator on H
with dense domain, and let ε0 > 0. For every ε ∈ (0, ε0), let ρε(t) and rε(t) be functions in the space (2.2)
satisfying (3.78) through (3.81). Let us assume that cε(t), gε(t), γ , δ, λ(t) satisfy conditions (3.82)–(3.84) and
(3.87) as above.
Let us assume that ρε(t) satisﬁes the a priori estimate (3.40).
Then the following conclusions hold true.
(1) If w0 ∈ D(A1/2), then all the estimates in statement (1) of Theorem 2.5 hold true.
(2) If in addition w0 ∈ D(A), and gε(t) satisﬁes also (3.85) and (3.86), then all the estimates in statement (2)
of Theorem 2.5 hold true.
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Dε(t) := (1+ t)2η
(
ε
〈
ρε(t),ρ
′
ε(t)
〉+ 1
2
∣∣ρε(t)∣∣2
)
,
Eε(t) := (1+ t)2η
(
ε
|r′ε(t)|2
cε(t)
+ ∣∣A1/2ρε(t)∣∣2
)
.
Exploiting (3.78) and (3.80), with some computations we obtain that
D′ε(t) =
2ηDε(t)
1+ t + (1+ t)
2η(−cε(t)∣∣A1/2ρε(t)∣∣2 + ε∣∣ρ ′ε(t)∣∣2 + 〈gε(t),ρε(t)〉), (3.88)
E ′ε(t) = −(1+ t)2η
(
2+ ε c
′
ε(t)
cε(t)
− 2ηε
1+ t
) |r′ε(t)|2
cε(t)
+ 2η(1+ t)2η−1∣∣A1/2ρε(t)∣∣2
+ 2(1+ t)2η〈Aρε(t), θ ′ε(t)〉+ 2(1+ t)2η 1cε(t)
〈
gε(t), r
′
ε(t)
〉
. (3.89)
First energy estimate. We prove that
t∫
0
(1+ s)2η−1∣∣A1/2ρε(s)∣∣2 ds k1εEε(t) + k2ε
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds
+ k3ε2(1+ t)ηλ2(t). (3.90)
To this end, from (3.88) we have that
D′ε(t) 
2η
1+ t
∣∣Dε(t)∣∣− cε(t)(1+ t)2η∣∣A1/2ρε(t)∣∣2
+ ε(1+ t)2η∣∣ρ ′ε(t)∣∣2 + (1+ t)2η∣∣gε(t)∣∣ · ∣∣ρε(t)∣∣
=: L1 + L2 + L3 + L4. (3.91)
Let us estimate the four terms. From (3.40) we have that
L1  k4(1+ t)2η−1
(
ε
∣∣ρ ′ε(t)∣∣2 + ∣∣ρε(t)∣∣2)
 k4ε(1+ t)2η
∣∣ρ ′ε(t)∣∣2 + k5ε2(1+ t)η−1λ2(t),
hence
L1 + L3  k6ε(1+ t)2η
∣∣ρ ′ε(t)∣∣2 + k5ε2(1+ t)η−1λ2(t)
 2k6ε(1+ t)2η
(∣∣r′ε(t)∣∣2 + ∣∣θ ′ε(t)∣∣2)+ k5ε2(1+ t)η−1λ2(t). (3.92)
From (3.82) we deduce that cε(t) is bounded. Therefore, using also the explicit expression (3.2) for
θε(t), from (3.92) we obtain that
L1 + L3  k7ε(1+ t)2η |r
′
ε(t)|2 + k8ε(1+ t)2ηe−2t/ε + k5ε2(1+ t)η−1λ2(t). (3.93)
cε(t)
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L4 
1
2
(1+ t)2η−1∣∣ρε(t)∣∣2 + 1
2
(1+ t)2η+1∣∣gε(t)∣∣2
 k9ε2(1+ t)η−1λ2(t) + 1
2
(1+ t)2η+1∣∣gε(t)∣∣2. (3.94)
Plugging (3.93) and (3.94) into (3.91), and integrating in [0, t], we obtain that
t∫
0
cε(s)(1+ s)2η
∣∣A1/2ρε(s)∣∣2 ds−Dε(t) + k7ε
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds
+ k8ε
t∫
0
(1+ s)2ηe−2s/ε ds
+ k10ε2
t∫
0
(1+ s)η−1λ2(s)ds
+ 1
2
t∫
0
(1+ s)2η+1∣∣gε(s)∣∣2 ds. (3.95)
Let us estimate some of the terms in the right-hand side. Exploiting the fact that cε(t) is bounded,
the explicit formula (3.2) for θε(t), and the fact that λ(t) 1, for the ﬁrst term we obtain that
−Dε(t) 1
2
ε2(1+ t)2η∣∣ρ ′ε(t)∣∣2
 ε2(1+ t)2η(∣∣r′ε(t)∣∣2 + ∣∣θ ′ε(t)∣∣2)
 k11ε2(1+ t)2η |r
′
ε(t)|2
cε(t)
+ k12ε2(1+ t)2ηe−2t/ε
 k11εEε(t) + k12ε2(1+ t)η · (1+ t)ηe−2t/ε0
 k11εEε(t) + k13ε2(1+ t)ηλ2(t).
In the third term of (3.95) we make the variable change σ = s/ε, and we obtain that
t∫
0
(1+ s)2ηe−2s/ε ds ε
+∞∫
0
(1+ ε0σ)2ηe−2σ dσ  k14ε. (3.96)
Moreover, we estimate the fourth term of (3.95) by means of (3.87), and the ﬁfth by means
of (3.84). Finally, the estimate from below in (3.82) implies that
t∫
(1+ s)2η−1∣∣A1/2ρε(s)∣∣2 ds k16
t∫
cε(s)(1+ s)2η
∣∣A1/2ρε(s)∣∣2 ds.
0 0
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Second energy estimate. We prove that ρε(t) and rε(t) satisfy all the conclusions of statement (1) of
Theorem 2.5.
We begin by estimating some terms in (3.89). Thanks to (3.83) we have that
2+ ε c
′
ε(t)
cε(t)
− 2ηε
1+ t 
3
2
∀t  0 (3.97)
provided that ε is small enough. Thanks to the estimate from below in (3.82) we have that
2(1+ t)2η 1
cε(t)
〈
gε(t), r
′
ε(t)
〉
 1
2
(1+ t)2η |r
′
ε(t)|2
cε(t)
+ 2(1+ t)2η |gε(t)|
2
cε(t)
 1
2
(1+ t)2η |r
′
ε(t)|2
cε(t)
+ k17(1+ t)2η+1
∣∣gε(t)∣∣2. (3.98)
Moreover we have that
〈
Aρε(t), θ
′
ε(t)
〉

∣∣A1/2ρε(t)∣∣ · ∣∣A1/2θ ′ε(t)∣∣ ∣∣A1/2ρε(t)∣∣ · k18e−t/ε. (3.99)
Plugging (3.97) through (3.99) into (3.89), we obtain that
E ′ε(t)−(1+ t)2η
|r′ε(t)|2
cε(t)
+ 2η(1+ t)2η−1∣∣A1/2ρε(t)∣∣2
+ 2k18(1+ t)2η
∣∣A1/2ρε(t)∣∣ · e−t/ε + k17(1+ t)2η+1∣∣gε(t)∣∣2.
Integrating in [0, t], and exploiting (3.90) and (3.84), we obtain that
(
1− 2ηmax{k1,k2}ε
)(Eε(t) +
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds
)
 k19ε2(1+ t)ηλ2(t) + 2k18
t∫
0
(1+ s)2η∣∣A1/2ρε(s)∣∣ · e−s/ε ds.
If ε is small enough this means that
Eε(t) +
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds
 k20ε2(1+ t)ηλ2(t) + k21
t∫
0
(1+ s)2η∣∣A1/2ρε(s)∣∣ · e−s/ε ds.
Let us ﬁx any T  0. The same argument exploited in (3.96) gives that for every t ∈ [0, T ] we have
that
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0
(1+ s)2η∣∣A1/2ρε(s)∣∣ · e−s/ε ds sup
τ∈[0,T ]
(1+ τ )η∣∣A1/2ρε(τ )∣∣ ·
t∫
0
(1+ s)ηe−s/ε ds
 sup
τ∈[0,T ]
√
Eε(τ ) · k22ε
 1
2k21
sup
τ∈[0,T ]
Eε(τ ) + k23ε2,
hence
Eε(t) +
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds k24ε2(1+ t)ηλ2(t) + 1
2
sup
τ∈[0,T ]
Eε(τ ) ∀t ∈ [0, T ]. (3.100)
Let us forget for a while the integral in the left-hand side, and let us take the supremum of both
sides for t ∈ [0, T ]. Due to the monotonicity of λ(t) we obtain that
sup
τ∈[0,T ]
Eε(τ ) 2k24ε2(1+ T )ηλ2(T ).
Coming back to (3.100) we deduce now that
T∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds 2k24ε2(1+ T )ηλ2(T ).
Since T is arbitrary, we have actually proved that
(1+ t)2η
(
ε
|r′ε(t)|2
cε(t)
+ ∣∣A1/2ρε(t)∣∣2
)
+
t∫
0
(1+ s)2η |r
′
ε(s)|2
cε(s)
ds k25ε2(1+ t)ηλ2(t) (3.101)
for every t  0. Plugging (3.101) into (3.90) we obtain also that
t∫
0
(1+ s)2η−1∣∣A1/2ρε(s)∣∣2 ds k26ε2(1+ t)ηλ2(t) ∀ t  0. (3.102)
Exploiting once again (3.82), all the estimates in statement (1) of Theorem 2.5 follow from (3.101)
and (3.102).
Third energy estimate. We prove that ρε(t) and rε(t) satisfy the estimates in statement (2) of Theo-
rem 2.5. From the previous step we already know that
∣∣A1/2ρε(t)∣∣2  k27ε2 λ2(t)
(1+ t)η ∀t  0. (3.103)
Now we observe that, since Eqs. (3.78) and (3.80) are linear, we have that the functions A1/2ρε(t)
and A1/2rε(t) are solutions of analogous equations, just with A1/2gε(t) instead of gε(t). In this context
(3.103) and (3.85) play the role of (3.40) and (3.84), respectively.
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∣∣Aρε(t)∣∣2  k28ε2 λ2(t)
(1+ t)η ∀t  0, (3.104)
and the integral estimate in statement (2) of Theorem 2.5. It remains to prove that
∣∣r′ε(t)∣∣2  k29ε2 λ2(t)
(1+ t)η+2 ∀t  0. (3.105)
To this end, we consider the energy
Gε(t) := (1+ t)η |r
′
ε(t)|2
c2ε(t)
.
Exploiting (3.80), with some computations we obtain that
G′ε(t) = −
1
ε
(1+ t)η
(
2+ 2ε c
′
ε(t)
cε(t)
− ηε
1+ t
) |r′ε(t)|2
c2ε(t)
− 2
ε
(1+ t)η
cε(t)
〈
Aρε(t), r
′
ε(t)
〉+ 2
ε
(1+ t)η
c2ε(t)
〈
gε(t), r
′
ε(t)
〉
. (3.106)
Let us estimate the three terms. As for the ﬁrst one, from (3.83) we have that
2+ 2ε c
′
ε(t)
cε(t)
− ηε
1+ t  1 ∀t  0 (3.107)
provided that ε is small enough. Let us consider now the second term. From (3.104) we have that
− (1+ t)
η
cε(t)
· 〈Aρε(t), r′ε(t)〉 (1+ t)η · |r′ε(t)|cε(t) ·
∣∣Aρε(t)∣∣
=√Gε(t) · (1+ t)η/2 · ∣∣Aρε(t)∣∣
 k30
√
Gε(t) · ελ(t). (3.108)
As for the third term, we exploit the estimate from below in (3.82), and our assumption (3.86).
We obtain that
(1+ t)η
c2ε(t)
· 〈gε(t), r′ε(t)〉 (1+ t)η · |r′ε(t)|cε(t) ·
|gε(t)|
cε(t)

√
Gε(t) · (1+ t)η/2 · 1
cε(t)
· ∣∣gε(t)∣∣

√
Gε(t) · k31(1+ t)1+η/2 ·
∣∣gε(t)∣∣
 k32
√
Gε(t) · ελ(t). (3.109)
Plugging (3.107) through (3.109) into (3.106) we obtain that
G′ε(t)−
1
ε
Gε(t) + 1
ε
√
Gε(t) · k33ελ(t) = −1
ε
√
Gε(t)
(√Gε(t) − k33ελ(t)).
Since Gε(0) = 0, from Lemma 3.1 we conclude that Gε(t)  k233ε2λ2(t) for every t  0. Thanks to
the estimate from above in (3.82), this is equivalent to (3.105). 
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Let cε(t) and c(t) be deﬁned by (3.1). Let gε(t) be deﬁned by (3.77). We already know that (3.40)
holds true. Thanks to Proposition 3.5, it is enough to show that assumptions (3.82) through (3.87) are
satisﬁed.
Assumption (3.87) is trivial when λ(t) ≡ 1, and follows from a simple integration by parts when
λ(t) = log(e + t).
Let us consider the assumptions on cε(t). Estimate (3.82) immediately follows from (2.3). Moreover,
since
|c′ε(t)|
cε(t)
= 2γ |〈A
1/2uε(t), A1/2u′ε(t)〉|
|A1/2uε(t)|2  2γ
|u′ε(t)| · |Auε(t)|
|A1/2uε(t)|2 ,
estimate (3.83) follows from (2.3) through (2.5) (in this point we need the estimate from below for
|A1/2uε(t)|).
In order to prove estimates on gε(t), we ﬁrst estimate cε(t)− c(t). To this end, we apply the mean
value theorem to the function σγ , and we obtain the inequality
∣∣yγ − xγ ∣∣ γ max{yγ−1, xγ−1} · |y − x| ∀x 0, ∀y  0.
Setting y := |A1/2uε(t)|2 and x := |A1/2u(t)|2, it follows that
∣∣cε(t) − c(t)∣∣ γ max{∣∣A1/2uε∣∣2(γ−1), ∣∣A1/2u∣∣2(γ−1)} · ∣∣∣∣A1/2uε∣∣2 − ∣∣A1/2u∣∣2∣∣. (3.110)
From (2.3) and (2.1) with j = 1 we have that
max
{∣∣A1/2uε(t)∣∣2(γ−1), ∣∣A1/2u(t)∣∣2(γ−1)} k1
(1+ t)1−1/γ . (3.111)
Moreover, arguing as in (3.56), we obtain that
∣∣∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2∣∣ k2 |ρε(t)|
(1+ t)1/(2γ ) . (3.112)
From (3.110)–(3.112), and (3.40) we conclude that
∣∣cε(t) − c(t)∣∣ k3 ελ(t)
(1+ t)1+(δ−1)/(2γ ) .
From (2.1) with j = 2 we have therefore that
∣∣gε(t)∣∣2  2(cε(t) − c(t))2∣∣Au(t)∣∣2 + 2ε2∣∣u′′(t)∣∣2
 k4
ε2λ2(t)
(1+ t)2+δ/γ + 2ε
2
∣∣u′′(t)∣∣2. (3.113)
At this point (3.84) follows from (3.22) and (3.87). Moreover (3.85) follows in an analogous way
exploiting (3.23) instead of (3.22).
Finally, from (3.113) and (3.24) we obtain that
∣∣gε(t)∣∣2  k4 ε2λ2(t)2+δ/γ + k5 ε24+1/γ  k6 ε2λ2(t)2+δ/γ ,(1+ t) (1+ t) (1+ t)
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proof of Theorem 2.5. 
4. Open problems
The main open problems in the theory of dissipative Kirchhoff equations have been stated in the
last section on [13]. In particular, this paper gives a partial answer to the sixth problem presented
therein.
Here we state some open questions which are more closely related to the speciﬁc degenerate
nonlinearity considered in this paper.
• Open problem 1. In the case where δ0  2γ + 1, is the term λ(t) really needed in the estimates of
Theorem 2.5?
• Open problem 2. Determine the best decay-error estimates which are true without the (ν, δ0)-
assumption on initial data. We suspect that nothing more than (2.6) can be true for general data.
• Open problem 3. Is it possible to extend the theory to the case γ ∈ (0,1)?
• Open problem 4. Is it possible to extend the theory to weak dissipation terms of the form
(1+ t)−pu′ε(t) with p  1?
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