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INTRODUCTION.
In this survey we consider generalizations for Young and Cauchy–
Bunyakowsky inequalities with applications.
In section 2 it is noticed that in fact there two different Young
inequalities (for two numbers) but not one. Then there is a problem
to compare different versions. In theorem 2 three different cases are
considered and three numerical examples for all cases added.
In section 3 generalizations are considered on Young inequality for
integrals and for Legendre transforms, applications on improvement
of Rogers–Ho¨lder–Riesz inequality. We mention the transfere principle
suggested by the author and proved recently by A.G.Kusraev how to
transfere inequalities for numbers to the case of uniformly complete
vector lattices and operators in them.
In section 4 different kinds of means are considered: power, Rado,
Gini, Lemer, quasi–arithmetic, iterated and AGM and also different
known procedures for constructing new means from known ones. In
particular in theorem 4 simplified version of Tibor Rado results on
comparison of power and Rado means is presented. After that abstract
means are introduced and in theorem 5 all means for two numbers
are characterized completely. The generalized entropy is introduced and
completely characterized in theorem 6.
In section 5 discrete version of Cauchy–Bunyakowsky inequality is
studied and its generalizations: Milne, Callebaut and Daykin–Eliezer–
Carlitz. The author suggest to express them in terms of means — it is
much more clear and give a lot of new non–trivial examples.
In section 6 integral version of Cauchy–Bunyakowsky inequality is
studied with its improvements. In theorem 8 an integral version is proved
of sufficiency of Daykin–Eliezer–Carlitz result. Different special cases
are considered for power, Rado, min−max and AGM means, the last
one is quiet exotic. Theorem 9 introduces new class of generalizations,
and it occurred unexpectedly that Daykin–Eliezer–Carlitz result is not
valid in necessary part for integrals! Some more examples are considered.
The most general form of aithor’s results are theorems 11 and 12. In
theorems 13, 14, 15 there are comparison results for different kinds of
proved generalizations.
In section 7 we consider applications of our results to Jackson q–
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integrals, Aszel inequality in Lorents spaces, discrete Fourier transforms,
Minkowsky inequality, two–sided estimates for the Legendre complete
integrals of the first kind, estimates for transmutations and integral
operators, elasticity theory.
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В обзоре изложены уточнения и обобщения некоторых клас-
сических неравенств. Вначале рассмотрены уточнения неравенства
Янга с их приложениями. Основное содержание обзора составляет
изложение принадлежащего автору метода обобщений неравенств
Коши–Буняковского с использованием средних значений. Рассмот-
рены обобщения для дискретного и интегрального случаев, их вари-
анты и сравнения между собой. Приводятся приложения получен-
ных результатов.
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Равенств не существует. Даже в
обычной человеческой жизни
всегда встречается только
неравенство.
Д. Митринович
1. Введение.
Теория неравенств с приложениями отражена во многих моногра-
фиях, см., например, [3–4,6,9,15–16,23–24,30,32,35–36,60,62,72–73,75–
79,87–88,92–93, 100–101,105,107–110]. Из них наряду с классическими
трудами [3,24,60,71,97–98,101,] особенно отметим книги замечатель-
ного сербского математика Драгослава Митриновича [70–71,94–99,].
Его слова, взятые в качестве эпиграфа к настоящему обзору, от-
ражают наблюдаемый уже несколько десятилетий устойчивый рост
значения и роли неравенств в современной математике и её прило-
жениях. Разнообразные теоретические и численные оценки быстро
вытесняют точные равенства, которые превращаются во многих слу-
чаях в прекрасные, но как бы случайные и вырожденные случаи при
более полном и углублённом анализе решаемых задач.
В основаниях современной теории неравенств лежит сравнитель-
но небольшое число классических результатов. При этом каждое из
основных знаменитых неравенств по мере своего существования об-
растает многочисленными уточнениями, обобщениями и приложени-
ями, которые способствуют более глубокому пониманию его сути и
расширению набора возможных приложений.
Цель данного обзора — изложение результатов автора по обобще-
ниям неравенств Янга и Коши–Буняковского, в основном получен-
ных в работах [1,37–43] (см. также [8,51–57,106]), их приложениям к
оценкам специальных функций [44,80–86] и ядер операторов преоб-
разования [10–13,22,45–50]; при этом часть результатов публикуется
впервые.
2. Уточнения неравенства Янга для двух чисел.
Так сколько же неравенств на самом деле заключено в единствен-
ном на первый взгляд неравенстве Юнга (Янга)? И как это нера-
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венство правильно называть? Неочевидные ответы на эти вопросы
рассматриваются в этом пункте.
Прежде всего необходимо отметить, что по–русски правильно
называть фамилию этого английского математика — Янг (William
Henry Young). Традиция называть его на немецкий лад возникла из
путаницы в переводе знаменитой монографии [60], в которой вдо-
бавок его фамилия в тексте дважды написана с ошибкой (Joung).
Данное неравенство как и другое известное неравенство Хаусдорфа–
Янга для свёрток были доказаны Янгом с целью их применения в
теории рядов Фурье. Аналогично принято неправильно произносить
и фамилию его жены Грейс Чисхольм Янг, например, в названии
известной теоремы Янг–Данжуа–Сакса.
В 1912 году В. Янг доказал своё знаменитое неравенство в такой
форме.
Теорема 1. Пусть функция f(x) является непрерывной и
возрастающей на отрезке [0, c], c > 0. Пусть также f(0) =
0, a ∈ [0, c], b ∈ [0, f(c)]. Тогда выполнено неравенство
∫ a
0
f(x) dx+
∫ b
0
f−1(x) dx > ab, (1)
где f−1(x) есть обратная функция. При этом равенство в (1) дости-
гается тогда и только тогда, когда b = f(a).
Строго говоря, в первоначальной формулировке Янга функция
была дифференцируемой, а не непрерывной, что было связано с ме-
тодом его доказательства [99].
Соотношение (1) геометрически выражает неравенство между
площадями криволинейных трапеций, образованных графиками па-
ры взаимно обратных функций. Аналитические доказательства, не
использующие геометрические рассуждения, приведены, например,
в [3,60,99]. Современные доказательства как правило основаны на
тождестве для левой части (1) при b = f(a). Менее известно, что
справедливо и обратное утверждение, доказанное японским матема-
тиком Т. Такахаши в 1932 г. [99].
Наиболее часто используется неравенство Янга (1) при выборе
f(x) = xp−1, p > 1. Тогда получаем в переменных (x, y) числовое
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неравенство
xy 6
xp
p
+
yq
q
(2)
при условиях
x > 0, y > 0, p > 1,
1
p
+
1
q
= 1. (3)
Как и все классические неравенства, неравенство Янга может
быть сформулировано с использованием средних значений. Тогда
оно превращается в другое классическое неравенство: весовое сред-
нее геометрическое не превосходит весового среднего арифметиче-
ского:
uavb 6 au+ bv, a > 0, b > 0, a+ b = 1, u > 0, v > 0.
Принято считать, что круг вопросов, связанных с простей-
шим неравенством (2), исследован с исчерпывающей полнотой.
Однако это не совсем так. Если обратить внимание на несим-
метричную форму правой части (2), то становится ясно, что
неравенство Янга - это не одно, а пара неравенств, причём второе
из них, пропущенное в (2), должно иметь такой вид:
xy 6
xq
q
+
yp
p
. (4)
А вот тогда сразу возникает задача о сравнении неравенств (2) и (4),
то есть об отыскании минимума правых частей из (2) и (4). Приведем
численные примеры, которые показывают, что действительно между
правыми частями (2) и (4) может существовать достаточно большой
разброс.
Пример 1: x = 5, y = 130, p = 4, q = 4/3;
xy = 650, x
p
p +
yq
q ≈ 650, 16502, x
q
q +
yp
p ≈ 71402508.
В этом случае неравенство (2) лучше (на пять порядков!).
Пример 2: x = 0, 2, y = 0, 5, p = 4, q = 4/3;
xy = 0, 1, x
p
p +
yq
q ≈ 0.29803, x
q
q +
yp
p ≈ 0, 10334.
А в этом случае неравенство (4) лучше (примерно в три раза).
Два приведенных примера иллюстрируют два типичных слу-
чая (хотя есть и третий!). Мы сразу сформулируем общий резуль-
тат [1,40]. Трудность была только в том, чтобы догадаться и найти
8 Sitnik S. M.
данную оценку, после этого доказательство превращается в неслож-
ное упражнение.
Без ограничения общности далее будем предполагать, что выпол-
нены условия y > x, p > 2 > q > 1.
Теорема 2. Пусть выполнены условия (3). Тогда
1. Если y > x > 1, то оценка (2) лучше, чем (4), то есть выполнены
неравенства
xy 6
[min(x, y)]p
p
+
[max(x, y)]q
q
6
[max(x, y)]p
p
+
[min(x, y)]q
q
. (5)
2. Если 1 > y > x > 0, то оценка (4) лучше, чем (2), то есть
выполнены неравенства
xy 6
[max(x, y)]p
p
+
[min(x, y)]q
q
6
[min(x, y)]p
p
+
[max(x, y)]q
q
. (6)
3. Если y > 1 > x > 0, то при данном x существует единственное
критическое значение y = ycr, которое является решением трансцен-
дентного уравнения
xp
p
− x
q
q
=
yp
p
− y
q
q
. (7)
В этом случае при 1 6 y 6 ycr оценка (4) лучше, чем (2), то есть
выполнены неравенства (6), а при y > ycr оценка (2) лучше, чем (4),
то есть выполнены неравенства (5).
Иначе говоря, если два числа лежат с одной стороны от единицы,
то лучше одно из неравенств, с другой стороны—лучше другое, а
если единица разделяет два числа, то реализуются оба случая.
Теперь приведем обещанный численный пример на третий случай
в теореме 2.
Пример 3: x = 0, 5, p = 4, q = 4/3. Тогда расчет, который мы
опускаем (см. [1,40]), дает критическое значение ycr ≈ 1, 35485. Вы-
берем x = 0, 5, y = 1, 3 < ycr; тогда получаем xy = 0, 65,
xp
p
+
yq
q
≈ 1, 07973, x
q
q
+
yp
p
≈ 1, 01166.
Как и следует из теоремы 2, в этом случае лучше оценка (4).
А теперь пусть x = 0, 5, y = 1, 4 > ycr; тогда получаем xy = 0, 7,
xp
p
+
yq
q
≈ 1.19025, x
q
q
+
yp
p
≈ 1.25804.
Generalized Inequalities with Applications. 9
Как и следует из теоремы 2, в этом случае лучше оценка (2).
Отметим, что наиболее полное изложение теории неравенства Ян-
га и его обобщений приведено в [99].
3. Дальнейшие обобщения и приложения неравенства
Янга.
Теперь наметим некоторые возможные обобщения и приложения
полученных результатов.
1. Как указал автору профессор В. А. Родин, можно рассмотреть
более общий случай неравенств Янга (теперь мы знаем, что их два!)
с парой произвольных взаимно дополнительных функций Янга. Так
называют пару функций, удовлетворяющих соотношениям (обычно
указывают только первое из них)
xy 6 N(x) +M(y), xy 6 N(y) +M(x).
Далее можно рассматривать разные случаи, от хороших функций до
всё более плохих.
Случай 1 (самый хороший). Это исходное неравенство Янга (1),
в котором
N(x) =
∫ x
0
f(t) dt,M(y) =
∫ y
0
f−1(s) ds.
Тогда взаимно дополнительные функции Янга N(x),M(y) являются
и непрерывно дифференцируемыми, и выпуклыми, то есть хороши-
ми.
Оказывается, что и в этой более общей формулировке можно пол-
ностью повторить результаты, полученные выше для простейшего
случая. При этом роль пограничного условия x = 1 будет выпол-
нять ненулевое решение некоторого трансцендентного уравнения с
функцией f(x).
Случай 2 (похуже). Пусть теперь дана функция f(x), x > 0,
неубывающая, неотрицательная, непрерывная справа при x = 0 и
удовлетворяющая условиям f(0) = 0, f(+∞) = +∞. Введём функ-
цию, называемую правой обратной для f(x), по формуле
g(s) = sup
f(x)6s
x, s > 0.
10 Sitnik S. M.
Тогда функции
N(x) =
∫ x
0
f(t) dt,M(y) =
∫ y
0
g(s) ds
образуют пару взаимно дополнительных функций Янга [3,29,99]. Эти
функции остались непрерывными и выпуклыми, но перестали быть
непрерывно дифференцируемыми. Некоторый аналог теоремы 2 в
этом случае ещё можно получить, так как осталась возможность
брать производные.
Случай 3 (канонический). Кратко изложим необходимые для
дальнейшего факты из выпуклого анализа [17,21,33–34,58].
Определение. Функция называется собственной, если выполне-
но условие f(x) > −∞, и хотя бы для одного x из области определе-
ния f(x) < +∞. Преобразованием Лежандра собственной функции
называется выражение
(L f(x))(y) = sup
x
(xy − f(x)).
В многомерном случае произведение заменяется на скалярное
произведение или другой линейный функционал. Для дифференци-
руемых функций можно выразить преобразование Лежандра неявно
через градиент. Сама функция может быть фактически произволь-
ной, но её преобразование Лежандра всегда будет выпуклой функ-
цией с замкнутым надграфиком и полунепрерывной слева. Неравен-
ства Янга в этой общей ситуации запишутся так:
xy 6 f(x) + (L f(x))(y), xy 6 f(y) + (L f(y))(x), (8)
и опять возникает задача об их сравнении. Но производной теперь
нет, поэтому как их сравнивать—непонятно.
Для преобразования Лежандра произвольной собственной функ-
ции выполняется ещё одно красивое неравенство L (L f)(x) 6 f(x).
Но можно заметить, что при подстановке в него конкретных функ-
ций, для которых преобразование Лежандра известно, всегда полу-
чается равенство. Это неспроста, и приводит к одному из самых
важных фактов выпуклого анализа—теореме Фенхеля–Моро об ин-
волютивности преобразования Лежандра. Она утверждает, что пре-
образование Лежандра инволютивно (то есть, его квадрат есть тож-
дественное преобразование) тогда и только тогда, когда исходная
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функция является собственной, выпуклой и её надграфик замкнут.
Во всех рассмотренных выше случаях пары функций N(x),M(x)
удовлетворяли условиям этой теоремы, поэтому сами эти функции
являлись преобразованиями Лежандра друг друга. Возможно, нера-
венство (8) можно исследовать по нашей схеме, заменив применение
производной на применение субдифференциалов [18–19,58].
Случай 4 (самый плохой). В трёх приведённых случаях все функ-
ции были выпуклыми. Можно ли построить пару взаимно дополни-
тельных по Янгу функций, хоть одна из которых была бы невыпук-
лой? Оказывается, что да, можно. Этот случай рассматривается в
теореме Бирнбаума–Орлича, приведённой в конце книги [29]. В этой
теореме приводится набор требований на одну из функций N(x), ко-
торая может не быть выпуклой, чтобы вместе с её преобразованием
Лежандра M(x) они образовывали нужную пару и удовлетворяли
неравенствам Янга. Как получить аналог теоремы 2 для этого слу-
чая совершенно неясно, так как теперь нет не только производных,
но и пары инволютивных преобразований Лежандра.
2. Для большинства математиков неравенство Янга—это просто
инструмент для доказательства неравенства Гёльдера. И это дей-
ствительно одно из важнейших применений данного неравенства.
Следует сказать прежде всего, что исторически справедливым бы-
ло бы другое название: неравенство Роджерса–Гёльдера–Рисса. Это
неравенство было впервые в эквивалентном виде доказано Леонар-
дом Роджерсом в 1888 г., в другом эквивалентном виде Отто Гёль-
дером с указанием на вклад Роджерса год спустя в 1889 г., а в при-
вычном нам виде в 1910 г. Фридьешем (Фредериком?) Риссом в той
же знаменитой работе, где им были введены пространства lp и Lp.
К сожалению, работы замечательного английского математика Лео-
нарда Джеймса Роджерса (1862–1933) были незаслуженно и надол-
го забыты. Приоритет Л. Роджерса в доказательстве знаменитого
неравенства был недавно восстановлен после публикаций польского
математика Леха Малигранды [88,91], хотя в хороших книгах это
давно отмечалось, но почему-то в сносках [3,60,99].
Итак, рассмотрим простейшее неравенство Роджерса–Гёльдера–
Рисса для пары векторов с неотрицательными компонентами в ко-
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нечномерном пространстве. Пусть
a = (a1, . . . an), b = (b1, . . . bn), A =
(
n∑
k=1
apk
) 1
p
, B =
(
n∑
k=1
bqk
) 1
q
,
при условиях p > 2 > q > 1. Тогда обычное неравенство Р-Г-Р при-
нимает вид
n∑
k=1
ak
A
bk
B
6 1. (9)
В стандартном доказательстве теперь нужно применить неравенство
Янга к парам чисел akA ,
bk
B , которые очевидно все меньше единицы,
что как раз и интересно, так как мы всегда окажемся в нестандарт-
ных условиях пункта 2 из теоремы 2. В результате получается
Теорема 3. Справедливо следующее уточнение дискретного
неравенства Роджерса–Гёльдера–Рисса, следующее из теоремы 2:
n∑
k=1
ak
A
bk
B
6
n∑
k=1
(
[max(akA ,
bk
B )]
p
p
+
[min(akA ,
bk
B )]
q
q
)
6 1. (10)
Аналогично может быть обобщено и соответствующее интеграль-
ное неравенство. Разумеется, любые уточнения неравенства Р-Г-Р в
дискретном или интегральном случаях приводят к соответствующим
уточнениям неравенства Минковского.
Отметим также разработанную А. Г. Кусраевым технику перене-
сения результатов для числовых неравенств на равномерно полные
числовые решётки и операторы в них. Подобное распространение
для неравенства Роджерса–Гёльдера–Рисса проведено в [89–90]. При
этом основным инструментом становится представление выпуклых
положительных однородных функций в виде верхней огибающей се-
мейства линейных функционалов, как в классических теоремахМин-
ковского и Хёрмандера из выпуклого анализа.
4. Классические и абстрактные средние значения.
4.1. Абстрактные средние. Средние величины первоначаль-
но возникли в Древней Греции при решении задач на пропорции
в терминах отношения отрезков и других геометрических задач,
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см. [9,109]. Так были введены простейшие средние: арифметическое,
геометрическое, квадратичное и гармоническое
A(x, y) =
x+ y
2
, G(x, y) =
√
x, y,Q(x, y) =
√
x2 + y2
2
, x, y > 0,
H(x, y) = A(
1
x
,
1
y
) =
2xy
x+ y
, x, y > 0.
Различные вопросы теории средних достаточно подробно изло-
жены в литературе [3,60,97,99]. Особенно отметим специально по-
свящённые этим вопросам монографии [9,72,79,96,109], а также из-
ложение в работах автора [37–39].
Наблюдения за приведёнными выше простейшими средними при-
водят к выводу, что все они обладают некоторыми характерными
общими свойствами: однородны, симметричны, монотонны, а также
при x = y равны x. Это приводит к идее определять абстрактные
средние при помощи соответствующих аксиом.
Определение. Абстрактным средним двух неотрицательных
чисел называется число M(x, y), удовлетворяющее следующим ак-
сиомам:
1) (свойство несмещённости)
M(x, x) = x,
2) (свойство однородности)
M(λx, λy) = λ M(x, y), λ > 0,
3) (свойство монотонности по обоим аргументам)
x2 > x1 ⇒M(x2, y) > M(x1, y), y2 > y1 ⇒M(x, y2) > M(x, y1);
4) (свойство симметричности)
M(x, y) = M(y, x).
Очевидно, что если выполнено свойство симметричности, то то-
гда достаточно монотонности лишь по одному аргументу. Из приве-
дённых выше вытекает также важное свойство промежуточности
min(x, y) 6M(x, y) 6 max(x, y),
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которое часто включают в число основных (аналогично тому, как
включают в число аксиом нормы неотрицательность, хотя она сле-
дует из других аксиом). Обычно подразумевается также непрерыв-
ность по обоим аргументам, иногда для получения более детальных
результатов нужны дополнительно некоторая гладкость (например,
если неравенства между средними доказываются с использованием
одной или нескольких производных) и определённая модификация
свойства аналитичности.
Для формулировки дальнейших результатов нам также потребу-
ется понятие сопряженного среднего.
Определение. Сопряженным к абстрактному среднему называ-
ется величина
M∗(x, y) =
xy
M(x, y)
; x, y > 0. (11)
Известны достаточно широкие классы средних, удовлетворяю-
щих приведенным аксиомам. Перечислим основные из них.
4.2. Степенные средние. Это самые известные средние, см.,
например, [3,9,60,99]:
M(x, y) = Mα(x, y) =
(
xα + yα
2
) 1
α
,−∞ 6 α 6∞ , α 6= 0 ; (12)
M−∞(x, y) = min(x, y) , M0 =
√
xy , M∞(x, y) = max(x, y) .
Степенные средние образуют упорядоченную шкалу по параметру:
α1 > α2 ⇒Mα1(x, y) >Mα2(x, y) , ∀ x, y .
Три исключительных значения {α = −∞, 0,+∞} могут быть по-
лучены из неисключительных предельным переходом. Аксиомы аб-
страктного среднего 1)–4) проверяются непосредственно.
Кроме симметричных средних используются и несимметричные.
Самые известные из них — это средние арифметическое и геометри-
ческое с неотрицательными весами α, β :
Aα,β(x, y) = αx+ βy,Gα,β(x, y) = x
αyβ, α+ β = 1. (13)
Неравенство между ними—это неравенство Янга, которое мы уже по-
дробно рассмотрели. Аналогично вводится весовое среднее степенное
произвольного порядка.
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4.3. Средние Т. Радо. Мы назовём так средние следующего
вида:
Rβ(x, y) =
(
xβ+1 − yβ+1
(β + 1)(x− y)
) 1
β
,−∞ 6 β 6∞, β 6= 0,−1; (14)
R−∞(x, y) = min(x, y), R∞(x, y) = max(x, y).
Очевидно, что
R−2(x, y) = M0(x, y), R1(x, y) = M1(x, y).
Исключительные значения порождают пару гораздо менее извест-
ных средних: логарифмическое
R−1(x, y) = L(x, y) =
y − x
ln y − ln x (15)
и то, которое в западной литературе почему–то называется identric, а
автор предлагает называть многоэтажно–показательным или просто
многоэтажным
R0(x, y) =
1
e
(
yy
xx
) 1
y−x
. (16)
Средние Радо также образуют шкалу по параметру:
β1 > β2 ⇒ Rβ1(x, y) > Rβ2(x, y), ∀x, y;
четыре исключительных значения β = {−∞,−1, 0,+∞} могут быть
получены из неисключительных предельным переходом. Аксиомы
абстрактного среднего проверяются непосредственно.
Конечно, величины Rβ , которые являются интегральными сред-
ними от степенной функции, выписывались с момента возникнове-
ния Анализа. Но именно Тибор Радо провел в 1935 г. в работе [104]
детальное исследование этих средних, которые понадобились ему
для изучения субгармонических функций. В частности
’
им были до-
казаны замечательные теоремы о связи двух основных шкал средних
Mα и Rβ . Так’
из результатов Радо следует
’
что средние из двух ука-
занных шкал совпадают лишь в следующих пяти случаях:
M−∞ = R−∞,M0 = R−2,M 1
2
= R 1
2
,M1 = R1,M∞ = R∞.
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Наиболее часто используемые средние
(min
’
max
’
арифметическое
’
геометрическое) входят в обе шка-
лы. Другим замечательным результатом Радо является полное
описание множеств параметров (α, β)
’
при которых выполнены
неравенства
Mα1 6 Rβ 6Mα2 , Rβ1 6Mα 6 Rβ2 , (17)
В частности
’
из его результатов получается
’
что фольклорное
неравенство для среднего логарифмического M0 6 L 6 M1, которое
содержится еще в оригинальной работе В.Я. Буняковского в каче-
стве примера на приложения его интегрального неравенства, может
быть усилено до следующего:
M0(x, y) =
√
xy 6 L(x, y) =
x− y
lnx− ln y 6
6M 1
3
(x, y) =
(
x
1
3 + y
1
3
2
)3
, (18)
причем порядки средних 0 и 1/3 являются неулучшаемыми. Послед-
нее неравенство многократно переоткрывалось в литературе.
К сожалению, условия теорем Радо, при которых выполнены
оценки (17), приведены им не в явном виде. Так они цитируются
и в известных монографиях, например, [97,99]. Возможно, это одна
из причин, по которой неравенства Радо многократно переоткрыва-
лись и переназывались. Расшифровка условий оригинальной работы
Радо не в терминах некоторых дополнительных неравенств, а непо-
средственно через параметры, получена в [41]. Результаты содержит
Теорема 4. Справедливы следующие двусторонние неулучшае-
мые оценки средних Радо через степенные средние:
Mα+2
3
6 Rα 6M0 , при α ∈ (−∞,−2],
M0 6 Rα 6Mα+2
3
, при α ∈ [−2,−1],
M α ln 2
ln(1+α)
6 Rα 6Mα+2
3
, при α ∈ (−1,−1/2],
Mα+2
3
6 Rα 6M α ln 2
ln(1+α)
, при α ∈ [−1/2, 1),
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(при α = 0 последнее неравенство понимается в предельном смысле
M 2
3
6 R0 6Mln 2),
M α ln 2
ln(1+α)
6 Rα 6Mα+2
3
, при α ∈ [1,∞].
Данная теорема была распространена на случай более общих
средних Джини–Радо (Столярского) в работах [102–103].
Отметим также полученное в [42] неравенство для среднего ло-
гарифмического
L
(
M 1
2
(x, y),M0(x, y)
)
6 L(x, y) 6 L(M1((x, y),M0(x, y)),
в котором порядки средних наилучшие.
Неравенства между средними — это различные способы их упоря-
дочивания. Иногда используются достаточно экзотические вариан-
ты такого упорядочивания, например, с использованием преобразо-
вания Фурье и положительно–определенных функций, которые тем
не менее находят полезные приложения, см. [79].
4.4. Средние Джини и Лемера.
Итальянский статистик Коррадо Джини ввёл названные его име-
нем средние с двумя параметрами в 1938 г. по формулам
Giu,v(x, y) =
(
xu + yu
xv + yv
) 1
u−v
, u 6= v, (19)
Giu,v(x, y) = exp
(
xu lnx+ yu ln y
xu + yu
)
, u = v 6= 0,
Giu,v(x, y) = G(x, y), u = v = 0.
Основным предметом изучения Джини было имущественное
неравенство, для его описания он и ввёл индекс Джини, основанный
на предыдущих формулах. Это одно из основных понятий современ-
ной социальной статистики.
Важный частный случай средних Джини получается из (19) при
v = u − 1. Эти средние были переоткрыты в 1971 г. Д. Лемером и
имеют вид
Leu(x, y) =
xu+1 + yu+1
xu + yu
. (20)
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4.5. Квазиарифметические средние.
Определение. Пусть дана неотрицательная монотонная функ-
ция f(x), набор неотрицательных чисел x = (x1, x2, · · · , xn) и неот-
рицательных весов p = (p1, p2, · · · , pn). Квазиарифметическим сред-
ним называется выражение
Qp(x) = f
−1
(
n∑
k=1
pkf(xk)
)
,
n∑
k=1
pk = 1.
В частном случае f(x) = x получаем обычное весовое среднее ариф-
метическое, чем объясняется название. Это среднее стало широко
известно после выхода монографии [60], в которой оно применялось
для изучения обобщённой выпуклости относительно пары функций.
Основные результаты для квазиарифметического среднего были по-
лучены в работах Колмогорова, Нагумо и Де Финетти. Они в суще-
ственном сводятся к доказательству двух основных свойств:
1. Квазиарифметические средние совпадают тогда и только то-
гда, когда порождающие их функции связаны линейным соотноше-
нием.
2. Непрерывное квазиарифметическое среднее однородно тогда и
только тогда, когда оно совпадает со средним степенным.
Данные средние встречаются в огромном числе задач. Например,
они используются в недавних работах акад. В. П. Маслова по при-
менению нелинейных моделей в математической экономике [25–28].
В монографии [61] квазиарифметические средние применяются для
детального анализа различных видов энтропии.
4.6. Итерационные средние.
Рассмотрим итерационный процесс при заданных стартовых
значениях x0, y0 и паре абстрактных средних (M,N) :
xn+1 = M(xn, yn), yn+1 = N(xn, yn).
В общем случае получаем некоторую динамическую систему на
плоскости, которая имеет интересное асимптотическое поведение
(динамику) при n → ∞, но очень сложна для изучения даже при
простейшем выборе пары средних (M,N).
Определение. Пусть существует общий предел последователь-
ностей xn и yn. Тогда он называется итерационным средним и обо-
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значается
µ(M,N | x0, y0) = µ(x0, y0) = limxn = lim yn. (21)
Непосредственно проверяется, что итерационное среднее пары
абстрактных средних также является новым абстрактным средним
и наследует соответствующие аксиомы 1) - 4). Также принято другое
обозначение вместо µ(M,N), а именно M ⊗N .
Самое известным итерационным средним является арифметико–
геометрическое (AGM—arithmetic–geometric mean), изученное Ле-
жандром и Гауссом. Оно получается при выборе M = M1, N = M0
и выражается по формуле
µ(M,N | x0, y0) = pi
2
x0
K
(√
1−
(
y0
x0
)2) , 0 < y0 < x0, (22)
гдеK(x)— полный эллиптический интеграл Лежандра первого рода.
Разумеется, можно рассматривать и огромное число итераций с
другими средними, или менять их по ходу итераций, по аналогии с
методом Зейделя.
Теория итерационных средних в настоящее время активно раз-
вивается и является, в частности, источником возникновения новых
классов специальных функций — гипертрансцендентных функций.
Значительная часть этой теории изложена в книгах Джонатана и
Питера Борвейнов с соавторами [65–69,5].
В заключение перечисления различных средних отметим, что
некоторые элементарные операции не выводят из этого класса. На-
пример, среднее от пары средних—это вновь среднее. Данную проце-
дуру можно неограниченно продолжать. Несмотря на свою очевид-
ность, это формулировка очень мощного метода, порождающего в
конкретных случаях практически все известные процедуры постро-
ения новых средних из простейших.
Полезным необычным средним является также понятие медиан-
ты двух дробей, вводимое в теории рядов Фарея, по которому негра-
мотные школьники и студенты и складывают дроби. Далее мы ис-
пользуем это среднее.
Таким образом, можно сделать основной для данного раздела
вывод, что существует значительное число конкретных примеров
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абстрактных средних. Они используются далее в качестве "кирпи-
чиков" , из которых, например, собираются различные обобщения
неравенств Коши–Буняковского в интегральном и дискретном слу-
чаях.
Необходимо подчеркнуть фундаментальную роль средних сте-
пенных и Радо, так как все остальные перечисленные выше извест-
ные средние выражаются через них. Поэтому именно эти две шкалы
средних играют основную роль в данной работе.
4.7. Полное описание функций средних и энтропии для
двух переменных.
Итак, средних очень много. Тем удивительнее, что удалось полу-
чить описание всех "хороших" средних от двух переменных. В этом
пункте излагаются соответствующие результаты, полученные авто-
ром.
Теорема 5. Произвольное абстрактное среднее, обладающее
свойствами несмещённости, однородности, симметричности, моно-
тонности и непрерывности по обоим аргументам представляется в
виде
M(x, y) = (x+ y)h(ln
y
x
), (23)
где h(t) является определенной на всей оси непрерывной четной
функцией, удовлетворяющей следующим условиям при t > 0:
h(0) =
1
2
,
et1(et2 + 1)
et2(et1 + 1)
6
h(t1)
h(t2)
6
(et2 + 1)
(et1 + 1)
, t1 6 t2.
Справедливо и обратное: каждой функции h(t) с указанным набо-
ром свойств соответствует по формуле (23) несмещённое, однород-
ное, симметричное, монотонное и непрерывное по обоим аргументам
среднее.
Введенная функция h(t) связана с функцией однородности соот-
ветствующего среднего M(x, y).
Полученное полное описание средних значений позволяет дать
исчерпывающее описание функций энтропии от двух переменных,
что является важным для теории информации и других приложений.
Generalized Inequalities with Applications. 21
Определение. Обобщённой энтропией, соответствующей произ-
вольному абстрактному среднему, называется величина
E(x, y) = − ln(M(x, y)). (24)
Это определение не надумано, а отражает известные конкретные
функции энтропии, которые общеприняты в термодинамике и ин-
форматике.
Справедлива и обратная формула, выражающая среднее через
произвольную энтропию
M(x, y) = exp(−E(x, y)).
Выбор конкретных средних в определении (24) порождает все из-
вестные функции энтропии. Так при выборе весового среднего гео-
метрического получается определение энтропии по Шеннону, а при
выборе среднего Джини получается определение энтропии по Ре-
ньи [61,108]:
E1(x, y) = −p1 lnx− p2 ln y, E2(x, y) = − 1
α− 1 ln
(p1x
α + p2y
α)
p1x+ p2y
.
Из предыдущей теоремы сразу получаем полное описание всех
функций энтропии от двух переменных.
Теорема 6. Произвольная функция энтропии определяется по
формуле
E(x, y) = − ln(x+ y)− lnh(ln y
x
),
с некоторой функцией h(t), где h(t) является определенной на всей
оси непрерывной четной функцией, удовлетворяющей следующим
условиям при t > 0:
h(0) =
1
2
,
et1(et2 + 1)
et2(et1 + 1)
6
h(t1)
h(t2)
6
(et2 + 1)
(et1 + 1)
, t1 6 t2.
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5. Обобщения дискретных неравенств Коши–Буняковского.
5.1. Исторические сведения.
Неравенство Коши–Буняковского является классическим нера-
венством Анализа. Для конечных сумм и рядов оно было доказано
О. Коши в 1821 году, а для интегралов — В. Я. Буняковским в 1859
году. Отметим, что в 2004 году в Киеве состоялась международная
конференция, посвященная двухсотлетию со дня рождения академи-
ка Виктора Яковлевича Буняковского, на которой автор выступал с
пленарным докладом по тематике данной статьи.
Курс Анализа Коши, содержащий данное неравенство, вышел в
России в 1831 г. в переводе Буняковского. Собственная работа Буня-
ковского содержит много примеров на применение его неравенства и
вычислений, но доказательства там нет. Всем понятно, что и Коши,
и Буняковский его знали.
На самом деле, неравенство Коши сразу следует из тождества
Лагранжа, которое было доказано им почти за 50 лет до Коши при
n = 3, а при n = 2 было известно ещё Диофанту. Лагранж вывел
своё тождество при изучении геометрии пирамид.
Интегральное неравенство Буняковского было переоткрыто че-
рез двадцать пять лет Г. А. Шварцем в 1884. Принято считать, что
им впервые дана теперь привычная всем формулировка в терминах
скалярного произведения, что должно оправдать его долю в наиме-
новании этого неравенства, но это неправда. На самом деле большая
работа Шварца была посвящена его альтернирующему методу. При
оценке сходимости он использовал соответствующее неравенство, ко-
торому в работе посвящён один абзац из 6 строк. В нём дан клас-
сический вывод через квадратный трёхчлен. Кстати, обдумывание
этой работы вскоре привело Эмиля Пикара к первой версии мето-
да последовательных приближений для дифференциальных урав-
нений. Герман Амандус Шварц многое открыл сам, и нет никакой
нужды приписывать ему чужие достижения. Вспомним альтерниру-
ющий метод Шварца, теорему о равенстве смешанных производных,
решение задачи Фаньяно, интеграл Кристоффеля–Шварца, принцип
симметрии Римана–Шварца, сапог Шварца, производнуюШварца и
т.д.
Идея обобщения неравенства на пространства со скалярным про-
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изведением была предвосхищена Г. Грассманом, а в привычном нам
виде результат был опубликован Г. Вейлем в 1918 г. Первым включил
неравенство Коши–Буняковского в свои монографии Фон Нейман.
Сейчас издано несколько монографий, целиком посвящённых
рассмотрению неравенства Коши–Буняковского [75–77,107,110], осо-
бо из них отметим недавнюю замечательную книгу Стила и первую
из монографий Севера Драгомира. Там есть достаточно полная биб-
лиография, поэтому мы не будем цитировать многочисленные рабо-
ты, посвящённые различным обобщениям данного неравенства.
5.2. Неравенства Милна и Колбо.
Итак, рассмотрим дискретное неравенство Коши–Буняковского
(
n∑
k=1
xk · yk
)2
6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
. (25)
В [60,75,99] приведено его интересное обобщение в форме
(
n∑
k=1
xk · yk
)2
6
(
n∑
k=1
(x2k + y
2
k)
)
·
(
n∑
k=1
x2ky
2
k
x2k + y
2
k
)
6 (26)
6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
.
Это известное неравенство, которое было доказано Милном в
1925 году при исследовании задачи из астрономии по вычислению
коэффициента звездного поглощения, и с тех пор неоднократно пе-
реоткрывалось. Неравенство Милна явилось одной из отправных то-
чек для получения изложенных далее результатов по обобщению
неравенства Коши–Буняковского. В [60,75] приведены также неко-
торые подобные оценки. Интересные приложения неравенства Мил-
на к теории электрических цепей и некоторые обобщения приведены
в [105]. Установлена связь этого неравенства с физическим принци-
пом Максвелла. Только неравенство в тексте книги названо чужим
именем, но в заключительном замечании Сандор восстановил спра-
ведливость, заодно перечислив ещё ряд переоткрытий этого резуль-
тата.
24 Sitnik S. M.
Другим подобным результатом является неравенство, доказанное
Колбо в 1965 г.(
n∑
k=1
xk · yk
)2
6
n∑
k=1
x1+αk y
1−α
k
n∑
k=1
x1−αk y
1+α
k 6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
,
справедливое при α ∈ [0, 1].
5.3. Теорема Дэйкина–Элиезера–Карлица.
Достаточно очевидно, что приведённые выше обобщения неравен-
ства Коши–Буняковского, принадлежащие Милну и Колбо, имеют
общую природу. Она была выявлена в следующем результате [75,99].
Теорема Дэйкина–Элиезера–Карлица (CDE). Для того,
чтобы для любых двух последовательностей неотрицательных чи-
сел было выполнено неравенство(
n∑
k=1
xk · yk
)2
6
n∑
k=1
f(xk, yk)
n∑
k=1
g(xk, yk) 6 (27)
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
,
необходимо и достаточно, чтобы пара функций f(x, y), g(x, y) удо-
влетворяла следующим трём условиям
1) f(x, y)g(x, y) = x2y2, (28)
2) f(λx, λy) = λ2f(x, y),
3)
yf(x, 1)
xf(y, 1)
+
xf(y, 1)
yf(x, 1)
6
x
y
+
y
x
. (29)
НеравенствоМилна является частным случаем теоремы CDE при
выборе f(x, y) = x2 + y2, а неравенство Колбо при выборе f(x, y) =
x1+αy1−α, α ∈ [0, 1].
Если проанализировать доказательство теоремы CDE, то стано-
вится ясным, что в достаточной части авторы переоткрывают ана-
лог тождества Лагранжа, который существует для неравенства Че-
бышёва. Поэтому доказательство достаточности лучше сразу про-
вести с применением неравенства Чебышёва, что и проще и не за-
темняет сути дела. Замечательным является найденный авторами
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способ доказательства необходимости теоремы и обнаруженное ими
условие (29). Это гибридное условие на функцию, записываемое еди-
ной простой формулой, из которого следует одновременно её одно-
родность и монотонность, аналогично тому как из известного усло-
вия Годуновой–Левина следует одновременно монотонность и выпук-
лость. На мой взгляд роль таких гибридных условий, объединяющих
в одной формуле несколько стандартных, пока в Анализе недооце-
нена, их значение ещё предстоит раскрыть.
Теперь сделаем следующий важный шаг. Перепишем неравенства
Милна и Колбо в терминах средних значений. Начнём с первого из
них.(
n∑
k=1
xk · yk
)2
6
(
n∑
k=1
(M2(xk, yk))
2
)
·
(
n∑
k=1
(M∗2 (xk, yk))
2
)
6 (30)
6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
,
где M2 = Q—среднее квадратичное, а M
∗
2 = M−2—его сопряжён-
ное (11). Это предлагаемая мной запись неравенства Милна через
среднее квадратичное.
Далее, запишем(
n∑
k=1
xk · yk
)2
6
(
n∑
k=1
(G 1+α
2 ,
1−α
2
(xk, yk))
2
)
·
·
(
n∑
k=1
(G∗ 1+α
2 ,
1−α
2
(xk, yk))
2
)
6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
, (31)
где α ∈ [0, 1], G 1+α
2 ,
1−α
2
—весовое среднее геометрическое (13),
G∗ 1+α
2 ,
1−α
2
= G 1−α
2 ,
1+α
2
—его сопряжённое (11). Это предлагаемая
мной запись неравенства Колбо через весовое среднее геометриче-
ское.
Теперь мы готовы записать теорему Дэйкина–Элиезера–Карлица
в терминах средних, начав соединение основных тем данного обзора.
Теорема 7 (CDE в терминах средних значений). Пусть
дано абстрактное несмещённое, однородное и монотонное по обо-
им аргументам среднее M(x, y), M∗(x, y)—его сопряжённое среднее
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(11). Тогда справедливо следующее обобщение неравенства Коши–
Буняковского
(
n∑
k=1
xk · yk
)2
6
(
n∑
k=1
(M(xk, yk))
2
)
·
(
n∑
k=1
(M∗(xk, yk))
2
)
6 (32)
6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
.
Верно и обратное: любое обобщение неравенства Коши–
Буняковского из теоремы Дэйкина–Элиезера–Карлица (CDE)
в форме (27) может быть записано в виде (32) с некоторым средним,
удовлетворяющим перечисленным выше свойствам.
Отметим, что условие симметричности среднего в этой теореме
не требуется, что допускает такие случаи, как неравенство Колбо.
По моему мнению, переформулировка теоремы CDE в терминах
средних делает ее гораздо более понятной и прозрачной, а также
снабжает эту теорему колоссальным числом конкретных примеров
из теории средних величин в дополнение к скромному набору из
двух примеров (неравенств Милна и Колбо) во всех известных мо-
нографиях. Становится понятным, зачем мы описывали огромное
множество средних в части 4 данного обзора — с их помощью теперь
можно повыписывать также огромное число обобщений неравенства
Коши–Буняковского совершенно различного вида. Важной задачей
является также сравнение этих обобщений между собой, когда это
возможно.
6. Обобщения интегральных неравенств
Коши–Буняковского.
6.1. Обобщения с различными средними.
Мы будем рассматривать обобщения интегрального неравенства
Коши-Буняковского следующего вида:
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
Φ1(f, g) dx ·
∫ b
a
Φ2(f, g) dx 6 (33)
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6
∫ b
a
(f(x))2 dx ·
∫ b
a
(g(x))2 dx,
которые должны выполняться для достаточно произвольных функ-
ций f(x), g(x) при выборе некоторых неотрицательных функций Φ1,
Φ2.
Будем считать далее выполненными следующие простейшие
предположения: все встречающиеся функции непрерывны, интегра-
лы существуют в смысле Римана, промежуток интегрирования коне-
чен, переменная одна. От каждого из этих ограничений можно отка-
заться и рассмотреть соответствующие обобщения (интегрируемые
в определенном смысле функции, интеграл Лебега, неограниченное
множество интегрирования, функции нескольких переменных), но
эти вопросы здесь не рассматриваются.
Теорема 8. Пусть M - произвольное несмещённое, однородное,
монотонное (необязательно симметричное!) абстрактное среднее,M∗
- сопряжённое к нему. Тогда справедливо обобщение интегрального
неравенства Коши - Буняковского вида (33) при выборе
Φ1(f, g) = (M(f, g))
2,Φ2(f, g) = (M
∗(f, g))2. (34)
Таким образом, мы получаем сформулированный в терминах
средних результат, что справедлив интегральный аналог достаточ-
ной части теоремы CDE Карлица–Дэйкина–Элиезера для дискрет-
ного случая.
Сделаем важное для дальнейшего замечание, что левое неравен-
ство из (33) при нашем выборе (34) в силу определения сопряжён-
ного среднего (11) очевидно, так как оно само сводится к обычно-
му неравенству Коши–Буняковского. Таким образом, содержатель-
ным в теореме 8 является правое неравенство между произведения-
ми интегралов. Однако, и левое очевидное неравенство из (33) может
быть с успехом использовано для самоуточнения неравенства Коши–
Буняковского, см. далее.
В частном случае при выборе степенного среднего M(f, g) =
Mα(f, g) получаем
Следствие 8.1. Для неотрицательных непрерывных функций
f(x), g(x), одновременно не обращающихся в ноль на [a, b], справед-
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ливо следующее обобщение неравенства Коши–Буняковского:(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
[Mα(f, g)]
2dx ·
∫ b
a
[M−α(f, g)]2dx = (35)
=
∫ b
a
(fα + gα)2/αdx ·
∫ b
a
f2g2(fα + gα)−2/αdx 6
∫ b
a
f2dx ·
∫ b
a
g2dx.
Выпишем наиболее эффектные из полученных неравенств с част-
ными случаями степенных средних явно. Они соответствуют выбору
среднего полуквадратичного, арифметического и квадратичного:
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
(√
f(x) +
√
g(x)
)4
dx ·
·
∫ b
a
f2g2/
(√
f(x) +
√
g(x)
)4
dx 6
∫ b
a
f2(x) dx ·
∫ b
a
g2(x) dx,
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
(f(x) + g(x))
2
dx ·
·
∫ b
a
f2g2/(f(x) + g(x))2 dx 6
∫ b
a
f2(x) dx ·
∫ b
a
g2(x) dx,
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
(
f2(x) + g2(x)
)
dx ·
·
∫ b
a
f2g2/
(
f2(x) + g2(x)
)
, dx 6
∫ b
a
f2(x) dx ·
∫ b
a
g2(x) dx.
При α = 2 получаем интегральный вариант неравенства Милна. А
при α = +∞ получается такое занятное неравенство.
Следствие 8.2. Справедливо следующее уточнение неравенства
Коши–Буняковского(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
[max(f, g)]2dx ·
∫ b
a
[min(f, g)]2dx 6 (36)
6
∫ b
a
f2(x)dx ·
∫ b
a
g2(x)dx.
Generalized Inequalities with Applications. 29
При первом взгляде на это неравенство кажется, что средняя
часть должна сводится к одной из крайних. Однако, это не так. То,
что все три части в (36) могут быть различны, доказывает пример
"конвертика" : a = 0, b = 1, f(x) = x, g(x) = 1 − x. Вычисле-
ния показывают, что в этом случае (36) сводится к неравенствам
1
36 <
7
144 <
1
9 . Кстати, ссылки, где это простое неравенство написано
раньше, автор не знает.
Проанализируем набор полученных неравенств со средними сте-
пенными (35) в зависимости от параметра α. Прежде всего, в силу
симметрии в (35) можно ограничиться значениями α > 0. При α = 0
средняя часть (35), которая понимается в предельном смысле, равна
левой. Поэтому, при α ≈ 0 будем получать хорошие приближения
к левой части. Отметим интересную особенность: при α → ∞ сред-
няя часть в (35) стремится к средней части в рассмотренном выше
неравенстве (35)
’
а не к правой части (35). Таким образом
’
в (35)
возникает "зазор" с правой частью, который
’
возможно
’
может быть
заполнен оценками другого вида.
При выборе M(f, g) = Rβ(f, g) получаем
Следствие 8.3. Справедливо следующее уточнение неравенства
Коши-Буняковского в терминах средних Радо :
(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
[Rβ(f, g)]
2 dx ·
∫ b
a

 1
Rβ
(
1
f ,
1
g
)


2
dx 6 (37)
6
∫ b
a
f2(x)dx
∫ b
a
g2(x)dx.
Выпишем наиболее эффектные из полученных неравенств (37) с
частными случаями средних Радо явно. Они включают выбор сред-
него логарифмического и многоэтажно–показательного.
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(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
(
f−g
ln f
g
)2
dx · ∫ b
a
f2g2/
(
f−g
ln f
g
)2
dx 6
6
∫ b
a
f2(x) dx · ∫ b
a
g2(x) dx,(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
[
ff
gg
] 2
f−g
dx · ∫ ba f2g2/(ffgg )
2
f−g
dx 6
6
∫ b
a f
2(x) dx · ∫ ba g2(x) dx,(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
(
f2 + fg + g2
)
dx · ∫ ba f2g2f2+fg+g2 dx 6
6
∫ b
a
f2(x) dx · ∫ b
a
g2(x) dx.
Анализ полученных неравенств со средними Радо в зависимости
от параметра β аналогичен проведённому выше для степенных сред-
них. Отметим и здесь наличие "зазора" с правой частью.
При выборе M(f, g) = µ(M1,M0|f, g) получаем
Следствие 8.4. Справедливо следующее уточнение неравенства
Коши - Буняковского:
(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a


max(f, g)
K
(√
1−
(
min(f,g)
max(f,g)
)2)


2
dx ·
·
∫ b
a
(min(f, g))2
(
K


√
1−
(
min(f, g)
max(f, g)
)2
)2
dx 6
∫ b
a
f2 dx
∫ b
a
g2 dx,
где K(x) есть полный эллиптический интеграл Лежандра 1 рода.
Отметим совершенно экзотический характер последнего неравен-
ства: это неравенство между произвольными функциями, но кото-
рые стоят под знаком конкретной специальной функции - эллипти-
ческого интеграла Лежандра! Вместе с тем неравенства, в которых
произвольные функции стоят под знаками элементарных функций,
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например, экспоненты или логарифма, широко используются в мате-
матике. Так, подобный вид имеют неравенства Джона–Ниренберга в
теории пространств ВМО и неравенства Зигмунда в гармоническом
анализе.
Чтобы продемонстрировать возможность применения несиммет-
ричных средних, приведем соответствующие результаты.
Следствие 8.5.Для неотрицательных непрерывных функций
f(x), g(x) одновременно не обращающихся в ноль на [a, b], при
0 6 α 6 1 справедливы следующие обобщения неравенства Коши–
Буняковского: (∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
[αf(x) + (1− α) g(x)]2 dx ·
·
∫ b
a
f2(x)g2(x)/[αf(x) + (1− α) g(x)]2 dx 6
∫ b
a
f2(x) dx
∫ b
a
g2(x) dx,
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
[fα(x)g(1−α)(x)]2 dx
∫ b
a
[f (1−α)(x)gα(x)]2 dx 6
6
∫ b
a
f2 dx
∫ b
a
g2 dx.
Последнее неравенство есть интегральный аналог результата
Колбо.
6.2. Обобщения с логарифмическими производными.
Для дифференцируемых функций получен другой ряд обобще-
ний. Они получают особенно важное значение при сравнении наших
интегральных неравенств и теоремы CDE для дискретного случая.
Теорема 9. Для подходящих функций справедливо обобщение
интегрального неравенства Коши - Буняковского вида (33) при сле-
дующем выборе:
Φ1(f, g) = exp
(
2
∫ x
a
M(Lf(y), Lg(y)) dy
)
, Φ2(f, g) =
f2g2
Φ1(f, g)
, (38)
где Lh(t) - логарифмическая производная Lh = h
′
h , M - произ-
вольное несмещённое, однородное, монотонное (необязательно сим-
метричное!) абстрактное среднее (логарифмические производные
Lf, Lg, предполагаются неотрицательными).
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Важно отметить, что так как функции из (38) не являются квад-
ратами средних, то обобщения из теоремы 9 не сводятся к обобще-
ниям из теоремы 8. Более того, подынтегральные выражения при
выборе (38) в (33) не являются даже квадратами однородных ве-
личин относительно f , g. Таким образом, мы получаем совершен-
но неожиданный результат, что интегральный аналог необходимой
части известной по дискретному случаю теоремы CDE Карлица -
Дэйкина - Элиезера НЕВЕРЕН! Нами построен класс обобщений
интегрального неравенства Коши–Буняковского такого вида, кото-
рый запрещён этой теоремой в дискретном случае для сумм.
Анализ доказательства теоремы CDE выявляет то место, в кото-
ром рассуждения для случая сумм нельзя повторить для случая ин-
тегралов. В теореме CDE используется возможность составить сум-
му из двух слагаемых, при этом получается гибридное условие (29),
которое мы уже обсуждали. Но для интегралов нет условия, анало-
гичному взятию суммы из двух первых слагаемых.
Вместе с тем справедливо следующее утверждение, дающее тот
максимум информации, который удается получить при попытке хотя
бы частично повторить доказательство необходимой части теоремы
CDE. Это удается, так как для интегралов нетрудно подобрать про-
цедуру, аналогичную выделению одного фиксированного слагаемого
из суммы.
Теорема 10. Если справедливо некоторое обобщение неравен-
ства Коши - Буняковского вида (33), то функции Φ1(f, g),Φ2(f, g)
связаны в нём тем же соотношением, что и сопряжённые средние в
(11) :
Φ1(f, g) · Φ2(f, g) = f2(x) · g2(x).
Однако, как следует из приведенной выше теоремы 9, для ин-
тегрального случая необязательно, чтобы Φ1 и Φ2 являлись именно
парой сопряженных средних, как в дискретном случае требует тео-
рема CDE. Например, пара экспоненциальных функций из теоремы
9 вообще не является парой каких–либо средних, так как мы уже от-
мечали, что они не являются однородными относительно функций
f(x), g(x), то есть
Φ1(λf, λg) 6= λΦ1(f, g),Φ2(λf, λg) 6= λΦ2(f, g)
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В этом проявляется неожиданное отличие интегрального случая
от дискретного.
Выпишем некоторые конкретные оценки. При выборе степенных
средних получается
Следствие 9.1. При сделанных предположениях справедливо
следующее обобщение неравенства Коши - Буняковского:(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
exp
[
2
∫ x
a
Mα(Lf, Lg) dt
]
dx ·
·
∫ b
a
f2g2 exp
[
−2
∫ x
a
Mα(Lf, Lg) dt
]
dx 6
∫ b
a
f2dx
∫ b
a
g2dx.
При выборе средних Радо получается другое
Следствие 9.2. При сделанных предположениях справедливо
следующее обобщение неравенства Коши - Буняковского:
(∫ b
a
f(x)g(x)dx
)2
6
∫ b
a
exp
[
2
∫ x
a
Rβ(Lf, Lg) dt
]
dx ·
·
∫ b
a
f2g2 exp
[
−2
∫ x
a
Rβ(Lf, Lg) dt
]
dx 6
∫ b
a
f2dx
∫ b
a
g2dx.
Аналогично приведенным выше можно выписать вторую се-
рию причудливых неравенств со средними арифметическим,
геометрическим, квадратичным, логарифмическим, многоэтажно-
показательным, а также арифметико–геометрическим Гаусса и
несимметричными весовыми.
При сравнении двух типов построенных нами в теоремах 8 и
9 обобщений неравенства Коши–Буняковского возникает естествен-
ный вопрос об их взаимозависимости. Представляется, что неравен-
ства теоремы 9 не выводятся из неравенств теоремы 8, так как в
них под знаками интегралов стоят более общие выражения, кото-
рые, как отмечалось выше, не являются однородными относительно
функций f, g. Можно ли наоборот вывести неравенства теоремы 8 из
неравенств теоремы 9?
В одном частном случае такой вывод формально возможен. Если
в формуле (38) в качестве среднего выбрать медианту логарифми-
ческих производных, рассматриваемых как дроби, то получится в
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точности неравенство другого типа (35) при α = 1. В случае выбора
обобщённой медианты получится в точности неравенство (35). Неяс-
но, можно ли эти рассуждения превратить в строгий вывод одной
формулы из другой, так как медианта — это не совсем обычное чис-
ловое среднее. Интересно отметить применение при рассмотрении
обобщений неравенства Коши–Буняковского понятия медианты из
достаточно далёкой от них области арифметики, а именно, теории
рядов Фарея. Это не случайно, так как само неравенство Коши–
Буняковского находит многочисленные применения в теории чисел.
6.3. Основные теоремы об обобщении интегрального
неравенства Коши–Буняковского.
В заключении этого раздела приведем наиболее общие формули-
ровки наших результатов. Это становится возможным с использова-
нием полученного выше в разделе 4 полного описания средних от
двух аргументов.
Теорема 11. Пусть h(t) является произвольной определённой на
всей оси непрерывной чётной функцией, удовлетворяющей следую-
щим условиям при t > 0:
h(0) =
1
2
;
et1(et2 + 1)
et2(et1 + 1)
6
h(t1)
h(t2)
6
(et2 + 1)
(et1 + 1)
, t1 6 t2.
Тогда справедливо обобщение неравенства Коши - Буняковского для
произвольных функций f(x), g(x):(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
[
(x+ y)h(ln
y
x
)
]2
dx ·
·
∫ b
a
f2(x)g2(x)/
[
(x+ y)h(ln
y
x
)
]2
dx 6
∫ b
a
f2 dx
∫ b
a
g2 dx.
Теорема 12. Пусть h(t) является произвольной определённой на
всей оси непрерывной чётной функцией, удовлетворяющей следую-
щим условиям при t > 0:
h(0) =
1
2
,
et1(et2 + 1)
et2(et1 + 1)
6
h(t1)
h(t2)
6
(et2 + 1)
(et1 + 1)
, t1 6 t2.
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Тогда справедливо обобщение неравенства Коши - Буняковского для
произвольных функций f(x), g(x):
(∫ b
a
f(x)g(x) dx
)2
6
∫ b
a
exp
(
2
∫ x
a
(Lf(y) + Lg(y))h(ln
Lf(y)
Lg(y)
) dy
)
dx·
·
∫ b
a
f2(x)g2(x) exp
(
−2
∫ x
a
(Lf(y) + Lg(y))h(ln
Lf(y)
Lg(y)
) dy
)
dx 6
6
∫ b
a
f2 dx
∫ b
a
g2 dx.
Две последние теоремы носят для данной тематики в определён-
ном смысле окончательный характер. Все рассмотренные выше обоб-
щения интегрального неравенства Коши–Буняковского получаются
из этих теорем как частные случаи при выборе конкретных функ-
ций h. Таким образом, теоремы 11 и 12 являются наиболее общими
результатами для конструирования средних частей обобщений рас-
сматриваемого нами вида.
Во всех приведенных выше неравенствах получены условия, при
которых в них достигаются равенства. В некоторых случаях этот
вопрос решается не так просто, как может показаться.
6.4. Сравнение обобщений интегрального неравенства
Коши–Буняковского.
Перейдем к сравнению различных обобщений интегрального
неравенства Коши - Буняковского между собой.
Определение. Введем отношение частичной упорядоченности
на множестве обобщений вида (33): будем записывать M ≺ N , если
справедливы неравенства
(∫ b
a
fgdx
)2
6
∫ b
a
[M(f, g)]
2
dx ·
∫ b
a
[M∗(f, g)]2 dx 6
6
∫ b
a
[N(f, g)]
2
dx ·
∫ b
a
[N∗(f, g)]2 dx 6
∫ b
a
f2dx
∫ b
a
g2dx,
где M,N — абстрактные средние, а M∗, N∗ — сопряжённые (11) к
ним.
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Следует отметить
’
что выполнение введённого отношения упоря-
доченности M ≺ N в наших терминах означает
’
что обобщение
’
по-
строенное по среднему M
’
лучше приближает левую
’
а обобщение
’
по-
строенное по другому среднему N
’
— правую части интегрального
неравенства Коши–Буняковского.
Ясно, что одним из первых возникает вопрос: упорядочены ли
между собой наши обобщения для средних одного и того же типа,
скажем для Mα или Rβ? Ответы дает
Теорема 13. Пусть 0 6 α < β 6 +∞. Тогда выполнены соотно-
шения
Mα ≺Mβ , Rα ≺ Rβ .
Эта теорема полностью решает поставленный вопрос для средних
Радо или степенных. Распишем содержащиеся в ней оценки при α <
β более подробно:
(∫ b
a
fgdx
)2
6
∫ b
a
[Mα(f, g)]
2 dx ·
∫ b
a
[M−α(f, g)]
2 dx 6
6
∫ b
a
[Mβ(f, g)]
2 dx ·
∫ b
a
[M−β(f, g)]
2 dx 6
∫ b
a
f2dx
∫ b
a
g2dx, (39)
(∫ b
a
fgdx
)2
6
∫ b
a
[Rα(f, g)]
2 dx ·
∫ b
a
[R∗α(f, g)]
2 dx 6
6
∫ b
a
[Rβ(f, g)]
2
dx ·
∫ b
a
[
R∗β(f, g)
]2
dx 6
∫ b
a
f2dx
∫ b
a
g2dx.
В частности
’
из (39) следует
’
что нами получено бесконечное чис-
ло неравенств
’
которые обобщают неравенство Милна с (M2,M−2)
как с точки зрения лучшего приближения к скалярному произведе-
нию (при 0 < α < 2)
’
так и к правой части (при 2 < α < +∞).
Результаты по сравнению обобщений со средними из различных
шкал вида Mα ≺ Rβ ’ или тем более вида Mα ≺ µ, Rβ ≺ µ’ (а также
обратные к ним) получены автором только для некоторых частных
случаев, общий способ доказательства таких неравенств мне неизве-
стен.
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Перейдем к более содержательному вопросу о сравнении обоб-
щений из теоремы 9 с экспоненциальными выражениями. Для них
также будем употреблять символ отношения частичной упорядочен-
ности M ≺ N в прежнем смысле.
Теорема 14. Справедливы следующие отношения:
M1 ≺Mα ≺Mβ, 1 6 α 6 β 6 +∞,
M1 ≺Mβ ≺Mα,−∞ 6 α 6 β 6 1.
Аналогично решен вопрос и для средних Радо.
Из теоремы 14 следует, что остаётся изучить сравнения обобще-
ний со степенными средними, один из порядков которых больше, а
другой меньше единицы. Для этого случая вначале были получены
некоторые отдельные соотношения:
M2 ≺M0, M3 ≺M−1, M 3
2
≺M 1
2
,
а также ряд других. В частности, усиления со средними M 1
2
и M2
оказались не сравнимы. Такая возможность является достаточно
неожиданной и, по мнению автора, ещё с одной стороны подчёр-
кивает содержательность рассматриваемого здесь круга задач.
Затем для общего случая автором совместно с А. Кореновским
была доказана
Теорема 15. Пусть α < 1, β > 1, α + β > 2. Тогда усиления со
среднимиMα иMβ не сравнимы. Пусть α < 1, β > 1, α+β 6 2. Тогда
Mβ ≺Mα.
В результате все доказанные отношения или их опровержения
можно собрать на специальной диаграмме достаточно внушитель-
ных размеров. В частности, выделим такие цепочки:
R1 = M1 ≺M 3 ln 2
2 ln 5
2
≺ R 3
2
≺M 7
6
≺M 2 ln 2
ln 3
≺ R2 ≺M 4
3
. . . ,
R1 = M1 ≺ R 1
2
≺M 5
6
≺Mln2 ≺ R0 ≺M 23 ≺M 12 =
= R 1
2
≺ R−1 ≺ µ(M1,M0) ≺ R−2 = M0 ≺ R−5...
Отношения с итерационным средним µ получены с использова-
нием неравенства из пункта 4.3.
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Фактически надо признать, что пока не удалось найти достаточ-
но общий метод доказательства подобных теорем, и каждое неравен-
ство доказывается своим способом. В идеале было бы найти такой
метод, чтобы из каждого неравенства между двумя средними сразу
выводились отношения порядка между соответствующими обобще-
ниями неравенства Коши–Буняковского, или делался вывод об их
несравнимости.
7. Приложения обобщений дискретных неравенств
Коши–Буняковского.
7.1 Неравенства Коши–Буняковского для q–интеграла
Джексона. Следующий пример относится к области коммутатив-
ного q–Анализа. Это такой раздел Анализа, в котором есть свои
понятия q–производной, q–интеграла и соответствующие обобщения
специальных функций, которые при q → 1 переходят в обычные
определения [7]. Так, например, q–интеграл Джексона вводится по
формуле ∫ 1
0
f(t) dqt = (1− q)
∞∑
k=0
f(qk)qk.
Этот интеграл на самом деле не интеграл, а ряд. Для него получа-
ется
Теорема 16. Пусть M - произвольное абстрактное среднее
’
M∗
- сопряженное к нему. Тогда справедливо обобщение неравенства
Коши–Буняковского в терминах q - интеграла Джексона:(∫ 1
0
f(t)g(t)dqt
)2
6
(∫ 1
0
(M(f(t), g(t)))2dqt
)
·
·
(∫ 1
0
(M∗(f(t), g(t)))2dqt
)
6
(∫ 1
0
f2(t)dqt
)2(∫ 1
0
g2(t)dqt
)2
.
7.2. Неравенства Коши–Буняковского в пространствах
Лоренца.
Сравнительно малоизвестным является тот факт, что в про-
странствах Лоренца [3] также выполняется неравенство Коши–
Буняковского, но в обратную сторону. Замечательное доказатель-
ство Бохнера основано на интегральном представлении полунормы
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по световому конусу. Данное неравенство является частным случаем
известных неравенств Ацеля. Именно на данном неравенстве осно-
вано математическое обоснование так называемого "парадокса близ-
нецов" в специальной теории относительности [3].
Для этого случая получена
Теорема 17. Пусть A(x, y) есть средняя часть произвольного
обобщения дискретного неравенства Коши–Буняковского вида(
n∑
k=1
xk · yk
)2
6 A(x, y) 6
(
n∑
k=1
x2k
)
·
(
n∑
k=1
y2k
)
,
и выполнены условия
x20 −
n∑
k=1
x2k ≥ 0, y20 −
n∑
k=1
y2k ≥ 0.
Тогда справедливо следующее уточнение дискретного неравенства
Коши–Буняковского в пространствах Лоренца:(
x0y0 −
n∑
k=1
xkyk
)2
≥
(
x0y0 −
√
A(x, y)
)2
>
>
(
x20 −
n∑
k=1
x2k
)(
y20 −
n∑
k=1
y2k
)
.
Аналогично обычному случаю из последнего неравенства выво-
дится обобщение неравенства Минковского для пространств Лорен-
ца. Его же можно применить для дальнейшего уточнения оценок в
известных геометрических задачах [70,98]. Вопрос о справедливости
подобных неравенств в пространствах Понтрягина с произвольной
сигнатурой (например, ++−−), насколько известно автору, не изу-
чен.
7.4. Принцип неопределённости для ДПФ.
Рассмотрим дискретное преобразование Фурье (ДПФ), которое
определяется на n–мерных векторах по формулам
bj =
1√
n
n−1∑
k=0
akw
−jk, am =
1√
n
n−1∑
k=0
bkw
mk,
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где w = exp(2piin )–первообразный корень из единицы.
Сейчас не будем агитировать, что это одно из самых важных
понятий в математике, а приведём такую форму принципа неопре-
делённости, которая доказана в [74]. Доказательство там не очень
длинное, но я бы мягко говоря не назвал его понятным. Случай ра-
венства указан один из возможных, но не все. Дадим своё полное
доказательство.
Теорема 18. Пусть A,B–число ненулевых компонент в соответ-
ствующих векторах, n–их размерность. Тогда справедливо соотноше-
ние неопределённости AB > n, причём равенство достигается тогда
и только тогда, когда в одном из векторов все ненулевые компоненты
равны.
⊳ Получаем, последовательно применяя неравенства треугольни-
ка и Коши–Буняковского
|bj| 6 1√
n
∑
ak 6=0
|ak| 6 1√
n
√
A
√∑
ak 6=0
|ak|2 6
√
A
n
‖a‖2.
Далее возводим в квадрат, складываем ненулевые компоненты,
применяем равенство Парсеваля–Стеклова—всё!!! Случай равенства
следует из условий равенства для обычного неравенства Коши–
Буняковского. ⊲
Смысл этого утверждения в следующем: последовательность и её
ДПФ не могут иметь одновременно слишком много нулей.
Теперь можно выписывать различные обобщения приведённого
неравенства по разработанной методике.
В заключение этого раздела отметим, что дискретном случае для
абстрактных средних, удовлетворяющих набору свойств 1) – 4) из
определения, можно доказать аналог наиболее общей теоремы 11 с
произвольной функцией h. А вот аналог теоремы 9 пока не най-
ден. По моему мнению, это очень трудная задача, требующая на-
хождения новой идеи. Но она имеет принципиальное значение для
рассматриваемой здесь методики, так как позволит не только кон-
статировать различие дискретного и интегрального случаев, но и
построить более богатый набор обобщений дискретного неравенства
Коши–Буняковского, выйдя за рамки ограничений теоремы CDE.
Разумеется, любое уточнение неравенств Коши - Буняковского в
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дискретном или интегральном случаях ведет к уточнению соответ-
ствующих неравенств Минковского.
8. Приложения обобщений интегральных неравенств
Коши–Буняковского.
В этом пункте мы ограничимся приложениями обобщений ин-
тегральных неравенств Коши–Буняковского к выводу оценок для
специальных функций. Случай гамма–функций Эйлера, неполных
гамма–функций, некоторых функций Ломмеля и Миттаг–Лефлера
рассмотрен в [37–39]. Здесь рассмотрим вывод неравенств для пол-
ных эллиптических интегралов Лежандра первого рода, неравенства
для которых автор начал изучать в [44]. Отметим, что в указанной
работе одной из первых была установлена связь между гипергео-
метрическими функциями и полилогарифмами; сейчас эта тематика
активно разрабатывается.
В [37–39] приводятся общие теоремы, позволяющие каждое из
полученных ранее обобщений неравенства Коши-Буняковского раз-
вить в некоторую итерационную процедуру, генерирующую беско-
нечное число новых последовательных обобщений того же неравен-
ства, каждое следующее из которых в определённом смысле точнее
предыдущего.
При этом основную роль начинают играть именно левые очевид-
ные (но не тривиальные!) части наших обобщений (33). Основная
идея проста: раз неравенство Коши–Буняковского позволяет уточ-
нять само себя, то этот приём можно просто повторять сколько угод-
но раз. Как показано ниже, на этом пути удаётся, например, полу-
чать эффективные оценки специальных функций, заданных своими
интегральными представлениями.
В качестве приложения одной из простейших подобных итераци-
онных процедур уточнения неравенства Коши–Буняковского, полу-
ченных в [37–39], рассмотрим неравенства для полных эллиптиче-
ских интегралов Лежандра первого рода [2,63]. Эта гипергеометри-
ческая функция имеет интегральное представление при 0 6 x < 1
K(x) =
∫ 1
0
dt√
(1− t2)(1− x2t2) =
pi
2
· 2F1
(
1/2 1/2
1
∣∣∣∣ x2
)
(40)
и особенность с логарифмической асимптотикой при x→ 1.
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Неравенства для эллиптических интегралов различных типов —
это целый раздел теории специальных функций, насчитывающий
несколько сотен работ. Достаточно подробный перечень приведён
в [37–39], здесь же мы процитируем только работы, написанные при
участии автора [44,80–86].
Для использования указанной выше итерационной процедуры
ключевую роль играет правильное "расчленение" интеграла в ска-
лярное произведение. Осуществим следующий выбор:
K2(x) =
(∫ 1
0
f(t)g(t)dt
)2
,
f =
1
(1 + t)1/2(xt2 − (x + 1)t+ 1)1/4 ,
g =
1
(1 + xt)1/2(xt2 − (x+ 1)t+ 1)1/4 .
Он обусловлен необходимостью: во–первых, предусмотреть сходи-
мость интегралов на всех шагах итерационной процедуры; во–
вторых, выполнить равенство f = g при x = 1, которое позволяет
надеяться на повышенную точность оценок при x → 1; в–третьих,
явно вычислять получаемые интегралы.
Мы приведем список вычисленных оценок для упомянутой ите-
рационной процедуры при использовании в качестве уточняющего
неравенство Милна. При этом нетривиальные оценки получаются
уже из самого неравенства Коши - Буняковского на начальном шаге
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за счет удачного выбора "расчленяющих" функций.
G0(x) =
1√
(x+ 1)2x
ln
(
2
√
2x(x+ 1) + 3x+ 1
1− x
)
,
L0(x) =
1√
2(x+ 1)
ln
(
2
√
2(x+ 1) + x+ 3
1− x
)
,
G1(x) =
1
2
[
1√
2x(x+ 1)
ln
(
2
√
2x(x+ 1) + 3x+ 1
1− x
)]
+
+
1√
2(x+ 1)
ln
(
2
√
2(x+ 1) + x+ 3
1− x
)
,
L1(x) =
2√
(x+ 3)(3x+ 1)
ln
(√
(x+ 3)(3x+ 1) + 2x+ 2
1− x
)
,
G2(x) =
(√
5+1
2
√
5
)
√
(x+ 4 +
√
5)
((
7+
√
5
2
)
x+ 3+
√
5
2
) ×
× ln


2
√
(x + 4 +
√
5)
((
7+
√
5
2
)
x+ 3+
√
5
2
)
+
(
9+
√
5
2
)
x+ 11+3
√
5
2(
5+
√
5
2
)
(1− x)

 +
+
(√
5−1
2
√
5
)
√
(x+ 4−√5)
((
7−√5
2
)
x+ 3−
√
5
2
) ×
× ln


2
√
(x+ 4−√5)
((
7−√5
2
)
x+ 3−
√
5
2
)
+
(
9−√5
2
)
x+ 11−3
√
5
2(
5−
√
5
2
)
(1− x)

 ,
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L2(x) =
1√
2x+ 2
ln
(
2
√
2x+ 2 + x+ 3
1− x
)
+
+
1√
2x(x + 1)
ln
(
2
√
2x(x + 1) + 3x+ 1
1− x
)
+
+
1√
(x + 3)(3x+ 1)
ln
(√
(x+ 3)(3x+ 1) + 2x+ 2
1− x
)
.
Теорема 18. Справедливы следующие двусторонние неравен-
ства для полного эллиптического интеграла Лежандра:
L0(x) 6 L1(x) 6 L2(x) 6 K(x) 6 G2(x) 6 G1(x) 6 G0(x).
Расчеты показывают высокую точность полученных двусторон-
них неравенств. Они также дают всё больше истинных слагаемых из
асимптотики при x→ 1. Вычисления можно продолжать и дальше.
Было бы интересно разобраться в закономерностях образования всё
более точных, но громоздких оценок.
Приведенные результаты для эллиптических интегралов Ле-
жандра могут быть применены к различным оценкам с этими функ-
циями. В результате получим оценки уже через элементарные функ-
ции, но при этом без потери асимптотики. Таким образом могут быть
модифицированы многие неравенства с K(x): теоремы площадей,
формулы остаточного члена интерполяционной формулы Эрмита,
результаты для однолистных функций и проблемы коэффициентов,
оценки сингулярных интегралов на единичной окружности и много-
членов Фабера, остатков рядов Тэйлора и их констант Лебега в ком-
плексной области, некоторые оценки в теории рациональной аппрок-
симации, формула Стечкина для Фурье - уклонения класса функ-
ций Соболева от класса тригонометрических полиномов. Важной
областью исследований является использование оценок для эллип-
тических интегралов и более общих гипергеометрических функций
нескольких переменных, таких как функции Аппеля и Лауричеллы,
в теории потенциала и особенно в задачах, связанных с ёмкостями.
Подробные ссылки см. в [37–39].
При некоторых формулировках плоской теории упругости бы-
ло замечено, что ограничения на основные тензоры принимают в
точности вид неравенств Коши - Буняковского [39]. Таким образом,
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с использованием наших обобщений эти ограничения могут быть
несколько ослаблены.
Для интегрального оператора
∫ b
a K(x, y)f(y) dy неравенство
Коши–Буняковского даёт естественный способ оценки норм в про-
странстве L2. Полученные результаты позволяют выписать много-
численные обобщения этих оценок. Интересным представляется при-
менить данный способ к конкретным интегральным операторам, а
именно, операторам преобразования (ОП). Подробная теория ОП
изложена в предыдущем обзоре автора для этого сборника 2007
г. [45], см. также [10–13,22,46–50]. Другая возможность заключает-
ся в применении полученных результатов к интегральным опера-
торам, рассматриваемым в более общих ситуациях, например, как
в [14,20,31,59,64].
Многие результаты в теории вероятностей и математической ста-
тистике имеют форму неравенств, которые по существу являются
именно неравенствами Коши–Буняковского в специальных терми-
нах. Например, такую форму имеют неравенства для коэффициен-
тов корреляции или регрессии. Эти результаты могут быть также
уточнены по схеме настоящей работы для дискретных или непре-
рывных случайных величин.
В заключение этого пункта отметим, что основные результаты
данной работы докладывались автором на различных международ-
ных и российских конференциях, начиная с 1996 года [106,8,51–57].
Автор выражает благодарность за обсуждения результатов ра-
боты А.Кореновскому (Одесса), Л.Минину (Воронеж), А.Лободе
(Воронеж), И.Половинкину (Воронеж), В. Родину (Воронеж),
А.Боровских (Москва), Д.Карпу (Владивосток), В.Фетисову (Шах-
ты), С.Калинину (Ижевск), Т.Поганжу и А.Баричу (Хорватия)
Л.Брылевской (Санкт-Петербург) за помощь в копировании ориги-
нальной работы В.Я.Буняковского (к сожалению, рукописи не толь-
ко горят, но и рассыпаются от ветхости, что и произошло в данном
случае при копировании). Мне также не забыть обсуждения возмож-
ных приложений данной тематики с проф. В.В. Сысоевым. Автор
благодарит Анатолия Георгиевича Кусраева за внимание к моей ра-
боте и предложение написать этот обзор, а также обсуждение воз-
можности перенесения некоторых результатов на случай векторных
решёток.
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Generalizations of classic inequalities
In this survey we consider generalizations and specifications of classic
inequalities. First generalizations to the Young inequality is studied with possible
specifications and unsolved problems. The main part consists of authour’s
method to generalize Cauchy–Bunyakowsky inequalities both in discrete and
integral cases. Many applications are also considered.
