Given a Digital Straight Line (DSL) of known characteristics (a, b, µ), we address the problem of computing the characteristics of any of its subsegments.
µ defines the minimal characteristics of the DSS. In the algorithm of [11] , the points of the DSS are added one by one and the set of separating lines is updated 96 accordingly, but the minimal characteristics are not extracted. For a DSS of minimal characteristics (a, b, µ), the structure of the set of 98 separating lines is perfectly known. Indeed, it is defined by the leaning points of 99 the DSS. If U f (resp. U l ) is the leftmost (resp. rightmost) upper leaning point, preimage is bounded by two parallel rays: it is below the ray R(x, y + 1) and 120 above the ray R(x, y).
121
This definition enables to prove that the preimage of a DSS is a convex 122 polygon with a well-defined structure that is directly related to the leaning 123 points and lines defined by its minimal characteristics [9, 15] . 
140
In the rest of the paper, and especially in Section 4, the edges [AB] and
141
[BC] are called lower edges. P (x P , y P ) and Q(x Q , y Q ) of this DSL (with x P < x Q ), compute the minimal 146 characteristics (a, b, µ) of the DSS S = {(x, y) ∈ L | x P ≤ x ≤ x Q }.
147
Some easy cases can be withdrawn rapidly (see [8, 1] ): if x Q − x P ≥ 2b, bounding abscissas x P and x Q such that x P < x Q , find the line of minimal 170 characteristics that is separating for the same set of points as l for the grid 171 points between x P and x Q .
172
In the following, we denote by X the grid points below l on the interval Proof. Let l of slope α and intercept β be a separating line for the DSS S point closest to l and above l is the translation by (0, 1) of a lower leaning point of the DSS. These two points are denoted by U and L respectively.
204
Consider now the upper convex hull of X and the lower convex hull of X.
205
Then from 2.2, Proposition 1 and Property 1, the minimal characteristics of the 206 DSS we are looking for are given by an edge passing through U or L. This leaves 207 us with four edges to check, and the following property is used to conclude.
208
Property 2. Consider the two edges e 0 and e 1 of the upper convex hull of
209
X passing through U , and the two edges e 2 and e 3 of the lower convex hull line and between a minimal and maximal abscissa.
238
In this article, the authors actually mention an algorithm to compute the support lines of the convex hulls computed by the algorithm. However, the "reduction" they compute is not equal to the line of minimal characteristics.
244
The first reason is because, as we saw, the critical support lines contain a point 245 of X. The second reason is given hereafter and illustrated in Figure 4 .
246
If there is no point lying exactly on l in the interval [x P , x Q ] this algorithm 247 computes exactly the hulls we look for (Figure 4 (a) ). However, if there exist a point R on l of abscissa x P ≤ x R ≤ x Q , then the lower convex hull computed 249 by this algorithm is erroneous for our purpose: indeed, the lower convex hull 250 of X computed contains the point R which is a point of X and not a point 251 of X (Figure 4 (b) ). To solve this problem, we use the fact that, for a line strictly between l and the line l :
The trick is thus to 254 compute the lower convex hull of the points X defined by the line l . hull, we keep only the last two points, the last one being the closest to l.
The closest point u is equal to v 2 or v 4
3
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edges defined in Property 2 and also remembers the closest point denoted by u 264 on line 3. computation is O(log(n)) for integers lower than n. All in all, the complexity of
280
Algorithm localCHDSLSubsegment is O(log(n)) for a subsegment of length n. constraints induced by all the pixels (x, y) such that 0 < y ≤ x ≤ n.
288
Definition 2 (Farey Fan). The Farey Fan of order n, denoted by F n is de-fined in the (α, β) space as the arrangement of all the rays R(x, y) such that 290 0 ≤ y ≤ x ≤ n, and such that 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1.
291
A facet of F n is a cell of dimension 2 of this arrangement. In the following, a 292 point of F n stands for any point v of the (α, β) space (0 ≤ α ≤ 1 and 0 ≤ β ≤ 1) 293 belonging to a ray, and such that the abscissa of v is a fraction of denominator 294 smaller than or equal to n.
295
If P and Q are respectively the first and last point of the DSS, from the 296 definition and the previous remarks, key Property 3 follows.
297
Property 3 ([9]). For any n, there is a bijection between the facets of F n 298 and the DSSs of length n (composed of n + 1 pixels) such that P = (0, 0) and 299 Q = (n, y q ) with 0 < y q ≤ n.
300
Definition 3. Let S be a DSS of length n. F acet(S) is the facet equal to P(S)
301
in the Farey fan of order n. The Farey Fan of order 6 is depicted in Figure 5 (a). The characteristic point 308 of a few facets is depicted. Note that three types of facets can be identified :
309
• quadrilateral facets (denoted by Q, in orange in Figure 5 (a)) ;
• upper triangular facets (denoted by T ↑ , in green in Figure 5 (a)) ;
311
• lower triangular facets (denoted by T ↓ , in blue in Figure 5 (a)).
312
After a translation of the characteristics of L such that P is set to the origin
313
(µ ← µ + ax P − by P ), this problem is equivalent to the following one :
, find the point v of the Farey fan of order
316
In other words, the problem is to find the characteristic point of the facet of 317 F n containing Λ.
318
All in all solving Problem 3 is equivalent to performing a point location in arithmetical properties of the Farey fan, and derive some very useful corollaries.
328
These properties are the core of the algorithm detailed in section 4.3. series of order n. In the interval f i < α < f i+1 , there is no intersection of rays.
344
Thus, in this interval the Farey fan is a simple ladder of rungs.
be the ray of minimum slope passing through v. The other rays passing through 348 v have a slope equal to x 0 + kq with k ∈ Z and x 0 + kq ≤ n.
349
In Figure 5 (b), three rays go through the point ( Proof. We study the intersection between R(x, y) defined by the equation which is equivalent to rq − r max q < q. Since q is lower than or equal to n, this 386 ends the proof. The solution of this problem uses continued fractions representation of the 418 number to be approximated (see [24, 25] for instance for an introduction on 419 continued fractions). The solution of our problem is brought by the following and has a complexity Olog(min(a, b)) for a fraction a b .
437
In order to compute the closest convergent with a bounded denominator, we 
442
This point is of the form P + α v, and the function Intersection returns α .
443
l right stands for the vertical line x = n.
444
Algorithm 3:
Return L as the lower fraction, U as the greater one.
Locate a lower edge

445
At this point, we work in a ladder defined by two fractions f = to n − (n − x 0 ) (mod q) where x 0 is the slope of the ray of smallest slope.
462
Property 6 is used in line 6. Two solutions are possible: (i) either a dichotomy 463 is perfomed on the rays passing through v j+1 , once again using the function
464
PositionWrtRay, (ii) or a direct computation is done. In the case of (ii), let 
473
In Figure 6 , on the left, the point Λ is located under the ray of greatest slope is known, which is our case. We use the following Property.
491
Algorithm 4: localizeLowerEdge(
Let R i (x i , y i ) be the ray of smallest slope passing through v i 2 Perform a dichotomy on the R i to compute j ∈ [|0, q − 1|] such that Λ is 3 above R j and below R j+1 Let R j+1 be the ray of greatest slope passing through v j+1
Among all the rays passing through v j+1 , find the ray which is 
494
Proof. p and q are integers such that −q p+p q = 1, 1 ≤ q ≤ n, and q+q > n. Return the intersection point between α =p q and R 
points P (x P , y P ) and Q(x Q , y Q ) of this DSL, compute the minimal character-
576
Thanks to Property 10, solving Problem 4 is equivalent to solving Problem
and the two points 578 P t (x P + y P , y P ) and Let us now consider the case when the characteristics of the DSL given as 582 input data are not rational numbers anymore, but real numbers. We now have
From a theoretical point of view, the algorithm FareyFanDSLSubsegment
585
proposed in Section 4 works the same. However, as often for geometrical al-586 gorithms, things get more complicated when the implementation in concerned.
587
Working on this issue is a research domain by itself, and a huge litterature can 588 be found about robustness in geometrical problems. See for instance [29, 30] .
589
Without going to deep in these considerations, we propose a solution to get 590 a robust algorithm for floating-point input data. The robustness is evaluated in 591 Section 5.2.
592
The only functions that may cause some problems are the ones involving The uncertainty over the floatng-point data is handled in a very classical way using an ε parameter. The way this parameter is used is illustrated in Figure 9 . In (a), a centered band of height ε is defined around the line l of we find this representation more accurate. Concerning the function Intersection, the analysis is more complicated. that includes a few minor changes. reported.
674
As stated in Section 2.3, easy cases are withdrawn: when n gets bigger and 675 close to N , the number of easy cases increases and the mean time would decrease 676 if they were kept, bringing no useful information on the efficiency of the core of 677 the algorithms.
Experimental correctness
The first experiment is to validate the correctness of the implementation of n: for a given n, the computation time is similar for all N . However, in both 718 cases, a change occurs when n gets bigger than points) where several rays meet. We call these points multiple as opposed to 728 simple points. However, we can observe that when the order the the Farey fan 729 increases, i.e. when n increases, the ratio number of simple points/total number of points increases. This ratio is equal to Concerning the algorithm ReversedSmartDSS, the graph reflects the fact 738 that the complexity depends on both the value of N and the value of n: for a 739 given n, the lower the N , the faster the computation.
740
To conclude on this experimental study, let us replace this work in the con-
741
text of image analysis, where the DSS length is bounded by the image size.
742
Considering that best compact consumer cameras provide 10 megapixels im- and the problem comes down to a point localization in an arrangement. We 758 also showed that it could be extended to floating-point input data. 
768
Another perspective is to use this algorithm in fast digitization algorithms.
769
Suppose we want to digitize a straight segment given by its two floating-point 770 endpoints on a grid of size n. A fast solution could be to compute the min-771 imal characteristics of the DSS before drawing it using the arithmetical DSS 772 definition.
