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RECURRENCE OF A WEIGHTED RANDOM WALK ON A CIRCLE PACKING WITH
PARABOLIC CARRIER
ORI GUREL-GUREVICH AND MATAN SEIDEL
Abstract. In this paper we show that given a circle packing of an infinite planar triangulation such that its carrier
is parabolic, placing weights on the edges according to a certain natural way introduced by Dubejko, makes the
random walk recurrent. We also propose a higher-dimensional analogue of the Dubejko weights.
1. Introduction
A circle packing is a collection of circles in the plane with disjoint interiors. The tangency graph of a circle
packing is the graph obtained by assigning a vertex to each circle and connecting two vertices by an edge if their
respective circles are tangent to one another. A planar graph is called a triangulation if it admits a drawing in
the plane (also called a triangulation) in which all faces are incident to exactly 3 edges, outer face included. The
celebrated circle packing theorem [11, 15] asserts that every finite planar graph is the tangency graph of some circle
packing. Furthermore, if the graph is a triangulation then its circle packing is unique up to Möbius transformations
and reflections. A concise background on the probabilistic and combinatorial properties of circle packings can be
found in [13].
Infinite planar graphs can also be shown (see [13]) to be isomorphic to the tangency graph of some (infinite) circle
packing. However, the question of uniqueness becomes more complicated, and requires a few more definitions. All
infinite graphs in this paper are assumed to be connected and locally finite, and infinite triangulations are assumed
to have no outer face. For an infinite triangulation drawn in the plane we use the term face to also mean the
compact set bounded by its edges. A circle packing induces a drawing in straight lines of its tangency graph by
mapping the vertices to the centers of their corresponding circles. If this drawing is an infinite triangulation and
the union of its faces is a domain Ω ⊆ R2, the circle packing is said to be a circle-packed infinite triangulation
of Ω, Ω is called its carrier and the tangency graph is said to be circle-packable in Ω.
In [8] and [9], He & Schramm extended the circle packing theorem to infinite triangulations that are one-ended,
i.e. such that the removal of any finite set of vertices leaves the graph with exactly one infinite connected component
(and possibly more finite ones). They showed that the possible carriers of a circle packing of such a triangulation
are deeply linked to properties of the simple random walk on the graph. A graph is said to be recurrent if the
simple random walk started at some vertex ρ almost surely returns to ρ infinitely often, and transient otherwise.
Indeed, among their results, they showed that for a bounded-degree one-ended triangulation, either the graph is
recurrent and is circle-packable in the plane, or it is transient and circle-packable in the open unit disk. Another
of their results shows that in the transient case, the graph is also circle-packable in the open unit square (or any
other simply-connected domain strictly contained in the plane). Consequently, since Möbius transformations and
reflections cannot map the unit disk to the unit square, one cannot hope for the same rigidity as in the finite case.
When removing the assumption of one-endedness, some more definitions are needed: A domain Ω ⊆ R2 is called
parabolic if for any open set U ⊆ Ω, Brownian motion started at any point of Ω and killed at ∂Ω hits U almost
surely. The domain is said to be hyperbolic otherwise. An equivalent formulation for parabolicity is given in
Proposition 5.13. In [7], Gurel-Gurevich, Nachmias & Souto showed that a dichotomy still holds without one-
endedness for infinite triangulations of bounded degree: the graph is recurrent iff the carrier of any circle packing
of it is parabolic. Their proof relied on the Rodin-Sullivan [14] Ring Lemma, which shows that when the degree
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is bounded, the radii of adjacent circles must be comparable in length. Indeed, removing the bounded degree
assumption may cause the theorem to fail. For example, as described in [13], we can add circles to the circle
packing of the (recurrent) hexagonal lattice in a way that creates a drift in the random walk in a direction of choice,
rendering it transient. However, the carrier has remained parabolic, being the entire plane.
Definition 1.1. A network is a pair (G, c) where G = (V,E) is a connected graph (with self-loops allowed) and
c : E → (0,∞) is a weight function on the edges. The weighted random walk on a network is the Markov chain
with state space V and transition probabilities Px,y =
cxy
pi(x) where pi (x) =
∑
y∼x cxy. The network is said to be
recurrent if the weighted random walk started at some vertex ρ ∈ V almost surely returns to ρ infinitely often,
and transient otherwise.
In [3], Dubejko proposed a way to place weights on the edges of a circle-packed infinite triangulation such that
in the weighted random walk on the network, the sequence of centers of the circles visited becomes a martingale.
These weights also arise naturally in the context of discrete complex analysis (see [4]). For completeness, we pro-
vide Dubejko’s elegant proof here as Theorem 2.4. Let us precisely define the weights. In the straight-line drawing
induced by a circle-packed infinite triangulation, each face f is a straight-edge triangle. Thus, a circle packing for
the dual graph is induced by mapping each face f to its incircle. In the drawings of the graph and its dual, an edge
e and its dual e† are orthogonal straight lines, as shown in Figure 1.1:
u v
w1
w2
e†
e
Figure 1.1. Part of a circle-packed triangulation in black and the induced circle packing of the
dual graph in purple. The dual edge e† of e = uv connects the incenters of the two faces incident
to e.
Definition 1.2. Let {Cv}v∈V be a circle-packed infinite triangulation. The Dubejko weight of an edge e ∈ E is
ce =
|e†|
|e| , where |e| and
∣∣e†∣∣ are the respective lengths of the straight line segments that e and its dual edge e† are
mapped to.
Proposition 2.8 shows that the weights are bounded from above by a constant. Thus, Rayleigh monotonicity
implies that if the simple random walk on a circle-packed triangulation is recurrent then so is the weighted random
walk (WRW). Furthermore, as shown in Proposition 2.10, when the graph has bounded degree the weights are
also bounded from below by a constant, and so in the bounded degree case the SRW and WRW are either both
recurrent or both transient. So one might hope that replacing the SRW with the WRW would make the theorem
of Gurel-Gurevich, Nachmias & Souto hold for both the bounded degree and unbounded degree cases. The main
goal of this paper is to prove the following:
Theorem 1.3. Let Ω ⊆ R2 be a parabolic domain. Then for any circle-packed infinite triangulation of Ω, the
Dubejko-weighted random walk is recurrent.
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In section 2 we analyze some geometric properties of the weights. In section 3 we prove two special cases: that
if the carrier is the entire plane then the WRW is recurrent, and that if the carrier is bounded then the WRW is
transient. In section 4 we prove some lemmas on integration of harmonic functions needed for the proof of Theorem
1.3, which is proven itself in section 5. Finally, in section 6, we propose an analogue of the Dubejko weights for
higher dimensions, and prove they make the weighted random walk into a martingale.
2. Some Geometric Lemmas
Remark 2.1. In the context of a circle packing, we use interchangeably the vertices of the tangency graph and the
centers of their corresponding circles in R2.
Definition 2.2. Let {Cv}v∈V be a circle-packing of an infinite triangulation. For a vertex v ∈ V , the polygon of
v denoted by Pv is the polygon whose sides are the dual edges to all the edges incident to v.
Remark 2.3. Pv is convex, its vertices are the incenters of the faces incident to v and the circle Cv is inscribed in it.
We now provide our main probabilistic motivation for looking at the Dubejko weights, taken from [3]. An analogue
for higher dimensions of this theorem is proven in Proposition 6.4.
Theorem 2.4. Let {Cv}v∈V be a circle-packed infinite triangulation. Let (Zn)n∈N be the sequence of vertices visited
during a Dubejko-weighted random walk on {Cv}v∈V . Then (Zn)n∈N is a martingale.
Proof. Set pi (x) =
∑
y∼x cxy and denote the transition probabilities by pxy =
cxy
pi(x) . Let v ∈ V , and let u1, u2, ..., un ∈
V be its neighbors in G. For each i ∈ {1, 2, ..., n} let −→ei = ui − v be the edge vui oriented from v to ui. Let
R : R2 → R2 be the linear clockwise rotation by pi2 radians, and let
−→
fi be the dual edge of −→ei oriented in a direction
such that R (êi) = f̂i, where êi and f̂i are the respective unit vectors of −→ei and −→fi .
It is enough to show that
∑n
i=1 pvui
−→ei = 0. We have:
R
(
n∑
i=1
pvui
−→ei
)
= R
 1
pi (v)
n∑
i=1
∥∥∥−→fi∥∥∥
‖−→ei ‖ ·
−→ei
 = 1
pi (v)
n∑
i=1
∥∥∥−→fi∥∥∥R (êi) = 1
pi (v)
n∑
i=1
−→
fi .
Since
−→
f1,
−→
f2, ...,
−→
fn trace a closed curve along the boundary of the polygon Pv, their sum vanishes. Since R is
injective, the Theorem follows. 
We continue by analyzing some of the properties of the Dubejko weights. Since the weights are defined using
incircles, we will need the following formula for their radius:
Proposition 2.5. Let x, y, z ∈ R2 be centers of mutually tangent circles with respective radii rx, ry, rz. Then the
inradius of the triangle xyz is:
r =
√
rxryrz
rx + ry + rz
.
Proof. We calculate the the area A of the triangle xyz in two ways. On the one hand, the line segments connecting
the incenter to x, y, z divide the triangle into 3 triangles with altitudes r, and so:
A = r · (rx + ry + rz) .
On the other hand, by Heron’s formula we know:
A =
√
(rx + ry + rz) rxryrz.
Equating the two above and solving for r finishes the proof. 
The weights of the Dubejko-weighted random walk can be directly expressed using the radii by the following
formula, appearing in [15] after Theorem 18.3:
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Proposition 2.6. Let {Cv}v∈V be a circle-packed infinite triangulation, and let e = uv ∈ E. Let w1, w2 ∈ V be
the two vertices such that for every i ∈ {1, 2}, wi forms a face with u and v. Then the weight ce is:
ce =
√
rurv
ru + rv
·
(√
R1
ru + rv +R1
+
√
R2
ru + rv +R2
)
,
where ru, rv, R1, R2 are the radii of Cu, Cv, Cw1 , Cw2 respectively.
Proof. For i ∈ {1, 2} set ruvwi to be the inradius of the triangle uvwi. Using Proposition 2.5, we can write:
ce =
∣∣e†∣∣
|e| =
ruvw1 + ruvw2
ru + rv
=
√
rurv
ru + rv
·
(√
R1
ru + rv +R1
+
√
R2
ru + rv +R2
)
.

Lemma 2.7. Let x, y, z ∈ R2 be centers of mutually tangent circles with radii rx, ry, rz, and let r be the inradius
of the triangle xyz. Then:
r < min
{√
rxry,
√
rxrz,
√
ryrz
}
.
Proof. By Proposition 2.5, we can write:
r =
√
rxry ·
√
rz
rx + ry + rz
<
√
rxry.
A similar calculation replacing the role of z with x, y shows r < √ryrz, r < √rxrz, finishing the proof. 
Proposition 2.8. Let {Cv}v∈V be a circle-packed infinite triangulation, and G = (V,E) its tangency graph. Then
for every edge e ∈ E the weight is bounded from above by:
ce < 1.
Proof. Write e = uv for u, v ∈ V , and let w1, w2 ∈ V be the two vertices forming a face with u, v, as in Figure
1.1. Set ru, rv to be the radii of Cu, Cv and for each i ∈ {1, 2} set ruvwi to be the inradius of the triangle uvwi.
The edge e divides the dual edge e† into two line segments of lengths ruvw1 and ruvw2 . Using Lemma 2.7 and the
AM-GM inequality we bound:
ce =
∣∣e†∣∣
|e| =
ruvw1 + ruvw2
ru + rv
<
2
√
rurv
ru + rv
≤ ru + rv
ru + rv
= 1.

A key result in the theory of circle packings is the famous Ring Lemma, proven by Rodin and Sullivan in [14]:
Lemma 2.9. (Ring Lemma): For each d ∈ N, there exists some r = r (d) > 0 such that if a unit circle is
surrounded by d circles forming a cycle externally tangent to it, as in Figure 2.1, then the radius of each of the d
circles is larger than r.
u
Figure 2.1. Circle u surrounded by d = 10 circles externally tangent to it
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The following consequence of the Ring Lemma shows that under the bounded degree assumption, since the radii of
the circles around a given circle cannot be too small, the corresponding edge weights cannot be too small either:
Proposition 2.10. Let {Cv}v∈V be a circle-packed infinite triangulation and G = (V,E) its tangency graph. If G
has degree bounded by d, then the weights are bounded from below by some constant c0 = c0 (d) > 0.
Proof. Under the conditions of the Proposition, each circle in the packing is surrounded by a cycle of length at
most d of externally tangent circles. Thus, for each pair of adjacent circles, we can apply the Ring Lemma 2.9 in
the wanted direction and deduce that the ratio of their respective radii is smaller than some global M = M (d) > 0
(which can be taken to be the inverse of r (d) for example).
Let e = uv ∈ E be an edge and let w1, w2 the two vertices such that uvw1 and uvw2 are faces of the circle packing’s
drawing. Then using the formula from Proposition 2.6 for the weights we bound:
ce =
√
ru
ru + rv
·
√
rv
ru + rv
·
(√
R1
ru + rv +R1
+
√
R2
ru + rv +R2
)
≥
≥
√
ru
ru +Mru
·
√
rv
Mrv + rv
·
(√
R1
MR1 +MR1 +R1
+
√
R2
MR2 +MR2 +R2
)
=
=
2
M + 1
√
1
2M + 1
,
so we can take c0 = 2M+1
√
1
2M+1 . 
Proposition 2.11. Let {Cv}v∈V be a circle-packed infinite triangulation and G = (V,E) its tangency graph, and
let {ce}e∈E be the Dubejko weights induced by the circle packing. Then for any vertex v ∈ V the sum of the weights
around v is bounded by a constant: ∑
u∼v
cvu < 2pi.
Proof. The weights are invariant under dilation, so we can assume without loss of generality that the radius of Cv
is 1. Let u1, u2 ∈ V be two vertices sharing a face with v, as drawn in Figure 2.2:
u1 u2
v
r
r
r
r˜
1
αα
r2
r1
Figure 2.2. Triangle vu1u2 and its incircle
Denote by r1, r2 their respective radii. Let r be the inradius of the triangle vu1u2. Then by Proposition 2.5 we
have:
r =
√
r1r2
1 + r1 + r2
.
Denote by 2α the angle ∠u1vu2. The incenter is the point of concurrency of the angle bisectors, so we have a
right-angled triangle with legs of length 1 and r and angle α, so r = tanα. Combining the two formulae for r we
get:
1
cos2 α
= 1 + tan2 α = 1 + r2 =
1 + r1 + r2 + r1r2
1 + r1 + r2
=
(1 + r1) (1 + r2)
1 + r1 + r2
.
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We think of the weight cvu1 as “split” between two edges connected in parallel with weights
r
1+r1
and r˜1+r1 where r˜
is the inradius of the triangle from the other side of the edge vu1. We can now bound the sum of the conductances
of the two half-edges relevant to the triangle vu1u2:
r
1 + r1
+
r
1 + r2
= r · 2 + r1 + r2
(1 + r1) (1 + r2)
< r · 2 + 2r1 + 2r2
(1 + r1) (1 + r2)
= tanα · 2 cos2 α = sin (2α) < 2α.
Summing the last inequality over all faces incident to v gives the desired result. 
Remark 2.12. The inequality of Proposition 2.11 is in fact tight: Consider a unit circle surrounded by n identical
circles of radius rn. Denote by Pn the perimeter of an n-regular polygon with inscribed radius 1, then since
limn→∞ rn = 0 and limn→∞ Pn = 2pi, the sum of weights around the unit circle is:
1
1 + rn
· Pn −→n→∞ 2pi.
Lemma 2.13. Let x, y, z ∈ R2 be centers of mutually tangent circles with radii rx, ry, rz, and let r,M be the inradius
and incenter of the triangle xyz. Denote by Q,R the respective tangency points of the incircle with the sides xy, xz.
Then:
]QMR > 2 tan−1
(√
rx
min {ry, rz}
)
.
In the context of a circle packing, this Lemma tells us that for a given face xyz, if at least one of y, z has a
comparable radius to x then the angle of the polygon Px at the incenter of xyz cannot be too small.
Proof. Set α = ]QMR and consider the right triangle xMQ: The lengths of its altitudes are |MQ| = r and
|xQ| = rx. The line xM bisects the angle ]QMR and so:
rx
r
= tan]QMx = tan α
2
.
Using Lemma 2.7 we bound:
tan
α
2
>
rx√
rxry
=
√
rx
ry
,
and since tan−1 is strictly increasing we get α > 2 tan−1
(√
rx
ry
)
. A similar calculation replacing y with z shows
α > 2 tan−1
(√
rx
rz
)
, and the result follows. 
The following beautiful theorem by Descartes (see §1.5 in [2]), illustrated in Figure 2.3, will also be of use to us:
Theorem 2.14. (Descartes’ Theorem): Let k1, k2, k3 be the curvatures (i.e. the reciprocal of the radius) of three
circles in the plane externally tangent to one another in 3 distinct points. Then there are exactly two other circles
(or one circle and one line) tangent to all three, and their curvatures k satisfy:
k = k1 + k2 + k3 ± 2
√
k1k2 + k2k3 + k3k1
where positive k, negative k and k = 0 represent a circle tangent externally to all three, internally to all three and
a straight line respectively.
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Figure 2.3. 3 mutually-tangent circles in black and the 2 possibilities for a 4th circle in purple.
A negative-curvature solution can be seen in the topmost example and a zero-curvature solution in
the rightmost one.
3. Some Special Cases
The goal of this section is to show two special cases exhibiting a relation between the Dubejko-weighted random
walk on an infinite circle-packed triangulation and the parabolicity of its carrier. In Proposition 3.1, whose arguments
appear in [16] and [15] but are provided here for completeness, we show that if the carrier is bounded then the
WRW is transient. In Proposition 3.5 we show that if the carrier is the entire plane then the WRW is recurrent.
Proposition 3.1. Let Ω ⊆ R2 be a bounded domain and {Cv}v∈V a circle-packed infinite triangulation of Ω. Then
the Dubejko-weighted random walk on {Cv}v∈V is transient.
Proof. Let (Xn)n∈N be the weighted random walk started at some vertex X0 ≡ ρ. By Theorem 2.4, (Xn)n∈N is
a martingale. A bounded martingale converges almost surely to some random variable (see for example [5]), and
so Xn
a.s−→ Y for some random variable Y . Choose any two vertices in the graph, say ρ and ρ′. Assume towards
contradiction that the random walk is recurrent, then ρ and ρ′ are almost surely both visited infinitely often. Now,
Xn converges to Y a.s and Xn = ρ infinitely often a.s, which implies that Y = ρ almost surely. A similar argument
shows that Y = ρ′ almost surely. But ρ 6= ρ′ in contradiction. 
The proof of Proposition 3.1 was immediate from martingale arguments. For Proposition 3.5, we will use
extensively the theory of probability and electric networks. For background on this field one may read chapter 2 of
[12].
Definition 3.2. Let (G, c) be a network. The Dirichlet energy of a function f : V (G)→ R is defined by
E (f) :=
∑
uv∈E(G)
cuv (f (v)− f (u))2 .
We will need the following criterion for recurrence which follows from Dirichlet’s Principle (see exercise 2.93 of [12]):
Proposition 3.3. Let (G, c) be a network. Write G = (V,E) and fix some ρ ∈ V . Then (G, c) is recurrent iff for
any ε > 0 there exists a finitely supported function f : V → R with f (ρ) = 1 and E (f) < ε.
In the case that the carrier is the entire plane, the following Lemma shows that the effective resistance across any
well-chosen annulus in the plane is at least a constant, which will be shown later to imply recurrence.
Lemma 3.4. Let {Cv}v∈V be a circle-packed infinite triangulation of the entire plane. Then there exists some
C > 0 such that for any R > 0 there exists some finitely supported f : V → R such that f |V ∩B(0,R)≡ 1 and
E (f) ≤ C.
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Proof. Assume WLOG that R > 0 is large enough such that if 0 ∈ Cv for some v ∈ V then Cv ⊆ B (0, R).
Define a continuous φ : R2 → R in polar coordinates by:
φ (r, θ) =

1, r ≤ R
2R−r
R , R ≤ r ≤ 2R
0, r ≥ 2R
.
φ induces a function f on V by assigning to a vertex v ∈ V the value that φ takes on the center of Cv. It is
immediate that f |V ∩B(0,R)≡ 1. In addition, f is finitely supported since its support is contained in the compact
subset B (0, 2R) of the carrier, which can intersect only finitely many polygons of {Cv}v∈V (rigorously proven later
in Lemma 5.14) and hence only finitely many vertices of V .
We move on to bound the Dirichlet energy of f . Let G = (V,E) be the tangency graph of {Cv}v∈V . For each edge
uv ∈ E there is an orthodiagonal quadrilateral Quv whose diagonals are e and e†, as shown in Figure 3.1.
u v
ee
†
Quv
Figure 3.1. The orthodiagonal quadrilateral Quv.
Using these quadrilaterals we divide the energy into two parts, bounding each separately: Set E1 = {e ∈ E | Quv ⊆ B (0, 8R)}
and E2 = E\E1, and for each i ∈ {1, 2} set Ei =
∑
uv∈Ei (f (u)− f (v))
2
cuv. Then E (f) = E1 + E2.
For the first part, notice that φ is 1R -Lipschitz since the gradient’s norm is:
‖∇φ (r, θ)‖ =
 1R , R < r < 2R0, otherwise ,
and so for each e = uv ∈ E we can bound:
(f (u)− f (v))2 cuv ≤
(
1
R
|e|
)2 ∣∣e†∣∣
|e| =
2
R2
Area (Qe) .
Since the quadrilaterals {Qe}e∈E1 have disjoint interiors and are contained in B (0, 8R) we have:
E1 ≤
∑
e∈E1
2
R2
Area (Qe) =
2
R2
Area
( ⋃
e∈E1
Qe
)
≤ 2
R2
·Area (B (0, 8R)) = 128pi.
We move on to bound the second term E2. Let W = {v ∈ V : Cv ∩B (0, 4R) 6= ∅ and rv ≥ 4R}, where rv is the
radius of Cv.
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We first claim that the cardinality ofW is bounded by some constant number (say, 16). An easy way to show this is
through area considerations: If v ∈W then there exists some point p ∈ Cv∩B (0, 4R). This implies that there exists
some q ∈ B (0, 6R) such that ‖q − v‖ ≤ rv − 2R: Indeed, set t = max
{
0, 1− rv−2R‖p−v‖
}
, and then q = p + t (v − p)
can be shown to satisfy the above conditions. By the choice of q we have B (q, 2R) ⊆ Cv ∩B (0, 8R), and hence:
|W | · 4R2 ≤
∑
v∈W
Area (Cv ∩B (0, 8R)) = Area
( ⋃
v∈W
Cv ∩B (0, 8R)
)
≤ Area (B (0, 8R)) = 64R2.
Dividing both sides by 4R2 shows that |W | ≤ 16.
We next claim that if e = uv ∈ E2 and e has some energy contribution then u ∈ W or v ∈ W : If f (u) = f (v) = 0
then the energy contribution is zero, so we can assume WLOG that f (u) 6= 0, and so u ∈ B (0, 2R) . We will show
that in this case v ∈W . First, we have ru < 2R, because if we assume otherwise we have 0 ∈ Cu and by the choice
of R we get Cu ⊆ B (0, R) in contradiction. Thus, we have Cu ⊆ B (0, 4R) and since Cv touches Cu we deduce
Cv ∩B (0, 4R) 6= ∅. Next, The quadrilateral Qe is convex, so from Qe * B (0, 8R) we deduce that one of its vertices
lies outside B (0, 8R). This vertex cannot be u since u ∈ B (0, 2R). If the vertex is v, we have
rv = (rv + ru)− ru = ‖v − u‖ − ru ≥ ‖v‖ − ‖u‖ − ru > 8R− 2R− 2R = 4R,
so v ∈ W as needed. Otherwise, another vertex of the quadrilateral which we denote by z lies outside B (0, 8R),
and let w ∈ V be the vertex such that uvw is the face whose incenter is z. Let r be the inradius of uvw. Since
z /∈ B (0, 8R) and u ∈ B (0, 2R) we have:
‖z − u‖ ≥ ‖z‖ − ‖u‖ > 8R− 2R = 6R.
On the other hand, using Lemma 2.7 and the orthogonality of e and e† we get:
‖z − u‖ =
√
r2u + r
2 <
√
r2u + rurv <
√
4R2 + 2R · rv
Combining the two inequalities involving ‖z − u‖ and solving for rv gives rv > 16R, which finishes the second claim
about W .
Finally, using the trivial bound 0 ≤ f ≤ 1 together Lemma 2.11 and what we know about W , we obtain:
E2 ≤
∑
v∈W
∑
u∼v
(f (u)− f (v))2 cuv ≤
∑
v∈W
∑
u∼v
1 · cuv ≤
∑
v∈W
2pi ≤ 32pi.
In total we get E (f) = E1 + E2 ≤ C for C = 160pi. 
Proposition 3.5. Let {Cv}v∈V be a circle-packed infinite triangulation of the entire plane. Then the Dubejko-
weighted random walk on {Cv}v∈V is recurrent.
Proof. Let G = (V,E) be the tangency graph of {Cv}v∈V and fix some ρ ∈ V . Construct a sequence of radii
R1 < R2 < ... and a sequence of finitely supported functions fi : V → R in the following way: Choose R1 > 0 such
that ρ ∈ B (0, R1), and choose f1 to be a finitely supported function as in Lemma 3.4 such that E (f1) < C and
f1 |V ∩B(0,R1)≡ 1. For each i > 1, assume we’ve defined Ri > 0 and fi. Since fi is finitely supported and G is locally
finite, we can choose some Ri+1 > Ri such that for every v /∈ B (0, Ri+1) we have that fi vanishes on v and on all
its neighbours. Applying Lemma 3.4 again, there exists some finitely supported fi+1 : V → R with E (fi+1) < C
and fi+1 |V ∩B(0,Ri+1)≡ 1.
For each N set gN :=
∑N
i=1
1
N fi. Then gN is finitely supported (as the sum of finitely many finitely supported
functions). Furthermore, since fi (ρ) = 1 for every 1 ≤ i ≤ N , we have gN (ρ) = 1 as their mean. Using Proposition
3.3, it is enough to show that limN→∞ E (gN ) = 0 in order to deduce recurrence.
To this end, we claim that for every uv ∈ E there is at most one 1 ≤ i ≤ N such that fi (u) 6= fi (v). Indeed, assume
fi (u) 6= fi (v). then at least one of these is nonzero. By the construction of fi, this implies that u, v ∈ B (0, Ri+1).
Thus, for any j > i we have fj |V ∩B(0,Rj)≡ 1 and in particular fj (u) = fj (v) = 1. Similarly, fi (u) and fi (v) cannot
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both be equal to 1, and WLOG we may assume that fi (u) 6= 1. Then by construction of fi we have u /∈ B (0, Ri),
and so for each j < i we have u /∈ B (0, Rj+1) and by the choice of Rj+1 we deduce fj (u) = fj (v) = 0.
Now, having established that each edge uv ∈ E contributes to the energy of at most one fi, the energy E (gN )
decomposes as follows:
E (gN ) = E
(
N∑
i=1
1
N
fi
)
=
N∑
i=1
E
(
1
N
fi
)
=
N∑
i=1
1
N2
E (fi) <
N∑
i=1
1
N2
· C = C
N
,
and so limN→∞ E (gN ) = 0 as needed. 
4. Some Integration Lemmas
The goal of this section is to prove Lemmas 4.8 and 4.10, providing bounds on integrals involving harmonic
functions over polygons whose angles are not too sharp.
Definition 4.1. Let U ⊆ R2 be open. A function f : U → R is said to be harmonic in U if it is twice continuously
differentiable and for every x0 ∈ U the Laplacian vanishes on x0, i.e
(
∂2f
∂x2 +
∂2f
∂y2
)
(x0) = 0.
We begin be recalling the following classical inequality (for a proof see [1] for example):
Theorem 4.2. (Harnack’s Inequality): Let f be nonnegative and harmonic in B (x0, R). Let x ∈ B (x0, R) and
set r = ‖x− x0‖. Then:
R− r
R+ r
f (x0) ≤ f (x) ≤ R+ r
R− r f (x0) .
Lemma 4.3. Let f be nonnegative and harmonic in B (x0, R). Then:
‖∇f (x0)‖ ≤ 2f (x0)
R
.
Proof. Let x ∈ B (x0, R), and write r = ‖x− x0‖. By Harnack’s inequality we have:
R− r
R+ r
f (x0) ≤ f (x) ≤ R+ r
R− r f (x0) .
Rearranging this we get:
− 2
R+ r
f (x0) ≤ f (x)− f (x0)
r
≤ 2
R− r f (x0) .
Using the inequality R− r ≤ R+ r, we deduce:
|f (x)− f (x0)|
r
≤ 2
R− r f (x0) .
If ∇f (x0) = 0 then the inequality holds. Otherwise, Since ‖∇f (x0)‖ is the directional derivative in the direction
of uˆ = ∇f(x0)‖∇f(x0)‖ , we have:
‖∇f (x0)‖ = lim
h→0
∣∣∣∣f (x0 + huˆ)− f (x0)h
∣∣∣∣ ≤ lim sup
h→0
2
R− hf (x0) =
2
R
f (x0) .

Lemma 4.4. Let f be harmonic in B (x0, R) and continuous in B (x0, R). Then:
‖∇f (x0)‖ ≤ 2
R
(
max
x∈B(x0,R)
f (x)− min
x∈B(x0,R)
f (x)
)
.
Proof. Set g = f −min
x∈B(x0,R) f (x). Then g is nonnegative and harmonic in B (x0, R), and applying Lemma 4.3
gives:
‖∇f (x0)‖ = ‖∇g (x0)‖ ≤ 2
R
g (x0) ≤ max
x∈B(x0,R)
f (x)− min
x∈B(x0,R)
f (x) .

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Lemma 4.5. There exists some C0 > 0 such that for every R > 0, x0 ∈ R2 and f harmonic in B (x0, R) and
continuous in B (x0, R) we have in polar coordinates:
2piˆ
0
Rˆ
0
∥∥∇f (x0 + reiθ)∥∥2Rdrdθ ≤ C0 2piˆ
0
Rˆ
0
∥∥∇f (x0 + reiθ)∥∥2 rdrdθ.
Proof. Notice first that both the LHS and the RHS integrals are invariant under translations and dilations of the
domain. Explicitly, defining f˜ : B (0, 1)→ R by f˜ (x) = f (x0 +Rx) we have ∇f˜ (x) = R∇f (x0 +Rx), and so for
the LHS:
2piˆ
0
1ˆ
0
∥∥∥∇f˜ (reiθ)∥∥∥2 drdθ = 2piˆ
0
1ˆ
0
∥∥∇f (x0 +Rreiθ)∥∥2R2drdθ = 2piˆ
0
Rˆ
0
∥∥∇f (x0 + reiθ)∥∥2Rdrdθ.
Similarly, for the RHS:
C0
2piˆ
0
1ˆ
0
∥∥∥∇f˜ (reiθ)∥∥∥2 rdrdθ = C0 2piˆ
0
1ˆ
0
∥∥∇f (x0 +Rreiθ)∥∥2R2rdrdθ = C0 2piˆ
0
Rˆ
0
∥∥∇f (x0 + reiθ)∥∥2 rdrdθ.
Thus we may assume WLOG that R = 1 and x0 = 0. We present two proofs for the claim: the first using Harnack’s
inequality and the second using Fourier analysis.
For the first proof, set εd to be the RHS (or the Dirichlet energy), εd =
´ 2pi
0
´ 1
0
∥∥∇f (reiθ)∥∥2 rdrdθ, and assume
that for some C0 > 0 we have:
2piˆ
0
1ˆ
0
∥∥∇f (reiθ)∥∥2 drdθ > C0 · εd.
Since
´ 2pi
0
´ 1
1
4
∥∥∇f (reiθ)∥∥2 drdθ ≤ ´ 2pi
0
´ 1
1
4
∥∥∇f (reiθ)∥∥2 · 4r · drdθ ≤ 4εd, we have:
C0 · εd <
2piˆ
0
1
4ˆ
0
∥∥∇f (reiθ)∥∥2 drdθ + 4εd,
so we find that:
2piˆ
0
1
4ˆ
0
∥∥∇f (reiθ)∥∥2 drdθ > (C0 − 4) εd.
Therefore, there exists some x0 ∈ B
(
0, 14
)
such that ‖∇f (x0)‖2 > 4(C0−4)2pi εd. By Lemma 4.4 applied to f on
B
(
x0,
1
4
)
we deduce that:
(4.1)
 max
x∈B(x0, 14 )
f (x)− min
x∈B(x0, 14 )
f (x)
2 ≥ ( 14)2
4
· ‖∇f (x0)‖2 > 1
64
· 4 (C0 − 4)
2pi
εd.
Fix some 1 > r ≥ 12 . By the maximum and minimum principles for harmonic functions, f restricted to B (0, r)
achieves its maximum and minimum on the boundary ∂B (0, r). Thus, by inequality 4.1 and the fact that B
(
x0,
1
4
) ⊆
B (0, r) we get that: (
max
x∈∂B(0,r)
f (x)− min
x∈∂B(0,r)
f (x)
)2
>
1
64
· 4 (C0 − 4)
2pi
εd.
Let θ1, θ2 be angles such that:
f
(
reiθ1
)
= min
x∈∂B(0,r)
f (x) , f
(
reiθ2
)
= max
x∈∂B(0,r)
f (x) .
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Let c be the shorter circular arc with center at 0 going from reiθ1 to reiθ2 . We use Cauchy-Schwartz for line integrals
to get:
(
f
(
reiθ2
)− f (reiθ1))2 =
ˆ
c
∇f · dr
2 ≤
ˆ
c
‖∇f‖2 ds
 · length (c) ≤
 ˆ
∂B(0,r)
‖∇f‖2 ds
 · pir,
And so:
2piˆ
0
∥∥∇f (reiθ)∥∥2 rdθ > 1
pir
·
(
1
64
· 4 (C0 − 4)
2pi
εd
)
=
(C0 − 4)
32pi2r
· εd.
Finally we get:
εd =
1
2ˆ
0
2piˆ
0
∥∥∇f (reiθ)∥∥2 rdθdr + 1ˆ
1
2
2piˆ
0
∥∥∇f (reiθ)∥∥2 rdθdr ≥
≥
1ˆ
1
2
2piˆ
0
∥∥∇f (reiθ)∥∥2 rdθdr > 1ˆ
1
2
(C0 − 4)
32pi2r
· εddr = (C0 − 4) ln 2
32pi2
· εd.
This implies C0 ≤ 4 + 32pi2ln 2 , and the Lemma follows for any value of C0 larger than 4 + 32pi
2
ln 2 .
For the second proof, assume that f is smooth on the boundary. Write the Fourier expansion of f restricted to the
unit circle: f (1, θ) = a0 +
∑∞
n=1 (an cos (nθ) + bn sin (nθ)). Then we have:
f
(
reiθ
)
= a0 +
∞∑
n=1
rn (an cos (nθ) + bn sin (nθ)) .
The gradient is:
∇f (reiθ) = ∂f
∂r
· rˆ + 1
r
∂f
∂θ
· θˆ =
=
( ∞∑
n=1
nrn−1 (an cos (nθ) + bn sin (nθ))
)
rˆ +
( ∞∑
n=1
nrn−1 (−an sin (nθ) + bn cos (nθ))
)
θˆ.
Using the orthogonality of rˆ, θˆ we find:
∥∥∇f (reiθ)∥∥2 = ( ∞∑
n=1
nrn−1 (an cos (nθ) + bn sin (nθ))
)2
+
( ∞∑
n=1
nrn−1 (−an sin (nθ) + bn cos (nθ))
)2
=
=
∞∑
n,m=1
nmrn+m−2 (an cos (nθ) + bn sin (nθ)) (am cos (mθ) + bm sin (mθ)) +
+
∞∑
n,m=1
nmrn+m−2 (−an sin (nθ) + bn cos (nθ)) (−am sin (mθ) + bm cos (mθ)) .
We integrate on theta first, and use the orthogonality of the Fourier basis:
2piˆ
0
∥∥∇f (reiθ)∥∥2 dθ = ∞∑
n=1
n2r2n−2
(
a2n · pi + b2n · pi
)
+
∞∑
n=1
n2r2n−2
(
a2n · pi + b2n · pi
)
=
= 2pi
∞∑
n=1
n2r2n−2
(
a2n + b
2
n
)
.
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Now the LHS of the Lemma’s statement is:
1ˆ
0
2piˆ
0
∥∥∇f (reiθ)∥∥2 dθdr = 1ˆ
0
(
2pi
∞∑
n=1
n2r2n−2
(
a2n + b
2
n
))
dr =
∞∑
n=1
2pin2
2n− 1
(
a2n + b
2
n
)
.
The RHS is:
1ˆ
0
2piˆ
0
∥∥∇f (reiθ)∥∥2 dθ · rdr = 1ˆ
0
(
2pi
∞∑
n=1
n2r2n−1
(
a2n + b
2
n
))
dr =
∞∑
n=1
2pin2
2n
(
a2n + b
2
n
)
.
For each n ∈ N we have 12n−1 ≤ 22n , so taking C0 = 2 finishes the proof. 
Definition 4.6. For any α > 0, a polygon P is called α-nice if all of its angles are larger than α.
Definition 4.7. A polygon P is called tangential if there is a circle tangent to all of its sides.
Lemma 4.8. For every angle α > 0 there exists some C1 (α) > 0 such that for every α-nice tangential polygon P
and for every f continuous in P and harmonic in the interior of P we have:ˆ
∂P
ˆ
Taz
‖∇f (w)‖2 dwdz ≤ C1 (α) ·
¨
P
‖∇f‖2 dA,
where a is the center of the circle inscribed in P and Taz is the straight line segment connecting a to z.
Proof. Both sides of the inequality are invariant under translations and dilations of P . Therefore, we may assume
that a = 0 and that the radius of the inscribed circle is 1. Let θ1 ≤ θ2 ≤ ... ≤ θn be the angles of the tangency
points of the unit circle and the sides of the polygon. Set θn+1 = θ1 for ease of notation. For each 1 ≤ i ≤ n, write
ϕi =
1
2 (θi+1 − θi) as in Figure 4.1.
θi
ϕi
αi
a
Figure 4.1. Tangential polygon and its incircle
The boundary ∂P of the polygon is given in polar coordinates by:
r (θ) =
 1cos(θ−θi) , 0 ≤ θ − θi ≤ ϕi1
cos(θi+1−θ) 0 ≤ θi+1 − θ ≤ ϕi
=⇒ dr
dθ
=

sin(θ−θi)
cos2(θ−θi) , 0 ≤ θ − θi ≤ ϕi
− sin(θi+1−θ)cos2(θi+1−θ) 0 ≤ θi+1 − θ ≤ ϕi
.
The length element is ds =
√
r2 +
(
dr
dθ
)2
dθ, and letting αi = pi − 2ϕi be the i-th angle of the polygon, we bound
this factor: √
r2 +
(
dr
dθ
)2
=
 1cos2(θ−θi) , 0 ≤ θ − θi ≤ ϕi1
cos2(θi+1−θ) , 0 ≤ θi+1 − θ ≤ ϕi
≤ 1
cos2 (ϕi)
=
1
sin2
(
αi
2
) ≤ 1
sin2
(
α
2
) .
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Setting C ′1 =
1
sin2(α2 )
, we bound the integral:
ˆ
∂P
ˆ
T0,z
‖∇f (w)‖2 dwdz =
2piˆ
0
 r(θ)ˆ
0
∥∥∇f (reiθ)∥∥2 dr

√
r (θ)
2
+
(
dr (θ)
dθ
)2
dθ ≤
≤ C ′1 ·
2piˆ
0
r(θ)ˆ
0
∥∥∇f (reiθ)∥∥2 drdθ.
We now divide the polygon into two regions and bound the integral on each of them: The first region is the unit
disk D, on which we use Lemma 4.5 to get:
2piˆ
0
1ˆ
0
∥∥∇f (reiθ)∥∥2 drdθ
︸ ︷︷ ︸
I1
≤ C0
¨
D
‖∇f‖2 dA ≤ C0
¨
P
‖∇f‖2 dA.
For the remaining region we have r ≥ 1 so we get:
2piˆ
0
r(θ)ˆ
1
∥∥∇f (reiθ)∥∥2 drdθ
︸ ︷︷ ︸
I2
≤
2piˆ
0
r(θ)ˆ
1
∥∥∇f (reiθ)∥∥2 · rdrdθ = ¨
P\D
‖∇f‖2 dA ≤
¨
P
‖∇f‖2 dA.
Setting C1 = C ′1 (1 + C0) we finish the proof:
ˆ
∂P
ˆ
T0,z
‖∇f (w)‖2 dwdz ≤ C ′1 ·
2piˆ
0
r(θ)ˆ
0
∥∥∇f (r · eiθ)∥∥2 drdθ = C ′1 · (I1 + I2) ≤
≤ C ′1 (C0 + 1)
¨
P
‖∇f‖2 dA = C1
¨
P
‖∇f‖2 dA.

Definition 4.9. Given a polygon P and a side S of ∂P , we say that S is an α-nice side of P if both angles
incident to S are larger than α.
Lemma 4.10. Let 0 < α < pi. Then in the notation of Lemma 4.8 and using the same constant C1 (α), for every
P tangential polygon, S1, S2, ..., Sk distinct α-nice sides of P and f continuous on P and harmonic in the interior
of P we have:
k∑
j=1
ˆ
Sj
ˆ
Taz
‖∇f (w)‖2 dwdz ≤ C1 (α) ·
¨
P
‖∇f‖2 dA.
Proof. We prove this by finding an α-nice tangential polygon P ′ ⊆ P . Consider a vertex L of ∂P with angle β. If
β > α we are done. Otherwise, we replace L with two vertices L1, L2 in the following way, illustrated in Figure 4.2.
Denote by X the intersection of the line segment aL and the incircle. Pass a tangent to the circle at X, and denote
by L1, L2 the intersection points of this line with the two tangents from L to the circle. For each i ∈ {1, 2}, the
angle facing the circle at Li is 12β +
1
2pi since it is an exterior angle to the triangle LXLi which has remote interior
angles 12β and
1
2pi. If
1
2β +
pi
2 > α we are done. Otherwise, perform this step again on each of L1, L2 and repeat.
After n steps the angle is 12n β+
(
1− 12n
)
pi and since α < pi and limn→∞
(
1
2n β +
(
1− 12n
)
pi
)
= pi, for n large enough
we will have an angle larger than α. Perform this process on each vertex of ∂P to get an α-nice tangential polygon
P ′ ⊆ P . Notice that all the tangency points of P are also tangency points in P ′.
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a
L
L1
L2
X
β
1
2β +
pi
2
Figure 4.2. Polygon vertex replacement process.
For every i, the two vertices incident to the side Si had angles larger than α to begin with, so Si is also a side
of ∂P ′, and thus:
k∑
i=1
ˆ
Si
ˆ
Taz
‖∇f (w)‖2 dwdz ≤
ˆ
∂P ′
ˆ
Taz
‖∇f (w)‖2 dwdz.
f is continuous on P ′ and harmonic in its interior because P ′ ⊆ P , so using Lemma 4.8 on P ′ we get:ˆ
∂P ′
ˆ
Taz
‖∇f (w)‖2 dwdz ≤ C1 (α) ·
¨
P ′
‖∇f‖2 dA.
Finally, since P ′ ⊆ P :
C1 (α) ·
¨
P ′
‖∇f‖2 dA ≤ C1 (α) ·
¨
P
‖∇f‖2 dA.
Putting together the three inequalities above we are done. 
5. The General Case
5.1. A Useful Coupling. The goal of this subsection is to prove Corollary 5.9, which says that given a circle-
packed infinite triangulation, we can add under certain conditions circles to the packing such that the weighted
random walks on the original and new circle packings can be coupled. We begin with a few Lemmas about reversible
Markov chains.
Definition 5.1. A Markov chain on a state space V is said to be represented by a network (G, c) where G has
vertex set V if the chain and the weighted random walk on (G, c) share the same transition matrix.
Note that in Definition 1.1 of a network, the set of edges E is somewhat superfluous: It is sometimes more convenient
to compactly represent the network by the pair (V, c) where c : V × V → [0,∞) is extended to take the value 0 on
pairs of vertices not in E, and the edge set E can be recovered as the support of c.
The weighted random walk on a network (G, c) is an irreducible reversible Markov chain: Irreducibility follows
from the requirement that G be connected, and the sum pi (v) of the weights around a vertex v is easily seen
to be a reversible measure. Conversely, every irreducible reversible Markov chain can be represented by some
network: Indeed, given a reversible positive measure pi : V → (0,∞) on the states, a possible weight function is
cuv = pi (u)Pu,v, where P is the chain’s transition matrix. The weights of the representing network are only unique
up to a multiplicative constant. See chapter 2 of [12] for some background on reversible Markov chains.
Definition 5.2. Let (Xn)n∈N be a Markov chain on a state space V , and let W ⊆ V . The random sequence
(Yn)n∈N obtained from (Xn)n∈N by deleting all appearances of W is called the Markov chain censored to V \W .
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The subset W usually has the property that the event {∃N such that ∀n ≥ N, Xn ∈W} has probability zero so
that the sequence (Yn)n∈N is almost surely an infinite sequence. In particular, this is the case when the chain
is irreducible and W is a finite proper subset of V . The censored chain (also known as the watched chain) is
itself a Markov chain, as shown in Lemma 6-6 of [10]. The following Lemma shows that censoring also preserves
reversibility, and tells us how to transform the corresponding network when censoring a single state:
Lemma 5.3. Let (V, c) be a network and let V ′ := V \ {w} for some w ∈ V . Then the censoring to V ′ of the weighed
random walk on (V, c) is a reversible Markov chain represented by the network (V ′, c′), where c′ : V ′ × V ′ → [0,∞)
is given by c′xy = cxy +
cxwcyw
pi(w)−cww .
Proof. We need to show that the weighted random walk on (V ′, c′) satisfies the transition probabilities of the
censored chain. Let x, y ∈ V ′. Denote by (Xn)n∈N and (Yn)n∈N the original and censored chains respectively. The
transition probabilities of the censored network are:
Px (Y1 = y) = Px (X1 = y) +
∞∑
n=1
Px (X1 = X2 = ... = Xn = w,Xn+1 = y) =
=
cxy
pi (x)
+
∞∑
n=1
cxw
pi (x)
·
(
cww
pi (w)
)n−1
· cwy
pi (w)
=
1
pi (x)
(
cxy +
cxwcwy
pi (w)
1
1− cwwpi(w)
)
=
=
c′xy
pi (x)
.
We next claim that the sum of weights pi′ (x) around a vertex x in the new network (V ′, c′) is the same as in the
old network. Indeed,
pi′ (x) =
∑
y∈V ′
c′xy =
∑
y∈V ′
cxy
+ cxw
pi (w)− cww
∑
y∈V ′
cyw =
∑
y∈V ′
cxy
+ cxw = pi (x) .
Putting the equalities above together we get Px (Y1 = y) =
c′xy
pi′(x) as needed. 
Remark 5.4. Some network reduction techniques, such as the Y −∆ transform and resistors in series, are special
cases of Lemma 5.3.
Corollary 5.5. Let (V, c) be a network and let V ′ := V \W for some finite proper subset W ⊆ V . Then the
censoring to V ′ of the weighed random walk on (V, c) is reversible and is represented by a network (V ′, c′) such that
for every x, y ∈ V ′ that are not both in ∂W = {v ∈ V ′ | ∃w ∈W, cvw > 0} we have c′xy = cxy.
Proof. Write W = {w1, w2, ..., wn}. The censored chain to V ′ is exactly the chain obtained by censoring the states
in W one after the other. Hence, by applying Lemma 5.3 n times, the chain censored to V ′ is reversible. For the
second part, let x, y ∈ V ′ with x /∈ ∂W . Then for every i ∈ {1, 2, ..., n} we have cxwi = 0, and hence the weight cxy
is unchanged in each application of Lemma 5.3. 
When censoring a chain to V \W , we may be adding loops at vertices of ∂W . The following Lemma shows that
deleting repetitions from the chain corresponds to deleting loops from the representing network:
Definition 5.6. Let (Xn)n∈N be an irreducible Markov chain. Its induced repetition-deleted chain is the random
sequence obtained from (Xn)n∈N by replacing consecutive appearances of the same state with a single appearance.
Formally, set τ0 = 0 and for every i > 0 set τi = inf
{
n > τi−1 | Xn 6= Xτi−1
}
. Then the repetition-deleted chain
induced by (Xn)n∈N is (Xτi)i∈N.
Lemma 5.7. Let (Xn)n∈N be a Markov chain represented by a network (V, c). Then the repetition-deleted chain
(Yn)n∈N induced by (Xn)n∈N is reversible. Furthermore, a network (V, c
′) representing (Yn)n∈N is obtained from
(V, c) by deleting self-loops.
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Proof. The new weights c′ are given by:
c′xy =
cxy, x 6= y0, x = y ,
and so the new sum of weights around a vertex x is:
pi′ (x) =
∑
y∈V
c′xy =
∑
y∈V
cxy
− cxx = pi (x)− cxx.
We need to show that the weighted random walk on (V, c′) satisfies the transition probabilities of the repetition-
deleted chain. Indeed, if y 6= x then:
Px (Y1 = y) =
∞∑
n=0
Px (X0 = X1 = ... = Xn = x,Xn+1 = y) =
=
∞∑
n=0
(
cxx
pi (x)
)n
· cxy
pi (x)
=
cxy
pi (x)
· 1
1− cxxpi(x)
=
cxy
pi (x)− cxx =
c′xy
pi′ (x)
.
Otherwise, y = x and then by the definition of (Yn)n∈N we have Px (Y1 = x) = 0 =
c′xx
pi′(x) . 
The following Lemma shows that when removing the set of circles contained in a triangle of an infinite circle-
packed triangulation, if this set is finite then the original weighted random walk and the weighted random walk can
be coupled:
Lemma 5.8. Let {Cv}v∈V be a circle-packed infinite triangulation. Let xyz be a triangle in the graph such that the
set W ⊆ V of the vertices contained in the interior of xyz is finite, as in Figure 5.1. Let (Xn)n∈N be a Dubejko-
weighted random walk on {Cv}v∈V and let (Yn)n∈N be the chain obtained from (Xn)n∈N by first censoring it to
V ′ = V \W and then deleting repetitions. Then (Yn)n∈N is a Dubejko-weighted random walk on {Cv}v∈V ′ .
x
y
z
v1
v2v3
vm
W
v4
Figure 5.1. Triangle xyz, the setW of vertices contained in the interior of xyz and the neighbours
of x.
Proof. Let G = (V,E) and G′ = (V ′, E′) be the respective tangency graphs of {Cv}v∈V and {Cv}v∈V ′ , and let
c and c′ be their respective Dubejko weights. We first notice that if u1, u2 ∈ V ′ are not both in {x, y, z} then
c′u1,u2 = cu1,u2 : Indeed, if u1u2 /∈ E then u1u2 /∈ E′ and both sides of the equation are zero, and otherwise
equality holds as well since both the edge u1u2 and its dual have not changed in length when removing the circles
corresponding to vertices of W .
Next, note that ∂W ⊆ {x, y, z} (in fact equality holds if W is nonempty). Thus, by Corollary 5.5 and Lemma
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5.7, (Yn)n∈N is a reversible Markov chain represented by a network (V
′, c′′) with no self-loops such that for all
u1, u2 ∈ V ′ that are not both in {x, y, z} we have c′′u1,u2 = cu1,u2 .
We need to show that c′′ ≡ c′. For u1, u2 ∈ V ′ that are not both in {x, y, z} we’ve already seen that c′u1,u2 = cu1,u2 =
c′′u1,u2 . So we are left with showing that c
′′ and c′ agree on edges of the triangle xyz. Denote the neighbours of
x that are not in W by y, v1, v2, ..., vm, z, as in Figure 5.1, and suppose X0 ≡ x. For any vertex u ∈ V , let
τu := min {n ≥ 0 : Xn = u}. Set a stopping time
τ = min {τy, τv1 , τv2 , ..., τvm , τz} .
τ is almost surely finite since {τ =∞} is the event that (Xn)n∈N stays in the finite set of verticesW forever. For any
u ∈ {y, v1, v2, ..., vm, z}, the event {τ = τu} is exactly the event {Y1 = u}. By Theorem 2.4, the sequence (Xn)n∈N
is a martingale. Stopping this martingale at stopping time τ yields a bounded martingale, in which case Doob’s
optional stopping theorem implies:
x = Px (Y1 = y) · y + Px (Y1 = z) · z +
m∑
j=1
Px (Y1 = vj) · vj ,
or, passing x to the other side:
Px (Y1 = y) · (y − x) + Px (Y1 = z) · (z − x) +
m∑
j=1
Px (Y1 = vj) · (vj − x) = 0.
Now, substituting Px (Y1 = u) = c
′′
xu
pi′′(x) and multiplying the equation by pi
′′ (x) we get:
c′′xy (y − x) + c′′xz (z − x) +
m∑
j=1
c′′xvj (vj − x) = 0.
For every j ∈ {1, 2, ...,m}, since vj /∈ ∂W , we have an equality c′′xvj = cxvj , and thus:
(5.1) c′′xy (y − x) + c′′xz (z − x) = −
m∑
j=1
cxvj (vj − x) .
Start a Dubejko-weighted random walk (Wn)n∈N on {Cv}v∈V ′ at W0 ≡ x. By Theorem 2.4 again, we have that
(Wn)n∈N is a martingale, and in particular E [W0] = E [W1]. A similar calculation to the one we just did, substituting
Px (W1 = u) = c
′
xu
pi′(x) , multiplying by pi
′ (x) and using c′xvj = cxvj , gives us:
(5.2) c′xy (y − x) + c′xz (z − x) = −
m∑
j=1
cxvj (vj − x) .
Combining equations 5.1 and 5.2 yields:
c′′xy (y − x) + c′′xz (z − x) = c′xy (y − x) + c′xz (z − x) .
y − x and z − x are two sides of a triangle and hence independent vectors in R2. Thus, c′′xy = c′xy and c′′xz = c′xz as
needed. A similar calculation with y as center circle instead of x shows that c′′yz = c′yz. 
The following Corollary is an extension of Lemma 5.8 which allows us, under certain conditions, to remove an
infinite amount of vertices from the packing:
Corollary 5.9. Let {Cv}v∈V be a circle-packed infinite triangulation with tangency graph G. Let {xiyizi}i∈I for
some I = {1, 2, .., N} or I = N be a family of triangles in G with pairwise disjoint interiors such that for each i ∈ I,
the set of vertices Wi contained in the interior of the triangle xiyizi is finite. Set W =
⋃
i∈IWi and V
′ = V \W .
For some ρ ∈ V ′, start a Dubejko-weighted random walk (Xn)n∈N on {Cv}v∈V at ρ. Then the chain (Yn)n∈N
obtained from (Xn)n∈N by first censoring it to V
′ and then deleting repetitions is a Dubejko-weighted random walk
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on {Cv}v∈V ′ started at ρ. In particular, this coupling implies that the weighted random walks on {Cv}v∈V and
{Cv}v∈V ′ are either both recurrent or both transient.
Proof. We start by showing that the process (Yn)n∈N is well-defined in the sense that it is almost surely an infinite
sequence.
We first claim that for each i ∈ I we have xi, yi, zi ∈ V ′: Suppose otherwise, then WLOG xi ∈ Wj for some j.
Since xi /∈ Wi, we have j 6= i, and so xi ∈ int (conv {xj , yj , zj}). This implies that some small ball around xi is
contained in int {conv {xj , yj , zj}}. But this ball also intersects the interior of conv {xi, yi, zi}, in contradiction to
the assumption of disjoint interiors for the triangles. Thus, in the graph induced on W , each connected component
is contained in some Wi, and in particular each connected component is finite.
We next claim that for every m ∈ N, the event Am = {∃t > m such that Xt ∈ V ′ and Xt 6= Xm} has probability 1.
Since its complement is contained in the countable union
⋃
v∈V Bm,v forBm,v = {Xm = v ∧ ((∀t > m)Xt ∈W ∪ {v})},
it is enough to show that Pρ (Bm,v) = 0. The connected component of v in W ∪ {v} is finite because v has finite
degree and so its addition to W can only join together finitely many components of W , which are all finite. Thus,
the event Bm,v implies that after time m, the random walker never leaves the finite component of v in W ∪ {v}, so
indeed Bm,v has probability zero.
Finally, the event A =
⋃
m∈NAm has probability 1 since it is the countable union of such events. But A implies
that the result (Yn)n∈N of censoring W and deleting repetitions is an infinite sequence since A guarantees that
infinitely often the random walker has moved between different states of V ′. Thus, (Yn)n∈N is an infinite sequence
with probability 1.
We move to show that (Yn)n∈N is a Dubejko-weighted random walk on {Cv}v∈V ′ : Set
(
Y 0n
)
n∈N to be (Xn)n∈N, and
for each i ∈ I let (Y in)n∈N be obtained from (Y i−1n )n∈N by censoring the vertices ofWi and then deleting repetitions.
Fix some k ∈ N. We claim that there exists some deterministic tk ∈ N such that (Y0, Y1, ..., Yk) =
(
Y tk0 , Y
tk
1 , ..., Y
tk
k
)
.
A key observation here is that for every j, the vertices in ∂Wj = {xj , yj , zj} are neighbours to each other, and so
Yi+1 has to be a neighbour of Yi in G for every i. Hence, the first k steps Y0, Y1, ..., Yk are contained in a ball Bk of
graph-radius k around ρ in the graph induced on V ′. Let Ik = {i ∈ I | {xi, yi, zi} ∩Bk 6= ∅}. Locally finiteness of
G implies that Ik ⊆ {1, 2, ..., tk} for some tk ∈ N, and so (Y0, Y1, ..., Yk) =
(
Y tk0 , Y
tk
1 , ..., Y
tk
k
)
. Now, By Lemma 5.8
applied tk times, (Y tkn )n∈N is a weighted random walk on {Cv}v∈V \⋃tki=1Wi . But the first k steps in the weighted
random walk on {Cv}v∈V \⋃tki=1Wi are equal in distribution to the first k steps of the weighted random walk on
{Cv}v∈V ′ since the balls of graph-radius k around ρ in both networks are identical. Thus, (Y0, Y1, ..., Yk) also has
the distribution of the first k steps of the weighted random walk on {Cv}v∈V ′ , and since k is arbitrary we get that
(Yn)n∈N is a weighted random walk on {Cv}v∈V ′ started at ρ.
Finally, we show that the random walks are either both recurrent or both transient. Assume first that {Cv}v∈V is
recurrent. Then ρ is visited infinitely often in (Xn)n∈N with probability 1. The event that ρ appears infinitely many
times in (Xn)n∈N but only finitely many times in (Yn)n∈N is contained in the event
⋃∞
m=1Bm,ρ defined above, so it
has probability zero. Thus, ρ almost surely appears infinitely often in (Yn)n∈N and so {Cv}v∈V ′ is recurrent. Now
assume that {Cv}v∈V is transient. Then with positive probability ρ appears finitely often in (Xn)n∈N, and hence
finitely often in (Yn)n∈N, implying that {Cv}v∈V ′ is transient. 
The following Proposition is not used in the proof of Theorem 1.3, but we’ve included it here because of the proof’s
resemblance to that of Lemma 5.8:
Proposition 5.10. Let {Cv}v∈V be a circle-packed infinite triangulation and G = (V,E) its tangency graph. Let
xyz be a triangle in the graph such that the set W of vertices contained in the interior of the triangle xyz is finite.
Let f : W ∪ {x, y, z} → R be harmonic in W with respect to the Dubejko weights of the circle packing. Then f
agrees with the unique affine function g : R2 → R taking the values f (x) , f (y) , f (z) on x, y, z respectively.
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Proof. Because g is affine, its value on convex combinations of the form ax+ by+ cz for a, b, c ≥ 0 with a+ b+ c = 1
is given by:
g (ax+ by + cz) = af (x) + bf (y) + cf (z) .
Let w ∈ W ∪ {x, y, z}. Start a weighted random walk (Zn)n∈N at Z0 ≡ w, and stop it at τ = min {τx, τy, τz}. By
Theorem 2.4, (Zn∧τ )n∈N is a bounded martingale. By the optional stopping theorem we deduce that EZ0 = EZτ ,
so:
w = Pw (τ = τx)x+ Pw (τ = τy) y + Pw (τ = τz) z.
This presents w (uniquely) as a convex combination of {x, y, z}. Since f is harmonic, the sequence (f (Zn∧τ ))n∈N
is also a martingale. We apply the optional stopping theorem again on this martingale, which is also bounded since
W is finite, to get:
f (w) = Pw (τ = τx) f (x) + Pw (τ = τy) f (y) + Pw (τ = τz) f (z) =
= g (Pw (τ = τx)x+ Pw (τ = τy) y + Pw (τ = τz) z) = g (w) .

5.2. Parabolicity.
Definition 5.11. A domain Ω ⊆ R2 is said to be parabolic if for every open set U ⊆ Ω and for any x ∈ Ω,
Brownian motion started at x and killed at ∂Ω hits U almost surely.
Definition 5.12. Let Ω ⊆ R2 be a domain and K ⊆ Ω a compact set. The capacity of K with respect to Ω is
defined as:
Cap (K,Ω) = inf
¨
Ω
‖∇φ‖2 dA,
where the infimum is taken over all Lipschitz functions φ : Ω → R with compact support in Ω such that φ |K≡ 1
and 0 ≤ φ ≤ 1. For a precompact open set K in Ω we define Cap (K,Ω) = Cap (K,Ω).
The following equivalent condition for parabolicity, useful to us due to its resemblence to Proposition 3.3, is given
in chapter 5 of [6]:
Proposition 5.13. A domain Ω ⊆ R2 is parabolic iff the capacity of some/any precompact open set K ⊆ Ω is zero.
5.3. Proof of Theorem 1.3.
Lemma 5.14. Let {Cv}v∈V be a circle-packed infinite triangulation of a domain Ω ⊆ R2, and let A ⊆ Ω be a
compact subset. Then A intersects finitely many polygons of the packing.
Proof. Every point x ∈ Ω has a neighbourhood Ux ⊆ Ω which intersects at most 3 of the polygons: Since Ω =⋃
v∈V Pv, we know that x ∈ Pv for some v ∈ V . If x is in int (Pv) then x is contained in exactly one polygon.
The tangency graph of {Cv}v∈V is a triangulation, and hence the dual graph is 3-regular. Thus, if x is a vertex
of ∂Pv whose sides are edges of the dual graph, then x lies in exactly 3 polygons. Lastly, if x is on ∂Pv but is
not a vertex then x is in exactly 2 polygons. In all the cases above, a small enough ball around x intersects at
most 3 polygons. Since A ⊆ Ω = ⋃x∈Ω Ux, by compactness, there exists a finite set x1, x2, ..., xm ∈ Ω such that
A ⊆ ⋃mi=1 Uxi . Because Uxi intersects at most 3 polygons, A intersects at most 3m polygons as needed. 
Definition 5.15. Let {Cv}v∈V be a circle-packed infinite triangulation with tangency graph G = (V,E), and let
α > 0. An edge e = uv ∈ E is said to be an α-nice edge of {Cv}v∈V if its dual is an α-nice side of both Pu and
Pv.
Lemma 5.16. Let {Cv}v∈V be a circle-packed infinite triangulation of some domain Ω ⊆ R2 and denote its tangency
graph by G = (V,E). Fix some vertex ρ ∈ V . Then there exists some angle α0 > 0 such that for every ε > 0, by
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inserting new circles to the packing, we can obtain a new circle-packed infinite triangulation {Cv}v∈V ′ of Ω with
tangency graph G′ = (V ′, E′) such that for the Dubejko-weighted networks (G, c) and (G′, c′) we have:
(1) Set E′2 = {e′ ∈ E′ | e′ is not α0-nice}. Then:∑
e′∈E′2
c′e′ ≤ ε.
(2) Ceff (ρ↔∞) = Ceff ′ (ρ↔∞) . In particular, (G, c) is recurrent iff (G′, c′) is recurrent.
Proof. Choose α0 to be some positive angle such that α0 < 10−5 and such that all of the polygons of ρ and its
neighbours are α0-nice (this is possible by locally finiteness of G).
We insert circles in the following way: There is a countable amount of faces in the triangulation (since they have
nonempty disjoint interiors). Enumerate them in some order {Fn}n∈N and fix some n ∈ N. Write Fn = {x, y, z}
for some x, y, z ∈ V ordered by rz ≥ ry ≥ rx, and denote by M and r the incenter and inradius of the triangle
xyz. Denote the angles of Px, Py, Pz at M by αx, αy, αz. Note that for each v ∈ {x, y, z} we have tan αv2 = rvr
which implies tan αz2 ≥ tan αy2 ≥ tan αx2 and so αz ≥ αy ≥ αx. If αx > α0, insert no new circles, since in this case
αz, αy, αx > α0. Otherwise, set v0 = x and for each i ∈ {1, 2, ..., k}, with k = k (n) to be determined later, add
a circle Cvi tangent to the three circles of vi−1, y, z and contained in the face vi−1yz, effectively splitting this face
into 3 faces. This process creates a chain of vertices x = v0, v1, v2, ..., vk with respective radii rx = r0, r1, r2, ..., rk
and with centers approaching the tangency point of Cy and Cz, as in Figure 5.2. Denote the new edge weights by
c′ and the new polygons by P ′.
y z
x = v0
v1
v2
vk
Figure 5.2. Circle insertion process
We first show that k = k (n) can be chosen such that c′vky + c
′
vkz
< ε2n : Since the circles Cv1 , Cv2 , ..., Cvk have
disjoint interiors and are contained in the triangle xyz, we have:
k∑
i=1
pir2i =
k∑
i=1
Area (Cvi) = Area
(
k⋃
i=1
Cvi
)
≤ Area (4xyz) ,
so the series
∑∞
i=1 pir
2
i is bounded and in particular the sequence of terms pir2k tends to zero, so limk→∞ rk = 0.
Thus, by Proposition 2.6:
c′vky =
√
rkry
rk + ry
(√
rz
rk + ry + rz
+
√
rk−1
rk + ry + rk−1
)
≤
√
rkry
rk + ry
· 2 k→∞−→ 0.
A similar calculation replacing y with z shows that limk→∞ c′vkz = 0.
We next show that after the circle insertion process for the face Fn = {x, y, z}, out of all the incenters in the new
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faces created, the only angle that might not be α0-nice is the angle of P ′vk at the incenter of vkyz: By Descartes’
Theorem 2.14 for the four mutually-tangent circles with centers y, z, vi, vi+1 we get:
1
ri+1
=
1
ry
+
1
rz
+
1
ri
+ 2
√
1
ryrz
+
1
ryri
+
1
rzri
,
where we have chosen the plus sign in the formula above because ri+1 is the smaller-radius solution. In particular,
1
ri+1
≥ 1ri so ri+1 ≤ ri and by induction for all i we have ri ≤ r0 = rx ≤ ry,rz and so:
ri
ri+1
= 1 +
ri
ry
+
ri
rz
+ 2
√
r2i
ryrz
+
ri
ry
+
ri
rz
≤ 3 + 2 ·
√
3 ≤ 7.
Denote by Qi the incenter of the triangle yvivi+1 for any i ∈ {0, 1, ..., k − 1}. We claim that the respective angles
α, β, γ of P ′y, P ′vi , P
′
vi+1 at Qi are larger than α0 : Indeed, since α0 < 10
−5 we can use Lemma 2.13 to deduce:
α > 2 tan−1
(√
ry
rx
)
≥ 2 tan−1 (1) = pi
2
> α0.
β > 2 tan−1
(√
ri
ri+1
)
≥ 2 tan−1 (1) = pi
2
> α0.
γ > 2 tan−1
(√
ri+1
ri
)
≥ 2 tan−1
(√
1
7
)
> α0.
A similar calculation with z replacing y shows that for every i ∈ {0, 1, ..., k − 1} the angles of P ′z, P ′vi , P ′vi+1 at the
incenter of zvivi+1 are larger than α0. Denote by T the incenter of vkyz. Denote by δy, δz the respective angles of
P ′y and P ′z at T . Then by Lemma 2.13 again we get for each u ∈ {y, z}:
δu > 2 tan
−1
(√
ru
rk
)
≥ 2 tan−1 (1) = pi
2
> α0.
So indeed, out of the angles of new polygons contained in xyz, only the angle of P ′vk at the incenter of vkyz might
not be α0-nice.
For the first statement of the lemma, write Fn = {xn, yn, zn} as above for every n ∈ N. Set I ⊆ N to be the set of
indices of faces where we’ve inserted new circles. For every i ∈ I, let si ∈ V ′ be the vertex of the last circle inserted
to Fn. We claim that E′2 ⊆
⋃
i∈I {siyi, sizi}: Let e′ ∈ E′2. Then its dual is a side of a polygon such that one of its
endpoints has an angle that is smaller than α0. By the angle analysis above, the only such angles are of P ′si at the
incenter of siyizi for some i ∈ I. So e′ must be either siyi or sizi as needed. Therefore, we can bound:∑
e′∈E′2
c′e′ ≤
∑
i∈I
(
c′siyi + c
′
sizi
) ≤∑
i∈I
ε
2i
≤
∑
i∈N
ε
2i
= ε.
For the second statement, recall that (for a reference read for example the paragraph preceding Theorem 2.3 of
[12]):
Ceff
′ (ρ↔∞) = pi′ (ρ) · P′ρ [ρ→∞] ,
where pi′ (ρ) =
∑
v∈V ′
v∼ρ
c′ρv, P′ρ is the probability measure of the weighted random walk on (G′, c′) started at ρ and
ρ → ∞ is the event that the random walk never returns to ρ. In the circle insertion process we have not added
circles in the faces incident to ρ due to the choice of α0, and so pi (ρ) = pi′ (ρ). In addition, Corollary 5.9 shows that
the weighted random walks on {Cv}v∈V ′ started at ρ can be coupled to the weighted random walk on {Cv}v∈V
by first censoring it to V and then deleting repetitions. In the circle insertion process we have not added vertices
adjacent to ρ, and so no appearances of ρ will be deleted when censoring and deleting repetitions. Thus, in the
coupling we have that the random walker on G′ returns to ρ iff the random walker on G returns to ρ, and so
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Pρ [ρ→∞] = Pρ′ [ρ→∞]. We conclude:
Ceff (ρ↔∞) = pi (ρ)Pρ [ρ→∞] = pi′ (ρ)P′ρ [ρ→∞] = Ceff ′ (ρ↔∞) .
Finally, the carrier of {Cv}v∈V ′ is the same as the carrier of {Cv}v∈V since in each face of the original packing we
have added finitely many circles. 
We are now ready to prove the main result of this paper, restated here:
Theorem 1.3. Let Ω ⊆ R2 be a parabolic domain. Then for any circle-packed infinite triangulation of Ω, the
Dubejko-weighted random walk is recurrent.
Proof. Fix a vertex ρ ∈ V and let ε > 0. We will show that Ceff (ρ↔∞) = 0, which implies recurrence.
Step 1: Insert new circles to the packing: By Lemma 5.16, we may assume without loss of generality that there
exists some angle α0 > 0 such that for E2 = {e ∈ E | e is not α0-nice} we have
∑
e∈E2 ce ≤ ε: Indeed, if this is
not the case we can replace {Cv}v∈V with {C ′v}v∈V ′ from the Lemma, which has the same carrier and the same
effective conductance Ceff (ρ↔∞).
Step 2: construct a function f on the vertices: By the parabolicity of Ω, by 5.13 applied to the compact set with
nonempty interior K = Pρ, there exists a Lipschitz function φ : Ω→ [0, 1] compactly supported in Ω with φ |Pρ≡ 1
such that its Dirichlet energy satisfies:
¨
Ω
‖∇φ‖2 dA < sin
(
1
2α0
)
2C1 (α0)
· ε,
where C1 (α0) is the constant from Lemma 4.8. By Lemma 5.14, the support of φ intersects a finite set of polygons
{Pw}w∈W , and denote their union by A =
⋃
w∈W\ρ Pw. Notice that φ |∂A≡ 0. Without loss of generality, we
may now assume that φ is harmonic in int (A) \Pρ: If this is not the case, we can replace the values of φ there
by the unique harmonic solution ψ to the Dirichlet problem with boundary conditions ψ |∂A≡ 0 and ψ |∂Pρ≡ 1 .
This solution is indeed unique and minimizes the Dirichlet energy due to the piecewise smoothness of the boundary
(being a finite union of polygonal lines). Notice that we may still assume that 0 ≤ φ ≤ 1 due to the maximum and
minimum principles for harmonic functions. Once φ is defined, it induces a function f on V by letting f (v) be the
value of φ on the center of Cv.
Note that under the extra assumption that the continuous function φ is harmonic, the function f defined here
coincides with the function defined in [7] in the proof that parabolicity of the domain implies recurrence of the
simple random walk.
Step 3: Bound the discrete energy of f : Recall that E2 = {e ∈ E | e is not α0-nice}, and set E1 = E\E2. Then the
Dirichlet energy of f is:
E (f) =
∑
uv∈E1
cuv (f (v)− f (u))2︸ ︷︷ ︸
E1
+
∑
uv∈E2
cuv (f (v)− f (u))2︸ ︷︷ ︸
E2
.
By using 0 ≤ f ≤ 1 and the choice of α0, we can bound the second summand:
(5.3) E2 ≤
∑
uv∈E2
cuv · 1 ≤ ε
For any other edge e = uv ∈ E1, denote by M ,N the ends of its dual edge, i.e the incenters of the two faces incident
to e. For any a, b ∈ R2 denote by Tab the straight line segment connecting a to b. For every z ∈ TMN , we can use
the identity (x+ y)2 ≤ 2x2 + 2y2 to obtain:
cuv (f (v)− f (u))2 = cuv (φ (v)− φ (u))2 ≤ 2cuv (φ (v)− φ (z))2 + 2cuv (φ (u)− φ (z))2 .
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Since this inequality holds for any z ∈ TMN , it also holds in expectation:
cuv (f (v)− f (u))2 ≤ 2cuv|TMN |
ˆ
TMN
(φ (v)− φ (z))2 dz + 2cuv|TMN |
ˆ
TMN
(φ (u)− φ (z))2 dz.
We continue to bound the first summand above. Since φ is smooth except maybe at the boundaries of polygons,
we can write φ (v)− φ (z) = ´
Tvz
∇φ (r) dr. Thus, using the definition of cuv and Cauchy-Schwarz for line integrals
we bound:
2cuv
|TMN |
ˆ
TMN
(φ (v)− φ (z))2 dz = 2|Tuv|
ˆ
TMN
ˆ
Tvz
∇φ (r) dr
2 dz ≤ 2 ˆ
TMN
|Tvz|
|Tuv|
ˆ
Tvz
‖∇φ (r)‖2 drdz.
Since the angles ]vzM and ]vzN add up to pi radians, one of these angles is at least pi2 . Using this and |Tuv| ≥ rv
we bound:
|Tvz|
|Tuv| ≤ max
{ |TvM |
rv
,
|TvN |
rv
}
= max
{
1
sin]vMN ,
1
sin]vNM
}
≤ 1
sin
(
1
2α0
) ,
where the last inequality holds because uv ∈ E1 and hence TMN is α0-nice for both Pu and Pv. Using this and a
similar calculation for u instead of v, we get:
cuv (f (v)− f (u))2 ≤ 2
sin
(
1
2α0
)
 ˆ
TMN
ˆ
Tvz
‖∇φ (r)‖2 drdz +
ˆ
TMN
ˆ
Tuz
‖∇φ (r)‖2 drdz
 .
For each v ∈ V set Xv to be the set of sides of Pv that are dual to some edge vu ∈ E1. Then summing up the last
inequality over all uv ∈ E1 and using Lemma 4.10 we bound:
E1 ≤ 2
sin
(
1
2α0
) ·∑
v∈V
∑
S∈Xv
ˆ
S
ˆ
Tvz
‖∇φ (r)‖2 drdz
 ≤ 2
sin
(
1
2α0
) ·∑
v∈V
C1 (α0)
¨
Pv
‖∇φ‖2 dA ≤
≤ 2C1 (α0)
sin
(
1
2α0
) ·¨
Ω
‖∇φ‖2 dA ≤ ε.(5.4)
Combining inequalities 5.3 and 5.4 we can finally bound the Dirichlet energy of f :
E (f) = E1 + E2 ≤ 2ε.
Step 5: Deducing recurrence: We’ve found a function f : V → R with E (f) ≤ 2ε. Furthermore, since φ vanishes
outside a finite union of polygons, f is finitely supported. Lastly, f (ρ) = 1. By Dirichlet’s Principle, the effective
conductance in the network (G, c) satisfies Ceff (ρ↔∞) ≤ 2ε. Since ε is arbitrary, Ceff (ρ↔∞) = 0 and hence the
network is recurrent. 
6. Extension to Higher Dimensions
The goal of this section is to define a higher-dimensional analogue of the Dubejko weights and prove Proposition
6.4, showing that the weighted random walk is a martingale.
Definition 6.1. Given a set of spheres {Sv}v∈V in R3 with disjoint interiors, we can define its tangency graph:
The vertex set is V and two vertices v, u ∈ V are connected by an edge iff their spheres Sv and Su are tangent.
Given two neighbouring vertices u, v ∈ V , we define their common tangent plane to be the unique plane in R3
that is tangent to both Sv and Su. For each neighbour of some v ∈ V , their common tangent plane cuts R3 into two
half-spaces, one of them containing v. If the intersection over all the neighbours of v of the half-spaces containing v
is bounded, we say that v is covered and call the intersection the polyhedron of v denoted by Pv. We say that
{Sv}v∈V is covering if all vertices are covered and for every edge uv ∈ E their respective polyhedra intersect along
a common face.
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Definition 6.2. Let {Sv}v∈V be a covering 3-sphere packing with tangency graph G = (V,E). Then in a similar
fashion to the Dubejko weights, we define the weight of an edge uv ∈ E to be:
(6.1) cuv :=
Auv
‖v − u‖ ,
where Auv is the area of the shared face of Pu and Pv.
Remark 6.3. Similar definitions can be made in dimensions d > 3, where instead of the area we use the d − 1-
dimensional volume of the shared face of the polytopes of Pu and Pv, and the following Proposition would remain
true.
Proposition 6.4. Let {Sv}v∈V be a covering 3-sphere packing with tangency graph G = (V,E). Identify the vertices
of V with the centers of the their spheres, and let (Zn)n∈N be the sequence of centers of spheres visited in a random
walk weighted according to Equation 6.1 started at some vertex v0 ∈ V . Then (Zn)n∈N is a martingale.
Proof. Set pi (x) =
∑
y∼x cxy and denote the transition probabilities by Px,y =
cxy
pi(x) . Let v ∈ V , and let
u1, u2, ..., un ∈ V be its neighbors in G. It is enough to show:
n∑
i=1
Pv,ui · (ui − v) = 0.
Plugging in the definition of the weights, we get:
n∑
i=1
Pv,ui · (ui − v) =
1
pi (v)
n∑
i=1
Auiv
ui − v
‖ui − v‖ .
Write ∂Pv =
⋃n
i=1Qvui , where Qvui is the common face of Pv and Pui , and notice that
ui−v
‖ui−v‖ is the outward-
pointing normal of Qvui . Thus, we can write:
n∑
i=1
Auiv
ui − v
‖ui − v‖ =
n∑
i=1
Area (Qvui) · nˆQvui .
We wish to show that this vector is zero. Let mˆ be any unit vector, then using the divergence theorem and the fact
that the divergence of a constant vector field is zero we find:
mˆ ·
(
n∑
i=1
Area (Qvui) · nˆQvui
)
=
‹
∂Pv
mˆ · dS =
˚
Pv
(∇ · mˆ) dV = 0.
Since this is true for any unit vector mˆ, we have
∑n
i=1Auiv
ui−v
‖ui−v‖ = 0 as needed. 
Remark 6.5. The second part of the last proof is simply the fact that the vector area of any closed surface is zero.
A physical interpretation of this claim is the following: Fill a metallic shell in the shape of ∂Pv with water and put
it somewhere far away in outer space. The force acting on each face due to the water pressure is proportional to its
area and acts outwards. Hence,
∑n
i=1Area (Qvui) · nˆQvui = 0 is exactly the claim that the net force acting on the
shell is zero - or in other words that the shell would not start accelerating spontaneously in some direction.
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