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We use results from the theory of inverse semigroups to identify
and deﬁne a class of symmetric algebras, which we call inverse-
symmetric algebras. For a ﬁnite inverse category C we deﬁne the
skew category algebra associated to a C -algebra, which satisﬁes
some additional properties, and we prove that remains inverse-
symmetric. The classical examples of symmetric algebras: matrix
algebra, Iwahori–Hecke algebra and the (twisted) group algebra are
inverse-symmetric.
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1. Introduction
There are different examples of symmetric algebras: group algebra, Iwahori–Hecke algebra, matrix
algebra. More recently in [5], M. Linckelmann proved that the category algebra associated to a ﬁnite
inverse category is a symmetric algebra. Inverse categories are deﬁned in a similar way to inverse
semigroups and this suggest that inverse semigroups could have applications for symmetric algebras.
In Section 2 we recall some basic results for inverse semigroups from [4] and we analyze some well-
known examples of symmetric algebras, which are also of ﬁnite rank and G-algebras, where G is
a ﬁnite group. These examples and their basis lead to the deﬁnition of inverse-symmetric algebras.
In the main result of this section we prove that an inverse-symmetric algebra is principally symmetric.
We also notice a different proof for [5, Lemma 4.4] using the general setting of inverse-symmetric
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In Section 3 we extract the concept of C -algebras (C is a ﬁnite category) from a deﬁnition given in [6,
Section 1]. By gluing the concept of an inverse-symmetric algebra with that of C -algebra we deﬁne
in this case a “skew category algebra” and show that it remains inverse-symmetric. In particular we
obtain conditions for a G-algebra which is symmetric to induce a symmetric skew group algebra.
We consider k to be a commutative ring, A an associative algebra with identity element, which
usually is free of ﬁnite rank as k-module, unless otherwise is speciﬁed. If S is a ﬁnite set and (bs)s∈S is
a subset of A indexed by S , which is a k-basis for A we denote it by BS , that is BS = {bs | s ∈ S}. When
T is a subset of S we have BT = {bt | t ∈ T } ⊆ BS . In this case we associate the map αT : T ×T ×T → k,
where αT (s, t,u) is the coeﬃcient of bu in the unique decomposition of bs · bt in the k-basis BS if
bs · bt = 0, or αT (s, t,u) = 0 if bs · bt = 0, for any s, t,u ∈ T . We call αT the coeﬃcient map associated
to T . We denote by k× the group of invertible elements in the ring k.
We denote by C a ﬁnite category, that is a category with the set of morphisms HomC a ﬁnite
set. In this case the set of objects ObC is also ﬁnite. We denote by: EndC , E(C ) the set of all
endomorphisms of C , respectively the set of all idempotent endomorphisms of C .
2. Inverse-symmetric algebras
Following [4] we recall what is an inverse semigroup and we use basic results without comments.
A semigroup (S, ·) is inverse if for any s ∈ S there is a unique ŝ (named inverse) such that s · ŝ · s = s
and ŝ · s · ŝ = ŝ. By [4, 1.1, Theorem 3], if (S, ·) is inverse then all idempotents of S commutes and we
have ŝ = s and ŝ · t = t̂ · ŝ, for any s ∈ S .
In the following sections we work with inverse semigroups which can have a zero (that is an
element denoted 0 ∈ S , such that s · 0 = 0 · s = 0 for any s ∈ S), and in this case we denote by S∗ the
set S \ {0}, or we work with examples of inverse semigroups which don’t have a zero, and in this case
we make the convention that S∗ = S . We denote by Idemp(T ) the set of all idempotents of T , where
T ⊆ S . The following deﬁnition is suggested by the ideas from [5] and by methods used to prove that
the (twisted) group algebras and the Iwahori–Hecke algebras are symmetric. The multiplication in a
semigroup and in an algebra is denoted with the same symbol “·”, but from the context the reader
should understand the difference.
Deﬁnition 2.1. A k-algebra A is inverse-symmetric if there is a triplet (S, BS∗ ,αS∗) where S is a ﬁnite
inverse semigroup, BS∗ is a k-basis of A and αS∗ is the coeﬃcient map associated to S∗ such that:
(1) For s, t ∈ S∗, e ∈ Idemp(S∗) we have that αS∗(s, t, e) = 0 if and only if t = ŝ and e = s · ŝ.
(2) For any s ∈ S∗ we have αS∗(s, ŝ, s · ŝ ) = αS∗ ( ŝ, s, ŝ · s) ∈ k× .
Example 2.2.
a) If A = kG is the group algebra over a ﬁnite group G then the ﬁnite set BG = G is a k-basis
and S = S∗ = G may be considered as an inverse semigroup, with ĝ = g−1 for g ∈ G . Since
Idemp(G) = {1G } and 1G can be in a decomposition of g · h in the basis G if and only if h = g−1,
then condition (1) from Deﬁnition 2.1 is satisﬁed. Moreover for any g ∈ G we have
αG
(
g, g−1,1G
)= αG(g−1, g,1G)= 1k.
b) If A = Endk(M), where M is a kG-lattice (that is a ﬁnitely generated, free k-module with a G-
stable ﬁnite basis X ), then B = {bx,y | x, y ∈ X} is a k-basis of A where
bx,y : M → M, bx,y(z) =
{
x, z = y,
0, z = y.
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(x, y) · (x1, y1) =
{
(x, y1), y = x1,
0, y = x1.
Then (S, ·) is an inverse ﬁnite semigroup and (̂x, y) = (y, x). Now Idemp(S∗) = {(x, x) | x ∈ X} and
bx,y ◦ bx1,y1 is the zero map if y = x1, or it is bx,y1 if y = x1. The conditions from Deﬁnition 2.1
are now satisﬁed.
Moreover the above two examples are also G-algebras with G-stable basis. This suggest that we
can deﬁne a class of symmetric G-algebras and to analyze the skew group algebra in this case. This
will be done in Section 3 in a more general situation.
Remark 2.3. Let A be an inverse-symmetric k-algebra with (S, BS∗ ,αS∗) its corresponding triplet and
let s, t ∈ S∗ , e ∈ Idemp(S∗) with t = ŝ. Then αS∗(s, t, e) = 0 and αS∗(t, s, e) = 0.
Following [1] we recall the deﬁnition of a symmetric algebra. A k-algebra A is called symmetric if it
is ﬁnitely generated and projective as k-module and there is τ : A → k a central form (that is k-linear
map with τ (a · a′) = τ (a′ · a) for all a,a′ ∈ A), which induces an isomorphism of A–A-bimodules
τ̂ : A → A∗, τ̂ (a)(b) = τ (a · b),
for a,b ∈ A, where A∗ is the k-dual. τ is called symmetric form of A and A is principally symmetric if
τ is onto.
Theorem 2.1. If A is an inverse-symmetric k-algebra then A is principally symmetric. In particular, it is sym-
metric.
Proof. By Deﬁnition 2.1 we have that A is a ﬁnitely generated k-module and free, thus projective.
There is a triplet (S, BS∗ ,αS∗ ) which satisfy Deﬁnition 2.1. We deﬁne the following k-linear form on
the basis BS∗
τBS∗ : A → k, τBS∗ (bs) =
{
1k, s ∈ Idemp(S∗),
0, s /∈ Idemp(S∗).
We prove that it is a central form, that is τBS∗ (bt ·bs) = τBS∗ (bs ·bt) where bt ,bs ∈ BS∗ , by considering
the cases:
– If t = ŝ, by Remark 2.3 it follows that
τBS∗ (bt · bs) = 0 = τBS∗ (bs · bt).
– If t = ŝ let b̂s · bs =∑u∈S∗ αS∗ ( ŝ, s,u)bu . Then
τBS∗ (b̂s · bs) =
∑
e∈Idemp(S∗)
αS∗( ŝ, s, e) = αS∗( ŝ, s, ŝ · s),
where the last equality follows from Deﬁnition 2.1, (1). Similarly we have τBS∗ (bs · b̂s) = αS∗ (s, ŝ, s · ŝ ),
which gives us the ﬁrst part of the proof.
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τ̂BS∗ (bt)(bs) = τBS∗ (bt · bs)
for any bt ,bs ∈ BS∗ .
Now let λ ∈ A∗ and deﬁne a =∑t∈S∗ [αS∗(t ,̂ t, t · t̂ )]−1λ(bt)b̂t ∈ A. Then for bs ∈ BS∗
τ̂BS∗ (a)(bs) =
∑
t∈S∗
[
αS∗(t ,̂ t, t · t̂ )
]−1
λ(bt)τBS∗ (b̂t · bs).
Since τBS∗ (b̂t · bs) = αS∗ (s, ŝ, s · ŝ ) = αS∗ ( ŝ, s, ŝ · s) if t = s, and it is zero otherwise, we obtain that
τ̂BS∗ (a)(bs) = λ(bs)
[
αS∗(s, ŝ, s · ŝ )
]−1
τBS∗ (b̂s · bs)
= λ(bs)
[
αS∗(s, ŝ, s · ŝ)
]−1[
αS∗(s, ŝ, s · ŝ )
]= λ(bs),
thus τ̂BS∗ is surjective. We conclude that it is a bimodule isomorphism since A is of ﬁnite rank as
k-module. 
We end this section with some examples of inverse-symmetric algebras. In [5], M. Linckelmann
proves that the category algebra over a ﬁnite inverse category (see [3]) is a symmetric algebra. Def-
inition 2.1 and Theorem 2.1 allow us to give an alternative proof for this. In [5, Section 3] results
from [7] are transposed into the language of inverse categories. If C is a ﬁnite inverse category then
HomC becomes a ﬁnite partial order set with the partial order deﬁned by s  t if there is e ∈ E(C )
such that s = t ◦e. We can associate the Möbius function μ : HomC ×HomC → k, deﬁned inductively
by μ(s, s) = 1 if s ∈ HomC and if s < t by
μ(s, t) = −
∑
s<ut
μ(u, s).
The Möbius inversion theorem due to G. Rota states that if we consider the abelian group (kC ,+)
and the maps
g : HomC → kC , g(u) = u,
f : HomC → kC , f (s) = s,
where u, s ∈ HomC , s =∑us μ(u, s)u, then g(s) = s =∑us u. It is now easy to check the follow-
ing Remark which is a restatement of existing results in [5] and [7], so we don’t give the proof.
Remark 2.4. Let C be a ﬁnite inverse category. Then the set {s}s∈HomC is a ﬁnite k-basis for kC . If
we consider t, s ∈ kC then the product in this basis is t · s = t ◦ s if s ◦ ŝ = t̂ ◦ t , and t · s = 0 otherwise.
If t, s ∈ HomC such that s ◦ ŝ = t̂ ◦ t and t ◦ s ∈ E(C ) then t = ŝ. Moreover, if t, s ∈ HomC we have
t = s if and only if t = s.
Example 2.5. In [5, Theorem 4.1], M. Linckelmann proves that kC is isomorphic to a category algebra
over a groupoid associated to the inverse category, that is kG(C ). Now it is clear that clear that
kG(C ) is a trivially inverse-symmetric k-algebra. An alternatively, more directly proof is to consider
as k-basis of kC the set from Remark 2.4. By taking S to be Hom(C ) ∪ {0} we see that kC is an
inverse-symmetric algebra.
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twisted group algebra kλG is an inverse-symmetric algebra. We take S = S∗ to be the group G , so
Idemp(G) = {1G}. We have the k-basis BG = {s | s ∈ G} with the product given by s · t = λ(s, t)s · t , for
any s, t ∈ BG .
Remark 2.7. For Iwahori–Hecke algebras we follow the deﬁnitions from [2]. Let (W , X) be a ﬁnite
Coxeter system and H = Hk(W , X, {ax,bx | x ∈ X}) be the associated Iwahori–Hecke algebra. If all
ax(x ∈ X) are invertible in k then H is inverse-symmetric. The Coxeter group (W , ·) is considered as
the ﬁnite inverse semigroup S = S∗ . Then BW = {Ts | s ∈ W } is a ﬁnite k-basis of H (see [2, Theo-
rem 4.4.6]) and Idemp(W ) = {1}, since W is a group. Using [2, Deﬁnition 4.4.1] and the symmetric
form, which is deﬁned in [2, Proposition 8.1.1], it is easy to prove that Deﬁnition 2.1 is satisﬁed.
3. Skew category algebras
In this section if f ∈ HomC with f : x → y, where x, y ∈ ObC , we denote by d( f ) the domain
x of f and by c( f ) the codomain y. Let k-Alg be the category of k-algebras and k-alg (k-mod) be
the category of ﬁnitely generated k-algebras (k-modules). Moreover C [2] represents the category of
functors from the category [2] (with 3 objects and only one morphism between any two objects
in [2]) to C . We are mainly interested in its objects, that is chains of two composable morphisms.
In general we have an object ( f , g) ∈ C [2] if and only if d( f ) = c(g). We denote by 1x the identity
morphism of x ∈ ObC and by idA the identity morphism of an algebra A. In this section if C is an
inverse category we keep the notation f̂ for the inverse of f ∈ HomC . So we will have the same
notation for inverse semigroups and inverse categories.
In [6], J. Oïner and P. Lundström deﬁned the crossed product associated to a crossed system, see
[6, §1]. From this we extract only the part that it is useful to deﬁne a concept of “skew category
algebra” associated to an inverse category.
Deﬁnition 3.1. Let C be a ﬁnite category. A C -algebra is a pair (A,F ), where A = (Ax)x∈ObC is a
family of k-algebras and F = (F f ) f ∈HomC is a family of homomorphisms of k-algebras such that:
(1) F f : Ad( f ) → Ac( f ) , for any f ∈ HomC );
(2) F1x = idAx , for any x ∈ ObC ;
(3) F f ◦g =F f ◦Fg , for any ( f , g) ∈ C [2] .
Remark 3.2. Equivalently, (A,F ) is a C -algebra if we view F as a covariant functor F : C → k-Alg
such that F (x) = Ax for any x ∈ ObC , and F ( f ) =F f for any f ∈ HomC .
Example 3.3. Let C = Ĝ be a group G viewed as a category with one object (the identity 1G ) and
Hom Ĝ = G . Then (A,F ) is a Ĝ-algebra if and only if A = A1G is a family with one k-algebra and Fg :
A → A are homomorphism of k-algebras which satisfy Deﬁnition 3.1, for any g ∈ Hom Ĝ . We obtain
that F induces a group homomorphism F : G → Autk(A), thus A is actually a G-algebra.
We construct in the next example a C -algebra for C a groupoid, which can have more than one
object. We use without comments explicit descriptions and results regarding category algebras and
modules over category algebras from [8].
Example 3.4. Let C be a groupoid and M be a kC -module obtained from a covariant functor M : C →
k-mod. That is M =⊕x∈ObC M(x) as kC -module. The C -algebra (Endk(M(x))x∈ObC ,M ) is deﬁned by
the functor M : C → k-Alg, where M (x) = Endk(M(x)). For f ∈ HomC (x, y) there is a well-deﬁned
homomorphism of k-algebras
M f : Endk
(
M(x)
)→ Endk(M(y)), M f (α) = M( f ) ◦ α ◦ M( f −1),
where α ∈ Endk(M(x)).
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inverse category and we have:
(1) Ax is inverse-symmetric with its corresponding triplet (Sx, S∗x ,αS∗x ) for any x ∈ ObC ;
(2) F f (S∗d( f )) = S∗c( f ) and F f restricted to S∗d( f ) is a bijective map with its inverse F f̂ for any
f ∈ HomC .
Remark 3.6. In particular, if (A,F ) is a C -inverse-symmetric algebra then F f is an isomorphism of
k-algebras with its inverse F f̂ . Intuitively Deﬁnition 3.5 says that a C -inverse-symmetric algebra is
a C -algebra that is obtained from particular inverse-symmetric algebras. These algebras have their
basis (with the multiplication in the algebra) identiﬁed with the sets obtained from the indexing
semigroups by removing the zero (if it is the case). Moreover in this case we have Im(αS∗x ) ⊆ {0,1k}
for any x ∈ ObC .
Example 3.7. Let C be a ﬁnite groupoid. We consider the regular kC -module M = kC . As a functor
kC : C → k-mod, kC (x) = kHomC (−, x),
for any x ∈ ObC . By Example 3.4, A = (Endk(M(x))x∈ObC ,M ) is a C -algebra, with the deﬁning
functor M . For x ∈ ObC we have that M (x) = Endk(kHomC (−, x)) is a k-algebra which is inverse-
symmetric with Sx = {bm,n | (m,n) ∈ T ∗x }∪{0}, having its maps deﬁned similarly to Example 2.2, where
Tx = (HomC (−, x) × HomC (−, x)) ∪ {0}. In Example 2.2 we deﬁned Tx as an inverse semigroup and
we can prove similarly that Sx is an inverse semigroup for any x ∈ ObC . Using the explicit deﬁnition
of an element bm,n ∈ S∗x (see Example 2.2), if f ∈ HomC (x, y) then M f (bm,n) = b f ◦m, f ◦n . In this case
since C is a groupoid we have that
M f̂
(
M f (bm,n)
)= b f̂ ◦ f ◦m, f̂ ◦ f ◦n = bm,n.
It follows now that the conditions from Deﬁnition 3.5 are satisﬁed.
The following deﬁnition is similar to the deﬁnition from [6, §1], using Deﬁnition 3.1 but restricted
only for C -inverse-symmetric algebras. It can be given more generally for any C -algebra but we
prefer to use the basis from Remark 2.4 since it will help us to prove the main result of this section
(Theorem 3.1).
Deﬁnition 3.8. Let (A,F ) be a C -inverse-symmetric algebra. The skew category algebra is the algebra
denoted A F C given by the formal ﬁnite sums
∑
f ∈HomC a f  f with a f ∈ Ac( f ) and the product
(a f  f ) · (bg  g) =
{
a f ·F f (bg)  f ◦ g, g ◦ ĝ = f̂ ◦ f ,
0, g ◦ ĝ = f̂ ◦ f ,
where a f ∈ Ac( f ),bg ∈ Ac(g) .
Then A F C is a k-algebra which has the identity element
∑
x∈ObC
∑
ux1x 1Ax  ux , since ObC
is a ﬁnite set.
Theorem 3.1. Let (A,F ) be a C -inverse-symmetric algebra. Then the skew category algebra A F C is an
inverse-symmetric algebra.
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B = {s  f ∣∣ f ∈ HomC , s ∈ S∗c( f )}
is a k-basis for the k-algebra A F C .
We denote by S the set B ∪ {0} and then it is easy to check that S is a ﬁnite semigroup, with the
operation induced from the multiplication in the skew category algebra. That is, for s  f , t  g ∈ S∗
we have
(s  f ) · (t  g) =
{
s ·F f (t)  f ◦ g, g ◦ ĝ = f̂ ◦ f ,
0, g ◦ ĝ = f̂ ◦ f ,
where f , g ∈ HomC and s ∈ S∗c( f ), t ∈ S∗c(g) . Next we prove that (S, ·) is an inverse semigroup. Let
s  f ∈ S∗ and suppose that there is t  g ∈ S∗ such that
(s  f ) · (t  g) · (s  f ) = s  f ,
(t  g) · (s  f ) · (t  g) = t  g.
From the above equalities we obtain that f ◦ g ◦ f = f , s · F f (t · Fg(s)) = s, and respectively
g ◦ f ◦ g = f , t · Fg(s) · Fg◦ f (t) = t . Since C is an inverse category it follows that g = f̂ (see also
Remark 2.4). We have that
s = s ·F f (t) ·F f ◦ f̂ (s),
t ·F f̂ (s) ·F f̂ ◦ f (t) = t.
Applying F f on the second equality, by Deﬁnition 3.5, (2), it follows that
s = s ·F f (t) · s,
F f (t) · s ·F f (t) = t.
Since Sc( f ) is an inverse semigroup it follows that ŝ =F f (t), hence t =F f̂ ( ŝ). We conclude that s  f
has a unique inverse F f̂ ( ŝ )  f̂ .
Next we compute the idempotents of S∗ . If (s  f ) · (s  f ) = s  f then we obtain
f ◦ f = f , f ◦ f̂ = f̂ ◦ f ,
s ·F f (s) = s.
It follows that f = f̂ . Moreover the second equality gives us F f (s) · s =F f (s), by applying F f =F f̂ .
Then s =F f (s), and moreover
s · s = s ·F f (s) · s = s ·F f (s) = s.
It follows that
Idemp
(
S∗
)= {s  f ∣∣ f ∈ E(C ), s =F f (s), s ∈ Idemp(S∗c( f ))}. (1)
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Fh(e) = e. We consider the cases:
I. αS∗ (s  f , t  g, e  h) = 0 if and only if the following equivalences of systems of conditions are
satisﬁed
{
g ◦ ĝ = f̂ ◦ f ,
e  h = s ·F f (t)  f ◦ g ⇔
⎧⎪⎨⎪⎩
g ◦ ĝ = f̂ ◦ f ,
e = s ·F f (t),
h = f ◦ g
⇔
⎧⎪⎨⎪⎩
g = f̂ ,
e = s ·F f (t),
h = f ◦ f̂ ,
where the last system of conditions follows from Remark 2.4. Now since e = s ·F f (t) is an idempotent
in S∗c( f ) and Ac( f ) is an inverse-symmetric algebra, by Deﬁnition 2.1, condition (1), the last system of
conditions is true if and only if
⎧⎪⎪⎪⎨⎪⎪⎪⎩
g = f̂ ,
F f (t) = ŝ,
e = s · ŝ,
h = f ◦ f̂ .
II. The right part of the condition (1) from Deﬁnition 2.1 for (S, S∗,αS∗) is equivalent to
{
t  g = ŝ  g =F f̂ ( ŝ )  f̂ ,
e  h = (s  f ) · (F f̂ ( ŝ )  f̂ ) ⇔
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
t =F f̂ ( ŝ ),
g = f̂ ,
e = s ·F f
(
F f̂ ( ŝ )
)
,
h = f ◦ f̂
⇔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
F f (t) = ŝ,
g = f̂ ,
e = s · ŝ,
h = f ◦ f̂ .
Condition (2) from Deﬁnition 3.5 is easy to check. 
Remark 3.9. Let A be a G-algebra which has a G-stable k-basis S∗ , where S is a ﬁnite inverse sub-
semigroup of (A, ·). By Example 3.3, if S∗ satisﬁes the conditions from Deﬁnition 3.5 we have that
(A,F ) is Ĝ-inverse-symmetric. In this case A F Ĝ is the skew group algebra (since g = g for any
g ∈ G). So, by Theorem 3.1 and Theorem 2.1, we obtain that the skew group algebra is a symmetric
algebra.
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