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SURE WAYS TO WIN A GAME — NONDETERMINISTIC
DYNAMIC PROGRAMMING APPROACH —
Toshiharu Fujita
Abstract
Sureﬁre strategies for winning a two-player pyramid game are found by a nondeterministic dynamic
programming approach. The game is simple. Initially, vertical bars are arranged as a lower triangular
matrix whose nonzero elements are 1. Two players take turns in marking the bars on the basis of
a given set of rules. The player marking the last bar loses. In our dynamic programming formulation,
a state denotes the current situation of the player who moves ﬁrst. The next state depends on the
opponent’s unknown decision. In general, the ﬁrst player must simultaneously consider multiple states
in the next turn. Therefore, a dynamic programming formulation of this problem requires non-
deterministic transition. We show that the problem becomes equivalent to minimizing the max-add
criterion under nondeterministic transition. The optimal solutions then provide the shortest sureﬁre
strategies.
1. Introduction
We consider a particular two-player game. Initially, vertical bars are arranged in
a triangular matrix, as shown in Figure 1 (i). Two players mark the bars in turn. In
each turn, each player must mark at least one bar. If a player marks more than two
bars, those bars must be consecutive in the same tier. The player who marks the last
bar loses. In general, several tiers can be arbitrarily chosen at the beginning of the
game. In parts of Japan, this type of game is known as a pyramid game. Thus, we
adopt this term throughout this paper.
An example of the game ﬂow is illustrated in Figure 1. The ﬁrst player marks two
bars in the second tier (Figure 1 (ii)). The second player then marks the center bar in
the third tier (Figure 1 (iii)). In the second move, the ﬁrst player marks the left bar
in the third tier (Figure 1 (iv)) and the second player marks the bar in the ﬁrst tier
(Figure 1 (v)). Finally, the ﬁrst player must mark the last bar (Figure 1 (vi)) and the
second player wins.
Figure 1. Game Flow
Our interest is whether a sureﬁre winning strategy exists. Moreover, we require a
strategy by which a player can win regardless of his opponent’s decisions. Within the
framework of nondeterministic dynamic programming, we formulate this problem as a
minimization problem with a max-add criterion under nondeterministic transition. In
our formulation, a state denotes the current situation of the ﬁrst player. The next state
depends on the opponent’s unknown decision. Accordingly, we must consider all cases
faced by the ﬁrst player in the next turn, and seek the sureﬁre winning strategies.
Because there are many states in the next turn, nondeterministic transition is required.
2. Nondeterministic dynamic programming
Dynamic programming [1, 2, 10, 14, 15, 16, 17] is an e‰cient approach for solving
optimization problems. In our previous paper, we discussed dynamic programming
theory [3, 9, 12] and introduced various types of reward systems [7, 8, 5, 11, 13].
Moreover, we proposed dynamic programming with a nondeterministic transition system
[7, 6], which we called nondeterministic dynamic programming. In this system, a single
state yields more than one state in the next stage. In this section, we brieﬂy discuss
nondeterministic dynamic programming with a max-add criterion. The components are
deﬁned below.
1. The state space X is a nonempty ﬁnite set. XGHX denotes the terminal state
set. The transition is terminated if xn A XG, where xn ðA X Þ represents the state
of the process at time n. The initial state x0 ðA XnXGÞ is speciﬁed at the
beginning of the process.
2. The action space U is also a nonempty ﬁnite set. un ðA UÞ represents the
selected action at time n. The power set of U is denoted by 2U :
2U ¼ fA : a set jAHU ;A0qg:
Furthermore, we denote by U a point-to-set valued mapping from XnXG to
2U . UðxÞ, called the feasible action space, represents the set of all feasible
actions in state x.
Now, let GrðUÞ denote the graph of a mapping UðÞ:
GrðUÞ :¼ fðx; uÞ j u A UðxÞ; x A XgHX U :
3. T : GrðUÞ ! 2X is a nondeterministic transition law. For each state-action
pair ðx; uÞ A GrðUÞ, Tðx; uÞ denotes the set of all possible states in the next
stage.
4. r : GrðUÞ ! R is the cost function, where R ¼ ðy;yÞ. At each stage, an
action u selected in state x incurs a cost rðx; uÞ. The function k : X ! R is the
terminal cost function.
5. p : X ! U is a Markov decision function, which executes an action u ¼ pðxÞ A
UðxÞ. The set of all Markov decision functions is denoted by P.
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Moreover, the binary operator 4 denotes the maximum operator:
a4b ¼ maxða; bÞ; a; b A R;
and for a set A ¼ fa1; a2; . . . ; aMg and a function h : A! R, the set operator 4 is
deﬁned as follows:
4
a AA
hðaÞ ¼ hða1Þ4hða2Þ4  4hðaMÞ:
Our objective function is then given by
Vðx0; pÞ ¼ 4
ðx1;x2;...;xN Þ AXðx0;pÞ
ðrðx0; u0Þ þ rðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ;
where
un ¼ pðxnÞ; n ¼ 0; 1; . . . ;N  1
and Xðx0; pÞ denotes the set of all state sequences ðx1; x2; . . . ; xNÞ generated by the
initial state x0, the nondeterministic transition T and a Markov decision function p.
Indeed, ðx1; x2; . . . ; xNÞ A X ðx0; pÞ satisﬁes
xnþ1 A Tðxn; pðxnÞÞ; xn A XnXG; n ¼ 0; 1; . . . ;
and the length N depends on the history:
N ¼ Nðx0; pðx0Þ; x1; pðx1Þ; . . .Þ ¼ maxfn : xn B XGg þ 1:
Now, the nondeterministic dynamic programming problem is formulated as the
following minimization problem:
Pðx0Þ Minimize Vðx0; pÞ subject to p A P:
3. Recursive equation
Let vðx0Þ be the optimal value of the problem Pðx0Þ ðx0 A XnXGÞ and
vðx0Þ ¼ kðx0Þ; x0 A XG:
Thus, we have the following recursive equation.
Theorem 3.1.
vðxÞ ¼ kðxÞ; x A XG
vðxÞ ¼ min
u AUðxÞ
rðx; uÞ þ 4
y ATðx;uÞ
vðyÞ
" #
; x A XnXG:
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Proof. It is su‰cient to prove the case x0 A XnXG.
vðx0Þ ¼ min
p AP
4
ðx1;x2;...;xN Þ AXðx0;pÞ
ðrðx0; u0Þ þ rðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
" #
¼ min
p AP
rðx0; pðx0ÞÞ þ 4
ðx1;x2;...;xN Þ AXðx0;pÞ
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
" #
¼ min
u0 AUðx0Þ
min
p AP
rðx0; u0Þ þ 4
ðx1;x2;...;xN Þ AXðx0;pÞ
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
" #
¼ min
u0 AUðx0Þ
"
rðx0; u0Þ þmin
p AP
(
4
ðx1;x2;...;xN Þ AX ðx0;pÞ
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ
þ kðxNÞÞ
)#
First, we consider the above inner minimum expression for x1 A XG. In this case, the
length of the history is one (i.e. N ¼ 1). Then
min
p AP
4
ðx1;x2;...;xN Þ AXðx0;pÞ;x1 AXG
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
( )
¼ min
p AP
4
x1 ATðx0;u0ÞVXG
kðx1Þ ¼ 4
x1 ATðx0;u0ÞVXG
vðx1Þ:
Second, we consider the inner minimum expression for x1 A XnXG.
min
p AP
4
ðx1;x2;...;xN Þ AX ðx0;pÞ;x1 BXG
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
( )
¼ min
p AP
4
x1 ATðx0;u0ÞnXG
4
ðx2;...;xN Þ AXðx1;pÞ
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
( )
¼ 4
x1 ATðx0;u0ÞnXG
min
p AP
4
ðx2;...;xN Þ AX ðx1;pÞ
ðrðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞÞ
( )
¼ 4
x1 ATðx0;u0ÞnXG
vðx1Þ:
Therefore
vðx0Þ ¼ min
u0 AUðx0Þ
rðx0; u0Þ þ 4
x1 ATðx0;u0Þ
vðx1Þ
" #
: r
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Moreover, letting
pðxÞ A argmin
u AUðxÞ
rðx; uÞ þ 4
y ATðx;uÞ
vðyÞ
" #
; x A XnXG;
the decision function p speciﬁes an optimal Markov policy.
4. Sureﬁre winning strategy
In this section, we ﬁnd guaranteed ways of winning the pyramid game by a
dynamic programming approach. More precisely, our problem formulation ﬁnds the
shortest sureﬁre winning strategy for the ﬁrst player.
Consider a general p-tier game (pb 2), as shown in Figure 2. In our formulation,
a state and action denotes the current game situation and decision, respectively, of
the ﬁrst player. First, we deﬁne the state and the state space. Note that equivalent
situations (see Figure 3) need not be di¤erentiated because they lead to the same
result. Indeed, only two numbers are important; the number of bars in the consecutive
bar series and the number of consecutive bar series of the same length. The location
of the bars is irrelevant. In all situations in Figure 3, there is one independent bar, one
series of two consecutive bars, and no series of three consecutive bars. Therefore, the
state is deﬁned as a p-dimensional vector whose n-th element denotes the number of n
consecutive bars. Formally, the state space is deﬁned as follows:
X ¼ fðx1; x2; . . . ; xpÞ j xi ¼ 0; 1; 2; . . . ; i ¼ 1; 2; . . . ; pg:
Furthermore, the initial state is given by
x0 ¼ ð1; 1; . . . ; 1Þ A X :
Figure 2. Initial Arrangement
Figure 3. Equivalent Situations
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The state ð0; 0; 0; . . . ; 0Þ denotes a win for the ﬁrst player, because it describes the
situation immediately after the opponent has marked the last bar. Conversely, the
state ð1; 0; 0; . . . ; 0Þ denotes a loss for the ﬁrst player, because in this case, he has no
option but to mark the last bar. The game terminates when either of these two cases is
reached. Hence, the terminal state set is given by
XG ¼ fð0; 0; 0; . . . ; 0Þ; ð1; 0; 0; . . . ; 0ÞgHX :
Next, we deﬁne the action and the action space. A player’s decision is charac-
terized by three numbers: u1, u2, u3. u1 speciﬁes the target series of consecutive bars,
while u2 and u3 specify the range of bars marked by the player. For example, if a
player marks bars 2, 3, and 4 in a series of six consecutive bars (Figure 4), his action is
characterized by u1 ¼ 6, u2 ¼ 2 and u3 ¼ 4. Thus, action is deﬁned as a 3 dimensional
vector and the action space is deﬁned as follows:
U ¼ 6
p
n¼1
Un;
where
Un ¼ ðu1; u2; u3Þ
u1 ¼ n
u2 <
n
2
þ 1
u2a u3a u1  u2 þ 1
u2; u3 ¼ 1; 2; . . .

8>>><
>>:
9>>>=
>>;
; i ¼ 1; 2; . . . ; p:
Each Un is the set of all actions for n consecutive bars. The inequalities u2 <
n
2
þ 1 and
u2a u3a u1  u2 þ 1 exclude redundant actions. For example, the following two cases
are equivalent. In the ﬁrst case, a player marks two bars from the left side of a
consecutive bar series, whereas in the second case, he marks two bars from the right
side of the same bar series. Both cases lead to the same game situation. Thus, both
actions need not be individually considered. We also deﬁne UðxÞ, the set of all feasible
actions for x A X :
UðxÞ ¼ 6
n;xnb 1
Un; x ¼ ðx1; x2; . . . ; xpÞ A X :
Figure 4. Action ð6; 2; 4Þ
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UðxÞ is assumed to exclude actions by which a player deliberately loses the game when
other options are available. Speciﬁcally, if a state x ¼ ðx1; x2; . . . ; xpÞ satisﬁes x1 ¼ 0
and
Pp
i¼2
xi ¼ 1, then, for n such that xn ¼ 1, we redeﬁne Un as follows:
Un  Unnfðn; 1; nÞg:
Example 4.1. For x ¼ ð2; 0; 1Þ, y ¼ ð0; 0; 1Þ A X , we have
UðxÞ ¼ U1 UU3 ¼ fð1; 1; 1ÞgU fð3; 1; 1Þ; ð3; 1; 2Þ; ð3; 1; 3Þ; ð3; 2; 2Þg
¼ fð1; 1; 1Þ; ð3; 1; 1Þ; ð3; 1; 2Þ; ð3; 1; 3Þ; ð3; 2; 2Þg
UðyÞ ¼ U3 ¼ fð3; 1; 1Þ; ð3; 1; 2Þ; ð3; 2; 2Þg: r
Next we consider the transition system. To win the game, we must consider all
possible situations, that is, we face multiple states in the next stage. For example, if we
take the action u0 ¼ ð3; 1; 2Þ for the initial state x0 ¼ ð1; 1; 1Þ, then the opponent faces
the multiple-choice situation shown in Figure 5 (i), from which he must select an action.
In fact, the opponent has the following three options:
 mark an independent bar,
 mark either bar of 2 consecutive bars,
 mark both of 2 consecutive bars.
The next states are then given by
ð1; 1; 0Þ; ð2; 0; 0Þ; ð3; 0; 0Þ
(see Figure 5), and we require the following nondeterministic transition.
Tðx; uÞ ¼ fhðhðx; uÞ; u 0Þ j u 0 A Uðhðx; uÞÞg;
Figure 5. Nondeterministic Transition
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where
hðx; uÞ ¼ ðx 01; x 02; . . . ; x 0pÞ; x ¼ ðx1; x2; . . . ; xpÞ A X ; u ¼ ðu1; u2; u3Þ A UðxÞ
x 0i ¼
xi  1 ði ¼ u1Þ
xi þ 1
i ¼ u2  10 u1  u3; u2  1 > 0
or
i ¼ u1  u30 u2  1; u1  u3 > 0
0
B@
1
CA
xi þ 2 ði ¼ u2  1 ¼ u1  u3Þ
xi ðotherwiseÞ
8>>>>><
>>>>>:
Finally, we specify
L ¼ 1þ 2þ    þ p
2
 
;
where
½x ¼ maxfy j ya x; y : integerg;
and deﬁne the cost function as follows:
rðx; uÞ ¼ 1; x A XnXG; u A UðxÞ:
The actions required to maintain the winning situation can then be counted using the
cost function. When the game ends, the terminal cost is 0 for the winner and L for the
loser:
kðxÞ ¼ 0 ðx ¼ ð0; 0; 0; . . . ; 0ÞÞ
L ðx ¼ ð1; 0; 0; . . . ; 0ÞÞ:

To ensure that the ﬁrst player wins, we impose an additive criterion:
rðx0; u0Þ þ rðx1; u1Þ þ    þ rðxN1; uN1Þ þ kðxNÞ
which speciﬁes the count of the ﬁrst player’s turns. The objective function maximizes
this count such that the ﬁrst player wins regardless of his opponent’s strategy. In this
sense, the problem Pðx0Þ gives the shortest sureﬁre winning strategy for the ﬁrst player.
Precisely, if the minimum is less than or equal to L, a sureﬁre winning strategy exists
and the optimal decision function(s) gives the shortest strategy. Otherwise, there is no
sureﬁre winning strategy for the ﬁrst player.
Especially, since the cost function r is constant and XG ¼ fð0; 0; 0; . . . ; 0Þ;
ð1; 0; 0; . . . ; 0Þg, the equations in Theorem 3.1 can be rewritten as:
vð0; 0; 0; . . . ; 0Þ ¼ 0; vð1; 0; 0; . . . ; 0Þ ¼ Lð1Þ
vðxÞ ¼ 1þ min
u AUðxÞ
4
y ATðx;uÞ
vðyÞ
" #
x A XnXG:ð2Þ
Toshiharu Fujita8
5. Numerical example
Example 5.1. Consider a two-tier pyramid game (i.e., p ¼ 2). Then
L ¼ 1þ 2
2
 
¼ 1; x0 ¼ ð1; 1Þ:
For the terminal states, Eq. (1) gives
vð0; 0Þ ¼ 0; vð1; 0Þ ¼ 1 ð¼ LÞ:
We must now compute Eq. (2). Since
Uð1; 1Þ ¼ fð1; 1; 1Þ; ð2; 1; 1Þ; ð2; 1; 2Þg;
we have
vð1; 1Þ ¼ 1þ min
u AUð1;1Þ
4
y ATðð1;1Þ;uÞ
vðyÞ
" #
¼ 1þmin 4
y ATðð1;1Þ; ð1;1;1ÞÞ
vðyÞ; 4
y ATðð1;1Þ; ð2;1;1ÞÞ
vðyÞ; 4
y ATðð1;1Þ; ð2;1;2ÞÞ
vðyÞ
" #
:
Moreover,
Tðð1; 1Þ; ð1; 1; 1ÞÞ ¼ fð1; 0Þg; Tðð1; 1Þ; ð2; 1; 1ÞÞ ¼ fð1; 0Þg;
Tðð1; 1Þ; ð2; 1; 2ÞÞ ¼ fð0; 0Þg
yields
vð1; 1Þ ¼ 1þmin½vð1; 0Þ; vð1; 0Þ; vð0; 0Þ
¼ 1þmin½1; 1; 0 ¼ 1
pð1; 1Þ ¼ ð2; 1; 2Þ
Because vð1; 1ÞaL, there exists a strategy for winning the game and the optimal
decision is pð1; 1Þ ¼ ð2; 1; 2Þ. Therefore, in the ﬁrst turn, the ﬁrst player should mark
both bars in the second tier. r
Example 5.2. Next, we consider a three-tier pyramid game (p ¼ 3). Then
L ¼ 1þ 2þ 3
2
 
¼ 3; x0 ¼ ð1; 1; 1Þ:
For the terminal states, Eq. (1) again gives
vð0; 0; 0Þ ¼ 0; vð1; 0; 0Þ ¼ 3 ð¼ LÞ:
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Next, we compute Eq. (2). Since
Uð1; 1; 1Þ ¼ fð1; 1; 1Þ; ð2; 1; 1Þ; ð2; 1; 2Þ; ð3; 1; 1Þ; ð3; 1; 2Þ; ð3; 1; 3Þ; ð3; 2; 2Þg;
we have
vð1; 1; 1Þ ¼ 1þ min
u AUð1;1;1Þ
4
y ATðð1;1;1Þ;uÞ
vðyÞ
" #
¼ 1þmin
2
4 4
y ATðð1;1;1Þ; ð1;1;1ÞÞ
vðyÞ; 4
y ATðð1;1;1Þ; ð2;1;1ÞÞ
vðyÞ; 4
y ATðð1;1;1Þ; ð2;1;2ÞÞ
vðyÞ;
4
y ATðð1;1;1Þ; ð3;1;1ÞÞ
vðyÞ; 4
y ATðð1;1;1Þ; ð3;1;2ÞÞ
vðyÞ; 4
y ATðð1;1;1Þ; ð3;1;3ÞÞ
vðyÞ;
4
y ATðð1;1;1Þ; ð3;2;2ÞÞ
vðyÞ
3
5:
The next-state sets are
Tðð1; 1; 1Þ; ð1; 1; 1ÞÞ ¼ fð0; 0; 1Þ; ð0; 1; 0Þ; ð0; 2; 0Þ; ð1; 0; 1Þ; ð1; 1; 0Þ; ð2; 1; 0Þg
Tðð1; 1; 1Þ; ð2; 1; 1ÞÞ ¼ fð1; 0; 1Þ; ð2; 0; 0Þ; ð2; 1; 0Þ; ð3; 0; 0Þ; ð4; 0; 0Þg
Tðð1; 1; 1Þ; ð2; 1; 2ÞÞ ¼ fð0; 0; 1Þ; ð1; 0; 0Þ; ð1; 1; 0Þ; ð2; 0; 0Þ; ð3; 0; 0Þg
Tðð1; 1; 1Þ; ð3; 1; 1ÞÞ ¼ fð0; 2; 0Þ; ð1; 1; 0Þ; ð2; 1; 0Þg
Tðð1; 1; 1Þ; ð3; 1; 2ÞÞ ¼ fð1; 1; 0Þ; ð2; 0; 0Þ; ð3; 0; 0Þg
Tðð1; 1; 1Þ; ð3; 1; 3ÞÞ ¼ fð0; 1; 0Þ; ð1; 0; 0Þ; ð2; 0; 0Þg
Tðð1; 1; 1Þ; ð3; 2; 2ÞÞ ¼ fð2; 1; 0Þ; ð3; 0; 0Þ; ð4; 0; 0Þg:
It is easily shown that:
vð2k þ 1; 0; 0; . . . ; 0Þ ¼ Lþ k ¼ 3þ k ð> LÞ; k ¼ 1; 2; . . .
vð2k; 0; 0; . . . ; 0Þ ¼ k ðaLÞ; k ¼ 1; 2; . . .
pð2k; 0; 0; . . . ; 0Þ ¼ ð1; 1; 1Þ; k ¼ 1; 2; . . .
and
vð0; . . . ; 0; 1
kth
#
; 0; . . . ; 0Þ ¼ 1 ðaLÞ; k ¼ 2; 3; . . . ; p
pð0; . . . ; 0; 1
kth
#
; 0; . . . ; 0Þ ¼ ðk; 1; k  1Þ; k ¼ 2; 3; . . . ; p
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vð1; 0; . . . ; 0; 1
kth
#
; 0; . . . ; 0Þ ¼ 1 ðaLÞ; k ¼ 2; 3; . . . ; p
pð1; 0; . . . ; 0; 1
kth
#
; 0; . . . ; 0Þ ¼ ðk; 1; kÞ; k ¼ 2; 3; . . . ; p:
Thus, we must compute the recursive Eq. (2) for the remaining states:
ð0; 2; 0Þ; ð2; 1; 0Þ:
(i) For x ¼ ð0; 2; 0Þ, we have
UðxÞ ¼ fð2; 1; 1Þ; ð2; 1; 2Þg
and
Tðx; ð2; 1; 1ÞÞ ¼ fð0; 1; 0Þ; ð1; 0; 0Þ; ð2; 0; 0Þg; Tðx; ð2; 1; 2ÞÞ ¼ fð1; 0; 0Þg:
Then,
vðxÞ ¼ 1þmin 4
y ATðx; ð2;1;1ÞÞ
vðyÞ; 4
y ATðx; ð2;1;2ÞÞ
vðyÞ
" #
¼ 1þmin½vð0; 1; 0Þ4vð1; 0; 0Þ4vð2; 0; 0Þ; vð1; 0; 0Þ
¼ 1þmin½14341; 3 ¼ 4 ð> LÞ:
(ii) For x ¼ ð2; 1; 0Þ, we have
UðxÞ ¼ fð1; 1; 1Þ; ð2; 1; 1Þ; ð2; 1; 2Þg
and
Tðx; ð1; 1; 1ÞÞ ¼ fð0; 1; 0Þ; ð1; 0; 0Þ; ð2; 0; 0Þg
Tðx; ð2; 1; 1ÞÞ ¼ fð2; 0; 0Þg; Tðx; ð2; 1; 2ÞÞ ¼ fð1; 0; 0Þg:
Then,
vðxÞ ¼ 1þmin 4
y ATðx; ð1;1;1ÞÞ
vðyÞ; 4
y ATðx; ð2;1;1ÞÞ
vðyÞ; 4
y ATðx; ð2;1;2ÞÞ
vðyÞ
" #
¼ 1þmin½vð0; 1; 0Þ4vð1; 0; 0Þ4vð2; 0; 0Þ; vð2; 0; 0Þ; vð1; 0; 0Þ
¼ 1þmin½14341; 1; 3 ¼ 2 ðaLÞ
pðxÞ ¼ ð2; 1; 1Þ:
Finally, we have
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vð1; 1; 1Þ ¼ 1þmin½vð0; 0; 1Þ4vð0; 1; 0Þ4vð0; 2; 0Þ4vð1; 0; 1Þ4vð1; 1; 0Þ4vð2; 1; 0Þ;
vð1; 0; 1Þ4vð2; 0; 0Þ4vð2; 1; 0Þ4vð3; 0; 0Þ4vð4; 0; 0Þ;
vð0; 0; 1Þ4vð1; 0; 0Þ4vð1; 1; 0Þ4vð2; 0; 0Þ4vð3; 0; 0Þ;
vð0; 2; 0Þ4vð1; 1; 0Þ4vð2; 1; 0Þ; vð1; 1; 0Þ4vð2; 0; 0Þ4vð3; 0; 0Þ;
vð0; 1; 0Þ4vð1; 0; 0Þ4vð2; 0; 0Þ; vð2; 1; 0Þ4vð3; 0; 0Þ4vð4; 0; 0Þ
¼ 1þmin½14144414142; 141424442; 143414144;
44142; 14144; 14341; 24442
¼ 1þmin½4; 4; 4; 4; 4; 3; 4 ¼ 4:
Since vð1; 1; 1Þ > L, the ﬁrst player cannot adopt a sure winning strategy. In this case,
regardless of his decision, his opponent can make a counteracting winning decision.
This fact is very important. It states that the second player can adopt a sure winning
strategy if p ¼ 3. r
Example 5.3. We now consider a four-tier pyramid game (p ¼ 4). Then
L ¼ 1þ 2þ 3þ 4
2
 
¼ 5; x0 ¼ ð1; 1; 1; 1Þ:
Similarly, by using Eq. (1) and Eq. (2), we have
vðx0Þ ¼ 3 ðaLÞ:
Therefore, there exists a strategy for winning the game. Moreover, according to the
optimal decision function, the ﬁrst player can win the game within three turns. The
optimal decision tree is shown in Figure 6. In this ﬁgure, each state and its
corresponding optimal decision is shown within a rectangular block and the ﬁnal state
represented in an oval block. r
6. Conclusion
We considered the problem of ﬁnding the shortest sureﬁre winning strategy for the
ﬁrst player in a pyramid game. Our problem was formulated as a nondeterministic
dynamic programming problem with a max-add criterion. When no sureﬁre winning
strategy exists for the ﬁrst player, there exists a winning strategy for his opponent. This
fact is easily shown. Although we have focused on a particular game, our formulation
is applicable to other two-player deterministic games.
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