We present a novel mixed-state dynamic Bayesian network (DBN) 
Introduction
Analysis and classification of temporal sequences has been a focus of research for many decades. (DBN). Besides allowing one to view seemingly different models (e.g. LDSs and HMMs) as special cases of DBNs, the framework also enables one to apply a corpus of exact and approximate statistical inference and learning techniques from the BN literature to time-series modeling. This has resulted in new approaches to inference and in novel complex temporal models such as factorial HMMs [8] , coupled HMMs [2, 131, switching-state space models [7] , mixtures of DBNs [ 131, etc. We consider an instance of a complex DBN that arises as a combination of discrete-state HMMs and continuous-state The mixed state space representation is equivalently depicted by the dependency graph in Figure 2 and can be written as the joint distribution P :
Previous Work
Models similar to mixed-state DBN have been considered in the past, although from a different perspective. The mixed-state DBN can be most directly related to different models of maneuvering targets [l]. However, the majority of maneuvering target models have their origins in the classical LDS theory and are focused on the estimation of the physical system states (and not the actions). They also sometimes employ approximations to exact inference that are not well justified or without strict error bounds.
Mixed-State Dynamic Bayesian Network
Consider a coupled system described by the block diagram in Figure l . The system can be described using the following set of state-space equations:
for the physical system, and for the driving actions. where Y , X , U , and S denote the sequences (with length T ) of observations and hidden state variables. For instance,
Terms Z I~ and wt in the physical system formulation are used to denote random noise. We can write an equivalent representation of the physical system in the probability space assuming that the following conditional pdfs are defined:
where P, and Py are known, parametric or non-parametric, pdfs. Similarly, the observation pdf of the HMM can be Throughout the rest of this paper we assume without loss of generality that the state noise U of the physical system is zero w.p.1 because the HMM observation noise rt can account for it. The observation noise processes of both the physical system and the HMM are modeled as i.i.d. zeromean Gaussian:
Also, assume B to be identity, B = I. Input variable ut can be eliminated from Equations 1 and 5 as an auxiliary variable. Given the above assumptions, the joint pdf of the mixed-state DBN of duration T (or, equivalently, its Hamiltonian') can be written as in Equation 1 1.
Hidden State Inference
The goal of inference in mixed-state DBNs is to estimate the posterior probability of the hidden states of the system (st and z t ) given some known sequence of observations Y and the known model parameters. Namely, we need to find the posterior In fact, it suffices to find the suficient statistics [3] of the posterior. Given the form of P it is easy to show that these statistics are ( 
[ z t s t ] ) , ( [ z t s t ] [ z t s t ] ' ) , and ( [ z t s t ] [ z t -~s t --l ] '
) . The operator (.) denotes conditional expectation with respect to the posterior distribution, If there were no action dynamics, the inference would be straightforward -we could infer X from Y using LDS inference (RTS smoothing [ 151). However, the presence of action dynamics embedded in matrix ll makes exact inference more complicated. To see that, assume that the initial distribution of ZO at t = 0 is Gaussian, at t = 1 the pdf of the physical system state 2 1 becomes a mixture of S Gaussian pdfs since we need to marginalize over S possible but unknown input levels. At time t we will have a mixture of St Gaussians, which is clearly intractable for even moderate sequence lengths. So, it is more plausible to look for an approximate, yet tractable, solution to the inference problem.
e.g. ( z t ) = cs J, X t P ( X , SlY). ' Hamiltonian H ( z ) of a distribution P ( z ) is defined as any positive function such that P ( z ) =
Approximate Inference Using Structured Variational Inference
Structured variational inference techniques [ 101 consider a parameterized distribution which is in some sense close to the desired conditional distribution, but is easier to com- The dependency structure of Q is chosen such that it closely resembles the dependency structure of the original distribution P. However, unlike P the dependency structure of Q must allow a computationally efficient inference. In our case we decouple the HMM and LDS as indicated in Figure 3 . The two subgraphs of the orig- we use the inference in the HMM [14] with output "probabilities" qt. and unit variance Q. Clearly, the func- 
Similarly, to obtain (Q)

Maximum Likelihood Learning of MixedState DBNs
Learning in mixed-state DBNs can be formulated as the problem of ML learning in general Bayesian networks. It was shown in [ 101 that structured variational inference can be viewed as the expectation step of a generalized EM algorithm [9, 121. The maximization step then yields
where 8 is the set of parameters of pdf P. In our case, the parameters are { A , C, D, Q , R, ll, no}.
Given the sufficient statistics obtained in the inference phase, it is easy to show that the following parameter update equations result from the Maximization step:
All the variable statistics are evaluated before updating any parameters. Notice that the above equations represent a generalization of the parameter update equations of zeroinput LDS models [5] .
Analysis and Recognition of Hand Gestures Acquired by a Computer Mouse
To demonstrate feasibility of the mixed-state DBN framework we consider the task of classifying a set of symbols drawn using a computer mouse. We defined four classes of symbols: arrow, erase, circle, and wiggle (see Figure 5 .) The task in question was to model each of the four symbols with a combination of LDS and HMM. The LDS part modeled the Newtonian dynamics of the mouse motion. Namely, we assumed that the mouse motion can be modeled as a planar motion of a point-mass particle with piece-wise constant acceleration:
This leads to a discrete-time LDS with known A, B and C and unknown Q and R (cf [I]). On the other hand the HMM models the driving force (action) that causes the motion. The mixed-state DBN model is contrasted with two decoupled model 0 Decoupled adapted LDS and HMM. Namely, the LDS is adapted to "best" model the dynamics of the mouse motion of each symbol when the driving force ut is assumed to be quasi-constant with additive white noise,
The HMM is consequently employed to model the quasi-constant driving force (ut) inferred by the LDS.
0 Decoupled fixed LDS and HMM. In this case, the LDS is assumed to be fixed for all four symbols. In particular, we estimated the driving force using numerical gradient approximation: ut = grad(grad(zt)), where model the estimated driving force.
g r a d ( z t ) = z t + l -z t --l 2,AT . Again, an HMM is used to All three model classes are depicted in Figure 6 .
For each of the three models the same action state spaces are assumed. The number of action states is proportional to the number of strokes necessary to produce each symbol. Thus, the action model of the arrow symbol had eight states (two times four strokes), erase has six states, circle four states, and wiggle six. Furthermore, each symbol's state transitions are limited to left-to-right: from current state the action can only transition back to itself or to only one other not-yet-visited state. In the two decoupled symbol models, we model the observations ut of the action models as variable mean Gaussian processes with identical variances at every action state'. Model parameters are learned from data using the ML learning framework.
The data set consists of 136 examples of each symbol (a total of 4 x 136 examples). Symbols were acquired from normalized3 mouse movements sampled at AT = looms intervals. To test the models' performance we used rotation error counting (cross-validation) method with four rotational sets [4] . For each test sample and each symbol model the likelihood of the sample was appropriately obtained. For instance, in the case of symbols modeled by mixed-state DBNs, variational inference with a relative error threshold of was used to estimate the lower bound on likelihood. One example of mixed-state DBN-based decoding of the "arrow" symbol is shown in Figure 7 . For the fixed LDS and gradient-based LDS/HMM models, likelihood was obtained using the standard HMM and LDS inference.
Classification test were performed on two sets of data:
noise-free and noisy. Classification of noisy symbols is of particular interest since it introduces variability that may pose a challenge to decoupled classification models. The noisy data set was constructed by adding i.i.d. zero mean Gaussian noise with standard deviation of 0.01 to noisefree examples (see Figure 8) . Models of the four symbols trained on noise-free samples were now tested on the noisy data. Classification results are summarized in Table 1 2Even though it is a usual practice to allow the variance to vary from action state to action state, for sake of compatibility with the fixed vari- and Figure 9 . Table 1 and Figure 9 in this case indicate that with 95% confidence completely coupled mixedstate HMM models had significantly better performance that both fixed and adapted decoupled LDS/HMM classifiers (with the exception of mixed-state and fixed LDS "circle" models). Of course, the tradeoff is as always in increased computational complexity of the mixed-state models. We note, however, that on the average the iterative scheme of the mixed-state models required only about 5 to 10 iterations to converge.
Summary and Conclusions
We formulated a novel mixed-state dynamic Bayesian network (DBN) framework for modeling of time-series that fuses the typical models of driving actions (HMMs) with continuous state models of physical systems (LDSs). The model was developed under the auspices of the DBN theory allowing us to employ a well-founded set of statistical estimation and learning techniques. In particular, we employed an approximate iterative solution to otherwise intractable inference of action and system states. Using the 
