Poles of partial wave scattering matrices in hadron spectroscopy have recently been established as a sole link between experiment and QCD theories and models. Karlsruhe-Helsinki (KH) partial wave analyses have been "above the line" in the Review of Particle Physics (RPP) for over three decades. The RPP compiles Breit-Wigner (BW) parameters from local BW fits, but give only a limited number of pole positions using speed plots (SP). In the KH method only Mandelstam analyticity is used as a theoretical constraint, so these partial wave solutions are as model independent as possible. They are a valuable source if information. It is unsatisfactory that BW parameters given in the RPP have been obtained from the KH80 solution, while pole parameters have been obtained from the KA84 version. To remedy this, we have used a newly developed Laurent+Pietarinen expansion method to obtain pole positions for all partial waves for KH80 and KA84 solutions. We show that differences from pole parameters are, with a few exceptions, negligible for most partial waves. We give a full set of pole parameters for both solutions.
I. INTRODUCTION

CMB model
Ref. [12] amalgamated and stabilized the data base; in Ref. [13] they performed a single-energy stabilized partial wave analysis, and in Ref. [14] developed a global solution; a coupled-channel model with analyticity and unitarity explicitly included which they use to fit partial wave data of Ref. [13] . They explicitly get partial wave poles by analytic continuation into the complex energy plane, but have some problems defining an "analog" to BW parameters. They do not make a local BW fit, but use their coupled-channel model to extract BW parameters. Their list of BW parameters and poles is complete.
KH80 method
The KH80 method used a different approach. Instead of performing energy stabilization at the level of partial waves, they evaluated pion-nucleon invariant amplitudes using forward dispersion relations and the Pietarinen expansion. The stabilization method is close to model independent. The only constraint used is Mandelstam analyticity. The method includes amplitude analysis at fixed t, amplitude analysis at fixed cm angles, backward amplitude analysis and ordinary energy independent partial wave analysis, all of them linked into one computer program.
The fixed−t amplitude analysis used C ± , and B ± invariant amplitudes over a large angular domain in the range −1 ≤ t(GeV 2 ) ≤ 0; invariant amplitudes satisfy exact fixed−t analyticity and s − u crossing symmetry. Data are available up to lab. momentum k = 200GeV /c.
The analysis at fixed c.m. scattering angle was done at 18 angles with −0.8 ≤ cos θ ≤ +0.8.. Forward and backward amplitude analyses were performed separately [15] .
Energy independent partial wave analysis is the third step in the Karlsruhe method. Partial waves were fitted to data and to invariant amplitudes at fixed−t, fixed c.m. scattering angle, backward and forward at the same momentum and energy. The strength of the constraints was adjusted allowing the possibility of weak resonances. Partial waves found in one iteration were used to reconstruct invariant amplitudes iteratively. The whole method converged in several iterations [15] .
The final step in the KH method was to fit partial waves to experimental data. For that reason partial waves from KH80 partial wave analysis are only approximately smooth as a function of energy. A smoother solution KA84 [16] was constructed from KH80 work using constraints from s-channel partial wave dispersion relations, fixed-s dispersion relations and information from the nearby part of the Mandelstam double spectral function [17] .
Being almost model independent and consistent with Mandelstam analiticity, the Karlsruhe-Helsinki partial wave solutions are a valuable input for extraction of resonances in the πN system. We use data from the original KH code preserved by one of our collaborators (Jugoslav Stahov 1 ) from Tuzla.
B. Laurent (Mittag-Leffler) expansion
We generalize the Laurent expansion to the Mittag-Leffler theorem [9, 18] , which expresses a function in terms of its first k poles and an entire function:
Here, W is c.m. energy, a (i) −1 and W i are residues and pole positions for the i-th pole, and B L (W ) is a function regular in all W = W i . It is important to note that this expansion is not a representation of the unknown function T (W ) in the full complex energy plane, but is restricted to the part of the complex energy plane where the expansion converges. If we choose poles as expansion points, the Laurent series converges on the open annulus around each pole.
The outer radius of the annulus extends to the position of the next singularity (such as a nearby pole ). Our Laurent expansion converges on a sum of circles located at the poles, and this part of the complex energy plane in principle includes the real axes. By fitting the expansion (1) to the experimental data on the real axis, this in principle gives exact values of s-matrix poles.
The novelty of our approach is a particular choice for the non-pole contribution B L (W ), based on an expansion method used by Pietarinen for πN elastic scattering.
Before proceeding, we briefly review this method.
C. Pietarinen series
A specific type of conformal mapping technique was proposed and introduced by Ciulli [19, 20] and Pietarinen [21] , and used in the Karlsruhe-Helsinki partial wave analysis [15] as an efficient expansion of invariant amplitudes. It was later used by a number of authors to solve problems in scattering and field theory [22] , but not applied to the pole search prior to our recent study [9] . A more detailed discussion of the use of conformal mapping and this method can be found in Refs. [9, 18] .
If F (W ) is a general unknown analytic function with a cut starting at W = x P , it can be represented as a power series of "Pietarinen functions"
with α and c n acting as tuning parameter and coefficients of the Pietarinen function X(W ) respectively.
The essence of the approach is that (X(W ) n , n = 1, ∞) forms a complete set of functions defined on the unit circle in the complex energy plane with a branch cut starting at W = x P ; the analytic form of the function is initially undefined. The final form of the analytic function F (W ) is obtained by introducing a rapidly convergent power series with real coefficients, and the degree of the expansion is automatically determined by fitting the input data. In the calculation of Ref. [21] , as many as 50 terms were used; in the present analysis, covering a narrower energy range, fewer terms are required.
D. Application of Pietarinen series to scattering theory
The analytic structure of each partial wave is well known. Every partial wave contains poles which parameterize resonant contributions, cuts in the physical region starting at thresholds of elastic and all possible inelastic channels, plus t-channel, u-channel and nucleon exchange contributions quantified with corresponding negative energy cuts. However, the explicit analytic form of each cut contribution is not known. Instead of guessing the exact analytic form of all of these, we use one Pietarinen series to represent each cut, and the number of terms in the Pietarinen series is determined by the quality of fit to the input data. In principle we have one Pietarinen series per cut; branch points x P , x Q ... are known from physics, and coefficients are determined by fitting the input data. In practice, we have too many cuts (especially in the negative energy range), so we reduce their number by dividing them into two categories: all negative energy cuts are approximated with only one, effective negative energy cut represented by one (Pietarinen) series (we denote its branch point as x P ), while each physical cut is represented by a separate series with branch points determined by the physics of the process (x Q , x R ...).
In summary, the set of equations which define the Laurent expansion + Pietarinen series method (L+P method) is:
n , e n α, β, γ... ∈ R and x P , x Q , x R ∈ R or C and k, M, N... ∈ N.
As our input data are on the real axes, the fit is performed only on this dense subset of the complex energy plane. All Pietarinen parameters in equations (3) are determined by the fit.
We observe that the class of input functions which may be analyzed with this method is quite wide. One may either fit partial wave amplitudes obtained from theoretical models, or possibly experimental data directly. In either case, the T -matrix is represented by this set of equations (3), and minimization is usually carried out in terms of χ 2 .
E. Real and complex branch points
Branch points x P , x Q , x R .... in the Pietarinen expansion (3) can be real or complex. However, real or complex branch points describe different physical situation. If the branch points x P , x Q , x R .... are real numbers, this means that our background contributions are defined by stable initial and final state particles. Then all contributions to the observed processes are created by intermediate isobar resonances, and all other initial and final state contributions are given by stable particles, as described by Pietarinen expansions with real branch point coefficients. From experience we know that this in principle is not true: a three body final state is always created provided that the energy balance allows for it, and in three body final states we typically do have a contribution from one stable particle (nucleon or pion), and many other combinations of two-body resonant substates like σ, ρ, ∆... So we choose the model where the first two branch points x P and x Q are always real, but the third branch point x R can be either real (two body final states) or complex (three body final state with a resonance in a two body subsystem).
Let us claim the fact that single channel character of the method prohibits us to establish with certainty which mechanism prevails. Using data from a single channel only (the existing KH80 and KA84 input) we are unable with certainty to say whether the new resonant state which appears is an isobar state with two body final states, or a three body final state with a resonance in a two body subsystem. If only single channel information is available, we have two alternatives: either we obtain a good fit with an extra resonance and stable initial and final state particles (real branch points), or we obtain a good fit with one resonance less, and a complex branch point. Data from a single channel data does not distinguish between the two. This effect has been already spotted, elaborated and discussed in the case of Jülich model, and a more detailed elaboration how the ρN complex branch point interferes and intermixes with P 11 (1710) 1/2 + [23, 24] .
Issues connected with importance of inelastic channels, and two-body resonant sub-states in three-body final states have already been recognized in Ref. [5] (paragraphs 4.2 and 4.3). However, at that time, a formalism to follow and quantify these effects didn't exist, so no estimates have been given. L+P formalism with complex branch points enables us to study these effects in detail.
1. In either case, a new resonant state is established, but our single-channel method cannot say where (either in two body intermediate state or in three-body subchannel). We cannot distinguish whether the new resonant state manifests itself as a new isobar resonance with stable initial and final states (real branch points), or as a resonance in two-body subchannel of three-body final state (complex branch point). For that, we need the data from extra channels, and an experiment giving us missing information on ratio of 2-body/3-body cross sections at the same energies is badly missing.
The advantage of the Pietarinen expansion method is that it can be extended directly to complex branch points; we using it to search for suspicious partial waves.
2. We claim that this effect is not affecting only P 11 (1710) resonance as established by the Jülich group [23, 24] for the ρN branch point, but influences interpretation of many more resonances from the RPP (at least we have established that for the Karlsruhe-Helsinki PWA). One definitely needs measurements from other channels before claiming whether the observed structure is an intermediate isobar resonance, or a resonance appearing in the two-body subsystem of a three body final state. Single channel measurements are insufficient, we need multi-channel measurements in order to distinguish between the two. Höhler has in his Newsletter's paper [5] discussed similar problems, but he blamed guilt on the ωN branch point. However, in this paper we claim the effects of the ρN branch point are much more pronounced. We have tested the influence of the better known π∆ branch point located at (1370 − ı 40) MeV on KH amplitudes, but as it is much lower in mass than the ρN branch point, its influence was negligible.
F. Fitting procedure
We use three Pietarinen functions (one with a branch point in the unphysical region to represent all left-hand cuts, and two with branch points in the physical region to represent the dominant inelastic channels), combined with the minimal number of poles. We also allow the possibility that one of the branch points becomes a complex number allowing all three-body final states to be effectively taken into account. We generally start with 5 Pietarinen terms per decomposition, and the anticipated number of poles. The discrepancy criteria are defined below using a discrepancy parameter D dp . This quantity is minimized using MINUIT and the quality of the fit is visually inspected by comparing fitting function with data. If the fit is unsatisfactory (discrepancy parameters are too high, or fit visually does not reproduce the fitted data), the number of Pietarinen terms is increased, and if it does not help, the number of poles is increased by one. The fit is repeated, and the quality of the fit is re-estimated. This procedure is continued until we reach a satisfactory fit.
Pole positions, residues, and Pietarinen coefficients α, β, γ, c i , d i and e i are our fitting parameters. However, in the strict spirit of the method, Pietarinen branch points x P , x Q and x R should not be fitting parameters; each known cut should be represented by its own Pietarinen series, fixed to known physical branch points. While this would be ideal, in practice the application is somewhat different. We can never include all physical cuts from the multi-channel process.
Instead, we represent them by a smaller subset. So, in our method, Pietarinen branch points x P , x Q and x R are not generally constants; we have explored the effect of allowing them to vary as fitting parameters. In the following, we shall demonstrate that when searched, the branch points in the physical region still naturally converge towards branch points which belong to channels which dominate a particular partial wave, but may not actually correspond to them exactly. The proximity of the fit results to exact physical branch points describes the goodness of fit; it tells us how well certain combinations of thresholds is indeed approximates a partial wave. Together with the choice of the degree of Pietarinen polynomial, this represents the model dependence of our method. We do not claim that our method is entirely model independent. However, the method chooses the simplest function with the given analytic properties which fit the data, and increases the complexity of the function only when the data require it.
G. Error analysis
When we fit KH80 and KA84 amplitudes, we have to define which parameters we are minimizing.
For both solutions we introduce the discrepancy parameter per data point D dp (the substitute for χ 2 dp per data point when analyzing experimental data):
ImT
where N data is the number of energies, and errors of KH80 and KA84 solutions are introduced as:
When errors of the input numbers are not given, and one wants to make a minimization, errors have to be estimated. There are two simple ways to do it: either assigning a constant error to each data point, or introducing an energy dependent error as a percentage of the given value. Both definitions have drawbacks. For the first recipe only high-valued points are favored, while in the latter case low-valued points tend to be almost exactly reproduced. We find neither satisfactory, so we follow prescriptions used by GWU and Mainz groups, and use a combined error which consists of a sum of constant and energy dependent errors.
In our principal paper [9] we have tested the validity of the model on a number of well known πN amplitudes, and concluded that the method is very robust. That paper did not present an error analysis. That is done here.
In the L+P method we have statistical and systematic uncertainties: 1. statistical; and 2. systematic.
Statistical uncertainty
Statistical uncertainties are simply taken from MINUIT, which is used for minimization. It is shown separately in all tables as the first term.
Systematic uncertainty
Systematic uncertainty is the error of the method itself, and requires a more detailed explanations.
Our Laurent decomposition contains only two branch points in the physical region, and this is far from enough in a realistic case. Any realistic analytic function in principle contains more than two branch points approximated in our model by a different analytic function containing only two.
We use the following procedure to define systematic uncertainties: i) We release the first (unphysical) branch point x P because we have no control over background contributions;
ii) We always keep the first physical branch point x Q fixed at x Q = 1077 MeV (the πN threshold).
iii) The error analysis is done by varying the remaining physical branch point x R in two ways:
1. We fix the third branch point x R to the threshold of the dominant inelastic channel for the chosen partial wave (e.g. the η threshold for S-wave) if only one inelastic channel is important, or in case of several equally important inelastic processes we perform several runs with the x R branch point fixed to each threshold in succession. 2. We release the third branch point x R allowing MINUIT to find an effective branch point representing all inelastic channels. If only one channel is dominant, the result of the fit will be close to the dominant inelastic channel.
iv) We average results of the fit, and obtain the standard deviation.
The choice of all values for the branch point x R is given in the Appendix (Tables VI for KH80 solution and Table  VII for KA84 ). The quality of our fits for both KH80 and KA84 solutions are measured by the discrepancy parameter D dp defined in Eqs. (4) and (5).
III. RESULTS
A. Real branch points
In Tables I -IV 
PW
• KH80 L+P N (1650) 1/2 − 1660 ± 3.5 ± 1 167 ± 8 ± 2 47 ± 3 ± 1 (−47 ± 3 ± 1)
• KA84 L+P 1663 ± 3 ± 0 165 ± 7 ± 1 45 ± 2 ± 1 (−44 ± 3 ± 1)
RPP 1350 − 1380 160 − 220 40 − 52 (−75 − 100)
• KA84 L+P 1763 ± 4 ± 9 105 ± 5 ± 10 6 ± 1 ± 1 (−117 ± 4 ± 15)
• RPP 2120 ± 40 180 − 420 14 ± 7 (35 ± 25)
• RPP H93 ----KH80 L+P N (2100) * 1/2 + 2052 ± 6 ± 3 337 ± 10 ± 4 30 ± 1 ± 1 (−92 ± 3 ± 2)
• KA84 L+P 2023 ± 5 ± 25 346 ± 9 ± 13 32 ± 1 ± 3 (−118 ± 3 ± 21)
• KA84 L+P 1920 ± 17 ± 1 215 ± 37 ± 2 7 ± 1 ± 1 (−38 ± 11 ± 1)
•
B. Complex branch points
In Table V we give the parameters for some typical situations when fits with complex branch points achieve the similar quality as fits with the real ones (measured by the size of discrepancy variable D dp , see Eq. 4 ). The complex branch point is a mathematical implementation of the situation when the three-body final state contains a two body sub-channel accompanied by the third "observer" particle. In this case we also allow for an extra resonance in the subchannel, but it is not located in the isobar intermediate state, but in the final state interaction. Both mechanisms (real and complex branch points) are indistinguishable in a single channel model. As was the case in the Jülich model for P 11 (1710), other channels (in the Jülich model KΛ channel) are essential to distinguish between the two. 1506 ± 1 ± 1 115 ± 2 ± 1 33 ± 1 ± 1 (−15 ± 1 ± 1)
• KA84 L+P 1506 ± 1 ± 1 116 ± 2 ± 2 33 ± 1 ± 1 (−15 ± 1 ± 1)
• RPP 1650 − 1750 100 − 350 5 − 50 (−120 to 20)
• RPP H93 1700 120 5 − KH80 L+P N (1700) * 3/2 − 1757 ± 4 ± 1 136 ± 7 ± 4 7 ± 1 ± 1 (−113 ± 4 ± 2)
• KA84 L+P 1743 ± 4 ± 4 132 ± 7 ± 2 7 ± 1 ± 1 (−134 ± 4 ± 6)
• RPP 1800 − 1950 150 − 250 2 − 10 (180 ± 80)
* 3/2 − 2094 ± 7 ± 11 296 ± 15 ± 4 13 ± 1 ± 1 (−2 ± 4 ± 9)
• KA84 L+P 2120 ± 6 ± 11 270 ± 13 ± 5 11 ± 1 ± 1 (17 ± 4 ± 5)
• RPP 2100 ± 60 360 ± 80 20 ± 10 (−90 ± 50)
• KA84 L+P 2134 ± 9 ± 5 352 ± 18 ± 7 18 ± 1 ± 1 (−80 ± 4 ± 2) • KH80 L+P N (2220) 9/2 + 2127 ± 3 ± 24 380 ± 7 ± 22 38 ± 1 ± 5 (−52 ± 1 ± 14)
• KA84 L+P 2139 ± 3 ± 3 390 ± 6 ± 1 41 ± 1 ± 1 (−48 ± 1 ± 1) • KH80 L+P ∆(1620) 1/2 − 1603 ± 7 ± 2 114 ± 12 ± 4 17 ± 2 ± 1 (−106 ± 10 ± 4)
• KA84 L+P 1605 ± 5 ± 2 108 ± 9 ± 1 16 ± 0 ± 1 (−103 ± 6 ± 3)
• RPP 1820 − 1910 or 1780 130 − 345 10 ± 3 (−125 ± 20)
• or (20 ± 40)
1880 ± 19 ± 11 325 ± 37 ± 16 30 ± 4 ± 1 (−97 ± 7 ± 9)
• RPP H93 1209 100 50 −48
• KA84 L+P 1923 ± 9 ± 2 347 ± 18 ± 13 31 ± 2 ± 2 −(116 ± 5 ± 1)
• D33 RPP 1620 − 1680 160 − 300 10 − 50 (−45 to 12)
• RPP H93 1651 159 10 -KH80 L+P ∆(1700) 3/2 − 1643 ± 6 ± 3 217 ± 10 ± 8 13 ± 1 ± 1 (−30 ± 4 ± 3)
• KA84 L+P 1616 ± 3 ± 2 280 ± 6 ± 3 21 ± 1 ± 1 (−58 ± 2 ± 2)
• KA84 L+P 1884 ± 7 ± 2 303 ± 13 ± 8 18 ± 1 ± 1 (158 ± 3 ± 1) 1848 ± 9 ± 19 321 ± 17 ± 7 9 ± 1 ± 1 (−37 ± 3 ± 7)
• KA84 L+P 1844 ± 8 ± 28 334 ± 17 ± 9 10 ± 1 ± 1 (−40 ± 3 ± 9) 1752 ± 3 ± 2 346 ± 6 ± 2 24 ± 1 ± 1 −(114 ± 1 ± 2)
• KA84 L+P 1790 ± 3 ± 2 293 ± 6 ± 6 19 ± 1 ± 1 −(77 ± 2 ± 2) • KH80 L+P ∆(2390) 11/2 + 2454 ± 4 ± 11 462 ± 8 ± 50 30 ± 1 ± 7 (11 ± 1 ± 8)
• KA84 L+P 2301 ± 3 ± 4 533 ± 6 ± 11 31 ± 1 ± 1 (−65 ± 1 ± 2)
• Taking into account arbitrariness of 2-vs 3-body solutions, we list resonances which are quite well established by the Karlsruhe-Helsinki analysis, and those which are only possible depending on the ratio of two-body to three-body final state. We have tried to fit with complex branch points and more resonances; however, without knowing the branching fraction of two-body to three-body, the complex branch point takes over the whole flux, and eliminates the additional resonance altogether. Using the L+P method we obtain almost perfect fits to all KH80 and KA84 partial waves. This is visible in very low discrepancy parameters D dp given in Tables VI and VII , and in excellent visual agreement of fitting curves and input data in Figs. 1 -4 . Agreement is somewhat poorer for KH80 H 311 , G 17 and G 19 partial waves. For the first one, the discrepancy parameter is of the order of 2-3, while for the latter two it is of order 1. For all other partial waves it is significantly below one. However, these results are consistent with the graphs in Fig. 1 -4 . A closer look at the KH80 H 3,11 partial wave in Fig. 4 , one can detect somewhat poorer agreement of the real part of the fitted curve with data near 1700 and 2100 MeV, and for imaginary parts near 1900 MeV. Similar discrepancies can be found for G 17 and G 19 partial waves if Fig. 2 is closely inspected. Such exceptions are not present for the KA84 solution. All partial waves for KA84 are fitted with discrepancy parameters significantly below one. This supports the statement given in [5] that the KA84 solution is obtained by further smoothing of the KH80 solution, and the L+P method can fit KA84 slightly better than KH80 due to additional smoothing.
We confirm the values of all the pole positions of the Karlsruhe-Helsinki solutions given in the RPP using the speed plot method of Ref [5] We establish that any single-channel model based solely on one channel of input data (in our case KarlsruheHelsinki PWA), is unable to distinguish between alternative two-body and three-body final state solutions. The L+P model can produce equivalent solutions for two-body and three-body final states; without new data, the two-body to three-body branching fraction remains undetermined. In Tables I, II , III and IV we denote with asterisks solutions which have the same discrepancy ratio, but realized through different physics formalisms: two-body final state given with real branch point or three-body final state given by complex branch point. All these solutions are indistinguishable within single-channel models.
It is very interesting to observe that we have even more ambiguity in the L+P method. There are partial waves in which the L+P method gives equivalent solutions in three-body formalism with one resonance or without any resonances at all. These are: P 31 and D 35 partial waves (see Table V) .
What is important is that the dominant resonances in two-body or three-body formalism have identical parameters; i.e. the single channel formalism without ambiguity establishes the existence of resonances without an asterisk.
The three-body formalism using complex branch points raises some doubt about higher order resonances, and requires measurement of new data for inelastic channels. Only firm experimental numbers on inelastic 2-body → 2-body or higher energy 2-body → 3-body data can resolve the ambiguity between solutions given by single-channel analysis. We endorse strongly any new proposal which plans to measure inelastic πN → XY channels, e.g. [25] . 
