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A evolução de veículos não tripulados disponibilizou uma oportunidade valiosa 
para o crescimento da capacidade operacional militar em ambientes marítimos, através 
do desempenho de missões como: reconhecimento marítimo, vigilância, 
patrulhamento, e busca e salvamento. De modo a desenvolver este potencial, a 
implementação de uma estrutura interoperável que contêm veículos não tripulados que 
cooperam e interagem entre si com um objetivo comum, é essencial. 
Esta dissertação foca-se na apresentação dos benefícios provenientes do uso de 
veículos não tripulados, das vantagens associadas ao desenvolvimento de 
interoperabilidade entre veículos não tripulados, e de uma implementação prática que 
consiste num controlador externo para um veículo aéreo não tripulado que permite a 
adição de novas funcionalidades para o veículo aéreo não tripulado, como a aterragem 
visual autónoma em navios de guerra. O desenvolvimento do controlador explora o 
potencial do Robotic Operating System, que providencia uma variedade de bibliotecas, 
ferramentas e funcionalidades, assim como a capacidade de abstração de hardware, 
promovendo e auxiliando o desenvolvimento de novas tecnologias. A validação do 
controlador foi baseada na construção de cenários de teste que permitiram a análise 
dos dois principais módulos do controlador: módulo de comando e controlo, e módulo 
de aterragem visual autónoma. Os resultados obtidos foram positivos, tendo 
demonstrado um desempenho promissor, no que toca à passagem de comandos de voo 
através do controlador, verificando uma baixa percentagem de erros na deteção da 
marca visual de aterragem, o que permite a aterragem visual autónoma. 
O trabalho realizado apresenta-se como um passo em frente no que toca ao 
desenvolvimento de veículos não tripulados associados à Marinha Portuguesa, 
tornando-se numa referência para desenvolvimento futuro. 
 


































The current evolution of unmanned vehicles has unlocked a valuable opportunity 
to extend military operational capability in maritime environments, through the 
performance of missions such as: maritime reconnaissance, surveillance, patrolling, and 
search and rescue. To further develop this potential, it’s essential to implement an 
interoperable structure that integrates several unmanned vehicles, which cooperate 
and interact together to achieve a common goal.  
This thesis aims for presenting the benefits of the use of unmanned vehicles, the 
benefits of the developing interoperability between unmanned vehicles, and at 
presenting a practical implementation of an on-board unmanned aerial vehicle 
controller that allows the addition of several new functionalities to the unmanned aerial 
vehicle, like performing visual autonomous landing on warships. The development of 
the controller explores the potential of the Robotic Operating System, which provides a 
variety of libraries, tools and functionalities, as well as the capability of hardware 
abstraction, while promoting and supporting the development of new technologies. The 
validation of the controller was based on test scenarios designed for the analysis of the 
two main modules of the controller: command & control module and the autonomous 
visual landing module. The results were positive, showing a promising performance 
when passing flight commands through the controller, and a low error percentage 
during the visual marker detection, which allows autonomous visual landing.  
This thesis will provide a step further on the development of unmanned vehicles 
associated to the Portuguese Navy, becoming a standard for future development. 
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Introdução         
“…E ao imenso e possível oceano 
Ensinam estas Quinas, que aqui vês, 
Que o mar com fim será grego ou romano: 
O mar sem fim é português…” 
(Pessoa, 1934) 
A importância do mar e de ambientes marítimos é demonstrada através do valor 
que este representa para a economia mundial. Valor que reside em rotas comerciais de 
tráfego marítimo, em transporte de pessoas e mercadorias, pescas e plataformas 
petrolíferas off-shore, que se traduzem em grandes fontes de rendimentos. No que toca 
a Portugal, a exploração do potencial apresentado pelo mar é de extrema relevância, 
uma vez que possuí a terceira maior Zona Económica Exclusiva da União Europeia, e 
décima primeira maior área mundial de águas jurisdicionais do mundo (incluindo mar 
territorial e Zona Económica Exclusiva) (Marinha Portuguesa, 2010). Considerando a 
proposta de extensão da plataforma continental Portuguesa, o território marítimo 
Português tomará valores na ordem dos quatro milhões de quilómetros quadrados 
(concretamente, 3,877,408 km2), o que permitirá constatar que “97% de Portugal é 
Mar” (EMEPC, 2009) (EMEPC, 2017). Como tal, existe uma necessidade permanente de 
preservar e proteger o valor associado a este território, bem como todo o tipo de 
atividades inerentes à atividade marítima, o que motiva o investimento tecnológico 
aplicado a ambientes marítimos. 
O desenvolvimento de Veículos Não Tripulados (VNTs), em particular, de 
Veículos Aéreos Não Tripulados (VANTs), tem vindo a promover o seu potencial no que 
toca ao desempenho de missões/tarefas de reconhecimento, vigilância e patrulhamento 
marítimo, busca e salvamento, e segurança marítima em geral. O empenho de VANTs 
para a execução destas missões/tarefas, resulta na extensão da capacidade operacional 





reduzidos, quando comparado com veículos aéreos tripulados. O valor associado à 
utilização de VANTs pode ser promovido através do empenho simultâneo de múltiplos 
VANTs, ou outro tipo de VNTs, o que promove o estudo de interoperabilidade – um 
conceito chave que define a qualidade da operação conjunta entre sistemas distintos. 
No contexto da North Atlantic Treaty Organization (NATO), interoperabilidade 
consiste na capacidade que múltiplas nações possuem para desempenhar treinos, 
exercícios, tarefas e missões em conjunto, de forma eficaz (NATO, 2006). O Institute of 
Electrical and Electronics Engineers (IEEE) (IEEE, 2016), define interoperabilidade como 
a capacidade de um sistema trabalhar com outros sistemas sem grandes limitações ou 
esforço adicional por parte do utilizador, tendo em conta que apenas se torna possível 
através da utilização de normas de referência (standards1). 
A utilização de normas de referência permite a criação de um modelo para a 
implementação de uma tecnologia, numa dada área, ao estabelecer princípios comuns 
entre duas entidades distintas, garantido um ponto de homogeneidade entre entidades 
heterogéneas (Pagano, Candela, e Castelli, 2013). Desta forma, o desenvolvimento e 
validação de interoperabilidade entre VNTs implica a implementação de uma norma de 
referência. 
No contexto desta dissertação, a promoção de interoperabilidade de sistemas, 
encontra-se diretamente associada à implementação de um controlador externo para 
um VANT, desenvolvido através de uma norma de referência (Robotic Operating 
System), que garanta o comando e controlo do veículo e que permita a adição de novas 
funcionalidades que possam promover interoperabilidade, expandido a capacidade do 
piloto automático pré-existente. A utilização deste tipo de modelos de referência 
permite uma normalização para a implementação de sistemas de controlo externos. Ao 
                                                          
 
1 Standard - Documento que define as características de um produto, processo ou serviço. Características 
tais como dimensões, aspetos de segurança e requisitos de desempenho. IEEE. (2016). IEEE - Institute of 
Electrical and Electronics Engineers Organization. Consultado em 12 de Junho de 2016 no IEEE Institute of 
Electrical and Electronics Engineers  





associar a normalização de uma estrutura de referência à modelação de um sistema sem 
recorrer ao software2 de origem, obtém-se um sistema apto para ser programado por 
qualquer utilizador familiarizado com o Robotic Operating System (ROS) (e.g. Romero, 
2014)  (e.g. Quigley, 2015), sem comprometer o código da estrutura original. Para validar 
o controlador externo, para além da implementação da capacidade de passagem de 
comandos de voo para o piloto automático do VANT, foi adicionada uma funcionalidade 
de aterragem visual autónoma direcionada para o convés de voo de um navio de guerra. 
O produto final consiste na criação de um sistema de controlo externo para um 
piloto automático de um VANT, validado através da adição de novas funcionalidades, 
promovendo o desenvolvimento futuro de VANTs, e de outros VNTs, que integrem um 
sistema de controlo de referência comum que contribuirá para a interoperabilidade de 
sistemas, no âmbito da Marinha Portuguesa.   
Motivação 
A escolha do tema da dissertação foi essencialmente motivada pela evolução 
corrente de VANTs, pelos benefícios associados à utilização de VANTs e à 
interoperabilidade de sistemas. Em particular, pelo baixo custo e empenho do 
interveniente humano, pela capacidade de desempenharem diversas tarefas do âmbito 
civil e militar e pela simplicidade de empenhamento destes meios. 
Estes benefícios têm vindo a ser demonstrados, no âmbito da Marinha, através 
de projetos como o SEAGULL e o SUNNY, que se baseiam no desenvolvimento de VANTs 
que contribuem, respetivamente, para: perceção situacional de tarefas como deteção 
de derrames de petróleo e substâncias perigosas, sistemas de seguimento marítimo, 
reconhecimento de padrões de comportamento e monitorização de parâmetros 
ambientais; desenvolvimento e implementação de soluções para o patrulhamento 
                                                          
 
2 Software – Designação de um conjunto virtual de instruções que definem programas, aplicações e que 
possibilitam a interação com o computador, por parte do utilizador. Tech Terms (2017). Software. 
Consultado em 02 de Janeiro de 2017 no Tech Terms web site.  





eficaz de fronteiras (terrestres e marítimas) e para a deteção de tráfego ilegal de pessoas 
entre fronteiras, através de múltiplos VANTs (Marques, 2016a) (SUNNY, 2014). 
No âmbito da interoperabilidade entre VNTs, os projetos de referência 
apresentados nesta dissertação demonstram os benefícios do desenvolvimento de 
interoperabilidade, motivando o estudo da temática. Consistem nos projetos Integrated 
Components for Assisted Rescue and Unmanned Search Operations (ICARUS) e 
Deployable Search And Rescue Integrated Chain with Unmanned Systems (DARIUS) 
(subcapítulo 1.1.3.), que apresentam uma estrutura interoperável composta por 
diversos VNTs, com o principal objetivo de realizar operações de busca e salvamento 
(Marques, 2016b) (Chrobocinski, 2012). 
Quanto ao sistema de controlo externo desenvolvido, a funcionalidade de 
aterragem visual autónoma em navios foi escolhida com base no conceito do 
desenvolvimento de um sistema que garantisse uma redundância para aterragem de um 
VANT, num ambiente sujeito a empastelamento de sinal GPS (Global Positioning System) 
ou de inibição de outros tipos de sistemas de aterragem, garantindo assim um sistema 
de suporte de emergência para a aterragem de um VANT. 
Com o desenvolvimento do sistema de controlo externo é dado um passo inicial 
para a integração de novos meios não tripulados na Marinha Portuguesa, desenvolvidos 
de acordo com a norma de referência validada pelo sistema de controlo externo, com o 
objetivo de simplificar e promover a adição de novas funcionalidades que promovam 
interoperabilidade.   
Objetivos 
O tema em estudo tem como principal objetivo o desenvolvimento de 
interoperabilidade entre VNTs através da criação de um controlador externo que 
amplifica e expande as capacidades de um VANT, com recurso a uma norma de 





Para além do objetivo principal, esta dissertação visa o cumprimento dos 
seguintes objetivos: 
 Apresentar a importância de VNTs para aplicações militares; 
 Promover o estudo de interoperabilidade de sistemas; 
 Promover o estudo de sistemas de aterragem visual autónoma de 
VANTs; 
 Relacionar o conceito de interoperabilidade com VNTs, destacando os 
seus benefícios; 
 Promover a utilização do ROS como uma norma de referência para o 
desenvolvimento de novas funcionalidades e de interoperabilidade; 
 Adição de funcionalidades ao controlador externo de modo a validar a 
sua implementação. 
Metodologia 
A realização da dissertação foi baseada em pesquisa e estudo de artigos 
científicos, teses de mestrado e livros de referência, contando ainda com a cooperação 
da empresa UAVision através da disponibilização de meios e conhecimento relativo à 
área de VANTs.  
De modo a promover a elaboração da dissertação, foram realizados os seguintes 
trabalhos: 
 Publicação do artigo “Unmanned Aerial Systems in Military Environments: 
The Benefits of Interoperability”, no âmbito da conferência “Sea-Conf 2017” 
(Apêndice G);  
 Publicação do artigo “Interoperability of Unmanned Systems in Military 
Maritime Operations: Developing a controller for unmanned aerial systems 
operating in maritime environments”, no âmbito da conferência “MTS/IEEE 





 Colaboração para a elaboração do artigo “STRONGMAR Summer School 2016 
– Joining theory with a practical application in Underwater Archeology”, no 
âmbito da conferência “MTS/IEEE OCEANS’17”; 
 Colaboração para a elaboração do artigo “CBRN remote sensing using 
unmanned aerial vehicles: Challenges addressed in the scope of the 
GammaEx project regarding hazardous materials and environments”, no 
âmbito da conferência “6th International Conference on Risk Analysis and 
Crisis Response 2017”. 
O método de desenvolvimento da dissertação foi definido de acordo com o 
processo representado na Figura 1, que contempla a procura de informação, a criação 




Com base no método de desenvolvimento e objetivos propostos para a 
elaboração da dissertação foi adotada a metodologia de investigação Design Science 
Research (Peffers, 2007) (Capítulo 2). 
Estrutura 
A estrutura da dissertação é composta por um capítulo de introdução, cinco 
capítulos de desenvolvimento e um capítulo de conclusão: 
Introdução – É descrito o âmbito e contexto da dissertação, bem como a sua 
pertinência, apresentando o foco da investigação e a metodologia de investigação 
aplicada ao desenvolvimento da dissertação. 





Capítulo 1: Enquadramento Teórico – Introduz e identifica conceitos essenciais 
para o estudo de interoperabilidade e para a criação de um controlador externo para 
um piloto automático de um VANT, através da descrição de normas de referência 
(standards) utilizadas, projetos com VNTs e da composição de um sistema e aplicações 
de um VANT. O capítulo é concluído com a descrição de conceitos relacionados com a 
implementação da funcionalidade de aterragem visual autónoma, nomeadamente, o 
estudo de sistemas de aterragem com marcas visuais, do modelo de um quadrirrotor e 
de processamento de imagem. 
Capítulo 2: Metodologia – Apresenta a metodologia Design Science Research 
(Peffers, 2007) e enquadra a aplicação da metodologia com a realização da dissertação. 
Capítulo 3: Modelação e Implementação do Controlador - É descrito o processo 
de criação e desenvolvimento do controlador, através da representação da arquitetura 
do sistema onde se insere, da arquitetura controlador e da descrição do funcionamento 
de cada módulo. O capítulo é concluído com a representação da ferramenta de 
operação do controlador. 
Capítulo 4: Validação – São apresentados os cenários propostos para a execução 
de testes ao controlador criado, em particular, testes ao módulo de comando e controlo, 
e testes ao módulo de aterragem visual autónoma.  
Capítulo 5: Análise e Discussão de Resultados – São testados os cenários 
propostos e apresentados os resultados obtidos, sendo os resultados sujeitos a análise 
e interpretação. 
Conclusão - É apresentada uma síntese do trabalho realizado, as principais 










































Capítulo 1. Enquadramento Teórico 
 Interoperabilidade de Sistemas 
1.1.1. Introdução 
A aplicação do conceito de interoperabilidade no funcionamento de um sistema 
permite o desenvolvimento e expansão das suas capacidades através da possibilidade 
de interagir com múltiplos sistemas diferentes, que desempenhem funções distintas, de 
modo a alcançar de forma eficaz um objetivo comum. Este é um conceito amplo que se 
estende a diferentes áreas de estudo, sendo diversas as suas definições: na área da 
saúde, a interoperabilidade consiste na capacidade de sistemas de informação de saúde 
funcionarem em conjunto por forma a desenvolverem a eficácia da prestação de 
serviços de saúde (HIMSS, 2016); no que toca a telecomunicações, interoperabilidade é 
definida como a capacidade de disponibilizar e receber serviços provenientes de 
sistemas distintos, permitindo que estes serviços cooperem de forma eficaz (Bloomfield, 
1999); no âmbito da North Atlantic Treaty Organization (NATO), interoperabilidade 
consiste na capacidade que múltiplas nações possuem para desempenharem treinos, 
exercícios, tarefas e missões em conjunto, de forma eficaz (NATO, 2006); o IEEE (IEEE, 
1990) e o National Institute of Standards and Technology (Huang, 2008) apresentam 
uma visão comum do conceito de interoperabilidade, que pode ser categorizada em 
níveis, tipos e graus, e que se baseia na capacidade de operação comum por parte de 
diferentes sistemas, ou componentes, cuja eficácia e sucesso se refletem na diminuição 
do esforço por parte do utilizador. Ambas entidades (IEEE e National Institute of 
Standards and Technology) referem que a interoperabilidade de sistemas deve ser 
alcançada através do uso de normas de referência (standards) (Capítulo 1.1.2.) que 
estabelecem características, parâmetros e regras de comunicação e interação; Quanto 
aos VNTs (Capítulo 1.1.3.), interoperabilidade baseia-se na capacidade de sistemas, 
unidades ou forças disponibilizarem e receberem serviços de outros sistemas, unidades 
e forças, de modo a desenvolver a eficácia de operação conjunta (Defense, 2013). O 





conceito ao nível de equipamentos eletrónicos de comunicação, nos quais circulam 
informação e serviços, de forma satisfatória, entre utilizadores. 
O desenvolvimento do conceito de interoperabilidade e de normas de 
referência, assim como as suas vantagens, têm vindo a ser demonstrados através de 
projetos que recorrem à cooperação e interação entre vários VNTs e o operador, para 
desempenhar funções de busca e salvamento, reconhecimento e patrulhamento, 
transporte de material, entre outras aplicações (Capítulo 1.1.3.).  
1.1.2. Normas de Referência (standards) 
A criação de normas de referência (standards) permite o desenvolvimento de 
estruturas, protocolos e arquiteturas que facilitam funcionamento comum, que 
previnem incompatibilidade, e que geram um ambiente de trabalho que apela a eficácia 
do desenvolvimento de um sistema. Apesar da adaptação a normas de referência 
(standards) apresentar um desafio, a sua utilização permite a redução de tempo e de 
custos a investir em desenvolvimento tecnológico, redução de riscos de investimento 
baseado em tecnologia desconhecida, aumenta a produtividade e eficácia de processos, 
promove interoperabilidade de sistemas, e motiva o desenvolvimento das próprias 
normas, promovendo e garantindo a sua qualidade. 
Relativamente ao desenvolvimento de VNTs, existem várias normas em vigor 
que demonstram potencial para se destacarem como referências, devido à capacidade 
das suas funcionalidades. Como por exemplo, Standardization Agreement 4586 
(STANAG 4586) (Marques, 2015), a Joint Architecture for Unmanned Systems (JAUS) 
(Wade, 2006) o Robotic Operating System (ROS) (Capítulo 1.1.2.1) e o Micro Air Vehicle 
Communication Protocol (MAVlink) (Capítulo 1.1.2.2.). 
1.1.2.1. Robotic Operating System  
Desde o desenvolvimento inicial da área da robótica, a criação e 
desenvolvimento tecnológico tem vindo a crescer ao longo dos anos através da 





especializadas e publicação de estudos, dissertações de mestrado e doutoramentos. No 
entanto, a evolução de tecnologia pré-existente encontrava-se condicionada devido à 
dificuldade de interpretação de alguns dos seus conceitos base e à falta de ferramentas 
de desenvolvimento de software normalizadas, o que motivava a reconstrução do 
projeto original, dando origem a um processo de “reinvenção da roda” (Figura 2).  
 
A criação do ROS veio ao encontro deste problema, proporcionando uma solução 
ao disponibilizar bibliotecas, ferramentas e funcionalidades normalizadas com 
capacidade de abstração de hardware3. Simplificaram-se tarefas como gestão de 
memória e processos, processamento paralelo, e tornou-se possível a criação e 
                                                          
 
3Hardware – Componentes e dispositivos físicos de um computador. Tech Terms (2017). Hardware. 
Consultado em 02 de Janeiro de 2017 no Tech Terms web site.  
Web Site: https://techterms.com/definition/hardware 
 





interligação de vários pacotes que desempenham funções distintas desde drivers4 de 
controlo de sensores e periféricos, interfaces, processamento de imagem e som, entre 
outras diversas aplicações distintas. Possibilitou ainda, a criação de uma comunidade 
em que os seus integrantes contribuem diariamente com os seus próprios projetos e 
pacotes de funções. Desta forma estes contributos podem ser reutilizados por outros 
utilizadores para a construção de novos projetos, sem a necessidade adicional de 
desenvolver funcionalidades já existentes. 
O ROS é um framework5 de edição livre que permite a criação de software de 
robótica, com o objetivo de simplificar o desenvolvimento de sistemas robóticos 
complexos e detalhados. Foi criado em 2007 através de projetos que desenvolveram o 
estudo de conceitos relacionados com inteligência artificial aplicada à robótica, na 
Universidade de Stanford (e.g. Quigley, 2015). O estudo desta temática foi motivado 
pelos recursos provenientes da Willow Garage Inc., o que permitiu a realização de testes 
a implementações do ROS. Posteriormente, o desenvolvimento do ROS contou com os 
contributos de múltiplos indivíduos e entidades, algo que se tornou possível devido ao 
carácter de edição livre do ROS, e que continuou até aos dias de hoje. 
No que toca ao seu propósito, o ROS foi criado por forma a atingir os seguintes 
objetivos: ponto-a-ponto, baseado em ferramentas, poliglota, leve, e gratuito e de 
edição livre (e.g. Quigley, 2015) (Figura 3). 
                                                          
 
4Driver – Programa que permite a integração e operação de um determinado componente ou dispositivo 
físico, num sistema operativo. Tech Terms (2017). Drivers. Consultado em 02 de Janeiro de 2017 no Tech 
Terms web site.  
Web Site: https://techterms.com/definition/driver 
5 Framework – Estrutura, real ou conceptual, por camadas que define que tipo de programas podem ser 
desenvolvidos e como se relacionam. IT(2016).Information Technology standards and organizations 







Conceptualmente, o ROS é definido por três níveis: nível de sistema de ficheiros, 
nível de grafo computacional, e o nível da comunidade (e.g. Romero, 2014) (e.g. Quigley, 
2015).  
Os recursos do sistema de ficheiros encontram-se organizados em pacotes e em 
pilhas. Pacotes são pastas que contêm “nós”, bibliotecas externas, informação útil, 
ficheiros de configuração e manifestos que descrevem o conteúdo dos pacotes. Pilhas 
são pastas que contêm vários pacotes, e ficheiros de configuração que descrevem o 
conteúdo das pilhas, bem como as dependências relativas a outras pilhas.  
O grafo computacional do ROS integra conceitos associados a nós, tópicos, 
mensagens, serviços e sacos: 
 Nó (node): Um nó é um programa executável que desempenha uma 
determinada função, sendo que quando é iniciado, necessita de se registar 
num nó mestre que guarda informação relativa ao registo. Desta forma, 
vários nós podem localizar outros nós através da informação dos registos 
contida no nó mestre, permitindo a comunicação direta entre nós. O nó 
mestre inclui ainda um servidor de parâmetros, onde os nós podem guardar 





e partilhar dados. Nós podem comunicar, ou seja, enviar e receber dados 
(mensagens) ao publicar e subscrever tópicos. 
 Tópicos (topics): disponibilizam um meio para desempenhar trocas de 
informação assíncronas entre nós, ao transportarem mensagens de um certo 
tipo entre nós. Vários nós distintos podem subscrever e publicar dados no 
mesmo tópico.  
 Mensagens (messages): representam estruturas que contêm dados de vários 
tipos (inteiros, booleanos, palavras, caracteres, etc.), ou até, outras 
mensagens. As mensagens são enviadas de nó para nó, encapsuladas em 
tópicos.  
 Serviços (services): disponibilizam trocas de informação síncronas entre nós, 
sendo que são programas chamados através de requisições, publicando os 
seus resultados em respostas; 
 Sacos (bags): são formatos utilizados para guardar e reencaminhar dados 
guardados em mensagens. 
A comunicação entre nós é feita através de tópicos, de acordo com um modelo 
de publicação/subscrição. Os nós que pretendem transmitir informação, definem 
inicialmente o nome do tópico e o tipo de mensagem a transmitir. De seguida, iniciam o 
processo de publicação de mensagens através do tópico definido. A informação relativa 
ao nome e tipo de conteúdo dos tópicos que se encontram publicados é guardada no nó 
“roscore”, assim como o nome do nó que publica o respetivo tópico. Desta forma, nós 
que pretendam obter um certo tipo de mensagem (transmitida por um tópico 
designado), subscrevem ao tópico que a contêm. Para tal, o nó subscritor obtêm a 
identificação do respetivo tópico ao aceder ao nó “roscore”. Após a subscrição, o nó 
subscritor recebe mensagens contidas no tópico subscrito, garantindo um sistema de 





De modo a demonstrar estes conceitos, o seguinte exemplo descreve o 
funcionamento de um sistema (hipotético) de anti-colisão associado a um sistema Radio 
Detection and Ranging (RADAR) e a um piloto automático de um determinado veículo. 




O “Radar” (nó 1) publica informação sobre a posição e distância de alvos, relativa 
à localização do navio, no tópico “/posição_distancia_alvo”. O “Detetor Anti-Colisão” 
subscreve o tópico “/posição_distancia_alvo” para receber a informação contida neste 
tópico. De acordo com a informação recebida, o “Detetor Anti-Colisão” determina o 
perigo de colisão, e posteriormente publica a informação relativa ao perigo de colisão 





no tópico “/info_colisão”, que é subscrito pelo “Piloto Automático”. A seguinte Figura 5 
esquematiza as interações relativas à publicação e subscrição de tópicos. 
 
 
A Figura 6 representa as mensagens que são transmitidas e recebidas entre nós, 
bem um exemplo do conteúdo das respetivas mensagens. 
 
Figura 6 - Representação da troca de mensagens” entre nós de um sistema desenvolvido em ROS. 





Na eventualidade de o perigo de colisão ser iminente, o “Piloto Automático” 
procede a alterar o seu rumo e velocidade, e chama o serviço prestado pelo “Sistema de 
Alarme”, para que o alarme de colisão iminente seja ativado (Figura 7). 
 
 
O ROS disponibiliza um sistema modular que permite o desenvolvimento de 
estruturas funcionais, flexíveis e versáteis, com a capacidade de suportar diferentes 
linguagens de programação e de carácter de edição-livre, o que promove o seu 














1.1.2.2. Micro Air Vehicle Communication Protocol  
O MAVLink é um protocolo de comunicação originalmente concebido para 
micro-veículos aéreos não tripulados (MVANTs), que atualmente é utilizado para operar 
diversos tipos de VNTs, tornando-se uma norma de referência no que toca a protocolos 
de comunicação de VNTs. O protocolo MAVLink é baseado numa leve biblioteca de 
mensagens utilizada para estabelecer comunicações entre o VNT e a estação de controlo 
em terra (ground control station (GCS)). As mensagens MAVLink encontram-se definidas 
e descritas no formato eXtensible Markup Language (XML), sendo que para cada tipo de 
mensagem se encontra atribuído um conteúdo, composto por parâmetros de diversos 
tipos. Estas mensagens são convertidas para ficheiros codificados em C por forma a 
serem transmitidas em pacotes, sendo transmitida uma sequência ordenada de bytes 
via um transdutor (Universal Serial Bus, Wi-Fi, etc.) (Coombes, 2012) (Reker, 2015).  
Um pacote MAVLink encontra-se definido de acordo com a seguinte estrutura 












Em que cada parâmetro do pacote é definido de acordo com a seguinte tabela 1 
(Reker, 2015): 
Tabela 1 - Descrição de um pacote MAVLink (Reker, 2015). 
Parte da Mensagem Índice do Byte Conteúdo Descrição Valor 
Cabeçalho 




Indica o comprimento da carga útil 
(payload). 
0 – 255 
2 SEQ 
Número de sequência. Permite a 
deteção de perda de pacotes. 
0 – 255 
3 SYS 
Número de identificação do sistema 
emissor. Permite a diferenciar diferentes 
VNTs que operem na mesma rede. 
1 – 255 
4 COMP 
Número de identificação do 
componente emissor. Permite 
diferenciar diferentes componentes do 
mesmo sistema. 
0 – 255 
5 MSG 
Número de identificação da mensagem. 
Define o conteúdo da carga útil 
(payload) e o método de descodificação. 
0 - 255 
Carga Útil (payload) 6 - (n+6) PAYLOAD 
Carga útil (payload) de tamanho variável 
definido em bytes. 
(0 - 255) bytes 
Controlo de erros (n+7) até (n+8) CKA/CKB 
Checksum A e Checksum B 
desempenham a função de controlo de 
erros através de um Cyclic Redundancy 
Check duplo (Kowalk, 2006). Mensagens 
que sejam recebidas com chesksum 
errado, são descartadas.  
 
O tamanho dos pacotes MAVLink varia entre 8 e 263 bytes, sendo compostos 
por: cabeçalho, mensagem e correção de erros. O cabeçalho define a identificação do 
pacote, o comprimento da mensagem, o número de sequência do pacote, o número de 
identificação do sistema emissor, o número de identificação do componente emissor e 
o número de identificação da mensagem. A mensagem é transmitida como a carga útil 





enviar (e.g. heartbeat, aterragem, seguimento de waypoints6, entre outros). A 
componente de controlo de erros do pacote permite avaliar se uma mensagem foi 
transmitida com sucesso, ou com erros, o que implica uma retransmissão da mensagem, 
garantindo robustez e fiabilidade ao processo de comunicação. 
O protocolo MAVLink encontra-se implementado numa variedade de softwares 
de pilotos-automáticos e de ECTs, os quais incluem Ardupilot, Parrot AR, Pixhawk, 
QGroundControl, ArduPilot Mega Planner, entre outros (Coombes, 2012).  
Apesar do protocolo MAVLink não possuir o mesmo grau de complexidade e de 
confidencialidade que outros protocolos militares de comunicação, possui um carácter 
gratuito que promove a sua acessibilidade e desenvolvimento ao permitir a criação e 
integração de novos formatos de mensagens. O facto de integrar linguagens leves, e de 
possuir pacotes com cabeçalho limitado a seis bytes permite um desempenho rápido e 












                                                          
 
6 Waypoint – conjunto de coordenadas que identificam um ponto físico no espaço. Tipicamente utilizados 
em navegação com o GPS. STOREY, M. et al. (2006), Shared waypoints and social tagging to support 
collaboration in software development, In Proceedings of the 2006 20th anniversaryconference on 





1.1.3. Veículos Não Tripulados 
VNTs são definidos como veículos sem capacidade de integrar a bordo um 
operador humano com controlo sobre o veículo (Eisenbeiss, 2004). O que implica que o 
controlo seja exercido através dos modos: automático, semi-automático, teleoperado e 
controlo remoto (Huang, 2008).  
A classificação de VNTs é feita de acordo com o meio onde operam, sendo que 
existem veículos aéreos não tripulados (VANTs), veículos terrestres não tripulados 
(VTNTs), veículos superfície não tripulados (VSUNTs) e veículos subsuperfície não 
tripulados (VSNTs) (Fleming, 2015) (Figura 9).  
 
A utilização de VNTs demonstra-se vantajosa, sendo que está associada ao facto 
de diminuir a presença do interveniente humano no local da ação, no desempenho de 
uma missão ou tarefa, o que se apresenta como uma das grandes vantagens da sua 
utilização. Esta vantagem é enaltecida pela utilização de VNTs para a execução de 
missões que envolvam a presença de material explosivo ou radioativo. O uso de VNTs 
Figura 9 - Classificação de VNTs de acordo com o meio de operação: a) VANT (Northrop Grumman, 2017); b) VTNT 





de pequenas dimensões permite o empenhamento de VNTs em missões que envolvem 
o acesso a espaços reduzidos e confinados, inacessíveis por um interveniente humano 
ou por um veículo tripulado. O empenhamento de VNTs demonstra-se, também, 
vantajoso em missões/tarefas repetitivas e entediantes, como vigilância e 
patrulhamento, sendo que mantêm o seu nível de eficácia constante durante todo o 
período de empenhamento. Outra vantagem proveniente do uso de VNTs reside no seu 
custo de empenhamento, quando comparado com o custo associado ao 
empenhamento de um veículo tripulado (Fleming, 2015). 
De modo a aproveitar e a explorar as vantagens da utilização de VNTs, torna-se 
necessário desenvolver estruturas que promovam a interoperabilidade entre VNTs. O 
desenvolvimento de projetos como o Integrated Components for Assisted Rescue and 
Unmanned Search Operations (ICARUS) e o Deployable SAR Integrated Chain with 
Unmanned Systems (DARIUS) visa criar estruturas interoperáveis de VNTs por forma a 
executar missões de busca e salvamento em ambientes marítimos e terrestres, bem 
como durante uma catástrofe (Serrano, 2015). 
O projeto ICARUS tem como objetivo o empenhamento de VNTs para missões de 
busca e salvamento, em particular, pretende desenvolver tecnologia para a deteção, 
localização e salvamento de vidas humanas. O projeto ICARUS estabelece uma rede de 
comunicações que integra GCSs e VNTs, por forma a promover o fluxo de informação, 
navegação autónoma, e deteção e identificação de vítimas, o que permite à estação 
base processar os dados recebidos em informação geográfica. Esta informação 
geográfica é utilizada para a criação de um mapa situacional que descreve o panorama 
e que auxilia o processo de tomada de decisão. O projeto ICARUS envolve a utilização 
de VANTs, VTNTs e VSUNTs que incorporam controladores desenvolvidos em ROS e 
JAUS, que são ligados ao módulo de comando e controlo através de adaptadores para 





 Desta forma, o projeto ICARUS consiste no desenvolvimento da cooperação 
entre VNTs para o desempenho de missões de busca e salvamento, desenvolvendo: 
sensores para a deteção de vítimas, uma rede de comunicações sem-fios, integrando 
ferramentas de busca e salvamento com VNTs em sistemas de comando e controlo, e 
garantindo treino e um sistema de suporte para equipas de busca e salvamento. O 
projeto ICARUS foi reconhecido internacionalmente ao receber o “Multi-Robot 
Coordination Award” no “Multi-Domain Robotics Competition – EuRathlon 2015” 
(Marques, 2016b) (Figura 10). 
O projeto DARIUS tem o objetivo de desenvolver uma estrutura funcional que 
permita a utilização de VNTs para desempenharem missões de busca e salvamento em 
situações de catástrofe, promovendo a partilha de informação e contribuindo para a 
interoperabilidade de sistemas. A implementação deste projeto permite ainda 
determinar os requisitos para futuros VNTs dedicados a missões de busca e salvamento. 
A organização do projeto DARIUS compreende três níveis operacionais (coordenação, 
tático e execução) que cooperam para dar resposta a cenários de catástrofes 
(terramotos, incêndios florestais, inundações, entre outros) através da intervenção de 
múltiplas agências internacionais, de acordo com a estrutura definida na Figura 11. 






O projeto DARIUS consiste no desenvolvimento de uma resposta rápida a 
cenários de catástrofe, que integra VNTs em estruturas de comando e controlo pré-
existentes, estabelecendo uma rede de comunicações que engloba todo o sistema. 
Permite ainda a utilização de VNTs para retransmissão de comunicações, desenvolver 
capacidades de navegação de VNTs em ambientes hostis, e para a criação de interações 
entre VNTs e as primeiras ações de socorros (Chrobocinski, 2012). 
A criação destes projetos é motivada por benefícios que resultam do 
desenvolvimento de interoperabilidade de sistemas, como: 
 Redução de custos operacionais e de complexidade; 
 Redução de problemas de incompatibilidade; 
 Cooperação e interação entre sistemas distintos; 





 Promoção da criação e crescimento de estruturas heterogéneas; 
 Promoção de colaboração conjunta (entre diferentes entidades) e da criação 
de tecnologia conjunta; 
 Crescimento da capacidade operacional de um sistema (e.g. NATO). 
Contudo existem alguns desafios relacionados com o desenvolvimento de 
interoperabilidade de sistemas, associados a normas de referência (standards) de 

























 Veículo Aéreo Não Tripulado 
1.2.1. Introdução 
No âmbito da presente dissertação, torna-se essencial a descrição de VANTs, em 
particular, a sua definição e classificação (subcapítulo 1.2.2.), a constituição de um 
sistema de um VANT (subcapítulo 1.2.3.) e as suas principais aplicações no contexto civil 
e militar (subcapítulo 1.2.4.).  
1.2.2. Definição 
VANTs são plataformas sem capacidade de integrar a bordo um operador 
humano, que podem ser operados automaticamente ou manualmente através de uma 
GCS, para desempenhar tarefas e missões no meio aéreo (Bendea, 2008) (Cosic, 2013) 
(Austin, 2010) . Atualmente existem VANTs de asa fixa, asa rotativa, asa basculante 
(flapping wings) e dirigíveis, que podem ser classificados de acordo com o seu peso, ou 
de acordo com a altitude de operação (Figura 12) (Austin, 2010) (Gupta, 2013).   
 
Figura 12 - Classificação de VANTs: a) asa fixa (Royal Australian Air Force, 2017); b) asa rotativa (Height Tech, 





1.2.3. Sistema de um VANT 
Austin (2010)  define a composição de um sistema de um VANT nos seguintes 
subsistemas: veículo (ou plataforma), o sistema de navegação, carga útil (payload), 
sistema de comunicações, GCS, sistema de lançamento e recolha, interfaces, 
equipamento de apoio e de transporte. Fleming (2015) divide a composição de um 
sistema de um VANT em plataforma, carga útil (payload), GCS, infraestrutura de 
comunicações, operador humano e manutenção. Com base nas composições 
previamente definidas, a composição de um sistema de um VANT apresentada nesta 
dissertação encontra-se dividida em três partes principais: veículo (vehicle), ligação de 
dados (datalink) e comando e controlo (command and control). A Figura 13 representa 









1.2.3.1. Veículo (Vehicle) 
O veículo (vehicle) é composto por uma plataforma (platform) que integra a 
carga útil (payload), o subsistema de navegação (navigation), energia e propulsão 
(power and propulsion), e subsistema de comunicações (communications). 
A plataforma (platform) de um VANT é um dos possíveis parâmetros de 
classificação, sendo que um VANT pode ser de asa fixa, asa rotativa, asa basculante 
(flapping wings) e dirigível. VANTs de asa rotativa podem ser classificados de acordo 
com o número de hélices (e.g. trirotor, quadrirrotor e hexarotor) (Gupta, 2013).  
A carga útil (payload) é a denominação atribuída a qualquer carga, equipamento 
ou sensor que não faz parte da composição original do veículo, e que pode ser acoplado 
ao veículo por forma a promover o sucesso do VANT no desempenho de tarefas e 
missões específicas. O tipo de carga útil (payload) difere de acordo com o tipo de missão 
a desempenhar pelo VANT, sendo que pode variar desde sensores eletro-ópticos, 
cameras de infra-vermelho, sistemas RADAR, sistemas Light Imaging Detection and 
Ranging (LIDAR), sensores de condições atmosféricas, entre outros (Fleming, 2015; 
Austin, 2010). 
Por forma a controlar o voo, o veículo possui um subsistema de navegação 
(navigation) que recolhe dados através de sensores embutidos no veículo, e que 
processa os dados recolhidos por forma a determinar a posição e a atitude (Capítulo 
1.3.2.2) do veículo. O cálculo da posição e o controlo do movimento do veículo podem 
ser efetuados através de subsistemas de navegação: inercial, GPS, rádio, waypoints, 
Doppler, acústico, LIDAR, RADAR, visual, entre outros. Módulos de pilotos-automáticos 
como Ardupilot ou Pixhawk, desempenham a função de controlo local do veículo e de 
processamento de dados de navegação, atuando como o subsistema de navegação de 
VANTs em que se encontram integrados (Austin, 2010) (Elkaim, 2012) (Li, 2014).  
A energia e propulsão (power and propulsion) garantem a operação e autonomia 
de um VANT. A fonte de energia de um VANT pode ser gasolina, gasóleo, baterias de 





Griffis (2009) define que os sistemas de propulsão podem ser motores recíprocos, 
motores rotativos de Wankel, turbinas a gás, foguetão, motores elétricos, baterias, 
proton exchange membrane fuel cell, células fotovoltaicas. A maioria destes sistemas de 
propulsão recorre a hélices como atuadores de propulsão.   
1.2.3.2. Ligação de Dados (datalink) 
A ligação de dados (datalink) estabelece a ligação entre os subsistemas de 
comunicações (communications) da GCS e do veículo (vehicle). Comunicações 
(communications) estabelecidas no sentido ascendente, da GCS para o veículo, que 
transmitem o plano de voo, comandos de voos para o subsistema de navegação, 
comando de controlo para a carga útil e informação sobre a posição do veículo relativa 
à GCS, são definidas por uplink. Comunicações no sentido descendente, do veículo para 
GCS, que transmitem dados sobre a posição do veículo, dados provenientes da carga útil 
(payload) e dos subsistemas, dados de temperatura e de níveis de combustível, são 
definidas por downlink.  
A ligação de dados (datalink) pode ser estabelecida através de sistemas rádio, 
laser, fibra ótica, Wi-Fi, Global System for Mobile Communications (GSM), entre outros 
(Austin, 2010) (Wzorek, 2006) (Xie, 2016). 
O protocolo MAVLink enquadra-se na componente da ligação de dados (datalink) 
de um sistema de um VANT, em particular, define o protocolo de comunicações utilizado 
para a transmissão e receção de comandos de voo, por parte da GCS. 
1.2.3.3. Comando e Controlo (Command and Control) 
Comando e controlo (command and control) contém GCS, equipamento de 
lançamento e recolha (launch and recovery), equipamento de apoio (support 
equipment) e subsistema de comunicações (communications). 
A GCS é um centro de comando e controlo que pode ser estabelecido a bordo de 
uma plataforma terrestre, marítima ou aérea, a vários alcances, e que permite o 





objetivos, monitorização de movimentos e de informação (imagens, vídeo, áudio, etc.) 
transmitida pelo VANT (Jovanovic, 2008). No caso em estudo nesta dissertação, o 
controlador ROS complementa e amplifica a capacidade de comando e controlo do 
sistema, garantindo um interface de controlo para o operador, e garantindo 
comunicações com o módulo do piloto automático. 
O equipamento de lançamento e recolha (launch and recovery) é um fator 
condicionante da capacidade operacional de um VANT, cuja conceptualização lida com 
desafios como: garantir a segurança e a operabilidade do veículo durante o período de 
lançamento e de recolha, adaptação ao VANT, portabilidade, autonomia e manutenção 
reduzida. As plataformas de lançamento e recolha de VANTs podem ser de natureza 
elétrica, mecânica ou hidráulica, de acordo com o peso e dimensões do VANT, ou no 
caso de VANTs de pequenas dimensões, o lançamento e recolha pode ser manual. No 
caso de VANTs de asa rotativa e dirigíveis, não existe necessidade de plataformas de 
lançamento e recolha, dada a natureza da propulsão dos VANTs. No caso dos VANTs de 
asa fixa e de asa basculante, os sistemas de lançamento podem ser: lançamento 
assistido por foguete, lançamento por elástico, lançadores hidráulicos, elétricos e 
pneumáticos. Quanto aos sistemas de recolha, podem ser: rede, linha de recuperação, 
skyhook, windsock ou de paraquedas (Clapper, 2007; Eriksson, 2013).  
Equipamento de apoio (support equipment) incluí manuais de manutenção de 
equipamentos, consumíveis, sobressalentes, ferramentas, equipamento subsidiário e 
transporte. O meio de transporte difere de acordo com as dimensões do VANT, sendo 
que pode ser via veículos terrestres, atrelados, aeronaves, embarcações e navios, ou até 











No âmbito civil, os VANTs podem desempenhar as seguintes tarefas/missões 
(Austin, 2010) (Nehme, 2006) (Rosa, 2016) (Skrzypietz, 2012): 
 Transportar carga ou passageiros; 
 Monitorização; 
 Busca e Salvamento; 
 Pesquisa; 
 Exploração científica; 
 Agricultura e silvicultura; 
 Transmissões desportivas e realização de filmes; 
 Engenharia e Construção; 
 Fotografia; 
 Combate a incêndios; 
 Retransmissão de telecomunicações; 
 Resposta a catástrofes e avaliação de danos; 
 Previsão meteorológica através da análise de amostras. 
No âmbito militar, os VANTs podem desempenhar as seguintes tarefas/missões 
(Austin, 2010) (Fletcher, 2000) (Nehme, 2006) (Rosa, 2016): 
 Operações com material Nuclear, Biológico e Químico (NBQ); 
 Reconhecimento e Recolha de informação; 
 Entrega de carga útil (payload); 





 Guerra antiaérea; 
 Vigilância; 
 Operações de Interdição Marítima (MIO); 
 Patrulhamento de Fronteiras; 
 Inspeção/identificação; 
 Apoio a forças de operações especiais; 
























 Aterragem Autónoma de Veículos Aéreos Não Tripulados 
1.3.1. Introdução 
A aterragem de um VANT é um procedimento que define a sua capacidade 
operacional, sendo um dos momentos chave que contribui para o sucesso de um voo. 
Durante esta fase, o VANT assume a posição mais adequada para efetuar a descida, 
realizando constantes correções à sua posição relativa ao local de aterragem. O processo 
de correção da posição apresenta-se como um desafio durante a descida, 
particularmente em condições ambientais adversas que prejudiquem a capacidade do 
VANT identificar corretamente o local de aterragem. A capacidade de um VANT realizar 
aterragem autónoma visual, não só de forma intencional, mas também como um 
mecanismo de segurança na ocorrência de perdas de comunicações, perda de sinal GPS, 
baixo nível de autonomia, ou erros de software/hardware, valoriza a capacidade 
operacional de um VANT.  
Uma vez que a aterragem do VANT é direcionada para o contexto naval, torna-
se pertinente a adoção de uma abordagem que permita o uso de marcas de aterragem 
presentes no convés de voo de diversos tipos de navio, ou que possam ser integradas 
numa estrutura portátil e de montagem simples. Através de marcas fiduciais torna-se 
possível a aplicação de métodos de aterragem visual, que implicam baixo consumo de 
energia, carga útil (payload) e custos reduzidos (quando comparado com métodos de 
aterragem não-visual), recorrendo apenas a câmaras de vídeo (subcapítulo 1.3.2.). 
Permitem ainda a independência de sinal GPS para realizar a aterragem (Cesetti, 2010). 
Marcas visuais são definidas como um tipo de marcas fiduciais que representam os 
vários tipos de marcas de aterragem de referência, o que simplifica o processo de 
aquisição visual da marca.  
De modo a implementar a capacidade de aterragem autónoma, é essencial 
conhecer o comportamento físico do VANT, em particular as expressões que definem a 
sua posição e orientação no espaço (subcapítulo 1.3.3.). A pose representa a posição e 





caso desta dissertação, em relação à marca de aterragem, sendo um elemento essencial 
para a implementação da capacidade de aterragem autónoma visual.  
A utilização de marcas visuais como marcas de aterragem implicam o estudo de 
métodos de processamento de imagem que permitam a identificação da marca de 
aterragem e a extração da pose do VANT (subcapítulo 1.3.4), com base na imagem 
identificada. O cálculo da pose de um VANT a partir de imagens obtidas de uma marca 
de aterragem de referência, por um câmara a bordo, permite efetuar o controlo da 
posição e orientação do VANT em relação à marca de aterragem, que por sua vez 
possibilita a aterragem. 
Nesta dissertação, a implementação da funcionalidade de aterragem visual 
autónoma é direcionada para um VANT de asa rotativa, com quatro hélices – 
Quadrirrotor, equipado com uma câmara de vídeo situada por baixo do centro de massa 
do veículo, na mesma vertical. 
1.3.2. Sistemas de Aterragem de Veículos Aéreos Não Tripulados – Marcas Visuais 
Nesta dissertação, o estudo de sistemas de aterragem de VANTs incide sobre o 
uso de marcas fiduciais, em particular, marcas fiduciais visuais. Marcas fiduciais são 
definidas como pontos, naturais ou artificiais, que quando presentes no campo de visão 
de um sistema de visualização e processamento de imagem, se estabelecem como 
referências permitindo a identificação de elementos presentes na imagem. São 
utilizadas em diversas aplicações como a criação de placas de circuito impresso, 
realidade virtual, medicina, sistemas de aterragem visual, entre outros. A utilização de 
marcas fiduciais simplifica o processo de identificação do local de aterragem, bem como 
o processo de estima de altitude e de alinhamento entre dois ou mais VANTs. A 
classificação de marcas fiduciais pode ser feita de acordo com a seguinte divisão: marcas 
naturais (Cesetti, 2010), marcas de realidade aumentada (Chaves, 2015), marcas de 
infravermelhos (Lugo, 2011), marcas cooperativas (Feng, 2013) e marcas visuais 








O método de aterragem associado ao uso de marcas visuais recorre ao uso de 
imagens e símbolos de referência para desempenhar a aterragem controlada, num local 
de aterragem designado. O processo de aterragem é iniciado com a aproximação e 
alinhamento do veículo com a marca visual de aterragem, que se torna possível através 
do processamento da marca presente nas imagens detetadas pelos sensores visuais do 
VANT. Este processamento implica a identificação da marca visual seguido pelo cálculo 
da pose do VANT, baseado na posição e orientação do VANT relativa à marca visual de 
aterragem. De seguida é calculada a distância da marca ao VANT, que é gradualmente 
reduzida de modo a aproximar o VANT do local de aterragem.  
A implementação de métodos de aterragem visual autónoma, de VANTs de asa 
rotativa, têm sido alvo de investigação por parte de estudos que utilizaram o ROS 





(Borshchova, 2016), e que associam aterragem de VANTs com outro tipo de VNTs, 
contribuindo para a interoperabilidade de sistemas (Weaver, 2013) (King, 2016). A 
Figura 15 representa um protótipo de um sistema, criado em ROS, que permite a 
aterragem de um VANT sobre um VSUNT (Weaver, 2013). 
 
 Outros estudos encontram-se focados na aterragem de VANTs em plataformas 
navais, recorrendo a plataformas com seis graus de liberdade que simulam o movimento 
de navios (Figura 16) (Sanchez-Lopez, 2013) (Lee, 2012) (Garratt, 2009) (Santos, 2014). 
 







1.3.3. VANT – Quadrirrotor 
A abordagem inicial para a implementação da capacidade de aterragem visual 
autónoma carece da introdução do veículo a utilizar, em particular na definição do seu 
comportamento no espaço. No caso desta dissertação o estudo foi direcionado para um 
VANT de asa rotativa do tipo quadrirrotor, devido à sua popularidade e usabilidade, com 
principal destaque para a descrição da sua posição e orientação no espaço. Como tal é 
essencial a compreensão dos referenciais que permitem representar a posição e 
orientação (pose) de um VANT, uma vez que apenas conhecendo estes referenciais se 
torna possível descrever e definir o comportamento de um VANT durante o processo de 
aterragem.  
1.3.3.1. Modelo 
Um VANT do tipo quadrirrotor possuí estrutura fixa de configuração cruzada (em 
“X”) com quatro hélices (frente, traseira, direita e esquerda) acopladas a um rotor, cada 
um. A movimentação de um quadrirrotor é originada através do sentido de rotação dos 
diferentes hélices, e através de variações na velocidade de rotação dos hélices. Dois 
hélices (frente e traseira) rodam no sentido dos ponteiros do relógio, enquanto os 
Figura 16 - Plataformas com seis graus de liberdade que simula o movimento de navios e respetiva marca visual de 





restantes hélices (direita e esquerda) rodam no sentido oposto aos ponteiros do relógio, 
originando um fluxo de ar descendente que causa um impulso ascendente do veículo 
(Figura 17). 
 
1.3.3.2. Referenciais e Orientação de um Corpo Rígido 
De modo a descrever um corpo rígido com seis graus de liberdade são definidos 
dois referenciais, o referencial inercial centrado num ponto em terra (referencial G), e 
um referencial BCS (Body Coordinate System) do veículo, centrado no respetivo centro 
de massa (referencial B) (Raza e Gueaieb, 2010) (Cai, 2011). 
O referencial G (XG, YG, ZG) é um referencial fixo na superfície da terra (Figura 18). 
O referencial B (XB, YB, ZB) é um referencial móvel com XG a apontar para a frente 
do veículo, YG a apontar para a direita do veículo e ZG a apontar para baixo (Figura 18). 
 






A representação do modelo quadrirrotor e a transformação entre referenciais 
estão associadas à definição da pose do veículo. A pose do quadrirrotor é um vetor com 
seis graus de liberdade composto por uma posição linear e uma atitude, de acordo com 
a Equação (1.1).  
                           𝑃𝐺 = (Γ𝐺 , Θ𝐺) = (𝑋, 𝑌, 𝑍, 𝜙, 𝜃, 𝜓) (1.1) 
A posição linear Γ𝐺 = (𝑋, 𝑌, 𝑍)[𝑚] encontra-se definida em coordenadas 
cartesianas, enquanto a atitude Θ𝐺 = (𝜙, 𝜃, 𝜓)[rad] é composta por ângulos de Euler, 
que representam as rotações em torno de cada eixo, XG, YG, e ZG, definidas como balanço 
(𝜙), cabeceio (𝜃) e guinada (𝜓), respetivamente (e.g. Pervin, 1982) (e.g. Stevens, 2003) 
(Figura 19).  






A velocidade do quadrirrotor é definida no referencial B por 𝑉𝐵 = (𝑣𝐵, 𝜔𝐵). É 
composta por uma componente linear 𝜈𝐵 = (𝑣𝑥, 𝑣𝑦, 𝑣𝑧) e uma componente angular 
𝜔𝐵 = (𝜔𝑥, 𝜔𝑦, 𝜔𝑧). A Equação (1.2) representa a velocidade do veículo relativa ao 
referencial B (Mahony, 2012) (Mellinger, 2010). 
      𝑉𝐵 = (𝑣𝐵, 𝜔𝐵) = (𝑣𝑥, 𝑣𝑦 , 𝑣𝑧 , 𝜔𝑥, 𝜔𝑦, 𝜔𝑧) (1.2) 
A relação entre os referenciais G e B é definida através da matriz de rotação 𝑅 e 
do vetor de translação Γ, que permitem a transformação de um corpo rígido. A 
translação (mudança de posição entre dois referenciais) do referencial B para o 
referencial G é representada pelo vetor Γ𝐺. A rotação do referencial B para o referencial 




0 𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜙
0 −𝑠𝑖𝑛 𝜙 𝑐𝑜𝑠 𝜙
], 𝑅𝜃
𝐺 = [
𝑐𝑜𝑠 𝜃 0 −𝑠𝑖𝑛 𝜃
0 1 0
𝑠𝑖𝑛 𝜃 0 𝑐𝑜𝑠 𝜃
] , 𝑅𝜓
𝐺 = [
𝑐𝑜𝑠 𝜓 𝑠𝑖𝑛 𝜓 0







𝐺   (1.4) 
 
𝑅𝐺 = [
𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜓 𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛 𝜓 −𝑠𝑖𝑛 𝜃
−𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜓 + 𝑠𝑖𝑛 𝜙 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜓 𝑐𝑜𝑠 𝜙 𝑐𝑜𝑠 𝜓 + 𝑠𝑖𝑛 𝜙 𝑠𝑖𝑛 𝜃 𝑠𝑖𝑛 𝜓 𝑠𝑖𝑛 𝜙 𝑐𝑜𝑠 𝜃
𝑠𝑖𝑛 𝜙 𝑠𝑖𝑛 𝜓 + 𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜓 −𝑠𝑖𝑛 𝜙 𝑐𝑜𝑠 𝜓 + 𝑐𝑜𝑠 𝜙 𝑠𝑖𝑛 𝜃 𝑠𝑖𝑛𝜓 𝑐𝑜𝑠 𝜙 𝑐𝑜𝑠 𝜃
] (1.5) 









), com determinante igual a 1 (det 𝑅𝐺 = 1), de 
acordo com a sequência 𝑅𝜙
𝐺  𝑅𝜃
𝐺 𝑅𝜓
𝐺 .  
A transformação de posições arbitrárias entre os referenciais G (posição 𝑝𝐺) e B 
(posição 𝑝𝐵) é possível através de uma transformação de corpo rígido, aplicada através 






















A representação de uma matriz de rotação 𝑅 pode ser apresentada na forma de 
um Quaternião ou através da rotação de Rodrigues (Kuipers, 1999) (Gallego, 2015). 
Estes métodos de representação são relevantes para a dissertação, uma vez que 
facilitam a manipulação de dados presentes em matrizes de rotação e são utilizados pelo 
ROS e por funções do OpenCV7. 
  Quaterniões permitem uma representação 3D de números complexos, bem 
como a descrição da rotação de um corpo rígido. A utilização de Quaterniões para a 
representação da rotação de um corpo rígido, permite evitar um problema de 
ambiguidade relacionado com a representação da rotação através de uma matriz 𝑅 
(ângulo de Euler), conhecido por gimbal lock. Gimbal lock ocorre quando dois de três 
anéis de um giroscópio giram no mesmo plano, o que resulta na perda de um grau de 
liberdade do espaço tridimensional (Koch, 2016). A utilização Quaterniões permite ainda 
uma maior eficiência computacional e maior resistência a erros de arredondamento. 
Um Quaternião (e.g. Kuipers, 1999) unitário, 𝑞 = 𝑞0 + 𝑖𝑞1 + 𝑗𝑞2 + 𝑘𝑞3 =
[𝑞0 𝑞1 𝑞2 𝑞3]𝑇 e ‖𝑞‖ = 1, é expresso como um vetor de quatro dimensões, 
associado a uma componente real e três componentes imaginárias (𝑖, 𝑗, 𝑘), pertencente 
a um sistema numérico que expande os números complexos. A Equação (1.7) permite a 
conversão de ângulos de Euler para Quaterniões. 
                                                          
 








































































































A matriz de rotação 𝑅 pode ser escrita em função de 𝑞, de acordo com a Equação 




2) 2(𝑞1𝑞2 + 𝑞3𝑞0) 2(𝑞1𝑞3 − 𝑞2𝑞0)
2(𝑞1𝑞2 + 𝑞3𝑞0) 1 − 2(𝑞1
2+𝑞3
2) 2(𝑞2𝑞3 + 𝑞1𝑞0)




A rotação de Rodrigues consiste na definição de um eixo de rotação arbitrário 
(𝑢) e de um ângulo (𝛼) que estabelece a magnitude da rotação, ao longo do eixo (𝑢) 
definido. Permite uma representação intuitiva da rotação de um corpo rígido, e maior 
flexibilidade na computação de dados. A fórmula de rotação de Rodrigues é descrita pela 
Equação (1.9), em que 𝑢 define o eixo de rotação, normalizado à sua magnitude (‖𝑢‖ =
2 𝑠𝑖𝑛 𝛼), e que 𝛼 define o ângulo de rotação (e.g. Gallego, 2015). 
𝑅 = 𝐼 + [𝑢]×𝑠𝑖𝑛 𝛼 + [𝑢]×
2 (1 − 𝑐𝑜𝑠 𝛼) (1.9) 
O vetor 𝑢 e o ângulo 𝛼 podem ser obtidos a partir de uma matriz de rotação de 
acordo com as Equações (1.10) e (1.11), em que [𝑢]×, expresso na forma de uma matriz 
antissimétrica, representa o produto externo de modo a que facilite a computação 














𝛼 = 𝑎𝑟𝑐𝑜𝑠 (
1
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1.3.4. Deteção e Processamento da Marca Visual de Aterragem 
A utilização de uma marca visual de aterragem implica a definição de um método 
de análise de imagem, que permita a identificação da marca (subcapítulo 1.3.4.1.). 
Consequentemente, a identificação da marca permite a criação de um modelo bi-
dimensional (2D) da marca, descrito por um conjunto de pontos definido no plano da 
imagem. O modelo 2D da marca é essencial para a implementação da capacidade de 
aterragem de um VANT, quando associado a um modelo que permita efetuar a 
correspondência de pontos da marca visual no espaço tri-dimensional (3D) com pontos 
2D, no plano da imagem obtido por uma câmara.  
O modelo geométrico Pinhole Camera (subcapítulo 1.3.4.2.) permite descrever a 
relação entre o espaço 2D e 3D, permitindo a descrição geométrica 3D da marca visual 
detetada, e estabelecendo uma relação entre o referencial da câmara e o referencial da 
marca de aterragem. Esta relação é definida através de vetores rotação e translação, 
que permitem efetuar o cálculo da pose da câmara (subcapítulo 1.3.4.3.).  
Nesta dissertação, análise da pose e dos referenciais de um VANT encontra-se 
diretamente relacionada com o comportamento da câmara acoplada ao VANT, na 
medida em que a pose calculada, através da marca visual de aterragem, corresponde à 
pose da câmara. Como tal, foi efetuada uma aproximação do referencial da câmara ao 
referencial do VANT, assumindo a câmara como a origem do referencial B.   
1.3.4.1. Deteção de Imagem 
A deteção da marca visual de aterragem implica que a imagem visualizada seja 
sujeita a um processamento que permita ao algoritmo identificar a marca visual de 
aterragem. No âmbito desta dissertação, são processadas imagens RGB de 8 bits (Red, 
Green, Blue), que permitem representar uma imagem através de pixéis com qualquer 
cor do espetro visível. Cada pixel é definido de acordo com a sua posição na resolução 
da imagem, e de acordo com a sua cor, obtida através da combinação de diferentes 
proporções de vermelho, verde e azul (Carreira, 2013). A Figura 20 apresenta a 






O processamento de imagens RGB, para a deteção da marca, baseia-se em 
destacar e localizar os principais contornos presentes na imagem com o objetivo de 
comparar os contornos existentes com os contornos de referência da marca visual, de 
modo a identificar a presença da marca visual na imagem. Para otimizar os resultados 
obtidos, este processo consiste: 
 Numa conversão inicial da imagem visualizada, a cores, para uma versão 
a preto e branco, enaltecendo a perceção da intensidade da imagem; 
 Aplicação de distorção Gaussiana para a eliminação de ruído de alta 
frequência; 
 Aplicação de Canny Edge Detection para destacar os contornos da 
imagem; 
 Deteção e quantização dos contornos da imagem. 
A utilização de distorção Gaussiana (Gaussian blur/smoothing) em 
processamento de imagem consiste na convolução da imagem com uma função 
Gaussiana, que representa o ruído estatístico atribuído a uma imagem. A convolução 
resulta numa imagem (de aparência translúcida), sem ruído de alta frequência, o que se 
traduz na aplicação de um filtro passa-baixo (e.g. Eswar, 2015). 





O destaque dos contornos de uma imagem é feito com base no algoritmo Canny 
Edge Detection, desenvolvido por John Canny (1986). O algoritmo é definido por quatro 
fases distintas: redução de ruído, mapeamento do gradiente de intensidade da imagem, 
deteção de potenciais candidatos a contornos existentes na direção do gradiente de 
intensidade de imagem e seleção de melhores candidatos a contornos com base em 
valores de referência máximo e mínimo. A aplicação do algoritmo Canny Edge Detection 
encontra-se exemplificado na Figura 21. 
 
Por fim, os contornos são detetados, separados e guardados individualmente em 
vetores distintos através do algoritmo proposto por Suzuki (1985), que se baseia no 
processamento de uma imagem binária através da técnica de seguimento de fronteiras, 
que permite identificar e distinguir pixéis que contêm contornos (com o valor binário 1 
atribuído) dos restantes pixéis (com valor binário 0 atribuído). 
1.3.4.2. Modelo Pinhole Camera  
O modelo geométrico Pinhole Camera baseia-se numa caixa fechada, com um 
pequeno orifício (pinhole), que permite a passagem de raios de luz refletidos ou 
emitidos por um objeto, criando uma imagem (2D) invertida do objeto no plano da 
imagem (parte traseira da caixa) (e.g. Forsyth, 2002) (Figura 22). 






Para efeitos de simplificação da implementação e análise do modelo, assume-se 
que a imagem é projetada no plano de imagem virtual (à frente do pinhole). Neste 
modelo adaptado (Figura 23), o plano da imagem (coincidente com o plano da imagem 
virtual) é criado ao longo do eixo z, designado por “eixo ótico”, em que o ponto de 
interseção entre o eixo ótico e o plano da imagem é definido por “ponto principal”. A 
distância focal (f) é definida como a distância entre o ponto principal, no plano da 
imagem, e o centro ótico (ou centro da câmara). De acordo com a Figura 23, um ponto 
no mundo real, representado por 𝑊=[xG, yG, zG]𝑇,  é representado no plano da imagem na 
posição i = [u, v]𝑇, definida através de um raio luminoso que intersecta simultaneamente 
o objeto, o plano da imagem e o centro ótico (e.g. Forsyth, 2002) (e.g. Prince, 2012) (e.g. 
















À semelhança da relação estabelecida entre os referenciais do VANT (referencial 
B) e de um ponto à superfície da Terra (referencial G) (subcapítulo 1.3.3.2.), é possível 
estabelecer uma relação idêntica entre o referencial da câmara (será definido como 
referencial B, com base na aproximação efetuada entre a câmara e o VANT) e o 
referencial centrado num objeto no mundo 3D (referencial G). Com base na Equação 
(1.6), a Equação (1.12) descreve esta relação que permite a representação de um ponto 
definido no referencial G (Mundo) para um ponto definido no referencial B (câmara), 
através da matriz de rotação (𝑅𝐵) e vetor de translação (Γ𝐵) que descrevem a orientação 
de um corpo, e a mudança entre a posição do centro de coordenadas do Mundo e o 
centro de coordenadas da câmara, respetivamente (e.g. Forsyth, 2002) (e.g. Prince, 














A relação entre um ponto pB = [xB, yB, zB]𝑇, definido no referencial da câmara 
(referencial B), e a sua projeção no plano da imagem (tipicamente representada em 


















Relacionando a Equação (1.12) com a Equação (1.13), é possível representar o 
modelo geométrico de uma câmara ideal, expresso em coordenadas homogéneas 
(Equações (1.14) e (1.15)) (e.g. Forsyth, 2002) (e.g. Prince, 2012) (e.g. Santos, 2014). 



















𝑓 0 0 0
0 𝑓 0 0
0 0 1 0




𝑓 0 0 0
0 𝑓 0 0











Este modelo que relaciona pontos 3D com 2D, é representado através do 
parâmetro 𝜆 = 𝑧𝐵, que representa um fator de escala homogéneo, e das matrizes 𝐾 e 
𝑀𝐵 𝐺  que correspondem, respetivamente, aos parâmetros intrínsecos e extrínsecos da 
câmara (Figura 24). 
 
Os parâmetros intrínsecos da câmara representam a componente ótica da 
câmara que, como representado pelo modelo Pinhole Camera, descreve a relação do 
Figura 24 - Representação do modelo Pinhole Camera, e dos respetivos parâmetros intrínsecos e extrínsecos da 





plano do pinhole com o plano da imagem (Hartley, 2004). O modelo representado pela 
Equação (1.15) é considerado ideal, como tal assume que a origem do referencial da 
imagem (referencial I: (𝑢, 𝑣) em pixéis) corresponde ao ponto principal do plano da 
imagem. Uma vez que a origem do referencial da imagem se encontra convencionado 
como o canto superior esquerdo da imagem, é necessário representar uma correção 
dada por (𝑐𝑥, 𝑐𝑦), que representa as coordenadas do ponto principal, e que se reflete na 
matriz de parâmetros intrínsecos da câmara (Equação (1.16)) (e.g. Forsyth, 2002) (e.g. 
Prince, 2012) (e.g. Santos, 2014). 
𝐾 = [
𝑓 0 𝑐𝑥 0
0 𝑓 𝑐𝑦 0
0 0 1 0
] (1.16) 
Outra característica do modelo ideal (Equação (1.15)) advêm da aproximação do 
formato de cada pixel, de uma imagem, ao formato de um quadrado de dimensões 
unitárias, algo que não corresponde à realidade. Esta aproximação pode ser corrigida 
através da adição dos parâmetros (𝜂𝑥, 𝜂𝑦) que representam o número de pixéis por 
unidade de distância, no caso em que as coordenadas da imagem são medidas em pixéis 








0 0 1 0
] (1.17) 
Outro fator que contribui para a representação da matriz de parâmetros 
intrínsecos da câmara é o ângulo de skew (𝑆𝜃), que descreve a inclinação da imagem. É 
um valor praticamente nulo, sendo desprezado na maioria dos casos.  
Considerando todos os parâmetros intrínsecos da câmara (𝑓, 𝑐𝑥, 𝑐𝑦, 𝜂𝑥, 𝜂𝑦, 𝑆𝜃) é 
possível obter uma matriz 𝐾 (Equação (1.18)) que corresponde a um modelo 
aproximado à realidade (Equação (1.19)) (e.g. Forsyth, 2002) (e.g. Prince, 2012) (e.g. 




















𝑓𝜂𝑥 𝑆𝜃 𝑐𝑥 0
0 𝑓𝜂𝑦 𝑐𝑦 0










A matriz de parâmetros extrínsecos 𝑀𝐵 𝐺  permite a transformação (orientação e 
posição) entre pontos definidos no referencial do Mundo (referencial G) e pontos 
definidos no referencial da câmara (referencial B) (Equação 1.12). Em que Γ𝐵 representa 
a posição da origem do referencial do Mundo, expressa em coordenadas relativas ao 
referencial da câmara, e 𝑅𝐵 representa a rotação que a câmara induz um pontos 
representados no referencial do mundo (Equação (1.20)) (e.g. Forsyth, 2002) (e.g. 










] ⟺ 𝑝𝐵 = 𝑅𝐵𝑝𝐺 + Γ𝐵 (1.20) 
A pose da câmara (𝑅𝐺, Γ𝐺) (Equações (1.21) e (1.22)), representada em relação 
ao referencial do mundo, pode ser obtida através dos parâmetros extrínsecos da 
câmara, de acordo com a natureza de uma matriz de rotação (1.3.3.2.) expressa na 





= 𝑅𝐺  (1.21) 
−𝑅𝐵
−1
Γ𝐵 = Γ𝐺  (1.22) 
Os parâmetros extrínsecos da câmara permitem ainda o cálculo de pontos 
definidos no referencial do Mundo através da relação representada na Equação (1.23) 





Γ𝐵 = 𝑅𝐺𝑝𝐵 + Γ𝐺 (1.23) 
O cálculo dos parâmetros extrínsecos, e consequentemente, da pose da câmara 
encontra-se associado à resolução do problema Perspective-n-Point. Este problema, e o 










1.3.4.3. Cálculo da pose 
O cálculo da pose da câmara (por inerência, do VANT) está associado à resolução 
da expressão definida na Equação (1.15) (subcapítulo 1.3.4.2.), que estabelece uma 
relação entre pontos 3D e a sua correspondência no plano 2D da imagem. A seleção de 
vários (n) pontos 3D para a resolução do problema (expresso na Equação (1.15)) 
representa o problema Perspective-n-Point (PnP). Através da resolução do problema 
PnP, é possível determinar a posição e orientação de um dado conjunto de n 
correspondências entre pontos 3D e as suas respetivas projeções 2D (Lepetit, 2009) 
(Prince, 2012). 
Dos diversos métodos existentes para a resolução do problema PnP, o método 
implementado nesta dissertação baseia-se no Efficient Perspective-n-Point (EPnP), 
desenvolvido por Lepetit (2009) (Figura 25). 
 
 
Figura 25 - Formulação do problema EPnP: Dado um conjunto de pontos 3D (𝑀𝑖) representados no referencial do 
Mundo, e as suas respetivas projeções 2D (𝑚𝑖) no plano da imagem, os pontos 𝑐1−4 formam a base que representa o 





O algoritmo EPnP permite o cálculo eficiente da pose de uma câmara, através do 
conhecimento prévio dos parâmetros intrínsecos da câmara, dos 𝑛 pontos definidos no 
espaço 3D e expressos no referencial do Mundo (referencial G), e das respetivas 𝑛 
correspondências no plano 2D da imagem (referencial I). Em que os pontos 3D, definidos 
no referencial do Mundo, são representados através da soma ponderada de quatro 









𝐺 = [𝑥𝐺 , 𝑦𝐺 , 𝑧𝐺]
𝑇 corresponde a um ponto 3D definido no referencial 
do Mundo, 𝛼𝑖𝑗 corresponde a um conjunto de coordenadas baricêntricas homogéneas 
e 𝑐𝑗
𝐺 = [𝑋𝐺 , 𝑌𝐺 , 𝑍𝐺]
𝑇 corresponde a um ponto de controlo 3D definido no referencial do 
Mundo. Aplicando esta igualdade (Equação (1.24)) ao referencial da câmara, obtêm-se 
quatro pontos de controlo 𝑐𝑗
𝐵 que representam a incógnita do problema, perfazendo 
um total de doze incógnitas (Lepetit, 2009).  
Relacionando a Equação (1.24) com a Equação (1.14), obtêm-se a seguinte 































Em que 𝜆𝑖 representa um conjunto de fatores de escala, (𝑢𝑖 , 𝑣𝑖) representam 
coordenadas de 𝑛 = 𝑖 pontos 2D no plano da imagem, e 𝐾 representa a matriz de 
parâmetros intrínsecos da câmara (assumindo o modelo ideal). Através da igualdade 
𝜆𝑖 = ∑ 𝛼𝑖𝑗𝑧𝑖
𝐵4
𝑗=1 , definida na última linha da Equação (1.25), torna-se possível obter duas 
                                                          
 






equações ((1.26) e (1.27)) linearmente independentes, para cada 𝑛 ponto(s) de 
referência (Lepetit, 2009). 
∑𝛼𝑖𝑗𝑓𝑥𝑥𝑗




= 0 (1.26) 
∑𝛼𝑖𝑗𝑓𝑦𝑦𝑗




= 0 (1.27) 
Ao concatenar estas equações, para todos os 𝑛 pontos de referência, é possível 
obter um sistema linear homogéneo do tipo Mx = 0, em que M representa uma matriz 





𝐵]𝑇 representa um vetor com doze incógnitas (cada 𝑐𝑗
𝐵 possui três 










Em que v𝑖  são os vetores próprios da matriz M, correspondentes aos 𝑁 valores 
próprios nulos de M. Sendo obtidos através do cálculo dos vetores próprios nulos da 
matriz M𝑇M de dimensões 12 × 12. O cálculo dos valores 𝛽𝑖 é feito de acordo com 
aproximação representada na Equação (1.29), que define que a distância entre dois 
pontos de controlo, representados no referencial do Mundo, é igual à distância entre 










Esta aproximação permite definir a seguinte igualdade, cuja representação é 








O que permite o cálculo do parâmetro 𝛽 (para 𝑁 = 1), de acordo com a Equação 
(1.31) (Lepetit, 2009): 
𝛽 =
∑ ‖v[𝑖] − 𝑣[𝑗]‖. ‖𝑐𝑖
𝐺 − 𝑐𝑗
𝐺‖{𝑖,𝑗}∈[1;4]











𝐵]𝑇, e consequentemente é possível obter a matriz de 
parâmetros extrínsecos através da relação entre as Equações (1.15) e (1.25). A partir dos 
parâmetros extrínsecos da câmara, é possível obter a pose da câmara (posição e 
orientação em relação ao referencial do Mundo), como demonstrado nas Equações 






















Capítulo 2. Metodologia 
A escolha da metodologia de investigação a aplicar na elaboração da dissertação 
define o carácter e emprego do trabalho a efetuar, representando um conjunto de 
etapas essenciais para o alcance dos objetivos. Esta escolha foi essencialmente baseada 
no principal objetivo deste trabalho: o desenvolvimento de interoperabilidade entre 
VNTs através da criação de um controlador externo que amplifica e expande as 
capacidades de um VANT, com recurso a uma norma de referência (ROS). 
Deste modo, a metodologia de investigação aplicada à realização da dissertação 
consiste na metodologia Design Science Research. Peffers (2007), define que a aplicação 
da metodologia Design Science Research é focada num processo de investigação e de 
pesquisa, utilizado para a criação e teste de artefactos. Sendo adaptado à resolução de 
problemas de carácter prático.  
A metodologia Design Science Research é composta seis etapas distintas (Peffers, 
2007):  
1. Identificação do problema e Motivação; 
2. Objetivo da solução; 




A seis etapas encontram-se complementadas por um processo iterativo de 
otimização e reajuste, baseado nos resultados obtidos. 
A Figura 26 representa a metodologia de investigação aplicada à realização da 







Cada etapa da metodologia Design Science Research pode ser relacionada com a 
presente dissertação através das seguintes correspondências (Peffers, 2007): 
Identificação do problema e motivação – Inicialmente, é necessário enquadrar 
e definir o problema, enaltecendo a sua importância e pertinência. Este processo implica 
a introdução de estudos que abordem a temática da tese, e que apresentem 
implementações e soluções para o problema em estudo. Como tal, esta etapa enquadra-
se no capítulo inicial, “Introdução”, que introduz o conceito de interoperabilidade de 
sistemas aplicado a VANTs e o sistema desenvolvido que promove interoperabilidade 
entre VNTs, e que define o âmbito e pertinência do tema. 
Objetivo da solução – Após a definição do problema, e da respetiva motivação, 
torna-se necessário estabelecer objetivos para o desenvolvimento do trabalho, o que 
implica a definição de propostas de solução do problema em estudo, baseadas em 





conceitos teóricos. Através dos capítulos, “Introdução” e “Enquadramento Teórico”, são 
propostos objetivos, o método de investigação a adotar e são introduzidos conceitos 
relacionados com interoperabilidade, normas de referência (standards), VNTs e 
sistemas de aterragem visual autónoma, que se apresentam como fundamento teórico 
essencial para a modelação e implementação do controlador. 
Design e Desenvolvimento – Esta fase baseia-se no desenvolvimento do 
artefacto utilizado para a resolução do problema em estudo, apresentando 
características, funcionalidades e arquiteturas. No contexto da dissertação, enquadra-
se no capítulo “Modelação e Implementação do Controlador”, que apresenta a 
arquitetura do sistema desenvolvido, e detalha a composição de cada módulo 
(Comando e Controlo, Comunicação, e Aterragem Visual Autónoma) de funcionamento 
do controlador. 
Demonstração – Após a criação do artefacto, a etapa de “Demonstração” 
apresenta métodos experimentais (ou simulados) para a solução do problema, através 
da utilização do artefacto. Consiste, essencialmente, no capítulo “Validação”, que 
apresenta o material utilizado e os cenários de validação dos diferentes módulos do 
controlador. 
Avaliação – Nesta fase, o investigador deve observar e medir o comportamento 
do artefacto no âmbito da solução do problema em estudo, comparando os resultados 
expectáveis, e desejáveis, com os resultados obtidos através de experimentação. De 
acordo com os resultados obtidos, e caso estes não correspondam com os resultados 
desejáveis, deve ser retomada a metodologia de investigação a partir da etapa de 
“Design e Desenvolvimento”, de modo a corrigir o artefacto, e dando início a um 
processo iterativo de otimização do produto final. Através do capítulo “Análise e 
Discussão de Resultados” é possível aplicar esta etapa da metodologia Design Science 
Research, através da representação e interpretação dos resultados obtidos dos testes 





Comunicação – Por fim, a etapa de “Comunicação”, que se baseia na divulgação 
do problema estudado, em particular, a sua importância, método de condução da 
pesquisa, e a eficácia da solução obtida para o problema. A realização desta etapa 
encontra-se diretamente relacionada com a publicação do trabalho desenvolvido em 
artigos científicos. No caso desta dissertação, o capítulo “Conclusão” resume o trabalho 
efetuado, incidindo na relevância da solução obtida, nas limitações existentes, nos 
aspetos a melhorar, e numa proposta de trabalho futuro. A realização da dissertação 
contou com a publicação de artigos científicos, que apesar de terem sido publicados 
numa intermédia do desenvolvimento da dissertação, contribuíram para a divulgação 




















Capítulo 3. Modelação e Implementação do Controlador 
3.1. Introdução 
Este capítulo descreve o processo de conceptualização e criação do controlador 
externo, começando por introduzir o controlador na arquitetura de um sistema aéreo 
não tripulado (subcapítulos 3.2. e 3.3.1.). A descrição do desenvolvimento do 
controlador procede de acordo com a descrição dos módulos funcionais do controlador: 
módulo de comando e controlo (subcapítulos 3.3.2.), módulo de comunicação 
(subcapítulo 3.3.3.) e módulo de aterragem visual autónoma (subcapítulo 3.3.4.). O 
capítulo é concluído com a descrição da operação do controlador através de um 
interface gráfico, e das suas respetivas funcionalidades (subcapítulo 3.3.5.). O código 
criado para desenvolver o controlador externo encontra-se representado nos apêndices 
A, B, C, D e E. 
3.2. Arquitetura do Sistema 
A arquitetura do sistema, proposta nesta dissertação, é definida à imagem de um 
típico sistema de um VANT (subcapítulo 1.2.3.), sendo composta por uma GCS, uma 
ligação de dados (datalink) e pelo veículo. A inovação reside na adição de um 
controlador a bordo do VANT, que estabelece comunicações com a GCS, permitindo o 
comando e controlo do VANT através do controlador. A arquitetura do sistema 







 O comando e controlo exercido pelo controlador traduz-se no processamento e 
encaminhamento de comandos de voo para o piloto automático, e na execução de 
funcionalidades adicionais, como a aterragem visual autónoma. A transmissão de 
comandos de voo, por parte do controlador, para o piloto automático é feita de acordo 
com o protocolo de comunicações MAVLink.  
Para a execução da aterragem visual autónoma, o controlador recebe dados 
provenientes do sensor visual do veículo (e.g. câmara de vídeo) que são posteriormente 
processados para efetuar a localização da posição do ponto de aterragem, e para enviar 
para o piloto automático comandos de voo que permitam a aterragem do veículo, no 













O controlador foi desenvolvido no sistema operativo Ubuntu 16.04 LTS, 
utilizando o ROS Kinetic, o que permitiu o acesso a pacotes com funções previamente 
desenvolvidas, promovendo a reutilização de funções desenvolvidas pela comunidade 
ROS. Os nós do controlador foram criados com base na linguagem de programação 
Python. 
 O desenvolvimento do controlador foi dividido em duas fases: fase inicial de 
implementação da capacidade de transmissão de comandos de voo através do 
controlador, fase secundária de implementação da capacidade de aterragem visual 
autónoma. A Figura 28 representa a visão conceptual do controlador, destacando o 
fluxo de informação principal associado à fase inicial de implementação, e o fluxo de 
informação secundário associado à fase de implementação a capacidade de aterragem 
visual autónoma. 
 





A conceptualização do controlador é concretizada através da criação de nós ROS 
que desempenham funções distintas e que trocam mensagens, através de tópicos, de 
modo a executar tarefas definidas pelo operador. Estas interações encontram-se 
representadas na Figura 29, que define a arquitetura do controlador, integrado no 
sistema do VANT. 
 
Os módulos de Comando e Controlo, Comunicação e Aterragem Visual 
Autónoma, são compostos pelos seguintes nós ROS: 
 usb_cam: disponibiliza imagens proveniente de uma câmara de vídeo; 
 image_view: permite a visualização de imagens provenientes de uma 
câmara de vídeo; 





 detect_marker: deteta e analisa contornos de objetos presentes nas imagens 
provenientes do nó usb_cam, de modo a detetar a marca visual de 
aterragem, e a calcular as suas respetivas coordenadas no plano da imagem, 
expressas em pixéis; 
 pose_estimation: estima a pose do VANT através das coordenadas 
calculadas pelo nó detect_marker, bem como a posição do VANT em relação 
ao referencial com origem no ponto de aterragem; 
 uav_landing: executa o alinhamento do VANT com a marca visual de 
aterragem, e subsequente aterragem no centro da marca visual; 
 mavros: executa a função de intermediário de comunicação, ao gerar e 
transmitir mensagens MAVLink¸ com informação proveniente de outros nós, 
para o piloto automático, e vice-versa; 
 main_controller: permite ao operador a transmissão de comandos de voo 


















3.3.2. Módulo de Comando e Controlo 
O comando e controlo, do controlador, é exercido através do nó main_controller. 
Permite a escolha do modo de voo (GUIDED, AUTO, MANUAL, STABILIZE, TEST), armar e 
desarmar o VANT, aterrar e descolar o VANT, e ler e atribuir ao VANT listas com 
waypoints (Figura 30).  
 
A atribuição de comandos de voo torna-se possível através da colaboração entre 
o nó main_controller e o pacote mavros (subcapítulo 3.3.3). Os comandos para armar e 
desarmar o VANT (arm e disarm), para escolher o modo de voo (Flight mode), e para 
descolar e aterrar (takeoff e land) o VANT, são executados com recurso a serviços 
(/mavros/cmd/arming, /mavros/set_mode, /mavros/cmd/takeoff, /mavros/cmd/land) 
do pacote mavros. Este processa o pedido, convertendo-o numa mensagem MAVLink 
(COMMAND_LONG), com um parâmetro de identificação associado, que é 
posteriormente encaminhada para o piloto automático. A introdução de waypoints no 
piloto automático é possível através de uma utilidade do pacote mavros, mavwp load, 
que através de uma mensagem MAVLink (MISSION_ITEM) atribui ao piloto automático 
um conjunto de waypoints, definidos pelo operador, presentes num ficheiro de texto. A 
visualização e eliminação dos waypoints inseridos no piloto automático é possível 





através da utilidade mavwp load, e do serviço /mavros/mission/clear, respetivamente, 
que se encontram associados a mensagens MAVLink (MISSION_REQUEST e 
MISSION_CLEAR_ALL). 
A Tabela 2 sintetiza a informação relativa à atribuição de comandos de voo, 
definindo o serviço, utilidade, mensagem MAVLink, e parâmetro associado a cada 
função. 




Serviços Utilidades Mensagem MAVLink Parâmetro 
Arm /mavros/cmd/arming N/A COMMAND_LONG  MAV_MODE_FLAG_SAFETY_ARMED 
Disarm /mavros/cmd/arming N/A COMMAND_LONG MAV_CMD_COMPONENT_ARM_DISARM 
Flight mode /mavros/set_mode N/A COMMAND_LONG 
MAV_MODE_FLAG_[GUIDED/AUTO/MANUAL
/STABILIZE/TEST]_ENABLED 
Takeoff /mavros/cmd/takeoff N/A COMMAND_LONG MAV_CMD_NAV_TAKEOFF 
Land /mavros/cmd/land N/A COMMAND_LONG MAV_CMD_NAV_LAND 
Waypoints 










3.3.3. Módulo de Comunicação 
O módulo de comunicação do controlador recebe e processa os comandos de 
voo, transmitidos pelo módulo de Comando e Controlo, e encaminha os comandos 
recebidos no formato de mensagens MAVLink¸ para o piloto automático, que 
consequentemente procede à execução. 
Por forma a realizar as funções do módulo de comunicação, foi implementado o 
pacote mavros (Ermakov, 2014), que permite estabelecer uma ligação entre a 
informação processada pelo ROS e o protocolo de comunicação MAVLink. O pacote 
mavros permite a interação de qualquer tipo de software, desenvolvido em ROS, com 





Permite também estabelecer ligações com GCSs, uma vez que o nó principal do pacote 
mavros disponibiliza a troca de informação com utilizadores, que se ligam ao nó principal 
através de ligações Transmission Control Protocol9 (TCP) ou User Datagram Protocol10 
(UDP), que pretendam receber e enviar dados através do mavros. 
O pacote mavros consiste em três componentes distintas: mavconn, nodelib, 
Plugin lib. A componente mavconn é definida pela camada que envia e recebe 
mensagens MAVLink, estabelecendo trocas de informação internas e externas ao 
mavros. O núcleo do mavros é representado pela camada nodelib, que executa a 
funções principais do mavros. A camada plugin lib apresenta-se como uma extensão às 
capacidades do mavros, disponibilizando uma biblioteca de funções adicionais. 
                                                          
 
9 Transmission Control Protocol – Protocolo de comunicação, fiável e orientado à ligação, utilizado para 
o envio pacotes de dados através da Internet. POSTEL, J. (1981). Transmission Control Protocol - DARPA 
Internet Program Protocol Specification. Information Sciences Institute University of Southern 
California.Marina del Rey. 
10 User Datagram Protocol- Protocolo de comunicação, pouco fiável e não-orientado à ligação, que 
permite enviar mensagens curtas (datagramas) através da Internet. POSTEL, J. (1980). User Datagram 





A Figura 31 representa a arquitetura do pacote mavros, no âmbito do 
controlador desenvolvido nesta dissertação.  
 
Nodelib contém todas as classes e funções principais do pacote mavros, sendo 
que é definido como o centro de processamento. Permite:  
 Criação de classes que definem o tipo de ligação (TCP ou UDP), e que 
posteriormente estabelecem ligações entre o nó central mavros e plugins, ou 
com nós como o main_controller, ou nós que representem uma GCS; 
 Tradução entre mensagens provenientes do piloto automático para 
mensagens ROS, customizadas, do tipo MAVLink (Mavlink.msg), permitindo 
o acesso a este tipo de mensagens por parte de outros nós externos de 
controlo, como por exemplo GCSs; 
 A adição de plugins através da biblioteca pluginlib do ROS, permitindo a 
adição de novas capacidades, sem a necessidade de alterar o código fonte. 





Mavconn é responsável pela codificação e descodificação de mensagens 
MAVLink, sendo uma componente essencial para o pacote mavros. A ligação é definida 
por URL, sendo que pode ser estabelecida via ligação série. O processamento efetuado 
pela componente Mavconn encontra-se associado a: 
 Interligação de uma ligação série com um fluxo de dados que contém 
mensagens MAVLink enviadas; 
 Leitura de mensagens através de funções da biblioteca C++ Boost.Asio; 
 Análise de mensagens MAVLink recebidas. Após efetuado o controlo de erros 
de uma mensagem, a informação relativa ao cabeçalho e à carga útil 
(payload) da mensagem é guardada numa estrutura do tipo 
mavlink_message_t, que depende do tipo de mensagem recebida, sendo 
identificada através de um ficheiro de configuração XML que define os 
diversos tipos de mensagens. 
Plugin lib representa a biblioteca de plugins do pacote mavros. Os plugins são 
adicionados ao sistema pela classe MavRos, através da pluginlib do ROS. Cada plugin 
encontra-se associado a uma classe, um tipo e a uma classe base, sendo que se 
encontram descritos num ficheiro mavros_plugins.xml.  
No controlador desenvolvido nesta dissertação, foram utilizados os seguintes 
plugins (do mavros), que permitem a transmissão de comandos de voo por parte do 
módulo de comunicação: 
 sys_status: disponibiliza informação atualizada sobre o estado da ligação, o 
tipo de piloto automático do VANT, o tipo de VANT, entre outras informações 
adicionais. No contexto do controlador, é utilizado para escolher o modo de 
voo (flight mode); 
 command: permite a atribuição de comandos de voo ao piloto automático, 





 waypoint: disponibiliza o acesso a dados da missão atribuída ao piloto 
automático, o que implica a atualização, visualização e eliminação da lista de 
waypoints definida como missão; 
Foram ainda utilizados, para a componente de aterragem autónoma visual, os 
seguintes plugins: 
 setpoint_position: permite enviar para o piloto automático posições, 
expressas em coordenadas cartesianas (x,y,z), que definem a posição de 
destino do VANT, expressa no referencial G (Capítulo 1.3.1); 
 vision_pose_estimate: envia para o piloto automático a pose (posição e 
atitude) do VANT, estimada através da análise de marcas visuais de 
aterragem;  
3.3.4. Módulo de Aterragem Visual Autónoma 
O módulo de aterragem visual autónoma encontra-se adaptado a um tipo de 
quadrirrotor que possua uma câmara de vídeo acoplada sob o corpo do veículo e 
disposta por baixo do centro de massa do veículo, na mesma linha vertical. Para efeitos 
de cálculo a câmara de vídeo do quadrirrotor foi definida como a origem do referencial 
B, ou seja, o referencial do veículo. Esta aproximação induz um erro da ordem da 
distância existente entre a posição do centro de massa do veículo e a posição da câmara.  
Para o desenvolvimento do módulo, os referenciais utilizados para a criação do 
módulo de aterragem visual autónoma:  
1. Referencial B, com a origem situada na câmara de vídeo do quadrirrotor; 
2. Referencial I, aplicado ao plano 2D das imagens detetadas pela câmara de 
vídeo do quadrirrotor; 





A arquitetura do módulo de aterragem visual autónoma é representada pela 
Figura 32. 
 
Inicialmente é detetada uma imagem pelo nó usb_cam, que é enviada no 
formato de uma mensagem do tipo Image.msg, através do tópico /image_raw, para o 
nó de visualização de imagens (image_view), para o nó de deteção da marca visual de 
aterragem (detect_marker), e para o nó de cálculo da pose do VANT.  
O nó detect_marker, ao receber imagens, processa cada imagem recebida com 
o objetivo de detetar objetos presentes na imagem, de modo a identificar a marca visual 
de aterragem. Após identificar a marca, envia as coordenadas, expressas em pixéis, no 
formato de uma mensagem do tipo Coordinates.msg através do tópico 
/image_coordinates, para o nó pose_estimation. 
O nó pose_estimation é responsável por determinar a posição e atitude (pose) 
do VANT através da identificação visual da marca de aterragem. Após calcular a pose do 
VANT, envia a informação no formato de uma mensagem PoseStamped.msg através do 
tópico /vision_pose_estimate, para o nó uav_landing. 
O nó uav_landing recebe a pose estimada, obtendo a posição do VANT em 
relação ao referencial G, que define o centro da marca visual de aterragem como a 
origem. De acordo com a informação recebida, o nó (uav_landing) efetua o alinhamento 
gradual do VANT em relação à marca de aterragem, sendo que quando o VANT se 





encontra alinhado, o nó inicia o movimento descendente do VANT, até concluir a 
aterragem. 
A arquitetura do módulo de aterragem visual autónoma utiliza nós provenientes 
de pacotes ROS previamente criados por membros da comunidade (usb_cam e 
image_view), e nós criados e desenvolvidos no âmbito da dissertação (detect_marker, 



























3.3.4.1. Deteção da Marca Visual 
O processo de deteção da marca visual de aterragem é executado através do nó 
detect_marker, que utiliza ferramentas ROS de receção e transmissão de mensagens, e 
funções de processamento de imagem da biblioteca OpenCV. O nó detect_marker foi 
criado com base na conceptualização definida no fluxograma representado na Figura 33. 
Inicialmente, o nó detect_marker recebe imagens associadas à captura de vídeo 
processada pelo nó usb_cam, através do tópico /usb_cam/image_raw, e processa 
sequencialmente e individualmente cada imagem recebida.  
Para cada imagem recebida, é feito um pré-processamento com recurso a 
funções do OpenCV, que consiste conversão para imagens de 8-bits, na remoção de cor 
da imagem (cv2.cvtColor), na remoção de ruído de alta frequência (cv2.GaussianBlur) e 





na deteção de vértices da imagem (cv2.Canny), de modo a destacar contornos de 
objetos presentes na imagem.  
A deteção de contornos é feita através da função cv2.findContours, que se baseia 
num algoritmo de extração de contornos de imagens binárias (Suzuki, 1985), e que a 
partir da imagem pré-processada, devolve uma lista com vetores que contém 
informação relativa a cada contorno detetado na imagem. 
A partir da lista de contornos obtida, é feita uma análise individual a cada 
contorno, de modo a que sejam detetados contornos correspondentes à marca visual 
de aterragem. A marca visual de aterragem selecionada corresponde ao desenho típico 
de um local de aterragem de um helicóptero, que é representado por um “H” inserido 
numa circunferência (Figura 34). 
 
Numa abordagem inicial, e para efeitos de simplificação, os requisitos para a 
deteção da marca visual de aterragem foram adaptados para a deteção da 
circunferência exterior ao “H”. 
Durante o processo de verificação de requisitos de cada contorno, são efetuados 
testes para determinar se o contorno corresponde a uma circunferência de raio superior 
a um raio mínimo pré-definido, se a região que limita a circunferência é 





aproximadamente quadrada, e o contorno detetado apresenta erros de continuidade. 
Na eventualidade de o contorno analisado não corresponder aos requisitos, é 
processado o contorno seguinte presenta na imagem. 
Ao ser detetada a marca visual são calculados os pontos correspondentes ao 
centro da circunferência, e aos vértices de um quadrado com o centro comum à 
circunferência, e de largura e altura iguais ao raio da circunferência. As coordenadas que 
representam o vértice superior esquerdo do quadrado (x, y), e a altura e comprimento 
(h, w) do quadrado exterior à circunferência, são enviados no formato de mensagem do 
tipo Coordinates.msg para o nó pose_estimation, sendo posteriormente desenhados 
sobre a marca visual, e apresentados ao operador de acordo com a Figura 35. 
3.3.4.2. Cálculo da Pose  
O nó pose_estimation efetua a estima da pose do quadrirrotor com recurso a 
funções ROS e OpenCV. A estima da pose do quadrirrotor é obtida através da resolução 
do problema PnP, processada com base no método EPnP (subcapítulo 1.3.4.3.). O que 
implica a definição de parâmetros de entrada, nomeadamente: modelos 2D e 3D da 





marca visual de aterragem, de uma matriz de parâmetros intrínsecos da câmara, e de 
um vetor que contêm os coeficientes de distorção associados à câmara de vídeo. A 
resolução do problema PnP resulta numa matriz de parâmetros extrínsecos da câmara 
que permitem o cálculo da pose do veículo. 
O funcionamento do nó pose_estimation encontra-se descrito no fluxograma 
representado na Figura 36.  
 
Após a receção das mensagens Coordinates.msg e Image.msg, que contêm os 
valores x, y, w, h (Capítulo) e a imagem visualizada, respetivamente, é definido o modelo 
2D da marca visual de aterragem. O modelo é definido por um vetor que contêm 





coordenadas 2D (altura e largura) dos quatro cantos e do centro da marca visual de 
aterragem, representados em pixéis.  
O modelo 3D, à semelhança do modelo 2D, é definido por um vetor que contêm 
coordenadas 3D (x, y, z) dos quatro cantos e do centro da marca visual de aterragem, 
representados em metros e de acordo com o referencial G, sendo o centro da marca 
visual de aterragem correspondente à origem do referencial G. 
De seguida, é definida a matriz de parâmetros intrínsecos da câmara, composta 
pela distância focal e as coordenadas correspondentes ao centro da marca visual, e o 
vetor de distorção focal. Para efeitos de implementação inicial e simulação, a distorção 
focal é assumida como nula, sendo que para reduzir o erro da estima da pose do 
quadrirrotor, torna-se necessária uma calibração completa da câmara para ser obtido o 
valor real de distorção focal (Sturm, 1999) (Bradski, 2013).  
Após o cálculo dos parâmetros de entrada, é efetuada a resolução do problema 
PnP através da função cv2.solvePnP, que calcula vetores de rotação e de translação, que 
quando dispostos numa matriz quadrada 4x4, representam a matriz de parâmetros 



































A matriz de parâmetros extrínsecos descreve a forma em que o mundo 
(referencial G) é transformado relativamente à câmara (referencial B), ou, por 
aproximação, relativamente ao veículo (referencial B). O que permite a transformação 
de pontos representados no referencial G para pontos representados no referencial B. 
Sendo que a pose de um VANT é expressa relativamente ao referencial G, a partir 
da matriz de parâmetros extrínsecos é possível obter a pose do quadrirrotor, aplicando 
a inversão expressa na Equação (1.6.), e verificando as igualdades expressas nas 









= 𝑅𝐺 (3.2) 
−𝑅𝐵
−1
Γ𝐵 = Γ𝐺  (3.3) 
 
O cálculo da matriz 𝑅𝐵 é efetuado através da aplicação da rotação de Rodrigues 
ao vetor de rotação obtido na solução do problema PnP.  
A rotação do quadrirrotor (𝑅𝐺) é convertida para um quaternião, otimizando o 
processamento e evitando o gimbal lock. Sendo posteriormente enviada para o nó 
uav_landing.  
De acordo com a Equação (3.4), as coordenadas do quadrirrotor (𝑝𝐵) em relação 
à marca visual de aterragem (referencial G) correspondem à posição expressa pelo vetor 


























































O cálculo da posição do quadrirrotor em relação à marca visual de aterragem 
(referencial G) é essencial para a execução da aterragem, sendo esta posição 
posteriormente enviada para o nó uav_landing.  
A pose do quadrirrotor, expressa através de 𝑅𝐺 e Γ𝐺, é publicada para o tópico 
/vision_pose_estimate que é subscrito pelo nó uav_landing e pelo mavros, garantido a 
distribuição de informação essencial para o processamento final da aterragem e para o 
processamento interno do módulo do piloto automático. 
3.3.4.3. Aterragem 
A fase final da implementação de aterragem visual autónoma consiste no nó  
uav_landing, que recebe a posição do quadrirrotor no referencial G com o objetivo de 
diminuir a distância entre a origem do referencial (marca visual de aterragem) e a 
posição do quadrirrotor, efetuando a aterragem. A Figura 37 representa o 







A pose do quadrirrotor, transmitida pelo nó uav_landing, é recebida e utilizada 
para a extração da posição do quadrirrotor no referencial G.  
De seguida é definido o erro de alinhamento permitido para se iniciar o 
alinhamento com a marca visual de aterragem. Para efeitos de implementação inicial e 
simulação foi definida uma área centrada na marca visual de aterragem com raio de 
0,2m, em que o quadrirrotor efetua o alinhamento enquanto não for detetado na área. 
Este processo baseia-se na identificação do quadrante em o quadrirrotor se encontra, 
seguido pela redução da distância entre as suas coordenadas x e y, e a origem, a uma 





velocidade correspondente a 10% da distância horizontal existente entre o quadrirrotor 
e o alvo, por iteração, garantindo uma aproximação gradual e estável.  
O alinhamento do quadrirrotor implica a publicação nova posição calculada para 
o piloto automático, através do tópico /setpoint_position, que por sua vez efetua o 
processamento e encaminhamento do quadrirrotor para a posição calculada. Enquanto 
o quadrirrotor não atingir a área de limite definida, repete este processo, atualizando a 
pose recebida de acordo com a nova visualização da marca visual, consequente da sua 
posição calculada. 
Quando o quadrirrotor entra na área de limite definida, o nó uav_landing inicia 
o processo de aproximação. Este processo é executando apenas enquanto o 
quadrirrotor se encontrar alinhado com a marca visual de aterragem, a uma velocidade 
correspondente a 10% da distância vertical existente entre o quadrirrotor e o alvo, por 
iteração, garantindo uma aproximação gradual e estável. A aproximação é terminada no 



















3.3.5. Operação do Controlador 
A operação do controlador é efetuada através de um interface gráfico, 
desenvolvido através do ROS, que integra todas as funcionalidades desenvolvidas no 
módulo de comando e controlo, permitindo ao utilizador a execução de comandos de 
voo. Permite ainda iniciar a funcionalidade adicional de aterragem visual autónoma. O 
interface gráfico encontra-se representado na Figura 38. 
O interface gráfico encontra-se organizado de acordo com os seguintes módulos: 
1. Waypoint List; 
2. CUSTOM_FLIGHT; 
3. AUTOMATED_FLIGHT; 
4. Log Information; 





O módulo Waypoint List permite a visualização da lista de waypoints atribuída 
ao piloto automático, através da função “Print”. Permite ainda enviar uma lista de 
waypoints, definida num ficheiro de texto, para o piloto automático através da função 
“Load Waypoints”. 
O módulo CUSTOM_FLIGHT integra o controlo individual de comandos de voo, 
permitindo inserir waypoints através da função “Insert Waypoint”, que recebe um valor 
de latitude, de longitude e de altura. A função “Set Flight Mode” permite a seleção e 
atribuição de um modo de voo (GUIDED/AUTO/MANUAL/STABILIZE/TEST) do piloto 
automático. A função “Arm mode” permite armar/desarmar, o VANT, o que 
permite/inibe a descolagem. As funções “Takeoff” e “Land” permitem a descolagem e 
aterragem, respetivamente, sendo que é possível definir a altitude pretendida para a 
descolagem. 
O módulo AUTOMATED_FLIGHT permite a inicialização automática do VANT, que 
se traduz no desempenho de funções de descolagem, seleção do modo de voo 
automático (AUTO), no seguimento de waypoints atribuídos ao piloto automático e na 
aterragem do VANT. Permite ainda a inicialização de funcionalidades adicionadas ao 
controlador, sendo que neste caso permite a inicialização do módulo de aterragem 
visual autónoma do controlador. 
Por fim, o módulo Log Information apresenta informação relativa à execução de 
funções definidas nos restantes módulos, indicando a ocorrência de erros e 








































Capítulo 4. Validação 
4.1.     Introdução 
Este capítulo descreve o processo de validação do controlador desenvolvido 
através da definição de meios e cenários de teste. Inicialmente, apresenta o software 
(subcapítulo 4.2) e hardware (subcapítulo 4.3) utilizados para a realização dos testes. De 
seguida, é apresentada a proposta de validação do controlador, dividida em dois 
subcapítulos. O subcapítulo 4.4.1 apresenta o cenário de validação do módulo de 
comando e controlo, que avalia o tempo de transmissão de comandos de voo para o 
piloto automático. Por fim, o subcapítulo 4.4.2 apresenta o cenário de validação do 
módulo de aterragem visual autónoma, que avalia o erro associado à estima da pose do 
VANT, bem como o erro associado ao alinhamento e aproximação do VANT à marca 
visual de aterragem.  
 Software 
A fase inicial de implementação e testes ao controlador foi efetuada com recurso 
a simuladores de GCSs e de pilotos automáticos de VANTs.  
Para simular a GCS foi utilizado o programa ArduPilot Mega Planner 2, que 
consiste numa aplicação, de edição-livre, que simula uma GCS e que se encontra 
adaptada pilotos automáticos que utilizam o protocolo MAVLink (e.g. ArduPilot Mega e 
PX4/Pixhawk). O ArduPilot Mega Planner 2 permite a visualização e monitorização do 
comportamento do VANT durante o voo, configuração e calibração do piloto automático 
para a integração de comportamento autónomo, e a atribuição de missões ao piloto 
automático a partir de waypoints. 
Quanto ao piloto automático, foi utilizado o simulador Software-in-the-Loop 
(SITL), que integra as funcionalidades do simulador ArduPilot, com a adição da 
capacidade de abstração de hardware. O SITL permite a simulação de um quadrirrotor, 
sem qualquer tipo de hardware, utilizando o protocolo MAVlink para a receção de 






Numa fase inicial a implementação do controlador, assim como os testes, foram 
executados num computador portátil Toshiba Satellite P750, com um processador Intel 
i7-2630QM de 2 gigahertz, uma memória de 4 gigabytes e uma câmara integrada de 1.3 
megapixéis. 
 Validação do Controlador 
A validação do controlador define os cenários de teste associados aos dois 
módulos desenvolvido para o controlador: Comando e Controlo, e Aterragem Visual 
Autónoma. Para além da descrição dos testes a efetuar, são referidos alguns dos 
resultados expectáveis.  
4.4.1. Módulo de Comando e Controlo 
O cenário de validação associado ao módulo de comando e controlo é focado na 
medição dos tempos de transmissão de comandos de voo para o piloto automático 
através do controlador. O grau de sucesso da transmissão de comandos de voo, por 
parte do controlador, é medido de acordo com a comparação com os tempos de 
transmissão de comandos de voo através dos utilitários (mavwp, mavcmd e mavsys) do 
nó mavros. Os testes compreendem a medição dos tempos de transmissão de comandos 
de voo relativos à introdução de waypoints, aterragem e descolagem, e escolha do 
modo de voo, sendo efetuadas trinta medições para cada comando. É expectável que 
controlador demore mais tempo a executar os comandos de voo, uma vez que, de uma 
forma geral, implica processamento adicional. Contundo, a diferença de tempo deverá 
possuir um impacto irrelevante no desempenho dos comandos de voo selecionados. 
4.4.2. Módulo de Aterragem Visual Autónoma 
A validação do módulo de aterragem visual autónoma compreende o cálculo do 
erro associado às coordenadas x e y durante a fase de alinhamento com a marca visual 
de aterragem, e do erro associado à coordenada z durante a fase de aproximação 





A validação do alinhamento com a marca visual é efetuada através da 
comparação entre os valores de obtidos a partir do módulo de aterragem visual 
autónoma, com valores de referência correspondentes à distância real da câmara até 
ao centro da marca visual, simulando o alinhamento do VANT (Figura 39). A execução 
dos testes foi efetuada com recurso a uma marca visual de aterragem (subcapítulo 
3.3.4.1.) que consiste num “H” inserido numa circunferência de raio igual a 8,3 cm. De 
modo a avaliar o sucesso da implementação, foi definido um parâmetro de validação 
que corresponde a um erro obtido inferior à distância de 8,3 cm. 
 
 
Para uma coordenada z fixa (igual a 80 cm), foi testado o cálculo da posição da 
câmara em relação ao referencial com origem na marca visual de aterragem. Como tal 
foram definidas nove posições distintas (O, A, B, C, D, E, F, G, H) para a marca visual de 





aterragem, dispostas numa estrutura de suporte com comprimento igual a 48 cm e 
largura igual a 44 cm (Figura 40). 
 
A validação da aproximação descendente à marca visual é efetuada através da 
comparação entre os valores de obtidos a partir do módulo de aterragem visual 
autónoma, com valores de referência correspondentes à distância real da câmara até 
ao centro da marca visual, simulando a aproximação do VANT (Figura 41). 
 






Para coordenadas xy fixas (correspondentes à posição “O” representada na 
Figura 40), foi testado o cálculo da coordenada z para diferentes distâncias entre o alvo 
e a câmara (116, 110, 100, 90, 80, 70, 60, 50, 40 e 30 cm). 
Em ambos os testes, o cálculo do erro é obtido através da comparação entre as 
distâncias euclidianas experimental e real, calculadas entre o VANT e a marca visual de 
aterragem. Cada valor analisado corresponde à média de cinquenta iterações distintas, 
calculadas para cada posição, ou seja, o valor analisado para a distância entre o à marca 
visual e a câmara na posição O, corresponde à média de cinquenta valores calculados 
para a posição O. É expectável que o rigor das medições seja essencialmente afetado 
pela aproximação efetuada no cálculo da matriz de parâmetros intrínsecos da câmara, 
pelas condições de luminosidade, pelo erro induzido pela inexistência de uma estrutura 
de suporte fixo que limite movimentos indesejados da câmara e pelo erro derivado da 
inexistência de uma calibração prévia da câmara. O ambiente utilizado para a realização 
dos testes corresponde a um ambiente interior de uma casa.  






































Capítulo 5. Análise e Discussão de Resultados 
5.1. Introdução 
Este capítulo apresenta os resultados obtidos nos testes descritos no capítulo da 
validação (capítulo 4), assim como uma interpretação de resultados. Inicialmente, são 
analisados resultados de testes ao desempenho do módulo de comando e controlo 
(subcapítulo 5.2.), em particular, do desempenho do controlador ao enviar comandos 
de voo como: carregamento de waypoints, descolagem, aterragem e escolha do modo 
de voo. Por fim, é analisado o desempenho do módulo de aterragem visual autónoma 
(subcapítulo 5.3.) durante o processo de cálculo da pose do quadrirrotor (câmara), a 
partir da marca visual de aterragem. São analisados resultados correspondentes à fase 
de alinhamento e à fase descendente do quadrirrotor. 
5.2. Módulo de Comando e Controlo 
De acordo com o subcapítulo 4.4.1., foram testados os tempos de transmissão 
de comandos de voo, por parte do controlador, para o piloto automático. 
Os primeiros testes correspondem à transmissão de uma lista composta por 
cinco waypoints. O gráfico da Figura 42 representa os resultados obtidos para a 
execução de trinta testes, nomeadamente, os valores respetivos aos tempos de 
transmissão (em segundos) do controlador e do utilitário mavwp (do nó mavros), 
representando ainda a diferença de desempenho expressa pelo valor absoluto do erro 
associado a cada teste e a regressão linear do erro para os trinta testes. Verifica-se uma 
diferença média de 925 milissegundos entre o tempo de transmissão de comandos de 
voo por parte do controlador e o de transmissão de comandos de voo por parte do 
utilitário mavwp (Tabela 3). A magnitude do erro obtido deve-se essencialmente à 
quantidade de processamento adicional que se encontra associado à operação através 
do interface gráfico. Tendo em conta a natureza do comando de voo testado, esta 
diferença não resulta em nenhum impacto operacional significativo para o voo, ou para 







Tabela 3 - Média e mediana obtida nos testes de transmissão de waypoints. 
Comandos de voo - Waypoint Load 
 Média (segundos) Mediana (segundos) 
Controlador 1,074 0,935 
mavwp 0,149 0,148 

























Testes (nº do teste)
Comandos de voo - Waypoint load
Controlador mavwp Erro Regressão Linear do Erro





Os testes seguintes correspondem à transmissão do comando de voo de 
descolagem e aterragem.  
Os gráficos das Figura 43 e Figura 44 representam os resultados obtidos para a 
execução de trinta testes, nomeadamente, os valores respetivos aos tempos de 
transmissão (em segundos) do controlador e do utilitário mavcmd (do nó mavros), 
representando ainda a diferença de desempenho expressa pelo valor absoluto do erro 
associado a cada teste e a regressão linear do erro para os trinta testes.  
No caso da descolagem, verifica-se uma diferença média de 6 milissegundos 
entre o tempo de transmissão de comandos de voo por parte do controlador e o de 
transmissão de comandos de voo por parte do utilitário mavcmd (Tabela 4). Tendo em 
conta o erro reduzido, os resultados obtidos são positivos no sentido em que o tempo 
adicionado pelo acréscimo de processamento associado ao controlo efetuado através 
do interface gráfico é ínfimo. O facto de o comando de voo ser transmitido diretamente 
para o módulo de comunicação, através do serviço /mavros/command/takeoff, ao invés 
de ser utilizado um utilitário do mavros como intermediário, também contribui para o 








Tabela 4 - Média e mediana obtida nos testes de transmissão do comando de voo de descolagem. 
Comandos de voo - Takeoff 
 Média (segundos) Mediana (segundos) 
Controlador 0,029 0,029 
mavwp 0,024 0,025 
Erro 0,005 0,004 
 
Quanto à aterragem, verifica-se uma diferença média de 5 milissegundos entre 
o tempo de transmissão de comandos de voo por parte do controlador e o de 
transmissão de comandos de voo por parte do utilitário mavcmd (Tabela 5). À 
semelhança dos testes anteriores, os resultados obtidos são positivos no sentido em que 
o tempo adicionado pelo acréscimo de processamento associado ao controlo efetuado 
através do interface gráfico é ínfimo. O facto de o comando de voo ser transmitido 



















Testes (nº de teste)
Comandos de voo - Takeoff
Controlador mavcmd Erro Regressão Linear do Erro





/mavros/command/landing, ao invés de ser utilizado um utilitário do mavros como 
intermediário, também contribui para o melhoramento do desempenho do controlador.  
 
Tabela 5 - Média e mediana obtida nos testes de transmissão do comando de voo de aterragem. 
Comandos de voo - Land 
 Média (segundos) Mediana (segundos) 
Controlador 0,028 0,029 
mavwp 0,022 0,022 
Erro 0,006 0,007 
 
 
A escolha do modo de voo para GUIDED concluí a sequência de testes efetuados 
ao módulo de comando e controlo. O gráfico da Figura 45 representa os resultados 
























Testes (nº do teste)
Comandos de voo - Land
Controlador mavcmd Erro Regressão linear do Erro





tempos de transmissão (em segundos) do controlador e do utilitário mavsys (do nó 
mavros), representando ainda a diferença de desempenho expressa pelo valor absoluto 
do erro associado a cada teste e a regressão linear do erro para os trinta testes. 
Surpreendentemente, o controlador demonstrou um desempenho superior ao utilitário 
mavsys, sendo verificada uma diferença média de 32 milissegundos entre o tempo de 
transmissão de comandos de voo por parte do controlador e o de transmissão de 
comandos de voo por parte do utilitário mavsys (Tabela 6). O facto de o comando de 
voo ser transmitido diretamente para o módulo de comunicação, através do serviço 
/mavros/set_mode, ao invés de ser utilizado um utilitário do mavros como 



























Testes (nº do teste)
Comandos de voo - Flight mode GUIDED
Controlador mavsys Erro Linear (Erro)






Tabela 6 - Média e mediana obtida nos testes de transmissão do comando de voo de escolha do modo de voo. 
Comandos de voo - Flight mode GUIDED 
  Média (segundos) Mediana (segundos) 
Controlador 0,010 0,011 
mavwp 0,043 0,056 



























5.3. Módulo de Aterragem Visual Autónoma 
De acordo com o subcapítulo 4.4.2., foi calculado o erro entre a distância, à 
marca visual de aterragem, real e calculada pelo controlador, durante a fase de 
alinhamento e durante a fase de aproximação descendente. 
O teste da fase de alinhamento compreende o cálculo das coordenadas xy, bem 
como a distância euclidiana entre o ponto de origem (ponto O) e a localização da marca 
visual de aterragem, relativa apenas às coordenadas xy. A Figura 46 retrata os diversos 
testes efetuados à fase de alinhamento, para as diferentes posições do alvo.  
 





A sequência dos testes efetuados corresponde às diferentes posições de teste, 
começando na posição O, e terminando na posição H, de acordo com a sequência: O-A-
B-C-D-E-F-G-H. A Figura 47 representa os resultados obtidos para o cálculo da distância 
entre a câmara e a marca visual, relativa ao eixo do x, através do nó pose_estimation, 
onde é possível verificar o erro entre a distância real e a distância calculada. De acordo 
com os testes efetuados, verificou-se um erro mínimo de 0%, correspondente ao teste 
na posição O, e um erro máximo de 68,4%, correspondente ao teste na posição H, e uma 
média de erro de 22%, sendo que estas percentagens são relativas ao valor do raio (8,3 














































Sequência de testes (Nº do teste)
Aterragem Autónoma Visual - Fase de Alinhamento (X)
Distância Real Distância Calculada (m) Erro (m)





A Figura 48 representa os resultados obtidos para o cálculo da distância entre a 
câmara e a marca visual, relativa ao eixo do y, através do nó pose_estimation, onde é 
possível verificar o erro entre a distância real e a distância calculada. De acordo com os 
testes efetuados, verificou-se um erro mínimo de 2,75%, correspondente ao teste na 
posição F, e um erro máximo de 57,6%, correspondente ao teste na posição O, e uma 
média de erro de 25%, sendo que estas percentagens são relativas ao valor do raio (8,3 

















































Sequência de testes (Nº do teste)
Aterragem Autónoma Visual - Fase de Alinhamento (Y)
Distância Real Distância Calculada (m) Erro (m)





A Figura 49 representa os resultados obtidos para o cálculo da distância entre a 
câmara e a marca visual, relativa ao plano xy, através do nó pose_estimation, onde é 
possível verificar o erro entre a distância real e a distância calculada. De acordo com os 
testes efetuados, verificou-se um erro mínimo de 1,7%, correspondente ao teste na 
posição F, e um erro máximo de 68,2%, correspondente ao teste na posição H, e uma 
média de erro de 21,3%, sendo que estas percentagens são relativas ao valor do raio 
(8,3 cm) da circunferência exterior ao “H” (da marca visual de aterragem). Apesar da 
média de erro obtida para a fase de alinhamento ser da ordem dos 21,3% (1,8 cm), os 
resultados obtidos foram positivos, uma vez que nunca atingiram a ordem dos 100%, o 
que implicaria a aterragem num ponto exterior à circunferência desenhada na marca 
visual.  
Com o erro obtido, seria possível garantir um alinhamento do VANT com um 
ponto correspondente ao interior da circunferência da marca visual. 
 
 
Figura 49 - Resultados dos testes efetuados na fase de alinhamento, relativo à distância entre a marca de aterragem 















































Sequência de testes (Nº do teste)
Aterragem Autónoma Visual - Fase de Alinhamento (D)





No que toca à fase de aproximação descendente, a sequência dos testes 
efetuados corresponde à posição O (Figura 50) detetada a distâncias diferentes no eixo 
do z, começando a uma distância z = 116 cm, e terminando a uma distância z = 30 cm, 
de acordo com a sequência: 116, 110, 100, 90, 80, 70, 60, 50, 40 e 30 cm. Os limites 
máximo e mínimo foram definidos de acordo com a capacidade do controlador para a 
deteção da marca visual, uma vez que para z > 116 cm a marca não é detetável, e para 
z < 30 cm a marca visual excede os limites da imagem detetada pela câmara. 
 
 A Figura 51 representa os resultados obtidos para o cálculo da distância entre a 
câmara e a marca visual, relativa ao eixo do z, através do nó pose_estimation, onde é 
possível verificar o erro entre a distância real e a distância calculada. De acordo com os 
testes efetuados, verificou-se um erro mínimo de 6%, correspondente à distância de 50 
cm, e um erro máximo de 28,1%, correspondente à distância de 116 cm, e uma média 
de erro de 16%, sendo que estas percentagens são relativas ao valor do raio (8,3 cm) da 
circunferência exterior ao “H” (da marca visual de aterragem). O erro médio obtido 
corresponde a 1,3 cm, o que se traduz num conjunto de resultados positivos. 











































































Sequência de testes (Nº do teste)
Aterragem Autónoma Visual - Fase Descendente (Z)
Distância Real Distância Calculada (m) Erro (m)







































Através de um estudo inicial de conceitos essenciais para a realização da 
dissertação e da definição de uma metodologia de investigação, foi realizada a 
implementação de um sistema de controlo externo para um piloto automático de um 
VANT, com recurso a uma norma de referência que promove interoperabilidade e 
permite a adição de novas funcionalidades.  
Durante esta fase de modelação e implementação do controlador, foram 
verificadas algumas limitações que afetaram o rigor dos resultados obtidos, como a falta 
de calibração completa da câmara utilizada para a execução dos testes, que condiciona 
a aquisição dos parâmetros intrínsecos da câmara e a compensação da distorção gerada 
pela câmara. Adicionalmente, a inexistência de filtragem temporal, que permite 
melhorar o desempenho do sistema através da implementação de um algoritmo, que se 
baseia num conjunto de medições anteriores, da pose da câmara, com o objetivo de 
calcular valores estimados que se aproximem aos valores reais obtidos, gerando um 
mecanismo de previsão de resultados relevante para a implementação do sistema de 
controlo no VANT. Quanto à deteção da marca visual de aterragem, advém uma 
limitação adicional relativa à simplicidade do algoritmo de identificação da marca, que 
num ambiente com diversos elementos distintos presentes na imagem demonstra-se 
propício à deteção de falsos positivos. Por fim, a principal limitação consiste na 
incapacidade da realização de testes do sistema de controlo externo integrado num 
VANT, a operar diretamente sobre o piloto automático e a ser controlado por um 
operador em terra, num ambiente de teste controlado e a bordo de um navio de guerra. 
De modo a mitigar o impacto destas limitações, torna-se necessário definir 
algumas recomendações. Nomeadamente, a calibração da câmara (a ser implementada 
no VANT) com base no algoritmo proposto por Sturm (1999) e através da função da 
biblioteca cv2.calibrateCamera (Bradski, 2013); a implementação de filtragem temporal 
com base num filtro Kalman unscented que permite solucionar a relação não-linear 





(Santos, 2014); quanto à otimização da deteção da marca visual de aterragem, a 
implementação de um algoritmo de deteção da marca visual convencional (“H” inserido 
numa circunferência) encontra-se implementado por Sanchez-Lopez (2013), no âmbito 
da aterragem em navios, servindo como um ponto de partida para o desenvolvimento 
de um algoritmo mais robusto. Outra alternativa para o algoritmo atual de deteção da 
marca visual baseia-se na implementação do código de edição-livre OpenTLD, que 
demonstra resultados promissores na área de processamento de imagens para a 
deteção e identificação de objetos (Nebehay, 2012). 
Apesar da maioria das limitações serem relativas à funcionalidade adicionada de 
aterragem visual autónoma, os resultados obtidos foram positivos e promissores, sendo 
cumpridos os objetivos secundários e o objetivo principal proposto, que corresponde à 
criação de um controlador externo que amplifica e expande as capacidades de um VANT, 
com recurso a uma norma de referência (ROS), promovendo a interoperabilidade de 
sistemas.  
O produto final desta dissertação resulta num estudo de interoperabilidade, no 
âmbito de VNTs (em particular VANTs), demonstrado através do desenvolvimento 
prático de um sistema de controlo externo para um piloto automático. Este estudo 
contribui diretamente para o desenvolvimento de VNTs na Marinha Portuguesa, 
apelando à criação de sistemas de controlo externo, interoperáveis, desenvolvidos em 
ROS. Por sua vez, o desenvolvimento desta tecnologia apela à investigação de VNTs no 
âmbito da Marinha Portuguesa, promovendo benefícios associados à integração de 
VNTs como uma capacidade operacional. 
Trabalho Futuro 
A propostas de trabalho futuro, baseado no trabalho desenvolvido nesta 





 Implementação do controlador num Raspberry Pi, com o objetivo de 
testar as funcionalidades do controlador num sistema de um VANT real, 
a bordo de um navio de guerra;  
 Adição de novas funcionalidades ao controlador, através de pacotes ROS, 
como por exemplo um tradutor entre protocolos de comunicação 
distintos e integração de software que permita a operação de novos 
sensores integrados no VANT; 
 Implementação de sistemas de controlo externos noutro tipo de VNTs, 
desenvolvidos em ROS e no âmbito da Marinha Portuguesa, com o 
objetivo de integrar funcionalidades comuns e partilhadas entre diversos 
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# Permite ao operador a transmissão de comandos de voo  















from python_qt_binding import loadUi, QtWidgets 
from python_qt_binding.QtCore import Qt, qWarning, Signal 
from python_qt_binding.QtWidgets import QMainWindow, QFrame 
 
from mavros_msgs.msg import WaypointList 
 
from flight_command_node import setFlightMode, setLandMode, 
setArmMode, setDisarmMode, setTakeoffMode, setShowWPs, 
globalPositionCallback, getWPs, setLoadWPs 
 
from subprocess import call 
#=======================================================  
 




    def __init__(self): 
        super(MyWindow, self).__init__() 
        rp = rospkg.RosPack() 
        ui_file = os.path.join(rp.get_path('image_conv'), 'resource', 
'mainwindow.ui') 
    loadUi(ui_file, self) 
        self.show() 
 
    
self.arm_check.clicked[bool].connect(self._handle_arm_check_clicked) 
    
self.takeoff_button.clicked[bool].connect(self._handle_takeoff_button_
clicked) 







    
self.set_flight_mode_button.clicked[bool].connect(self._handle_set_fli
ght_mode_button_clicked) 
    
self.print_wp_button.clicked[bool].connect(self._handle_print_wp_butto
n_clicked) 
    
self.start_mission_button.clicked[bool].connect(self._handle_start_mis
sion_button_clicked) 
    
self.init_visual_landing_button.clicked[bool].connect(self._handle_ini
t_visual_landing_button_clicked) 
    
self.load_wp_button.clicked[bool].connect(self._handle_load_wp_button_
clicked) 





    def _handle_arm_check_clicked(self, checked): 
    if checked: 
        setArmMode() 
        self.log_text_browser.append("Throttle armed") 
    else: 
        setDisarmMode() 
        self.log_text_browser.append("Throttle disarmed") 
 
    def _handle_takeoff_button_clicked(self, checked): 
    start_time = time.time() 
    altitude = float(self.takeoff_input.text())  
    setTakeoffMode(altitude) 
    self.log_text_browser.append("Takeoff successful. Taking off up to 
" + str(altitude) + " meters") 
    print ("takeoff - tempo de execucao: %s segundos" % (time.time() - 
start_time)) 
 
    def _handle_land_button_clicked(self, checked): 
    start_time = time.time() 
    setLandMode() 
    self.log_text_browser.append("Land mode set") 
    print ("land - tempo de execucao: %s segundos" % (time.time() - 
start_time)) 
 
    def _handle_set_flight_mode_button_clicked(self, checked): 
    start_time = time.time() 
    mode = str(self.flight_mode.currentText()) 
    setFlightMode(mode) 
    self.log_text_browser.append(mode + " mode set") 
    print ("flightmode - tempo de execucao: %s segundos" % 
(time.time() - start_time)) 
 
    def _handle_print_wp_button_clicked(self, checked): 
    start_time = time.time() 
    setShowWPs() 
 






    rp = rospkg.RosPack() 
    wps_file = os.path.join(rp.get_path('image_conv'), 'resource', 
'waypoint_list_2.txt')    
 
    while True:  
        try:     
                txt = open(wps_file) 
        except IOError: 
            self.log_text_browser.append("Ficheiro nao foi 
encontrado") 
            continue 
        break 
 
    txt_array = txt.readlines() 
    new_txt_array = txt_array 
 
    for i, line in enumerate(txt_array):     
 
        line = line.split() 
        new_txt_array[0] = "Waypoint List: " 
        if len(line) > 3: 
     
            if(float(line[8]) < 0): 
                hem_sphere = " S" 
            elif(float(line[8])  > 0): 
                hem_sphere = " N" 
            else: 
                hem_sphere = "  "    
 
            if(float(line[9])  < 0): 
                merid = " W" 
            elif(float(line[9])  > 0): 
                merid = " E" 
            else: 
                merid = " " 
            line[8] = abs(float(line[8])) 
            line[9] = abs(float(line[9])) 
             
            new_txt_array[i] = "WP" + str(line[0]) + ": Lat = "+ 
str(line[8]) + hem_sphere + ", Long = " + str(line[9]) + merid + ", 
Altitude = " + str(line[10])   
            self.waypoint_text_browser.append(str(new_txt_array[i])) 
 
    print ("printwp - tempo de execucao: %s segundos" % (time.time() - 
start_time)) 
             
    def _handle_start_mission_button_clicked (self, checked): 
    setFlightMode("GUIDED") 
    self.log_text_browser.append("GUIDED mode set") 
    time.sleep(1) 
 
    setArmMode() 
    self.log_text_browser.append("Throttle armed") 
    time.sleep(1) 
 





    self.log_text_browser.append("Begining Takeoff") 
    time.sleep(4) 
 
    setFlightMode("AUTO") 
    self.log_text_browser.append("AUTO mode set") 
 
    self.log_text_browser.append("Mission start was succesful. 
Following mission plan...") 
     
    def _handle_init_visual_landing_button_clicked(self, checked): 
    setFlightMode("GUIDED") 
    call(["roslaunch", "image_conv", "visual_landing.launch"]) 
    self.log_text_browser.append("Started Visual Landing...") 
 
    def _handle_load_wp_button_clicked(self, checked): 
    start_time = time.time() 
    setLoadWPs() 
    self.log_text_browser.append("Waypoint list successfully loaded!") 
    print ("wpload - tempo de execucao: %s segundos" % (time.time() - 
start_time)) 
 
    def _handle_N_S_box(self, _latitude): 
 
    pos = str(self.N_S_box.currentText()) 
     
    if (pos == "N"): 
        _longitude = abs(_latitude) 
    elif(pos == "S"): 
        _longitude = - _latitude 
 
    return _latitude 
 
    def _handle_E_W_box(self, _longitude): 
 
    pos = str(self.E_W_box.currentText()) 
 
    if(pos == "E"): 
        _longitude = abs(_longitude) 
    elif(pos == "W"): 
        _longitude = - _longitude 
 
    return _longitude 
 
    def _handle_insert_wp_button_clicked(self, checked): 
    start_time = time.time() 
    latitude = float(self.lat_line_edit.text()) 
    longitude = float(self.long_line_edit.text()) 
    altitude = int(self.alt_line_edit.text()) 
 
    latitude = self._handle_N_S_box(latitude) 
    longitude = self._handle_E_W_box(longitude) 
 
    rp = rospkg.RosPack() 
    wps_file_path = os.path.join(rp.get_path('image_conv'), 
'resource', 'waypoint_list_2.txt') 
 





        for i, lines in enumerate(wps_file): 
                pass 
        index = i 
    wps_file.close() 
 
    with open(wps_file_path, 'a') as wps_file: 
         
        line = str(index) + "\t" + str(0) + "\t" + str(3) + "\t" + 
str(16) + "\t" + str(0) +"\t"+ str(0) +"\t"+ str(0) +"\t"+ str(0) 
+"\t"+ str(latitude)+ "\t" + str(longitude) +"\t"+ str(altitude) + 
"\t" +  str(1) + "\n" 
            wps_file.write(line) 
    wps_file.close() 
 
 
    self.log_text_browser.append("Waypoint inserted") 
    print ("insertwp - tempo de execucao: %s segundos" % (time.time() 
- start_time)) 
 
# Funcao main======================================================== 
if __name__ == '__main__': 
    app = QtWidgets.QApplication(sys.argv) 
    window = MyWindow() 






































































from std_msgs.msg import String 
from sensor_msgs.msg import NavSatFix 
from mavros_msgs.srv import * 
from mavros_msgs.msg import WaypointList 
from subprocess import call 
#=======================================================  




# Funcao que escolhe o modo de voo 
def setFlightMode(mode): 
    rospy.wait_for_service('/mavros/set_mode') 
    try: 
        flightModeService = rospy.ServiceProxy('/mavros/set_mode', 
mavros_msgs.srv.SetMode) 
        isModeChanged = flightModeService(custom_mode=mode)  
    except rospy.ServiceException, e: 
        print "service set_mode call failed: %s. %s Mode could not be 
set. Check that GPS is enabled" %(e, mode) 
 
# Funcao que faz aterragem 
def setLandMode(): 
    rospy.wait_for_service('/mavros/cmd/land') 
    try: 
        landService = rospy.ServiceProxy('/mavros/cmd/land', 
mavros_msgs.srv.CommandTOL) 
        isLanding = landService(altitude = 0, latitude = 0, longitude 
= 0, min_pitch = 0, yaw = 0) 
    except rospy.ServiceException, e: 
        print "service land call failed: %s. The vehicle cannot land 
"%e 
           
# Funcao que arma o veiculo 
def setArmMode(): 
    rospy.wait_for_service('/mavros/cmd/arming') 
    try: 







        armService(True) 
    except rospy.ServiceException, e: 
        print "Service arm call failed: %s"%e 
 
# Funcao que desarma o veiculo 
def setDisarmMode(): 
    rospy.wait_for_service('/mavros/cmd/arming') 
    try: 
        armService = rospy.ServiceProxy('/mavros/cmd/arming', 
mavros_msgs.srv.CommandBool) 
        armService(False) 
    except rospy.ServiceException, e: 
        print "Service arm call failed: %s"%e 
 
# Funcao que descola o veiculo 
def setTakeoffMode(altitude): 
    rospy.wait_for_service('/mavros/cmd/takeoff') 
    try: 
        takeoffService = rospy.ServiceProxy('/mavros/cmd/takeoff', 
mavros_msgs.srv.CommandTOL)  
        takeoffService(altitude = float(altitude), latitude = 0, 
longitude = 0, min_pitch = 0, yaw = 0) 
    except rospy.ServiceException, e: 
        print "Service takeoff call failed: %s"%e 
 
# Funcao que mostra os waypoints 
def setShowWPs(): 
    try: 
    rp = rospkg.RosPack() 
        wps_file = os.path.join(rp.get_path('image_conv'), 'resource', 
'waypoint_list_2.txt') 
        open(wps_file, 'w').close() 
 
    call(["rosrun", "mavros", "mavwp", "show"]) 
    call(["rosrun", "mavros", "mavwp", "dump", wps_file]) 
    except rospy.ServiceException, e: 
        print "Service takeoff call failed: %s"%e 
 
# Funcao que apaga os waypoints do piloto automatico 
def setClearWPs(): 
    rospy.wait_for_service('/mavros/mission/clear') 
    try: 
    clearWPsService = rospy.ServiceProxy('/mavros/mission/clear', 
mavros_msgs.srv.WaypointClear)  
    clearWPsService() 
    except rospy.ServiceException, e: 
        print "Service takeoff call failed: %s"%e 
 
# Funcao que carrega os waypoints no piloto automatico 
def setLoadWPs(): 
    setClearWPs() 
 
    try: 
    rp = rospkg.RosPack() 
        wps_file = os.path.join(rp.get_path('image_conv'), 'resource', 
'waypoint_list_2.txt') 





    call(["rosrun", "mavros", "mavwp", "load", wps_file]) 
    except rospy.ServiceException, e: 
        print "Service takeoff call failed: %s"%e 
 
# Funcao que mostra waypoints 
def getWPs(): 
    global waypoint_list 
    return waypoint_list 
 
# Funcao que mostra localizacao GPS 
def globalPositionCallback(globalPositionCallback): 
    global latitude 
    global longitude 
    latitude = globalPositionCallback.latitude 
    longitude = globalPositionCallback.longitude 
     
            
# Funcao main=================================================== 
if __name__ == '__main__': 
    rospy.init_node('flight_command_node', anonymous=True) 
    rospy.Subscriber("/mavros/global_position/raw/fix", NavSatFix, 
globalPositionCallback) 
 




























































# Programa que deteta e analisa contornos de objetos presentes nas 
imagens provenientes do no usb_cam,  
# de modo a detetar a marca visual de aterragem, e a calcular as suas 
respetivas coordenadas  








import numpy as np 
import cv2 
import rospy 
from std_msgs.msg import Header 
from sensor_msgs.msg import Image 
from cv_bridge import CvBridge 
import time 
from image_conv.msg import Coordinates 





    rospy.init_node('detect_marker', anonymous=True) 
    rospy.Subscriber("/usb_cam/image_raw", Image, detect_marker) 
    rospy.spin() 
 
def detect_marker(camera): 
    pub = rospy.Publisher('target_coordinates', Coordinates, 
queue_size=1)       
    coordinates = Coordinates() 
    frame = bridge.imgmsg_to_cv2(camera, desired_encoding="bgra8") 
    status = "No Targets" 
     
    output = frame.copy() 
 
    # Pre-processamento de imagem 
    gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 
    blurred = cv2.GaussianBlur(gray, (7, 7), 0) 
    edged = cv2.Canny(blurred, 50, 150) 
 
    # Encontra contornos 
    cnts = cv2.findContours(edged.copy(), cv2.RETR_EXTERNAL, 
cv2.CHAIN_APPROX_SIMPLE)[-2]    
 
    cv2.line(frame, (310, 240), (330, 240), (0,0,255), 2) 






    cv2.line(frame, (310, 120), (330, 120), (0,0,255), 2) 
    cv2.line(frame, (320, 110), (320, 130), (0,0,255), 2) 
#2 
    cv2.line(frame, (310, 360), (330, 360), (0,0,255), 2) 
    cv2.line(frame, (320, 350), (320, 370), (0,0,255), 2) 
#7 
    cv2.line(frame, (150, 120), (170, 120), (0,0,255), 2) 
    cv2.line(frame, (160, 110), (160, 130), (0,0,255), 2) 
 
#4 
    cv2.line(frame, (150, 240), (170, 240), (0,0,255), 2) 
    cv2.line(frame, (160, 230), (160, 250), (0,0,255), 2) 
#1 
    cv2.line(frame, (150, 360), (170, 360), (0,0,255), 2) 
    cv2.line(frame, (160, 350), (160, 370), (0,0,255), 2) 
#9 
    cv2.line(frame, (470, 120), (490, 120), (0,0,255), 2) 
    cv2.line(frame, (480, 110), (480, 130), (0,0,255), 2) 
#6 
    cv2.line(frame, (470, 240), (490, 240), (0,0,255), 2) 
    cv2.line(frame, (480, 230), (480, 250), (0,0,255), 2) 
#3 
    cv2.line(frame, (470, 360), (490, 360), (0,0,255), 2) 
    cv2.line(frame, (480, 350), (480, 370), (0,0,255), 2) 
 
    # analisa cada contorno 
    for c in cnts: 
        # aproxima o contorno 
        peri = cv2.arcLength(c, True) 
        approx = cv2.approxPolyDP(c, 0.01 * peri, True) 
 
        ((x, y), radius) = cv2.minEnclosingCircle(c) 
        M = cv2.moments(c) 
 
  
        # avança no caso do raio do circulo for superior ao estipulado 
        if radius > 25: 
 
            # cria uma bounding box para definir a relacao de aspeto 
            (x, y, w, h) = cv2.boundingRect(approx) 
            aspectRatio = w / float(h) 
 
            # obtem a solidez do contorno original 
            area = cv2.contourArea(c) 
            hullArea = cv2.contourArea(cv2.convexHull(c)) 
            if float(hullArea) != 0: 
                solidity = area / float(hullArea) 
 
            keepDims = w > 100 and h > 100 
            keepSolidity = solidity > 0.9 
            keepAspectRatio = aspectRatio >= 0.8 and aspectRatio <= 
1.2 
 
            # testa o contorno 
            if keepDims and keepSolidity and keepAspectRatio: 
         





                status = "Target Acquired" 
 
                header.stamp = rospy.Time.now() 
                header.frame_id = "usb_cam" 
                 
                coordinates.x = x 
                coordinates.y = y 
                coordinates.width = w 
                coordinates.height = h 
                coordinates.header = header 
                 
                pub.publish(coordinates) 
 




                x1 = x 
                y1 = y 
 
                x2 = x + w 
                y2 = y + h 
 
                x0 = x + (w)/2 
                y0 = y + (h)/2 
 
                width = w/2 
                heigth = h/2 
 
                image_points = np.array([ 
                            (x1, y1),     # canto superior esquerdo 
                            (x2, y1),     # canto superior direito 
                            (x1, y2),     # canto inferior esquerdo 
                            (x2, y2),     # canto inferior direito 
                            (x0,y0),      # centro 
                                ], dtype="double") 
 
                    model_points = np.array([ 
                            (-0.083, 0.083, 0), # canto superior 
esquerdo 
                            (0.083, 0.083, 0),  # canto superior 
direito 
                            (-0.083, -0.083, 0),# canto inferior 
esquerdo 
                            (0.083, -0.083, 0), # canto inferior 
direito 
                            (0, 0, 0)         # centro 
 
                                ]) 
 
                 # Parametros intrisecos da camera (distancias focais 
e centro da imagem) 
                    focal_length = 640 
                    center = (640 / 2, 480 / 2) 
                # Define a matriz de parametros intrisecos da camera 
                    camera_matrix = np.array([[focal_length, 0, 






                # Assume distorcao focal como nula 
                    dist_coeffs = np.zeros((4, 1))   
                # solvePnP obtem as matrizes de rotacao e translacao 
(pose) do alvo, relativas ao referencial da camera 
                    (success, rotation_vector, translation_vector) = 
cv2.solvePnP(model_points, image_points, camera_matrix, dist_coeffs, 
                                                            
cv2.SOLVEPNP_EPNP) 
  
                    print "Target Pose" 
                    print "> Rotation Vector:\n 
{0}".format(rotation_vector) 




                (rotation_matrix,_) = cv2.Rodrigues(rotation_vector) 
 
                # Aplicar a matriz transposta na matriz de rotacao 
                new_rotation_matrix = rotation_matrix.transpose() 
                (new_rotation_vector,_) = 
cv2.Rodrigues(new_rotation_matrix) 
 




                print " Camera position (G frame):\n 
{0}".format(new_translation_vector) 
 
                file_path = os.path.join(rp.get_path('image_conv'), 
'scripts', 'resultados.txt') 
                euc_dist= 
math.sqrt(new_translation_vector[0]*new_translation_vector[0] + 
new_translation_vector[1]*new_translation_vector[1]) 
                with open(file_path, 'a') as f: 
 
                    f.write("X= {0} 
\n".format(new_translation_vector[0]) +"Y= {0} 
\n".format(new_translation_vector[1])+"D= {0} \n".format(euc_dist) ) 
 




                g_frame_points = np.array([(0.1, 0.0, 0.0),(0.0, 0.1, 
0.0),(0.0, 0.0, 0.1),(0.0, 0.0, 0.0)]) 
                (g_frame, jacobian) = 
cv2.projectPoints(g_frame_points, rotation_vector, translation_vector, 
camera_matrix, dist_coeffs) 
 
                    p0 = (int(g_frame[3][0][0]), 
int(g_frame[3][0][1])) 






                    py = (int(g_frame[1][0][0]), 
int(g_frame[1][0][1])) 
                    pz = (int(g_frame[2][0][0]), 
int(g_frame[2][0][1])) 
 
                  
                    cv2.line(frame, p0, px, (255,0,0), 2) #X - AZUL 
                cv2.putText(frame, "X", px, cv2.FONT_HERSHEY_SIMPLEX, 
0.5,(255,0,0), 2) 
 
                    cv2.line(frame, p0, py, (0,255,0), 2) #Y - VERDE 
                cv2.putText(frame, "Y", py, cv2.FONT_HERSHEY_SIMPLEX, 
0.5,(0,255,0), 2) 
 
                    cv2.line(frame, p0, pz, (0,0,255), 2) #Z - 
VERMELHO 




                # desenha no centro da marca 
 
                M = cv2.moments(approx) 
                (cX, cY) = (int(M["m10"] / M["m00"]), int(M["m01"] / 
M["m00"])) 
                (startX, endX) = (int(cX - (w * 0.15)), int(cX + (w * 
0.15))) 
                (startY, endY) = (int(cY - (h * 0.15)), int(cY + (h * 
0.15))) 
 
                cv2.line(frame, (0, 0), (endX-cX, 0), (255, 0, 255), 
2) 
                cv2.putText(frame, "u", (endX-cX, 10), 
cv2.FONT_HERSHEY_SIMPLEX, 0.5,(255, 0, 255), 2) 
 
                cv2.line(frame, (0, 0), (0, endY-cY), (0, 255, 255), 
2) 
                cv2.putText(frame, "v", (5, endY-cY), 
cv2.FONT_HERSHEY_SIMPLEX, 0.5,(0, 255, 255), 2) 
 
                cv2.line(frame, (310, 240), (330, 240), (0,0,255), 2) 
                cv2.line(frame, (320, 230), (320, 250), (0,0,255), 2) 
 
                cv2.putText(frame,"x =" + 
str(new_translation_vector[0]), (5, 420), cv2.FONT_HERSHEY_SIMPLEX, 
0.5,(255,0,0), 2) 
                cv2.putText(frame,"y =" + 
str(new_translation_vector[1]), (5, 440), cv2.FONT_HERSHEY_SIMPLEX, 
0.5,(0,255,0), 2) 
                cv2.putText(frame,"z =" + 











        (0, 0, 255), 2) 
 
 
    cv2.imshow("Frame", frame) 
    key = cv2.waitKey(1) & 0xFF 
 
    # para o loop quando se carrega na tecla 'q' 
    if key == ord("q"): 
        rospy.signal_shutdown("Processo terminado com sucesso!")  
        print "Processo terminado com sucesso!" 
# Funcao main==================================================== 
if __name__ == '__main__': 
   try:     
      rp = rospkg.RosPack() 
      bridge = CvBridge() 
      header = Header() 
      init_detect_marker() 
   except rospy.ROSInterruptException: 





























# Programa que recebe captura de video e coordenadas do alvo 
detectado, 
# por forma a determinar a pose do UAV e calcular as suas coordenadas 
relativas ao alvo. 
# De seguida envia as suas coordenadas e versores de rotacao para o 










from cv_bridge import CvBridge 
from sensor_msgs.msg import Image 
from image_conv.msg import Coordinates 
from geometry_msgs.msg import Quaternion, Point, PoseStamped, Pose 
from std_msgs.msg import Header 
#import message_filters 







    # Inicia node 
    rospy.init_node('pose_estimation', anonymous=True)            
    #rospy.Subscriber("/usb_cam/image_raw", Image, pose_estimation) 
    #  Subscricao a topicos de modo a receber informacao de outros 
nodes 
    image_sub = Subscriber("/usb_cam/image_raw", Image)          
    coord_sub = Subscriber("/target_coordinates", Coordinates) 
 
    # Sincroniza a recepcao dos dois topicos e procede a chamar a 
funcao "pose_estimation"   
    ts = ApproximateTimeSynchronizer([image_sub, coord_sub], 10,1) 
    rospy.loginfo(ts.registerCallback(pose_estimation)) 
    ts.registerCallback(pose_estimation) 
 
    # Impede o programa de encerrar ate ser determinado pelo 
utilizador 
    rospy.spin() 
 
def pose_estimation(image,coord): 
    # Escreve na consola o conteudo da variavel "coord", entre outras 
informacoes 





    # Converte imagens utilizadas pelo ROS para imagens utilizadas por 
OpenCv 
    im = bridge.imgmsg_to_cv2(image, desired_encoding="passthrough") 
    # Obtem a resolucao da imagem 
    size = im.shape 
     
    # Coordenadas do centro e dos quatro cantos do alvo detectado, na 
imagem 
    x1 = coord.x 
    y1 = coord.y 
 
    x2 = coord.x + coord.width 
    y2 = coord.y + coord.height 
 
    x0 = (coord.x + coord.x + coord.width)/2 
    y0 =(coord.y + coord.y + coord.height)/2 
 
    width = coord.width/2 
    heigth = coord.height/2 
 
    # Guarda num vector as varias coordenadas do alvo 
    image_points = np.array([ 
                                (x1, y1),     # canto superior 
esquerdo 
                                (x2, y1),     # canto superior direito 
                                (x1, y2),     # canto inferior 
esquerdo 
                                (x2, y2),     # canto inferior direito 
                                (x0,y0),      # centro 
                            ], dtype="double") 
 
    # Coordenadas 3D do modelo utilizado como alvo (em metros) 
    model_points = np.array([ 
                                (-0.7, 0.155, 0), # canto superior 
esquerdo 
                                (0.7, 0.155, 0),  # canto superior 
direito 
                                (-0.7, -0.155, 0),# canto inferior 
esquerdo 
                                (0.7, -0.155, 0), # canto inferior 
direito 
                                (0, 0, 0)         # centro 
 
                            ]) 
 
    # Parametros intrisecos da camera (distancias focais e centro da 
imagem) 
    focal_length = size[1] 
    center = (size[1] / 2, size[0] / 2) 
    # Define a matriz de parametros intrisecos da camera 
    camera_matrix = np.array([[focal_length, 0, center[0]], [0, 
focal_length, center[1]], [0, 0, 1]], dtype="double") 
 
    print "Focal lenght is:", focal_length 
    print "Size is:", size[1], size[0] 






    # Assume distorcao focal como nula 
    dist_coeffs = np.zeros((4, 1))   
    # solvePnP obtem as matrizes de rotacao e translacao (pose) do 
alvo, relativas ao referencial da camera 
    (success, rotation_vector, translation_vector) = 
cv2.solvePnP(model_points, image_points, camera_matrix, dist_coeffs, 
                                                                
flags=cv2.SOLVEPNP_ITERATIVE) 
 
    print "Target Pose" 
    print "> Rotation Vector:\n {0}".format(rotation_vector) 
    print "> Translation Vector:\n {0}".format(translation_vector) 
     
    # Converte as matrizes de rotacao e translacao anteriores em 
matrizes de rotacao e translacao relativas ao referencial do alvo 




    # Converte a matriz de rotacao num Quaternion porque apenas e 
possivel a publicacao para MAVROS neste formato 
    quaternion = euler_to_quaternion(tc_rotation) 
    print "> Quaternion:\n {0}".format(quaternion) 
 
    # Obtem as coordenadas da camera relativas ao referencial do alvo 
(mapping from world coordinates to camera coordinates) 
    camera_coordinates = get_camera_real_point(tc_rotation, 
tc_translation) 
     
    camera_point.x = camera_coordinates[0] 
    camera_point.y = camera_coordinates[1] 
    camera_point.z = camera_coordinates[2] 
     
    print camera_point 
 
    g_frame_points = np.array([(0.3, 0.0, 0.0),(0.0, 0.3, 0.0),(0.0, 
0.0, 0.3),(0.0, 0.0, 0.0)]) 
 
    (g_frame, jacobian) = cv2.projectPoints(g_frame_points, 
rotation_vector, translation_vector, camera_matrix, dist_coeffs) 
 
    print "G_frame:\n {0}".format(g_frame) 
    print int(g_frame[0][0][0]) 
 
 
    # Publica para MAVROS a posicao do UAV e respectivo Quaternion de 
rotacao 
    header.stamp = rospy.Time.now() 
    header.frame_id = "uav_pose" 
 
    pose.position = camera_point 
    pose.orientation = quaternion 
 
    uav_pose.pose = pose 






    pub = rospy.Publisher('/mavros/vision_pose/pose', PoseStamped, 
queue_size=1) 
 
    pub.publish(uav_pose) 
    r = rospy.Rate(1) 
    rospy.loginfo(uav_pose) 
    r.sleep() 
 
    p0 = (int(g_frame[3][0][0]), int(g_frame[3][0][1])) 
    px = (int(g_frame[0][0][0]), int(g_frame[0][0][1])) 
    py = (int(g_frame[1][0][0]), int(g_frame[1][0][1])) 
    pz = (int(g_frame[2][0][0]), int(g_frame[2][0][1])) 
 
      
    cv2.line(im, p0, px, (255,0,0), 2) #X - AZUL 
    cv2.line(im, p0, py, (0,255,0), 2) #Y - VERDE 
    cv2.line(im, p0, pz, (0,0,255), 2) #Z - VERMELHO 
     
# Converte euler pose para quaternion pose 
def euler_to_quaternion(rotation): 
 
    roll = rotation[0] 
    pitch = rotation[1] 
    yaw = rotation[2] 
 
    q0 = math.cos(yaw * 0.5) 
    q1 = math.sin(yaw * 0.5) 
    q2 = math.cos(roll * 0.5) 
    q3 = math.sin(roll * 0.5) 
    q4 = math.cos(pitch * 0.5) 
    q5 = math.sin(pitch * 0.5) 
 
    quat.w = q0 * q2 * q4 + q1 * q3 * q5 
    quat.x = q0 * q3 * q4 - q1 * q2 * q5 
    quat.y = q0 * q2 * q5 + q1 * q3 * q4 
    quat.z = q1 * q2 * q4 - q0 * q3 * q5 
 
    return quat 
 
def target_to_camera_pose(rotation, translation): 
         
    (rotation_matrix,_) = cv2.Rodrigues(rotation) 
 
    # Aplicar a matriz transposta na matriz de rotacao 
    new_rotation_matrix = rotation_matrix.transpose() 
    (new_rotation_vector,_) = cv2.Rodrigues(new_rotation_matrix) 
 
    new_translation_vector = - np.dot(new_rotation_matrix, 
translation) 
 
    print " Rotation Matrix:\n {0}".format(rotation_matrix) 
    print " Translation Vector:\n {0}".format(new_translation_vector) 
     
    return new_rotation_vector, new_translation_vector 
 
def get_camera_real_point(rotation, translation): 





    # Aplicar a matriz transposta na matriz de rotacao 
    new_rotation_matrix = rotation_matrix.transpose() 
     
    camera_coordinates = translation 
 
    print " Camera coordinates:\n {0}".format(camera_coordinates) 
     
    return camera_coordinates 
 
# Funcao main=================================================== 
if __name__ == '__main__': 
    bridge = CvBridge() 
    quat = Quaternion() 
    camera_point = Point() 
    pose = Pose() 
    uav_pose = PoseStamped() 
    header = Header() 
     






























































# executa o alinhamento do VANT com a marca visual de aterragem,  










from std_msgs.msg import Header 
from image_conv.msg import Coordinates 
from geometry_msgs.msg import Quaternion, Point, PoseStamped, Pose 






    rospy.init_node('uav_landing', anonymous=True) 
    rospy.Subscriber("/mavros/vision_pose/pose", PoseStamped, 
uav_landing) 
        rospy.spin() 
 
def uav_landing(uav_pose): 
     
 
    uav_position = uav_pose.pose.position 
    x = uav_position.x 
    y = uav_position.y 
    z = uav_position.z 
     
     
    quad_1 = x > 0 and y > 0 
    quad_2 = x < 0 and y > 0 
    quad_3 = x < 0 and y < 0 
    quad_4 = x > 0 and y < 0 
 
    off_target = abs(x) > 0.02 or abs(y) > 0.02 
    on_target = abs(x) < 0.02 and abs(y) < 0.02 and z > 0.02 
     
    timeout = time.time() + 10 
     
    if (abs(x) > 0.02 or abs(y) > 0.02): 
        while True:  
        #enquanto off_target:    
            time.sleep(1) 
            dx = abs(x/10) 






            #faz alinhamento de acordo com o quadrante em que o VANT 
se encontra: 
            print "Not on target"        
            if (quad_1): 
                x = x - dx 
                y = y - dy 
            elif (quad_2): 
                x = x + dx 
                y = y - dy 
            elif (quad_3): 
                x = x + dx 
                y = y + dy 
            elif (quad_4): 
                x = x - dx 
                y = y + dy 
 
            if (abs(x) < 0.02 and abs(y) < 0.02 and z > 0.02): 
                landing_status = uav_descent(uav_pose, x, y, z) 
                print landing_status 
                break 
            print "Alligning: x = %r y = %r z = %r" % (x,y,z) 
 
            if(time.time() > timeout): 
                break 
 
def uav_descent(uav_pose, x,y,z): 
    on_target = abs(x) < 0.02 and abs(y) < 0.02 and z > 0.02 
 
    while on_target: 
         
        dz = abs(z/10) 
        z = z - dz 
        time.sleep(1) 
        print "Descending: x = %r y = %r z = %r" % (x,y,z) 
 
        publish_pose(uav_pose, x, y, z) 
 
        if (z <= 0.3): 
            status = "Landed" 
            break    
    return status 
 
def publish_pose(uav_pose, _x, _y, _z): 
    pub = rospy.Publisher('/mavros/setpoint_position/local', 
PoseStamped, queue_size=1) 
 
    header.stamp = rospy.Time.now() 
    header.frame_id = "target_position" 
 
    target_pose.pose.orientation = uav_pose.pose.orientation 
    target_pose.pose.position.x = _x 
    target_pose.pose.position.y = _y 
    target_pose.pose.position.z = _z 
    target_pose.header = header  
 







# Funcao main 
#======================================================== 
if __name__ == '__main__': 
    target_pose = PoseStamped() 
    header = Header() 
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