Abstract: Undoubtedly, it is important to model the average and extreme phenomena in earth sciences disciplines such as hydrology under uncertain and changing climate conditions. The issues become more important when we deal with reservoir management, flood forecasting and irrigation. In this paper, we model the average and extreme river flow in the Indus River at the Upper Indus Basin. For modelling average river flow, we utilised the popular classes of time series models including the autoregressive integrated moving average and autoregressive conditional heteroscedasticity models. For modelling the extremes, preference is given to probability distributions dealing with extremes in the tails. Starting with different models and distributions we finally choose the one which performs best among the competing models and distributions, respectively. Finally, when modelling extremes we noted that different probability distributions may be used for the same data, depending on whether interest is in lower or higher order moments.
Introduction
Time series modelling plays an important role in various areas including finance, economics, engineering, climatology, hydrology etc. (Mathevet et al., 2004) . Two common classes of time series models, autoregressive integrating moving average (ARIMA) and autoregressive conditional heteroscedasticity (ARCH) have found a wide range of applications over the past decades. Using time series models in hydrology gives us the advantage of requiring only a moderate amount of data and saves us from excessive computational requirements. In hydrological modelling, we need geographical and topographical data, climate data (maximum temperature, minimum temperature, precipitation, wind direction etc.), observed river flow data for calibration and digital elevation data.
Previous data show that Indus River is vital for the economy of Pakistan as it is a sustainable source of hydropower generation and agriculture. A brief but precise summary about the role of Indus River for the economy of Pakistan is presented in Figures 2, 3 and 4. Figure 2 shows that 44% of the available water is contributed by the Indus River. On a seasonal basis it contributes 86% and 14% during summer and winter, respectively, of their annual inflow. Figure 3 provides details about the contribution of Indus River to the energy sector of Pakistan through hydropower generation. The main sources of electricity production in Pakistan are: independent power producers (IPPs), nuclear, hydropower, government owned power generation companies (GENCOs) and rental. Hydropower contributes almost 36% of the total electricity production in the country (WAPDA = Water and Power Development Authority, Pakistan). The nominal cost of electricity from hydropower attracts the people towards hydropower generation due to Pakistan's suitable hilly and rocky topography, particularly in northern parts including Khyber Pakhtoonkhwa and Gilgit Baltistan provinces. Figure 4 presents the role of different rivers in hydropower generation, both at present and in the future. The Government of Pakistan has plans to install hydropower stations on different rivers in the future. In this paper we consider only those projects which have the capacity of at least 50 megawatt (MW). Figure 4 illustrates that Indus River contributes 79.17% and 81.33% to the hydropower generation of Pakistan presently and in the future, respectively.
Time series models can be applied to many problems in earth and environmental sciences, for example Soltani et al. (2006) used ARIMA model to identify different climate zones in Iran. Liming et al. (2013) used time series combined with a deterministic stochastic approach to model and predict the global monthly surface temperature for decision making. Martucci et al. (2010) used extreme value statistical distributions for analysing wave heights in the Italian sea. Modarres et al. (2014) implemented the multivariate generalised autoregressive heteroscedasticity (MGARCH) and nonlinear autoregressive moving with exogenous variable-generalised autoregressive heteroscedasticity (ARMAX-GARCH) to investigate the association between climate variables and hip fracture rate in Quebéc province, Canada. Recently, the nonlinear GARCH models are gaining increased popularity. Modarres et al. (2014) used a GARCH model to evaluate the covariance between drought, South Oscillation Index (SOI) and North Atlantic Oscillation (NAO). Amiri (2014) applied GARCH models to analyse the atmospheric carbon dioxide concentration growth rate with leverage effect.
The main objectives of this study include: to model the river flow using the historical observed data upstream Tarbela Reservoir; to model the extremes and provide a sensitivity analysis using extreme value distributions (EVD) and to investigate which method (maximum likelihood method, method of moment, quantile matching estimation and maximum goodness-of-fit) is suited best for estimating the parameters of the underlying probability distributions. Moreover, this study will not only be useful for reservoir management purposes, but also for hydropower generation, flood forecasting and irrigation.
Data, models and distributions
This study focuses on time series modelling, using both linear and nonlinear models, and extreme value statistical distributions to model extremes in the river flow upstream Tarbela Reservoir. Details about data, time series models and statistical distributions are given in the following subsections:
Dataset
The dataset used is monthly river flow of Indus River at Besham Qilla gauging point upstream Tarbela Reservior. The observed historical monthly data spans 45 years, from January 1961 to December 2005, making a total of 540 observations. The river flow data was acquired from WAPDA and Indus River System Authority (IRSA) of Pakistan. We deem this to be a sufficient number of observations for time series modelling. The target location of this study is upstream Tarbela reservoir on Indus River at the Upper Indus Basin (UIB), Pakistan. UIB Pakistan consists of northern Pakistan including northern Khyber Pakhtoonkhwa and Gilgit Baltistan province, stretching over an area of 109,473 km 2 (Ahmad et al., 2012) , see Figure 1 for detail. Notes: Note that all these rivers are tributaries of Indus River. The diagram was collected from Climate Change, Alternate Energy and Water Resources Institute (CAEWRI) and National Agricultural Research Center (NARC) and after some amendments used in this study. 
Time series models
Time series models including seasonal ARIMA models and seasonal adjusted ARIMA models with ARCH error structure have been used to model the river flow. In order to implement an ARIMA model we follow a four steps methodology (Box and Jenkins, 1970) . These steps are: ( ) ( )
where ε t is a white noise processes, X t is the variable of interest and the polynomial terms are given below in detail:
A simple seasonal ARIMA(1, 0, 0)(1, 0, 0) 12 model can be represented by equation (3).
This means that the time series is stationary both in trend and in seasons and the first lags in trend and seasons have influence on the current value. Similarly, we can represent and interpret different models. For identification of the model, autocorrelation functions (ACF), partial autocorrelation functions (PACF) and empirical autocorrelation functions (EACF) are useful tools. From ACF and PACF the order of MA and AR terms can be judged but keep in mind that these identification tools just provide tentative information and do not tell us about the exact orders of the model. Therefore, we have to try different models and find the best one among the competing models on the basis of model selection criteria. The sample ACF of the original series y t and the lagged version of original series of order k = 0, 1, 2,… can be computed for the observed series of order t = 0, 1, 2, 3,…,n by using equation (4).
The PACF measures the linear dependence of one variable after removing the effect of other variable(s) which effects both of them; it is a useful tool to judge the tentative order of MA terms in ARIMA models. The PACF can be obtained as a series of regression in the form of equation (5), where φ 33 will give the value of PACF of order 3 and t y is the mean deviated original series, t y y − . 
The EACF is another useful tool for the identification of the order of AR and MA terms in ARIMA models. The EACF is also used to get tentative information about the order of a GARCH model when additionally modelling the volatility of a time series. The unknown parameters of the identified model are then estimated depending upon the nature of identified model's order. If we have a simple AR model then least squares is a good method to estimate the parameters while maximum likelihood method is preferred in case that the identified model has MA terms (Enders, 2010) . In case of estimating a seasonal ARIMA model, we have a number of parameters and combinations of terms. Therefore, we need to examine a wide range of tentative models and choose the best one based upon model selection criteria (Cowpertwait and Metcalfe, 2009 ). After estimation, it is necessary to check the assumptions and the performance of the chosen model. The usual assumptions about the model are: the residuals should be independently, identically and normally distributed (IIND). To check the IIND assumption, ACF and PACF are useful tools. For normality assumption, different tests and drawing the histogram of the residuals can be used. The Q-Q normal plot is also a useful graphical tool for producing a normal quantile-quantile plot. Diagnostic checking is important in time series modelling because we might get misleading results if the estimated model does not fulfil the assumptions. And finally, to check the performance of the fitted models, various statistics are available including Akaike information criterion (AIC), Akaike information criterion with correction (AICc), Bayesian information criterion (BIC), log-likelihood (LL), mean error (ME), root mean square error (RMSE), mean prediction error (MPE) and mean absolute prediction error (MAPE). It is important to look for a parsimonious model, a model with a small number of parameters with a negligible amount of reduction in performance.
In ARIMA and ARCH modelling, the transformed river flow data and seasonal adjusted river flow data have been used. To model seasonal adjusted river flow, the data needs to be decomposed first and then the seasonal effect has to be removed depending on the nature of time series. If it has an additive effect then the removal of the seasonal effect is made by subtraction and if it has a multiplicative effect then we remove it by division. If it is difficult in case of multiplicative data then the data can be converted to an additive time series by taking the logarithmic transformation of the original time series. In ARIMA models we assume constant variance of the residuals but in most applications this assumption is violated. Therefore, we propose to test for ARCH error in the residuals of ARIMA models. If the data have ARCH error then ARCH model coupled with ARIMA model can be used to model this structure. ARCH models originally introduced by Engle (1982) and then generalised by Bollerslev (1986) are useful tools to model the average returns as well the conditional variance. In this study ARIMA-GARCH models have been used to model the seasonal adjusted river flow data. The general ARIMA(p, q)-GARCH(s, r) model is given by equation (6).
If r = 0 then the model given in equation (6) reduces to an ARIMA(p, q)-ARCH(s) model and if r = 0 and s = 0, then the model in equation (6) reduces to an ARIMA(p, q) model.
Probability distributions
The second part of this paper focuses on finding a suitable extreme value distribution that can be used for simulations and the analysis of extreme phenomena. There are several probability distributions available for this purpose, including the Pareto distribution, Burr distribution, Gamma distribution, Weibull distribution and log-normal distribution. The probability density function (PDF) of the Burr distribution is given by equation (7).
( )
where c > 0 and k > 0 are the parameters. Different values of the parameters change the shape of the distribution, for c = 1 it becomes a Pareto type II distribution. In the literature this is also called Burr type XII distribution. The cumulative distribution function (CDF) of the generalised Pareto distribution (GPD) is given in equation (8).
where σ > 0, and x − µ ≥ 0 when ξ ≥ 0 and x − µ ≤ 0 when ξ < 0. This is called GPD because it has different special cases. For example, if µ = 0 then equation (8) where α > 0 and β >0 are the shape and rate parameters, respectively. The Weibull distribution is also a positive skewed distribution with PDF given by equation (10).
where k > 0 and λ > 0 are the shape and scale parameters of the model, respectively. We also used the log-normal distribution to see whether it is appropriate for modelling the river-flow data. The PDF of the log-normal distribution is given by equation (11).
here x is the variable of interest while µ ∈ R and σ ∈ (0, ∞) are the scale and shape parameters of the distribution.
Analysis, results and discussion
Broadly, this section is divided into two parts, one consists of seasonal ARIMA and ARCH modelling and the other part is concerned with finding a suitable extreme value probability distribution. The detailed results are given in the following subsections.
Seasonal ARIMA and ARCH modelling
The first step toward time series modelling is to check the stationarity of the time series data. Various statistical tests are available in the literature, including the Augmented Dicky Fuller (ADF) (1979) test, Phillips-Perron (1988) test, Kwiatkowski, Phillips, Schmidt and Shin (KPSS) (1992) test for unit roots. In this study we ran the ADF test to check for unit root in the river flow series and found that there is no such root implying that the time series is stationary, which can be seen from Figure 5 Table 1 gives a comparison of different competing models for original river flow and for seasonal adjusted river flow data. Keep in mind that the original series has been transformed by using the Box-Cox transformation. In Table 1 we present top seven competing models for seasonal ARIMA. For the original river flow series, the seasonal ARIMA(12, 0, 4)(2, 0, 1)12 model is chosen because most of the statistics given in Table  1 support it. The diagnostic results presented in Figures 6(b) , 6(c) and 6(d) show that this model is able to qualify the diagnostic tests. The other models are parsimonious but unable to capture the autocorrelation structure. The forecast performance of the chosen model is given graphically in Figure 6 (a) and shows that it can be used for forecasting the river flow in future, for operational purposes. This will be more practical if we use daily or hourly data. In that case we might be able to do forecasting on daily or hourly basis which looks more appealing for operation and management of the reservoir. The middle section of Table 1 shows the results of ARIMA models for seasonal adjusted river flow data. The river flow data was decomposed into three parts: seasonal, trend and random (irregular) parts given in Figure 7 . Unlike the results of seasonal ARIMA, the results of ARIMA show mixed support for different models. Looking at all eight model selection and comparison criteria, AIC and AICc support ARIMA (12, 0, 0), BIC and ME support ARIMA (5, 0, 5), LL and RMSE support ARIMA (10, 0, 6) and the remaining models are supported by one or none of these statistics. However, ARIMA (9, 0, 5) is a better model because it successfully stands the diagnostic tests. Some of these models are supported by two criteria but they are unable to pass the diagnostics test. The residuals of the fitted model were checked for ARCH errors using the ARCH-LM (Engle, 1982) test and the result shows that there is ARCH error in the data. Therefore, to model the mean as well as the conditional second moment of the data, an ARIMA model coupled with GARCH was implemented. The results about ARCH modelling are given in the last section of Table 1 . Here, again, it was important to examine various combinations of ARIMA-ARCH models to find the best one among the potential models. Therefore, a list of models is given in Table 1 and most of the statistics given in Table 1 support ARIMA(12, 0, 1)-ARCH(1, 0). A graphical comparison of the performances of ARIMA and ARIMA + GARCH models is given in Figure 8 . Note: The unit of river flow on the x-axis is million acre feet per month.
Extreme value distributions
It has already been pointed out by Khan et al. (2015) and Ali et al. (2015) that climate change is happening over UIB under various emission scenarios. Therefore, different extreme value distributions have been used to model the extreme river flow and carry out a sensitivity analysis. The results of the fitted distributions are given in Figure 11 and Table 2 . The results in Figure 10 demonstrate that all methods of estimation (mge, mle, mme, qme) are reasonably good but we choose qme (quantile matching estimation) as it performs better than others. In particular, it can be seen in Figure 10 that qme approximates the observed histogram and theoretical CDF better than other methods. The AIC and BIC values show that the Burr distribution is performing best among the fitted distributions. So, we have chosen this distribution for modelling the river flow data and used it to draw inferences about the river flow in future. If it is easy to find prior information for the parameters of the Burr distribution then its posterior predictive distribution can be used for inference in a Bayesian framework. Note: The performance of the distributions was assessed by using goodness-of-fitness statistics and other information criteria. Some significant results have been found, for example, a distribution which is favoured by goodness of a fit test can not necessarily be viewed as 'best' distribution. Table 3 presents the results of the post fit simulation in comparison with observed river flow data.
The simulation results consist of various numbers of realisations from different distributions and each size is equal to the number of observations, and the obtained statistics are the average values. It is obvious from the results of Table 2 that the Burr distribution is the best distribution among all distributions, however, the results in Table  3 show that the Burr distribution is particularly performing well when simulating the lower order moments of the distribution, even the median is captured with a good accuracy. The observed higher order moments are not captured well by the Burr distribution while Gamma, Pareto and Weibull distributions captured the higher order moments well, but their performances are not good for lower order moments. This suggests some significant results for those who would like to use statistical distributions and dealing with positively skewed data. In case of analysing lower order moments, we suggest to use the Burr distribution, particularly in case of river flow data, for investigating higher order moments, it is preferable to use Gamma, Pareto or Weibull distributions. Note that these are the recommendations on the basis of this study, we cannot simply generalise it on the basis of a single study. 
Conclusions and recommendations
Indus River is one of the biggest rivers in the world and plays a vital role for the economy of Pakistan in various directions. The Tarbela Reservoir is extremely important for the economy of Pakistan, not only currently, but also in the future, owing to its biggest water storage capacity and biggest hydropower generation capacity. Therefore, it is important to have prior information about the status of river flow to make plans accordingly. To find a suitable time series model for river flow, different combinations of seasonal ARIMA models were tried. Finally, we chose a seasonal ARIMA(12, 0 ,4)(2, 0, 1)12 model as a best one among the competing models. The seasonal adjusted time series of river flow was modelled using a pure ARIMA model. Different time series models were examined for this purpose and we found an ARIMA(9, 0, 5) to be appropriate. Owing to ARCH error in the data, ARIMA-ARCH models were used for modelling both the mean and the conditional second moment of the river flow data. For this purpose, an ARIMA(12, 0, 1)-ARCH(1, 0) model was chosen among various candidate models fitted to adjusted river flow data. For modelling extreme phenomena we worked with extreme values and positively skewed probability distributions including log-normal, Gamma, Weibull, Pareto and Burr distributions. Goodness of fit test results show that the Burr distribution is the best suited probability distribution for the river flow data. On the other hand, the post fit simulation results show a mixed picture about the performance of the distributions. Therefore, it is important that one should cautiously use statistical distributions, particularly for river flow data. For the analysis of lower order moments of the data we recommend to choose the Burr distribution, in case of interest in higher order moments, Pareto, Gamma and Weibull distributions are preferable. Different estimation methods for the parameters of the probability distributions of the river flow data were also examined and it was noted that quantile matching estimation turned out as best method.
Akaike information criterion
Suppose k is the number of parameters included in a model and L represents the likelihood function of the underlying distribution of the data then AIC is defined as follows:
The model which has minimum value is considered the best among the competing models.
Akaike information criterion with a correction
AICc equals AIC with an additional correction factor depending on the sample size and number of estimated parameters in a model. Suppose k is the number of estimated parameters and n is the sample size then AICc can be expressed mathematically by the following equation:
AICc includes a penalty on the number of estimated parameters in the model and hence keeps balance and chooses a parsimonious model among the candidate models. Whether to use AIC or AICc also depends on the sample size used.
Bayesian information criterion
Bayesian information criterion or Schwarz information criterion (SIC) is another model selection criterion. Suppose L is the maximized value of likelihood function, k is the number of estimated parameters in a model and n is the sample size then BIC is represented by the following equation:
The model having minimum value is considered the best model among the competing models for a data generating process.
Log likelihood
Likelihood function (Likelihood) is a function of the parameters of a model given data and shows likeliness of something that will happen without specific reference to numerical probability. Suppose x 1 , x 2 ,…,x n are independent, identically distributed observations, θ is a parameter, the likelihood is then defined as: 
∑
One advantage of RMSE is by taking squares of the differences between predicted and observed data and thus producing a positive value, unlike ME for which negative and positive values, especially very low values, are misleading. The lower the value of RMSE the better is the model.
Kolmogorov-Smirnov test
Kolmogorov-Smirnov test is a non-parametric test and the basic purpose is to test whether the sample data come from reference distribution by comparing the empirical cumulative distribution function (ECDF) with cumulative distribution function (CDF) of the reference distribution or two rival ECDF's of sampling distributions. The K-S statistic quantifies the distance between the sample's ECDF and the hypothesized CDF, a small distance indicates a good fit. Suppose the sample CDF is denoted by Fs and hypothesized CDF by F o then the Kolmogorov-Smirnov test statistic is calculated by the following equation:
where supt is the supremum distance.
Anderson-Darling test
Anderson-Darling test is another statistical test for testing whether the data come from a specified distribution. Like the K-S test it also quantifies the distance between the ECDF and the hypothesized CDF, however with weight w = F o (t)(1 -F o (t)) 
