Abstract. We consider a nonlinear Robin problems driven by the p-Laplacian plus an indefinite potential. The reaction is resonant with respect to a variational eigenvalue. For the principal eigenvalue we assume strong resonance. Using variational tools and critical groups we prove existence and multiplicity theorems.
Introduction
Let Ω ⊆ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following nonlinear Robin problem The potential function ξ(·) ∈ L ∞ (Ω) is indefinite (that is, sign changing) and the reaction term f (z, x) is a Carathéodory function (that is, for all x ∈ R, z → f (z, x) is measurable and for almost all z ∈ Ω, x → f (z, x) is continuous). In the boundary condition, ∂u ∂n p denotes the generalized normal derivative corresponding to the pLaplace differential operator and is defined by extension of the map u → ∂u ∂n p = |Du| p−2 (Du, n) R N for all u ∈ C 1 (Ω), with n(·) being the outward unit normal on ∂Ω. The boundary coefficient term is β ∈ C 0,α (∂Ω) with α ∈ (0, 1) and β(z) 0 for all z ∈ ∂Ω. The case β ≡ 0 corresponds to the Neumann problem.
Our aim here is to investigate the existence and multiplicity of nontrivial smooth solutions for problem (1) when resonance occurs, namely when the function f (z, x) |x| p−2 x asymptotically as x → ±∞ hits a variational eigenvalue of −∆ p + β(z)I with Robin boundary condition (here I denotes the identity operator). In the case of resonance with respect to the principal (first) eigenvalue, we consider problems with "strong" resonance, namely we have 1 (X, R) is bounded below and let m = inf X ϕ. If ϕ satisfies the C c -condition, then we can find u 0 ∈ X such that ϕ(u 0 ) = inf X ϕ.
The next result is known in the literature as the "second deformation theorem" and is one of the main results in critical point theory. First we introduce some notation. Given ϕ ∈ C 1 (X, R) and c ∈ R, we define Theorem 2. If ϕ ∈ C 1 (X, R), a ∈ R, a < b +∞, ϕ satisfies the C c -condition for every c ∈ [a, b), ϕ has no critical values in (a, b) and ϕ −1 (a) contains at most a finite number of critical points, then we can find a deformation h : (that is, the deformation h is "ϕ-decreasing"). In critical point theory the notion of linking sets, plays a central role:
Definition 3. Let Y be a Hausdorff topological space and E 0 ⊆ E and D are nonempty subsets of Y . We say that the pair {E 0 , E} is "linking" with D in Y , if the following conditions hold:
Using this notion, one can prove a general minimax principle from which follow as special cases the classical results of critical point theory (mountain pass theorem, saddle point theorem, generalized mountain pass theorem). For future use we state the mountain pass theorem.
and ϕ satisfies the C c -condition, then c m r , c is a critical value of ϕ (that is,
Remark 2. For this theorem the linking sets are
For details on these and related issues we refer to Gasinski & Papageorgiou [9] .
In our analysis of problem (1), we will make use of the following spaces:
• the Sobolev space
By || · || we denote the norm of
By ·, · we denote the duality brackets for the pair (
is an ordered Banach space with positive (order) cone given by
This cone has a nonempty interior given by
On ∂Ω we consider the (N − 1)-dimensional Hausdorff (surface) measure σ(·). Using this measure, we can define in the usual way the Lebesgue spaces L q (∂Ω), 1 q ∞. We know that there exists a unique continuous linear map γ 0 :
, known as the "trace map", such that
So, the trace map extends the notion of "boundary values" to all Sobolev functions. The trace map γ 0 is compact into L q (∂Ω) with q ∈ 1,
In what follows, for the sake of notational simplicity we drop the use of the map γ 0 . All restrictions of the Sobolev function on ∂Ω are understood in the sense of traces.
Our hypotheses on the potential function ξ(·) and the boundary coefficient β(·) are the following:
H(β) : β ∈ C 0,α (∂Ω) with α ∈ (0, 1) and β(z) 0 for all z ∈ ∂Ω.
We consider the
f 0 (z, s)ds and consider the C 1 -functional ϕ 0 :
From Papageorgiou & Rȃdulescu [19] (subcritical case) and [20] (critical case) we have the following result.
* be the nonlinear map defined by
The following well-known result summarizes the man properties of the map A(·) (see, for example, Motreanu, Motreanu & Papageorgiou [15, p. 40] ).
* is bounded (maps bounded sets to bounded sets), continuous, monotone (thus maximal monotone too) and of type (S) + that is,
We will also use some facts about the spectrum of the differential operator u → −∆ p u + ξ(z)u with Robin boundary condition.
So, we consider the following nonlinear eigenvalue problem:
By an eigenvalue, we mean aλ ∈ R for which problem (2) has a nontrivial solutionû ∈ W 1,p (Ω), known as an eigenfunction corresponding to the eigenvaluê λ. From Papageorgiou & Rȃdulescu [20] , we know thatû ∈ L ∞ (Ω) and so we can apply Theorem 2 of Lieberman [14] and infer thatû ∈ C 1 (Ω). From Mugnai & Papageorgiou [16] and Papageorgiou & Rȃdulescu [19] , we know that problem (2) admits a smallest eigenvalueλ 1 ∈ R which has the following properties:
•λ 1 is isolated in the spectrum σ 0 (p) of (2) (that is, we can find ǫ > 0 such that (
•λ 1 is simple (that is, ifû,v are eigenfunctions corresponding toλ 1 , then u = ηû with η ∈ R\{0}). (3)
The infimum in (3) is realized on the one dimensional eigenspace corresponding toλ 1 . The above properties ofλ 1 imply that the eigenfunctions corresponding toλ 1 do not change sign. Letû 1 be the L p -normalized (that is, ||û 1 || p = 1) positive eigenfunction corresponding toλ 1 . As we already mentioned, the nonlinear regularity theory implies thatû 1 ∈ C + . In fact, the nonlinear maximum principle (see, for example, Gasinski & Papageorgiou [9, p. 738]), implies thatû 1 ∈ D + . An eigenfunctionû which corresponds to an eigenvalueλ =λ 1 is nodal (that is. sign changing). Since the spectrum σ 0 (p) of (2) is closed andλ 1 is isolated, the second eigenvalueλ 2 is well-defined by
To produce additional eigenvalues, we employ the Ljusternik-Schnirelmann minimax scheme, which generates a whole nondecreasing sequence {λ k } k∈N of eigenvalues of (2) such thatλ k → +∞. These eigenvalues are known as "variational eigenvalues" and depending on the index used in the execution of the LjusternikSchirelmann minimax scheme, we generate different sequences of variational eigenvalues. We do not know if these sequence coincide and if they exhaust the spectrum σ 0 (p). This is the case if p = 2 (linear eigenvalue problem) or if N = 1 (ordinary differential equation). Moreover, we know that all these sequences of variational eigenvalues coincide in the first two elementsλ 1 andλ 2 , which are given by (3) and (4) . In fact forλ 2 we have a useful minimax characterization. So, let
Using these items we can have the following minimax characterization ofλ 2 (see [16] , [19] ).
Here we use the sequence of variational eigenvalues generated by the LjusternikSchnirelmann scheme when as index we use the Fadell-Rabinowitz cohomological index (see [8] ).
Finally let us recall some basic definitions and facts from critical groups which we will use in the sequel. So, let (
, we denote the kth relative singular homology group with integer coefficients for the pair (
ϕ is isolated, then the critical groups of ϕ at u are defined by
The excision property of singular homology, implies that this definition is independent of the particular choice of the neighborhood U .
Suppose that ϕ satisfies the C-condition and inf ϕ(K ϕ ) > −∞. Let c < inf ϕ(K ϕ ). The critical groups of ϕ at infinity are defined by
This definition is independent of the choice of the level c < inf ϕ(K ϕ ). Indeed, if c 0 < c < inf ϕ(K ϕ ), then by the Noncritical Interval Theorem (see Remark 1), we have that
We introduce the following quantities
Then the "Morse relation" says that
with Q(t) = k 0 β k t k being a formal series in t ∈ R with nonnegative integer
We have the following direct sum decomposition
Proof. Note that (3) and (6) imply thatλ 1 λ (p). Suppose thatλ 1 =λ(p). Consider a sequence {u n } n 1 ⊆ V p such that (7) ||u n || p = 1 for all n ∈ N and ϑ(u n ) ↓λ(p) =λ 1 as n → ∞.
So, the sequence {u n } n 1 ⊆ W 1,p (Ω) is bounded and thus, by passing to a suitable subsequence if necessary, we may assume that
Since the functional ϑ(·) is sequentially weakly lower semicontinuous, from (7) and (8) it follows that
If η = 0, then u ∈ V p , a contradiction (see (8) ). If η = 0, then u = 0, a contradiction since ||u|| p = 1 (see (8) ). So, we have proved thatλ 1 <λ(p). Next we show thatλ(p) λ 2 . Arguing by contradiction, suppose thatλ 2 <λ(p). Then from Proposition 7 we see that we can findγ 0 ∈Γ such that
Evidently τ (·) is continuous and we have
So, by Bolzano's theorem, we can find t 0 ∈ (−1, 1) such that
Comparing (10) and (11), we reach a contradiction. Therefore we obtain
The proof is now complete.
Claim 1. The set D is path-connected.
Let u ∈ D and let E u be the path-component of D containing u. We set
Let {v n } n 1 ⊆ E u be such that
The p-homogenicity of ϑ(·), allows us to assume that (14) ||v n || p = 1 for all n ∈ N.
Then from (13) and (14) it follows that
Employing the Ekeland variational principle (see, for example, Gasinski & Papageorgiou [9, p. 579]), we can find {y n } n 1 ⊂ E u ∩ M such that
Suppose that y n ∈ ∂(E u ∩ M ) for infinitely many n ∈ N (to simplify things we assume that it holds for every n ∈ N). Then Lemma 3.5(iii) of Cuesta, de Figueiredo & Gossez [6] implies that ϑ(y n ) = λ ϑ(v n ) m u + 1 n 2 < λ for all n ∈ N big (see (15)), a contradiction. This means that
Then from (15) it follows that (16) (ϑ| M ) ′ (y n ) → 0 as n → ∞.
As in the proof of Proposition 5 of Papageorgiou & Rȃdulescu [19] (see Claim 1 in that proof), we can see that (17) ϑ| M satisfies the C-condition.
Then from (16) , (17) and by passing to a suitable subsequence if necessary, we see that we may assume that
⇒ y ∈ E u ∩ M and ϑ(y) = m u < λ, ⇒ y ∈ E u ∩ M (as before using Lemma 3.5(iii) in Cuesta, de Figueiredo & Gossez [6] ).
Hence to prove the claim, it suffices to connect y andû 1 with a path staying in D (see Dugundji [7, p. 115] ). First suppose that y 0. Then y = −û 1 (see (3)) and the desired path is provided by Proposition 7 (recall λ >λ 2 ). Now suppose that y 0, then y =û 1 . Therefore, we may assume that
We set
From (16) and (18), we have
In (19) 
Note that e 0 = y ||y|| p = y (recall y ∈ E u ∩ M ) and e 1 = y
Therefore t → e t is the desired path in D. This proves the claim. If e ∈ D, then from the claim we have Consider the 0-sublevel set of ψ λ
Since ψ λ (·) is p-homogeneous, it follows that (20) ). (24) We consider the following long exact reduced singular homology sequence
with i * being the group homomorphism corresponding to the inclusion map i and ∂ * is the boundary isomomorphism. From the exactness of (25) we have that ∂ * is a homomorphism between C 1 (ψ λ , 0) and a subgroup of H 0 (ψ 0 λ \{0}, e) and so (26) C 1 (ψ λ , 0) = 0 (see (24)).
From (25) and (26) it follows that
Resonance at a Nonprincipal Eigenvalue
In this section we prove two existence theorems when the equation is resonant with respect to a nontrivial eigenvalueλ m .
For the first existence theorem, the hypotheses on the reaction term are the following: 
for almost all z ∈ Ω; (iv) there exist η ∈ L ∞ (Ω),λ 1 η(z) for almost all z ∈ Ω, η ≡λ 1 ,η <λ(p) and δ > 0 such that
Let ϕ : W 1,p (Ω) → R be the energy (Euler) functional for problem (1) defined by
Evidently ϕ ∈ C 1 (W 1,p (Ω)).
Proposition 10.
If hypotheses H(ξ), H(β), H 1 hold, then the functional ϕ satisfies the C-condition.
Proof. Let {u n } n 1 ⊆ W 1,p (Ω) be a sequence such that
From (28) we have
In (29) we choose h = u n ∈ W 1,p (Ω). Then
From (27) we have
Adding (30) and (31), we obtain
Arguing by contradiction, suppose that the claim is not true. By passing to a suitable subsequence if necessary, we can say that (33) ||u n || → ∞.
Let y n = u n ||u n || for all n ∈ N. Then ||y n || = 1 and so we may assume that
From (29) we have
From hypotheses H 1 (i), (ii) we see that
In (35) we choose h = y n − y ∈ W 1,p (Ω), pass to the limit as n → ∞ and use (33), (34), (36). We obtain lim n→∞ A(y n ), y n − y = 0, ⇒ y n → y in W 1,p (Ω) (see Proposition 6) and so ||y|| = 1. (37) From (37) we see that y = 0. Let E = {z ∈ Ω : y(z) = 0}. If by | · | N we denote the Lebesgue measure on R N , then |E| N > 0. We have
From (38), hypothesis H 1 (iii) and Fatou's lemma, we have
On the other hand, hypotheses H 1 (i), (iii) imply that we can find c 2 > 0 such that
Then we have
This contradicts (32). So, we have proved the claim. Because of the claim, at least for a subsequence, we may assume that
(Ω), pass to the limit as n → ∞ and use (41), then
⇒ ϕ satisfies the C-condition.
Proof. We consider the direct sum decomposition
For |t| ∈ (0, 1) small we have
Here δ > 0 is as in hypothesis H 1 (iv). Then
Hypotheses H 1 imply that given r ∈ (p, p * ), we can find c 3 = c 3 (r) > 0 such that
Then for all v ∈ V p , we have
Since p < r, we can find δ 1 ∈ (0, 1) small such that
Relations (43) and (45) imply that ϕ has a local linking at the origin with respect to the decomposition Rû 1 ⊕ V p . So, Corollary 6.88 of Motreanu, Motreanu & Papageorgiou [15, p. 172 ] implies that C 1 (ϕ, 0) = 0.
Proof. Let λ ∈ (λ m ,λ m+1 )\σ 0 (p) and as before (see Section 2), let ψ λ :
We consider the homotopy h(t, u) defined by
Claim 3. There exist k 0 ∈ R and δ 0 > 0 such that
. We argue indirectly. So, suppose that the claim is not true. Note that the homotopy h(t, u) maps bounded sets into bounded sets. So, we can find {t n } n 1 ⊆ [0, 1] and
From the last convergence in (46), we have
, n ∈ N. Then ||y n || = 1 for all n ∈ N and so we may assume
From (47) we have
Hypothesis H 1 (ii) and (50) imply that at least for a subsequence, we have So, if in (49) we pass to the limit as n → ∞ and use (51) and (52), then
If λ t ∈ σ 0 (p), then from (53) it follows that y = 0, a contradiction (see (52)).
So, suppose that λ t ∈ σ 0 (p). If D = {z ∈ Ω : y(z) = 0}, then from (52) we see that |D| N > 0 and |u n (z)| → ∞ for almost all z ∈ D. Reasoning as in the proof of Proposition 10, we show that
From the third convergence in (46), we have
In (47) we choose h = u n ∈ W 1,p (Ω). Then
ǫ n for all n ∈ N By choosing n 0 ∈ N even bigger if necessary, we can have ǫ n ∈ (0, 1) for all n n 0 .
Adding (55) and (56), we obtain
We may assume that t n ∈ [0, 1) for all n n 0 . Otherwise, there exists a subsequence {t n k } k 1 of {t n } n 1 with t n k = 1 for all k ∈ N. Hence t = 1 and so λ t = λ ∈ σ 0 (p), a contradiction (recall that we have assumed that λ t ∈ σ 0 (p)). Therefore t n ∈ [0, 1) for all n n 0 and so from (57), we have
Comparing (54) and (58) we have a contradiction. This proves the claim. Note that the above argument also shows that for every t ∈ [0, 1], h(t, ·) satisfies the C-condition. We apply Theorem 5. 
Since λ ∈ σ 0 (p), we have
Next we show that C m (ϕ, ∞) = 0. We introduce the following two sets
There are symmetric sets and G r ∩ H = ∅. Also let
This is a Banach C 1 -manifold and so locally contractible. The set G r ⊆ ∂B r is open and so locally contractible too. 
Now we are ready to prove our first existence theorem. Evidently in both cases u 0 = 0 and solves problem (1). Moreover, from Papageorgiou & Rȃdulescu [20] we have u 0 ∈ L ∞ (Ω) and then Theorem 2 of Lieberman [14] implies that u 0 ∈ C 1 (Ω).
We can obtain another existence theorem if we change the geometry of the problem near the origin. In this case we allow resonance at +∞ with any variational eigenvalue.
So, the new hypotheses on the reaction f (z, x) are the following:
Carathéodory function such that f (z, 0) = 0 for almost all z ∈ Ω and (i) for every ρ > 0, there exists a ρ ∈ L ∞ (Ω), such that |f (z, x)| a ρ (z) for almost all z ∈ Ω, all |x| ρ;
for almost all z ∈ Ω, η ≡λ 1 , then there exists c 6 > 0 such that
Comparing (64) and (65), we infer that u 0 = 0. As before the nonlinear regularity theory implies that u 0 ∈ C 1 (Ω).
Resonance with Respect to the Principal Eigenvalue
In this section, we examine problems which are resonant with respect to the principal eigenvalue. The problem under consideration is the following: 
The hypotheses on the perturbation g(z, x) are the following: Remark 4. Because of hypothesis H 3 (i) in the terminology introduced by Landesman & Lazer [12] , the problem is "strongly resonant" with respect to the principal eigenvalue. Such problems exhibit a partial lack of compactness (that is, the energy (Euler) functional of the problem, does not satisfy the C-condition at all levels). This is evident in Proposition 16 which follows.
The energy functional ϕ : W 1,p (Ω) → R is defined by We have ϕ ∈ C 1 (W 1,p (Ω)). The proof is complete.
Now we prove a multiplicity theorem for problem (66) producing two nontrivial smooth solutions. them in CRemark 6. It is interesting to know if, at least in the semilinear case p = 2, we can improve the above theorem and produce a fourth nontrivial solution. The failure of the compactness condition at certain levels (see Proposition 18) does not allow us to compute the critical groups at infinity (see Bartsch & Li [3] ) and therefore we cannot use the Morse relation (see (5)). So, a different approach is needed.
