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Abstract
There has recently been a surge of interest in the computational and complexity properties of
the population model, which assumes n anonymous, computationally-bounded nodes, interacting
at random, and attempting to jointly compute global predicates. In particular, a significant
amount of work, e.g. [DV12, MNRS17, AAE+17, AAG18, BEF+18a, BEF+18b, KU18], has
gone towards investigating majority and consensus dynamics in this model: assuming that each
node is initially in one of two states X or Y , determine which state had higher initial count.
In this paper, we consider a natural generalization of majority/consensus, which we call
comparison. In this task, we are given two baseline states, X0 and Y0, present in any initial
configuration in fixed, possibly small counts. Importantly, one of these states has higher count
than the other: we will assume |X0| ≥ C|Y0| for some constant C = Θ(1). The challenge is to
design a protocol which can quickly and reliably decide on which of the baseline states X0 and
Y0 has higher initial count.
We propose and analyze a simple and general algorithm solving comparison: the baseline
algorithm uses O(log n) states per node, and converges in O(log n) (parallel) time, with high
probability, to a state where whole population votes on opinions X or Y at rates proportional to
initial |X0| vs. |Y0| concentrations. We then describe how such output can be then used to solve
comparison, at the cost of O(log log n) states (additively or multiplicatively). Interestingly, the
algorithm is self-stabilizing, in the sense that it converges to the correct decision even if the
relative counts of baseline states X0 and Y0 change dynamically during the execution, and leak-
robust, in the sense that it can withstand spurious faulty reactions. Our analysis relies on a
new martingale concentration result which relates the discrete-time evolution of a population
protocol to its expected (steady-state) analysis, which should be more broadly applicable in the
context of population protocols and opinion dynamics.
1 Introduction
Population protocols are a model of distributed computation in which a set of n simple agents,
or nodes, modeled as identical state machines, cooperate to jointly compute predicates over the
system’s initial state. A distinguishing feature is that agents have no control over their interaction
pattern: they interact in pairs, chosen by an external scheduler. A common assumption, which we
will also adopt in this paper, is that the interaction schedule is uniform random across all possible
node pairs.
Since its introduction by Angluin, Aspnes, Diamadi, Fisher, and Peralta [AAD+06], this model
has become a popular way of modeling distributed computation in various settings, from animal pop-
ulations, to wireless networks, and chemical reaction networks. Significant attention has been given
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to the computational power of population protocols [AAER07, CMN+11], as well as determining
the complexity thresholds for fundamental problems, such as leader election and majority [ER+18].
One classic example of the algorithmic power of population protocols is the classic three-state
approximate majority algorithm. Discovered independently by [AAE08, PVV09], this simple dy-
namics has been implemented in synthetic DNA [CDS+13], and has been linked to the fundamental
cell cycle biological process [CCN12]. In brief, the majority problem assumes that all agents are
initially in one of the states A or B, and the task is to converge on a consensus decision as to
which one of the two had higher initial count. This is done via the following simple sequence of
interactions:
A+B → C + C, A+ C → A+A, and B + C → B +B.
Intuitively, if both “strong” opinions (A or B) interact, then they both move to the “undecided”
state C, while either of the “strong” opinions A or B turns an undecided C agent to its side. Angluin
et al. [AAE08] showed that this simple algorithm has surprisingly strong properties: it converges
to the correct majority decision with high probability (w.h.p.),1 as long as the initial difference
between the initial states is Ω(
√
n log n), in time that is poly-logarithmic in n, and that it can even
withstand Byzantine failures.
Reference [ADK+17] considered a related robust detection problem, in which nodes aim to de-
termine if a distinct detectable state D is present or absent from the population. This D state may
appear or disappear during the execution, so the algorithm should be self-stabilizing–in the sense
that nodes should always converge to the correct answer given the current configuration. Moreover,
the authors require that the algorithm be robust to leaks [TWS15], which are roughly defined as
low-probability faulty reactions in which any state implemented by the algorithm may appear spu-
riously.2 The robust detection protocol proposed in [ADK+17] satisfies both these requirements.
Reference [DK18] considers the same problem, showing that any self-stabilizing protocol for detec-
tion requires Ω(log log n) states per node if the goal is poly-logarithmic time, and ω(1) states if
the goal is o(n) time. Second, they show that detection can in fact be solved in O(1) states, by a
protocol which leverages oscillatory dynamics as a building block, but does not stabilize, as some
states may keep oscillating between very small and large counts.
The Robust Comparison Problem. In this paper, we consider a natural joint generalization
of the majority and robust detection tasks, which we call robust comparison. In this task, we
are given two baseline states, X0 and Y0, present in any initial configuration in possibly small
(logarithmic) counts. Importantly, one of these states has higher count than the other: we assume
that |X0| ≥ C|Y0| for some constant C. The goal is to design a protocol which can quickly decide
on which of these baseline states has higher count. The protocol should be self-stabilizing, in the
sense that it converges to the correct decision even if the relative counts of baseline states X0 and
Y0 change during the execution, and robust, in the sense that it should be resistant to leaks.
To our knowledge, the comparison problem has not been considered at this level of generality
before. The classic majority problem is a static, one-shot special instance of comparison, in which
both initial state have initial count Θ(n), and we wish to determine which one has higher initial
count. At the same time, robust detection can be seen as a special case of robust comparison, where
1Throughout this paper, we adopt the standard definition of high probability at least ≥ 1− 1/nc, where c ≥ 1 is
a constant.
2Leaks are meant to model the impact of the laws of chemistry on the algorithm execution, which might for
instance reverse reactions with some small probability. We detail the definition of leaks and their impact on the
execution in the model section.
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one of the baseline states has zero count, or as a dynamic version of consensus/opinion dynamics,
in which the correct output value can change dynamically during the execution.
Contribution. This paper proposes a simple and general algorithm solving robust comparison in
population protocols, providing strong concentration bounds on its convergence using a new analysis
technique.
The Algorithm. Our algorithm, called PopComp, uses O(log n) states per node, stabilizes to
the correct answer in parallel time O(log n) from any initial configuration, and is robust to leaks.
It works as follows. Assume some agents in baseline states X0 and Y0, whose counts we wish
to compare. The interaction rules are such that the counts of those two states are never going to
change, since their relationship is what we need to determine. Without loss of generality, |X0| > |Y0|
in the following. The algorithm will implement sequences of “detector” states X1, X2, . . . , Xs and
Y1, Y2, . . . , Ys, where s = log n+ Θ(log log n) is a parameter, as well as a neutral state N .
The intuitive role of the indexed strong Xi and Yi states is to measure how long the interaction
chain is between the current agent and an X0 or Y0 state at any given point. For example, any
node which interacts directly with X0 will move to state X1, and symmetrically, any node which
interacts directly with Y0 will move to state Y1. The key interaction is between a node in state Xj
or Yj , which interacts with a node Xi of lower index i < j. In this case, the former agent will be
part of a shorter interaction chain, moving to state Xi+1, while the latter agent increases the length
of its chain by one, moving to Xi+1 as well. We obtain the reactions of the type:
∀s>j>i Xi +Xj → Xi+1 +Xi+1, Yi + Yj → Yi+1 + Yi+1, (1)
Xi + Yj → Xi+1 +Xi+1 and Yi +Xj → Yi+1 + Yi+1. (2)
Notice that O(log n) is a natural upper bound for the length of an interaction chain, since every
agent is O(log n) hops away fromX0 or Y0, with high probability. One key observation is that we can
reliably use the relative sizes of these interaction chains to distinguish between the baseline states.
We leverage this observation as follows. We cap the maximum level at s = log n + Θ(log log n).
Nodes continue to increase their level or re-set it to a previous one, according to Equation 1, as
long as its value is ≤ s. As soon as the length of the chain would increase past s, agents move to
the neutral state N , at which point they stop influencing other agents in terms of their choice. A
neutral agent can become non-neutral only if it interacts with another Xi or Yi agent with i < s,
and it re-sets the length of its chain to ≤ s.
Analysis. As is often the case in population protocols, this algorithm is intuitive; however, its re-
cursive structure requires a very careful analysis. A natural first approach would be a “steady-state”
analysis, in which one writes out the expected counts of agents of every type and the relation-
ships between them assuming stable counts. One then solves this system of constraints in order
to determine the expected counts at “equilibrium.” However, at best, this approach yields expected
bounds on the state counts, and cannot characterize the concentration of state counts at some given
point in the execution. In particular, in the case of our algorithm, since consecutive level counts
are highly correlated, characterizing their concentration is challenging—if not impossible—using
known techniques. Linking steady-state behavior with algorithm dynamics is known to be generally
difficult when analyzing population protocols, and for some algorithms, e.g. [DV12, ADK+17] only
steady-state analysis is provided.
We introduce a new approach to circumvent this limitation, based on two technical ideas. The
first is that, even though the state counts at various levels are correlated, their evolution roughly
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follows a super-martingale-type behavior, with “noise” due to the natural variability of state counts
at previous levels. (See Section 5.1 for a detailed walk-through.) A tempting approach would be
to apply a Bernstein-type martingale concentration inequalities, e.g. [BLM13] to characterize the
concentration of state counts around their expectation. However, known results do not apply to our
setting, for instance due to the presence of the noise term.
We overcome this problem by proving a new customized concentration bound, which should be
of independent interest. In particular, this result allows us to bound the influence of variability at
previous levels, and prove concentration for each of the level counts. In brief, we obtain that, if the
base level counts X0 and Y0 are separated by a large enough multiplicative constant C1, then the
counts at the last level will be separated by another multiplicative constant C2, w.h.p. Moreover,
this result allows us to show fast convergence: level counts will recover to concentrate close to their
expected mean in poly-logarithmic parallel time. In turn, this result opens up several extensions.
Extensions. The first extension boosts the probability that an agent identifies the correct output
state from the oconstant one postulated by the previous result, to 1 − o(1). This is achieved
via a general sampling/approximate counting mechanism, which has each agent use O(log log n)
additional state to sample the population and determine the majority state with higher confidence.
As a second interesting extension, we exhibit a non-trivial space-time trade-off for variants of
this protocol. For instance, we exhibit two protocol variants which employ o(log n) and O(log log n)
states, and ensure convergence in parallel time O(logΘ(1) n) and no(1), respectively. These protocols
show that it is possible to perform comparison in sub-linear time using less than logarithmic states
per agent. The analysis of these variants also involves the application of our concentration theorem.
Finally, we show that our algorithm is leak-robust, in the sense that it can withstand spurious
reactions which create or delete arbitrary states, which are common in real-world implementa-
tions [TWS15]. Again, this property follows by simply applying the concentration theorem with
modified parameters to account for faulty reactions.
2 Related Work
Our work is part of a wider research effort studying consensus/majority dynamics in population
protocols. For algorithms with exact/deterministic correctness guarantees, tight or almost-tight
space-time trade-offs are now known, thanks to recent progress [DV12, MNRS17, AAE+17, AAG18,
BEF+18a, BEF+18b]. In brief, there is evidence that the logarithmic space and time complexity
thresholds are tight for exact majority [AAG18]. At the same time, constant-state solutions with
fast convergence (but no stabilization) are known for both approximate and exact majority [KU18].
By contrast, the complexity of approximate solutions–which may converge to the wrong answer
with some probability–and that of dynamic ones–where the input may change during the execution–
is not well understood. For the former approach, this may be in part because the classic three-
state approximate majority protocol [AAE08] unifies several desirable properties: fast convergence,
robustness to Byzantine faults, and an optimal state space size.
In this paper, we generalize the approximate majority problem to the case where the two initial
states have fixed, small counts, and the goal of the other agents is to determine which baseline
state/signal is more populous/stronger. The references technically closest to ours are the recent
work on detection dynamics [ADK+17, DK18], which we have covered in the previous section. In
relation to this work, we note that the algorithm we analyze is a generalization of the detection
dynamics considered by [ADK+17]: in particular, if we merged the X and Y states, we would obtain
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a similar algorithm to the basic version of PopComp.
We make several significant contributions relative to the latter reference. First, we consider a
more general problem, which is closer to consensus dynamics than to detection/rumor-spreading.
Second, we provide a much more accurate, and technically challenging analysis. Specifically, [ADK+17]
only provides an expected-value analysis for the detection problem. In contrast, we are able to
provide strong concentration bounds for comparison, which can be further boosted via additional
mechanisms, and provide a thorough exploration of time-space trade-offs for this problem. More-
over, we note that the strong concentration bounds on opinion dynamics we present are required for
the analysis of the comparison protocol. In addition, our analysis introduces a powerful and novel
generalized Bernstein-type inequality, which should be a useful addition to the analysis toolbox of
population dynamics.
3 System Model and Problem Statement
Population Protocols. A population protocol is a distributed system with n ≥ 2 nodes, also
called molecules or agents. Nodes execute a deterministic state machine with states from a finite
set Sn, whose size may be a function of n. Nodes are anonymous, so agents in the same state are
identical and interchangeable. Consequently, the state of the system at any point is characterized
by the number of nodes in each state with non-zero count. Formally, a configuration c is a function
c : Sn → N, where c(s) represents the number of agents in state s. Nodes interact in pairs, according
to an outside entity called the scheduler. In this paper, we will assume a uniform random scheduler,
which picks every possible interaction pair uniformly at random, which corresponds to having a
well-mixed solution.
An algorithm, also known as a population protocol, is defined as follows. We define the set In
of all allowed initial configurations of the protocol for n agents, a finite set of output symbols O,
a transition function δn : Sn × Sn → Sn × Sn, and an output function γn : Sn → O. The system
starts in one of the initial configurations in ∈ In (clearly, |in| = n), and each agent keeps updating
its local state following interactions with other agents, according to the transition function δn. The
execution proceeds in steps, where in each step a new pair of agents is selected uniformly at random
from the set of all pairs. Each of the two agents updates its state according to the function δn.
Time, Space, and Stabilization. Our basic notion of steps counts the number of interactions
until some given predicate holds on the entire population. Parallel time is defined as total num-
ber of pairwise interaction divided by the number of nodes n. We measure space as the number
of states which can be implemented by each node. We say that a population protocol is self-
stabilizing [AAFJ08] if it is guaranteed to converge to a set of output configurations which satisfy a
given predicate from any initial configuration, and for which every extension also satisfies the given
predicate. The parallel time to reach those output configurations is the stabilization time.
Leaks and Robustness. We now recall the definition of leak reactions (leaks), following [ADK+17].
Given the above, any population protocol can be specified as a sequence of transition rules of the
form
X + Y → Z + T.
Given the set of such transitions defining a protocol, reference [ADK+17] partitions protocol
states into catalytic states, which never change count following any reaction: for instance, state C is
catalytic if it only participates in reactions of the type X+C → Y +C, where X and Y are arbitrary.
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By contrast, non-catalytic states can change their count, for instance to be created or transformed
by the protocol into other states. In a nutshell, leaks are spurious reactions which can consume and
create arbitrary non-catalytic species, from other non-catalytic species. Leaks are induced by the
basic laws of chemistry. For instance, by the law of reversibility, every interaction has some (low)
probability of being reversed; by the law of catalysis, every catalytic reaction can also occur in the
absence of the catalyst state. In practice, leaks can cause any molecule type implemented by the
algorithm to appear spuriously during its execution, with some low probability.
More formally, a leak is a reaction of the type S → S′, where S and S′ denote arbitrary non-
catalytic states. For generality, in the following we will assume that the exact leak reactions are
chosen adversarially, but that their rate, that is, their probability of occurring at a given moment,
will be upper bounded by a fixed parameter γ. An algorithm which maintains its correctness
guarantees in spite of leaks is called leak-robust [ADK+17]. Notice that protocols such as the four-
state exact majority algorithm [DV12] are not leak-robust, since the correctness of their output
crucially depends on having exact molecule counts throughout the execution.
4 The PopComp Robust Comparison Algorithm
4.1 The Baseline Algorithm
In this section, we present the baseline variant of the algorithm, which ensures a constant separation
between the two states, in favor of the more numerous one, with high probability. In the next section,
we will build on this algorithm to boost the fraction of nodes which correctly identify the majority
to (1− o(1)).
Algorithm Description. Each node’s state is either X0, X1, . . . , Xs, N or Y0, Y1, . . . , Ys, where
s is a level parameter, whose value is specified later in the analysis. The intuition is that states
X0, . . . , Xs correspond to answer X > Y with decreasing “confidence" (symmetrically for Yi states)
and N is a neutral state (it roughly corresponds to both states Xs+1 and Ys+1 being merged). We
call a molecule strong if its state is not N . The state changes according to the following rules:
For all 1 ≤ i ≤ s :
X0 +Xi →X0 +X1
X0 + Yi →X0 +X1
Y0 +Xi →Y0 + Y1
Y0 + Yi →Y0 + Y1
For all 1 ≤ i < s :
Xi +N →Xi+1 +Xi+1
Yi +N →Yi+1 + Yi+1
Xs +N →N +N
Ys +N →N +N
For all 1 ≤ i ≤ j ≤ s; i 6= s :
Xi +Xj →Xi+1 +Xi+1
Yi + Yj →Yi+1 + Yi+1
Xi + Yj →Xi+1 +Xi+1
Yi +Xj →Yi+1 + Yi+1
Xs +Xs →N +N
Xs + Ys →N +N
Ys + Ys →N +N
Ys +Xs →N +N
The idea is that the state of molecules is used to spread the information about the number
of initial molecules in X0 and Y0 states, which never change, among all other molecules, while
we maintain approximately the ratio |Xi||Yi| ≈
|X0|
|Y0| . This is done by confidence levels X1, . . . , Xs
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Figure 1: Implementation results. In the left figure, we depict the counts of molecules with the X
opinion (blue) versus the Y opinion (red) from the starting from an initial state where X0 > Y0.
At parallel time 80 (dotted), we switch these numbers, and record the change in counts. The gray
line (bottom) counts the number of agents in strong states. The right figure considers the same
setup (after the switch), but counts the number of agents in each level of the strong states after
stabilization.
(resp. Y1, . . . , Ys). A molecule decreases its confidence by one during each reaction but it spreads
its information to the less confident molecule in the reaction. When the confidence passes the
threshold s, the molecule moves to a neutral state N . We will show that the number of molecules in
consecutive levels roughly doubles at every level, with high probability. We present an experimental
illustration of this intuition in Figure 1.
Guarantees. The precise analysis of this algorithm is presented in sections 5 and 5.3, and results
in the following theorem.
Theorem 1. For |X0|, |Y0| ≥ C1 log n, such that |X0|/|Y0| ≥ C2, the algorithm stabilizes in parallel
time O(log n) to a configuration where
∑
i |Xi|∑
i |Yi| ≥ C3 with high probability.
4.2 Algorithm Extensions
Boosting Precision. The algorithm described in the previous subsection ensures constant separation–
roughly, we can guarantee with a proper choice of parameters that at least 2n/3 of all molecules have
the correct output, and at most n/3 have the wrong output. Now we describe a way of amplifying
this correctness guarantee. We describe it with respect to our algorithm, but the transformation is
generic and would apply to any comparison algorithm.
Assume that, in addition to their state, molecules are equipped with a counter that contains an
integer value in the interval [−m,m], where m is a parameter. The counter is increased by one if a
molecule reacts with a strong molecule of type Xi, and decreased by one if it reacts with a molecule
of type Yi. If a molecule reacts with a molecule in state N , the counter remains unchanged. The
output function γn maps all states with a positive counter to output X > Y and all states with a
negative counter to Y > X.
Note that, when the confidence levels stabilize in the baseline algorithm, the counter should
function similarly to a random walk biased towards the majority. More precisely, it is biased
towards + log log n if X0 > Y0, and vice versa. Because there are O (n) strong molecules, each one
reacts with enough strong molecules, and therefore the random walk should quickly converge to its
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stationary distribution. The stationary distribution will give us the estimate that there are only
O(n/ log n) molecules with wrong value of counter in expectation.
There are two ways of implementing the above dynamics. The first method has every molecule
participate in the counting process. This requires increasing the number of states to O(s ·m), but
has the advantage that each molecule is participating in the output. Second, similarly to [GP16],
one can split the population initially into two roughly equal-size parts. The first half implements
the original amplification algorithm, while the second half consists of molecules implementing the
random-walk counter. Thus, the number of states becomes O(s + m), but with the disadvantage
that a constant fraction of all molecules do not produce any output at all.
The above construction ensures that the algorithm stabilizes in time O(log n) to a configuration
where at most O(n/ log n) have the incorrect output. It uses O(log n log log n) states. The proof is
provided in Section 6.
Time-space tradeoff. In Section 7, we explore different variants of this algorithm which trade
off a lower state space for higher convergence time. Interestingly, we will show that there exist
a variant with o(log n) states per node, which converges in polylog n time, and a variant with
O(log log n) states per node which still converges in sub-linear time. Since these variants require a
more careful re-definition of the protocol, we present them separately in the corresponding section.
Following [DK18], we obtain the following lower bound on the time-space complexity trade-offs for
detection/comparison:
Theorem 2 ([DK18], corollary of Theorem 4.1). Any protocol that solves detection in parallel time
T by convergence to a stationary distribution requires Ω
((
log lognlog T
)c)
states for some absolute
positive constant c.
Our protocol gives a trade-off for comparison (and thus detection) with Θ( logn
log T
logn
+ log log n)
states for any log n ≤ T , leaving an exponential gap between lower and upper bounds.
5 Analysis of the Baseline Algorithm
In this section we will focus on the concentration properties of |Xi| and |Yi|, the number of molecules
of typeXi and Yi, respectively, for each level. Intuitively, given initial counts ofX0, Y0, the argument
establishes (i) upper- and lower-bounds on the counts of Xi, Yi in the “steady state” of the protocol,
(ii) shows that the protocol concentrates around those bounds, and (iii) that concentration occurs
quickly.
Notation. Denote Ri =
⋃
j≤i(Xj ∪ Yj). Also denote xi = |Xi|n , yi = |Yi|n and ri = |Ri|n =∑
j≤i(xj + yj).
To specify value of some variable after precise number of interactions, we add (t) after the
variable – i.e. xi(t) denotes the probability that a randomly chosen molecule t steps of protocol is
of type Xi.
5.1 Warm-Up: Tightly Bounding Total Level Counts, and a Concentration
Theorem
The goal of this section is to develop some of the intuition behind the analysis, as well as some
preliminary results, by providing bounds on the joint count at each level, denoted by Ui. We begin
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with the observation that if we replace all states Xi and Yi with Ui in the algorithm, then the
interaction rules become:
For all 1 ≤ i ≤ s :
U0 + Ui →U0 + U1
For all 1 ≤ i < s :
Ui +N →Ui+1 + Ui+1
Us +N →N +N
For all 1 ≤ i ≤ j ≤ s; i 6= s :
Ui + Uj →Ui+1 + Ui+1
Us + Us →N +N
Note that this closely matches the detection dynamics of [ADK+17]: intuitively, in this case, we
are not trying to compare the counts of two species, but instead trying to detect the presence
of a single species X0 + Y0 in the initial solution. We note that the analysis in [ADK+17] only
provides expected bounds on the species count at every level. Thus, the preliminary results of this
section illustrate our analysis technique by tightening the bounds for this detection algorithm to
characterize concentration. In turn, concentration bound are essential to analyze the behavior of
the comparison dynamics we consider.
Let ri = Ri/n for any level i. We begin by introducing some auxiliary variables r˜i, for each
level i, which are intuitively the steady-state (expected) values to which the level counts should
converge in the limit. Let also R˜i = n · r˜i. Note that defining the values r˜i directly in terms of
the convergence of the process can be difficult, so instead we will directly provide an operational
definition for them. More precisely, we define these values recursively as follows:
r˜0 = r0 =
|X0|+ |Y0|
n
and r˜i+1 = 1− (1− r˜i)2 = r˜i · (2− r˜i), ∀s > i ≥ 0
where the recurrence follows from the observation that an agent is in state Ri+1 iff in its last
interaction, at least one of the interacting agents was in state Ri. We can expand this recursion to
obtain the following estimates for these level counts.
Observation 1. For any i ≥ 1, it holds that r˜i = 1 − (1− r˜0)2
i
. In particular, we have r˜i =
Θ(min(1, 2i · r˜0)).
Our goal will be to provide a concentration bound for the values of the the level counts ri to
match these steady-state values. Broadly, our setup is as follows. We will fix a level index c ≥ 0
and time t, such that, at this time, the level counts Ri at levels i ≤ c are well-concentrated around
their means R˜i, with high probability. Then, we will show that there exists a time t′ ≥ t, such that,
with high probability, the level count at level c+ 1 is concentrated around its own predicted mean
R˜c+1. More precisely, let us fix a level c and a time t, and assume that there exists a constant ξc > 0
such that |Rc(t) − R˜c| ≤ ξcR˜c, with high probability. We will proceed to prove that there exists a
constant ξc+1 and a time t′ ≥ t such that |Rc+1(t′) − R˜c+1| ≤ ξc+1R˜c+1 given a sufficiently large
time interval T = t′ − t.
The argument will begin by analyzing the evolution of the level counts at time t+1. In particular,
denote by ∆1(t),∆2(t),∆3(t),∆4(t) ∈ {0, 1} the indicator variables for the following events at step
t, which govern the evolution of Rc+1(t+ 1):
• ∆1(t) = 1 iff first reacting agent was from Rc+1,
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• ∆2(t) = 1 iff second reacting agent was from Rc+1,
• ∆3(t) = 1 and ∆4(t) = 1 iff any of the reacting agents were from Rc.
We obtain the following recurrence on the expected value of Rc+1(t+ 1):
E[Rc+1(t+ 1) | t] = E[Rc+1(t)−∆1(t)−∆2(t) + ∆3(t) + ∆4(t) | t]
= Rc+1(t)− 2rc+1(t) + 2[1− (1− rc(t))2]
= (1− 2
n
)Rc+1(t) +
2
n
A(t)
where we define A(t) = n · [1− (1− rc(t))2]. Second, we bound the variance by direct calculation:
Var[Rc+1(t+ 1) | t] = Var[Rc+1(t+ 1)−Rc+1(t) | t] = Var[∆3(t) + ∆4(t)−∆1(t)−∆2(t) | t]
≤ 4(rc+1(t) + rc+1(t) + (1− (1− rc(t))2) + (1− (1− rc(t))2)) = 8Rc+1(t)
n
+ 8
A(t)
n
.
Finally, we use the induction hypothesis to bound the deviation of R˜c+1 from A(t), with high
probability, as
|A(t)− R˜c+1| =
∣∣∣n[1− (1− rc(t))2]− n(1− (1− r˜c)2)∣∣∣ ≤ nξcr˜c(2− r˜c) ≤ 2ξcR˜c+1.
The Concentration Theorem. We now take a step back, and examine the claims we have
already proven, and their relationship to our target. We wish to obtain a concentration bound
on the level count Rc+1 in terms of its predicted steady-state value R˜c+1. We have a handle on
the expected value of Rc+1 and on its variance, but these values critically depend on the quantity
A(t). At the same time, we also have a strong probabilistic bound on how much A(t) can vary,
by the last inequality. A natural candidate to establish a concentration bound on Rc+1 would be
to recognize that it has super-martingale behavior, and apply a Bernstein-type inequality for its
concentration around its mean. However, it is hard to see how to apply this result to our setting,
in particular due to the presence of the “noise” term A(t). Fortunately, we are able to prove the
following concentration result instead.
Theorem 3. Fix parameters n ≥ 1 and a ≤ n with a = Ω(log n), and ε ≤ 1. Further, fix constants
λ, γ, δ, η = O(1). Let t ≥ t0 denote time, and let A(t), B(t) ∈ [0, n] be stochastic processes such that
for all time steps t ≥ t0 the following hold:
1. |A(t)− a| ≤ εa,
2. E[B(t+ 1) | A(t), B(t)] = (1− λn)B(t) + λnA(t),
3. |B(t+ 1)−B(t)| ≤ γ,
4. Var[B(t+ 1) | A(t), B(t)] ≤ δB(t)n + ηA(t)n .
Then there exists an interval length T ′ = Θ( 1λn log n log logn) such that for any t
′ ≥ t0 + T ′ the
following holds with high probability:
|B(t′)− a| ≤ εa+O(c1
√
a log n+ log n),
for c1 =
√
δ+η
λ .
10
The proof of this result is technical, and is deferred to the Appendix. To complete our exposition,
notice that this result closely matches our set of previous derivations for Rc+1, while relation (1)
holds w.h.p. for the previous level c as part of the induction step. More precisely, we can follow the
above derivations and plug in a = R˜c+1, and ε = 2ξc, λ = 2, δ = η = 8, and γ = 1, to obtain the
following concentration result on the level counts after a sufficiently long time has passed.
Lemma 1. Fix a level index c < s, an initial time t0, and let T = Θ(n log n log log n) be a sufficiently
large time interval. Fix a constant ξc < 1 and assume that for any step t ∈ [t0, t0 + T ] it holds that
the level count Rc is always ξc-concentrated around R˜c, that is |Rc(t) − R˜c| ≤ ξcR˜c. Then there
exists a constant ξc+1 = ξc + O(
√
logn
R˜c+1
) such that, for any t ≥ t0 + T , with high probability,
|Rc+1(t)− R˜c+1| ≤ ξc+1R˜c+1.
Finally, we unroll the recursion for a fixed level c, and obtain that the following concentration
bound should hold after a given point in time. Note that level zero is always perfectly concentrated
around R˜0.
Corollary 1. Given a level c ≥ 1 and a fixed initial time T , there exists an absolute constant ξ < 1
and a time interval length Tc = Θ(cn log n log logn) and such that for any t ≥ t0 + T , it holds with
high probability that Rc+1(t) ∈ [(1− ξ)R˜c+1, (1 + ξ)R˜c+1].
5.2 Step Two: Analyzing the Comparison Process
We now proceed to analyze the core of our comparison algorithm. We leave aside the voting
amplification component, which we analyze separately in Section 6. The strategy is a more complex
version of the one from the previous section: we derive bounds on the level counts of states Xi and
Yi, for each state in turn. We will focus on the derivation for Xi, since the case of Yi is symmetric.
Let xi = Xi/n, and yi = Yi/n, for every level i. We begin by defining estimate values x˜i to
which the level counts should concentrate in the steady-state:
x˜0 = x0 =
|X0|
n
x˜i+1 = x˜i · (2− r˜i − r˜i−1);
y˜0 = y0 =
|Y0|
n
y˜i+1 = y˜i · (2− r˜i − r˜i−1).
These values are computed by following the recursion suggested by steady-state analysis: for an
agent to end up in state Xi+1, it needs to be either in state Xi and be the first reagent in
interaction with any of Xi, . . . , Xs, Yi, . . . , Ys, or the second reagent in interaction with any of
Xi+1, . . . , Xs, Yi+1, . . . , Ys. We unroll the recursion to obtain a well-informed guess as to the values
around which these variables should concentrate.
Observation 2. There is x˜0x˜0+y˜0 =
x˜i
x˜i+y˜i
. It can be verified by induction that x˜i + y˜i = r˜i − r˜i−1.
The rest of this section will be dedicated to proving the following concentration result on the
level counts. We will show:
Lemma 2. Let c < s be a level index and let T = Θ(n log n log logn) be a sufficiently large step.
Assume that during all steps t ∈ [T ] it holds that ∀i≤s|Ri(t)− R˜i| ≤ ξR˜i for ξ < 1 with ξ defined as
in Corollary 1, and that |Xc(t)− X˜c| ≤ cX˜c for some c < 1. Then, for t ≥ T , there exists a value
c+1 = c + 2ε
r˜c
1−r˜c + O(
√
logn
X˜c+1
) such that, with high probability, it holds that |Xc+1(t) − X˜c+1| ≤
c+1X˜c+1.
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Proof. Fix a level index c ≥ 0 and time t, such that, at this time, the level counts Xi at levels i ≤ c
are well-concentrated around their means X˜i := nx˜i, with high probability. We show that there
exists a time t′ ≥ t, such that, with high probability, the level count at level c + 1 is concentrated
around its own predicted mean X˜c+1. Fix a level c and a time t, and assume that there exists a
constant c > 0 such that |Xc(t) − X˜c| ≤ cX˜c, with high probability. We will proceed to prove
that there exists a constant c+1 and a time t′ ≥ t such that |Xc+1(t′)− X˜c+1| ≤ c+1X˜c+1 given a
sufficiently large time interval T = t′ − t.
The argument will begin by analyzing the evolution of the level counts at time t+ 1. We define
∆′1(t),∆′2(t),∆′3(t),∆′4(t) ∈ {0, 1} as indicator variables for the following events at step t:
• ∆′1(t) = 1 iff the first reacting agent was from Xc+1;
• ∆′2(t) = 1 iff the second reacting agent was from Xc+1;
• ∆′3(t) = 1 iff the first reacting agent was from Xc and second reacting agent had a level > c,
or the first reacting agent had a level ≥ c− 1 and the second reacting agent was from Xc;
• ∆′4(t) = 1 iff the first reacting agent had level > c and the second reacting agent is from Xc,
or if the first reacting agent is from Xc, and the second reacting agent has level ≥ c.
Notice that these events cover all the cases where the count of Xc+1 might change in this step.
As before, the plan is to set up the usage of the Concentration Theorem for the random variable
Xc+1. For this, we will characterize its mean and variance at step t+1, assuming that the counts at
the previous levels are well-behaved, which we can safely assume by the induction step. By careful
calculation, we obtain:
E[Xc+1(t+ 1)|t] = E[Xc+1(t)−∆′1(t)−∆′2(t) + ∆′3(t) + ∆′4(t)|t]
= Xc+1(t)− 2 · xc+1(t) + 2xc(t)[2− rc(t)− rc−1(t)] = (1− 2
n
)Xc+1(t) +
2
n
A′(t)
where we defined A′(t) = n · xc(t)[2− rc(t)− rc−1(t)]. Further, we have:
Var[Xc+1(t+ 1) | t] = Var[Xc+1(t+ 1)−Xc+1(t) | t] = Var[∆′3(t) + ∆′4(t)−∆′1(t)−∆′2(t) | t]
≤ 4
(
Var[∆′1(t)|t] + Var[∆′2(t)|t] + Var[∆′3(t)|t] + Var[∆′4(t)|t]
)
≤ 4
(
E[∆′1(t)2|t] + E[∆′2(t)2|t] + E[∆′3(t)2|t] + E[∆′4(t)2|t]
)
= 4
(
E[∆′1(t)|t] + E[∆′2(t)|t] + E[∆′3(t)|t] + E[∆′4(t)|t]
)
≤ 4(xc+1(t) + xc+1(t) + xc(t)[2− rc(t)− rc−1(t)] + xc(t)[2− rc(t)− rc−1(t)]))
= 8
Xc+1(t)
n
+ 8
A′(t)
n
.
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Another careful upper bound argument yields that
|A′(t)− X˜c+1| = n ·
∣∣∣xc(t)[2− rc(t)− rc−1(t)]− x˜c[2− r˜c − r˜c−1]∣∣∣
≤ n ·
∣∣∣xc(t)[2− rc(t)− rc−1(t)]− xc(t)[2− r˜c − r˜c−1]∣∣∣
+ n ·
∣∣∣xc(t)[2− r˜c − r˜c−1]− x˜c[2− r˜c − r˜c−1]∣∣∣
≤ nxc(t)(εr˜c + εr˜c−1) + nεcx˜c[2− r˜c − r˜c−1]
= εnxc(t)(r˜c + r˜c−1) + εcX˜c+1
≤ εn(1 + εc)x˜c(r˜c + r˜c−1) + εcX˜c+1
≤ ε(1 + εc)X˜c+1 r˜c(t) + r˜c−1
2− r˜c − r˜c−1 + εcX˜c+1
≤
(
2ε
r˜c
1− r˜c + εc
)
X˜c+1.
At this point, we have enough data to invoke Theorem 3, which guarantees that after T =
O(n log n log log n) steps we have
|Xc+1(T )− X˜c+1| ≤
(
2
r˜c(t)
1− r˜c(t) + c
)
X˜c+1 +O(
√
X˜c+1 log n).
We can then iterate this result to obtain the separation result for the proportion of agents
supporting either opinion:
Theorem 4. Let T = Θ(n log2 n log logn) be a sufficiently large time interval. Assume that R0 =
O( n
(log logn)2
) and R0 = Ω(log n). For appropriately chosen constants C1, C2 > 12 , if X0 ≥ C1(X0 +
Y0), then the total count of the population of agents of opinion “X,” formally PX =
∑s
i=1Xi, will
satisfy PX > C2n, with high probability.
Proof. Consider the minimal parameter d such that R˜d ≥ 0.9n. For this value, it will hold that R˜d ≤
0.99n and d = log2 n+Θ(1). By Corollary 1, after a time interval of length T1 = Θ(n log
2 n log log n)
all values Ri satisfy Ri = (1± ε)R˜i for ε a constant that can be made arbitrarily close to 0 (the cost
is traded off against the constant hidden in R0 = Ω(log n)). After that time, we repeatedly apply
Lemma 2 for the first d′ levels of Xi. The guarantee for opinions X is that Xi = (1± ε′)X˜i, where
ε′ =
∑
i≤d′
2ε
r˜i
1− r˜i +O
∑
i≤d′
√
log n
X˜i
 .
We note that, by the geometric sum progression (since only constant number of terms satisfy
0.5n ≤ r˜i ≤ 0.9n: ∑
i≤d
2ε
r˜i
1− r˜i ≤
∑
i≤d
100εr˜i = Θ(ε)
and since ∀i≤d we have that X˜i = Ω(log n), the second term is also an arbitrarily small constant,
we have that ε′ is also constant that can be arbitrary small. We then observe that P ≥∑i≤dXi ≥
(1− ε′)∑i≤d X˜i = (1− ε′)C1R˜i ≥ (1− ε′)C10.9n, and since C1 can be chosen to be large and ε′ to
be small, this is at least C2n for some C2 > 12 .
13
5.3 Bootstrapping convergence time
We now show how to bootstrap on the results in the previous section, and prove convergence
within O(n log n) interactions, shaving off the additional logarithmic factors. We employ a generic
technique which leverages that: (i) each of the processes we analyzed mixes fast and (ii) the effect
of many sources can be separated and analyzed separately. As a result, we can show that the overall
process mixes fast (the O(n log n) interactions is as fast as mixing). But first, we need to rephrase
two technical results from [ADK+17], adapting them to bi-chromatic setting, where we have two
possible initial states.
First, for an agent u of a type Xi or Yi we denote level(u) = i, and if u is in a state N then we
define level(u) =∞. We also talk about a color of a type of u, denoted color(u), being either X or
Y . If u is of type N , we will assign it one of a colors X or Y arbitrarily. The first is the following
Lemma, which adapts a folklore result from load balancing theory to our setting.
Lemma 3 ([AAE+17]). For any integer s > 0, there is constant C, such that if there are no agents
in state X or Y , after Cn log n interactions with high probability 1 − n−c there is no agent u with
level(u) < s. The constant C depends only on s and c.
This Lemma effectively states that system with no X source and no Y source quickly converges
to all-N configuration. The following technical tools allow us to use this statement in more complex
configurations.
Definition 1. Consider two (or more) separate populations, {u1, . . . , un} and {v1, . . . , vn} each on
n agents. We say that the populations are coupled, if in an evolution, after each step t, in each
population the corresponding molecules interact (i.e. the interaction is ui + uj and vi + vj).
We now state the following.
Observation 3 (c.f. [ADK+17]). Consider 3 populations {ui}, {vi} and {wi} of identical sizes.
For each of the following properties, if it is satisfied after t steps and the corresponding populations
are coupled, then it is satisfied after any t′ ≥ t steps:
1. ∀ilevel(ui) ≤ level(vi) and level(ui) ≤ level(wi)
2. ∀ilevel(ui) = min(level(vi), level(wi)).
3. ∀ilevel(ui) = min(level(vi), level(wi) and whenever level(ui) = level(vi) then color(ui) = color(vi),
and whenever level(ui) = level(wi) then color(ui) = color(wi).
Converging from “nice” configurations. Our first technical result will show via a coupling
argument that the process converges fast from configurations where all agents are in state X0, Y0,
or N .
Lemma 4. Consider a population that is initialized with all agents in states X0, Y0 or N , with X0
and Y0 satisfying requirements of Theorem 4. Then the population will satisfy the guarantees from
Theorem 4 after O(n log n) steps.
Proof. Denote our population as {vi}. Denote the number of steps from Lemma 3 as Treset =
O(n log n) and number of steps from Theorem 4 as Tslow = O(n log2 n log logn).
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Consider {ui} initialized identically as {vi}. We let {ui} evolve for T ′ = Treset + Tslow steps,
starting at step 0. After Tslow steps, we take its state (denote it as S), and we construct population
{wi}, in which for every ui 6= X0, Y0 corresponding wi is set to the identical state, and for ui = X0, Y0
we set wi to be N . We set {vi} and {wi} to start its evolution at step Tslow and make the evolution
of {ui}, {vi} and {wi} coupled over steps [Tslow, Tslow + Treset]. Since those populations follow
conditions of Observation 3 at Tslow, the same holds after step Tslow + Treset. Since by Lemma 3,
after step Tslow + Treset {wi} is all N with high probability, conditioned on this high probability
event {ui} and {vi} are in identical configurations. By Theorem 4, since T ′ > Tslow, {ui} reached
configuration that satisfies desired bounds. Thus we conclude that {vi} reached desired bounds at
step Treset = O(n log n).
Converging from all configurations. Next, we provide the general coupling argument that the
process converges fast from configurations where agents are initially in arbitrary state.
Lemma 5. Consider a population that is initialized arbitrarily, with X0 and Y0 satisfying require-
ments of Theorem 4. Then the population will satisfy the guarantees from Theorem 4 after O(n log n)
steps.
Proof. Denote our population as ui. Let {vi} be copy of {ui}, where each X0 and Y0 is replaced by
N , and let {wi} be copy of {ui} where each non-X0, non-Y0 is replaced by N . Consider coupled
evolution of those three populations over next steps Treset. By Lemma 4, {wi} reaches configuration
that satisfies bounds from Theorem 4, while by Lemma 3, {vi} reaches configuration with every
agent in state N . Applying Observation 3 concludes the proof.
6 Precision boosting analysis
The goal of this section is to show the following result.
Theorem 5. If all strong states are within their bounds, then in O(n log n) steps the algorithm
reaches a configuration with expected number of molecules in wrong output state at most O(n/ log n),
with high probability.
The proof of this claim will follow from combining two technical sub-claims, Lemma 6 and
Lemma 8. The first bounds the rate at which the counter moves towards the correct decision in a
stable state. Due to space constraints, the proof of this statement is moved to the Appendix.
Lemma 6. If all strong states are within their bounds, for any molecule its counter becomes log log n
at some point during O(n log n) steps with high probability.
Proof. Fix any molecule m. It reacts at least 48 lnn times in first 48n lnn steps (96 lnn in expec-
tation), by Chernoff’s bound with probability at least
1− exp(−96 lnn
8
) = 1− n−12.
Let Wi be an indicator variable for i-th reaction of m with a strong molecule. We define Wi = 1
if the strong molecule is of type X (i.e. the counter of m increases) and 0 otherwise (the counter
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decreases). By Hoeffding’s inequality for the first 48 lnn reactions, we obtain (keeping in mind that
E[W ] = 32 lnn)
Pr [W < 25 lnn] ≤ exp
(
−2 · (7 lnn)
2
48 lnn
)
≤ n−2
To ensure that there will be at some point at least 2 log log n more increases of counter than
decreases, we need to have W ≥ 24 lnn+ log log n which for n large enough is at most 25 lnn.
The counter behaves like an one dimensional random walk on integers from − log log n to
log logn, with bias b =
∑s
i=0 |Xi|∑s
i=0 |Yi| ≥ 2 towards +1 steps.
Let R be a random walk on integers from log logn to − log logn. The transition probability of
moving from i to i+1 is pi,i+1 = bb+1 and the probability of moving from i to i−1 is pi,i−1 = 1b+1 . If
i = log log n, pi,i = bb+1 instead of pi,i+1. Similarly for i = − log log n is pi,i = 1b+1 instead of pi,i−1.
Lemma 7. For the stationary distribution pi∗ of the random walk R as defined above, the following
holds: ∑log logn
i=1 pi
∗
i∑−1
i=− log logn pi
∗
i
= blog logn+1 ≥ 2 log n.
Proof. The stationary distribution pi∗ satisfies the condition that pi∗i+1 = bpi
∗
i . Iterating this formula
log logn+ 1 times we get
pi∗i+log logn+1
pi∗i
= blog logn+1 and by summing up over i ∈ [− log log n,−1] we
get the desired equality.
Let C be a random walk on integers from log logn to (− log logn) defined such that the state of
C after t steps equals the value of the counter of molecule m after t steps. The transition probability
of moving from i to i + 1 at step t is qi,i+1(t) =
Xi(t)
Xi(t)+Yi(t)
and the probability of moving from i
to i − 1 is qi,i−1(t) = Yi(t)Xi(t)+Yi(t) . If i = log log n, pi,i(t) =
Xi(t)
Xi(t)+Yi(t)
instead of pi,i+1. Similarly for
i = − log log n is pi,i(t) = Yi(t)Xi(t)+Yi(t) instead of pi,i−1.
Lemma 8. As long as all Xi and Yi are within the bounds and the counter was already equal to
log logn after t′ steps, the probability that the counter is negative is at most 1logn .
Proof. Let σ be a probability distribution of random walk C and pi∗ be a stationary distribution
of random walk R as defined above. Distribution σ starts after t′ steps when σlog logn(t′) = 1 and
σi(t
′) = 0 for ∀i ∈ [log log n − 1,− log logn]. We will show that for t ≥ t′ σ always dominates pi∗
and thus from Lemma 7 ∑log logn
i=1 σi(t)∑−1
i=− log logn σi(t)
≥
∑log logn
i=1 pi
∗
i∑−1
i=− log logn pi
∗
i
≥ 2 log n.
We define by domination the property that for ∀i ∈ [log log n,− log log n] : ∑log lognj=i σj ≥∑log logn
j=i pi
∗
j . We prove this property by mathematical induction on number of steps t. For t = t
′ is
σ equal to 1 for log logn and is 0 everywhere else so it clearly dominates pi∗.
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Induction step: Let σ dominate pi∗ after t > t′ steps. Then we can write sum of
∑log logn
j=i σj(t+1)
for any i ∈ [log log n,− log logn] as:
log logn∑
j=i
σj(t+ 1) =
log logn∑
j=i+1
σj(t)− Yi(t)
Xi(t) + Yi(t)
σi(t) +
Xi−1(t)
Xi−1(t) + Yi−1(t)
σi−1(t) ≥
≥
log logn∑
j=i+1
σj(t)− (1− β)σi(t) + βσi−1(t) = β
log logn∑
j=i−1
σj(t) + (1− β)
log logn∑
j=i+1
σj(t) ≥
≥ β
log logn∑
j=i−1
pi∗j (t) + (1− β)
log logn∑
j=i+1
pi∗j (t) =
log logn∑
j=i
pi∗j (t+ 1).
We can therefore conclude that in the “boosted” version of the comparison protocol all but an
expected O(n/ log n) fraction of the nodes have the correct output. We can further boost this result
using standard concentration bounds.
7 Time-space trade-off analysis
We now present in detail how one can reduce the space usage of the protocols at the cost of slower
convergence. First, let us assume in design of protocol we have access to probabilistic transitions.
That is, we write
A+B
p→
1−p
{
C +D
C ′ +D′
to denote that top transition happens with probability p and bottom one with probability 1−p. For
p < 1/2, this can be simulated by usage of synthetic coin, with roughly O(log log 1p) extra states.
In our protocol all probabilistic transitions will be using the same synthetic coin. We highlight two
standard way of using synthetic coin:
1. Coin is stored on extra states, thus the state space is multiplied by number of states used by
coin. To simulate the coin-flip, agent stores the win/loss bit taken from the last interaction
with another agent.
2. The population is divided into protocol-part and coin-part. Agents flip coin by storing bit
win/loss of last interaction with coin-part. The total number of states is roughly the sum
number of states of both parts.
Theorem 6 ([GS18]). There is a protocol that constructs synthetic coin, in O(n log n) interactions.
Given parameter p < 1/2, it constructs synthetic coin using O(log log 1p) states and the coin-flip
probability is p′, where p2 ≤ p′ ≤ p. It succeeds w.h.p.
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7.1 Protocol
We first provide the protocol for detection.
For all 1 ≤ i ≤ s :
U0 + Ui →U0 + U1
For all 1 ≤ i < s :
Ui +N
p→
1−p
{
Ui+1 + Ui+1
Ui + Ui+1
For all 1 ≤ i ≤ j ≤ s; i 6= s :
Ui + Uj
p→
1−p
{
Ui+1 + Ui+1
Ui + Ui+1
Us +N →N +N
Us +Rs →N +N
The intuition is that each node at level i is in expectation informing roughly 1/p nodes before being
moved to level i+ 1.
7.2 Analysis sketch
Since we follow the pattern set out in the previous sections, we will not present the analysis
framework again, and instead focus on the calculations. Let us fix a time t ≥ 0. Denote by
∆1(t),∆2(t),∆3(t),∆4(t) ∈ {0, 1} the indicator variables for the following events at step t:
• ∆1(t) = 1 iff first reacting agent was from Rc+1,
• ∆2(t) = 1 iff second reacting agent was from Rc+1,
• ∆3(t) = 1 and ∆4(t) = 1 iff any of the reacting agents were from Rc.
• ∆5(t) = 1 iff any of the reacting agents were from Rc+1.
In the following we use the fact that while rc = o(1), the square terms do not affect asymptotic
of the system and can be discarded. This is justified in this rough analysis, since rc = Θ(1) only in
a constant number of levels. Then we obtain the following:
E[Rc+1(t+ 1) | t] = p′ · E[Rc+1(t)−∆1(t)−∆2(t) + ∆3(t) + ∆4(t) | t]+
+ (1− p′) · E[Rc+1(t)−∆1(t)−∆2(t) + ∆3(t) + ∆5(t) | t]
= Rc+1(t)− 2 · rc+1(t) + (1 + p′)[1− (1− rc(t))2] + (1− p′)[1− (1− rc+1(t))]2
≈ Rc+1(t)− 2p′rc+1(t) + 2(1 + p′)rc(t)
=
(
1− 2p
′
n
)
Rc+1(t) +
2p′
n
· 1 + p
′
p′
Rc(t)
=
(
1− 2p
′
n
)
Rc+1(t) +
2p′
n
·A(t)
where we denoted A(t) = 1+p
′
p′ Rc(t). This leads to a steady-state solution of the form R˜c+1(t) ≈
1+p′
p′ R˜c(t).
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For the variance, we obtain
Var[Rc+1(t+ 1) | t] = Var[Rc+1(t+ 1)−Rc+1(t) | t]
≤ 4
(
Var[∆1(t)|t] + Var[∆2(t)|t] + Var[∆3(t)|t] + p′Var[∆4(t) + (1− p′)Var[∆5(t)|t]|t]
)
≤ 4
(
E[∆1(t)2|t] + E[∆2(t)2|t] + E[∆3(t)2|t] + p′ E[∆4(t)2|t] + (1− p′)E[∆5(t)2|t]
)
= 4
(
E[∆1(t)|t] + E[∆2(t)|t] + E[∆3(t)|t] + p′ E[∆4(t)|t] + (1− p′)E[∆5(t)|t]
)
≈ 4(rc+1(t) + rc+1(t) + 2(1 + p′)rc(t) + 2(1− p′)rc+1(t))
≤ 16Rc+1(t)
n
+ 8p′
A(t)
n
.
We can thus invoke Theorem 3 with a = R˜c+1, λ = 2p′, δ = 16, η = 8p′ and γ = 1. Thus we get
that if there is on level c an absolute error R˜c · ε, on level c + 1 the error becomes at most R˜c+1 ·(
ε+O
(√
1
p′
logn
R˜c+1
))
. The time for stabilizing single level becomes then Θ( 1p′n log n log logn). Thus
we draw a conclusion that in total time Θ( 1p′n log
2 n log log n) we reach total error O(n
√
1
p′
logn
R˜0
).
We summarize the take-away message of this subsection: Protocol supplemented with synthetic
coin p′ is:
• requires ∼ log 1
p′
n levels,
• requires Θ(log log 1p′ ) extra states for synthetic coin,
• slower to converge (wrt to naive analysis) by a factor of 1p′ (this is to be subsumed by analysis
in the following subsection)
• requires initial agent count to be larger by a factor of O( 1√
p′ ) for the same concentration
guarantees.
7.3 Bootstraping
We now comment on how bootstrapping analysis translates to this new setting. First, we extend
definition of coupling so that random choices of all coupled protocols are identical. We then analyze
the decay time for the new protocol.
Lemma 9. For any integer s > 0 and c ≥ 1 if there are no agents u with level(u) = 0 then after
Θ( 1p′ cn log n+
1
p′2 sn) interactions with high probability 1−n−c there is no agent u with level(u) < s.
Proof. For agent u we define its potential (at time t) to be Φt(u) = d−levelt(u), where d = 21+p
′
p′ . We
define potential of a whole population to be Φt =
∑
u Φt(u). Consider two agents u, v at arbitrary
time t, with levelt(u) = x and levelt(v) ≥ x for some constant x. We have then,
E[Φt+1(u)+Φt+1(v) | t] = p′·2d−(x+1)+(1−p′)·(d−x+d−(x+1)) = d−x
(
1 + p′
d
+ (1− p′)
)
≤ α (Φt(u) + Φt(v)) .
where α =
(
1+p′
d + (1− p′)
)
= (1− p′2 ).
E[Φt+1 | t] ≤
∑
u
(1− 2
n
)Φt(u) +
2
n
αΦt(u) =
(
1− 2
n
(1− α)
)
Φt =
(
1− p
′
n
)
Φt,
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so by submartingale property E[Φt] ≤
(
1− p′n
)t
n. Denote by T = ((c+ 1) ln(n) + s ln(d)) np′ =
Θ( 1p′ cn log n+
1
p′2 sn). We have then E[ΦT ] ≤ n−c · d−s, so Pr[ΦT ≥ d−s] ≤ n−c.
Substituting s = O(log n) and c = 3, and repeating coupling analysis, we reach that a concen-
tration happens in time T = O( 1
p′2n log n). We can now examine what this result yields for some
non-trivial parameter regimes:
• p′ = 1
2
√
log logn
, with Θ(log log log n) states for the coin, logn√
log logn
levels, and convergence in
log1+o(1) n parallel time.
• p′ = 1
logΘ(1) n
, with Θ(log log log n) states for the coin, lognlog logn levels, and convergence in
logΘ(1) n parallel time.
• p′ = 1
2
√
logn
, with Θ(log log n) states for the coin,
√
log n levels, and convergence in 2
√
logn
parallel time.
• p′ = 1
2(logn)/(log logn)
with Θ(log log n) states for the coin, log log n levels, and convergence in
no(1) parallel time.
8 Leak Robustness
We now consider a scenario where leaks can occur. That is, there are occurring (possibly adver-
sarially) spontaneous reactions of type A → B for some non-catalytic states A,B. The states X0
and Y0 are catalytic states in our setting–as they are not created or modified by the algorithm, only
detected–they are not affected by leaks. That is, X0 and Y0 cannot spuriously appear or disappear.
However, all other states may be affected by leaks, and therefore may appear or disappear spuri-
ously, as a consequence of leaks. More precisely, the protocol is subject to arbitrary reactions of
the type A→ B, where A and B are arbitrary nodes in states outside {X0, Y0}. At the same time,
as in [ADK+17], we assume that the rate of leaks is bounded by a parameter ζ. Upon reflection,
we notice that, in the comparison problem, the strongest adversarial leak strategy would be to leak
first-level strong states from the majority state to the minority one: say X1 → Y1.
8.1 False-positive leaks
We refine the analysis of the detection protocol, noting that incorporating false-positive leaks into
the protocol, it takes following form.
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For all 1 ≤ i ≤ s :
U0 + Ui →U0 + U1
For all 1 ≤ i < s :
Ui +N
1−ζ→
ζ
{
Ui+1 + Ui+1
U1 + U1
For all 1 ≤ i ≤ j ≤ s; i 6= s :
Ui + Uj
1−ζ→
ζ
{
Ui+1 + Ui+1
U1 + U1
Us +N
1−ζ→
ζ
{
N +N
U1 + U1
Us + Us
1−ζ→
ζ
{
N +N
U1 + U1
In particular, recall the notation where we denote by ∆1(t),∆2(t),∆3(t),∆4(t) ∈ {0, 1} the
indicator variables for the following events at step t, which govern the evolution of Rc+1(t+ 1):
• ∆1(t) = 1 iff first reacting agent was from Rc+1,
• ∆2(t) = 1 iff second reacting agent was from Rc+1,
• ∆3(t) = 1 and ∆4(t) = 1 iff any of the reacting agents were from Rc.
We obtain the following recurrence on the expected value of Rc+1(t+ 1):
E[Rc+1(t+ 1) | t] = E[Rc+1(t)−∆1(t)−∆2(t) | t] + (1− ζ)E[∆3(t) + ∆4(t) | t] + ζ · 2
= Rc+1(t)− 2rc+1(t) + 2(1− ζ)[1− (1− rc(t))2] + 2ζ
= (1− 2
n
)Rc+1(t) +
2
n
A′(t)
where we define A′(t) = n · [1− (1− ζ)(1− rc(t))2)]. This leads to a steady-state solution of exact
form 1− r˜′c = (1− ζ)2
c−1(1− r˜0)2c .
8.2 False-negative leaks
We refine the analysis of the detection protocol, noting that incorporating false-positive leaks into
the protocol, it takes following form.
For all 1 ≤ i ≤ s :
U0 + Ui
1−ζ→
ζ
{
U0 + U1
U0 +N
For all 1 ≤ i < s :
Ui +N
1−ζ→
ζ
{
Ui+1 + Ui+1
N +N
For all 1 ≤ i ≤ j ≤ s; i 6= s :
Ui + Uj
1−ζ→
ζ
{
Ui+1 + Ui+1
N +N
Us +N → N +N
Us + Us → N +N
We obtain the following recurrence on the expected value of Rc+1(t+ 1):
E[Rc+1(t+ 1) | t] = E[Rc+1(t)−∆1(t)−∆2(t) | t] + (1− ζ)E[∆3(t) + ∆4(t) | t] + ζ · 2
= Rc+1(t)− 2rc+1(t) + 2(1− ζ)[1− (1− rc(t))2]
= (1− 2
n
)Rc+1(t) +
2
n
A′′(t)
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where we define A′′(t) = n · (1− ζ)[1− (1− rc(t))2)]. This leads to a steady-state solution r˜′′c+1 ≈
(1− ζ)2r˜′′c
8.3 Concentration
Second, we bound the variance by direct calculation, which applies to both types of leaks.
Var[Rc+1(t+ 1) | t] = Var[Rc+1(t+ 1)−Rc+1(t) | t]
≤ 4
(
Var[∆1(t)|t] + Var[∆2(t)|t] + (1− ζ)Var[∆3(t)|t] + (1− ζ)Var[∆4(t)|t]
)
≤ 4(2rc+1(t) + 2(1− ζ)(1− (1− rc(t))2))
≤ 8Rc+1(t)
n
+ 8
A′′(t)
n
≤ 8Rc+1(t)
n
+ 8
A′(t)
n
.
An application of Theorem 3 follows, giving the same concentration in both cases around r˜′c and r˜′′c
respectively. Those two cases actually represent upper- and lower- bounds on possible steady-state
solutions. We have r˜′c ≈ ζ · 2c + r˜0 · 2c and r˜′′c ≈ (1− ζ)c2cr˜0, thus the additional spread introduced
is ≈ ζ · 2c + cζ2cr˜0 = O(ζn).
Corollary 2. If the leak rate ζ is small enough (e.g. O(1/n)), the asymptotic guarantees for
detection/comparison in false-negative and/or false-positive cases are identical to the ones provided
in the leakless case.
9 Discussion and Future Work
We have introduced the comparison problem, and presented a simple dynamics to solve this problem
in a self-stabilizing and robust manner. Our algorithm is guaranteed to converge to configurations
where at most O(n/ log n) of the agents are in the “wrong” state. Hence, a single random sample
from the stable solution will return the correct output with probability ≥ 1 − O(1/ log n). Notice
that this is in some sense the best we could hope for with this type of dynamics, since Θ(n/ log n)
agents will be in the strong state for the minority opinion by the structure of the chain. Further, our
protocol uses O(log n log logn) states, and converges in O(log n) parallel time, w.h.p. We believe
that the state space can be improved to O(log n), which we leave for future work.
Also as future work, we aim to consider whether further simplified dynamics exist, which would
remove the need for the additional counter state used to decide the output opinions. We also
aim to extend this binary comparison problem to multiple baseline states. While our analysis will
immediately extend to the case where the count of the most populous baseline state dominates
the sum of all the other baseline states, it would be interesting to examine whether finer-grained
convergence conditions exist. Finally, another interesting question for future work regards lower
bounds for the comparison problem in this model.
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A Proof of Theorem 3.
Theorem 3. Fix parameters n ≥ 1 and a ≤ n with a = Ω(log n), and ε ≤ 1. Further, fix constants
λ, γ, δ, η = O(1). Let t ≥ t0 denote time, and let A(t), B(t) ∈ [0, n] be stochastic processes such that
for all time steps t ≥ t0 the following hold:
1. |A(t)− a| ≤ εa,
2. E[B(t+ 1) | A(t), B(t)] = (1− λn)B(t) + λnA(t),
3. |B(t+ 1)−B(t)| ≤ γ,
4. Var[B(t+ 1) | A(t), B(t)] ≤ δB(t)n + ηA(t)n .
Then there exists an interval length T ′ = Θ( 1λn log n log logn) such that for any t
′ ≥ t0 + T ′ the
following holds with high probability:
|B(t′)− a| ≤ εa+O(c1
√
a log n+ log n),
for c1 =
√
δ+η
λ .
We start with a following lemma
Lemma 10. Let T = Θ( 1λn log n) and additionally assume B(t) ≤ m for t ∈ [T ], for m ≥ a. Then
|B(T )− a| ≤ O(c1
√
m log n+ log n) + εn with high probability, where c1 =
√
δ+η
λ .
Proof. Denote
∆(t+ 1) = B(t+ 1)− (1− λ
n
)B(t)− λ
n
A(t).
There is
E[∆(t+ 1) | A(t), B(t)] = 0,
Var[∆(t+ 1) | A(t), B(t)] ≤ δ · B(t)
n
+ η · A(t)
n
and
|∆(t+ 1)| ≤ (1− λ
n
)|B(t+ 1)−B(t)|+ λ
n
|B(t+ 1)−A(t)| ≤ γ + λ.
Denote
A =
T−1∑
j=0
λ
n
(1− λ
n
)jA(T − j).
We proceed to bound the random variable
Φ =
T−1∑
j=0
(1− λ
n
)j ·∆(T − j)
=
T−1∑
j=0
(1− λ
n
)j ·B(T − j + 1)−
T−1∑
j=0
(1− λ
n
)j+1 ·B(T − j)−
T−1∑
j=0
λ
n
(1− λ
n
)jA(T − j)
= B(T )− (1− λ
n
)TB(0)−A
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We first observe:
E[Φ] =
T−1∑
j=0
E[∆(T − j) · (1− λ
n
)j | A(T − j − 1), B(T − j − 1)] = 0
And we bound the sum of conditional variances:
K =
T−1∑
j=0
Var[∆(T − j) · (1− λ
n
)j | A(T − j − 1), B(T − j − 1)]
≤
T−1∑
j=0
(
δ · B(T − j)
n
+ η · A(T − j)
n
)
· (1− λ
n
)2j
≤
(
δ · m
n
+ η
(1 + ε)a
n
)
· n
λ
≤ δ + 2η
λ
·m
We also state the absolute variables bound:
M = max
j=0,..,T−1
|∆(T − j) · (1− λ
n
)j | ≤ γ + λ.
By Bernstein’s inequality for martingales
Pr[|Φ| ≥ t] ≤ 2 exp
( −t2/2
K +Mt/3
)
≤ exp(−t
2
2K
) + exp(
−3t
2M
)
It is thus enough to set t = Θ(
√
K log n + M log n) = Θ(c1
√
m log n + log n) for the bound to
have |Φ| ≤ t with high probability.
We then observe that (by using appropriate bound on A(T − j) and sums of geometric progres-
sions)
A ≤ (1 + ε) · a
A ≥ (1− (1− λ
n
)T )(1− ε) · a ≥ (1− n−10)(1− ε)a
thus
|a−A| ≤ εa+ n−9
Thus following holds
|B(T )− a| ≤ |Φ|+ |a−A|+ (1− λ
n
)TB(0)
= O(c1
√
m log n+ log n) + εa.
We now iterate Θ(log log n) times Lemma 10 to bootstrap the concentration. We proceed in
phases, where each phase is of length T required for Lemma 10 to work, and phase k spans Tk =
[T · (k − 1) + 1, T · k]. Let mk = maxt∈Tk B(t). Initially we trivially have m0 ≤ n.
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We observe that Lemma 10 applied to phase k reduces upperbound of mk to mk+1 ≤ (1 + ε)a+
O(c1
√
mk log n+ log n) ≤ C max(c1
√
mk log n, a) for some constant C.
By easy inductive argument it follows that
mk ≤ max
((
(c1C)
2 log n
)1−2−k · (m0)2−k , Ca) .
For some ` = Θ(log log n) there is (since a = Ω(log n))
m` = O(Ca+ (c1C)2 log n) = O(a+ c1 log n).
which gives us that for time t′ ≥ T ′ = T · `, by Lemma 10
|B(t′)− a| ≤ εa+O(c1
√
a log n+ log n).
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