Is population regulation a ''bankrupt paradigm'' (Krebs 1991) and ''a monumental obstacle to progress'' (Krebs 1995) . Is it just a mindset, a dogma, a faith? (White 2001) . Is there a ''consensus emerging'' (Turchin 1999) or is there still no ''widespread evidence that populations are regulated'' (White 2001) . Ecology may be cursed by many contentious issues, but none is more persistent and acrimonious than that over population regulation. ''Can the population regulation controversy be buried and forgotten''? (Murray 1999) . We believe it can if the recommendations made in this paper are taken seriously by ecologists.
What is sometimes called the ''great debate'' began in the mid 1930's when the Australian ecologist A. J. Nicholson (1933) proposed that natural populations must be regulated by forces that intensify their negative impacts on individual performance as population density rises and relax as density falls, or by what are popularly called density-dependent processes (reviews by Egerton 1973 , Sinclair 1989 , Turchin 1995 , Huffaker et al. 1999 , and Hixon et al. 2002 . Twenty years later, Andrewartha and Birch (1954) , also Australians, challenged this view with their ''theory of environment'', arguing that populations must be constrained by shortages of time and space when physical conditions were favorable and resources available. The great debate reached its pinnacle in 1957, when both camps presented their points of view at the Cold Spring Harbor Symposium. Since that time, challenges to the density dependent view have arisen periodically, with ideas like ''spreading the risk'' (den Boer 1968) , ''non-equilibrium theory'' (Caswell 1978 , Sousa 1979 , and the ''population limitation hypothesis'' (Murray 1999 , White 2001 . Will the great debate ever reach a satisfactory conclusion? If not, how can ecology expect to develop into a coherent and unified science?
The original intent of this article was to comment on recent papers by Sale and Tolimieri (2000) and White (2001) concerning the definition of density dependence and the general concept of population regulation. As we worked at it, however, we became increasingly aware that part of the problem was the way ecologists perceive the phenomenon of population regulation. One consequence of different perceptions of the natural world (Khunian paradigms) is that the terminology tends to become blurred and confusing, and may even take on different meanings. One particular term, density dependence, appears to be particularly ambiguous and confusing, and we recommend herein that it be replaced by a more general terminology. Another problem involves how ecologists formalize their arguments. Most arguments for the concept of population regulation begin with a purported observational fact, the relative constancy and persistence of biological populations (Cooper 2001) . What usually follows, according to Cooper, is not a logical argument involving deduction from basic premises (first principles) but rather a ''constellation of mutually reinforcing ideas''. In this paper we attempt to follow the more formal, deductive path and, as a result, come to the conclusion that population regulation is not an a priori fact of life, nor a special way of thinking (a paradigm) but, rather, an a posteriori emergent property of particular ecological structures. It is something that may or may not occur, depending on the circumstances. As such it is neither mysterious, elusive, nor a figment of our imaginations, but merely one of the many behaviors possible in populations of organisms. Sale and Tolimieri (S&T) (2000) believe that the concept of density dependent regulation of population size should not be considered ''a general principle of ecology'' because cases exist ''in which demographic rates change in relation to density without negative biological feedback''. Somehow they feel that negative biological feedback is necessary for ''true density-dependent processes'' but is not for what they call ''density-related'' processes. Based on this distinction, they separate the processes of population density regulation into four categories: positively or negatively by some exogenous environmental factor, P, that is not influenced by population density (a density independent factor); i.e.
New classifications and paradigms
3. Direct density dependent control of density, where the controlling process acts directly on N without affecting R, but its intensity is determined by population density. S&T illustrate this new category by reference to a stream insect subjected to periodic flash floods that kill all but a small fraction occupying a limited number of refuges. As we argue below, this process cannot be differentiated from case 1. 4. Density-related determination, where the controlling process acts directly on N without affecting R, and is causally independent of N, even though there is a spurious statistical correlation between R and N due to resulting changes in N. S&T use marine organisms with pelagic larvae as an example of this new kind of density dependence. We will argue that this is also indistinguishable from case 1.
In contrast to S&T, who do not quarrel with the concept of regulation, per se, but only with the way it is brought about, White (2001) does not believe that populations are regulated by ''mortality factors acting directly upon them'' but, rather, that they are ''passively limited by the inability of the environment to support them all'' [basically reiterating the view of Andrewartha and Birch (1954) ]. Along with Murray (1999) he sees two conflicting paradigms -density dependent regulation versus population limitationand urges young ecologists to make a ''paradigm shift early in their career'', presumably towards limitation and away from regulation.
The source of the problem
We illustrate the nature of the problem by showing that scenarios 3 and 4 of S&T are not real alternatives to classical theory. In S&T's example of case 3, a stream insect is subjected to periodic flash floods that kill all but a small fraction occupying a limited number of refuges. We are concerned here with two environmental factors, an agent of mortality (flooding) and a resource in short supply (refuges), neither of which is affected by population density. If X is the number of refuges, and if individuals not occupying refuges are killed by the flood, then the number dying from flooding is N−X when N \X and zero otherwise (we assume, without loss of generality, that insects immediately occupy available refuges). From this we see that the probability of death from flooding is given by 1 − X/N and, because this quantity increases with population density, the per-capita rate of change, R, must be inversely related to N as in case 1 (all else being equal). In the classical Nicholsonian sense, the population is said to be regulated by density dependent competition for a limited resource (refuges), with the agent of mortality being a density independent factor (flooding). However, the terms competition, density dependent and density independent are not really required to describe this process, particularly when they confuse rather than clarify the picture, and when different ecologists interpret them differently. For example, Murray and White would probably interpret this example as passive limitation of a population by the insufficiency of the environment (lack of refuges) in the face of a catastrophic event (flooding). We return to the perceived distinction between limitation and regulation later. We now turn our attention to the more difficult case 4, where S&L use marine organisms with pelagic larvae as examples. Here, the number of larvae Y entering a given locality is independent of the density of organisms occupying that area. However, the actual settlement of larvae is dependent on the availability of space, which is affected by the density of the resident population N. If X is the total number of spaces possible in a given area, then the number available for settlement is X − N, and the probability of a larva failing to establish itself in an empty space is 1 − (X − N)/Y when Y\ (X −N) and zero otherwise, all else being equal. Notice that the probability of settlement failure (death or emigration due to lack of space) is directly related to both N and Y, so that R must again be inversely related to total population density (Y +N). In other words, this is also an example of case 1. Here, however, the net effect of density on per-capita performance is more difficult to see because there are two state variables rather than one (resident adults and pelagic larvae), a problem peculiar to some organisms passively dispersed by atmospheric or ocean currents. The cause of this problem, however, has more to do with the definition of a population than with density dependence or regulation (Berryman 1987) . Obviously the production of dispersal stages is not independent of adult abundance, at least at some large spatial scale. If we define the ''true'' population (Berryman 2002 ) by a large enough ''population area'' (Camus and Lima 2002) so that immigration and emigration are roughly balanced, then the problem resolves itself in a similar way to case 3. That is, the resources (spaces to settle) are fixed, environmental agents kill off the surplus reproduction, and the per-capita death rate rises with density of the total population. What is clear, we hope, is that the two examples used by S&T do not justify a new classification of density-dependent population regulation, although they may justify rethinking the terminology.
Much of the confusion over the concept of population regulation seems to stem from situations where the environmental factor(s) that impact the demographic parameters are not themselves influenced by density, which gives a false impression that regulation is brought about by density independent factors. We believe that the term ''density dependence'' must take some of the blame for it infers, incorrectly, that the agent directly responsible for mortality, or reduction in fecundity, must depend on the density of the population. In other words, the term does not really describe the process of population regulation in a clear and unambiguous way . It seems to us that this ambiguity, as much as anything else, has been at the heart of the incessant argument. We recommend that, instead of continuing with this pointless debate, we avoid the term density dependence when referring to the process of population regulation. This may seem like a radical suggestion for a term so deeply ingrained in ecological thought, but the alternative, to continue wasting our time and journal pages on this endless dispute, seems illogical. Berryman (1981 Berryman ( , 1989 Berryman ( , 1999 has argued that the appropriate language for discussing ecological change is that of a more general discipline, which we refer to here as ''dynamic systems theory'' or DST (assumed to include control theory, cybernetics, nonlinear dynamics, general systems theory, and such) (see also Huffaker et al. 1999 , Turchin 1999 . One of the fundamental principles of DST is that negative feedback is necessary for the regulation (or stabilization) of a dynamic variable (Milsum 1966) . Many ecologists seem to understand this principle and to agree that it is the basic (general) rule underlying the regulation of ecological systems (Hutchinson 1948 , Odum 1971 , May 1973 , Berryman 1981 , Huffaker et al. 1999 , Turchin 1999 . Even S&T and White seem to agree that negative feedback is required for population regulation in the classical sense (we do not necessarily agree, however, that the feedback be ''biological'' because physical factors can also be involved in feedback loops; e.g. global warming and ozone depletion). Thus, the term negati6e feedback seems to explain, in a clear and unambiguous way, how biological populations can be regulated, and why they persist over time, without reference to the ambiguous and confusing term density dependence. We believe that much of the confusion and controversy about population regulation could be eliminated by using negative feedback instead of density-dependence. In addition, the general terminology enables us to base our arguments and analyses on first principles -the fact that negative feedback is the necessary condition for population regulation (Berryman 1991 ) -from which we can derive an understanding of population regulation in any given situation by searching for specific ecological mechanisms giving rise to this condition. In other words, population regulation should be considered an emergent property, something to be observed or detected in specific situations, not assumed to occur a priori.
A general (universal) terminology
Many ecologists, including some of those who read earlier versions of this paper, will disagree with our recommendation that the traditional terminology be abandoned. They will argue that, used properly, density dependence is a useful or even necessary term for describing the dependency of a particular variable on population density. We have to agree that it makes sense to use this term to describe any response that is proportional to population density (e.g. density dependent natural selection). The problem only arises when it is used in defining the process of population regulation. Used in this context, density-dependence usually implies an in6erse relationship between population density and the per-capita rate of change (N − R). This is sometimes called direct density-dependence. On the other hand, the term in6erse density-dependence implies a positive relationship between population density and the per-capita rate of change (N + R). This is all a bit illogical as well as confusing to students (and sometimes professors) of ecology. One possible solution would be to redefine the terms as follows:
1. Density dependence =any response that is dependent, in whole or part, on population density, with no inference as to the direction of the response (Royama 1992 , Turchin 1999 ). 2. Direct density dependence = any response that is positively related to population density (synonymous with classical inverse density dependence). 3. Inverse density dependent = any response that is negatively related to population density (synonymous with classical density dependence).
However, we doubt that a redefinition of the classical terminology would be advisable at this stage of the OIKOS 99:3 (2002) game since it would almost certainly confuse the issue even more. It makes more sense to avoid the term altogether and to use the more consistent and less confusing semantics of DST.
Population regulation defined
We now derive a formal definition of population regulation based on the following premises:
1. Negative feedback is the necessary condition for the regulation of a dynamic variable. 2. Negative feedback occurs whenever the rate of change of a dynamic variable is inversely proportional to its current or past states. 3. Biological systems are subject to the same rules as any other dynamic system.
First order feedback
The simplest kind of feedback that can act on a biological population has already been covered in some detail while discussing the S&T classification. We define this feedback loop by the scheme N t − Dt R Dt N t , where N t − Dt is the density of the population Dt units of time in the past and R Dt is the per-capita rate of change over this interval. If the interval of observation is set at unity (Dt= 1), then we can write this as a first order feedback process N t − 1 RN t (Royama 1992) . Furthermore, because the second arrow represents the universal law of geometric growth log e N t =log e N t − 1 +R
which it is always positive, then the actual sign of the feedback ( + or −) is completely determined by the process N R. We call this the regulation function or, for short, the R-function (Berryman 1999 , Huffaker et al. 1999 )
From this it is evident that, if R is an inverse function of N (premise 2), then the feedback acting on population density is negative and the necessary condition for regulation is satisfied (premise 1). As we will see later, however, this does not mean that detecting a negative derivative in the R-function guarantees that the population is regulated, for there may be other conditions that need to be met (sufficient conditions). Notice that the general idea of first-order negative feedback is equivalent to classical density dependence (case 1), but is much less ambiguous and confusing.
Higher order feedback
Of course feedback can also involve other components of the environment. For example, a change in population density may causes changes in a population of predators, which then impact the per-capita death rate of the prey. Such processes can be defined, in general, by the feedback structure N t − Dt 1 − Dt 2 P Dt 1 R Dt 2 N t , where P represents any environmental variable that is affected by N. If Dt 1 = Dt 2 = 1, then the R-function defines a second-order feedback structure
Of course, there could be other environmental variables involved in the feedback, giving rise to higher order structures, but for the sake of simplicity we will only consider one environmental variable here. If the environmental variable is a biotic agent, say a population of predators, then the system can be represented by two first order R-functions
Here, the sign of the feedback between the two populations is given by the product of the partial derivatives of the individual R-functions taken with respect to the other species; i.e. ((R N /(P) × ((R P /(N). Thus, the necessary condition for population regulation can be met when one partial derivative is positive (as expected for a predator) and the other is negative (as expected for a prey). Royama (1977) shows that a system of two first order equations like (4) can be reduced to a second order equation for either species. For example, the prey equation becomes
Notice that this equation contains both first and second order feedback components. Now, suppose (5) is explicitly defined by the linear relationship
At equilibrium R =0 and
from which we see that a positive equilibrium (regulation) is only possible when (b+ c)B 0, a condition that can only be met if both parameters are negative (both first-and second-order negative feedback) or if one parameter is negative and is larger than the other positive parameter. In other words, negative feedback must dominate the R-function before the population can be regulated. In a more general sense, the R-function for a given species may have a more complicated shape due to changes in the relative dominance of negative and positive feedback over different ranges of population density (Fig. 1) . For example, Allee effects at low density can produce a dominating positive feedback effect (segment a in Fig. 1) , as can cooperative processes (group defense or attack) at intermediate densities (segments c and e) (Berryman 1999) . When positive feedback dominates the R-function it will have a positive slope. Thus, the shape of the R-function defines the relative dominance of the different feedback structures acting on population density; i.e. when (R/(N\ 0 positive feedback dominates (segments a, c and e), while negative feedback dominates when (R/(NB 0 (segments b, d, and f).
Necessary and sufficient conditions for population regulation
It is now possible to specify the precise conditions for population regulation: Condition 1. The necessary condition for population regulation (i.e. negative feedback) can only be satisfied if the derivative (slope) of the R-function is negative over one or more segments (domains) of the function, stated formally as
where N i l is the lower boundary and N i u the upper boundary of the ith domain of f(N) in which (R/(NB 0 (segments b, d and f in Fig. 1 ). In the special case where R is a monotonic decreasing function of N, (R/(NB0{0, }, the first condition is also sufficient because it holds over the whole R-function. However, a more general (inclusive) first condition is preferable because it allows for R-functions with more than one negative feedback domain and, therefore, more than one regulatory process; i.e. metastable systems and multiple stable states (Lotka 1925 , May 1977 , Berryman 1981 , Huffaker et al. 1999 .
Condition 2. The first condition for population regulation may not be sufficient in the general case because the R-function may not pass through zero within a particular domain (see, for example, the domain {N 1 l , N 1 u } in Fig. 1) . Thus, the second condition for population regulation is that R must be less than zero within any domain that satisfies the first condition. This can be stated formally as
In other words, a population can be regulated within the ith domain of the R-function if the slope is negative and if the function passes through zero to create an equilibrium point (e.g. the points K 1 and K 2 in Fig. 1 ). What this means is that negative feedback must be strong enough over some range of population densities to reduce R below zero before regulation can be imposed. When both conditions are met we have a basin of attraction, of which there may be more than one in any particular R-function (e.g. B 1 and B 2 in Fig. 1 ).
Notice that a basin of attraction may contain several positive and negative feedback segments (e.g. B 1 contains the segments a, b, c, d, and part of e), and that adjacent basins of attraction are separated by an unstable equilibrium or escape point (E in Fig. 1 ). Populations obeying complex R-functions, like that in Fig. 1 , can be regulated at certain times but not at others as random disturbances move them into or out of different basins of attraction. From this point of view, population regulation should, once again, be thought of as an emergent property of the R-function. It is important to realize that, although the conditions for population regulation are not dependent on the order of the negative feedback, the dynamics of the regulated population are. In general, the higher the order of the negative feedback, the less stable are the dynamics around equilibrium, the greater is the probability of exiting any particular basin of attraction and, therefore, of exhibiting complex behavior, including population cycles and multiple stable states (Berryman 1981 (Berryman , 1999 .
Given that the necessary and sufficient conditions are satisfied, then populations being regulated within a basin of attraction will tend to exhibit one or more of the following behaviors in stochastic environments:
1. Return tendency. Following a disturbance, populations will tend to return to or towards their previous states, or mean densities, with the time this takes being called the return time (Pimm 1991 , Berryman 1999 . If random disturbances carry the population beyond a basin of attraction, however, it may exhibit more complicated dynamics and much longer return times. 2. Stochastic boundedness. Density fluctuations will tend to be bounded by some upper and lower limits, so that observations often appear as a cloud of points around an average density (May 1973 , Chesson 1982 , Dennis and Taper 1994 , Turchin 1999 ). 3. Regular oscillations. Density fluctuations will tend to exhibit a characteristic (often statistically significant) periodicity, depending on the order of the dominant feedback process (Royama 1992 , Berryman 1999 , Turchin 1999 , implying that the variance of the return time will be relatively small (Berryman 1999 ). 4. Trends and discontinuities. Persistent or periodic environmental changes can alter the negative feedback structure so that the average density, about which the population fluctuates, and/or the average period of oscillation, changes in a gradual (trend) or abrupt (discontinuous) manner (Royama 1992 , Berryman 1999 . Environmental forces that change the properties of the R-function can, of course, remove the conditions for regulation within any particular basin and lead to divergent dynamics, including movement into a new basin of attraction, exponential (unregulated) growth, or decline to extinction.
Conclusions
In his though-provoking article ''Must there be a balance of nature? '', Cooper (2001) criticizes the adherents of the population regulation hypothesis on both philosophical and empirical grounds. His main philosophical point is that the regulation argument is based on a purported (and somewhat mysterious) property of ecological systems, the relative constancy and persistence of their constituent populations. We agree that his criticism has merit, and hoped to counter it by basing our argument on a set of premises concerning the nature of dynamic systems in general, from which we deduce the necessary and sufficient conditions for population regulation. We challenge those who disagree with us to prove our premises false or our deductions illogical. We conclude that population regulation is neither mysterious nor universal but merely an emergent property, one of the many behaviors possible from complex ecological systems.
Cooper also argues that population regulation is really an empirical issue. Again we agree, but point out that, once the idea of regulation as an emergent phenomenon is accepted, the empirical issue can only be settled on a case by case basis. Natural populations may be regulated or not depending on the structure of their R-functions; i.e. satisfaction of the necessary and sufficient conditions. We have examined hundreds of time series from natural population and find that many fulfill the conditions for regulation, some do not, while others meet them some of the time and not at others (see Berryman 1991 Berryman , 1999 for some examples). Of course, there are still theoretical and methodological issues to be solved, such as the best way to model the R-function and to test hypotheses concerning its form, but we remind the reader that considerable progress is being made along these lines (Royama 1992 , Dennis and Taper 1994 , Berryman 1999 , Stenseth 1999 , Turchin 1999 , Bjørnstad et al. 2001 , Lima 2001 .
One of the things that becomes clear from our analysis is that the alternative hypotheses (paradigms?) of ''population regulation'' and ''population limitation'' are no longer distinguishable (Sinclair 1989) . If one focuses on the environmental factor setting the limit to population growth, you see passive limitation by shortages of resources. If one focuses on the mechanism by which numbers are limited, you see regulation by negative feedback. It is merely a matter of perspective. There are no conflicting paradigms nor any need for paradigm shifts. In fact there may be no paradigms at all. If population regulation (or limitation for that matter) merely describes one of the many emergent patterns of population dynamics, like exponential growth or extinction, it is really nothing more than a descriptive term! On the other hand, there may be a need for a vernacular shift. We have found serious problems with the semantics of ecology, particularly the ambiguous and inconsistent term density dependence. We strongly urge ecologists to avoid this term when discussing the dynamics and regulation of ecological systems, and to use the more general and widely understood language of DST.
