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Resumen
“ El teorema de Fourier no es solamente uno de los ma´s hermosos
resultados del ana´lisis moderno, sino que se ha convertido en instru-
mento indispensable de la f´ısica moderna.”1 .
En 1980 surgio´ una nueva operacio´n para el tratamiento de sen˜ales inventada
por V. Namı´as, desde ese momento surgieron operaciones como la convolucio´n y
correlacio´n fraccionaria, el teorema de muestreo en dominios de Fourier fraccionar-
ios y nuevos filtros en el dominio de esta transformacio´n; tambie´n se encontraron
sus propiedades y relaciones con otras funciones, de la cual surgio´ una de las ma´s
importantes, la cual es que la FrFT es una rotacio´n de la distribucio´n de Wigner
que se encuentra asociada a una sen˜al, esto ha servido como una excelente repre-
sentacio´n de sen˜ales en tiempo-frecuencia y han surgido muchas implementaciones
para el tratamiento de sen˜ales de muchas categor´ıas entre ellas las no estacionarias.
En este documento se muestra la implementacio´n de un algoritmo de la transfor-
macio´n de Fourier fraccionaria haciendo uso del teorema de muestreo en dominios
fraccionarios, se demuestra la rotacio´n de la distribucio´n de Wigner asociada a una
1 Lord Kelvin
sen˜al por medio de la FrFT , y se implementa el filtro de Wiener fraccionario uti-
lizando la convolucio´n fraccionaria.
En el cap´ıtulo 2 se propone el tratamiento de sen˜ales con la FrFT implementada
en las operaciones necesarias, con el fin de realizar el filtro de Wiener fraccionario,
en el cap´ıtulo 3 los antecedentes de esta investigacio´n, en el 4 un marco teo´rico de
la FrFT , en el 5 la justificacio´n, en el 6 los objetivos, en el capitulo 7 se formulan
algunas ecuaciones para implementarlas computacionalmente, en 8 la Metodolog´ıa
XP como metodolog´ıa de ciclo de vida de desarrollo de software, en el 9 y en el 10
el desarrollo de las funciones y la demostracio´n por medio de simulacio´n sobre la
plataforma Scilab, en el capitulo 11 se exponen algunos inconvenientes y limitaciones
durante la investigacio´n y finalmento en el cap´ıtulo 12 las conclusiones.
Cap´ıtulo 1
Introduccio´n
Desde la invencio´n de la transformacio´n de Fourier, esta siempre ha ocupado los
primeros puestos en el tratamiento de sen˜ales [1], no obstante, en varias ocasiones
esta ha tenido que acondicionarse para realizar un estudio de sen˜ales que requierren
un ana´lisis ma´s especializado [2]; anteriormente no se pod´ıa obtener una informacio´n
real y concreta de sen˜ales que variaran su amplitud y frecuencia aperio´dicamente,
ya que como principal condicio´n de la transformacio´n de Fourier y de otras transfor-
maciones adaptadas de ella, es que los datos que porta la sen˜al deben ser periodicas.
Las sen˜ales no estacionarias son un tipo de sen˜ales que no cumplen con esta condi-
cio´n [3].
Hace poco tiempo surgio´ la invencio´n de una nueva transformacio´n [4], la cual
tiene como caso particular la transformacio´n de Fourier, la transformacio´n de Fouri-
er inversa y la misma funcio´n de entrada, su nombre es Transformacio´n de Fourier
fraccionaria (Fractional Fourier Transform, FrFT por sus siglas en ingle´s). La FrFT
puede ser vista como una excelente representacio´n de sen˜ales en tiempo-frecuencia
[5], pudiendo obtener frecuencias presentes en la sen˜al en tiempos dados. La FrFT
puede verse como una rotacio´n de la distribucio´n de Wigner asociada a una sen˜al
1
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[6], donde la rotacio´n esta´ dada por el angulo α = api/2, siendo a el a− esimo orden
fraccionario de la transformacio´n.
Adema´s, la FrFT trajo consigo un nuevo enfoque fraccionario para el tratamiento
de sen˜ales, entre ellos el teorema de muestreo en dominios de Fourier fraccionar-
ios [7, 8], la convolucio´n fraccionaria, la correlacio´n fraccionaria [9, 10], filtro de
Wiener fraccionario [11, 12]; este nuevo enfoque seguira´ avanzando, trayendo nuevos
me´todos y modelos matema´ticos para el tratamiento de sen˜ales.
Cap´ıtulo 2
Planteamiento del problema
La bu´squeda de me´todos para extraer y recuperar informacio´n que poseen las
sen˜ales de cualquier tipo y categor´ıa, con el objeto de conocer atributos relacionados
a los procesos f´ısicos que las generan, siempre ha sido tema de intere´s para ingenieros
y matema´ticos. La primera divisio´n natural de todas las sen˜ales son las estacionarias
y las no estacionarias [2]. Las sen˜ales estacionarias son constantes en sus para´met-
ros estad´ısticos (media aritme´tica, variacio´n esta´ndar, entre otras) y las sen˜ales no
estacionarias son aquellas en que los para´metros de amplitud y/o frecuencia pueden
variar a lo largo y ancho del tiempo [13], ejemplos de estas sen˜ales, son los exa´menes
me´dicos como electrocardiogramas, electroenfalogramas, sen˜ales de presio´n, ana´lisis
de sismolog´ıa, entre otras.
Una de las te´cnicas ma´s utilizadas ha sido representar las sen˜ales en el dominio del
tiempo; esto ha permitido asociar cambios de la sen˜al con los para´metros amplitud-
tiempo de la sen˜al. Posteriormente, el dominio de la frecuencia vino a complementar
esta informacio´n. El ana´lisis de Fourier informa acerca de la presencia o ausencia de
determinadas frecuencias en la sen˜al analizada [2]. La definicio´n de la transforma-
3
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cio´n de Fourier esta´ dada por la siguiente ecuacio´n.
F (y) =
∫ ∞
−∞
f(x)e−2ixydx (2.1)
Para todo x sea este nu´mero real, donde x es la variable del dominio directo de la
funcio´n de entrada e y es la variable a ser representada en la frecuencia.
La transformacio´n de Fourier (Fourier Transform) es una herramienta de gran utili-
dad para el tratamiento de sen˜ales estacionarias, sobre todo desde el descubrimiento
de la transformacio´n ra´pida de Fourier [13], pero para el tratamiento de sen˜ales
no estacionarias la transformacio´n de Fourier esta´ndar presenta ma´s inconvenientes
que ventajas, ya que esta transformacio´n supone que el espectro y la amplitud de
las sen˜ales son uniformes durante todo el periodo muestreado, y en la pra´ctica se
observa que estos para´metros var´ıan en el tiempo en muchas sen˜ales, por tal razo´n
al aplicar la FT en estas sen˜ales, ni la representacio´n temporal ni la representacio´n
frecuencial arrojara´n informacio´n sustanciosa del proceso [14].
La conversio´n de una sen˜al ana´loga a digital se realiza a trave´s de un proceso de
muestreo, el teorema de Claude Shannon (padre de la Teor´ıa de la Informacio´n),
tambie´n conocido como teorema de muestreo de Whittaker-Nyquist-Kotelnikov-
Shannon, utilizado ba´sicamente para el tratamiento de sen˜ales, este formula el pro-
ceso de muestreo de una sen˜al continua y la frecuencia de muestreo mı´nima para
garantizar condiciones o´ptimas de fidelidad de la sen˜al, tanto en su representacio´n
digital como en su reconstruccio´n ana´loga, esta frecuencia es comu´nmente llamada
frecuencia de Nyquist [15].
Segu´n el anterior teorema, si al muestrear una sen˜al con funcio´n f(x), a una fre-
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cuencia menor que 1/ζ, siendo ζ el ancho de banda de la transformada asociada a
la funcio´n, entonces al intentar reconstruir la sen˜al original se obtienen frecuencias
que esta no conten´ıa, es decir, se confunde una frecuencia f1 con otra f2, por ello a
f2 se le llama el alias de f , a este feno´meno se le conoce en el tratamiento de sen˜ales
como alliasing [16].
Figura 2.1: Feno´meno de aliasing durante un proceso de muestreo y reconstruccio´n
En la Figura 2.1, se puede observar el proceso de muestreo de una sen˜al continua
con puntos equidistantes entre s´ı, para su posterior reconstruccio´n. Pero el espec-
tro resultante es ficticio, ya que contiene frecuencias diferentes, lo anterior debido a
que la sen˜al continua al ser reconstruida nuevamente no posee la frecuencia que se
encuentra encerrada en el circulo, esto se debe a que la digitalizacio´n en el dominio
de tiempo es muy grande y posee errores de amplitud o espacios de frecuencia a los
que no puede llegar por su periocidad.
Bajo estas necesidades surge la representacio´n tiempo-frecuencia [16], ya que bajo
esta se puede hacer un mejor ana´lisis de la frecuencia y la amplitud de la sen˜ales
a lo largo del tiempo de las mismas, existen varias te´cnicas de esta representacio´n,
estas te´cnicas var´ıan en eficiencia y optimizacio´n de la informacio´n extra´ıda [3].
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La representacio´n tiempo-frecuencia provee de un puente entre estas representa-
ciones simulta´neamente, as´ı en cualquier instante de tiempo se tiene informacio´n
del espectro frecuencial de la sen˜al [17]. Segu´n esto si se representan las sen˜ales
en tiempo-frecuencia, entonces se puede obtener informacio´n de co´mo evoluciona o
cambia el espectro de una sen˜al a trave´s del tiempo, de esta forma se puede extraer
informacio´n, analizar e interpretar una infinidad de procesos f´ısicos y/o biof´ısicos que
se dan en forma de sen˜ales no estacionarias; tambie´n se puede realizar un tratamiento
de sen˜ales unidimensionales como electrocardiogramas y representarlos en tiempo-
frecuencia, obteniendo informacio´n de real intere´s en cualquier intervalo de tiem-
po. La FrFT ha sido implementada como una funcio´n para el ana´lisis de sen˜ales
en representacio´n tiempo-frecuencia, siendo esta una de las ma´s o´ptimas para el
tratamiento de sen˜ales no estacionarias.
Como se dijo anteriormente, existen varias te´cnicas para el tratamiento de sen˜ales
representadas en tiempo-frecuencia, la mayor´ıa de estas extensiones de la Transfor-
macio´n de Fourier esta´ndar, las cuales han sido redisen˜adas para un tratamiento de
sen˜ales ma´s especializados, entre las cuales esta´n:
Transformacio´n de Tiempo Corto de Fourier (STFT por sus siglas en ingle´s):
Este es el me´todo ma´s cla´sico para esta clase de representaciones, la STFT
fue propuesta por Gabor en 1946. La idea ba´sica de este algoritmo es la
introduccio´n de una especie de ventaneo a lo largo y ancho de la sen˜al [18],
ver figura 3.1,los cuales son trasladados en puntos equidistantes durante estos
espacios, esta transformacio´n se calcula con la siguiente ecuacio´n:
G(τ, y) =
∫ ∞
−∞
f(x)g(x− τ)e−2ixydx (2.2)
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La ecuacio´n 2.2 se puede interpretar como los resultado de la transformacio´n de
Fourier esta´ndar para cada punto G(τ, y), donde y es el espectro frecuencial de
la sen˜al f(x) para cada punto τ , siendo f(x) la funcio´n de entrada y la variable
a representar en su dominio directo, g(x−τ) es la funcio´n de ventaneo utilizada
en la ecuacio´n, la STFT no puede mejorar el tiempo y la frecuencia debido a
que la funcio´n de ventana es esta´tica, adema´s carece de varias propiedades de
la transformacio´n de Fourier esta´ndar [19].
Transformacio´n Wavelet (WT por su siglas en ingle´s): es el Tratamiento de
Fourier por medio de pequen˜as ondas en un espacio determinado de tiempo
llamadas wavelet, ver figura 2.2, la WT introduce una ventana dina´mica que
esta´ dada por la ecuacio´n 2.3:
Figura 2.2: a) Onda senoidal b) Wavelet
w(t) =
1√|a|w
(
t− b
a
)
(2.3)
donde a es la escala y es b la traslacio´n, esta ecuacio´n presenta un ana´lisis
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tiempo-frecuencia que entrega informacio´n redundante.
Recientemente el a´rea de la o´ptica de Fourier se ha extendido con nuevas contribu-
ciones relativas a transformaciones no convencionales denominadas transformaciones
fraccionarias. Una de sus principales herramientas es la transformacio´n de Fourier
fraccionaria (FrFT por sus siglas en ingle´s) [7]. Este es un nuevo me´todo de repre-
sentacio´n de sen˜ales en tiempo frecuencia, con el cual se han llenado muchos vac´ıos
en el procesamiento de sen˜ales no estacionarias que se ven´ıan dando con los me´todos
convencionales antes expuestos, con esta te´cnica se puede obtener un tratamiento de
sen˜ales no estacionarias que provee de informacio´n ver´ıdica y de intere´s para inter-
pretaciones y toma de decisiones acerca de estas, entre sus utilidades esta´ el cambio
y recuperacio´n de la fase en un inetervalo de tiempo dado [21].
Se ha propuesto, por ejemplo, la FrFT para filtrado espacialmente variante, re-
conocimiento de caracteres, encriptado, marca de agua, implementacio´n de redes
neuronales, solucio´n de ecuaciones diferenciales, entre otras [8], las notaciones de
esta funcio´n (segu´n se interprete mejor para el caso) se pueden escribir de las sigu-
ientes maneras:
fα = Fα[f(x)] = Fα[f ]. (2.4)
Donde a la funcio´n de entrada f(x) es realizada una transformacio´n de Fourier
fraccionaria Fα con un angulo α = api/2, a es el orden de fraccionalizacio´n de la
operacio´n.
La FrFT tiene aproximadamente 6 definiciones todas ellas muy parecidas, ya que
sus autores la han adaptado a sus conveniencias para diferentes a´reas y clases de
investigaciones, sin embargo la que mejor se adapta al procesamiento de sen˜ales
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representadas en tiempo-frecuencia es la propuesta por Victor Namias [4], este autor
propone que la FrFT de una funcio´n f(x) esta´ dada por la siguiente expresio´n:
fa(xα) = Cαe
ipix2α cotα
∫
f(x)eipix
2 cotαe−i
2pi
sinα
xxαdx (2.5)
a es un nu´mero real (en otras definiciones puede tener un valor complejo), que
determina el orden fraccionario de la transformacio´n y Cα es una constante que
esta´ dada por la siguiente funcio´n:
Cα =
ei(s(α)
pi
4
−α
2
)√| sinα| (2.6)
s(α) representa una funcio´n sign.
La FrFT se ha establecido hoy en d´ıa como una de las herramientas ma´s poderosas
y de mayor uso para el tratamiento de sen˜ales representadas en tiempo-frecuencia,
ya que tiene la facilidad de extraer informacio´n veraz del espectro [5] en cualquier
instante de tiempo [21]. Adema´s de esto ha tra´ıdo consigo un o´ptimo tratamiento
de diferentes clases de sen˜ales (unidimensionales y multidimensionales; continuas y
discretas; y perio´dicas y no perio´dicas) [22].
La FrFT ha sido implementada en filtros de restauracio´n y mejora de sen˜ales [44],
reconocimiento de patrones como huellas dactilares y una perfecta optimizacio´n de
filtros adaptativos como el filtro de Wiener fraccionario [23], esto u´ltimo se basa en
la posibilidad de la fraccionalizacio´n de la transformacio´n en un nu´mero a, el cual
es utilizado en el filtro de Wiener fraccionario para minimizar el error cuadra´tico
medio (Mean Square Error MSE por su siglas en ingle´s) [24]; el MMSE al hacer
mı´nimo el error, y tender a 0, menor es la probabilidad de equivocacio´n al momento
de hacer una comparacio´n entre sen˜ales, se conoce como MMSE (Minimum Mean
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Square Error) el error mı´nimo cuadra´tico medio.
La restauracio´n de sen˜ales se debe a que al ser captada una sen˜al, se presenta
cierto ruido el cual se necesita manejar para una mejor calidad de estas, este hecho
se puede definir matema´ticamente de la siguiente manera:
s(x) = e(x) + r(x) (2.7)
donde s(x) es la sen˜al; e(x) es la escena y r(x) es el ruido presente [2, 13].
El filtro de Wiener se utilizan comu´nmente en la restauracio´n de sen˜ales repre-
sentadas en tiempo-frecuencia [8]. Un filtro de Wiener se disen˜a de tal manera que
su salida sea lo ma´s parecidamente posible a la sen˜al de referencia para ello se con-
sidera que la sen˜al y el ruido son procesos aleatorios [25]. El parecido entre la sen˜al
de referencia y la restaurada se puede comparar usando el error cuadra´tico medio
[24].
El filtro de Wiener esta´ndar presenta deficiencias en el dominio de Fourier frac-
cionario [20, 24], as´ı como tambie´n el proceso de muestreo de Shannon que se ven´ıa
implementando en el tratamiento de sen˜ales [3]. Bajo estas deficiencias y/o necesi-
dades surgieron el filtro de Wiener fraccionario [11] y el teorema de muestreo en
dominios de Fourier fraccionarios [8]. Juntando estas tres herramientas hace que
se pueda extraer informacio´n de las sen˜ales y realizar un o´ptimo tratamientos de
sen˜ales, segu´n lo anterior se formula el siguiente interrogante ¿Por que´ se hace nece-
sario la implementacio´n computacional de la transformacio´n de Fourier fraccionaria
para el tratamiento de sen˜ales?
CAPI´TULO 2. PLANTEAMIENTO DEL PROBLEMA 11
El desarrollo e implementacio´n de este proyecto es realizado sobre Scilab, esta
plataforma se puede encontrar sobre Internet, as´ı como tambie´n, muchas contribu-
ciones o las llamadas Toolbox, entre sus ventajas frente a otras se puede mencionar
que es una plataforma gratis, de co´digo abierto, presenta un lenguaje de progra-
macio´n de alto nivel para ca´lculo cient´ıfico, disponible en mu´ltiples sistemas op-
erativos (Unix, GNU/Linux, Windows, Solaris, Alpha); y que todos los procesos
que se generan para realizar las diferentes operaciones son ejecutados paralelamente,
es decir, que a trave´s de esta herramienta se podr´ıa llegar a realizar un ambiente
totalmente distribuido utilizando las librer´ıas e interfaces de diversos lenguajes de
programacio´n tales como java, C, Fortran y diferentes sistemas operativos [26, 27],
hasta llegar al caso donde un grupo de computadores puedan compartir sus dispos-
itivos de hardware y/o software y realizar todos sus procesos en paralelo.
Y ya que Scilab es una herramienta de software libre el usuario puede personalizarlo
o ampliarlo an˜adiendo sus propias funciones, y como la transformacio´n de Fourier
fraccionaria no existe en esta plataforma se propone su desarrollo e implementacio´n
en las funciones necesarias para hallar el filtro de Wiener fraccionario para el proce-
samiento de sen˜ales. El desarrollo de la FrFT sera´ de gran ayuda para el estudio y
ana´lisis de sen˜ales de diferentes sen˜ales de biof´ısica, electrof´ısica, geof´ısica, acu´sticas,
de voz, fisiolo´gicas, entre otras.
Cap´ıtulo 3
Antecedentes
Se puede definir sen˜al como toda funcio´n f(x) que contiene informacio´n que var´ıa
en el tiempo, en el espacio o´ en ambos simulta´neamente y la Transformada F (y) es
la relacio´n de la amplitud que se obteniene de una variable que se este´ analizando a
lo largo del tiempo o´ su dominio directo [13]. No existe alguna duda que la madre
de todas las Transformaciones de sen˜ales es la transformacio´n de Fourier [2], la cual
se denota como F [f ](x) donde x es el dominio directo de la sen˜al a analizar y f la
funcio´n de entrada a la transformacio´n, la ecuacio´n de esta operacio´n esta´ dada en
la ecuacio´n 2.1.
3.1. Transformacio´n de Fourier discreta
La transformacio´n de Fourier discreta vista en muchas partes comoDFT Discrete
Fourier Transform por su siglas en ingle´s, es una funcio´n ampliamente empleada para
el tratamiento de sen˜ales y campos a fines, con el fin de analizar las frecuencias
que tienen un nu´mero de muestras de una sen˜al o funcio´n, esta funcio´n puede
calcularse eficientemente desde la Transformacio´n ra´pida de Fourier FFT explicada
12
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en la seccio´n 3.1.1, la ecuacio´n 2.1 se discretiza de la siguiente manera:
x = n∆x y = k∆y
f(k) =
n=N/2−1∑
n=N/2
f(n)e−2ipin∆xk∆y (3.1)
Los valores con ∆ se refiere al espacio que debe haber entre cada una de las muestras
con el fin de que la sen˜al pueda ser reconstruida perfectamente, por lo cual segu´n
el teorema de Shannon si ξ es la duracio´n de la sen˜al el cual debe ser equivalente
al taman˜o de la sen˜al, y ζ es el ancho de banda de la transformada, ver figura 7.1,
entonces:
∆x =
ξ
N
∆y =
ζ
N
ξζ = N
con base en lo anterior la ecuacio´n 3.1, la transformacio´n de Fourier discreta queda
de la siguiente forma:
f(k) =
N/2−1∑
N/2
f(n)e
−2ipink
N (3.2)
3.1.1. Transformacio´n ra´pida de Fourier
EL algoritmo de la FFT lo que busca es hacer una aproximacio´n lo ma´s exacta
de la DFT pues como puede verse en la ecuacio´n 3.2 el factor de fase de la
funcio´n hace que se tenga que hacer N2 multiplcaciones entre n y k para hallar
el resultado. El algoritmo de la FFT hace que se encuentren valores muy cercanos a
la transformacio´n de Fourier real, en N ∗ log2(N) operaciones, en este algoritmo se
encuentra una forma por medio de divisio´n modular para que no se repitan valores
en el factor de fase de la ecuacio´n 3.2, y as´ı reducir el tiempo de ejecucio´n de esta
operacio´n.
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N DFT FFT Mejora
2 16 4 4
4 256 32 8
8 4096 192 21.33
16 6,554 ∗ 104 1024 64
32 1,049 ∗ 106 5120 201.8
64 1,678 ∗ 107 2,458 ∗ 104 682.67
128 2,684 ∗ 108 1,147 ∗ 105 2341
256 4,295 ∗ 109 5,243 ∗ 105 8192
512 6,872 ∗ 1010 2,359 ∗ 106 2,913 ∗ 104
1024 1,100 ∗ 1012 1,049 ∗ 107 1,049 ∗ 105
Tabla 3.1: Comparacio´n del nu´mero de operaciones entre la DFT y el algoritmo de
la FFT de sen˜ales Bidimensionales cuadradas
3.2. FrFT y otras representaciones de sen˜ales
A pesar de la gran utilidad de la Transformacio´n de Fourier en el tratamiento
de sen˜ales, esta presenta ciertas limitaciones en la obtencio´n de la informacio´n de
la sen˜al de entrada, ya que al aplicarla no se puede saber si en las frecuencias que
se obtuvieron en F (y) aparece un valor determinado de la funcio´n f(x), se puede
saber si la frecuencia existe pero no el espacio en que el evento ocurre [14].
En la naturaleza hay muchas sen˜ales no estacionarias, en las cuales la amplitud
y frecuencia var´ıan en el tiempo. As´ı por ejemplo, en la voz, las frecuencias var´ıan
mucho si el tiempo es bastante grande y por tanto un ana´lisis en el dominio de la
frecuencia sin tener en cuenta el tiempo es muy ineficiente para este tipo de sen˜ales
[16]. Por lo tanto la transformacio´n de Fourier esta´ndar no es una herramienta ido´nea
para el ana´lisis de sen˜ales no estacionarias [3]. Esta limitante hace que no se pueda
obtener suficiente informacio´n de la funcio´n de entrada, por lo cual surgieron adapta-
ciones para que esta funcio´n pueda ser representada en tiempo-frecuencia [17, 5].
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La Transformacio´n de Fourier de tiempo corto STFT por sus siglas en ingle´s, es la
primera en introducir el concepto de ventaneo en la funcio´n a analizar, con el fin de
hacer el tratamiento en sectores separados periodicamente y as´ı obtener el valor de la
Transformacio´n de Fourier en cada uno de estos sectores, as´ı se dividir´ıa el resultado
y se podra´ saber el espectro de frecuencia en cada uno de estos puntos llamados por
otros investigadores a´tomos de la ventana [19], Ve´ase figura 3.1, dependiendo de la
funcio´n de ventana que se selecione quedara´ la operacio´n matema´tica, sin embargo
continu´an las mismas limitaciones que se mencionan anteriormente con la transfor-
macio´n de Fourier esta´ndar.
Figura 3.1: La STFT obtiene el espectro frecuencial por cada punto de esta ventana
Rectangular
Es decir, si la funcio´n a tratar es f(x) y la ventana a utilizarse depende de la funcio´n
g(x) con un factor de traslacio´n τ , entonces cada punto del espectro de la frecuencia
esta´ dado por la ecuacio´n 2.2 al ojo puede verse si se tienen ciertos conocimientos
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matema´ticos que esta operacio´n obtiene tambie´n la forma de una convolucio´n por
lo tanto se mantienen ciertas propiedades que se mencionan con estas operaciones.
Las te´cnicas de adaptacio´n de la Transformacio´n de Fourier se volvieron un objetivo
para investigadores, principalmente por la necesidad de encontrar una representacio´n
de sen˜ales de todas las clases, entre ellas las no estacionarias las cuales son aquellas
que pueden ser generadas aleatoriamente como las s´ısmicas, geof´ısica, biof´ısica, entre
otras [18].
Una de las ma´s grandes utilidades en la busqueda de representaciones de sen˜ales
en tiempo frecuencia, es la descomposicio´n de operaciones en familias de funciones,
lo anterior sumado al basto procesamiento de los computadores modernos ha hecho
posible nuevos descubrimientos en el tratamiento de sen˜ales digitales [20].
Aproximadamente en el an˜o de 1985 un France´s de apellido Meyer invento´ la Trans-
formacio´n Wavelet u ondeletas, la cual a su vez lleva su nombre como Wavelet de
Meyer, este es un tratamiento realizado con base en pequen˜as ondas que var´ıan su
amplitud periodicamente en el tiempo llamadas wavelets, de ah´ı proviene su nombre,
ve´ase figura 2.2.
Otra representacio´n en tiempo frecuencia es la Distribucio´n de Wigner [6], esta
nos permite visualizar el soporte de una sen˜al f(x), cuya Transformada de Fourier
es F (y), es decir, con esta se asocia un valor de amplitud en cada punto W (x, y)
asociados a una funcio´n f(x) y a su transformada F (y), esta operacio´n se obtiene
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con la siguiente ecuacio´n 3.3:
Wf (x, y) =
∫ ∞
−∞
f
(
x+
x′
2
)
f
(
x− x
′
2
)
e−2piix
′ydx′ (3.3)
donde x es la variable a evaluar de la funcio´n de entrada y x′ es otra variable que
esta´ en el dominio de las x. Como puede observarse en la ecuacio´n 3.3 el resultado
de la distribucio´n de wigner es una funcio´n bidimensional asociada a una funcio´n f .
La gra´fica de una distribucio´n de Wigner de una funcio´n f(x) puede obtenerse como
se muestra en la figura 3.2, sin embargo en la mayor´ıa de los casos es visualizada en
forma de imagen. En esta figura la seccio´n de cuadricula azul en los ejes x e y es el
soporte de la distribucio´n de Wigner, lo cuales tienen un valor de amplitud cada uno
asociado a la funcio´n f(x) en cada punto (x, y) de la ecuacio´n 3.3, esta cuadricula
se llama comunmente soporte compacto de la sen˜al.
Figura 3.2: Distribucio´n de Wigner asociada a una sen˜al
Ahora si se integra el resultado de la distribucio´n de Wigner en el dominio directo
de la sen˜al y en el dominio de las frecuencias, se obtienen las expresiones que se
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a α =a pi/2 Operador fraccionario Operacio´n sobre la sen˜al
0 o´ 4 0 o´ 2pi F 0 = F 4 = I Operador Identidad
1 pi/2 F 1 = F FT
2 pi F 2 = FF = P Operador Paridad
3 3pi/2 F 3 = FF 2 = F−1 FT inversa
Tabla 3.2: Casos Particulares de la FrFT , segu´n el valor del operador a
muestran en la ecuacio´n 3.4, 3.5 y 3.6 las cuales son el mo´dulo cuadrado de f(x), el
mo´dulo cuadrado de F (y) y el mo´dulo cuadrado en el dominio de Fourier fraccionario
dado por el angulo α.
|f (x) |2 =
∫ ∞
−∞
Wf (x, y) dy (3.4)
|F (y) |2 =
∫ ∞
−∞
Wf (x, y) dx (3.5)
|fα (xα) |2 =
∫ ∞
−∞
Wf (x cosα− xα senα, x senα + xα cosα)dxα (3.6)
Esta transformacio´n presenta 4 casos particulares los cuales dependen del grado de
fraccionalizacio´n de la Transformacio´n, ver tabla 3.2, los algoritmos que desarrollen
esta operacio´n de la FrFT deben cumplir con estas condiciones.
Existen otras operaciones que se realizan en el dominio directo como lo es la con-
volucio´n y la correlacio´n [14], estas se aplican con el fin de encontrar la magnitud
de la relacio´n entre dos sen˜ales, la primera esta´ dada por la siguiente integral
[f ∗ g](x) =
∫ ∞
−∞
f(y)g(x− y)dy (3.7)
donde f(x) es la sen˜al a convolucionar con la funcio´n g(x), y x = x− y con el fin de
desplazar la funcio´n y as´ı al ser esta mo´vida se encontrara´ la relacio´n de la amplitud
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en todos los puntos de las dos sen˜ales, ver figura 3.3.
Figura 3.3: Proceso de convolucio´n entre dos funciones
En resu´men la figura 3.3 muestra la convolucio´n entre la funcio´n f(x) y g(x), donde
g(x) se debe reflejar en su dominio directo y se va trasladando en un valor y, con el
fin de hallar la relacio´n de la superpocisio´n de las dos funciones.
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Teorema 3.1. Teorema de la Convolucio´n Al aplicar la Transformacio´n de Fourier a
una convolucio´n, se obtiene el producto de las dos transformadas de las funciones
relacionadas en la convolucio´n.
El teorema anterior se puede representar matema´ticamente por la siguiente
ecuacio´n.
F [f ∗ g](y) = F (y)G(y) (3.8)
Si se aplica en ambos lados de la ecuacio´n una transformacio´n de Fourier inversa,
se haya la convolucio´n de las dos funciones originales, este proceso se conoce como
convo´lucio´n ra´pida y se describe matema´ticamente con la siguiente ecuacio´n 3.9:
[f ∗ g](y) = F−1[F (y)G(y)] (3.9)
Segu´n el articulo [41] la ecuacio´n de la transformacio´n de Fourier fraccionaria puede
verse sometida a un cambio algebraico y trigonome´trico, con el fin de que esta pueda
resolverse por medio de una convolucio´n, partiendo desde la Ecuacio´n 2.5, se ingresan
todos los te´rminos con exponenciales y al agrupar los terminos similares queda:
fα(xα) = Cα
∫ ∞
∞
f(x)eipi(x
2
α cotα+x
2 cotα−2xxα cscα)dx (3.10)
Luego se suman la siguientes expresiones, con el fin de completar cuadrados
perfectos,
x2 cscα− x2 cscα + x2α cscα− x2α cscα = 0
y la ecuacio´n 3.10 queda de la siguiente manera:
fα(xα) = Cα
∫ ∞
∞
f(x)eipi(x
2
α(cotα−cscα)+x2(cotα−cscα)+(x−xα)2 cscα)dx (3.11)
despue´s de la comprobacio´n de que cotα − cscα = tanα/2 se reemplaza esto en la
ecuacio´n 3.11 y finalmente se puede observar la ecuacio´n creada por Namı´as, como
un producto de una funcio´n Chirp por una convolucio´n [29], tal como se muestra
en la ecuacio´n 3.12.
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3.3. Descripcio´n del algoritmo fracF
En esta investigacio´n se analizo´ el co´digo de la FrFT descrito por el articulo
[41], este se conoce comu´nmente como fracF explicado en la seccio´n 3.3.1 pa´gina
21 de este documento, este co´digo se puede hallar en el sitio Web [40].
3.3.1. Funcio´n fracF
function [res]=fracF(fc,a), los para´metros de entrada de la funcio´n son fc y
a, donde fc es la sen˜al o muestras de la sen˜al y a el a− esimo valor a fraccionar la
Transformacio´n, la salida res, sera´ la Transformada de Fourier fraccionaria de fc.
N = length(fc);
Se halla el taman˜o de la sen˜al, el cual debe ser impar como condicio´n principal de
este algoritmo.
if fix(N/2) = N/2
error(’Length of the input vector should be even’);
end;
En las plataformas de ca´lculo nume´rico es importante evitar los bucles for para
el uso de operaciones sobre elementos de un vector, en este caso la programacio´n es
ineficiente debido a que los bucles for son interpretados y esto hace lento el proceso,
este bucle se debe utilizar como u´ltima opcio´n, no con motivos de ca´lculo, sino en
operaciones de control solamente, ve´ase figura 3.4.
En estas plataformas de ca´lculo las operaciones matriciales son muy frecuentes por
tal razo´n es recomendable utilizarlas en lugar del uso de bucles. El simbolo (:) ayu-
da a utilizar y comprender estas operaciones y es uno de los ma´s utilizados, ya que
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ahorra el uso de bucles en la de espacios vectoriales de diferentes dimensiones.
Figura 3.4: Operaciones matriciales en plataformas de ca´lculo
En la siguiente sentencia, fc = fc(:) se ordena los valores de fc de tal forma
que todos formen una sola columna, representando todos sus elementos en una sola
columna y se interpola la sen˜al fc, por medio de la funcio´n bizinter(fc), la salida
de esta operacio´n sera´ la funcio´n interpolada a un taman˜o 2N .
fc = fc(:);
fc = bizinter(fc);
fc = [zeros(N,1); fc ; zeros(N,1)];
La siguiente parte es una seccio´n de condicionales para mantener la potencia a en
un intervalo con el fin de aplicar el kernel de este algoritmo. Se puede observar que
entre ciertos intervalos de a la variable flag toma valores entre 1 y 4 para despue´s
ser utilizada como condicional para realizar la funcio´n corefrmod2(fc,a) explicado
en la seccio´n 3.3.2 pa´gina 24.
Si a esta´ entre 0 y 0,5 entonces flag = 1 y se hace a = a− 1
Si a esta´ entre −0,5 y 0 entonces flag = 2 y se hace a = a+ 1
Si a esta´ entre 1,5 y 2 entonces flag = 3 y se hace a = a− 1
Si a esta´ entre −2 y −1,5 entonces flag = 4 y se hace a = a+ 1
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Luego teniendo el valor de flag y la potencia de a se pregunta por sus casos es-
peciales, ve´ase figura 3.2, para realizar la transformacio´n de Fourier esta´ndar, la
inversa, el operador identidad y el de refleccio´n segu´n los casos que le corresponde
a cada uno.
Si flag = 1 o´ flag = 3 entonces realiza el nu´cleo con a = 1, es decir que el
angulo tomar´ıa un valor de α = pi/2.
Si flag = 2 o´ flag = 4 entonces realiza la funcio´n corefrmod2(fc,-1), es decir que
el angulo tomar´ıa un valor de α = −pi/2.
Por u´ltimo si a = 0 entonces realiza el operador Identidad de la funcio´n de entrada
fc.
Si flag = 2 o´ flag = −2 entonces realiza el nu´cleo con a = 1, es decir que el angulo
tomar´ıa un valor de α = pi/2
De lo contrario se realiza la funcio´n corefrmod2(res,a) en el nu´mero fraccionario
a
res = res(N+1:3*N);
res = bizdec(res);
res(1) = 2*res(1);
Como los datos que vienen tienen un taman˜o de 4N se escogen los datos del centro,
luego se decima por medio de la funcio´n bizdec(), y por u´ltimo se multiplica por
2 el dato de la posicio´n 1 de la transformada como caracteristica especial de este
algoritmo.
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3.3.2. funcio´n corefrmod2(fc,a)
Esta es la funcio´n de mayor intere´s en el algoritmo, ya que es la que desarrolla
la operacio´n de Kernel de la ecuacio´n 2.5, fracF se basa en una implementacio´n
computacional del teorema de la convolucio´n, llamado convolucio´n ra´pida y por
medio de algunas operaciones algebragicas y trigonometricas, llevan la ecuacio´n 2.5
a la forma de una convolucio´n con la siguiente expresio´n:
Fα(xα) = Cαe
−ipi tan(α/2)x2α
∫ ∞
−∞
eipi cscα(xα−x)
2
[e−ipi tan(α/2)x
2
f(x)]dx . (3.12)
Con base a la ecuacio´n 3.12 hacen uso del teorema de la Convolucio´n e implementan
un algoritmo de convolucio´n ra´pida, esto se explica en el Capitulo 7 en la pa´gina 39.
Los para´metros de entrada de la funcio´n son fc y a donde fc es el nu´mero de
muestras de una funcio´n y a el valor con el que se evaluara´ el kernel o nucleo de la
FrFT .
En la siguiente sentencia se observa la creacio´n de una funcio´n Chirp e−ipi tan(α/2)x
2
,
y luego se multiplica por las muestras de la sen˜al de entrada.
f1 = exp(-i*pi*tan(phi/2)*x.*x); f1 = f1(:);
fc = fc.*f1;
Posteriormente se crea otra funcio´n Chirp eipi cotαy
2
, luego se hace la variable hlptcz
la variable hlptc recientemente creada para crear la segunda funcio´n chirp y se
agregan ceros a la derecha de la funcio´n, lo mismo se hace con el resultado de la
operacio´n anterior, con el fin de convolucionar y de evitar la superposicio´n entre las
dos funciones.
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hlptc =exp(i*pi*beta*t.*t);
hlptc = hlptc(:);
N2 = length(hlptc);
N3 = 2(^ceil(log(N2+N-1)/log(2)));
hlptcz = [hlptc;zeros(N3-N2,1)];
fcz = [fc;zeros(N3-N,1)];
Hcfft = ifft(fft(fcz).*fft(hlptcz));
Luego se crea la variable res al multiplicar el resultado de la convolucio´n ra´pida, con
la primera funcio´n chirp creada y la constante Ca, obteniendo as´ı el resultado de la
operacio´n de la la transformacio´n de Fourier fraccionaria por medio del algoritmo
de convolucio´n ra´pida mencionado en [41].
Hc = Hcfft(N:2*N-1);
Aphi=exp(-i*(pi*sign(sin(phi))/4-phi/2))/sqrt(abs(sin(phi)));
xx = [-ceil(N/2):fix(N/2)-1]/deltax1;
f1 = f1(:);
res = (Aphi*f1.*Hc)/deltax1;
Cap´ıtulo 4
Marco Teo´rico
Jean-Baptiste-Joseph Fourier matema´tico y f´ısico france´s, ver figura 4.1 conocido
por sus trabajos sobre la descomposicio´n de funciones perio´dicas en series
trigonome´tricas convergentes llamadas series de Fourier, esta´s series esta´n dadas
de la siguiente forma:
y(x) =
a0
2
+
∞∑
n=1
[an cos(nx) + bn sin(nx)] (4.1)
donde a0, an y bn se denominan coeficientes de Fourier en las series de Fourier de la
funcio´n f(x), en te´rminos teo´ricos la investigacio´n de Fourier dice que toda funcio´n
que se repite perio´dicamente puede ser expresada como la suma de senos y/o co´senos
de diferentes frecuencias, cada uno multiplicado por un coeficiente diferente [2]. Ma´s
adelante se definio´ que au´n funciones que no son perio´dicas, pero con un a´rea finita
bajo la curva, es decir, absolutamente integrables, pueden ser expresadas como la
integral de senos y/o co´senos multiplicada por una funcio´n de ponderacio´n o factor
de fase, esta es la transformacio´n de Fourier, la cual esta´ dada en la ecuacio´n 2.1, y
su utilidad es au´n ma´s grande que la de las series de Fourier en muchos problemas
pra´cticos [13].
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Figura 4.1: Jean Baptiste Fourier, (1768-1830)
Estas teor´ıas son utilizadas comu´nmente para el tratamiento de sen˜ales y su imple-
mentacio´n en esta a´rea se llama normalmente o´ptica de Fourier, luego fue creado el
teorema de muestreo de Shannon [15] y la transformacio´n ra´pida de Fourier, lo cual
permitio´ que el tratamiento de sen˜ales fuera realizado digitalmente sobre computa-
doras. Esta a´rea ha estado sujeta a cambios debido a algunas sen˜ales que necesitan
un tratamiento ma´s especializado, para ello hay que hablar acerca de la principal
divisio´n natural de las sen˜ales, estas son las estacionarias y no estacionarias.
Las sen˜ales estacionarias son constantes en sus para´metros estad´ısticos, es decir,
si se observa una sen˜al estacionaria, durante un instante de tiempo y despue´s de
una hora se le vuelve a observar, esencialmente se ver´ıa igual o muy parecida, en la
figura 4.2 se puede ver una sen˜al digital estacionaria.
Las sen˜ales estacionarias pueden ser representadas en el dominio del tiempo y pueden
ser tratadas por la transformacio´n de Fourier esta´ndar, pero las sen˜ales no esta-
cionarias no deben ser analizadas con esta transformacio´n y deben ser representadas
en tiempo-frecuencia, as´ı por ejemplo, como puede observarse en la figura 4.3, en
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Figura 4.2: a) Sen˜al digital, b) Sen˜al digitalizada c) Reloj de muestreo d) Sen˜al
binaria cuantizada
Figura 4.3: Sen˜al no estacionaria
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una sen˜al de audio, la frecuencia y amplitud de este var´ıan mucho en un intervalo
de tiempo mo´dico y por lo tanto un ana´lisis perio´dico en el dominio del tiempo
sin tener en cuenta la frecuencia es muy ineficiente para este tipo de sen˜ales; la
necesidad de una representacio´n de sen˜ales en general ha sido un vac´ıo que se ha
ido cerrando con la creacio´n de nuevos modelos matema´ticos, la transformacio´n de
Fourier fraccionaria [5] es uno de los ma´s recientes, la cual ha sido de gran utili-
dad para el tratamiento de sen˜ales de muchos tipos, trayendo un gran avance en la
o´ptica de Fourier, generando con ello un nuevo paradigma de fracccionalizacio´n en
el tratamiento de sen˜ales llamado o´ptica de Fourier fraccionaria.
El te´rmino de transformacio´n de Fourier fraccionaria aparece por primera vez en
1929 en un art´ıculo de Norbert Wiener [24], desde ese momento surgieron muchas
aplicaciones de esta operacio´n, en solucio´n de ecuaciones diferenciales, meca´nica y
o´ptica qua´ntica, teor´ıa de difraccio´n o´ptica y diferentes sistemas o´pticos; debido a
cierta complejidad en las relaciones entre sus variables esta transformacio´n no pod´ıa
utilizarse para el tratamiento de sen˜ales, la f´ısica tuvo que esperar hasta 1980, an˜o
en que Victor Namı´as [4] propuso una nueva definicio´n. Inmediatamente la FrFT se
mostro´ como una herramienta u´til, y los investigadores se interesaron por encontrar
todas las propiedades, operaciones y teoremas que permitan el empleo de ella en un
amplio rango de campos de las ciencias y las ingenier´ıas [20]. Y casi simultanea-
mente en 1993 un grupo de investigadores Almeida, Mendlovic, Lohmann, Ozaktas,
“reinventaron”la FrFT [5], algunos la interpretaron como una rotacio´n del plano
tiempo-frecuencia, ve´ase figura ??. Gracias a esta interpretacio´n en la actualidad
la Transformacio´n de Fourier fraccionaria es implementada en el tratamiento de
sen˜ales, y ha suplido muchas falencias de la Transformacio´n de Fourier ordinaria
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siendo la operacio´n ma´s utilizada para el tratamiento de sen˜ales dada sus ventajas
sobre el tratamiento de sen˜ales no estacionarias [21]. El orden fraccionario de la
fa ha sido interpretado como la rotacio´n de la distribucio´n de Wigner que se en-
cuentra asociada a la sen˜al en un a´ngulo api/2 en el tiempo-frecuencia. De ah´ı la
gran relacio´n que tiene esta transformacio´n con la distribucio´n de Wigner [23]. La
Distribucio´n de Wigner es una funcio´n que extrae la energ´ıa de una sen˜al repre-
sentada en tiempo-frecuencia [6]. La distribucio´n de Wigner de una funcio´n f(x)
esta´ definida segu´n la ecuacio´n 3.3 [23].
La FrFT es una transformacio´n lineal que generaliza la transformacio´n de Fourier
esta´ndar [5]. entre las propiedades encontradas esta´n:
Propiedad de Linealidad: Esta propiedad dice que la FrFT de una
combinacio´n lineal de dos funciones f(x) y g(x) de entrada se comportan
de acuerdo a la definicio´n de sistemas lineales. c1 y c2 son constantes.
Fα[c1f(x) + c2g(x)] = c1Fα[f(x)] + c2Fα[g(x)] (4.2)
Teorema de Parseval o´ Propiedad de la conservacio´n de la energ´ıa:
Este teorema nos dice que la energ´ıa de una sen˜al, calculada en el dominio del
tiempo es igual a la calculada en el dominio de la frecuencia.∫
<
f(x)g ∗ (x)dx =
∫
<
fα(xα)g ∗α (xα)dxα (4.3)
Teorema del Corrimiento o propiedad de traslacio´n en tiempo: Este
Teorema dice que si se traslada una funcio´n f(x) en el dominio del tiempo, lo
u´nico que se altera es la distribucio´n de fase vs. frecuencia. Siendo ς la variable
de corrimiento.
Fα[f(x− ς)] = Fα(xα − ς cotα)eipi sinα(ς2 cosα−2xας) (4.4)
CAPI´TULO 4. MARCO TEO´RICO 31
Teorema de la Modulacio´n o propiedad de cambio de la frecuencia:
Este teorema es de gran importancia para el tratamiento de la informacio´n en
cualquiera de sus magnitudes, ya que esta permite hacer un cambio de la sen˜al
de entrada en su frecuencia. La propiedad de modulacio´n es muy parecida a la
de corrimiento en el tiempo. Siendo δ la variable de Modulacio´n en la siguiente
ecuacio´n:
Fα[f(x)e
i2piδx] = Fα(xα − δ sinα)e−ipi cosα(δ2 sinα−2δxα) (4.5)
Teorema del Escalamiento: La importancia conceptual de este teorema
radica en la relacio´n tiempo-frecuencia, este dice que si se tiene una funcio´n
f(x) para expandir en tiempo la funcio´n obligatoriamente se debe comprimir
la frecuencia de la misma; Intuitivamente esto es lo´gico ya que comprimir una
sen˜al en tiempo equivale a hacer sus cambios ma´s bruscos, por lo tanto tienen
que aparecer componentes de mayor frecuencia.
Fα[f(mx)] =
√
cos β/ cosαe
1
2
(α−β)eipix
2 cotα(1− cos
2 β
cos2 α
)
α fβ(xα
sin β
m sinα
) (4.6)
donde tan β = c2 tanα.
El ca´lculo matema´tico de esta operacio´n realizado en los computadores modernos
hace de la transformacio´n de Fourier fraccionaria una herramienta de gran importan-
cia y utilidad para aplicaciones en el tratamiento de sen˜ales en las cuales es manipu-
lada. Varios algoritmos han sido descritos, sin embargo estos algoritmos pueden ser
clasificados de dos tipos: transformacio´n ra´pida de Fourier fraccionaria [47] y trans-
formacio´n discreta de Fourier fraccionaria [38], los primeros son generados utilizando
las funciones de la transformacio´n ra´pida de Fourier y operaciones de convolucio´n.
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El nuevo modelo matema´tico de la transformacio´n de Fourier fraccionaria y sus
aplicaciones para la recuperacio´n de la fase, caracterizacio´n de rayos de luz, filtros,
encriptacio´n, marca de agua, entre otros [20, 11, 12, 28], ha llevado a que en la
u´ltima de´cada la rama de la o´ptica de Fourier halla avanzado en el tratamiento de
una cantidad de sen˜ales.
Cap´ıtulo 5
Justificacio´n
La l´ınea de investigacio´n del procesamiento de sen˜ales digitales enmarca to´picos in-
teresantes tales como reconocimiento de voz, visio´n por computadora, procesamien-
to digital de sen˜ales unidimensionales y/o multidimensionales, estacionarias y no
estacionarias, continuas y discretas, en tiempo real, en audio, en video, entre otras
[2, 13].
En esta investigacio´n se hace un tratamiento de sen˜ales en el dominio de Fouri-
er fraccionario, todo esto por medio del desarrollo de funciones en una aplicaio´n
realizada sobre la plataforma de ca´lculo nume´rico Scilab. Este tratamiento puede
ser implementado en muchas a´reas de investigacio´n [22] y u´ltimamente ha tenido
mucho auge en el procesamiento de ima´genes digitales [23, 45], gracias a la extrac-
cio´n de informacio´n de las sen˜ales representadas en tiempo-frecuencia en cualquier
instante de tiempo [5] y su mayor ventaja se fundamenta en el tratamiento de
sen˜ales no estacionarias.
El estudio de sen˜ales no estacionarias siempre ha representado mayor preocupacio´n
en el campo cient´ıfico [16], ya que muchos factores en a´reas de biof´ısica, electrof´ısica,
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geof´ısica, entre otras muchas, se generan aleatoriamente a lo largo del tiempo, el re-
disen˜o de la transformacio´n de Fourier fraccionaria ha generado muchas utilidades y
ha sido considerada como una o´ptima representacio´n tiempo frecuencia al poder hac-
er una rotacio´n en el espacio de una funcio´n por medio de la distribucio´n de Wigner
[6], la FrFT trajo consigo nuevas operaciones como la convolucio´n fraccionaria,
correlacio´n fraccionaria, teorema de muestreo en dominios de Fourier fraccionarios,
filtros, entre otros [20].
Junto con la FrFTD utilizando el teorema de muestreo en dominios fraccionarios
para el tratamiento de sen˜ales unidimensionales y bidimensionales, se implementa
tambie´n la distribucio´n de Wigner para sen˜ales unidimensionales y un filtro para
la restauracio´n de sen˜ales llamado filtro de Wiener fraccionario [25, 11], para esto
se requierre hacer un estudio detallado de los fundamentos matema´ticos de estas
operaciones, comprender su universalidad y los l´ımites de su aplicabilidad en el a´rea
de la o´ptica y el tratamiento de sen˜ales [36].
5.1. Viabilidad te´cnica
La eleccio´n del software que se usa en una investigacio´n debe ser una decisio´n
fundamental, ma´s au´n, cuando la investigacio´n que se realiza esta´ enfocada en a´reas
de las ciencias de la computacio´n. Para el desarrollo de este proyecto se utiliza
la herramienta gratuita Scilab, ver figura 5.1, esta herramienta es un paquete de
software de ca´lculo muy potente en lo que a matrices se refiere ya que fue creado
para trabajar con ellas, tambie´n posee una extraordinaria versatilidad y capacidad
para resolver problemas de matema´tica aplicada, f´ısica, ingenier´ıa, procesamiento
de sen˜ales y otras muchas aplicaciones. La utilizacio´n de esta herramienta produce
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Figura 5.1: Interfaz grafica de Scilab.
algunas ventajas, entre ellas:
El software hasta ahora es gratis.
La u´ltima versio´n del software esta´ siempre disponible.
El acceso al co´digo fuente facilita el aprendizaje de esta herramienta.
La informacio´n y documentacio´n de calidad esta´ siempre disponible.
Sus procesos los realiza de forma paralela, permitiendo y facilitando la
implementacio´n de sistemas distribuidos para tareas que as´ı lo requieran.
Otro objetivo impl´ıcito que adquiere esta investigacio´n es pretender arrojar un poco
de luz sobre las caracter´ıssticas de LATEX que lo hacen ideal para la escritura de
textos extensos sustituyendo a los t´ıpicos procesadores gra´ficos WYSIWYG.
Una de las cosas que ma´s parece u´til de LATEXrespecto a un procesador de texto
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WYSIWYG (What You See Is What You Get, en ingle´s, lo que ves es lo que ob-
tienes, en espan˜ol) es que permite concentrarse en el contenido del documento, ma´s
que del disen˜o y la belleza aparente del mismo, aspectos que vienen por defecto en
LATEX. Co´mo estructurar el texto en las unidades de tal forma que permita ir elab-
orando las ideas, tener la estructura del texto mismo e ir refinando el documento
componie´ndolo por partes; es programar un documento. Y eso es exactamente lo
que permite LATEX. ¿Que´ mejor herramienta para un programador?
5.2. Viabilidad econo´mica
Los Proyectos de investigacio´n y desarrollo de software se caracterizan por ser
econo´micos en cuanto a la adquisicio´n de herramientas para llevar a cabo estas
investigaciones. Scilab nos provee de muchas facilidades, entre ellas es que es libre y
adema´s es gratis; algunas veces se malentienden estos te´rminos y algunas personas
los confunden como sino´nimos. Cuando se habla de software libre, se trata de
dar el co´digo fuente de las aplicaciones, el precio esta´ sometido a las utilidades
y necesidades de los usuarios.
5.3. Viabilidad social
La investigacio´n matema´tica puede y debe contribuir a todos los aspectos involu-
crados en el procesamiento de sen˜ales: tanto al desarrollo del modelo matema´tico
y su implementacio´n computacional. Para cubrir las necesidades que pueden suplir
investigaciones matema´ticas se requiere de equipos y de trabajo multidisciplinares
integren a ingenieros y matema´ticos.
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La interaccio´n con centros de investigacio´n o grupos de investigacio´n de institu-
ciones acade´micas de educacio´n superior, siempre ha sido bienvenida en este caso
la Universidad Industrial de Santander (UIS) por medio del Grupo de O´ptica y
Tratamiento de Sen˜ales (GOTS), la UIS siempre ha estado activa y participe a
colaborar en los procesos acade´micos de la Universidad del Magdalena.
Cap´ıtulo 6
Objetivos
6.1. Objetivo general
Desarrollar una aplicacio´n utilizando Scilab para realizar e implementar la
transformacio´n de Fourier fraccionaria y el filtro de Wiener fraccionario para el
tratamiento de sen˜ales digitales.
6.2. Objetivos espec´ıficos
Estudiar y analizar los fundamentos matema´ticos de la transformacio´n de
Fourier fraccionaria para el procesamiento de sen˜ales digitales.
Implementar el teorema de muestreo fraccionario en la transformacio´n de
Fourier fraccionaria.
Desarrollar las diferentes funciones para obtener la transformacio´n de Fourier
fraccionaria y el filtro de Wiener fraccionario para el tratamiento de sen˜ales.
Demostrar la relacio´n existente entre la transformacio´n de Fourier fraccionaria
y la distribucio´n de Wigner.
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Cap´ıtulo 7
Formulacio´n & Hipo´tesis
En este capitulo se presentan las ideas principales de esta investigacio´n, se
formula la implementacio´n del algoritmo de la transformacio´n de fourier fraccionaria
utilizando el kernel de la transformacio´n de Fourier esta´ndar, este algoritmo se
utiliza para implementar la convolucio´n fraccionaria en forma de operadores, la
cual se utiliza para la implementacio´n del filtro de Wiener fraccionario, este filtro
actu´a como un filtro causal-adaptativo en la extraccio´n de un ruido aleatorio (no
estacionario).
7.1. Algoritmo implementado
De la misma forma como la DFT tiene una forma de ser realizada ra´pidamente la
FrFT tambie´n tienen diferentes formas de ser implementada, ya sea la mencionada
en la seccio´n 3.3 u otras utilizando algoritmos de la FFT . La forma discreta de la
ecuacio´n 2.5 esta´ dada por la siguiente expresio´n.
x = n∆x y = k∆y
fα(k) = Cαe
ipik2∆y2 cotα
n=N/2−1∑
n=N/2
f(n)eipin
2∆x2 cotαe
−2ipin∆xk∆y
sinα (7.1)
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Figura 7.1: ξ = ζ, el taman˜o de la Sen˜al es el mismo que el Ancho de Banda de la
Transformada
∆x =
ξ
N
∆y =
ζ
N
y de esta forma la ecuacio´n 7.1 queda de la siguiente forma:
fα(k) = Cαe
ipik2ζ2 cotα
N2
n=N/2−1∑
n=N/2
f(n)e
ipin2ξ2 cotα
N2 e
−2ipinkζξ
N2 sinα (7.2)
Teorema 7.1 (Teorema de Muestreo en dominios de Fourier fraccionarios). Sea
f(x) una funcio´n tal que fα[y] tiene soporte finito ζ, f(x) puede ser muestreada
y reconstruida perfectamente si las muestras se toman a una tasa ∆x ≤ sinα/ζ [8].
Figura 7.2: ∆x en el teorema de muestreo en dominios de Fourier fraccionarios,
imagen extra´ıda de [8]
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El teorema de muestreo estandar de Shannon-Whittaker se encuentra inmerso
como caso particular de este, cuando α = pi/2; tomando en cuenta el Teorema de
Muestreo en dominios de Fourier fraccionarios se infiere lo siguiente:
ξ
N
=
sinα
ζ
⇒ ξζ = N sinα ξ = ζ =
√
N sinα
Segu´n lo anterior se define una expresio´n para que sea implementada en un algoritmo
sobre la plataforma nume´rica Scilab para el tratamiento de sen˜ales, el algoritmo
implementado cumple las propiedades y caracteristicas de la ecuacio´n 2.5, este
puede solucionarse por diferentes me´todos utilizando el algoritmo de la FFT u
otras operaciones en su defecto [46], lo cual es explicado en el capitulo 10; al incluir
este teorema del muestreo fraccionario la DFrFT queda de la siguiente forma:
fα(k) = Cαe
ipik2 cosα
N
n=N/2−1∑
n=N/2
f(n)e
ipin2 cosα
N e
−2ipink
N (7.3)
El kernel discreto en la ecuacio´n 7.3 contiene el kernel discreto de la transformacio´n
de Fourier esta´ndar mostrado en la ecuacio´n 3.2, permitiendo hacer los ca´lculos
con base en la funcio´n FFT explicado en la seccio´n 3.1.1 [50]. Como se muestra
en la ecuacio´n 7.3 al implementar el teorema de muestreo en dominios de Fourier
fraccionarios el cual dice que la ∆x = sinα/ζ, siendo ζ el ancho de banda
de la transformada de Fourier de la sen˜al a muestrear. Teniendo en cuenta la
formulacio´n de la transformacio´n de Fourier esta´ndar descrita en la ecuacio´n 2.1,
la transformacio´n de Fourier fraccionaria puede ser implementada utilizando el
algoritmo de la transformacio´n de Fourier de la siguiente forma:
fα(k) = Cαe
ipik2 cosα
N F
[
f(n)e
ipin2 cosα
N
]
. (7.4)
Al implementar el kernel descrito en la ecuacio´n 7.4, se puede obtener la FrFT en
un intervalo fraccionario 0.5 < |a| < 1.5, para hallar los valores que no esta´n en
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este intervalo se aplican transformaciones de Fourier esta´ndar e inversa, segu´n sea
el caso, y se suma o resta un escalar al orden fraccionario a; esto se explica con el
siguiente co´digo, el cual es implementado en la funcio´n FrFT desarrollada en esta
investigacio´n y utilizada en la aplicacio´n realizada en Scilab.
Al igual que el algoritmo explicado en la seccio´n 3.3.1, los para´metros de entra-
da del algoritmo realizado llamado FrFT , la variable de salida es y la cual es la
transformada de Fourier fraccionaria de las muestras de entrada, la sen˜al debe ser
par, el algoritmo de interpolacio´n que se utiliza es la funcio´n sinc para aumentar el
taman˜o de las a 2N para luego colocar ceros a la izquierda y derecha de la sen˜al, y
as´ı evitar la superposicio´n de espectros y no provocar aliasing en la reconstruccio´n
de la sen˜al y al final de este proceso de decima para llevar el nu´mero de muestras al
mismo nu´mero de muestras de la funcio´n de entrada.
Con el fin de reducir el intervalo fraccionario de la FrFT , lo primero que se hace
es hallar el mo´dulo del nu´mero a, a=modulo(a,4). Al hacer esto se pregunta por el
valor absoluto de a, y si este es igual a 2, se aplica la propiedad de reflexio´n el cual
es un caso particular de la FrFT , de lo contrario se vuelve y reduce el intervalo de
fraccionalizacio´n.
if(abs(a)==2)
Fy =fc($:-1:1,:)
else
a=modulo(a,2);
end;
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Luego de tener el valor fraccionario de la FrFT entre 0 ≤ |a| < 2, lo primero
que hay que hacer es descartar los intervalos que no son posibles de realizar direc-
tamente con el kernel de la funcio´n. Otro caso particular es la propiedad identidad
la cual se da cuando a = 0, el cual se nota en las dos primeras sentencias que se
muestran en el siguiente co´digo.
if (a==0)
Fy = fc;
else
if (a>-0.5) & (a<0)
Fy = kernelFrFT(fftshift(fft(fftshift(fc))),-1-abs(a));
end;
if (a>0) & (a<0.5)
y = kernelFrFT(fftshift(fft(fftshift(fc))),a-1);
end;
if (a>-2) & (a<-1.5)
Fy = kernelFrFT(fftshift(fft(fftshift(fc),1)),1-abs(a));
end;
if (a>1.5) & (a<2)
Fy = kernelFrFT(fftshift(fft(fftshift(fc),1)),a-3);
end;
if (abs(a)>=0.5) & (abs(a)<=1.5)
Fy = kernelFrFT(fc,a);
end;
end;
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En las sentencias anteriores se observa una reduccio´n en el intervalo del operador
fraccionario de la FrFT y se implementa el co´digo de la Transformacio´n ra´pida de
Fourier, explicado en la seccio´n 3.1.1, y se le suma algebra´ıcamente el excedente para
que realice la operacio´n en el operador que se requiere. Por ejemplo, si se supone
a = 0,1, este orden fraccionario entra en el segundo condicional, entonces se aplica
una FFT a la funcio´n de entrada fc, y se le resta 1 al operador fraccionario, con esto
el Kernel de la FrFT realizara´ una transformacio´n en el orden −,9 por la propiedad
de aditividad que mantiene la FrFT , en forma de operadores sera´ entendido mejor.
a = 0,1; 0,1− 1 = −0,9; F1−0,9 = F0,1
7.1.1. Funcio´n KernelFrFT
Como ya se hab´ıa dicho anteriormente el kernel de la FrFT puede ser imple-
mentado utilizando el algoritmo de la transformacio´n de Fourier en su kernel, y se
logro´ para esta investigacio´n, este algoritmo da como resultado una aproximacio´n
muy buena de la FrFT pero posee problemas en su fase, ver figura 7.3, y no cumple
varias propiedades de esta Transformacio´n de Fourier fraccionaria como es la aditivi-
dad, no obstante, en futuras investigaciones se podra´ solucionar este inconveniente
y se lograra´ utilizar la FFT en la FrFT , haciendo este algortmo ma´s ra´pido y efi-
ciente
En las siguientes sentencias de co´digo se muestra el kernel que no funciono´ para
la funcio´n de la Transformacio´n de Fourier fraccionaria, claramente se muestra la
multiplicacio´n de una funcio´n chirp por la funcio´n de entrada, para luego aplicar a
este resultado una Transformacio´n ra´pida de Fourier y luego multiplicar por otra
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funcio´n Chirp y la constante mostrada en la ecuacio´n 2.6.
x = [-ceil(N/2):fix(N/2)-1];
chirp1 = exp(( %i* %pi*cotg(alpha)*(x.*x))/N);
chirp1 = chirp1(:);
fch = fc.*chirp1;
Hcfft = fftshift(fft(fftshift(fch),-1));
Aphi=exp(- %i*( %pi*sign(sin(alpha))/4-alpha/2))/sqrt(abs(sin(alpha)));
y = (Aphi*chirp1.*Hcfft);
Por tal razo´n con el fin de solucionar la expresio´n de la ecuacio´n 7.4 se hace uso de
Figura 7.3: Fases de la FrFT con el algoritmo de la FFT en el kernel; a) F0,05+0,05;
b) F0,15+0,15; c) F0,2+0,3; d) F0,3+0,3; e) F0,4+0,5; f) F1+0,1.
la discretizacio´n total de la sen˜al de la siguiente manera:
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x = [-ceil(N/2):fix(N/2)-1];
x=x(:);
chirp1 = exp(( %i* %pi*cotg(alpha)*(x.*x))/N);
chirp1 = chirp1(:); fc = fc.*chirp1;
W = exp(-2* %i* %pi*(x*x’)/(sin(alpha)*N));
Hcfft=W*fc;
Aphi = exp(- %i*( %pi*sign(sin(alpha))/4-alpha/2))/sqrt(abs(sin(alpha)));
y = (Aphi*chirp1.*Hcfft);
En las sentencias de co´digo arriba mostradas, se observa la declaracio´n de una fun-
cio´n Chirp de la siguiente forma e
ipi cotαx2
N , luego esta es multiplicada por la funcio´n
de entrada y posteriormente este resultado es multiplicado por una matriz de N×N ,
realizando una operacio´n matricial, donde se obtiene una sumatoria del producto de
cada una de las filas de la matriz W por el vector resultante. Despue´s se multiplica
por la constante y otra funcio´n Chirp similar a la descrita anteriormente.
7.2. Convolucio´n fraccionaria
Gracias a la convolucio´n en el dominio directo de las sen˜ales se pueden realizar
operaciones como filtros, deteccio´n de patrones, entre otras. Pero ahora, con el
advenimiento del tratamiento de sen˜ales en dominios de Fourier fraccionarios
llegaron nuevas operaciones como la convolucio´n y la correlacio´n fraccionaria [10,
51], la convolucio´n fraccionaria de dos funciones f(x) y g(x) podemos representarla
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se representarla de la siguiente manera:
[f
α∗ g] = F−α[Fα[f ]Fα[g]] (7.5)
teniendo en cuenta la tabla 3.2 se nota que cuando el angulo de la FrFT es pi/2 se
realiza una transformacio´n de Fourier esta´ndar por lo cual la convolucio´n fraccionaria
sera´ una convolucio´n estandar tambie´n, y si α = 0 entonces se cumplira´ el caso del
operador identidad para ambas funciones y se realizara´ un simple producto entre
estas dos funciones [12, 9]. La Convolucio´n fraccionaria se soluciona en forma de
operadores utilizando FrFT como se muestra adelante.
[f ∗α g](x) = F−α[Fα[f ](xα)Fα[g](xα)e−ipix2 cotα](x). (7.6)
Y la forma integral se muestra de la siguiente forma:
[f ∗α g](x) =
∫
f(y)g(x− y)e2ipiy(x−y) cotαdy. (7.7)
Como se menciona anteriormente la convolucio´n fraccionaria de la ecuacio´n 7.5
presenta casos particulares segu´n el orden de fraccionalizacio´n, de la misma forma
el integral mostrado en la ecuacio´n 7.7, la cual realiza esta operacio´n puede ser
solucionado de diferentes formas [9, 10] entre ellas: Al evaluar el factor de fase del
integral resulta la expresio´n 7.9:
[f ∗α g](x) =
∫
f(y)g(x− y)epiiy2 cotαe−2piixy cotαdy (7.8)
otra forma es la siguiente la mostrada en la ecuacio´n 7.9
[f
∗
α g](x) = epiix
2 cotα (f ′α ∗ g′α) (7.9)
siendo
f ′α = f(x)e
piix2 cotα y g′α = g(x)e
piix2 cotα
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La forma ma´s fa´cil y ra´pida de implementar la convolucio´n fraccionaria se expone
en la siguiente expresio´n:
h(k) =
n=N/2−1∑
n=N/2
f(n)g(k − n)e−2piik(n−k) cotαN (7.10)
otra forma se realiza tomando la forma de la ecuacio´n 7.7, donde se observa que
la forma del factor que multiplica ambas funciones se asemeja la transformacio´n de
Fourier esta´ndar, con la diferencia que el factor de fase tendr´ıa la funcio´n cotα; esta
forma quedar´ıa de la siguiente manera:
h(k) =
n=N/2−1∑
n=N/2
[f(n).× Chirp]×W ∗ [g(n)W ]Chirp (7.11)
siendo
W = e−2ipink cotα y Chirp = e−piin
2 cotα
despue´s de realizar estos productos se aplica la funcio´n de Convolucio´n esta´ndar.
En esta investigacio´n se lograron implementar estos algoritmos, pero no fue posible
hacer que dieran los resultados esperados debido a incoherencias que se obten´ıan
en su simulacio´n. Por lo cual se toma la decisio´n de implementar la convolucio´n
fraccionaria aplicando la FrFT por medio de operadores descrita en la ecuacio´n 7.6
del capitulo 7 la cual sumple el teorema de la convolucio´n planteado en el Teorema
3.1 del capitulo 3, este algoritmo se explica adelante.
function h=FrConvol(f,g,a)
alpha=a*N=length(f);
M=length(g);
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if(N>M)
g(N)=0;
N1=N;
elseif (M>N)
f(M)=0;
N1=M;
else
N1=N;
end;
n = [-ceil(N1/2):fix(N1/2)-1];
f1=FrFT(f,a);
g1=FrFT(g,a);
Ch=exp(- %i* %pi*(n.*n)*cotg(alpha)/N1);
h1=f1.*g1.*Ch’;
h=FrFT(h1,-a);
endfunction
Los para´metros de entrada de la sen˜al son f,g,a, donde el primero es el nu´mero
de muestras de una sen˜al f , el segundo el nu´mero de muestras de otra sen˜al g y el
tercero el orden de fraccionalizacio´n de la operacio´n, en la segunda sentencia se halla
el a´ngulo y posteriormente se almacenan en variables los taman˜os de las sen˜ales de
entrada, con el fin de rellenar con 0 la funcio´n de menor taman˜o e igualar taman˜os
al momento del proceso de convolucio´n.
Puede observarse que en la variable h1 es guardado el producto de f1,g1,Ch, siendo
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la primera la transformada de Fourier fraccionaria de la funcio´n de entrada f, la
segunda el modulo cuadrado en el dominio fraccionario de Fourier de las muestras
contenidas en el para´metro de entrada g y la tercera es un factor de fase cuadra´tico
tal como se ve en la ecuacio´n 7.6.
7.3. Filtro de Wiener fraccionario
El objetivo de esta seccio´n es la implementacio´n computacional de las funciones
necesarias para crear un filtro g(x) en Scilab, de modo que la salida h(x) sea lo
ma´s parecidamente posible a una sen˜al denominada referencia, estas funciones son
expuestas en [12]. Sea f(x) una sen˜al que presenta un ruido aditivo aleatorio, tal
que f(x) = e(x)+r(x), siendo e la escena y r el ruido, entonces, se propone un filtro
el cual a trave´s de la operacio´n de convolucio´n fraccionaria explicada en la seccio´n
7.2, elimina el ruido sumergido en la naturaleza de la sen˜al, la funcio´n de filtro se
muestra en la ecuacio´n 7.12:
Gα(vα) =
EαS (vα)
EαS (vα) +R
α
R(vα)
e−ipiv
2
α cotα (7.12)
donde EαS (vα) es el modulo cuadrado en el dominio de Fourier fraccionario de la
sen˜al sin el ruido y RαR(vα) es el modulo cuadrado en el dominio fraccionario del
ruido que distorsiona la sen˜al. Este filtro debe ser implementado usando la convolu-
cio´n fraccionaria tal como se muestra en la ecuacio´n ??.
hˆ(x) = [f
∗
α g](x) (7.13)
En la ecuacio´n ?? se observa que el filtro aparece en el dominio directo de la sen˜al
y la sen˜al se encuentra en el dominio de Fourier fraccionario, por lo cual antes de
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aplicar la convolucio´n fraccionaria se debe realizar una FrFT a la sen˜al de refer-
encia y al ruido. El proceso de distorsio´n de una funcio´n recta´ngulo por medio de
ruido aleatorio aditivo de una funcio´n Chirp multiplicada por una Gauss, el filtro
implmentado y la operacio´n de convolucio´n se realiza en la plataforma de ca´lculo
nume´rico Scilab como se muestra en las siguientes sentencias de co´digo.
fc=[zeros(1,400), ones(1,224), zeros(1,400)];
N=length(fc);
t=0;
a=.5;
x=[-12:.5:12.5];
y=(2*rand(1,50)-1)/10;
ruido=[zeros(1,150),5*exp( %i*(.02* %pi*x.*x)).*(exp(-(x.*x)/100+y)),
zeros(1,824)];
ruido=ruido(:);
fy=FrFT(fc,a);
ff=[fy+ruido*25];
fc1=FrFT(ff,-a);
v=[-N/2:N/2-1];
FF=exp(- %i* %pi*(v.*v)/N*cotg(alpha));
SB=FrFT(ruido,a);
G=((abs(fy)**2)/((abs(fy)**2)+(abs(SB)**2)))*FF’;
g=FrFT(G,-a);
h=FrConvol(fc1,g,a);
As´ı, este tratamiento consigue un filtrado de un ruido no estacionario aleatorio,
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debido a rotaciones que realiza la transformacio´n de Fourier fraccionaria sobre la
distribucio´n de Wigner asociada a la sen˜al, permitiendo tener conocimiento de las
frecuencias de la sen˜al durante todo el tiempo, extrayendo el ruido presente en el do-
minio directo de la sen˜al de manera adaptable en el dominio de Fourier fraccionario,
la demostracio´n de este proceso se puede apreciar en el capitulo 10.
Cap´ıtulo 8
Metodolog´ıa
Al considerar la implementacio´n computacional de la transformacio´n de Fourier
fraccionaria y el filtro de Wiener fraccionario sobre la plataforma Scilab, se buscan
las ventajas del tratamiento de sen˜ales en el dominio de Fourier fraccionario frente
al ana´lisis esta´ndar y otras que se ven´ıan realizando en el tratamiento de sen˜ales
representadas en tiempo frecuencia [48]. Esta pra´ctica requiere de mucho sacrificio
de tiempo en investigacio´n en fases como ana´lisis y requerimientos de la informacio´n
para cumplir los objetivos propuestos en esta investigacio´n.
8.1. Metodolog´ıa XP
Tras buscar metodolog´ıas de desarrollo de software que se adaptaran a esta in-
evstigacio´n, se pudo constatar que la todas presentan fases y conceptos en comu´n,
pora tal razo´n, para seleccionar la metodolog´ıa en esta investigacio´n se tomo´ en
cuenta algunos aspectos de tiempo y personal presente durante el ciclo de vida de la
aplciacio´n, la metodolog´ıa que se ajusta a esta investigacio´n es la Xtremme Program-
ming (XP por sus siglas en ingle´s). XP es una de las metodolog´ıas de desarrollo de
software ma´s exitosas en la actualidad utilizadas para proyectos de corto plazo, corto
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equipo y cuyo plazo de entrega era ayer, esta´ basada en una serie de valores y de
pra´cticas de buenas maneras de programacio´n que persigue el objetivo de aumentar
la productividad a la hora de desarrollar aplicaciones de software, esta consta de 4
fases: ana´lisis, disen˜o, desarrollo y pruebas.
La interaccio´n de estas cuatro fases se pueden describir como un rompecabezas
figura 8.1, en la medida en que se avanza por cada una de las fases siempre hay
comunicacio´n entre ellas, la fase de pruebas se encuentra inmersa durante todo el
proceso de desarrollo, de esta forma siempre hay una retroalimentacio´n continua a
trave´s de las fases que se enmarcan en la metodolog´ıa XP . Utilizar esta te´cnica
para el desarrollo de esta aplicacio´n no solo es posible sino que tambie´n puede ser
provechosa para nuestra experiencia en el desarrollo de aplicaciones en el campo del
software libre. La documentacio´n se hace al final de aplicacio´n; a continuacio´n se
relatan las actividades que se realizara´n durante la investigacio´n segu´n cada una de
las fases de la metodolog´ıa seleccionada.
8.1.1. Ana´lisis
Esta fase es la ma´s importante de todas ya que en ella se realiza el estudio
de los fundamentos matema´ticos de la transformacio´n de Fourier fraccionaria, sus
propiedades, y el filtro de Wiener fraccionario sobre sen˜ales digitales; de la misma
forma se trazan a lapiz, los modelos de las diferentes funciones a utilizar para llevar
a cabo las operaciones que permitan culminar los objetivos propuestos. Tambie´n se
toman en cuenta los requerimientos funcionales de la aplicacio´n y se modelan los
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Figura 8.1: Metodolog´ıa XP
procesos a trave´s de las diferentes fases aqu´ı expuestas.
8.1.2. Disen˜o
En esta fase se establece el disen˜o de la interfaz que interactuara´ con el usuario
y el esquema de funciones que se necesitara´n para llevar a cabo la Transformacio´n
de Fourier fraccionaria, la operacio´n de la distribucio´n de Wigner, la operacio´n de
convolucio´n y el filtro de wiener fraccionario, quiza´s tambie´n otras transformaciones
representadas en tiempo-frecuencia para obtener conclusiones experimentales en la
investigacio´n. En la aplicacio´n se implementa un disen˜o simple, para enfocarse en los
resultados cient´ıficos que se obtienen, y tambie´n porque una simplicidad del disen˜o,
hara´ que sea ma´s fa´cil an˜adir nuevas funcionalidades en un futuro.
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8.1.3. Desarrollo
Teniendo en cuenta que en esta fase se ha entendido el fondo y la teor´ıa
matema´tica que abarca la FrFT y el filtro de Wiener fraccionario, como tambie´n la
discretizacio´n de cada una de las formulas a utilizar en estos algoritmos; se comienza
a desarrollar el co´digo de estas operaciones y tambie´n se establecen los mecanismos
y pautas, para que sea revisado la fase de disen˜o de la investigacio´n.
En esta fase se hace la integracio´n de las funciones y los recursos necesarios para
que el sistema funcione y se obtenga un o´ptimo procesamiento de sen˜ales digitales
representadas en tiempo-frecuencia en el dominio de Fourier fraccionario. Si se sigue
al pie de la letra las normas y te´cnicas de la presente metodolog´ıa de desarrollo, al
final de esta fase se obtendra´ un co´digo simple y funcional.
8.1.4. Pruebas
Scilab es una plataforma ra´pida que permite ejecutar ra´pidamente funciones en
el interprete de co´digo, por lo cual desde el primer momento en que se va progra-
mando y probando, se realizan pruebas en la aplicacio´n, y de esta forma se asegura
que el co´digo escrito hasta entonces en algu´n momento es correcto y no estropea lo
anterior.
Por tal razo´n esta fase no esta´ precisamente al final sino durante todo el proceso del
ciclo de vida del software, y al final de la fase de desarrollo estar´ıa la aplicacio´n de-
biera estar lista. Sin embargo, se hacen las suficientes pruebas para que la aplicacio´n
sea estable.
Cap´ıtulo 9
Desarrollo de la aplicacio´n
Posterior al ana´lisis matema´tico se procedio´ a realizar cada una de las funciones
expuestas en el capitulo 7 y modelar la interfaz gra´fica para la interaccio´n con el
usuario, ver figura 9.1, en esta aplicacio´n el usuario tiene la posibilidad de cargar
diferentes funciones y de aplicar el algoritmo de la tranformacio´n de Fourier frac-
cionaria (FrFT ), la Distribucio´n de Wigner, graficar cada una de estas, entre otras
funcionalidades.
La Metodolog´ıa explicada en la seccio´n 8.1, requiere que el grupo de trabajo que
participa en el ciclo de vida del desarrollo del software trabajen en comunicacio´n
constante y participes a la solucio´n de problemas que se presenten durante el desar-
rollo del sistema, por lo cual se hizo necesario una visita de investigacio´n al Grupo
de O´ptica y Tratamiento de Sen˜ales (GOTS), de la Universidad Industrial de San-
tander (UIS). Durante la digitacio´n del co´digo se siguieron pautas de programacio´n,
comentando y tabulando el co´digo de las diferentes funciones y algoritmos desarrol-
lados.
Luego de tener un modelo de interfaz gra´fica y los algoritmos de las operaciones
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Figura 9.1: Menu´ Principal de la aplicacio´n
analizadas en este trabajo, se fueron construyendo las funciones necesarias para la
implementacio´n de estas en la plataforma de ca´lculo nume´rico Scilab, y creando
sen˜ales de diferentes escalas con el fin de corroborar las propiedades y caracteristi-
cas de la FrFT en el tratamiento de sen˜ales.
La aplicacio´n realizada presenta algunos Menu´s en la parte superior, por medio
de los cuales se puede acceder a submenu´s con el fin de generar ima´genes y sen˜ales,
a las cuales se les aplica el algoritmo de la FrFT implementado en este trabajo,
tambie´n se puede hallar la distribucio´n de Wigner de la sen˜al y de las transformadas.
Esta aplicacio´n se realiza para que el usuario pueda corroborar algunas propiedades
de la FrFT , los menu´s de la aplicacio´n se exponen de la siguiente manera:
1. Ima´genes
Este menu´ presenta 3 submenu´, el primero con el fin de abrir y guardar
una imagen para luego tratarla con las opciones de la transformacio´n
de fourier fraccionaria, del segundo y tercer submenu´, donde en el
primero se realizan una FrFT a la imagen guardada en el orden
fraccionario ingresado en las filas y columnas de la imagen, en el
tercero se realiza esta misma operacio´n a la transformada de la imagen,
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pudiendo navegar por as´ı decirlo en el dominio de Fourier fraccionario de
una sen˜al bidimensional encontrando informacio´n valiosa y regresa´ndose
nuevamente al dominio directo de la imagen. Las variables que se crean en
la aplicacio´n para guardar las funciones que se utilizan en estos submenu´s
son fc2d, Fy2d declaradas como globales en la aplicacio´n realizada, fc2d
es la sen˜al bidimensional y Fy2d es la transformada de la variable anterior.
2. Sen˜ales de 128, 512 y 1024 muestras
En este numeral se exponen 3 menu´s, por medio de los cuales se generan
y grafican sen˜ales de diferentes taman˜os, con el fin de que se le apliquen
las operaciones de FrFT , Distr. de Wigner y FFT ; el objeto de que se
carguen las mismas sen˜ales en los tres menu´s principales consiste en la
demostracio´n de la propiedad de escala de la FrFT y la FFT , descrita en
la ecuacio´n 4.6. Las sen˜ales que permite generar la aplicacio´n por medio
de operaciones vectoriales como zeros, ones, linespaces, exp, entre
otros son:
* Recta´ngulo, ver figura 9.2.
* Triangulo, ver figura 9.3.
* Coseno, ver figura 9.4.
* Seno, ver figura 9.5.
* Chirp, ver figura 9.6.
* Gaussiana, ver figura 9.7.
* Chirp*Gauss, ver figura 9.8.
3. FrFT
En este tiene dos (2) opciones, aplicar la FrFT a la sen˜al y aplicar la
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Figura 9.2: Sen˜al recta´ngulo de 128 muestras
.
Figura 9.3: Sen˜al triangulo de 128 muestras
.
FrFT a la transformada de la sen˜al, en ambas opciones la aplicacio´n
solicita la digitacio´n del orden fraccionario de la operacio´n y toma como
funcio´n de entrada la variable fc creada en los menu´s de sen˜ales, la
variable de salida es fy graficada al terminar el proceso de la evaluacio´n
computacional.
4. Distribucio´n de Wigner
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Figura 9.4: Sen˜al coseno de 128 muestras
.
Figura 9.5: Sen˜al Seno de 128 muestras
.
Por medio de la segunda opcio´n del menu´ anterior, se puede observar la
rotacio´n de la distribucio´n de Wigner que se encuentra asociada a una
funcio´n, con los submenu´s de este menu´, ya que a medida de que el orden
fraccionario a de la FrFT se aplica la distribucio´n de Wigner y esta
se visualiza utilizando la sentencia imshow de la librer´ıa Scilab Image
Processing, ya que como se dijo en la seccio´n 3.3, esta funcio´n es una
sen˜al bidimensional.
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Figura 9.6: Sen˜al Chirp de 128 muestras
.
Figura 9.7: Sen˜al Gaussiana de 128 muestras
.
5. Filtro de wiener fraccionario El proceso que se realiza al hacer clic sobre la
opcio´n que presenta este menu´ se explica en la seccio´n 7.3 y la demostracio´n
de esta seccio´n se aprecia en la seccio´n 10.4.
Las diferentes funciones realizadas para llevar a cabo esta aplicacio´n se organizaron
por menu´s y se colocaron sobre una carpeta llamada Function, estas funciones son
llamadas por cada uno de los submenu´s de la aplicacio´n, cambiando el valor de
las variables globales de la aplicacio´n. Los tutoriales y la documentacio´n que se
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Figura 9.8: Sen˜al Chirp*Gauss de 128 muestras
.
encuentra en internet acerca de Scilab ayudo´ mucho a la realizacio´n de este trabajo.
Cap´ıtulo 10
Demostracio´n de hipo´tesis y
resultados
Durante la etapa de ana´lisis se realizo´ la busqueda de la informacio´n que sirviera
como base teo´rica de la presente informacio´n, en esta busqueda surgieron dudas
que llevaban a seguir investigando acerca de las bases matema´ticas. En esta misma
etapa se realizo´ un estudio de la FrFT y las dema´s funciones que se relacionan
con esta operacio´n, como la Distribucio´n de Wigner, la operacio´n de convolucio´n, la
convolucio´n fraccionaria, entre otras [5, 51, 9].
10.1. Sen˜ales Unidimensionales
El objetivo de crear sen˜ales con diferentes taman˜os consiste en corroborar lo dicho
en la ecuacio´n 4.6 acerca del teorema de escalamiento, el cual dice que si una funcio´n
es escalada entonces su transformacio´n de Fourier fraccionaria sera´ escalada tambie´n
de manera inversa que la funcio´n y la FrFT no sera´ la misma ya que el angulo con el
cual esta es realizada estar´ıa dado por la potencia fraccionaria β = arctan(c2 tanα),
y el angulo estar´ıa dado por β = bpi/2. Algo similar ocurre con la Transformacio´n
de Fourier esta´ndar con la diferencia que la segunda premisa es falsa y la FT de una
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funcio´n escalada sera´ la misma Transformada escalada inversamente a la funcio´n, es
decir, al aplicar un factor de escala m a una funcio´n, su FT se escala inversamente,
ver figura 10.1. matematicamente se describe esto de la siguiente manera:
f(x/m)
F−→ |M |F (my).
Explicado esto en el lenguaje coloquial ser´ıa, al aumentar la escala de una funcio´n
f(x) entonces el espectro de frecuencia de su transformada F (y) se reduce, es decir,
el escalamiento es inverso o indirectamente proporcional.
En la figura 10.2 se puede observar que el operador entre ma´s tiende a 0, se obtiene
un espectro frecuencial muy parecido a la funcio´n de entrada, y de esta forma se
puede tener la informacio´n real de la frecuencia de la sen˜al durante todo su espacio
o dominio directo de la misma.
10.2. Distribucio´n de Wigner
Una de las propiedades y utilidades ma´s importantes de la FrFT , es su
representacio´n como una rotacio´n de la distribucio´n de Wigner de una sen˜al, en
la figura 10.3 se puede observar la distribucio´n de Wigner de una sen˜al recta´ngulo
de 1024 muestras, y en la figura 10.4 se muestra las rotaciones de esta funcio´n
en la distribucio´n de wigner aplicando la transformacio´n de Fourier fraccionaria,
empezando desde 0.1 y terminando en 2 de izquierda a derecha y de arriba a abajo,
siendo el angulo de rotacio´n α = api/2 y a el operador fraccionario de la FrFT tal
como se ha venido diciendo durante todo este trabajo.
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Figura 10.1: Funcio´n Recta´ngulo escalada y su Transformada de Fourier.
10.3. Sen˜ales Bidimensionales
De la misma forma se implementa la FrFT para el tratamiento ima´genes,
aplicando el algorutmo realizado en las filas y columnas [45].
En la figura 10.8 se hallo´ la transformada de Fourier esta´ndar valiendose de
la propiedad de aditividad de la FrFT y se le aplica una potencia fraccionaria
de a = 0,5 a la sen˜al de la figura 10.6, siendo esta u´ltima la transformada de
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Figura 10.2: a) Funcio´n Recta´ngulo; b) FrFT con a=0.1; c) FrFT con a=0.3; d)
FrFT con a=0.5; e) FrFT con a=0.7; f) FrFT con a=0.9.
la figura 10.5. Con el fin de mostrar varios ejemplos con diferentes ima´genes en
este documento, utilizando la aplicacio´n realizada se carga la imagen onion.jpg
del Toolbox de procesamiento de ima´genes de Matlab tal como se muestra en la
figura 10.10, a esta imagen se le aplica la transformacio´n de Fourier fraccionaria
con a = 0,25 en las filas y con a = 0,75 en las columnas, tal como se aprecia en la
figura 10.11 y luego se regresa la imagen a su dominio directo aplicando la FrFT
con a = −0,25 en las filas y con a = −0,75 en las columnas como se visualiza en la
figura 10.12.
CAPI´TULO 10. DEMOSTRACIO´N DE HIPO´TESIS Y RESULTADOS 68
Figura 10.3: Distribucio´n de Wigner de la sen˜al recta´ngulo de 1024 muestras.
10.4. Filtro de Wiener fraccionario
El proceso de filtrar una sen˜al f(x) casi siempre se ha entendido en te´rminos
frecuenciales. Es decir, los filtros realizados a sen˜ales esta´n fuertemente relacionados
con la transformacio´n de Fourier. Todo el proceso de filtrado consiste en si un filtro
de funcio´n g(x) es una versio´n paso bajo, paso banda o paso alto de frecuencias de
la original [2].
Lo anterior ha restringido demasiado el proceso realizado por un filtro g(x), el cual
ven´ıa determinado por la viabilidad tecnolo´gica de producir la salida h(x), siendo
esta otra versio´n de la sen˜al de entrada. La puesta en marcha del tratamiento digital
de sen˜ales no es ma´s que el uso de la tecnolog´ıa capaz de realizar cualquier operacio´n
matema´tica sobre una sen˜al f(x), ma´s espec´ıficamente sobre su versio´n muestreada
f(n), esto abrio´ enormemente las perspectivas de los tipos de filtrado que pod´ıan
ser realizados sobre una funcio´n. El filtro de Wiener fraccionario es un funcio´n por
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Figura 10.4: Rotacio´n de Dis. Wigner por medio de la FrFT de una funcio´n
recta´ngulo de 1024 muestras.
medio de la cual se restaura una sen˜al que ha sido distorsionada por un ruido aleato-
rio. Este proceso se describe as´ı, en la figura 10.13 se muestra la transformada de
una sen˜al recta´ngulo de 1024 muestras con un operador fraccionario a = −,5 lo
que representar´ıa una rotacio´n de la distribucio´n de Wigner en un angulo α = −pi
4
,
ver figura 10.14, luego en el dominio de Fourier fraccionario se le agrega un ruido
aditivo de una funcio´n chirp multiplicado por una funcio´n gaussiana afectada por
un valor rando´mico obteniendo un ruido no estacionario de frecuencias y amplitudes
linealmente variantes en el tiempo, el valor absoluto de este resultado se muestra en
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Figura 10.5: Imagen Tru.jpg de Scilab Image Processing.
Figura 10.6: FrFT de la imagen 10.5 con a = 0,5 en las filas y columnas.
la figura 10.15 y en la figura 10.16 su valor real donde se muestra perfectamente la
diferencia entre las dos sen˜ales, al regresar la sen˜al recta´ngulo a su dominio directo,
el ruido se encontrara´ en el dominio de Fourier fraccionario de la sen˜al, en este caso,
al aplicar una FrFT con a = 0,5 a la transformada de la figura 10.15, se obtiene
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Figura 10.7: FrFT de la transformada de la figura 10.6 con a = ,5 (Aditividad=FT ).
Figura 10.8: FrFT de Tru.jpg con a = 0,75 en filas y columnas.
nuevamente la sen˜al en su dominio directo afectada por el ruido aditivo tal como se
muestra en la figura 10.17, luego se grafica la distribucio´n de wigner y se observa el
ruido en un dominio de Fourier fraccionario de la sen˜al original, ver figura 10.18.
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Figura 10.9: FrFT de Tru.jpg con a = 0,1 en filas y a = 0,9 en las columnas.
Figura 10.10: Imagen onion de Matlab.
En la ecuacio´n 7.12 se muestra una expresio´n con el fin de extraer y separar un
ruido, el cual esta´ inmerso en una sen˜al de forma aditiva, este filtro permite reducir
la probabilidad de equivocacio´n al momento de la restauracio´n de la sen˜al, al utilizar
la convolucio´n fraccionaria con este filtro se extrae el ruido y la sen˜al queda lo ma´s
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Figura 10.11: FrFT de la imagen onion con a = 0,25 en la filas y a = 0,75 en las
columnas.
Figura 10.12: imagen onion en su dominio directo, luego de haber estado en el
dominio fraccionario.
parecidamente posible a la que se quiere recuperar, ve´ase figura 10.20.
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Figura 10.13: FrFT con a = −0,5 de una funcio´n recta´ngulo de 1024 muestras.
Figura 10.14: Distribucio´n de Wigner de la FrFT de una funcio´n recta´ngulo con
a = −,5.
Tambie´n se realiza la simulacio´n del filtro de Wiener fraccionario con otras
funciones entre las cuales esta´ la funcio´n triangulo, en la figura 10.21 aparece la
funcio´n triangulo con un ruido no estacionario inmerso en el dominio fraccionario, y
en la figura 10.22 se aprecia luego del proceso de convolucio´n fraccionaria de la sen˜al
de la figura 10.21 con la funcio´n de Filtro creado por la ecuacio´n 7.12, observando
que se recupera perfectamente la sen˜al.
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Figura 10.15: Mo´dulo de la transformada de la sen˜al + ruido aleatorio.
Figura 10.16: Valor real de transformada de la sen˜al + ruido no estacionario.
Figura 10.17: Sen˜al + ruido en el dominio directo de la sen˜al.
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Figura 10.18: Distribucio´n de Wigner de la sen˜al en el dominio directo + ruido en
el dominio fraccionario.
Figura 10.19: Filtro creado segu´n la ecuacio´n 7.12.
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Figura 10.20: Luego del proceso de filtrado.
Figura 10.21: Filtro creado segu´n la ecuacio´n 7.12.
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Figura 10.22: Luego del proceso de filtrado.
Cap´ıtulo 11
Limitaciones & inconvenientes
Con el fin de cumplir la atapa de ana´lisis matema´tico de las ecuaciones que ten´ıan
relacio´n con la Transformacio´n de Fourier fraccionaria, se notaron deficiencias las
cuales debieron ser sometidas a un rigoroso estudio para desarrollar las diferentes
funciones de la aplicacio´n realizada en esta investigacio´n.
La incorporacio´n de un nuevo editor de texto por medio de macros y/o funciones
LATEX [42], sugerido y requerido por el Director de la investigacio´n, exhortando
as´ı el uso e implementacio´n de aplicaciones de software libre, este fue creado por
el matema´tico Leslie Lamport [43], por lo cual adema´s de los programas utilizados
para la aplicacio´n en Scilab, se utilizo´ MikTEX y TEXnicCenter, con estos se pueden
generar documentos de diferentes clases de archivos tales como .Pdf, .Dvi, .Ps y
.Html por medio de un “lenguaje de programacio´n ”. - I think LATEX is
un .
A pesar de implementarse diferentes soluciones para la transformacio´n discreta de
Fourier fraccionaria, en los cuales aparece la expresio´n de la transformacio´n de Fouri-
er esta´ndar la cual no fue posible implementar, debido a algunas incoherencias que
se obten´ıan la fase de este algoritmo, ver figura 11.1. En algunas partes donde se
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menciona este algoritmo se le llama FrFT0.
Por tal razo´n para la solucio´n del algortimo se hace una operacio´n matricial, entre
una matriz N ×N multiplicado por la funcio´n fc de taman˜o N , la expresio´n de una
operacio´n matricial se muestra como en la ecuacio´n 11.1, haciendo una sumatoria
por cada uno de los elementos de las filas de la matriz por los elementos del vector
columna. En el algoritmo propuesto esta operacio´n puede llegar a ser tediosa para
el tratamiento de medianas y grandes ima´genes, donde puede llegar a durar ma´s de
una decena minutos para hallar el resultado de una imagen de altas magnitudes, ver
tabla 11.1

w11 w12 . . . a1n
w21 w22 . . . a2n
...
...
...
...
wk1 wk2 . . . akn


fc1
fc2
...
fcn

=

Fy1
Fy2
...
Fyn

(11.1)
No. de muestras Dimensio´n fracF FrFT0 DFrFT
128 1 0 0 0.094
256 1 0.16 0.023 0.312
512 1 0.16 0.017 1.052
1024 1 0.18 0.016 4.657
128 2 1.265 1.219 20.937
256 2 2.813 2.828 177.984
512 2 6.672 7.141 1259.312
1024 2 17.515 19.843 6167.481
Tabla 11.1: Duracio´n en segundos de transformaciones de Fourier fraccionarias a
sen˜ales 1D y 2D de diferentes taman˜os, con los algoritmos implementados
Algo similar ocurrio´ con la operacio´n en integral de la convolucio´n fraccionaria,
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Figura 11.1: Valor de la fase de dos funciones de las FrFT implementadas
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mostrada en la ecuacio´n 7.7, la cual fue resuelta en diferentes formas y se dis-
cretizaron todas estas funciones para la digitacio´n de estos algoritmos en Scilab,
pero los resultados que esta arrojaba no eran los esperados para la operacio´n de
convolucio´n fraccionaria.
Se observa en la figura 11.2 que ambos algoritmos que realizan la operacio´n de
convolucio´n fraccionaria obtienen el mismo resultado en valores absolutos, pero al
graficar sus fases estas no corresponden y son muy diferentes, lo cual no permite
seguir adelante en la realizacio´n de las funcio´n del filtro peopuesto en la seccio´n 7.3.
Por tal motivo se implementa la ecuacio´n 7.6 la cual resuelve la convolucio´n frac-
cionaria por medio del teorema 3.1 utilizando la FrFT . Al hallar la Convolucio´n
fraccionaria por medio del algoritomo propuesto de la transformacio´n de Fourier
fraccionaria discreta y utilizarla segu´n el teorema de la convolucio´n no hay dudas
que se obtendra´ la convolucio´n fraccionaria de dos funciones en un angulo α = api/2.
La convolucio´n fraccionaria es la operacio´n por medio de la cual debe ser implemen-
tado el filtro de Wiener fraccionario y sin esta, este no puede obtenerse, ello llevo´ a
la demora de la realizacio´n del Filtro pero al final se cumplieron todos los objetivos
propuestos en la presente investigacio´n.
El taman˜o de memoria demandado por Scilab es dinamico realizado mediante las
funciones pwd, m=pwd(), y m=getcwd(); por esto el nu´mero de muestras de las
sen˜al de entrada aceptado por los para´metros iniciales en scilab en la FrFT es de
280 muestras y la funcio´n de entrada siempre debe ser una funcio´n par, por la dis-
cretizacio´n de la sen˜al en el intervalo (−N/2, N/2 − 1) 7.4, al realizar la peticio´n
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Figura 11.2: Valor de las fases de las funciones de convolucio´n fraccionaria
implementadas
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de memoria por medio de la sentencia stacksize(7e7); se aumenta el nu´mero de
muestras que pueden ser analizadas por la FrFT a un taman˜o de 1044 muestras,
sin embargo; la aplicacio´n de esta funcio´n a ima´genes medianas y grandes puede
ser algo tedioso, ver tabla 11.1 ya que podr´ıa llegar a demorar mucho tiempo para
hallar la transformada de la imagen, por tal razo´n se aconseja trabajar con ima´genes
pequen˜as de taman˜o igual o menor a 124 muestras para ambas dimensiones para
que su proceso no sea tedioso.
Cap´ıtulo 12
Conclusiones
Las investigaciones relacionadas con a´reas de las ciencias ba´sicas resultan bas-
tante interesante, por la reto´rica teor´ıa que estas siempre presentan; ma´s au´n cuando
se utilizan herramientas computacionales para realizar los ca´lculos de la investi-
gacio´n. El a´rea de la o´ptica de Fourier ha estado avanzando desde su invencio´n y
seguira´ avanzando au´n ma´s, gracias al poder de ca´lculo que se realizan con los com-
putadores modernos. Al hacer uso de herramientas para el ca´lculo nume´rico, siempre
hace falta ma´s poder computacional para llegar a conclusiones ma´s exactas, y nace
la necesidad de realizar los ca´lculos sobre un ambiente distribu´ıdo, Scilab es una
plataforma de ca´lculo nume´rico que ofrece estas posibilidades.
El estudio de sen˜ales no estacionarias en el campo cient´ıfico siempre ha representa-
do mayor preocupacio´n, ya que muchos factores en a´reas de biof´ısica, electrof´ısica,
geof´ısica, sismolog´ıa, entre muchas otras se generan aleatoriamente a lo largo del
tiempo, no obstante, poder hacer una rotacio´n en el espacio tiempo-frecuencia, y uti-
lizar esta informacio´n para el ana´lisis, estudio y tratamiento de sen˜ales son muchas
de las ventajas que tiene la transformacio´n de Fourier fraccionaria en el a´rea del
tratamiento de sen˜ales.
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La implementacio´n nume´rica de la FrFT en Scilab hace posible la generacio´n de
nuevas operaciones y filtros como la convolucio´n fraccionaria y el filtro de Wiener
fraccionario, los cuales se implementan de tal forma que minimiza el error al mo-
mento de la separacio´n de dos sen˜ales en el dominio de Fourier fraccionario, ya que
la dependencia del filtro con el orden fraccionario a lo convierte en un filtro adapta-
tivo [28]. As´ı, este tratamiento consigue un filtrado de una funcio´n no estacionaria
aleatoria, debido a rotaciones que realiza la transformacio´n de Fourier fraccionaria
sobre la distribucio´n de Wigner asociada a una sen˜al, permitiendo extraer todo el
ruido de manera adaptable en el dominio de Fourier fraccionario.
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