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Abstract
This thesis is a compilation of research in relativistic quantum information theory, and research
in quantum reference frames. The research in the former category concerns the fundamentals of
quantum information theory of localised qubits in curved spacetimes. This part of the thesis de-
tails how to obtain from field theory a description of a localised qubit in curved spacetime that
traverses a classical trajectory. The particles to provide the physical realisations of a localised
qubit are photons and massive spin- 12 fermions, e.g. electrons. We use a high frequency WKB
approximation of the Maxwell field and Dirac field, respectively, to obtain integral curves for
the particle, and equations governing the evolution of the two-dimensional quantum state and
its absolute phases. The quantum information theory is then developed by defining a relativistic
measurement formalism, and then constructing algorithms for path superpositions with interfer-
ometry, and entanglement and teleportation. This provides a foundation for the approximation of
classical particle qubits in curved spacetime, as well as providing a complete covariant quantum
information theory for describing localised qubits in curved spacetimes.
Subsequently, the measurement formalism for massive spin- 12 fermions is formalised by deriving
from field theory the quantum observable for a Stern–Gerlach measurement of a fermionic qubit
moving relativistically with respect to the Stern–Gerlach apparatus. Using again the WKB limit,
the interaction of the fermion field with the electromagnetic field of the Stern–Gerlach apparatus
demonstrates spin-dependent deflection of trajectories with the spin quantisation axis matching
the operator derived from the relativistic transformation properties of electromagnetic fields. This
provides justification from relativistic field theory of the appropriate interaction and relativistic
transformation properties of a fermion and a Stern–Gerlach magnet.
The second vein of research of this thesis regards what behaviour a relativity principle may have
in the context of quantum reference frames. A relativity principle in a physical theory dictates
how the description of a physical system and its dynamics change under a change in coordinates
or reference frame. This research explores the consequences of performing this change of reference
frame in the quantum reference frame framework. The scenario involves a quantum ‘system’, with
degrees of freedom and quantities defined relationally using an additional quantum system which
acts as a reference frame. There is also a second quantum reference frame which is uncorrelated
with the system or the first quantum reference frame. In order to change over to using the second
reference frame to define the relational quantities for the ‘system’, the two frames must become
correlated. The quantum reference frames are quantum systems, so a quantum measurement of
the two reference frames is required in order to accomplish this correlation. Due to the imperfect
ability of the quantum reference frames to act as frames, this measurement, and subsequent
discarding of the first reference frame, results in decoherence on the ‘system’ quantum degrees of
freedom. In this derivation the frames are treated as physical systems, but there is an alternative
description of this change of reference frames procedure in which the reference frames are treated
as external, static background elements. The decoherence then occurs to the ‘system’ without
interaction with any other degrees of freedom. This is a type of ‘intrinsic decoherence’, which has
been proposed as a semiclassical phenomenon of quantum gravity that arises due to the inherently
quantum nature of space.
ii
Acknowledgements
I would like to dearly thank:
Stephen Bartlett, Hans Westman, Florian Girelli, and Maki Takahashi, in so many capaci-
ties. Hannah Kennelly. My parents and siblings for their immense support; Karen Palmer for
proofreading. The Sydney crew, including the quantum, photonics, complex systems, and astro
people, picking out Felix Lawrence, Joel Wallman, and Maki again for additional thanks regarding
thesis advice. Daniel Terno, Terry Rudolph. Tim Ralph. The UQ crew. The Manly High crew,
picking out Flynn Pettersson as PhD advice-giver. James Erickson and Ben Fulcher for providing
electronic and global friendship and company.
Thank you also to all my other friends, colleagues, and family who have provided support or
company in some way.
I thank my thesis examiners for their constructive comments and insight.
iii
Note for arXiv version
This thesis contains work found in the quant-ph arXiv preprints 1108.3896, 1208.6434, and
1307.6597.
Chapter 2 contains joint work with Maki Takahashi and Hans Westman from 1108.3896, pub-
lished as [PTW12]. The chapter contains corrections and clarifications to the version of the work
in [PTW12]. The chapter also contains some major additions beyond the published paper. These
are: a section providing an introduction to general relativity §2.4.1; sections regarding how to
determine the transformation of a state along a trajectory, §2.4.5, §2.5.5, and §2.6.7; a paragraph
about Wigner rotations §2.5.4; and numerical calculations for the COW neutron gravitational
interferometry experiment including Table 2.7.1, in §2.7.4. I thank MT and HW for feedback and
suggestions regarding these additions.
Chapter 3 consists of the paper 1208.6434, published as [PTW13], with minor corrections and
adjustments. This also was joint work with MT and HW.
Chapter 4 is my own. I thank MT for comments on a draft, and MT and HW for discussions.
Chapter 5 is an updated version of 1307.6597, [PGB13], and contains research done with Florian
Girelli and Stephen Bartlett.
iv
Contents
Abstract ii
Acknowledgements iii
1 Introduction 1
1.1 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Localised qubits in curved spacetimes 3
2.0 Notation and conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 An outline of methods and concepts . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Issues from quantum field theory and the domain of applicability . . . . . . . . . . 9
2.4 Reference frames and connection 1-forms . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 The qubit as the spin of a massive fermion . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 The qubit as the polarisation of a photon . . . . . . . . . . . . . . . . . . . . . . . 25
2.7 Phases and interferometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.8 Elementary operations and measurement formalism . . . . . . . . . . . . . . . . . . 44
2.9 Quantum entanglement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.10 Conclusion, discussion, and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3 WKB analysis of relativistic Stern–Gerlach measurements 59
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Mathematical description of spin qubits . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 Intuitive derivation of the Stern–Gerlach observable . . . . . . . . . . . . . . . . . 64
3.4 WKB analysis of a Stern–Gerlach measurement . . . . . . . . . . . . . . . . . . . . 65
3.5 Conclusion and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4 Additional comments regarding representations of spin 71
4.1 Representations of the Lorentz group . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 Changing quantum reference frames 75
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Preliminaries: Classical and quantum reference frames . . . . . . . . . . . . . . . . 77
5.3 Change of a quantum reference frame . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 Example: Phase reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.5 Example: Cartesian and Direction frames . . . . . . . . . . . . . . . . . . . . . . . 91
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6 Summary and Outlook 97
Bibliography 101
v
A Appendix to Chapter 2 111
A.1 Spinors and SL(2,C) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 Jerk and non-geodesic motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
B Appendix to Chapter 5 117
B.1 Balanced Homodyne Detection of quantum phase references . . . . . . . . . . . . . 117
vi
List of Figures
2.2.1 Parallel transport of vectors in tangent spaces versus Hilbert spaces . . . . . . . . 7
2.6.1 Identifying the polarisation quantum state in a non-adapted tetrad . . . . . . . . . 31
2.7.1 Spacetime Mach-Zehnder interferometer (colour). . . . . . . . . . . . . . . . . . . . 35
2.7.2 Illustration of internal phase in wave envelopes . . . . . . . . . . . . . . . . . . . . 40
2.7.3 Illustration of recombination of envelopes . . . . . . . . . . . . . . . . . . . . . . . 40
2.7.4 Total phase difference between wavepackets . . . . . . . . . . . . . . . . . . . . . . 41
2.7.5 Neutron interferometry schematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.1 Commutative diagram of Weyl and Wigner group actions on spin. . . . . . . . . . 73
5.3.1 Re-encoding with or without using a background frame . . . . . . . . . . . . . . . 85
5.3.2 Net decoherence map on the system due to the change of reference frame map . . . 86
5.4.1 State overlaps for U(1) frames (colour) . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5.1 State overlap in decoherence map for SU(2) Cartesian fiducial states (colour) . . . 93
5.5.2 Overlap function in the SU(2) coherent state decoherence map (colour) . . . . . . 95
vii
viii
Chapter 1
Introduction
Quantum mechanics and general relativity are both extremely successful theories. However, the
theories each have a limited domain of applicability which cannot adequately describe extreme
phenomena where both quantum and gravitational effects are important. There is research into
developing a fundamentally new theory that will combine the phenomena and experimental pre-
dictions from both of these existing theories: a theory of quantum gravity. This would be a theory
of microscopic matter in gravitational settings that is (a) consistent with quantum mechanics
and general relativity in their domains, as well as (b) providing novel predictions for potentially
observable phenomena not explained in the existing physical theory. In this work it seems ex-
tremely difficult, given the immense theoretical overhead, to derive predictions for new realistic
phenomena, and so far no complete theory exists.
However, this is not the only way to explore physics at the boundary of quantum mechanics and
general relativity. There is also a top-down approach in which one seeks semiclassical phenomena
from modified simpler theories. This is in order to gain an intuition for phenomena in semiclassical
gravity scenarios, which in turn may motivate the structure and predictions in quantum gravity
theories. This was the approach taken for the research contained in this thesis. The models in
this thesis combine quantum mechanics with select elements of special and general relativity in
order to derive phenomena expected to be the semiclassical and most accessible novel effects of
a quantum theory of gravity. Quantum information theory is at the core of the research in this
thesis, the latter involving development of an operational theory for finite dimensional systems
in relativistic scenarios, and using finite dimensional systems to develop decoherence effects that
may occur at a semiclassical level in quantum gravity.
The contribution to physics this thesis offers is in two strains of research. The first concerns
the fundamentals of quantum information theory in curved spacetimes. The fundamental basis
of quantum information theory is the simplification of a quantum field theory to non-relativistic
situations in which the details of the field can be ignored to the extent that one can extract
from it a finite-dimensional Hilbert space. For the purposes of many experiments this is a good
approximation. For example, in many scenarios one can use the simplifying model of a point-
like electron with a two-dimensional Hilbert space for its spin. This quantum information theory
is developed in flat space, but is applied to describe experiments in the gravitational field of the
Earth. The epistemological intuition then is that this picture of particles with finite Hilbert spaces
is still a valid approximation in weak gravitational fields: a quantum information theory should
emerge in this limit from quantum field theory on curved spacetime. How do we formally obtain
this simplification, and what are its limitations and new phenomena?
This research is ostensibly in the area of ‘relativistic quantum information theory’, but it is
quite distinct to other research in this community. Rather than the study of particle production
and entanglement degradation for quantum fields, this research constructed quantum information
theory for localised qubits in curved space time consisting of photons or massive spin- 12 fermions.
In the second chapter of this thesis, this philosophy of deriving simplified results from a limit
of field theory was applied to measurement of spin in a relativistic setting. This was done in order
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to obtain justification from relativistic quantum theory on the correct interaction and relativistic
transformation properties of a charged fermion with a Stern–Gerlach magnet. This is because there
has been debate in the literature regarding what spin operator to use in relativistic measurements
of spin. The purpose of the spin operator in this context should be to determine how to relate a
measurement direction in the rest frame of a measurement apparatus to the spin eigenstates of the
measurement for a spin particle in relativistic motion with respect to the apparatus. The method
by which spin is measured involves interaction with a magnetic field, and this has a specific
transformation between Lorentz frames which differs to how other proposals of spin operator
transform.
The second strain of research is in quantum reference frames. Quantum reference frames
provide a practical way to send quantum information between parties who lack a shared frame of
reference. They also provide an analogue for how quantum space may behave.
Spacetime geometry in general relativity is dynamical, with a relationship between the distri-
bution of matter and the curvature of space. This concept combined with the quantum nature of
matter indicates the possibility that spacetime also has a quantum nature. There is then a ques-
tion of how quantum matter will interact with this quantum space. Quantum reference frames
provide a way to study this type of interaction, as they model the uncertainty of frames or coordi-
nates, as well as allowing the quantum physics to be independent of the choice of classical frames
or coordinates, considered to be unphysical. This idea of background independence is also at the
core of general relativity, so quantum reference frames provide a simple toy theory for combining
quantum mechanics with the dynamic nature of spacetime.
There has been research regarding the behaviour of quantum reference frames after measure-
ment, and what correspondence this might have with elements of quantum gravity. That research
has involved analyses of the behaviour of a single quantum reference frame. In my research I con-
sidered how quantum reference frames might behave in a relativity principle. A relativity principle
in a physical theory dictates how the description and dynamics of a physical system change under
a change of reference frame. For the research in this section we compared the description of a
quantum system when using one quantum reference frame to the description when using a second
quantum reference frame, but in order to use the second reference frame a measurement of the
two reference frames is required. This research details the decoherence that results from changing
the description from one reference frame to another. A connection with intrinsic decoherence is
made when one considers to describe this decoherence to the quantum state when the reference
frames are not treated as quantum states, but as external non-dynamic quantities. One would
then witness decoherence of an isolated quantum system, so called ‘intrinsic decoherence,’ due to
the inherent quantum nature of space. This effect is a proposed semi-classical effect of quantum
gravity.
1.1 Structure of the thesis
The thesis from this point consists primarily of published and submitted papers. The next three
chapters detail the research regarding construction of a quantum information theory of relativistic
localised qubits starting from field theory. The bulk of the research is in the ‘Localised qubits
in curved spacetimes’ paper in Chapter 2. Directly following this is the paper deriving the spin
operator corresponding to spin measurement of a relativistic charged massive fermion from field
theory, in Chapter 3. Chapter 4 is a short summary and discussion of the ways in which spin is
represented in relativistic settings. This concludes the first part of the thesis. The work on the
decoherence obtained due to changing quantum reference frames constitutes Chapter 5. Following
this is the conclusion for the thesis, Chapter 6. The combined bibliography for all chapters
follows on page 101. The appendices of the thesis consist of the appendix for ‘Localised qubits
in curved spacetimes’, Appendix A, and the appendix for ‘Changing quantum reference frames’,
Appendix B. Appendix A contains some additional mathematical details about spinors, and a proof
regarding the mathematical requirements of a transformation law for polarisation on non-geodesic
null trajectories. Appendix B contains an analysis of Balanced Homodyne Detection.
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Chapter 2
Localised qubits in curved
spacetimes
Abstract
We provide a systematic and self-contained exposition of the subject of localised qubits in curved
spacetimes. This research was motivated by a simple experimental question: if we move a spatially
localised qubit, initially in a state |ψ1〉, along some spacetime path Γ from a spacetime point
x1 to another point x2, what will the final quantum state |ψ2〉 be at point x2? This chapter
addresses this question for two physical realisations of the qubit: spin of a massive fermion and
polarisation of a photon. Our starting point is the Dirac and Maxwell equations that describe
respectively the one-particle states of localised massive fermions and photons. In the WKB limit
we show how one can isolate a two-dimensional quantum state which evolves unitarily along Γ.
The quantum states for these two realisations are represented by a left-handed 2-spinor in the case
of massive fermions and a four-component complex polarisation vector in the case of photons. In
addition we show how to obtain from this WKB approach a fully general relativistic description
of gravitationally induced phases. We use this formalism to describe the gravitational shift in the
Colella–Overhauser–Werner 1975 experiment. In the non-relativistic weak field limit our result
reduces to the standard formula in the original paper. We provide a concrete physical model for a
Stern–Gerlach measurement of spin and obtain a unique spin operator which can be determined
given the orientation and velocity of the Stern–Gerlach device and velocity of the massive fermion.
Finally, we consider multipartite states and generalise the formalism to incorporate basic elements
from quantum information theory such as quantum entanglement, quantum teleportation, and
identical particles. The resulting formalism provides a basis for exploring precision quantum
measurements of the gravitational field using techniques from quantum information theory.
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2.0 Notation and conventions
We use the following index notation:
- µ, ν, ρ, σ, . . . denote spacetime tensor indices
- I, J,K,L, . . . = 0, 1, 2, 3 denote tetrad indices.
- i, j, k, l, . . . = 1, 2, 3 for spatial components of the tetrad (the ‘triad’)
- A,B,C,D, . . . = 1, 2 for spinor indices
- A′, B′, C ′, D′, . . . = 1, 2 for conjugate spinor indices
The Minkowski metric is defined as ηµν = diag(1,−1,−1,−1). We generally use natural units
where c = ~ = 1, and in addition we set the charge of a proton to e = 1.
We use the Weyl representation for the Dirac γ-matrices
γI =
(
0 σI
σ¯I 0
)
where σI = (1, σi) and σ¯I = (1,−σi), and σi are the usual Pauli matrices. Writing this object
in spinor notation we have σI = σIAA′ and σ¯
I = σ¯IA
′A. In order to interpret the spatial parts
σiAA′ and −σ¯iA
′A as the Pauli matrices we use the convention in [BL, DHM10]: for σ¯I = σ¯IA
′A
the primed index is the row index and the unprimed index is the column index, and the opposite
assignment occurs for σI = σIAA′ . In spinorial notation σ
I is not an operator on the space of
spinors to itself; rather, an operator Aˆ carries an index structure A BA or A
A
B . Throughout this
chapter we will switch between the implicit index notation Aˆ and A BA or A
A
B .
2.1 Introduction
This chapter will provide a systematic and self-contained exposition of the subject of localised
qubits in curved spacetimes with the focus on two physical realisations of the qubit: spin of a
massive fermion and polarisation of a photon. Although a great amount of research has been
devoted to quantum field theory in curved spacetimes, e.g. [BD84, Wal94, MW07], the quantum
information theory of black holes [Ter05, MOD12, HH13, AMPS13, NVW13, LLT13, Sus13], and
also more recently to relativistic quantum information theory in the presence of particle creation
and the Unruh effect [AFSMT06, LS06, FMMMM10, MMFM11, MM11], the literature about
localised qubits and quantum information theory in curved spacetimes is relatively sparse [TU04,
ASJP09, PMR11]. In particular, we are aware of only three papers, [TU04, ASJP09, BDT11],
that deal with the following question: if we move a spatially localised qubit, initially in a state
|ψ1〉, along some spacetime path Γ from a point p1 in spacetime to another point p2, what will
the final quantum state |ψ2〉 be at point p2? This, and other relevant questions, were given as
open problems in the field of relativistic quantum information by Peres and Terno in [PT04, p.19].
The formalism developed in this chapter will be able to address such questions, and will also be
able to deal with the basic elements of quantum information theory such as entanglement and
multipartite states, teleportation, and quantum interference.
The basic object in quantum information theory is the qubit. Given a Hilbert space of some
physical system, we can physically realise a qubit as any two-dimensional subspace of that Hilbert
space. However, such physical realisations will in general not be localised in physical space. Fur-
thermore, it is debated whether the qubits provided by such nonlocal systems are useful realisations
[Dow11, Bra11, MMM12, CC12, FLB13]. In this chapter we shall restrict our attention to physical
realisations that are well-localised in physical space so that we can approximately represent the
qubit as a two-dimensional quantum state attached to a single point in space. From a spacetime
perspective a localised qubit is then mathematically represented as a sequence of two-dimensional
quantum states along some spacetime trajectory corresponding to the worldline of the qubit.
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In order to ensure relativistic invariance it is then necessary to understand how this quantum
state transforms under a Lorentz transformation. However, as is well-known, there are no finite-
dimensional faithful unitary representations of the Lorentz group [Wig39] and in particular no
two-dimensional ones. The only faithful unitary representations of the Lorentz group are infinite
dimensional (see e.g. [KN86]). Hence, these cannot be taken to mathematically represent a qubit,
i.e. a two-level system. Naively it would appear that a formalism for describing localised qubits
which is both relativistic and unitary is a mathematical impossibility.
In the case of flat spacetime the Wigner representations [Wig39, Wei95] provide unitary and
faithful but infinite-dimensional representations of the Lorentz group. These representations
make use of the symmetries of Minkowski spacetime, i.e. the full inhomogeneous Poincare´ group
which includes rotations, boosts, and translations. The basis states |p, σ〉 are taken to be eigen-
states of the four momentum operators (the generators of spatio-temporal translations) Pˆµ, i.e.
Pˆµ|p, σ〉 = pµ|p, σ〉 where the symbol σ refers to some discrete degree of freedom, perhaps spin or
polarisation. One strategy for obtaining a two-dimensional (perhaps mixed) quantum state ρσσ′
for the discrete degree of freedom σ would be to trace out the momentum degree of freedom. But
as shown in [PST02, PT03, PT04, BT05] this density operator does not have covariant transfor-
mation properties. The mathematical reason, from the theory presented in this chapter, is that
the quantum states for qubits with different momenta belong to different Hilbert spaces. Thus,
the density operator ρσσ′ is then a mixture of states which belong to different Hilbert spaces.
The operation of ‘tracing out the momenta’ is neither physically meaningful nor mathematically
motivated.1
Another strategy for defining qubits in a relativistic setting would be to restrict to momentum
eigenstates |p, σ〉. The continuous degree of freedom P is then fixed and the remaining degrees of
freedom are discrete. In the case of a photon or fermion the state space is two dimensional and this
can then serve as a relativistic realisation of a qubit. This is the strategy in [TU04, ASJP09] where
the authors develop a theory of transport of qubits along worldlines. However, when we go from
a flat spacetime to curved we lose the translational symmetry and thereby also the momentum
eigenstates |p, σ〉. The only symmetry remaining is local Lorentz invariance which is manifest
in the tetrad formulation of general relativity. Since the translational symmetry is absent in a
curved spacetime it seems difficult to work with Wigner representations which rely heavily on the
full inhomogeneous Poincare´ group. The use of Wigner representations therefore needs further
justification as they do not exist in curved spacetimes.
In this chapter we shall refrain from using the infinite-dimensional Wigner representation,
only translating results to the Wigner representation for comparison and for familiarity for some
readers. Since our focus is on qubits physically realised as polarisation of photons and spin of
massive fermions our starting point will be the field equations that describe those physical systems,
i.e. the Maxwell and Dirac equations in curved spacetimes. Using the WKB approximation we
then show in detail how one can isolate a two-dimensional Hilbert space and determine an inner
product, unitary evolution, and a quantum state in a Lorentz covariant formalism. Our procedure
reproduces the results of [TU04, ASJP09], and can be regarded as an independent justification
and validation.
Notably, possible gravitationally induced global phases [Ana77, Sto79, AL92, Sak93, Wer94,
AEN01], which are absent in [TU04, ASJP09], are automatically included in the WKB approach.
Such a phase is irrelevant if only single trajectories are considered. However, quantum mechanics
allows for more exotic scenarios such as when a single qubit is simultaneously transported along
a superposition of paths. In order to analyse such scenarios it is necessary to determine the grav-
itationally induced phase difference. We show how to derive a simple but fully general relativistic
expression for such a phase difference in the case of spacetime Mach–Zehnder interferometry. Such
a phase difference can be measured empirically [COW75] with neutrons in a gravitational field.
See [Ana77, Man98, VR00] and references therein for further details and generalisations. The
formalism developed in this chapter can easily be applied to any spacetime, e.g. spacetimes with
frame-dragging.
1This will be discussed in more detail in Chapters 3 and 4.
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This chapter aims to be self-contained and we have therefore included necessary background
material such as the tetrad formulation of general relativity, the connection 1-form, spinor for-
malism and more (§2.4 and A.1). For example, the absence of global reference frames in a curved
spacetime has a direct bearing on how entangled states and quantum teleportation in a curved
spacetime are to be understood conceptually and mathematically. We discuss this in Section 2.9.
2.2 An outline of methods and concepts
In this section we provide a general outline of the main ideas and concepts needed to understand
the topic of localised qubits in curved spacetimes.
2.2.1 Localised qubits in curved spacetimes
Let us now make precise the concept of a localised qubit. As a minimal characterisation, a
localised qubit is understood in this chapter as any two-level quantum system which is spatially
well-localised. Such a qubit is effectively described by a two-dimensional quantum state attached
to a single point in space. From a spacetime perspective the history of the localised qubit is then a
sequence (i.e. a one-parameter family) of two-dimensional quantum states |ψ(λ)〉 each associated
with a point xµ(λ) on the worldline of the qubit parameterised by λ. In this chapter we will focus
on qubits represented by the spin of an electron and the polarisation of a photon and show how
one can, by applying the WKB approximation to the corresponding field equation (the Dirac or
Maxwell equation), extract a two-level quantum state associated with a spatially localised particle.
The sequence of quantum states |ψ(λ)〉 must be thought of as belonging to distinct Hilbert
spaces Hx(λ) attached to each point xµ(λ) of our trajectory. The situation is identical to that
in differential geometry where one must think of the tangent spaces associated with different
spacetime points as mathematically distinct: since the parallel transport of a vector along some
path from one point to another is path dependent there is no natural identification between vectors
of one tangent space and the other.2 The parallel transport, for any type of object, is simply a
sequence of infinitesimal Lorentz transformations acting on the object and it is this sequence
that is in general path dependent. Thus, if we are dealing with a physical realisation of a qubit
whose state transforms non-trivially under the Lorentz group, as is the case for the two physical
realisations that we are considering, we must also conclude that in general it is not possible to
compare quantum states associated with distinct points in spacetime. As we shall see in sections
2.5.3.1 and 2.6.5, Hilbert spaces for different momenta pµ(λ) of the particle carrying the qubit
must also be considered distinct. The Hilbert spaces will therefore be indexed as Hx,p, and so
along a trajectory there will be a family of Hilbert spaces H(x,p)(λ).
The ambiguity in comparing separated states has particular consequences: It is in general
not well-defined to say that two quantum states associated with distinct points in spacetime are
the same. Nor is it mathematically well-defined to ask how much a quantum state has “really”
changed when moved along a path. Nevertheless, if two initially identical states are transported
to some point x but along two distinct paths, the difference between the two resulting states is
well-defined, since we are comparing states belonging to the same Hilbert space (see Figure 2.2.1).
There are also consequences for how we interpret basic quantum information tasks such as
quantum teleportation: When Alice “teleports” a quantum state over some distance to Bob we
would like to say that it is the same state that appears at Bob’s location. However, this will
not have an unambiguous meaning. An interesting alternative is to instead use the maximally
entangled state to define what is “the same” quantum state for Bob and Alice, at their distinct
locations. We return to these issues in §2.9.3.
In a strict sense a localised qubit can be understood as a sequence of quantum states attached
to points along a worldline. We will however relax this notion of localised qubits slightly to allow
for path superpositions as well. More specifically, we can consider scenarios in which a single
localised qubit is split up into a spatial superposition, transported simultaneously along two or
2The formal structure of this is the ‘vector bundle’.
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Figure 2.2.1: If we parallel transport a vector v from point x1 to x2 along two
distinct trajectories Γ1 and Γ2 in curved spacetime we generally obtain two
distinct vectors vΓ1 and vΓ2 at x2. Thus, no natural identification of vectors
of one tangent space and another exists in general and we need to associate a
distinct tangent space for each point in spacetime. The same applies to quantum
states and their Hilbert spaces: the state at a point x2 of a qubit moved from
a point x1 would in general depend on the path taken, and hence the Hilbert
space for each point is distinct. The Hilbert spaces Hx1 and Hx2 are illustrated
as vertical ‘fibres’ attached to the spacetime points x1 and x2.
more distinct worldlines, and made to recombine at some future spacetime region so as to produce
quantum interference phenomena (see §2.7). We will still regard these spatial superpositions as
localised if the components of the superposition are each localised around well-defined spacetime
trajectories.
2.2.2 Physical realisations of localised qubits
The concepts of a classical bit and a quantum bit (cbit and qubit for short) are abstract concepts in
the sense that no importance is usually attached to the specific way in which we physically realise
the cbit or qubit. However, when we want to manipulate the state of the cbit or qubit using
external fields, the specific physical realisation of the bit becomes important. For example, the
state of a qubit, physically realised as the spin of a massive fermion, can readily be manipulated
using an external electromagnetic field, but the same is not true for a qubit physically realised as
the polarisation of a photon.
The situation is no different when the external field is the gravitational one. In order to develop
a formalism for describing transport of qubits in curved spacetimes it is necessary to pay attention
to how the qubit is physically realised. Without knowing whether the qubit is physically realised
as the spin of a massive fermion or the polarisation of a photon, for example, it is not possible to
determine how the quantum state of the qubit responds to the gravitational field. More precisely:
gravity, in part, acts on a localised qubit through a sequence of Lorentz transformations which
can be determined from the trajectory along which it is transported and the gravitational field,
i.e. the connection one-form ωµ
I
J . Since different qubits can constitute different representations
under the Lorentz group, the influence of gravity will be representation dependent. This is not at
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odds with the equivalence principle, which only requires that the qubits are acted upon with the
same Lorentz transformation.
2.2.3 Our approach
Our starting point will be the one-particle excitations of the respective quantum fields. These
one-particle excitations are described by complexified classical fields Ψ or Aµ, which are governed
by the classical Dirac or Maxwell equation, respectively. Our goal is to formulate a mathematical
description for localised qubits in curved spacetime. Therefore we must find a regime in which
the spatial degrees of freedom of the fields are suppressed so that the relevant state space reduces
to a two-dimensional quantum state associated with points along some well-defined spacetime
trajectory. Our approach is to apply the WKB approximation to these field equations (sections
2.5.1 and 2.6.1) and study spatially localised solutions. In this way we can isolate a two-dimensional
quantum state that travels along a classical trajectory.
In the approach that we use for the two realisations, we start with a general wavefunction for
each field, decomposed as
φA(x) = ψA(x)ϕ(x)e
iθ(x) or Aµ(x) = ψµ(x)ϕ(x)e
iθ(x)
where the two-component spinor field φA(x) is the left-handed component of the Dirac field Ψ
and is sufficient for describing a fermion [DHM10], and xµ is some coordinate system. The de-
compositions for the two fields are similar: θ(x) is the phase, ϕ(x) is the real-valued envelope,
and ψA(x) or ψµ(x) are fields that encode the quantum state of the qubit in the respective cases.
These latter objects are respectively the normalised two-component spinor field and normalised
complex-valued polarisation vector field. Note that we are deliberately using the same symbol ψ
for both the two-component spinor ψA and the polarisation 4-vector ψµ as it is these variables
that encode the quantum state in each case.
The WKB limit proceeds under the assumptions that the phase θ(x) varies in x much more
rapidly than any other aspect of the field and that the wavelength of the phase oscillation is much
smaller than the spacetime curvature scale. Expanding the field equations under these conditions
we obtain:
• a field of wavevectors kµ(x) whose integral curves satisfy the corresponding classical equa-
tions of motion;
• a global phase θ, determined by integrating kµ along the integral curves;
• transport equations that govern the evolution of ψA and ψµ along this family of integral
curves;
• a conserved current which will be interpreted as a quantum probability current.
The assumptions of the WKB limit by themselves do not ensure a spatially localised envelope ϕ(x),
and therefore do not in general describe localised qubits. In sections 2.5.2 and 2.6.2 we add further
assumptions that guarantee that the qubit is localised during its transport along the trajectory.
The spatial degrees of freedom are in this way suppressed and we can effectively describe the
qubit as a sequence of quantum states, encoded in the objects ψA(τ) or ψµ(λ). These objects
constitute non-unitary representations of the Lorentz group. As we shall see in §2.8, unitarity is
recovered once we have correctly identified the respective inner products. Notably, the Hilbert
spaces H(x,p)(λ) we obtain are labelled with both the position and the momentum of the localised
qubit.
Finally, since the objects ψA(τ) and ψµ(λ) have been separated from the phase e
iθ(x), the
transport equations for these objects do not account for possible gravitationally induced global
phases. We show how to obtain such phases in §2.7 from the WKB approximation. Thus, with
the inclusion of phases, we have provided a complete, Lorentz covariant formalism describing the
transport of qubits in curved spacetimes. Hereafter it is straightforward to extend the formalism
to several qubits in order to treat multipartite states, entanglement and teleportation (§2.9),
providing the basic ingredients of quantum information theory in curved spacetimes.
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2.3 Issues from quantum field theory and the domain of
applicability
The formalism describing qubits in curved spacetimes presented in this chapter has its specific
domain of applicability and cannot be taken to be empirically correct in all situations. One simple
reason for this is that the current most fundamental theory of nature is not formulated in terms
of localised qubits but instead involves very different objects such as quantum fields. There are
four important issues arising from quantum field theory that restrict the domain of applicability:
• the problem of localisation;
• particle number ambiguity;
• particle creation;
• the Unruh effect.
Below we discuss these issues and indicate how they restrict the domain of applicability of the
formalism of this chapter. It is worth noting that quantum field theory in curved spacetimes is
itself limited in scope, away from quantum gravity scenarios such as extremely high energies or
curvature (10−15m or 10−23s) [BD84]. The domain of applicability we obtain is well within this
scope.
2.3.1 The localisation problem
The formalism of this chapter concerns spatially localised qubits, with the wavepacket width being
much smaller than the curvature scale. However, it is well-known from quantum field theory that
it is not possible to localise one-particle states to an arbitrary degree [Kni61]. For example,
localisation of massive fermions is limited by the Compton wavelength λc = h/mc [NW49]. More
precisely, any wavefunction constructed from exclusively positive frequency modes must have a
tail that falls off with radius r slower than e−r/λc [Heg85]. However, this is of no concern if
we only consider wavepackets with a width much larger than the Compton wavelength. This
consequently restricts the domain of applicability of the material in this chapter. In particular,
since the width of the wavepacket is assumed to be much smaller than the curvature scale (see
§2.3.2), the localisation theorem means that we cannot deal with extreme curvature scales of the
order of the Compton wavelength.
A similar problem exists also for photons. Although the Compton wavelength for photons
is ill-defined, it has also been shown that they must have non-vanishing sub-exponential tails
[Heg74, BB98, Kel05, BBBB09].
Given these localisation theorems it is not strictly speaking possible to define a localised
wavepacket with compact support. However, for the purpose of this chapter we will assume
that most of the wavepacket is contained within some region, smaller than the curvature scale,
and the exponential tails outside can safely be neglected in calculations. We will assume from
here on that this is indeed the case.
2.3.2 Particle number ambiguity
One important lesson that we have learned from quantum field theory in curved spacetimes is
that a natural notion of particle number is in general absent; see e.g. [Wal94]. It is only under
special conditions that a natural notion of particle number emerges. Therefore, for arbitrary time-
dependent spacetimes it is not in general possible to talk unambiguously about the spin of one
electron or the polarisation state of one photon as this would require an unambiguous notion of
particle number. This is important in this chapter because a qubit is realised by the spin of one
massive fermion or polarisation of one photon.
The particle number ambiguity can be traced back to the fact that the most fundamental
mathematical objects in quantum field theory are the quantum field operators and not particles
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or Fock space representations. More specifically, how many particles a certain quantum state is
taken to represent depends in general on how we expand the quantum field operators in terms of
annihilation and creation operators (aˆi, aˆ
†
i ):
φˆ(x) =
∑
i
f¯iaˆi + fiaˆ
†
i
which in turn depends on how the complete set of modes (which are solutions to the corresponding
classical field equations) is partitioned into positive and negative frequency modes (fi, f¯i). In
particular, the number operator Nˆ ≡ ∑i aˆ†i aˆi depends on the expansion of the quantum field
operator φˆ(x).
There are then two issues with particle number. The first is that particle number N is defined
globally, so there is no localised definition of particle content. The second is that field mode
expansion can be done in an infinitude of distinct ways (e.g. Minkowski or Rindler) related by
Bogoliubov transformations [Haa55, BD84, CH01, EF06]. So even globally there is ambiguity of
particle content depending on the field mode decomposition chosen. Particle number is therefore
ill-defined. Since we base our approach on the existence of well-defined one-particle states for
photons and massive fermions, the particle number ambiguity seems to raise conceptual difficulties.
We will now argue from the equivalence principle we can recover an unambiguous definition
of particle number for spatially localised states. Consider first vanishing external fields and thus
geodesic motion (we will turn to non-geodesics in the next section). In a pseudo-Riemannian
geometry, for any sufficiently small spacetime region we can always find coordinates such that the
metric tensor is the Minkowski metric gµν
∗
= ηµν , where
∗
= denotes a non-covariant equality, i.e.;
true in one choice of coordinates, and the affine connection is zero Γρµν
∗
= 0. However, this is true
also for a sufficiently narrow strip around any extended spacetime trajectory, i.e. there exists an
extended open region containing the trajectory such that gµν
∗
= ηµν and Γ
ρ
µν
∗
= 0 [Wei72]. Thus,
as long as the qubit wavepacket is confined to that strip it can be described as travelling in a flat
spacetime.3 In particular, the usual free Minkowski modes e±ip·x form a complete set of solutions
to the wave equation for wavepackets localised within the strip. Using these modes we can then
define positive and negative frequency, as would be detected by inertial observers. Choosing these
inertial observers as the preferred frames in which to determine particle number, the notion of
particle number thus becomes well-defined. Thus, if we restrict ourselves to qubit wavepackets
that are small with respect to the typical length scale associated with the spacetime curvature, the
particle number ambiguity is circumvented and it becomes unproblematic to think of the classical
fields Ψ(x) and Aµ(x) as describing one-particle excitations of the corresponding quantum field.
2.3.3 Particle creation and external fields
Within a strip as defined in the previous section, the effects of gravity are absent and therefore
there is no particle creation due to gravitational effects for sufficiently localised qubits. If the
trajectory Γ along which the qubit is transported is non-geodesic, non-zero external fields need
to be present along the trajectory. For charged fermions we could use an electromagnetic field.
However, if the field strength is strong enough it might cause spontaneous particle creation and
we would not be dealing with a single particle and thus not a two-dimensional Hilbert space. As
the formalism of this chapter presupposes a two-dimensional Hilbert space, we need to make sure
that we are outside the regime where particle creation can occur.
When time-dependent external fields are present, the normal modes e±ip·x are no longer solu-
tions of the corresponding classical field equations and there will in general be no preferred way of
partitioning the modes (fi, f¯i) into positive and negative frequency modes. Therefore, even when
we confine ourselves to within the above mentioned narrow strip, particle number is ambiguous.
3Curvature cannot be set to zero in this process [MTW73, §1.6], but we will see in §2.5 and §2.6 that for
wavelengths much smaller than the curvature, the WKB limits of the field equations allow the effect of curvature
to drop out. See [Aud81a, ASJP09] for treatments of this effect.
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This type of particle number ambiguity can be circumvented with the help of asymptotic ‘in’
and ‘out’ regions in which the external field is assumed to be weak. In the scenarios considered
in this chapter there will be a spacetime region Rprep. in which the quantum state of the qubit is
prepared, and a spacetime region Rmeas. where a suitable measurement is carried out on the qubit.
The regions are connected by one or many timelike paths along which the qubit is transported.
The regions Rprep. and Rmeas. are here taken to be macroscopic but still sufficiently small such
that no tidal effects are detectable, and so special relativity is applicable. We allow for non-zero
external fields in these regions and along the trajectory, though we assume that external fields (or
other interactions) are weak in these end regions so that the qubit is essentially free there. This
means that in Rprep. and Rmeas. we can use the ordinary Minkowski modes eip·x and e−ip·x to
expand our quantum field. This provides us with a natural partitioning of the modes into positive
and negative frequency modes and thus particle number is well-defined in the two regions Rprep.
and Rmeas.. For our purposes we can therefore regard (approximately) the regions Rprep. and
Rmeas. as the asymptotic ‘in’ and ‘out’ regions of ordinary quantum field theory.
If we want to determine whether there is particle creation we simply ‘propagate’ (using the wave
equation with an external field) a positive frequency mode (with respect to the free Minkowski
modes in Rprep.) from region Rprep. to Rmeas.. We are not concerned with what form a mode
takes outside these regions and strip. In region Rmeas. we then see whether the propagated mode
has any negative frequency components (with respect to the free Minkowski modes in Rmeas.). If
negative frequency components are present we can conclude that particle creation has occurred
(see e.g. [PS95]). This will push the physics outside our one-particle-excitation formalism and we
need to make sure that the strength of the external field is sufficiently small so as to avoid particle
creation.
One also has to avoid spin-flip transitions in photon radiation processes such as gyromagnetic
emission, which describes radiation due to the acceleration of a charged particle by an external
magnetic field, and the related Bremsstrahlung, which corresponds to radiation due to scattering
off an external electric field [BT99, Mel07, Mel13]. For the former, a charged fermion will emit
photons for sufficiently large accelerations and can cause a spin flip and thus a change of the
quantum state of the qubit. Fortunately, the probability of a spin-flip transition is much smaller
than that of a spin conserving one, which does not alter the quantum state of the qubit [Mel13].
In this chapter we assume that the acceleration of the qubit is sufficiently small so that we can
ignore such spin-flip processes.
2.3.4 The Unruh effect
Consider the case of flat spacetime. A violently accelerated particle detector could click (i.e. indicate
that it has detected a particle) even though the quantum field φˆ is in its vacuum state. This is the
well-known Unruh effect [Unr76, BD84, LS06]. What happens from a quantum field theory point
of view is that the term for the interaction between a detector and a quantum field allows for a
process where the detector gets excited and simultaneously excites the quantum field. This effect
is similar to that when an accelerated electron excites the electromagnetic field [AS07]. A different
way of understanding the Unruh effect is by recognising that there are two different timelike Killing
vector fields of the Minkowski spacetime: one generates inertial timelike trajectories and the other
generates orbits of constant proper acceleration. Through the separation of variables of the wave
equation one then obtains two distinct complete sets of orthonormal modes: Minkowski modes and
Rindler modes, corresponding respectively to each Killing field. The positive Minkowski modes
have negative frequency components with respect to the Rindler modes and it can be shown that
the Minkowski vacuum contains a thermal spectrum with respect to a Rindler observer.
In order to ensure that our measurement and preparation devices operate ‘accurately’, their
acceleration must be small enough so as not to cause an Unruh type effect.
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2.3.5 The domain of applicability
Let us summarise. In order to avoid unwanted effects from quantum field theory we have to restrict
ourselves to scenarios in which:
• the qubit wavepacket size is much smaller than the typical curvature scale (to ensure no
particle number ambiguity);
• in the case of massive fermions, because of the localisation problem the curvature scale must
be much larger than the Compton wavelength;
• there is at most moderate proper acceleration of the qubit (to ensure no particle creation or
spin-flip transition due to external fields);
• there is at most moderate acceleration of preparation and measurement devices (to ensure
negligible Unruh effect).
For the rest of the chapter we will tacitly assume that these conditions are met.
2.4 Reference frames and connection 1-forms
The notion of a local reference frame, which is mathematically represented by a tetrad field
eµI (x), is essential for describing localised qubits in curved spacetimes. This section provides an
introduction to some of the elements of general relativity and to the mathematics of tetrads with
an eye towards their use for quantum information theory in curved spacetime. The hurried reader
may want to skip to §2.5. A presentation of tetrads can also be found in [Car03, App. J].
2.4.1 Curved spacetime
To set the scene of curved spacetime, this subsection provides a very quick introduction to some of
the elements of general relativity [Wei72, MTW73, Wal84, Har03]. General relativity is a theory
of gravity in which spacetime is curved and the free-fall trajectories (geodesics) are the straight
lines in this geometry.
To begin with, we will have some spacetime coordinates xµ, with µ = t, x, y, z with which we
can map out the positions of matter. The geometry of spacetime is determined by the distribution
of this matter via the Einstein Field Equations
Rµν(x)− 1
2
gµν(x)R(x) + gµν(x)Λ = 8piGTµν(x),
a tensor of nonlinear equations relating the distribution of energy (including matter) Tµν to the
geometry of the manifold R, Rµν , Λ and gµν (the Ricci curvature scalar, Ricci curvature tensor,
the cosmological constant, and the metric tensor) at each point x. In this chapter we will not be
determining solutions of the space time and its geometry from the distribution of matter. Instead
we will presume there is a well-defined field of metric tensors gµν(x) which satisfies the Einstein
Field Equations. Given the metric, what we are concerned with in this chapter is the movement
of quantum fields on a manifold with geometry described by gµν(x).
Except at exceptional points such as singularities, for a point x on the manifold we can compute
infinitesimal elements dxµ(x), each of which is a vector. These infinitesimal elements, combined
with the metric tensor gµν(x), determine the infinitesimal path length between two neighbouring
points in the spacetime: ds2 = gµνdx
µdxν where gµν is the inverse of g
µν in that gµνg
νρ = δρµ. The
set of dxµ at each point x also provides a frame in whose basis we can write vectors. In components,
contravariant spacetime vectors are V µ = (V t, V a) = (V t, V x, V y, V z), and the covariant vector
is written Vµ = gµνV
ν .
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In §2.4.4 we construct the tetrad eIµ to provide an orthonormal basis, the so-called Lorentz
frame at each point. We use the −2 signature for general relativity.4 Therefore, in this basis we
have the Minkowski metric ηIJ ∼ diag(1,−1,−1,−1) ∼ ηIJ at each point. Lorentz contravariant
vectors are written V I = (V 0, V i) = (V 0, V 1, V 2, V 3), and the corresponding covariant vector is
written VI = ηIJV
J = (V 0,−V 1,−V 2,−V 3) = (V0,−Vi).
After introducing reference frames and tetrad frames in more detail in the following two sec-
tions, in §2.4.4 we then describe how vectors map between tangent spaces. In order to do this
we require some additional geometric quantities which can be derived from the metric field, in
particular the Christoffel symbols:
Γρµν =
1
2
gρσ (∂µgσν + ∂νgσµ − ∂σgµν) . (2.4.1)
We then obtain the covariant derivative, which produces the parallel transport of a vector along
a geodesic trajectory, and the Fermi–Walker equation, governing the torque-free transport of a
vector along an accelerated trajectory.
2.4.2 The absence of global reference frames
One main issue that arises when generalising quantum information theory from flat to curved
spaces is the absence of a global reference frame. On a flat space manifold one can define a global
reference frame by first introducing, at an arbitrary point x1, some orthonormal reference frame,
i.e. we associate three orthonormal spatial vectors (xˆx1 , yˆx1 , zˆx1) with the point x1. In order to
establish a reference frame at some other point x2 we can parallel transport each of the three
vectors to that point. Since the manifold is flat the three resulting orthonormal directions are
independent of the path along which they were transported. Repeating this for all points x in
our space we obtain a unique field of reference frames (xˆx, yˆx, zˆx) defined for all points x on the
manifold.5 Thus, from an arbitrarily chosen reference frame at a single point x1 we can erect a
unique global reference frame.
However, when the manifold is curved no unique global reference frame can be established
in this way. The reference frame obtained at point x2 by the parallel transport of the reference
frame at x1 is in general dependent on the path along which the frame was transported. Thus, in
general there is no path-independent way of constructing global reference frames. Instead we have
to accept that the choice of reference frame at each point on the manifold is completely arbitrary,
leading us to the notion of local reference frames.
To illustrate this situation and its consequences in the context of quantum information theory
in curved space, consider two parties, Alice and Bob, at separated locations. First we turn to
the case where the space is flat and the entangled state is the singlet state. The measurement
outcomes will be anticorrelated if Alice and Bob measure along the same direction. In flat space
the notion of ‘same direction’ is well-defined. However, in curved space, whether two directions
are ‘the same’ or not is a matter of pure convention, since the direction obtained from parallel
transporting a reference frame from Alice to Bob is path dependent. Thus, the phrase ‘Alice and
Bob measure along the same direction’ does not have an unambiguous meaning in curved space.
With no natural way to determine that two reference frames at separated points have the same
orientation, we are left with having to keep track of the arbitrary local choice of reference frame
at each point. The natural way to proceed is then to develop a formalism that will be reference
frame covariant, with the empirical predictions (e.g. predicted probabilities) of the theory required
to be manifestly reference frame invariant. The formalism obtained in this chapter meets these
two requirements.
4This is less common for working with vectors, because the spatial hypersurfaces have negative components, but
it is more sensible for work with spinors, since the abstract and geometric methods for raising and lowering spinor
indices produce the same spinor with the same sign (see [Wal84] and appendix section A.1.2).
5In this chapter we will implicitly always work in a topologically trivial open set. This allows us to ignore
topological issues, e.g. the fact that not all manifolds will admit the existence of an everywhere non-singular field
of reference frames.
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2.4.3 Tetrads and local Lorentz invariance
The previous discussion was in terms of a curved space and a spatial reference frame consisting of
three orthonormal spatial vectors. However, in this chapter we consider curved spacetimes, and so
we have to adjust the notion of a reference frame accordingly. We can do this by simply including
the 4-velocity of the spatial reference frame as a fourth component tˆx of the reference frame.
Thus, in relativity a reference frame (tˆx, xˆx, yˆx, zˆx) at some point x consists of three orthonormal
spacelike vectors and a timelike vector tˆx.
Instead of using the cumbersome notation (tˆx, xˆx, yˆx, zˆx) to represent a local reference frame
at a point x we adopt the compact standard notation eµI (x). Here I = 0, 1, 2, 3 labels the four
orthonormal vectors of this reference frame such that eµ0 ∼ tˆ, eµ1 ∼ xˆ, eµ2 ∼ yˆ, and eµ3 ∼ zˆ,
and µ labels the four components of each vector with respect to the coordinates on the curved
manifold. The object eµI (x) is called a tetrad field. This object represents a field of arbitrarily
chosen orthonormal basis vectors for the tangent space for each point in the spacetime manifold
M. This orthonormality is defined in spacetime by
gµν(x)e
µ
I (x)e
ν
J(x) = ηIJ
where gµν is the spacetime metric tensor and ηIJ is the local flat Minkowski metric. Furthermore,
orthogonality implies that the determinant e = det(eµI ) of the tetrad as a matrix in (µ, I) must be
non-zero. Thus there exists a unique inverse to the tetrad, denoted by eIµ, such that e
I
µe
µ
J = η
I
J = δ
I
J
or eIµe
ν
I = g
ν
µ = δ
ν
µ. Making use of the inverse e
I
µ we obtain
gµν(x) = e
I
µ(x)e
J
ν (x)ηIJ .
Therefore, if we are given the inverse reference frame eIµ(x) for all spacetime points x we can
reconstruct the metric gµν(x). The tetrad e
µ
I (x) can therefore be regarded as a mathematical
representation of the geometry.
As stressed above, on a curved manifold the choice of reference frame at any specific point x is
completely arbitrary. Consider then local, i.e. spacetime-dependent, transformations of the tetrad
eµI (x)→ e′µI (x) = Λ JI (x)eµJ(x) that preserve orthonormality;
ηIJ = gµν(x)e
′µ
I (x)e
′ν
J (x) = gµν(x)Λ
K
I (x)e
µ
K(x)Λ
L
J (x)e
ν
L(x) = ηKLΛ
K
I (x)Λ
L
J (x). (2.4.2)
The transformations Λ JI (x) are recognised as local Lorentz transformations, leaving ηIJ invariant.
Given that the matrices Λ JI (x) are allowed to depend on x
µ, so that different transformations can
be performed at different points on the manifold, the reference frames associated with different
points are therefore allowed to be changed in an uncorrelated manner. However for continuity
reasons we will restrict Λ JI (x) to local proper Lorentz transformations, i.e. members of SO
+(1, 3).
The inverse tetrad eIµ transforms as e
I
µ → e′Iµ = ΛIJeJµ where ΛIKΛ KJ = δIJ . We now see that
the gravitational field gµν is invariant under these transformations:
g′µν = ηIJe
′I
µ e
′J
ν = ηIJΛ
I
Ke
K
µ Λ
J
Le
L
ν = ηIJΛ
I
KΛ
J
Le
K
µ e
l
ν = ηKLe
K
µ e
L
ν = gµν . (2.4.3)
Therefore, all tetrads related by a local Lorentz transformation ΛIJ(x) represent the same
geometry gµν . Thus, by switching from a metric representation to a tetrad representation we have
made manifest local Lorentz invariance.
As stated earlier it will be useful to formulate qubits in curved spacetime in a reference frame
covariant manner. To do so we need to be able to represent spacetime vectors with respect to the
tetrads and not the coordinates. A spacetime vector V expressed in terms of the coordinates will
carry the coordinate index V µ. However, the vector could likewise be expressed in terms of the
tetrad basis, in this case V µ = V IeµI where V
I are the components of the vector in the tetrad basis
given by V I = eIµV
µ. We can therefore work with tensors represented either in the coordinate
basis labelled by Greek indices µ, ν, ρ, etc or in the tetrad basis where tensors are labelled with
capital Roman indices I, J,K, etc. The indices are raised or lowered either with gµν or with ηIJ
depending on the basis.6 We will switch between tetrad and coordinate indices freely throughout
this chapter.
6See Notation and conventions, Section 2.0.
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2.4.4 The connection 1-form
In order to define a covariant derivative and parallel transport one needs a connection. When
this connection is expressed in the coordinate basis, which is in general neither normalised nor
orthogonal, this is referred to as the affine connection Γρµν , given in (2.4.1). Alternatively if the
connection is expressed in terms of the orthonormal tetrad basis it is called the connection one-
form ω Iµ J . To see this, consider the parallel transport of a vector V
µ along some path xµ(λ) given
by the equation
DV µ
Dλ
≡ dV
µ
dλ
+
dxν
dλ
ΓµνρV
ρ ≡ 0. (2.4.4)
where λ is some arbitrary parameter. The vector V µ in the tetrad basis is expressed as V µ = V IeµI .
We can now re-express the parallel transport equation in terms of the tetrad components V I :
D(eµI V
I)
Dλ
≡d(e
µ
I V
I)
dλ
+
dxν
dλ
Γµνρe
ρ
IV
I
=eµI
(
dV I
dλ
+
dxν
dλ
[
eIρ∂νe
ρ
J + Γ
σ
νρe
I
σe
ρ
J
]
V J
)
.
Thus, if we define
ω Iν J ≡ eIρ∂νeρJ + ΓσνρeIσeρJ ,
the equation for the parallel transport of the tetrad components V I can be written as
DV I
Dλ
≡ dV
I
dλ
+
dxν
dλ
ω Iν JV
J = 0. (2.4.5)
The object ω Iν J is called the connection 1-form or spin-1 connection and is merely the affine
connection Γµνρ expressed in a local orthonormal frame e
µ
I (x). It is also called a Lie-algebra -
valued 1-form since, when viewed as a matrix (ων)
I
J , it is a 1-form in ν of elements of the Lie
algebra so(1, 3). The connection 1-form encodes the spacetime curvature but unlike the affine
connection it transforms in a covariant way (as a covariant vector, or in a different language, as a
1-form) under coordinate transformations, due to it having a single coordinate index ν. However,
as can readily be checked from the definition, it transforms inhomogeneously under a change of
tetrad eIµ(x)→ ΛIJ(x)eJµ(x):
ω Iµ J → ω′ Iµ J = ΛIKΛ LJ ω Kµ L + ΛIK∂µΛ KJ . (2.4.6)
The inhomogeneous term ΛIK∂µΛ
K
J is present only when the rotations depend on the position
coordinate xµ and ensures that the parallel transport DV
I
Dλ transforms properly as a contravariant
vector under local Lorentz transformations.
2.4.5 Vector transport
The parallel transport equations (2.4.4) and (2.4.5) with λ→ τ , and V µ or V I spacelike, govern the
precession of a gyroscope spin V moving along a geodesic timelike trajectory xµ(τ) with velocity
uµ = dxµ/dτ [Har03]. Alternatively, with uµ(λ) light-like, so that x
µ(λ) is a null trajectory, these
equations describe the parallel transport of a vector along the trajectory that a ray of light could
take.
There is a third transport equation worth introducing: the Fermi–Walker derivative [Wei72,
MTW73], which governs the torque-free transport of a vector V I along an accelerated timelike
trajectory, with proper acceleration aJ := Du
J
Dτ ;
DFWV I
Dτ
≡ DV
I
Dτ
+ (uIaJ − aIuJ)V J = 0. (2.4.7)
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If proper acceleration is zero, the parallel transport equation is recovered.
These transport equations describe the infinitesimal transformation RIJdλ or R
I
Jdτ to vectors
transported along a trajectory, where RIJ is an element of the Lie algebra. If we want to determine
the final state for V I along the trajectory xµ(λ), we would want to solve the transport derivative
defined by (2.4.5) or (2.4.7), i.e. solve the differential equation dV I/dλ = RIJ(λ)V
J to produce a
relation V I(λend) = T
I
JV
J(λstart). This transformation operator T
I
J is given by
TIJ = P exp
[∫ λend
λstart
RIJ(λ)dλ
]
,
the path-ordered exponential of compositions of the infinitesimal operators, where exp is the
matrix exponential and P is the path-ordering operator [Wei95, PS95]. For example, for the
Fermi–Walker transport this is
TIJ = T exp
[∫ τend
τstart
(−uνω Iν J − (uIaJ − aIuJ)) dτ]
where the time-ordering operator T is used for timelike or lightlike trajectories [Wei95, PS95].
These ordering operators are needed in the general case because the operators corresponding to
the transformation at λ1 may not necessarily commute with those at λ2 in the series expansion
of the exponential. The transformation operator obtained depends on the choice of tetrads at the
ends of the trajectory, so it is important to be clear regarding the orientation of preparation and
measurement apparatuses at these locations in order to obtain unambiguous results.
2.5 The qubit as the spin of a massive fermion
A specific physical realisation of a qubit is the spin of a massive fermion such as an electron. An
electron can be thought of as a spin- 12 gyroscope, where a rotation of 2pi around some axis produces
the original state but with a minus sign. Such an object is usually taken to be represented by
a four-component Dirac field, which constitutes a reducible spin- 12 representation of the Lorentz
group. However, given that we are after a qubit and therefore a two-dimensional object, we
will work with a two-component Weyl spinor field φA(x), with A = 1, 2, which is the left-handed
component of the Dirac field (see Appendix A.1).7 We shall see that this is sufficient for describing
a massive fermion [DHM10]. The Weyl spinor itself constitutes a finite-dimensional faithful – and
therefore non-unitary – representation of the Lorentz group [KN86] and one may therefore think
that it could not mathematically represent a quantum state. As we shall see, unitarity is recovered
by correctly identifying a suitable inner product.
We will begin by considering the Dirac equation in curved spacetime minimally coupled to an
electromagnetic field. We rewrite this Dirac equation in second-order form (called the van der
Waerden equation) where the basic field is now a left-handed Weyl spinor φA. This equation is
then studied in the WKB limit which separates the spin from the spatial degrees of freedom. We
then localise this field along a classical trajectory to arrive at a transport equation for the spin of
the fermion which forms the physical realisation of the qubit. We find that this transport equation
corresponds to the Fermi–Walker transport of the spin along a non-geodesic trajectory plus an
additional precession of the fermion’s spin due to the presence of local magnetic fields. We will see
that from the WKB approximation a natural inner product for the two-dimensional vector space
of Weyl spinors emerges. Furthermore, we will see in Section 2.5.3.1 that in the rest frame of the
qubit the standard notion of unitarity is regained. It is also in this frame where the transport
equation is identical to the result obtained in [TU04].
2.5.1 The WKB approximation
Before we begin our analysis of the Dirac equation in the WKB limit we refer the reader to
Appendix A.1 for notation and background material on spinors. This material is necessary for
7We could work instead with the right-handed component, but this would yield the same results.
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the relativistic treatment of massive fermions. Our approach is based on a version of the WKB
approximations in [How05].
2.5.1.1 The minimally coupled Dirac field in curved spacetime
Fermions in flat spacetime are governed by the Dirac equation iγµ∂µΨ = mΨ. Since we are
dealing with curved spacetimes we must generalise the Dirac equation to include these situations.
This is done as usual through minimal coupling by replacing the partial derivatives by covariant
derivatives. The covariant derivative of a Dirac spinor is defined by [Nak03]
∇µΨ = (∂µ − i
2
ωµIJS
IJ)Ψ (2.5.1)
where SIJ = i4 [γ
I , γJ ] are the spin- 12 generators of the Lorentz group and γ
I are the Dirac
γ-matrices which come with a tetrad rather than a tensor index. The gravitational field enters
through the spin-1 connection ωµIJ . We assume that the fermion is electrically charged and include
an electromagnetic field FIJ by minimal coupling so that we can consider accelerated trajectories.
The Dirac equation in curved spacetime minimally coupled to an external electromagnetic potential
field Aµ is then given by
iγµDµΨ = mΨ (2.5.2)
where we define the U(1) covariant derivative as Dµ = ∇µ − ieAµ.
2.5.1.2 The van der Waerden equation: an equivalent second order formulation
In order to proceed with the WKB approximation it is convenient to put the Dirac equation into a
second-order form. This can be done by making use of the Weyl representation of the γ-matrices
(see A.1 for further details). In this representation the γ-matrices take on the form
γI =
(
0 σIAA′
σ¯IA
′A 0
)
.
The Dirac equation then splits into two separate equations
iσ¯µA
′ADµφA = mχ
A′ (2.5.3a)
iσµAA′Dµχ
A′ = mφA (2.5.3b)
with σ¯µA
′A ≡ eµI σ¯IA
′A and σµA′A ≡ eµI σ¯IA′A, and Ψ = (φA, χA
′
), where φA and χ
A′ are left- and
right- handed 2-spinors respectively. Solving for χA
′
in Equation (2.5.3a) and inserting the result
into (2.5.3b) yields a second-order equation called the van der Waerden equation [Sak80]
σµAA′ σ¯
νA′BDµDνφB +m
2φA = 0 (2.5.4)
which, with 2-spinors, provides a physically equivalent formulation of massive fermions to the
Dirac equation and 4-spinor formalism [DHM10]. We can rewrite this equation in the following
way
0 = σµAA′ σ¯
νA′BDµDνφB +m
2φA
= σµAA′ σ¯
νA′B (D{µDν} +D[µDν])φB +m2φA
= gµνDµDνφA − iLµν BA (R CµνB − ieδ CB Fµν)φC +m2φA (2.5.5)
where we have used that 2D[µDν] = [Dµ, Dν ] and 2D{µDν} = {Dµ, Dν}, and σ{µσ¯ν} = gµν .
We identify Fµν ≡ 2∇[µAν] as the electromagnetic tensor and R BµνA φB := 2∇[µ∇ν]φA as a
spin- 12 curvature 2-form associated with the left-handed spin-
1
2 connection
i
2ωµIJL
IJ B
A , where
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Lˆµν = eµI e
ν
J Lˆ
IJ = i2σ
[µ, σ¯ν] are the left-handed spin- 12 generators related to the Dirac four-
component representation by Sˆµν = Lˆµν⊕Rˆµν . We have tacitly assumed here that the connection
is torsion-free. Torsion can be included (at least in the case of vanishing electromagnetic field) and
will slightly modify the way the spin of the qubit changes when transported along a trajectory.
We refer the reader to [Aud81b, Ana94, BdSGP97] for further details on torsion.
2.5.1.3 The basic ansatz
The starting point of the WKB approximation is to write the left-handed two-spinor field φA as
φA(x) = ϕA(x)e
iθ(x)/
with θ(x) real, and ϕA(x) complex spinor-valued. We then study the van der Waerden equation
in the limit  → 0, where  is a convenient expansion parameter. Physically this means that we
are studying solutions for which the phase is varying much faster than the complex spinor-valued
amplitude ϕA. In the high frequency limit  → 0 the fermion will not ‘feel’ the presence of a
finite electromagnetic field. We are therefore going to assume that as the frequency increases
the strength of the electromagnetic field also increases. We thus assume that the electromagnetic
potential is given by 1Aµ.  is to be thought of as a ‘dummy’ parameter whose only role is to
identify the different orders in an expansion. Once the different orders have been identified the
value of  in any equation can be set to 1.
2.5.1.4 The van der Waerden equation in the WKB limit
Rewriting the van der Waerden equation in terms of the new variables ϕA and θ, and collecting
terms of similar order in 1 , yields
gµν∇µ∇νϕA−iLµν BA R CµνB ϕC+
i

(2kµ∇µϕA+ϕA∇µkµ+ieFµνLµν BA ϕB)−
1
2
kµk
µϕA+m
2ϕA = 0
(2.5.6)
where we define the momentum/wavevector as the gauge invariant quantity kµ = ∇µθ − eAµ.
If we assume that both the typical scale ` over which ϕA varies and the curvature scale R are
large compared to the scale o over which the phase varies (which is parameterised by ), the first
two terms of (2.5.6) can be neglected. In the WKB limit the mass term represents a large number
and is therefore treated as a 1/2 term. The remaining equations are then
2kµ∇µϕA + ϕA∇µkµ + ieFµνLµν BA ϕB = 0 (2.5.7a)
kµkµ −m2 = 0. (2.5.7b)
2.5.1.5 Derivation of the spin transport equation and conserved current
The dispersion relation (2.5.7b) implies that k is timelike. Furthermore, by taking the covariant
derivative of the dispersion relation and assuming vanishing torsion
∇ν(kµkµ −m2) = 2kµ∇νkµ = 2kµ∇ν(∇µθ − eAµ)
= 2(kµ∇µkν + ekµFµν) = 0
we readily see that the integral curves of uµ(x) ≡ kµ(x)/m, defined by dxµdτ = uµ, satisfy the
classical Lorentz force law
m
D2xµ
Dτ2
+ e
dxν
dτ
F µν = 0. (2.5.8)
where aµ ≡ D2xµDτ2 = dx
ν
dτ ∇νuµ and uµuµ = 1. Thus, the integral curves of kµ are classical particle
trajectories.
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To see the implications of the first equation (2.5.7a) we contract it with kµσ¯
µA′Aϕ¯A′ , where
ϕ¯A′ = ϕA is the complex conjugate dual spinor (see Appendix A), and add the result to its
conjugate. Simplifying this sum with the use of (2.5.8) and the identity ([DHM10, Eqn (2.85)
p19])
σ¯KA
′ALIJ BA =
i
2
(ηKI σ¯JA
′B − ηKJ σ¯IA′B − iKIJLσ¯LA
′B)
yields
∇µ(ϕ2)kµ + ϕ2∇µkµ = 0 (2.5.9)
where ϕ2 ≡ uµσ¯µA′Aϕ¯A′ϕA. Equation (2.5.9) can also be rewritten as
∇µ(ϕ2kµ) = 0 (2.5.10)
which tells us that we have a conserved energy density jµ ≡ √−gϕ2kµ, 8 with g = det gµν .
Secondly, (2.5.9) yields ∇µkµ = −(2kµ∇µϕ)/ϕ and when this is inserted back into (2.5.7a) we
obtain
2kµ∇µψA + ieFµνLµν BA ψB = 0.
By making use of the integral curves xµ(τ) we obtain the ordinary differential equation
DψA
Dτ
+ i
e
2m
FIJL
IJ B
A ψB = 0 (2.5.11)
where DψADτ =
dψA
dτ − i2uµωµIJLIJ BA ψB is the spin- 12 parallel transport. Equation (2.5.11) governs
the evolution of the normalised spinor ψA ≡ ϕA/ϕ along integral curves. Below ψA will assume
the role of the qubit quantum state.
2.5.2 Qubits, localisation and transport
The aim of this chapter is to obtain a formalism for localised qubits. However, the WKB approx-
imation does not guarantee that the fermion is spatially localised, i.e. the envelope ϕ(x) need not
have compact support in a small region of space. In addition, even if the envelope initially is well-
localised there is nothing preventing it from distorting and spreading, and becoming delocalised.
We therefore need to make additional assumptions beyond the WKB approximation to guarantee
the initial and continued localisation of the qubit. As pointed out in §2.3.2, by restricting ourselves
to localised envelopes we avoid the particle number ambiguity and can interpret the Dirac field as
a one-particle quantum wavefunction.
2.5.2.1 Localization
Before we begin let us be a bit more precise as to what it means for a qubit to be ‘localised’. In
order to avoid the particle number ambiguity we know that the wavepacket size L has to be much
less than the curvature scale R. We also know from quantum field theory that it is not possible
to localise a massive fermion to within its Compton wavelength λcom ≡ h/mc using only positive
frequency modes (see §2.3.1). Mathematically we should then have λcom < L  R where L is the
packet length in the rest frame of the fermion. If λcom ∼ R the formalism of this chapter will not
be empirically correct.
How well-localised a wavepacket is, is determined by the support of the envelope. Strictly
speaking we know from quantum field theory that a localised state will always have exponential
tails which cannot be made to vanish using only positive frequency modes. However, the effects
8ϕ2 has dimension L−3.
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of such tails are small and for the purpose of this chapter we will neglect them and assume that
the wavepacket has compact support.
The equation that governs the evolution of the envelope within the WKB approximation is the
continuity equation (2.5.10):
∇µ(uµϕ2(x)) = 0,
with uµ = kµ/m. If we assume that the divergence of the velocity field uµ is zero, i.e. ∇µuµ = 0,
the continuity equation reduces to
∇µ(uµϕ2(x)) = uµ∇µϕ2 + ϕ2∇µuµ = uµ∇µϕ2 = 0,
or, using the integral curves of uµ,
dϕ2
dτ
= 0.
Thus, the shape of the envelope in the qubit’s rest frame remains unchanged during the evolution.
However, because of the uncertainty principle [Per93], if the wavepacket has finite spatial extent
it cannot simultaneously have a sharp momentum, and therefore the divergence in velocity cannot
be exactly zero. We can then relax the assumption, since the only thing that we need to guarantee
is that the final wavepacket is not significantly distorted compared to the original one. Since ∇µuµ
measures the rate of change of the rest-frame volume 1V
dV
dτ [MTW73] we should require that
〈∇µuµ〉  1
τ
Γ
where 〈∇µuµ〉 is the weighted average value of |∇µuµ| over the envelope, and τΓ the proper time
along some path Γ assumed to have finite length. If we combine this assumption of negligible
divergence with the assumption that the envelope is initially localised so that the wavepacket size
is smaller than the curvature scale, we can approximately regard the envelope as being rigidly
transported while neither distorting nor spreading during its evolution.
To further suppress the spatial degrees of freedom we need also an assumption about the two-
component spinor ψA(x). This variable could vary significantly within the localised support of the
envelope ϕ(x). However, as we want to attach a single qubit quantum state to each point along a
trajectory we need to assume that ψA(x) only varies along the trajectory and not spatially. More
precisely, we assume that ψA(t, ~x) = ψA(t) when we use local Lorentz coordinates (t, ~x) adapted
to the rest frame of the particle. This implies that the wavepacket takes on the form
φA(t, ~x) = ψA(t)ϕ(t, ~x)e
iθ(t,~x).
This form is not preserved for all reference frames since in other local Lorentz coordinates ψA
will have spatial dependence. Nevertheless, if the packet is sufficiently localised and ψA varies
slowly the wave-packet will approximately be separable in spin and position for most choices of
local Lorentz coordinates. With these additional assumptions we have effectively ‘frozen out’
the spatial degrees of freedom of the wavepacket. The spinor ψA can now be thought of not
as a function of spacetime ψA(x) satisfying a partial differential equation, but rather as a spin
state ψA(τ) defined on a classical trajectory Γ satisfying an ordinary differential equation (2.5.11).
We can therefore effectively characterise the fermion for each τ by a position xµ(τ), a 4-velocity
dxµ/dτ = uµ(τ), and a spin ψA(τ). Once we have identified the spin as a quantum state this will
provide the realisation of a localised qubit.
2.5.2.2 The physical interpretation of WKB equations
As discussed in Section 2.3.2, if we restrict ourselves to localised wavepackets we can interpret
φA(x) as one-particle excitations of the quantum field. This allows us to interpret the conserved
current jµ/m =
√
gϕ2uµ as the probability current of a single particle. In this way we can
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provide a physical interpretation of the classical two-component spinor field φA(x) as a quantum
wavefunction of a single particle.
Next, let us examine the transport equation (2.5.11). The electromagnetic tensor FIJ that
appears in the term ieFIJ Lˆ
IJ/m can be decomposed into a component parallel to the timelike
4-velocity uI and a spacelike component perpendicular to uI using a covariant spatial projector
hIJ = δ
I
J − uIuJ . We can then rewrite FIJLIJ BA as (2uIuKFKJ + h KI h LJ FKL)LIJ BA . The first
term corresponds to the electric field as defined in the rest frame, uIu
KFKJ . This will produce an
acceleration uµ∇µuI = aI = − emuJFJI of the fermion as described by the Lorentz force equation
(2.5.8). The second term is recognised as the magnetic field experienced by the particle, i.e. the
magnetic field as defined in the rest frame of the particle, BrestIJ . We thus obtain the transport
equation for ψA;
DψA
Dτ
− iuIaJLIJ BA ψB + i
e
2m
BrestIJ L
IJ B
A ψB = 0. (2.5.12)
This has a simple physical interpretation. The third term represents the magnetic precession
which is induced by the torque that the magnetic field exerts on the spin. This takes the usual
form i2
e
mFijL
ij = i2
e
mBij
1
2ε
ij
kσ
k = − i2 emB · σ if we express it in a tetrad co-moving with the
particle, i.e. eµ0 = u
µ.
The two first terms represent the spin-half version of the Fermi–Walker derivative, (2.4.7):
DFWψA
Dτ
≡ DψA
Dτ
− iuIaJLIJ BA ψB . (2.5.13)
The presence of a Fermi–Walker derivative can be understood directly from physical considerations.
Heuristically we understand the electron as a spin- 12 object, i.e. loosely as a quantum gyroscope.
The transport of the orientation of an ordinary classical gyro is not governed by the parallel
transport equation but rather, it is governed by a Fermi–Walker transport equation. The Fermi–
Walker equation arises when we want to move a gyroscope along some spacetime path without
applying any external torque [MTW73].9 We thus identify (2.5.13) as describing torque-free
transport of the electron, resulting in the usual Thomas precession of the spin [Wei72]. Finally,
the parallel transport term DψA/Dτ encodes the influence of gravity on the qubit, governed by
the spin-1 connection ω Iµ J .
2.5.2.3 A summary of the WKB limit
Let us summarise the results from the previous section.
• The full wavepacket is written as φA(x) = ψA(x)ϕ(x)eiθ(x).
• The phase θ and the vector potential Aµ define a field of 4-velocities uµ = 1m (∇µθ − eAµ).
• The current jµ/m = √gϕ2uµ is a conserved probability density.
• The integral curves of uµ are timelike and satisfy the classical Lorentz equation maµ =
euνFµν .
• The two-component spinor ψA(τ) defined along some integral curve of uµ satisfies the trans-
port equation
DψA
Dτ
− iuIaJLIJ BA ψB + i
e
2m
h KI h
L
J FKLL
IJ B
A ψB = 0 (2.5.14)
which dictates how the spin is influenced by the presence of an electromagnetic and gravi-
tational field.
9At first one might think that this is just what the parallel transport equation achieves. However, this is only
true for geodesic motion (aI = 0), where the Fermi–Walker and parallel transport equations agree.
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2.5.3 The quantum Hilbert space
The spinor ψA ∈W (where W is a two dimensional complex vector space) could potentially encode
a two dimensional quantum state. However, given that ψA constitutes a faithful and therefore
non-unitary representation of the Lorentz group this identification might seem problematic. This
issue is resolved by identifying a velocity-dependent inner product on the space W . In doing so
we are able to promote W to a Hilbert space and so regard ψA as a quantum state. Let us now
show how the two-component spinor ψA can be taken as a representation of the quantum state
for a qubit, and that it does indeed evolve unitarily.
2.5.3.1 The quantum state and inner product
Although the space of two-component spinors W is a two-dimensional complex vector space, it
is not a Hilbert space as there is no positive definite sesquilinear inner product defined a priori.
However, in the above analysis of the Dirac field in the WKB limit the object IA
′A
u ≡ uI σ¯IA
′A
emerged naturally. Note that this object is simply the inner product for the Dirac field in the
WKB limit and has the appropriate index structure of an inner product for a spinor space (see
A.1.3). Thus we take the inner product between two spinors ψ1A and ψ
2
A to be given by〈
ψ1|ψ2〉 = IA′Au ψ¯1A′ψ2A = uI σ¯IA′Aψ¯1A′ψ2A (2.5.15)
which in the rest frame uI = (1, 0, 0, 0) takes on the usual form u0σ
0A′Aψ¯1A′ψ
2
A = δ
A′Aψ¯1A′ψ
2
A. The
connection between Dirac notation and spinor notation can therefore be identified as
|φ〉 ∼ φA 〈φ| ∼ IA′Au φ¯A′ .
First note that the inner product (2.5.15) is manifestly Lorentz invariant. This follows immedi-
ately from the fact that all indices have been contracted.10 Secondly, IA
′A
u satisfies all the criteria
for an inner product on a complex vector space W : Sesquilinearity11 is immediate, and the positive
definiteness follows if uI is future causal and timelike, since the eigenvalues λ± = u0(1±v) of IA′Au
are strictly positive, where u0 ≡ (1 − v2)− 12 and v denotes the speed of the particle as measured
in the tetrad frame. Thus, in the WKB limit, IA
′A
u can be taken to define an inner product on
the spinor space W which therefore becomes a Hilbert space. The spinor ψA is then a member of
a Hilbert space and thus it plays the role of a quantum state. A qubit is then characterised by its
trajectory Γ and the quantum states ψA(τ) attached to each point along the trajectory.
In §2.2.1 we saw that we need a separate Hilbert space for each spacetime point x. However, the
inner product is also velocity dependent, or equivalently momentum dependent. Thus, we must
also regard states corresponding to qubits with different momenta as belonging to different Hilbert
spaces. In particular, we cannot compare or add quantum states with different 4-momenta p1 6= p2
even if the quantum states are associated with the same position in spacetime. Consequently the
Hilbert space of the qubit is labelled not only with its spacetime position but also with its 4-
momentum. We therefore denote the Hilbert space as Hx,p. Note that we no longer strictly have
a representation of the Lorentz group since an arbitrary Lorentz transformation Λ will correspond
to a map between distinct Hilbert spaces Λ : Hp → HΛp, rather than within a single space. Thus
Wigner’s theorem; that any faithful unitary representation of the Lorentz group must be infinite
dimensional [Wig39], remains satisfied.12
2.5.4 The relation to the Wigner formalism
As mentioned in the introduction, the Wigner representation is a representation of the Poincare´
group, which is the Lorentz group in a semidirect product with translations in flat spacetime. Spin
10Lorentz invariance can be verified explicitly by making use of ΛIJ (x)σ¯
JB′B(x)Λ¯A
′
B′ (x)Λ
A
B(x) = σ¯
IA′A
[DHM10].
11Sesquilinearity is the property that the inner product is linear in its second argument and antilinear in its first.
12We can consider each 2-dimensional Hilbert space individually, or we can consider the family of all Hilbert
spaces Htotal =
⊕
p∈R3 Hp, an infinite dimensional representation of the Lorentz group. See Chapter 4 for more
details.
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states in this representation transform under a Lorentz transformation by ‘Wigner rotation’
W (Λ, p) |ψ〉 = L−1(Λp)ΛL(p) |ψ〉 . (2.5.16)
A discussion and comparison of the Wigner and Weyl formalisms are given in Chapter 4. The
central insight is that the Wigner spin is the covariant spin as written in the rest-frame, ψ˜A. The
Wigner rotation is thus interpreted as firstly boosting the presentation of the spin to the frame p,
applying the Lorentz transformation Λ, then recovering the spin back to the rest frame using the
boost L−1(Λp). With these insights we can identify orthonormal bases for covariant spinors, and
also reproduce the transport equation for a massive fermion in curved spacetime in the Wigner
representation, as in [TU04].
2.5.4.1 Orthonormal bases
In order to establish the relation between the Weyl spinor and the Wigner representation we first
note that the basis
ξA =
(
1
0
)
χA =
(
0
1
)
in which the quantum state is expanded, ψA = ψ1ξA+ψ2χA, is an oblique basis and not orthonor-
mal with respect to the inner product IA
′A
u , i.e. 〈ξ|χ〉 6= 0 and 〈ξ|ξ〉 6= 1 6= 〈χ|χ〉. One consequence
of this is that the transport equation (2.5.13) appears non-unitary as it contains both terms
that look Hermitian (e.g. Lˆij = 12ε
ij
kσˆ
k), and terms that look anti-Hermitian (e.g. Lˆ0j = − i2 σˆj).
However, as will shall see in §2.8 the transport is unitary with respect to the inner product IA′Au .
The connection to the Wigner formalism is seen by re-expressing the quantum state in an
orthonormal basis. This is given by
ξ˜A = L(u)
B
A ξB χ˜A = L(u)
B
A χB (2.5.17)
where L(u) BA is the spin-
1
2 Lorentz boost [DHM10]
L(u) BA =
1√
2(u0 + 1)
(δ0I + uI)σ
I B
A (2.5.18)
with the Pauli operators given by σI BA = σ
0
AA′ σ¯
IA′B . This boost is the spin- 12 representation of
the spin-1 Lorentz boost
L(u)IJ = δ
I
J + 2u
Iδ0J −
1
u0 + 1
(δI0 + u
I)(δ0J + uJ) =
[
u0 uj
ui δij +
1
u0+1
uiuj
]
(2.5.19)
which takes the contravariant vector δJ0 to u
I , and where L JI = L
−1I
J .
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Orthonormality of the basis (2.5.17) follows from the Lorentz invariance of σ¯JB
′B and the fact
that ξA and χA are orthonormal with respect to the inner product δ
A′A. I.e.: orthogonality of ξ˜
and χ˜ can be seen by making use of the invariance of σ¯IA
′A:〈
ξ˜
∣∣χ˜〉 = L¯(u) C′A′ ξ¯C′L(u) DB χDuI σ¯IA′B
= ξ¯C′χDL¯(u)
C′
A′ L(u)
D
B L(u)
J
Iδ
0
J σ¯
IA′B = ξ¯C′χDδ
BC′ = 0
and we can in a similar way demonstrate that
〈
ξ˜
∣∣ξ˜〉 = 〈χ˜|χ˜〉 = 1. The components (ψ˜1, ψ˜2) are
defined by ψA = ψ˜1ξ˜A + ψ˜2χ˜A and can now be understood as the components ψ˜A = L(u)
−1 B
A ψB
of the spinor in the particle’s rest frame.
13The 4-vector expression for the spin-1 boost can be calculated from (2.5.18), the Lorentz invariance of σ¯IA
′A
and [DHM10, Eq. (2.55)].
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2.5.4.2 The transport equation in the Wigner representation
Given that in the rest frame the basis (ξ˜A, χ˜A) is indeed orthonormal, it is instructive to also
express the Fermi–Walker transport in such a basis. By doing so we will not only see that the
evolution is indeed unitary, but in addition we will make contact with the transport equation
identified by [TU04] in which the authors made use of infinite-dimensional representations and the
Wigner rotations. Substituting ψA = L(u)
B
A ψ˜B into the Fermi–Walker derivative (2.5.13) yields
DFWψA
Dτ
=
dψA
dτ
− i
2
uµωµ IJL
IJ B
A ψB − iuIaJLIJ BA ψB
= L(u) BA
dψ˜B
dτ
+
dL(u) BA
dτ
ψ˜B − i
(
1
2
uµωµ IJ + uIaJ
)
LIJ BA L(u)
C
B ψ˜C = 0.
The latter expression can be rearranged to give an evolution equation for the rest-frame spinor
dψ˜A
dτ
=
[
−L(u)−1 BA
dL(u) DB
dτ
+ i
(
1
2
uµωµ IJ + uIaJ
)
L(u)−1
B
A L
IJ C
B L(u)
D
C
]
ψ˜D.
One can then simplify this using the identities14 Λ BA Λ
D
CL
IJ C
B = Λ
I
KΛ
J
LL
KL D
A and Λ
−1 B
A = Λ
B
A
to obtain spin-1 boosts to the terms involving LIJ . Using now explicit expressions of the spin- 12
and spin-1 boosts (2.5.18) and (2.5.19), one can cancel many of the terms to yield the result
dψ˜A
dτ
= i
[
1
u0 + 1
ui
duj
dτ
+ uµ
(
1
2
ωµ ij + ωµ 0jui +
1
u0 + 1
ωµ ilu
luj
)]
Lij BA ψ˜B . (2.5.20)
This is the transport equation for the quantum state ψA expressed in terms of the rest-frame
spinor ψ˜A. First we note that the transport is unitary with respect to the standard inner product
δA
′A as it only contains terms proportional to Lˆij = 12ε
ij
kσˆ
k. It is however not manifestly Lorentz
invariant. Secondly, it is also equivalent to the transport equation derived by [TU04] who used the
infinite-dimensional Wigner representations [Wei95]. We have thus re-derived their result using
the Dirac equation in the WKB limit. In addition, we have done so while avoiding the use of
momentum eigenstates |p, σ〉, which are strictly speaking not well-defined in a curved spacetime
as no translational invariance is present.
Notice that there is no term proportional to the identity δ BA which would correspond to an
accumulation of global phase. In fact, global phase is missing in [TU04]. On the other hand, as
we shall see in §2.7, these phases are automatically included in the WKB approach adopted in
this chapter.
Although the unitarity of the transport becomes manifest when written in terms of the rest-
frame spinor it is not necessary to work with Equation (2.5.20). Once we generalise the notion of
unitarity in §2.8 we will see that we can treat the evolution of the quantum state in terms of the
manifestly Lorentz covariant Fermi–Walker transport (2.5.13).
2.5.5 Calculating the state transformation
Analogously to in §2.4.5, we want to determine the relation between the final state from an
initial state ψA(τend) = T
B
A ψB(τstart), transported along a trajectory x(τ) with the Fermi–Walker
transport
dψA
dτ
= i
(
1
2
uµωµ IJ + uIaJ
)
LIJ BA ψB , (2.5.21)
with uI =
dxI
dτ and a
I = Du
I
Dτ . This is a differential equation of the form dψ/dτ = iHˆψ, and so
the transformation operator Tˆ, with the initial condition that Tˆ = σˆ0 for τend = τstart, is given by
TˆWeyl = T exp
[∫ τend
τstart
iHˆ(τ)dτ
]
= T exp
[
i
∫ τend
τstart
(
1
2
uµωµ IJ + uIaJ
)
LˆIJdτ
]
14The former can be shown using the Lorentz invariance of σ¯IA
′A and the definition of LIJ
B
A in terms of σ
I :
see §A.1.2. The latter is given in [BL, p9].
24
where exp is the matrix exponential and T is the time-ordering operator. The time ordering of
the exponential is required in the general case as evolutions at different times may not commute
in the series expansion [Wei95, PS95]. If one can find a coordinate system so that the infinitesimal
evolution is always proportional to a single matrix, then the operators commute and the integral
does not require a time ordering operator [Wei95].
The SL(2,C) generators are Lˆ0j = i2 σˆ
j and Lˆij = 12ε
ij
kσˆ
k, so this integral will consist of
complex-valued coefficients of the Pauli matrices.
We have also calculated the rest-frame spinor (i.e. Wigner) transport, (2.5.20). This is also of
the form
dψ˜
dτ
= iHij(τ)Lˆ
ijψ˜, (2.5.22)
where Hˆ was generically decomposed into real coefficients HIJ of Lˆ
IJ , but only the coefficients of
Lˆij are nonzero in (2.5.22). As in [TU04], the transformation operator will thus be given by
TˆWigner = T exp
[
i
∫ τend
τstart
Hij(τ)Lˆ
ij(τ)dτ
]
where scalar coefficients of the Pauli matrices in this integrand are imaginary rather than complex-
valued, because only the Lij (SU(2)) terms entered in (2.5.22).
Since the covariant spinor is related to the stopped spinor by the standard boost L(p), we also
have two other ways to calculate transformation matrices: The transformation matrix for the rest
frame (Wigner) spinor can be obtained from integrating the covariant transport (2.5.21) along the
trajectory to obtain a single final Lorentz transformation Λ, then applying the standard boosts as
per (2.5.16) to obtain a single Wigner rotation for the entire transformation [TU04]:
ψ˜(τend) = TˆWignerψ˜(τstart) = L(pend)
−1TˆWeylL(pstart)ψ˜(τstart).
This method would avoid computing the infinitesimal Wigner rotation corresponding to the
Lorentz transformation at each point. Conversely, if desired, the transformation for the covariant
spinor can be calculated using TˆWigner by substituting ψ˜ = L
−1(p)ψ:
ψ(τend) = L(pend)TˆWignerL
−1(pstart)ψ(τstart) = TˆWeylψ(τstart).
There is therefore some freedom in choice of representation, coordinates, and bases in order to
obtain the simplest expression for calculation. Note also that the transformation operator will
change depending on the choice of initial and final tetrads, even in the Wigner representation. In
Section 2.8 we develop a preparation and measurement formalism so that measurement directions
in a lab can be translated into spin observables.
2.6 The qubit as the polarisation of a photon
Another specific physical realisation of a qubit is the polarisation of a single photon. This is an
important example since it lends itself easily to physical applications. We obtain this realisation
via the WKB limit of Maxwell’s equations in curved spacetime [MTW73, Woo92]. The polarisation
of a photon is described by a unit spacelike 4-vector ψµ called the polarisation vector [MTW73,
Rin91, Woo92]. Restricting ourselves to localised wavepackets we obtain the description of a
photon with definite 4-momentum/wavevector kµ and polarisation vector ψµ(λ) which is parallel
transported along a null geodesic xµ(λ). We will see that in fact ψµ contains only two gauge
invariant degrees of freedom and thus can be taken to encode the quantum state of a photonic
qubit.
Although we consider only geodesic trajectories in this chapter it is possible to consider non-
geodesic trajectories. We refer the reader to Appendix A.2 for a discussion of approaches to this
problem. A physically motivated way to obtain non-geodesic trajectories would be to introduce a
medium in Maxwell’s equations through which the photon propagates. Nevertheless, even without
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explicitly including a medium, it is easy to include optical elements such as mirrors, prisms, and
other unitary transformations as long as their effect on polarisation can be considered separately
to the effect of transport through curved spacetime.
2.6.1 Parallel transport from the WKB approximation
In this section we shall see that the parallel transport equation for the polarisation vector emerges
directly from the WKB approximation [MTW73, Woo92]. Gauge invariance and gauge fixing in
the WKB approach are important for properly isolating the quantum state and we have therefore
paid attention to this issue.
2.6.1.1 The basic ansatz
The WKB approximation for photons follows a procedure similar to that for the Dirac field. First
we write the vector potential Aµ as
Aµ = ϕµe
iθ/. (2.6.1)
As in the case for the Dirac field, the WKB limit is where the phase θ is oscillating rapidly
compared to the slowly varying complex amplitude ϕµ. As before, this is expressed through the
expansion parameter . Maxwell’s equations can then be studied in the limit → 0.
2.6.1.2 Gauge transformations in the WKB limit
Let us now study the U(1) gauge transformations in terms of the new variables θ and ϕµ. It is clear
that not all gauge transformations Aµ → Aµ + ∇µλ will preserve the basic form Aµ = ϕµeiθ/ε.
We therefore consider gauge transformations of the form λ = ζeiθ/ε where ζ is a slowly varying
function. This class of gauge transformations can be written in the polar form of (2.6.1) as
Aµ → Aµ +∇µλ = Aµ +∇µ(ζeiθ/) =
(
ϕµ +∇µζ + i

kµζ
)
eiθ/
and so ϕµ → ϕµ +∇µζ + ikµζ.
In the limit → 0 note that ϕµ does not behave properly under the gauge transformations of
the type that we are considering since the second term blows up. This has no physical significance
and is just an artefact of describing the vector potential as being of the specific form (2.6.1). Such
a gauge transformation leaves the physics unchanged but will no longer preserve the form of the
solution (2.6.1) where we have a slowly varying envelope and rapid phase. Because of this it is
necessary to further restrict the space of gauge transformations to “small” gauge transformations
ζ = −iξ. In that limit we then have
ϕµ → ϕµ − i∇µξ + kµξ (2.6.2)
and so ϕµ → ϕµ + kµξ + O(). However, as we shall see below, in order to maintain gauge
invariance of the equations in all orders of  it is important to keep both orders of  in the gauge
transformation (2.6.2).
2.6.1.3 The gauge condition
In the literature we find two suggestions for imposing a gauge. For example, in [MTW73] the
Lorenz gauge is used, ∇µAµ = (∇µϕµ + ikµϕµ)eiθ/ = 0, and in [Woo92] the gauge kµϕµ = 0 is
imposed so that the complex amplitude ϕµ is always orthogonal to the wavevector k
µ. However,
for our purposes neither of these gauge conditions turns out to be suitable. Rather we will work
in a gauge where kµ and ϕµ are orthogonal up to first-order terms in , i.e.
ϕµk
µ = α(x)
where α is taken to be some arbitrary function of xµ.
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2.6.1.4 Maxwell’s equations in the WKB limit
Let us now turn to Maxwell’s equations in vacuum:
∇µFµν = gρµ∇ρ(∇µAν −∇νAµ) = 0. (2.6.3)
The equations ∇[ρFµν] = 0 are mere identities when we work with a vector potential Aµ rather
than the gauge invariant Fµν ≡ ∇µAν − ∇νAµ. If we substitute the ansatz Aµ = ϕµeiθ/ into
(2.6.3) we obtain
ϕν−∇µ∇νϕµ+ i

(2kµ∇µϕν+ϕν∇µkµ−kν∇µϕµ−∇ν(ϕµkµ))− 1
2
(k2ϕν−kνϕµkµ) = 0. (2.6.4)
Gauge invariance can be a bit subtle in this context so let us make a few remarks. Equation (2.6.4)
is of course invariant under gauge transformations ϕµ → ϕµ − i∇µξ + kµξ as this is nothing but
Maxwell’s equations (2.6.3) rewritten in different variables. However, note that the terms of zeroth,
first, and second order (in 1/) of Equation (2.6.4):
ϕν −∇µ∇νϕµ (2.6.5a)
2kµ∇µϕν + ϕν∇µkµ − kν∇µϕµ −∇ν(ϕµkµ) (2.6.5b)
k2ϕν − kνϕµkµ (2.6.5c)
are not separately gauge invariant. This is so because the gauge transformation ϕµ → ϕµ−i∇µξ+
kµξ contains terms of different orders in . Thus, after a gauge transformation of the second-order
term (2.6.5c) we end up with first-order terms in , which then belong to (2.6.5b). Similarly first-
order terms in  in (2.6.5b) end up in (2.6.5a). It is then easy to verify that the entire equation
(2.6.4) is gauge invariant although the separate terms in (2.6.5) are not.
2.6.1.5 Equations of motions in the gauge ϕµk
µ = α
Imposing the gauge condition kµϕµ = α on (2.6.4) yields the equation[
ϕν −∇µ∇νϕµ −∇να+ i

(2kµ∇µϕν + ϕν∇µkµ − kν(∇µϕµ − α))− 1
2
k2ϕν
]
eiθ/ = 0.
(2.6.6)
We now demand that the solutions for ϕµ be independent of  in the limit when  is small.
Physically this means that for high frequencies the form of the solutions should be independent
of the frequency (parameterised by ). Consequently, each separate order of 1 in the expansion
must be zero. The equations corresponding to the first and second orders then read
2kµ∇µϕν + ϕν∇µkµ − kν(∇µϕµ − α) = 0 (2.6.7a)
kµkµ = 0 (2.6.7b)
for ϕν 6= 0. The zeroth-order equation is to be thought of as ‘small’ in comparison to the higher
order terms in 1/ and is therefore ignored and not imposed as an equation of motion. The second
equation (2.6.7b) is trivially gauge invariant since kµ does not transform. The first equation is
only gauge invariant up to first-order terms in . This can be seen by letting α transform as
α → α + kµ∇µξ under a gauge transformation, making use of (2.6.5c), and the fact that kµ
satisfies the geodesic equation as shown in (2.6.8).
2.6.1.6 The derivation of parallel transport and conserved currents
Equation (2.6.7b) tells us that the wavevector kµ is a null vector, and that its integral curves x
µ(λ)
defined by dxµ/dλ ∝ kµ lie on a light cone. Taking the derivative of Equation (2.6.7b) yields
∇ν(kµkµ) = 2kµ∇νkµ ≡ 2kµ∇ν∇µθ = 2kµ∇µ∇νθ = 2kµ∇µkν = 0 (2.6.8)
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which tells us that the integral curves are null geodesics.15 These are expected since we have con-
sidered Maxwell’s equations in vacuum. Non-geodesic trajectories can be obtained by introducing
a medium through which the photon propagates. See A.2 for a discussion.
Contracting Equation (2.6.7a) with the complex conjugate ϕ¯v and adding to it the complex
conjugate of the contraction yields the continuity equation
2ϕ¯νkµ∇µϕν + 2ϕνkµ∇µϕ¯ν + 2ϕ¯νϕν∇µkµ = −2∇µ(ϕ2kµ) = 0 (2.6.9)
where ϕ2 ≡ −gµνϕ¯µϕν . Note that ϕ2 is gauge invariant up to first-order terms in , i.e. ϕ2 →
ϕ2 +O(), and therefore also jµ ≡ √gϕ2kµ is gauge invariant to first order. This means that jµ
is a conserved current in the WKB limit. Since j0 has the units of a probability density16 we can
interpret jµ as a conserved probability density current.
We can also deduce that ∇µkµ = − 2ϕkµ∇µϕ and if we insert this in Equation (2.6.7a) and
define the polarisation vector ψν through ϕν ≡ ϕψν , we obtain
2kµ∇µϕν + ϕν∇µkµ − kν(∇µϕµ − α) = 2kµ∇µϕν − ϕν 2
ϕ
kµ∇µϕ− kν(∇µϕµ − α)
= 2ϕkµ∇µψν − kν(∇µϕµ − α) = 0
which implies that
kµ∇µψν =
(∇µϕµ − α
2ϕ
)
kν .
However, since α is arbitrary the whole right-hand side is arbitrary and we can write
kµ∇µψν = βkν . (2.6.10)
The right-hand side is proportional to the wavevector kν and represents an arbitrary infinitesimal
gauge transformation of ψµ. Let us now introduce the integral curves of u
µ = kµ/E given by
dxµ/dλ = uµ where E is an arbitrary constant with dimensions of energy. We can then write
Equation (2.6.10) as
Dψµ
Dλ
= βuµ. (2.6.11)
Thus the transport of the polarisation vector ψµ is given by the parallel transport (2.4.5) along
the null geodesic integral curves of uµ, with an arbitrary infinitesimal gauge transformation at
each instant.
2.6.2 Localisation of the qubit
As in the fermion case, the WKB approximation is not enough to guarantee either that the
wavepacket is localised or that it stays localised under evolution, and again it is not possible to
achieve strict localisation. Indeed it can be proved that a photon must have non-vanishing sub-
exponential tails [Heg74, BB98]. As in the case of fermions, §2.5.2, we are going to ignore these
small tails and treat the wavepacket as effectively having compact support within some small
region much smaller than the typical curvature scale.
The continuity equation (2.6.9) dictates the evolution of the envelope ϕ(x). Divided by the
energy as measured in some arbitrary frame it becomes ∇µ(ϕ2uµ) = 0. Again we see that the
assumption ∇µuµ = 0 simplifies this equation. However, the interpretation of ∇µuµ is a bit
different. Instead of quantifying how much a spatial volume element is changing (as in §2.5.2), it
15We have assumed in (2.6.5a) that the spacetime torsion is zero. A non-zero torsion field could possibly influence
the polarisation (see [BdSGP97]).
16We recall that Aµ has dimensions L−1 in natural units with e = 1.
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quantifies how much an area element, transverse to uµ in some arbitrary reference frame, changes
[Poi04]:
∇µuµ = 1
A
dA
dλ
where λ is an affine parameter defined by dxµ/dλ = uµ. In this case we require that 〈∇µuµ〉 
1/λΓ, where λΓ is the affine length of the trajectory Γ. Thus, it gives us a measure of the
transverse distortion of a wavepacket. For photons there can be no longitudinal distortion since
all components, regardless of frequency, travel with the speed of light. Initial localisation and the
assumption that ∇µuµ ≈ 0 therefore guarantee that the wave-packet is rigidly transported along
the trajectory.
Once we assume that the polarisation vector ψI does not vary spatially within the wavepacket
we can effectively describe the system as a polarisation vector ψµ(λ) for each λ ∈ Γ. Having
effectively suppressed the spatial degrees of freedom of the wavepacket, the polarisation ψµ can thus
be thought of as a function defined on a classical trajectory Γ, satisfying an ordinary differential
equation (2.6.11). A photonic qubit can then be characterised by a position xµ(λ), a wavevector
kµ(λ), and a spacelike complex-valued polarisation vector ψµ(λ).
2.6.3 A summary of WKB limit
To summarise, the WKB approximation yields the following results and equations:
• The integral curves xµ(λ) of 4-velocities uµ are null geodesics
• The vector jµ = √gϕ2kµ is a conserved probability density current (with kµ = uµE).
• The polarisation vector ψµ satisfies ψµuµ = 0 and transforms as ψµ → ψµ+υuµ under gauge
transformation up to first-order terms in .
• The transport of ψµ is governed by (2.6.11) which is simply the parallel transport along
integral curves of uµ modulo gauge transformations.
We have now established a formalism for the quantum state of a localised qubit which is invariant
under ψµ → ψµ + υuµ and ψµuµ = 0 up to first-order terms in . We shall from this point on
neglect the small terms of order .
2.6.4 The quantum state
We now show that the polarisation 4-vector has only two complex degrees of freedom and in fact it
can be taken to encode a two-dimensional quantum state. We do this first with a tetrad adapted
to the velocity of the photon for simplicity and then with a general tetrad. It is convenient and
more transparent to work with tetrad indices instead of the ordinary tensor indices and we shall
do so here.
2.6.4.1 Identification of the quantum state with an adapted tetrad
Recall from the previous section that we partially fixed the gauge to uIψ
I = 0. The remaining
gauge transformations are of the form ψI → ψI + υuI . Indeed, if uIψI = 0 we also have that
uI(ψ
I + υuI) = 0 for all complex-valued functions υ, since uI is null.
To illustrate in more detail what effect this gauge transformation has on the polarisation vector
we adapt the tetrad reference frame eµI (defined in (2.4.3)) to the direction of the photon so that
uµ ∝ eµ0 + eµ3 . Notice that there are several choices of tetrads that put the photon 4-velocity into
this standard form. The two-parameter family of transformations relating these different tetrad
choices are (1) spatial rotations around the z-axis and (2) boosts along the z-axis.
With a suitable parameterisations of the photon trajectory such that e0µ(dx
µ/dλ) = 1 we
can eliminate the proportionality factor and we have uµ = eµ0 + e
µ
3 . In tetrad components u
I =
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(1, 0, 0, 1) and we see that the tetrad z-component eµ3 is aligned with the photon’s 3-velocity. Since
0 = uIψ
I = ψ0 − ψ3 it follows that ψ0 = ψ3 = ν and the polarisation vector can be written as
ψI =

ν
ψ1
ψ2
ν
 .
It is clear that a gauge transformation
ψI =

ν
ψ1
ψ2
ν
→ ψI + υuI =

ν + υ
ψ1
ψ2
ν + υ

leaves the two middle components unchanged and changes only the zeroth and third components.
The two complex components ψ1 and ψ2, which form the Jones vector [Hec02], therefore represent
gauge invariant true degrees of freedom of the polarisation vector whereas the zeroth and third
components represent pure gauge.
We can now identify the quantum state as the two gauge invariant middle components ψ1 and
ψ2, where ψ1 is the horizontal and ψ2 the vertical component of the quantum state in the linear
polarisation basis:
|1〉 ∼

0
1
0
0
 , |2〉 ∼

0
0
1
0

or simply |A〉 ∼ δIA with A = 1, 2. The quantum state is then
|ψ〉 ∼ ψA = δAI ψI =
(
ψ1
ψ2
)
.
Note we have deliberately used a notation similar to that used for representing spinors; however,
ψA should not be confused with an SL(2,C) spinor. In order to distinguish ψA from ψI we will
refer to the former as the Jones vector and the latter as the polarisation vector.
2.6.4.2 Identification of the quantum state with a non-adapted tetrad
In the above discussion we have used an adapted tetrad in order to identify the quantum state. We
can write a map for this adaption explicitly, which will provide a generic non-adapted formalism.
To adapt one simply introduces a rotation which takes the 4-velocity uI to the standard form
[Wei95]
uI → u′I = RIJuJ =

1
0
0
1

which results in the tetrad being aligned with the photon’s 3-velocity, as illustrated in Figure 2.6.1.
Such a rotation is explicitly given by
RIJ(u) = δ
I
0δ
0
J − rˆI rˆJ −
u3
u
(P IJ + rˆ
I rˆJ)−
√
1−
(u3
u
)2
εIKJ0rˆ
K (2.6.12)
where u3/u = uµe
µ
3/u = − cos θ is the angle between the direction of the photon and the z-
component of the tetrad, rI ≡ εIJ30uJ is the spatial axis of rotation with rˆI ≡ rI/|r|, and P IJ ≡
30
Figure 2.6.1: The rotation R adapts the spacelike vectors of the tetrad ~ei so
that the z-axis ~e3 is aligned to the 3-velocity of the photon ~u. A polarisation
vector is then in the plane spanned by R~e1 and R~e2.
δIJ − eI0e0J is the projector onto the spacelike hypersurface orthogonal to the tetrad time axis (see
Figure 2.6.1).
It is important to stress that there are several other possible choices for this spatial rotation
corresponding to different conventions for the linear polarisation basis. Furthermore, the rotation
matrix above becomes undefined for θ = pi which is unavoidable for topological reasons.
The rotation RIJ induces a linear polarisation basis δ
A
I R
I
J . We can now extract the components
of the quantum state expressed in this basis as
ψA = fAJ ψ
J , with fAJ ≡ δAI RIJ . (2.6.13)
It is clear that the specific linear polarisation basis used here depends on how we have adapted
the tetrad to the velocity of the photon. However, regardless of what convention one chooses, the
quantum state ψA is gauge invariant. Alternatively we could think of the quantum state directly in
terms of an equivalence class of polarisation vectors ψI ∼ ψI + υuI orthogonal to photon velocity
uI . The advantage of this approach is that once one has developed a gauge invariant formalism
one can work solely with the gauge covariant polarisation vector ψI . This will be addressed below
and in Section 2.8.2.
fAI from (2.6.13) turns out to provide a ‘diad’ frame: The two vectors f
1
I and f
2
I span the
two-dimensional space orthogonal to both the photon’s 4-velocity uI and the time component of
a tetrad etI . If we let f
I
A be the inverse of f
A
I we have that f
I
Af
A
J = δ
I
J and f
I
AuI = f
I
Ae
t
I = 0. In
fact, if we define wI to be a null vector defined by e
t
I =
1
2 (uI +wI) [Poi04], the vectors uI , wI , f
1
I
and f2I span the full tangent space. This decomposition will be useful when identifying unitary
operations in Section 2.8.2.
2.6.5 The inner product and Hilbert space
We must identify an inner product on the complex vector space for polarisation so that it
can be promoted to a Hilbert space. In the analysis of the WKB limit we found that jI =
−√gkIϕ2ηJKψJ ψ¯K corresponded to a conserved 4-current which was physically interpreted as a
conserved probability density current. A natural inner product between two polarisation 4-vectors
ψI and φJ is then given by
− ηIJ φ¯IψJ . (2.6.14)
This form is clearly sesquilinear and positive definite for spacelike polarisation vectors.17 Unlike
the case for fermions, the inner product ηIJ is not explicitly dependent on the photon 4-velocity.
However, if we consider the gauge transformation ψI → ψI + υ1uI1 and φI → φI + υ2uI2 it is clear
that unless uI1 = u
I
2, i.e. k
I
1 ∝ kI2 , the inner product (2.6.14) is not gauge invariant. We conclude
that two polarisation vectors corresponding to two photons with non-parallel null velocities do not
lie in the same Hilbert space. Furthermore, in order to be able to coherently add two polarisation
17There is no primed index for conjugate terms φ¯I because the vector representation of the Lorentz group is real.
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states it is also necessary to have kI1 = k
I
2 , i.e. the two photons must have the same frequency.
Under such conditions the inner product is both Lorentz invariant and gauge invariant. With the
inner product (2.6.14) the complex vector space of polarisation vectors is promoted to a Hilbert
space which is notably labelled again with both position and 4-momentum pI = ~kI .
In fact, it is a little more subtle. Even though it is not sensible to superpose polarisations
for different frequencies on the same trajectory, this does not imply that the polarisation spaces
are inequivalent and cannot be factorised into a tensor product (see [PT03]). The Hilbert space
structure with tensor products of spaces for different frequencies but the same 3-momentum ray
would be permitted:
Htotal = ⊕pˆ∈R3(Rpˆ ⊗Hpˆ),
where Rpˆ encodes the frequency |p|.
The above inner product (2.6.14) reduces to the standard inner product for a two-dimensional
Hilbert space. This is best seen through the use of an adapted tetrad. In an adapted frame the
inner product of ψI = (ν, ψ1, ψ2, ν) with some other polarisation vector φI = (µ, φ1, φ2, µ) is given
by
−ηIJ φ¯IψJ = −µ¯ν + φ¯1ψ1 + φ¯2ψ2 + µ¯ν = φ¯1ψ1 + φ¯2ψ2 = 〈φ|ψ〉.
Thus, the standard inner product 〈φ|ψ〉 = φ¯1ψ1 + φ¯2ψ2 is simply given by 〈φ|ψ〉 = −ηIJ φ¯IψJ ,
where we associate
|ψ〉 ∼ ψI and 〈φ| ∼ −φ¯I = −ηIJ φ¯J .
We can now work directly with the polarisation 4-vector ψI which transforms in a manifestly
Lorentz covariant and gauge covariant manner.
2.6.6 The relation to the Wigner formalism
The Wigner rotation W BA (k,Λ) on the quantum state represented by the Jones vector which
results from the transport of the polarisation vector can be identified in the same way as was
done in §2.5.4 for fermions. Specifically, this is achieved by determining the evolution of the Jones
vector ψA that is induced by the transport of the quantum state represented by the polarisation
4-vector ψI . Substituting ψI = f IBψ
B in the transport equation (2.6.11), dψ
I
dλ + u
µω Iµ Jψ
J = βuI ,
and multiplying by fAI , we obtain
dψA
dλ
= −
(
uµfAI ω
I
µ Jf
J
B + f
A
I
df IB
dλ
)
ψB + βfAI u
I . (2.6.15)
The last term is zero, as fAI is the diad frame defined to be orthogonal to u
I . If we first consider
(2.6.15) in an adapted tetrad as in §2.6.4.1 we see that the derivative dfIBdλ vanishes and the
remaining term on the right-hand side can be simplified to
dψA
dλ
= iuµωµ12σ
yA
Bψ
B (2.6.16)
where we have made use of the antisymmetry of the spin-1 connection in order to introduce
the antisymmetric Pauli Y matrix σyAB .
18 Equation (2.6.16) is then clearly unitary and helicity
preserving as it is proportional to σyAB in the linear polarisation basis. We can now readily identify
the infinitesimal Wigner rotation as WAB = iu
µωµ12σ
yA
B , where the rotation angle is u
µωµ12. In
a non-adapted tetrad frame the map f IA = δ
J
AR
I
J can be seen to put (2.6.15) in the form (2.6.16)
with a modified spin-1 connection ω′ Iµ J . The Wigner rotation for non-adapted tetrads is then
WAB = iu
µ(R I1 ∂µR
2
I +R
I
1 ω
J
µI R
2
J)σ
yA
B . (2.6.17)
18Note again that this should not be confused with the σ-matrices encountered when working with spinors.
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A general Wigner rotation is understood as the composition of maps WAB ≡ f IB(Λu)Λ JI fAJ (u). It
is therefore no surprise that the transport of the polarisation vector induces a Wigner rotation:
The action of the gravitational field along a trajectory is simply a sequence of infinitesimal Lorentz
transformations which are given by uµω Iµ J (§2.2.2). The transport of the Jones vector is therefore
described by a sequence of infinitesimal Wigner rotations given by (2.6.17). Notice that the
Wigner rotation takes on a form which is not manifestly Lorentz covariant. This is because the
Wigner rotation describes a spatial rotation. This should be contrasted with the manifestly Lorentz
covariant representation in terms of parallel transported polarisation vectors.
2.6.7 Calculating the state transformation
As in Sections 2.4.5 and 2.5.5, and as in [ASJ09] we want to determine the final state transformation
for a polarisation quantum state along a null geodesic ψ(λend) = Tˆψ(λstart). For the polarisation
4-vector transport the differential equation is different to previous cases. The polarisation 4-
vector is parallel transported with an arbitrary gauge transformation, (2.6.11). We can write this
transport in tensor indices µ by (2.4.4), or in tetrad indices I where the parallel transport is given
in terms of the spin-1 connection rather than the affine connection:
dψµ
dλ
= −uνgρσΓµνρψσ + βuµ,
dψI
dλ
= −uνω Iν JψJ + βuI .
Notice that these have a nonhomogeneous term due to the βuI gauge transformation. The solution
to the homogeneous part is
Tˆh(λstart;λend) = T exp
[∫ λend
λstart
Rˆ(λ)dλ
]
, Tˆh(λ1;λ1) := σˆ
0
where exp is the matrix exponential and T is the time-ordering operator for effects at different
times which do not commute [Wei95, PS95]. The solution to the nonhomogeneous differential
equation dψI/dλ = RIJ(λ)ψ
J + β(λ)uI(λ) is [Fin13]
ψI(λ2) = Th
I
J(λstart;λend)
(
ψJ(λstart) +
∫ λend
λstart
β(λ′)T−1h
J
K
(λstart;λ
′)uK(λ′) dλ′
)
and similarly for the transport equation in tensor indices. Recall that the β(λ) were arbitrary and
should give an overall gauge transformation B uI(λend) on the final polarisation vector. In fact,
since Tˆh is time ordered, we have that Th
I
J(λstart;λend)T
−1
h
J
K
(λstart;λ
′) = ThIK(λ
′;λend). Next,
since Tˆh is parallel transport, we have that Th
I
K(λ
′;λend)uK(λ′) = uI(λend), and so indeed the
nonhomogeneous solution is
ψI(λ2) =Th
I
J(λstart;λend)ψ
J(λstart) + u
I(λend)
∫ λend
λstart
β(λ′) dλ′.
As in the fermion case in Section 2.5.5, we have also provided the Wigner transport equation
(2.6.16) with (2.6.17) for a non-adapted frame:
dψA
dλ
= iuµ(R I1 ∂µR
2
I +R
I
1 ω
J
µI R
2
J)σ
yA
Bψ
B .
For calculating polarisation transport it is far easier to use the Wigner formalism: in this formalism
the infinitesimal evolution is always proportional to a single matrix, σˆy. Since all effects thus
commute, the integral does not require a time ordering operator [Wei95]. There are also no gauge
degrees of freedom. The transformation is
ψA = Ry(θ)
A
Bψ
B , Ry(θ) =
[
cos θ − sin θ
sin θ cos θ
]
,
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a rotation around the y axis, with angle
θ = −
∫ λend
λstart
dxµ
dλ
ωµ12(λ) dλ
for the adapted frame. Replace ωµ12 →
(
R I1 (λ)
dR2I(λ)
dxµ +R
I
1 (λ)ω
J
µI (λ)R
2
J(λ)
)
for a non-adapted
frame, where RIJ are components of the rotation adapting the tetrad (2.6.12). In Section 2.8.2 we
will develop a measurement formalism to complete the mathematics of the covariant formalism, as
well as describe the relationship between the spaces of operators in the 4-vector and Jones vector
formalisms.
2.7 Phases and interferometry
So far we have determined the transport of the quantum state of a single qubit along one spacetime
trajectory. If we inspect the transport equations (2.5.12) and (2.6.10) we see that neither one
contains a term proportional to the identity (δBA for fermions and δ
I
J for photons). Such a term
would lead to an overall accumulation of global phase eiθψA or e
iθψI . This leads one to suspect
that not all of the possible contributions to the global phase have been taken into account in these
transport equations. Indeed this is the case, as can be seen immediately by considering the full
wavepacket in the WKB approximation
Ψσ(x) = ϕ(x)ψσ(x)e
iθ(x)
where ϕ(x) is a real-valued envelope and σ = 1, 2 for fermions or σ = 0, 1, 2, 3 for photons.19
Clearly there is an additional phase θ(x) which is not included in ψσ(x).
Since global phase is unobservable this is of course of no concern if we restrict ourselves to
a qubit moving along a single trajectory. However, quantum mechanics allows for more exotic
experiments where a single qubit is split up into a spatial superposition, simultaneously transported
along multiple distinct paths, and recombined so as to produce quantum interference phenomena.
Here it becomes necessary to keep track of the phase difference between the components of the
spatial superposition in order to be able to predict the measurement probabilities at the detectors.
In this section we will extend the formalism in this chapter to include gravitationally induced
phase difference in experiments involving path superpositions. The formalism will be derived
from equations of the WKB approximation together with the assumptions of localisation. With
these assumptions, the details of the spatial profile of the qubit become irrelevant, and we can
satisfactorily describe the experiment solely in terms of a phase difference ∆θ between two quantum
states. This phase difference will depend on the spacetime geometry gµν and the trajectories
along which the qubit is simultaneously transported. We show how the various sources for the
phase difference can be understood from a wave-geometric picture. We lastly apply the formalism
of this chapter to gravitational neutron interferometry [COW75, Sak93, Wer94] and obtain an
exact general relativistic expression for the phase difference which in various limits reproduces
the results in [Ana77, AL92, VR00] in which higher order corrections to the non-relativistic result
were proposed.
2.7.1 Spacetime Mach–Zehnder interferometry
We consider, as a concrete example of an interference experiment, standard Mach–Zehnder inter-
ferometry. As usual, there is a qubit incident on a beam splitter (e.g. a half-silvered mirror) which
creates a spatial superposition of the qubit. The two components of the spatially superposed state
(each assumed to be spatially well-localised) are then transported along two different paths and
later made to interfere using another beam splitter. This produces two output rays each incident
19In the case of a scalar particle (and thus not a qubit) there are still gravitational phases, and here the index σ
can just be removed.
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on a particle detector, as illustrated in Figure 2.7.1. The two paths are Γ1 and Γ2, each integral
curves xµ1,2(λ) of velocities u
µ
1,2(λ). We then have two families of Hilbert spaces. A Cauchy surface
will intersect the trajectories at λ1, λ2, and for any such surface the Hilbert space structure is
H1(λ1)⊕H2(λ2) and the norm of the state on the combined Hilbert space is one (see §2.9).
Figure 2.7.1: Spacetime figure of a Mach–Zehnder type interferometer, illustrat-
ing a single qubit subjected to a beam splitter BS1 resulting in a superposition
of the qubit travelling along two distinct spacetime paths Γ1 and Γ2. In some
future spacetime region containing the beam splitter BS2 the components of the
spatial superposition are assumed to recombine to produce possible interference
phenomena in the detector regions D1 and D2. These regions contain two tra-
jectories, indicating that the times of arrival at the second beam splitter BS2
are not in general the same. The variables x1,2 are arbitrary spacetime points
in the region D1 along trajectories Γ1 and Γ2 and are useful for calculating the
total phase difference. The red and blue strips represent the spatial extents of
the wavepackets along Γ1 and Γ2 respectively. These correspond to the length
L of the wavepacket as measured along the line joining the points x1 and x2.
Let us now focus our attention on a small region D1 situated on the right output arm. There
are then two classical paths Γ1 and Γ2 which arrive at D1, as illustrated in Figure 2.7.1. Note
that in order for us to derive a formalism in terms of quantum states, the wavevectors kµ1 and k
µ
2
of Γ1 and Γ2 must be approximately equal in this region, i.e. k
µ
1 = k
µ
2 = k
µ. This is because the
Hilbert space of a quantum state is labelled with momentum, as explained in §2.5.3.1 and §2.6.5.
In general the times of arrival of the two paths Γ1 and Γ2 at the second beam splitter BS2 will
differ for the two paths. As we shall see this contributes to the total phase difference between the
two packets.
Let x be some suitable local Lorentz coordinate system in region D1. The wavepacket in region
D1 is then given by the superposition
aΨ(1)σ (x) + bΨ
(2)
σ (x) (2.7.1)
where Ψ
(1)
σ (x) and Ψ
(2)
σ (x) are the packets propagated along Γ1 and Γ2 respectively. a and b are
determined from the reflection and transmission coefficients of the various beam splitters in the
experiment. In the case of 50-50 beam splitters, a = b = i√
2
in region D1 (see Figure 2.7.1). We
will ignore any overall global phase factor resulting from reflections.
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2.7.2 The phase difference from the WKB approximation
In order to make empirical predictions in a Mach–Zehnder type interference experiment we must
determine explicitly the forms of Ψ
(1)
σ (x) and Ψ
(2)
σ (x) in (2.7.1) in the detector region D1. By
making use of the field equations in the WKB limit and the localisation assumptions we will
see that Ψ
(1)
σ (x) and Ψ
(2)
σ (x) will differ by a phase accumulated along the trajectory and a rigid
translation/displacement, resulting in an overall phase difference. The derivations differ in the
cases of fermions and photons and we will treat them separately.
2.7.2.1 Fermions
In the small region D1 the wavepacket in the WKB approximation is given by
aφ
(1)
A (x) + bφ
(2)
A (x) = aϕ1(x)ψ
(1)
A (x)e
iθ1(x) + bϕ2(x)ψ
(2)
A (x)e
iθ2(x) (2.7.2)
where x is some local Lorentz coordinate system, and a and b are real-valued coefficients. The
functions φi(x), ψ
(i)
A (x) and θi(x) (i = 1, 2) are defined in Section 2.5.1. We are now going to
successively make use of the equations of the WKB approximation and the localisation assumptions
to simplify the expression (2.7.2) and thereby extract the relative phase difference between the
two components in the superposition.
First we use the fact that under the mathematical assumptions detailed in §2.5.2.1 the envelope
will be transported rigidly and will not distort. Therefore, ϕ1(x) and ϕ2(x) will differ at most
up to a rigid translation and rotation. We assume that the packet is ‘cigar shaped’ and is always
oriented in the direction of motion. The final envelopes will then differ at most up to a translation
and we can write ϕi(x) = ϕ(x − xi) for some suitable function ϕ(x) and an arbitrary choice of
spacetime points xµ1 , x
µ
2 ∈ D1 situated on the trajectories Γ1,Γ2 respectively (see Figure 2.7.1).
If we now assume that
(xµ − xµi )∇µϕ(x)
ϕ(x)
 1, i = 1, 2
for all points x ∈ D1, the difference in the envelopes ϕ1(x) and ϕ2(x) is negligible. The translational
difference in the envelopes can then be neglected and factored out:
aφ
(1)
A (x) + bφ
(2)
A (x) ≈ ϕ(x)
(
aψ
(1)
A (Γ1)e
iθ1(x) + bψ
(2)
A (Γ2)e
iθ2(x)
)
(2.7.3)
where ψ
(i)
A (Γi) are determined by integrating the transport equation (2.5.12) to the points x1, x2,
respectively. Thus for the purpose of interferometry the details of the envelope become irrelevant
and can be ignored.
We now focus on the phase θ1 and θ2. As we pointed out in Section 2.5.3.1, in order to
coherently add two quantum states it is necessary to assume that the wavevectors of the packets
are the same, kµ1 = k
µ
2 = k
µ. Therefore in the region D1 we have from the WKB approximation
that the phases θ1(x) and θ2(x) both satisfy the equation
∇µθ = kµ + eAµ. (2.7.4)
Within the small region D1 we regard kµ(x) and Aµ(x) as constant and so the partial differential
equation (2.7.4) has the solution θi(x) = (kµ + eAµ)(x
µ − xµi ) + θi(xi) where θi(xi) are two
integration constants corresponding to the value of θi(x) at the points xi. These integration
constants can be determined by integrating (2.7.4) along the trajectories Γ1,2 to the positions x1,2
respectively, i.e.
θi(xi) =
∫
Γi
(kµ + eAµ)dx
µ + θ0 (2.7.5)
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where θ0 is some arbitrary global phase just before the wavepacket was split up by the first beam
splitter. Using the above we can rewrite (2.7.3) as
aφ
(1)
A (x) + bφ
(2)
A (x) ≈ ϕ(x)eiθ1(x)
(
aψ
(1)
A (Γ1) + bψ
(2)
A (Γ2)e
i∆θ
)
(2.7.6)
where
∆θ = (kµ + eAµ)(x
µ
1 − xµ2 ) + (θ2(x2)− θ1(x1)). (2.7.7)
It is important to note that this phase difference is independent of xµ ∈ D1 as all dependence on
x has been factored out in (2.7.6). Furthermore, we note that the choice of x1 and x2 is arbitrary
and the phase difference ∆θ is also independent of this choice. To see this, consider a different
choice of positions, x′1 = x1 + δx1 and x
′
2 = x2 + δx2 on Γ1 and Γ2. This results in a change in the
integration constants (2.7.5) of θi(xi)→ θi(xi) + (kµ + eAµ)δxµi which exactly cancels the change
in the term (kµ+ eAµ)(x
µ
1 −xµ2 ) in (2.7.7). Therefore ∆θ is independent of the arbitrary positions
x1 and x2.
Note that ∆θ is not the phase difference determined empirically in a Mach–Zehnder type
interference experiment. This is because the transported quantum states ψ
(1)
A (Γ1) and ψ
(2)
A (Γ2)
can contain an additional phase difference induced from their specific evolutions on the Bloch
sphere. This transport induced phase difference can be determined from [BZ08]
ei∆θTrans =
〈ψ(1)(Γ1)|ψ(2)(Γ2)〉
|〈ψ(1)(Γ1)|ψ(2)(Γ2)〉| , (2.7.8)
which determines complex phase between two quantum states that may not be parallel.20 The
region D1 is assumed to be small enough that ψ
(1)
A and ψ
(2)
A do not vary significantly with changes
in x1 and x2. Thus, the total phase difference ∆θTot, which is the quantity that we actually
measure in a Mach–Zehnder experiment, is then given by
∆θTot = ∆θ + ∆θTrans.
This total phase difference ∆θTot can be determined completely from the trajectories Γ1 and Γ2
and the spacetime geometry gµν using the transport equation (2.5.12). In particular, the phase
difference measured by some detector in D1 is independent of the motion of that detector.
Lastly, if we restrict ourselves to measurements that do not probe the spatial profile we can
neglect the factor ϕ(x)eiθ1(x) in (2.7.6). All contributions to the phase difference are then contained
in ψ
(i)
A and ∆θ, and so at D1 we are left with the two-dimensional quantum state
|ψ〉recomb = aψ(1)A (Γ1) + bψ(2)A (Γ2)ei∆θ.
Therefore the assumptions that led to (2.7.6) established a formalism for determining the resulting
qubit quantum state in region D1 of a Mach–Zehnder type interferometer.
2.7.2.2 Photons
The derivation of the phase difference for photons follows essentially the same path as that for
fermions. The starting point is to consider the wavepacket in the small region D1
aAI(1)(x) + bA
I
(2)(x) = aϕ1(x)ψ
I
(1)(x)e
iθ1(x) + bϕ2(x)ψ
I
(2)(x)e
iθ2(x) (2.7.9)
where x is some local Lorentz coordinate system, and a and b are real-valued coefficients. The
functions ϕi(x), ψ
I
(i)(x) and θi(x) (i = 1, 2) are defined in Section 2.6.1. We then make use
of the equations of the WKB approximation and the localisation assumptions to simplify the
20We note that a precessing spin can induce a reduction of visibility due to differing proper times experienced
along each path, similar to the ‘clock’ degree of freedom in [ZCPB11].
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expression (2.7.9). As in the case of fermions, this means that the envelopes ϕ1(x) and ϕ1(x) are
rigidly transported along their respective trajectories and so they differ at most by a translation
i.e. ϕi(x) = ϕ(x− xi).
Again, if we assume the change in the envelope is small
(xµ − xµi )∇µϕ(x)
ϕ(x)
 1, i = 1, 2
for all points x ∈ D1, the translational difference in the envelopes can be neglected and can be
factored out:
aAI(1)(x) + bA
I
(2)(x) ≈ ϕ(x)eiθ1(x)
(
aψI(1)(Γ1) + bψ
I
(2)(Γ2)e
i∆θ(x)
)
where ∆θ = θ2(x)− θ1(x). We then solve the partial differential equation ∇µθ = kµ to determine
θi(x) = kµ(x
µ − xµi ) + θi(xi) + θ0 (2.7.10)
where θi(xi) =
∫
Γi
kµdx
µ are again integration constants. Using that kµ is null and that we are
integrating along its integral curves, we have
∫
Γi
kµdx
µ ≡ 0. Thus, the only contribution to the
phase difference is
∆θ = kµ(x
µ
1 − xµ2 ). (2.7.11)
Again note that this phase difference is independent of the position xµ ∈ D1 at which the phase
difference is computed. We also have that the phase difference ∆θ is independent of the choice
of points x1 and x2. This follows since a change x
µ
i → x′µi = xµi + δxµi = xµi + ikµ leaves ∆θ
invariant since kµδx
µ
i = 0.
As in the fermionic case there is also a phase difference ∆θTrans defined by (2.7.8) related to
the transport along the trajectories. What is actually measured in a Mach–Zehnder interference
experiment is then
∆θTot = ∆θ + ∆θTrans.
Just as in the case for fermions we now neglect the spatial part and we end up with the final qubit
quantum state at D1
|ψ〉recomb = aψI(1)(Γ1) + bψI(2)(Γ2)ei∆θ(x)
We have now obtained a formalism for describing interference experiments for photons solely in
terms of two-dimensional quantum states.
2.7.2.3 The recipe for adding qubit states
Above we have established a formalism for quantum interference phenomena for both fermions
and photons in a Mach–Zehnder interference experiment. This description can be summarised by
the following recipe for correctly adding the two quantum states:
1. Transport the quantum states ψ
(1)
σ and ψ
(2)
σ to the arbitrary positions x1 and x2 on the
respective paths Γ1 and Γ2 in the recombination region D1 using the appropriate transport
equation, either (2.5.12) for fermions or (2.6.11) for photons.
2. determine the integration constants θ1 and θ2. For fermions this is determined by Equa-
tion (2.7.5). For photons this is identically zero.
3. determine the phase difference ∆θ using either (2.7.7) or (2.7.11).
4. Finally, the two-dimensional quantum state in region D1 is given by
|ψ〉recomb = aψ(1)σ + bψ(2)σ ei∆θ.
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2.7.3 The physical interpretation of phase in terms of wave geometry
We now provide an intuitive wave-geometric picture for the various terms in the phase difference
∆θ. To do this we will focus on the specific case of fermions. Note however that the essential
picture is also applicable to photons and we will comment on photons when necessary. The phase
difference for fermions (2.7.7) is given by
∆θ =(kµ + eAµ)∆x
µ +
∫
Γ2
(kµ + eAµ)dx
µ −
∫
Γ1
(kµ + eAµ)dx
µ
=
∮
Γ
kµdx
µ + e
∮
Γ
Aµdx
µ (2.7.12)
where ∆xµ ≡ xµ1 − xµ2 and Γ = Γ2 + Γ2→1 −Γ1, where Γ2→1 denotes the straight path going from
point xµ2 to x
µ
1 . The second term in the integral accounts for an Aharonov–Bohm phase. Let us
consider the first term. The various contributions to this term are∮
Γ
kµdx
µ =
∫
Γ2
kµdx
µ −
∫
Γ1
kµdx
µ + kµ∆x
µ. (2.7.13)
The first two terms in the decomposition can each be thought of as representing the accumulation of
global phase along each trajectory, while the third is related to the displacement of the wavepackets.
We now show how to interpret these two contributions wave-geometrically.
2.7.3.1 The internal phase shift
The first two terms in (2.7.13) are integrals of the wavevector kµ along the paths Γi, i = 1, 2. If
we parameterise the paths with proper time dx
µ
dτ =
~
mk
µ, the integrals become∫
Γi
kµdx
µ =
∫
Γi
dτ
mc2
~
. (2.7.14)
This results in a phase discussed in [Sto79, AEN01] and motivated from the relativistic path
integral. We can also understand this term in a simple wave-geometric picture. Consider a point
penv(τ) defined by ϕ(x) = const which is fixed on the rigidly moving envelope (see Figure 2.7.2).
With respect to some arbitrary reference frame with 4-velocity nµ, the velocity at which penv
moves in this frame is called the group velocity vg (see e.g. [Rin91]), defined by u
0 = e0µu
µ = γvg =
(1− v2g/c2)−1/2, and corresponds to the particle’s velocity. Secondly, consider a fixed phase point
pph defined by θ(x) = const. The speed at which this phase point moves is given by vph ≡ c2/vg
and is called the phase velocity. Thus, if vg < c the points of constant phase move with respect
to the wavepacket. It is this difference in velocity that results in the accumulation of the above
mentioned path integral phase (2.7.14). To see this, first calculate how much distance δxint is
gained by pph relative to penv during some time interval dt measured in this reference frame. This
is given by
δxint = pph − penv =
(
c2
vg
− vg
)
dt.
In order to see how many radians of phase this distance is equivalent to we divide by the reduced
wavelength o ≡ ~/p = ~/mvg;
δxint
o
=
(
c2
vg
− vg
)
dt
o
=
c2
vg
γ−2dtmγvg
~
=
mc2
~
γ−1dt =
mc2
~
dτ.
During a finite period of time we have θint ≡
∫
dτmc2/~ = ∆xint/o, which is nothing but the path
integral phase. We can now interpret the path integral phase as how much the constant phase
surfaces have shifted inside the wavepacket. We call this an internal phase shift θint. When we
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a) t1 b) t2
Figure 2.7.2: An illustration of the accumulation of internal phase from a time
t1 (a) to a later time t2 (b) along a trajectory. The internal phase θint = ∆xint/o
is determined by the difference in the offset ∆xint = ∆x2 −∆x1 of a point pph
of constant phase and a point penv of constant position on the envelope at the
two times t1 and t2. For timelike packet velocities the phase velocity vph is
greater than the group velocity vg = c
2/vph < c so the internal phase is seen to
accumulate along the trajectory.
add two wavepackets it is important to keep track of this phase shift as it may lead to destructive
or constructive interference. θint calculated for each trajectory is simply the integration constants
θi(xi) (e.g. (2.7.5)).
Recall that for photons there was no contribution to the phase from the path integral, i.e. the
integration constants are θi(xi) = 0. From a wave-geometric picture this is due to the fact that
the group and phase velocities are equal and therefore θint = 0 .
2.7.3.2 The displacement induced phase difference
Let us now provide a wave-geometric interpretation for the third term in (2.7.13), kµ∆x
µ. First,
for simplicity let ∆xµ = xµ1 − xµ2 be spacelike and orthogonal to some arbitrary unit timelike
vector nµ, i.e. ∆xµ = hµν∆x
ν where hµν = δ
µ
ν − nµnν projects onto the orthogonal space of nµ.
21 kµ∆x
µ then simplifies to:
|kµ∆xµ| = |kµhµν∆xν | = k⊥∆xdis| cos(α)| =
∆xdis
o
where k⊥ =
√−hµνkµkν and ∆xdis = √−hµν∆xµ∆xν , and we have used that | cos(α)| = 1 since
the wavepackets are spatially displaced in the direction of motion, i.e. kµ⊥ ∝ ∆xµ.
Figure 2.7.3: Illustration of the recombination of two envelopes in the detector
region D1. The offset of the classical positions x1, x2 of two wavepackets with
the same wavelength o produces a displacement phase of ∆θdis = ∆xdis/o.
This contribution to the phase difference, which is present for both fermions and photons,
can therefore be interpreted as the two wavepackets being spatially displaced, as illustrated in
21∆xµ can always be made spacelike orthogonal by changing the arbitrary end points of the trajectories Γ1 and
Γ2.
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Figure 2.7.3 and as argued in [Man98]. Note that in order for this displacement induced phase
difference ∆θdis = kµ∆x
µ to be detectable, the variance in ∆xdis over runs of an interference
experiment must be significantly smaller than the wavelength o. Furthermore, if ∆xdis ∼ L (see
Figure 2.7.1) then the interference effects will be drastically reduced and when ∆xdis ≥ L no
interference phenomena will be present.22
2.7.3.3 Addition of quantum states in the wave-geometric picture
The recipe for adding two quantum states §2.7.2.3 can now readily be understood in terms of
wave geometry. In the detector region D1 we have two wavepackets whose envelopes, centred at
x1 and x2, overlap but are slightly offset (as in Figure 2.7.3). Furthermore, each wavepacket has a
rapidly oscillating phase that has evolved in a path-dependent way along each of the two distinct
trajectories Γ1 and Γ2 (as in Figure 2.7.2). These two effects produce respectively the displacement
induced phase difference and the internal phase difference. We then add these wavepackets to
obtain the total phase difference ∆θ. This is illustrated in Figure 2.7.4. The total phase difference
is again ∆θTot = ∆θTrans. + ∆θ. The novelty of gravity for interference is that gravitational fields
can change the energy and thus wavelength and rate of internal phase accumulation of a particle.
In a non-conservative gravitational field, i.e. one which does not admit a timelike killing vector
field, the components of the superposition can even have unequal frequency at recombination.
Figure 2.7.4: From a wave-geometric point of view we can understand the phase
difference ∆θ as the sum of two contributions: the difference in the internal
phase given by ∆θint = ∆xint/o and a phase difference ∆θdis = ∆xdis/o origi-
nating from the wavepackets being spatially displaced.
2.7.4 An example: relativistic neutron interferometry
As a concrete example for implementing the above recipe for calculating the phase difference we
consider the gravitational neutron interferometry experiment illustrated in Figure 2.7.5, known as
the Colella–Overhauser–Werner (COW) experiment [COW75]. The setup is geometrically identical
to a Mach–Zehnder interferometer: The wavepacket is as usual split up into a spatial superposition
and the respective wavepackets then travel along two distinct paths. The interferometer is oriented
such that one path is higher up in the gravitational field relative to the other path. Essentially
the two components of the spatial superposition have different speeds and experience two different
gravitational potentials, which leads, in the recombination region, to a phase shift. Interference
fringes have been observed (see e.g. [COW75, Sak93, Wer94]) when the interferometer is rotated
in the gravitational field, altering the difference in height of the paths.
In this section we are going to derive the phase difference for this experiment using the rel-
ativistic formalism developed above. The spin of the neutrons is ignored and we treat them as
22See also [ZCP+12].
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Figure 2.7.5: A Schematic diagram of a neutron interferometer used in the
COW experiment. A neutron incident on the first beam splitter BS1 is split
into a spatial superposition travelling along two distinct paths Γ1 and Γ2. We
find that Γ2 accumulates a phase shift with respect to Γ1 as it is higher in the
gravitational field by ∆z.
scalar particles with no internal discrete degree of freedom. Therefore there is no need to use the
transport equation (2.5.12). The effects due to the spin could be included by computing (2.7.8);
however the corrections to the overall phase difference are minute, as noted in [VR00]. From
this analysis we will arrive at an exact relativistic result which contains, in certain limits, both
approximate relativistic corrections to the COW experiment [Ana77, AL92, VR00] as well as the
non-relativistic result [COW75, Sak93, Wer94].
One might represent the gravitational field for this experiment by the Schwarzschild metric.
However, since the size of the experimental apparatus is less than a metre and hence small com-
pared to the curvature scale, we can mimic gravity by simply going to an accelerated reference
frame. This can be achieved by making use of the Rindler coordinates [MTW73, Rin91] in which
the flat spacetime metric takes the form23
gµν =

(1 + zgc2 )
2 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
Since the Rindler metric is static (i.e. independent of t) we have a Killing vector ηµ = (1, 0, 0, 0)
and hence conserved energy E ≡ pµηµ = mc2γg00, where γ ≡ (g00 − v2c2 )−1/2 with v the speed
of the neutron as measured in the frame defined by the Killing vector ηµ. We can now use this
conserved energy to determine the speed v2 of the neutron in the upper path given the speed in
the lower path v1, i.e. E1 = mc
2γ1g00(z1) = mc
2γ2g00(z2) = E2. We take the lower path to be at
height z1 = 0, and so if the difference in height is ∆z we have the height of the top path being
z2 = ∆z. Therefore we have the relation γ2g00(z2) = γ1 since g00(z1) = 1.
The easiest way to calculate the phase difference is by using the formula
∆θ =
∮
Γ
kµdx
µ =
∫
Γ2
kµdx
µ −
∫
Γ1
kµdx
µ + kµ∆x
µ (2.7.15)
where we have used (2.7.7) and assumed that Aµ(x) is constant. This formula contains two
arbitrary spacetime points x1 and x2. Here we take these points to be where the trajectories Γ1
and Γ2, respectively, hit the second beam splitter BS2. Since the spatial positions of these two
23Note that we could also consider rotating reference frames which would lead to the Sagnac effect [Ana77, Wer94,
VR00], but for simplicity we will stick to the Rindler metric.
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events are the same in our Rindler coordinate system we have ∆xµ = (∆t, 0, 0, 0), where ∆t is the
difference in arrival time. This is given by
∆t = `
(
1
v1
− 1
v2
)
where ` is the length of the horizontal legs of the paths. The contribution of the phase difference
from the third term is thus
kµ∆x
µ =
mc2`
~
(
g00(∆z)γ2
v1
− g00(∆z)γ2
v2
)
=
mc2`
~
(
γ1
v1
− γ1
v2
)
.
Let us now turn to the first and second terms in (2.7.15), representing the internal phase shifts.
Since the internal phases accumulated along the vertical components of each path are equal the
quantity cancels in the calculation of the phase difference and so it is unnecessary to calculate
them. The internal phase shifts of the upper and lower horizontal paths are given by
θ
(1)
int =
mc2
~
τ1 =
mc2`
~
1
γ1v1
, θ
(2)
int =
mc2
~
τ2 =
mc2`
~
1
γ2v2
.
The phase difference is then given by
∆θ = θ
(2)
int − θ(1)int + kµ∆xµ =
mc2`
~
(
1
γ2v2
− 1
γ1v1
+
γ1
v1
− γ1
v2
)
which simplifies to
∆θ =
m`γ1
~
(
v1 − v2
(1 + ∆zgc2 )
2
)
(2.7.16)
where we can make the replacement v2 = c
√
g00
(
1− g00γ−21
)
.
Equation (2.7.16) is the exact result for the gravitationally induced phase shift in the Rindler
metric. This compares to various results in the literature [Ana77, AL92, Sak93, Wer94, VR00] for
the gravitational effect in the COW experiment, which turn out to be approximations of (2.7.16).
It is instructive to take various limits to demonstrate these connections.
Firstly, if we take the weak field limit, ∆zg/c2  1 we obtain
∆θ ≈ m`v1γ1
~
(
1−
√
1− 2∆zg
v21
)
. (2.7.17)
If we furthermore take ∆zg/v21  1, which corresponds to assuming the relative reduction in
velocity is small, |v1 − v2|/v1  1, and consider only first order terms, we obtain the phase result
in [Ana77]. If we instead take the non-relativistic limit (γ1 ≈ 1) we obtain the result of [AL92].
Expanding this result to two orders of ∆zg/v21 gives
∆θ ≈ m`
~
(
∆zg
v1
+
∆z2g2
4v31
)
, (2.7.18)
which indicates the ‘g2’ correction term derived in [AL92]. To leading order in ∆zg/v21 the non-
relativistic limit gives the standard theoretical prediction of the phase difference ∆θCOW observed
in the COW experiment;
∆θCOW =
m∆z`g
~v1
. (2.7.19)
There is a reported small discrepancy between measurement and theory [COW75]. However, the
error introduced by neglecting corrections in ∆zg/v21 is too small to account for this discrepancy
[AL92].
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Result Approximation Ref ∆ from COW ∆ from Exact
Exact Rindler (2.7.16) 1× 10−6 0
Weak field 1O ∆zg/c2 = 3× 10−18 (2.7.17) 1× 10−6 −1× 10−25
Small ∆v wf+1O ∆zg/v21 = 4× 10−8 [Ana77] 2× 10−9 −1× 10−6
Non relativistic wf+0O γ = 1 + 2× 10−11 [AL92] 1× 10−6 −2× 10−9
g2 correction nr+2O ∆zg/v21 (2.7.18) 6× 10−7 −5× 10−7
[COW75] nr+1O ∆zg/v21 (2.7.19) 0 −1× 10−6
Table 2.7.1: Phase results for different approximations starting from the exact
result (2.7.16) and finishing with the COW approximation (2.7.19). The Ap-
proximation column indicates to what order a term is expanded (0O,1O,2O),
the numerical value of the term, as well as indicating whether the phase result
is based on previous approximations. For example, the ‘Non relativistic’ result
is zeroth order (‘0O’) in γ, but also possesses all of the Weak field result’s ap-
proximations (‘wf’). The ∆ columns indicate the value of the result subtracting
the COW result, and the Exact result, respectively.
The standard result (2.7.19) is obtained using a path integral approach (see e.g. [Sak93, Wer94,
ZCPB11]). The path integral method allows only for summation over paths which start and end
at the same two spacetime points. However, the classical trajectories in this problem in fact do not
arrive at the second beam splitter at the same time. Therefore, the standard expression, although
a very good approximation in the specific case of the actual experiment under consideration, is
not exact even non-relativistically.
Let us examine a COW experiment numerically, presented in Table 2.7.1. From [Sak93], the
interferometer dimensions are ∆z = ` = 3.16 cm, the neutrons have mass m = 1.67 × 10−27 kg
and speed v1 = 2794 m.s
−1, and g = 9.81 m.s−2. All results for phase difference ∆θ with these
data give 55.6 rad. From Table 2.7.1, the difference between the COW result (2.7.19) and the
exact result (2.7.16) is 1.05 × 10−6 rad, a difference of 19 parts per billion. The weak field limit
is a very good approximation; 10−25 from the exact result. A nonrelativistic limit is the next
best approximation (10−9 from the exact result), whereas the small velocity change first order
expansion by [Ana77] is less justified, providing only a relatively minor improvement on the COW
result.
2.8 Elementary operations and measurement formalism
In order to develop quantum information theory in curved spacetimes we need to understand how
elementary operations such as unitary transformations and state updating are represented within
the reference frame covariant formalism of this chapter. This section is dedicated to these issues.
In addition we show how Hermitian observables are represented, how to calculate their expectation
values, and how to construct explicitly a quantum observable given the measurement direction of
a Stern–Gerlach device, or a polariser.
2.8.1 Fermions
In this section we develop the notion of unitarity, observables and projectors for fermions. The
notion of unitarity and observables is not straightforward for two reasons: (1) the inner product
is velocity dependent and (2) Hilbert spaces associated with distinct points in spacetime must be
thought of as separate. The formalism that we develop addresses these issues in a reference-frame-
covariant way.
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2.8.1.1 Unitarity and Hermitian operators
Unitarity is traditionally defined for automorphisms U : H 7→ H, i.e. unitary maps that take
elements from one Hilbert space back to the same Hilbert space. The map U is unitary if it
satisfies
〈Uφ|Uψ〉 = 〈φ|ψ〉 (2.8.1)
for all φ, ψ ∈ H, where the inner product is given by 〈φ|ψ〉 = δA′Aφ¯A′ψA. However, for our
purposes this definition is too restrictive: we are interested in localised qubits transported along
some spacetime trajectory Γ. The Hilbert spaces associated with the points along Γ must be
thought of as distinct and therefore a map induced by the transport equation (2.5.12) cannot be
thought of as a map from a Hilbert space to itself. Furthermore, the inner products for the Hilbert
spaces depend on the respective 4-velocity. It is then clear that the transformation induced by the
transport equation (2.5.12) is not going to be unitary according to (2.8.1) as we are not dealing
with automorphisms.
Consider therefore a map U : H1 → H2 where H1 and H2 are two Hilbert spaces on the
trajectory Γ. That a quantum state belongs to H1 is indicated by a subscript |·〉1 and similarly
for H2. The ‘generalised’ definition of unitarity then becomes
2 〈Uφ|Uψ〉2 = 1〈φ|ψ〉1 (2.8.2)
using the inner product i 〈φ|ψ〉i = φ¯(i)A′ IA
′A
ui ψ
(i)
A , with I
A′A
ui ≡ u(i)I σ¯IA
′A, and φ
(i)
A , ψ
(i)
A ∈ Hi, i = 1, 2.
If we adapt the tetrad such that uI = (1, 0, 0, 0) along the trajectory we see that the inner product
IA
′A
u = uI σ¯
IA′A becomes the ordinary inner product δA
′A which is independent of both position
and momentum. We would therefore expect the inner product between two quantum states along
some trajectory Γ to be conserved. To see this let φ(τ) and ψ(τ) represent two quantum states
that are Fermi–Walker transported, according to Equation (2.5.13) along Γ. Then we have
d
dτ
〈φ|ψ〉 = D
FW
Dτ
〈φ|ψ〉 = uI σ¯IA′AD
FW φ¯A′
Dτ
ψA + uI σ¯
IA′Aφ¯A′
DFWψA
Dτ
= 0 (2.8.3)
since the Fermi–Walker derivative of uI is zero by construction, and the inner product 〈·|·〉 is
defined using IA
′A
u(τ). Strictly speaking, the inner product should be labelled with τ (i.e. τ 〈·|·〉τ ) in
order to indicate that we are dealing with different Hilbert spaces. However, for convenience we
omit this cumbersome notation.
Let us now consider a more general evolution dictated by a Schro¨dinger equation
DFWψA
Dτ
=
dψA
dτ
− i
(
1
2
dxµ
dτ
ωµIJ + uIaJ
)
LIJ BA ψB = i Q
B
A ψB (2.8.4)
where Q BA represents some linear operator on ψB . Requiring the inner product to be preserved
under the evolution implies that Q BA must for all φ, ψ ∈ H satisfy
uI σ¯
IA′Aφ¯A′ Q
B
A ψB − uI σ¯IA
′AQ¯
B′
A′ φ¯B′ψA = 0 (2.8.5)
or equivalently 〈φ|Qψ〉 = 〈Qφ|ψ〉, which is nothing but the standard definition of a Hermitian
operator. Since this must hold for all φA and ψA we must have I
B′A
u Q
B
A = I
A′B
u Q¯
B′
A′ .
In spinor notation we can define QA
′A ≡ Q AB IA
′B
u which yields an equivalent definition of
Hermiticity for the spinorial object QA
′A:
Q¯
A′A
= QA
′A.
An object QA
′A satisfying this condition can be written as
QA
′A = NI σ¯
IA′A (2.8.6)
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for some real-valued coefficients NI . We also have Q
B
A = IuAA′Q
A′B where IuAA′ is the inverse
of IA
′A
u defined by IuAA′I
A′B
u = δ
B
A . The corresponding operator Q
B
A is then given by
Q BA ≡ IuAA′QA
′B = uIσ
I
AB′NJ σ¯
JB′B = uINJ(σ
[I σ¯J] + σ{I σ¯J}) BA
= −2iuINJLIJ BA + uIN Iδ BA (2.8.7)
where LIJ
B
A are the left-handed sl(2,C) generators and the term in δ BA generates changes in
global phase.24
It should be noted that the linear operator Q BA does not ‘look’ Hermitian when written out in
matrix form. For example, Q 21 6= Q¯ 12 . Rather, it is only the object QA
′A ≡ IA′Bu Q AB which looks
Hermitian in matrix form, i.e. QA
′A = Q¯
AA′
. 25 The reason for this difference can be clearly seen
by expressing Q BA in the rest frame of the qubit. In the particle rest frame, Hermitian operators
are expressed as Q˜
B
A = NIσ
0
AA′ σ¯
IA′B , and in this case Q˜
2
1 =
¯˜Q 12 . Thus, from an operator
ˆ˜Q
which is Hermitian with respect to δA
′A we can construct another operator Qˆ which is Hermitian
with respect to IA
′A
u simply by applying a boost, i.e. Q
B
A = Λ
C
A Q˜
D
C Λ
−1B
D , where Λ is the spin-
1
2
representation of the Lorentz boost that takes δI0 to u
I .
A general inner product preserving evolution can therefore be understood as being composed of
two pieces. One piece, the Fermi–Walker derivative, dictates how acceleration and the gravitational
field affects the quantum state and has therefore a purely geometric character. The Fermi–Walker
derivative maps elements between neighbouring Hilbert spaces H(x,p)(τ) and H(x,p)(τ+δτ). The
remaining term Q BA encodes possible non-geometric influences on the quantum state and is an
automorphism Q : H → H. This second term is required to be Hermitian with respect to the
inner product IA
′A
u .
26
We have already seen an example of an evolution of the form (2.8.4). In the WKB limit of the
minimally coupled Dirac equation we arrived at the transport equation (2.5.12), where the linear
Hermitian operator took on the form
B BA ≡ −
e
2m
BIJL
IJ B
A = −
e
2m
h KI h
L
J FKLL
IJ B
A
where BIJ ≡ h KI h LJ FKL is the magnetic field experienced by the particle. To see that the
magnetic precession term B BA is Hermitian with respect to the inner product, we expand the left
side of the Hermiticity definition (2.8.5):〈
φ
∣∣Bˆψ〉− 〈Bˆφ∣∣ψ〉 = − e
2m
φ¯
(
uK σ¯
KBIJ Lˆ
IJ − B¯IJ ˆ¯LIJuK σ¯K
)
ψ.
With BIJ real and making use of the identity [σ¯
K , LˆIJ ] = i[ηIJ σ¯K − ηJK σ¯I ] [BL], we have〈
φ
∣∣Bˆψ〉− 〈Bˆφ∣∣ψ〉 = − e
2m
uKBIJ φ¯[σ¯
K , LˆIJ ]ψ (2.8.8)
= −i e
2m
φ¯σ¯Kψ[uKB
I
I −B IKuI ] = 0 (2.8.9)
since BIJu
J = 0 and B II = 0. The magnetic precession is thus a Hermitian automorphism with
respect to the inner product IA
′A
u .
2.8.1.2 Observables and projective measurements
Observables are represented by Hermitian operators Q BA , which will take the form indicated in
(2.8.7). The covariant expression of the expectation value of the observable Q for a spinor ψA is
24Note that one could also have chosen the right-handed representation RIJ
A′
B′ of the Lorentz group as this
would yield the same result.
25Spinor notation gives the relationship QA
′A ≡ Q¯AA′ ≡ Q¯A′A between the conjugate and row-column transpose.
26Hermiticity can alternatively be defined in terms of the partial d/dτ or covariant D/Dτ derivatives but in doing
so we would have to modify the definition of a Hermitian operator.
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given by
〈ψ|Q |ψ〉 = ψ¯A′NI σ¯IA′AψA. (2.8.10)
Note that in (2.8.10) all indices have been contracted, indicating the expectation value is manifestly
a Lorentz invariant scalar and could in principle represent an empirically accessible quantity.
In order to complete the measurement formalism we need to discuss how to determine the
post-measurement quantum state. We do this for the simple case of projection-valued measures,
however we can easily extend the formalism to generalised measurements. A Hermitian operator
has a real eigenvalue spectrum and its normalised eigenstates |ψ(k)〉 are orthogonal, i.e.
〈ψ(k)|ψ(l)〉 = IA′Au ψ¯(k)A′ ψ(l)A = δkl.
where k, l = ±. The spectral decomposition of an observable Qˆ is Q BA =
∑
± λ±P
±B
A , where
the λ± are the eigenvalues of Q BA and the P
±B
A represents the corresponding projector onto the
eigenstate |ψ±〉. In spinor notation, the projectors are given by P±BA = IA
′B
u ψ¯
±
A′ψ
±
A . A pair of
projection operators P±BA which, together with the identity operator, span the space of Hermitian
observables on H can also be written as
P±BA =
1
2
(δ BA ∓ 2iuInJLIJ BA ) (2.8.11)
with nIn
I = 1 and nIu
I = 0. These are the ordinary Bloch sphere projectors but written in a
reference frame covariant way. One can then suspect that a measurement of spin along some unit
direction can be represented by such projectors. This is indeed the case as we shall see now in the
specific case of Stern–Gerlach measurements.
2.8.1.3 The spin operator for a relativistic Stern–Gerlach measurement
To be able to extract empirical predictions from the above formalism we need to determine how
N I in (2.8.7) corresponds to the relevant parameters defining the experimental setup, e.g. the
spatial orientation of a Stern–Gerlach magnet. In the literature there exist several proposals
for relativistic spin operators and these have been studied for various reasons (see e.g. [FW50,
HN90, Mas95, Cza97, Ryd98, Ryd99, Ter03b, FBHH10]). In this section we are going to be
concerned exclusively with constructing a spin observable associated with a relativistic Stern–
Gerlach measurement. Notably, the spin operator that we obtain differs from other proposals.
This spin operator is investigated in detail in Chapter 3.
In order to obtain the correct relativistic spin observable it is necessary to understand in more
detail the physical aspects of the measurement process. In a Stern–Gerlach spin measurement,
a particle is passed though an inhomogeneous magnetic field. This causes the wavepacket to
separate into two packets of orthogonal spin. A subsequent position measurement then records
the outcome. To gain further insight, let us consider this measurement process in the fermion’s
rest frame where eµt = u
µ. In such a frame the stationary qubit is exposed to a magnetic field Bi
for a short period of time and it is clear that it is the direction 1BB
i (with B2 ≡ BiBjδij) of the
magnetic field that determines what component of the spin we are measuring [Per93].
If the qubit is moving non-relativistically with respect to the Stern–Gerlach device, the spatial
direction 1BB
i of the magnetic field approximately agrees with the orientation of the Stern–Gerlach
device mi. However, if the qubit is moving relativistically with respect to the apparatus these
directions do not necessarily coincide, nor is their relationship straightforward. We will establish a
relation between these two directions, and in doing so we will identify the correct spin observable for
a relativistic Stern–Gerlach measurement. In particular the relativistic spin operator/observable
that we obtain depends on the spatial orientation mI of the apparatus and the 4-velocities vI and
uI of the apparatus and qubit.
To proceed we first work out an expression for the electromagnetic field FIJ generated by
the Stern–Gerlach apparatus. To do that we first introduce the magnetic field 4-vector M I =
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MmI where M is the magnitude of the Stern–Gerlach magnetic field. We can now define the
electromagnetic tensor as
FIJ ≡ −LIJKvLMK . (2.8.12)
In the rest frame of the apparatus it takes the form
FIJ
∗
=
(
0 0
0 Bij
)
so there is only a magnetic field, and no electric field, generated by the Stern–Gerlach apparatus in
its own rest frame (denoted in the equality by ∗). In order to simplify the calculation the gradient
eµI∇µM of the magnetic field strength is assumed to point in the same direction as the magnetic
field itself, i.e. eµI∇µM ∝ mI . 27
We can now calculate the magnetic field 4-vector BI corresponding to the magnetic field as
measured in the rest frame of the qubit. It is given by BI ≡ 12LIJKuLFJK . Using (2.8.12), we
obtain
BI = −1
2
LIJKuLMJKN v
MMN = M I(v · u)− vI(M · u)
with LIJK
MJKN
= −2(δLMδIN − δINδLM ) and 0123 = 1 [MTW73, p87]. For spin measurements, the
4-vector nI is now the normalised qubit rest-frame magnetic field, i.e.
nI(m,u, v) ≡ B
I
B
where B ≡ √−BIBJη
IJ
, and it is easy to check that n · u = 0. This expression nI becomes
singular only for unphysical or trivial situations characterised by uI being null, or M = 0.
Thus, given the spatial orientation of the Stern–Gerlach apparatus and the 4-velocities of the
apparatus and qubit we obtain, using (2.8.7), a relativistic spin operator given by
S BA = −2iuInJ(m,u, v)LIJ BA .
The expectation values are calculated using (2.8.10) and the corresponding projectors are given
by (2.8.11). We now have a fully relativistic and reference frame invariant measurement formalism
for a Stern–Gerlach measurement.
2.8.2 Photons
In this section we develop the notion of unitarity, observables and projectors for photons. The
definition of unitarity is in some sense simpler than for fermions as the inner product is not velocity
dependent; the difficulty is only in handling the gauge degrees of freedom.
As we have already stated, the polarisation state of a photon can be represented by a spa-
tial complex 4-vector ψI orthogonal to the null wavevector kµ. Furthermore, the corresponding
quantum state of a photonic qubit with null velocity uI was identified as being a member of an
equivalence class of polarisation vectors ψI ∼ ψI + υuI all orthogonal to uI (§2.6.4). With the
orthogonality condition and the gauge degree of freedom this space therefore reduced to a two-
dimensional Hilbert space on which unitary and Hermitian operators act. We now develop the
notion of unitarity, observables and projectors within this four-dimensional formalism.
27Although this is not strictly possible as the magnetic field must satisfy ∇imi = 0 one can always choose a field
which approximately has eµI∇µM ∝ mI locally [Bal].
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2.8.2.1 Unitarity and Hermitian operators
Unitarity and Hermiticity are more straightforward with polarisation vectors than spinors because
the definition of unitarity 〈Uφ|Uψ〉 = 〈φ|ψ〉 is in terms of a standard inner product ηIJ φ¯IψJ
where ηIJ is constant. The requirement for unitarity again translates into requiring that the inner
product between two polarisation vectors is conserved along trajectories, i.e.
d 〈φ|ψ〉
dλ
=
D 〈φ|ψ〉
Dλ
=
Dφ¯I
Dλ
ψI + φ¯I
Dψ¯I
Dλ
= 0. (2.8.13)
Consider now a Schro¨dinger evolution of the form
DψI
Dλ
= βuI + i QIJ ψ
J (2.8.14)
which is more general than the transport equation (2.6.11). Substituting into (2.8.13), we get
Q¯
J
I φ¯Jψ
I − φ¯I QIJ ψJ = 0
where we have used that ψIuI = u
IφI = 0. Requiring that this hold for all φ
I and ψI we obtain
the standard definition of Hermiticity; Q¯
I
J = Q
I
J .
In addition to the above we also require that the gauge condition uIψ
I = 0 be preserved. This
implies that
d(uIψ
I)
dλ
=
D(uIψ
I)
Dλ
=
DψI
Dλ
uI = Q
I
J ψ
JuI = 0.
This condition ensures that Hermitian operators QIJ map polarisation vectors into polarisation
vectors. Again this should hold for all ψJ , so we have the condition QIJ uI ∝ uJ . The following
two conditions suffice for characterising a general Hermitian operator;
Q¯
I
J = Q
I
J , (2.8.15a)
QIJ u
J ∝ uI . (2.8.15b)
In order to determine the form of valid operators it is convenient to express the matrix QIJ
in terms of a set of basis vectors {uI , wI , f I1 , f I2 } which spans the full tangent space. Recall from
Section 2.6.4.2 that a diad frame f IA ≡ (f I1 , f I2 ) defines a spacelike two-dimensional subspace
orthogonal to two null vectors uI , wI with uIwI = 1. f
I
Af
A
J = h
I
J = δ
I
J − uIwJ − wIuJ is the
metric on the spacelike subspace [Poi04]. One can then define a sixteen-dimensional complex vector
space spanned by the outer products of {uI , wI , f I1 , f I2 } with the dual vectors {uJ , wJ , f1J , f2J}.
Components of an arbitrary matrix QIJ ∈ 〈B ⊗ B¯〉 of this space can then be expanded in terms
of these sixteen elements.
A valid map QIJ on polarisation vectors must satisfy equations (2.8.15). In terms of the sixteen
basis elements, no terms in wI or wJ can exist, since w
IkI 6= 0. Any remaining terms that involve
uI or uJ are pure gauge and do not change the polarisation vector. A hermitian operator is
therefore, up to gauge, represented as
QIJ = af
I
1 f
1
J + βf
I
1 f
2
J + β¯f
I
2 f
1
J + bf
I
2 f
2
J
where the real numbers a and b and the complex number β constitute the four remaining real de-
grees of freedom. The two conditions in (2.8.15) thus reduce a 4×4 hermitian matrix to effectively
a 2× 2 hermitian operator that acts on the transverse spacelike (polarisation) degrees of freedom.
Such an operator can be written in terms of the Pauli matrix basis as QAB = C
aσ Aa B , where
the Pauli matrices act on the two dimensional Jones vector. Ca consisting of four coefficients
a = 0, 1, 2, 3 does not transform as a 4-vector and therefore does not have any spatial significance.
For the operator Q BA where a = 1, 2 or 3 the eigenbasis corresponds to respectively the diagonal
linear polarisation basis, the circular polarisation basis, and the horizontal–vertical polarisation
basis of the Jones vector. The relation between the four-dimensional and two-dimensional hermi-
tian operators is QIJ = f
I
A Q
A
B f
B
J .
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2.8.2.2 Observables and projective measurements
The construction of observables and projectors is identical to that of fermions. Observables are
represented by Hermitian operators QIJ . Let P
I
(k) represent the eigenvectors of Q
I
J . The P
I
(k)
form an orthonormal basis with P¯ I(k)P(l)I = δkl. The probability pk of getting outcome λk is given
in tetrad notation by
pk = |P¯ I(k)ψI |2. (2.8.16)
The corresponding projector for an eigenvector P I(k) is P
I
J = P
I
(k)P¯(k)J and the post-measurement
state, up to gauge, is given by ψI → ψ′I = P IJψJ .
In this case we have a clean interpretation of projectors P Ik as polariser vectors P
I : complex,
spacelike normalised vectors orthogonal to photon velocity, P IuI = 0. Polariser vectors correspond
to the physical direction and parameters of an optical polariser: A linear polariser direction is of
the form eiθP I with P I real, and a circular polariser is a complex vector P I = 1√
2
(P I1 + iP
I
2 ) with
P I1 P
J
2 ηIJ = 0 and P¯
I
1 P
J
1 ηIJ = P¯
I
2 P
J
2 ηIJ = 1. The probability of transmission of a polarisation
vector through a polariser is simply the modulus square of the overlap of the polarisation state
with the polariser vector (2.8.16). Such an overlap clearly does not depend on the tetrad frame
used, and indeed all tetrad indices are contracted in (2.8.16). The probability p is then manifestly
a Lorentz scalar. It is easy to verify that the formalism is invariant under gauge transformations
ψI → ψI + υuI and P I → P I + κuI . Thus, the probability p is both gauge invariant and Lorentz
invariant as should be the case. With this completed measurement formalism it is now possible
to work entirely within the covariant polarisation 4-vector formalism.
2.9 Quantum entanglement
Until now we have been concerned with the question of how the quantum state of some specific
physical realisation of a single qubit is altered by moving along some well-defined path in spacetime.
We shall now show how this formalism can easily be extended to describe entanglement of multiple
qubits.
2.9.1 Bipartite states
We have seen that it is necessary to associate a separate Hilbert space with each pair of position and
momentum (xµ, pµ). A single qubit moving along a specific path x
µ(λ) in spacetime will therefore
have its state encoded in a sequence of distinct Hilbert spaces associated with the spacetime
points along the path.28 The formalism that we have so far developed determines how to assign a
quantum state to each distinct Hilbert space along the path along which we move the qubit. The
one-parameter family of quantum states |ψ(λ)〉 is parameterised by some parameter λ of the path
x(λ), and the sequence of Hilbert spaces associated with the path is H(x,p)(λ). The quantum state
|ψ(λ)〉 belongs to the specific Hilbert space H(x,p)(λ).
Let us now consider how to generalise the formalism of this chapter to the quantum state of
two, possibly entangled, qubits in curved spacetime. Instead of one worldline we will now have
two worldlines, x1(λ1) and x2(λ2), and consequently instead of one parameter λ we now have
two independent parameters λ1 and λ2. Corresponding to each value of λ1 and λ2 we have two
spacetime points and two Hilbert spaces, H(x1,p1)(λ1) and H(x2,p2)(λ2). It is therefore clear that
the quantum state describing the two qubits is mathematically described by a quantum state
|ψ(λ1, λ2)〉 ∈ H(x1,p1)(λ1) which belongs to the tensor product Hilbert space ⊗H(x2,p2)(λ2). This
can be evaluated at any pair of parameters (λ1, λ2).
28Recall that while we can uniquely determine the 4-momentum pµ = mdx
µ
dτ
from the trajectory x(τ) in the case
of massive fermions, the same is not true for photons. Due to the arbitrariness of the parametrisation of the null
trajectory x(λ) we can only determine the null momentum up to a proportionality factor, i.e. pµ ∝ dxµ
dλ
.
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In order to calculate statistics (e.g. correlation functions) we need to provide an inner product
for the tensor product Hilbert space H(x1,p1)(λ1) ⊗ H(x2,p2)(λ2). The natural choice is the inner
product induced by the inner products for the individual Hilbert spaces.
In the case of fermions the natural choice for the parameterisations λ is the proper time τ . The
Hilbert spaces H(x1,p1)(τ1) and H(x2,p2)(τ2) have the inner products given by IA
′A
1 = u
1
I σ¯
IA′A and
IA
′A
2 = u
2
I σ¯
IA′A where u1I and u
2
I are the respective 4-velocities. In our index notation a bipartite
quantum state can be represented by an object with two spinor indices ψA1A2(x1(τ1), x2(τ2)).
Note however that the indices A1 and A2 relate to two distinct spinor spaces associated with two
distinct points x1(τ1) and x2(τ2) and therefore cannot be contracted. The inner product between
two bipartite quantum states |ψ〉 and |φ〉 becomes
〈ψ|φ〉p1,p2 = u1I σ¯IA
′
1A1u2J σ¯
JB′2B2 ψ¯A′1B′2φA1B2
where p1, p2 are the momenta of the two qubits. In the case of photons the quantum state |ψ〉
can be represented by a polarisation 4-vector ψI(λ). A bipartite state |ψ〉 is then given by a
two-index object ψI1I2(x1(λ1), x2(λ2)), where I1 and I2 belong to two different tangent spaces
and thus cannot be contracted. The requirement that the polarisation vector be orthogonal to the
null wavevector generalises to uI1ψ
I1I2 = 0 = uI2ψ
I1I2 . The inner product between two bipartite
quantum states |ψ〉 and |φ〉 becomes
〈ψ|φ〉p1,p2 = ηI1J1ηI2J2 ψ¯I1I2φJ1J2 .
We could also consider bipartite states |φ〉 where one component is an electron and the other is
a photon. Mathematically this would be represented as φI1A2(x1(λ), x2(τ)) and the inner product
can be constructed similarly.
Let us now turn to the evolution of bipartite quantum states. The physically available interac-
tions of the qubits are given by local operations. Mathematically this means that the most general
evolution of the state vector is given by two separate Schro¨dinger equations:
i
DT
Dλ1
|ψ(λ1, λ2)〉 = Qˆ1(λ1)⊗ I|ψ(λ1, λ2)〉 (2.9.1)
i
DT
Dλ2
|ψ(λ1, λ2)〉 = I⊗ Qˆ2(λ2)|ψ(λ1, λ2)〉 (2.9.2)
where Qˆ1(λ1) and Qˆ2(λ2) are possible local Hermitian operators (as defined in §2.8) acting on
the Hilbert spaces H(x1,p2)(λ1) and H(x2,p2)(λ2). DT /Dλ denotes the transport law, i.e. the Fermi–
Walker transport for fermions or the parallel transport for photons.
This mathematical description of the evolution of the quantum state is not standard since we
have two Schro¨dinger equations rather than one. However, if we introduce an arbitrary foliation
t(x) these two equations can be combined into one Schro¨dinger equation. First we express the
parameters as functions of the foliation λ1 = λ1(t) and λ2 = λ2(t). This allows us to write the
quantum state as only depending on one time parameter: |ψ(t)〉 = |ψ(λ1(t), λ2(t))〉. The evolution
of the quantum state now takes a more familiar form
i
DT
Dt
|ψ(t)〉 ≡ i
(
dλ1
dt
DT
Dλ1
+
dλ2
dt
DT
Dλ2
)
|ψ(λ1(t), λ2(t))〉
=
(
dλ1
dt
Qˆ1 ⊗ I+
dλ2
dt
I⊗ Qˆ2
)
|ψ(λ1(t), λ2(t))〉
= Qˆ|ψ〉
where Qˆ ≡ dλ1dt Qˆ1⊗ I+ dλ2dt I⊗ Qˆ2 is the total Hamiltonian acting on the full state. For this single
Schro¨dinger equation to hold for all paths xµ1 (λ1) and x
µ
2 (λ2), and all choices of foliation t(x), and
so for all values of dλ1dt and
dλ2
dt , it is necessary that both equations (2.9.1) and (2.9.2) hold. Thus,
the two mathematical descriptions of the evolution of the quantum state are equivalent when only
local operations enter in the evolution.
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If the Hamiltonian is not a local one, i.e. not of the form Qˆ = aQˆ1 ⊗ I+ bI⊗ Qˆ2, then it is not
possible to cast it into the previous form with two independent evolution equations and it is also
necessary to introduce a preferred foliation. However, if all interactions are local the introduction
of an arbitrary foliation is not necessary.
The generalisation to multipartite states is straightforward. Furthermore, if we are dealing
with identical particles the wavefunction should be symmetrised or antisymmetrised with respect
to the particle label, depending on whether we are dealing with bosons or fermions. This will
correctly reproduce the Pauli exclusion phenomenon and the Hong–Ou–Mandel bunching phe-
nomenon [HOM87].
2.9.2 State updating and the absence of simultaneity
Let us now discuss the issue of state updating for entangled states. Let Γ1 and Γ2 be two spacetime
trajectories along which two qubits are being transported. Furthermore let x1(λ1) and x2(λ2) each
represent a distinct point on the corresponding trajectory. Consider now that the two qubits are
in the entangled state
|ψ(λ1, λ2)〉 = 1√
2
(|+, λ1〉 |−, λ2〉 − |−, λ1〉 |+, λ2〉) .
If a measurement on qubit 1 is carried out at the spacetime point x1(λ1) with outcome ‘+’, the
bipartite state has to be updated as follows:
|ψ(λ1, λ2)〉 → |+, λ1〉 |−, λ2〉 .
Note that the value of λ2 is left completely arbitrary after the state update. It should therefore
be clear that even though the state update is associated with a distinct spacetime point x1(λ1)
on the trajectory Γ1 no such point can be identified for Γ2. In other words, as long as the local
unitary evolution for particle 2 is well-defined, the state updating can be thought of as occurring
at any point x2(λ2) along Γ2. The point x2(λ2) could be in the past, elsewhere, or in the future of
x1(λ1).
29 The reason for this freedom in state updating is that a projection operator on particle
1 commutes with any local unitary operator acting on particle 2.
2.9.3 An example: quantum teleportation
As an example of entanglement and state updating let us look at quantum teleportation in a curved
spacetime, with an agent Alice teleporting a quantum state to an agent Bob, where each agent
is spatially localised, massive, and able to perform local quantum measurements. Although the
mathematics is virtually the same as for the non-relativistic treatment, the interpretation is more
delicate. In particular, in a curved spacetime the claim that the input state is in some sense the
“same” as the output state seems to lack a well-defined mathematical meaning. However, as we
are going to see, in order to carry out the standard teleportation protocol the parties involved must
first establish a shared basis in which the entangled state takes on a definite and known form. For
example, Alice and Bob could choose the singlet state. This will be called the ‘canonical’ form of
the entangled state. Once this shared basis has been established, Alice and Bob have a well-defined
convention for comparing quantum states associated with these different points in spacetime. The
problems associated with quantum teleportation in curved spacetime are therefore similar to the
problems associated with teleportation in flat spacetime when the maximally entangled state is
unknown [RS01, BRS06, BRS07, BRST09].
Consider then three qubits moving along three distinct trajectories Γ1, Γ2, and Γ3. For con-
creteness assume that the qubits are physically realised as the spins of massive fermions. The
tripartite state is then given by
|Υ;λ1, λ2, λ3〉 ∈ H(x1,p1)(λ1) ⊗H(x2,p2)(λ2) ⊗H(x3,p3)(λ3)
29I.e. x2(λ2) has any timelike, lightlike or spacelike relationship with x1(λ1).
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or, written in our index notation, ΥA1A2A3(λ1, λ2, λ3). For the teleportation protocol, Alice will
have access to particles 1 and 2 at some stage along the particles’ histories, and Bob will have
access to particle 3 at some point along the particle’s history, independent of Alice’s choice.
In order to proceed we define a basis for each one of the three Hilbert spaces H(x1,p1)(λ1),
H(x2,p2)(λ2), and H(x3,p3)(λ3) and for all points along the trajectories Γ1, Γ2, and Γ3. The three
pairs of basis vectors are assumed to be orthonormal, and to evolve according to the local unitary
evolution (e.g. by pure gravitational evolution given by the Fermi–Walker transport (2.5.13)).
Therefore, once we have fixed the basis for particle i at one point xi(λi) on the trajectory Γi,
the basis is uniquely fixed everywhere else along the trajectory, at least where the local unitary
evolution is well-defined. It follows that a state can be expressed as a linear combination of these
basis states with the components independent of λi, i = 1, 2, 3.
We denote these three pairs of (one-parameter families of) orthonormal states as φ
(i)
Ai
(λi) and
ψ
(i)
Ai
(λi), with i = 1, 2, 3. The orthonormality conditions are explicitly given by〈
φ(i);λi
∣∣ψ(i);λi〉 = u(i)Ii σ¯IiA′iAi φ¯(i)A′i(λi)ψ(i)Ai (λi) = 0〈
φ(i);λi
∣∣φ(i);λi〉 = u(i)Ii σ¯IiA′iAi φ¯(i)A′i(λi)φ(i)Ai(λi) = 1〈
ψ(i);λi
∣∣ψ(i);λi〉 = u(i)Ii σ¯IiA′iAi ψ¯(i)A′i (λi)ψ(i)Ai (λi) = 1
with i = 1, 2, 3.
Consider now the specific tripartite three-parameter family of states
ΥA1A2A3(λ1, λ2, λ3) =
1√
2
(
αφ
(1)
A1
(λ1) + βψ
(1)
A1
(λ1)
)(
φ
(2)
A2
(λ2)φ
(3)
A3
(λ3) + ψ
(2)
A2
(λ2)ψ
(3)
A3
(λ3)
)
(2.9.3)
where α and β are independent of λ1 (since evolution is entirely in the basis vectors) and |α|2 +
|β|2 = 1. The maximally entangled state (involving particles 2 and 3) only has coefficients equal
to 0 or 1 which are trivially independent of the parameters λ2 and λ3. We will call the maximally
entangled state in Equation (2.9.3) the canonical form. Other choices of this canonical form are
possible but the teleportation protocol used below (see (2.9.4)) will then change accordingly.
As in the flat spacetime description we now proceed to rewrite the state in the Bell basis for
the Hilbert space H(x1,p1)(λ1) ⊗H(x2,p2)(λ2):
Φ±A1A2(λ1, λ2) ≡
1√
2
(
φ
(1)
A1
(λ1)φ
(2)
A2
(λ2)± ψ(1)A1 (λ1)ψ
(2)
A2
(λ2)
)
Ψ±A1A2(λ1, λ2) ≡
1√
2
(
φ
(1)
A1
(λ1)ψ
(2)
A2
(λ2)± ψ(1)A1 (λ1)φ
(2)
A2
(λ2)
)
.
In these new bases the state |Υ〉 reads
ΥA1A2A3(λ1, λ2, λ3) =
1
2
(
Φ+A1A2 (αφA3 + βψA3) + Φ
−
A1A2
(αφA3 − βψA3)
+ Ψ+A1A2 (βφA3 + αψA3) + Ψ
−
A1A2
(−βφA3 + αψA3)
)
.
Alice now performs a Bell basis measurement on the particles 1 and 2. It is important to note
that the specific physical measurement operation that Alice needs to carry out depends on the
bases (φ
(1)
A1
, ψ
(1)
A1
) and (φ
(2)
A2
, ψ
(2)
A2
). The basis (φ
(2)
A2
, ψ
(2)
A2
) is determined by the maximally entangled
state. If Alice does not know the maximally entangled state she will not be able to do the correct
Bell basis measurement.
The outcome of the Bell basis measurement (Φ+, Φ−, Ψ+, or Ψ−) is then communicated to
Bob’s side: Bob performs the local unitary operation U on particle 3 (the operation is assumed
to act on the state but not on the basis) given by
U =

1ˆl if Φ+
σˆz if Φ
−
σˆx if Ψ
+
iσˆy if Ψ
−
(2.9.4)
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where σˆx, σˆy, σˆz take the usual form when expressed in the local orthonormal basis (φ
(3)
A3
, ψ
(3)
A3
).
Thus, as was the case for Alice, in order for Bob to know which specific physical operation to
carry out, the basis has to be specified. Since the basis is determined by the maximally entangled
state, Bob must know the entangled state in order to carry out his operations. Note that if
the basis in which Bob applies the operation is incorrect, the state that Bob obtains at the end
differs depending on the outcome of the Bell measurement. In the case where Bob implements the
operation in the correct basis, Bob’s state is given by αφA3 + βψA3 .
We should now ask whether we can sensibly view this protocol as a ‘teleportation’ of a quantum
state from Alice to Bob in the sense that Bob received the same state as Alice sent. This hinges
on there being a meaningful way of comparing quantum states associated with distinct spacetime
points. However, as we have already stressed, if spacetime is curved, sameness of quantum states
cannot be established uniquely by parallel transporting one qubit to the other as this would depend
on the specific path along which we transport the qubit.
On the other hand, the maximally entangled state, by determining the bases for it to take
the canonical form, defines a shared spinor basis for Alice and Bob. If we change the basis, the
maximally entangled state would of course change accordingly and would no longer take on the
canonical form. Given a shared basis we have a well-defined way of comparing quantum states
and in particular a well-defined way to claim that they are the same or not. Thus, when we have
a maximally entangled state, there is a natural way of comparing quantum states associated with
distinct spacetime points. It is in using this convention for comparing quantum states that we
can claim that Bob did indeed receive the same quantum state, and therefore we can say that the
state was in this sense teleported.30
In the case of fermions it is also easy to see that the maximally entangled state will also
establish a shared reference frame, i.e. a shared tetrad. This comes about because from the left-
handed spinor ψA by means of which the quantum state is expressed we can construct the null
Bloch 4-vector bI = σ¯IA
′Aψ¯A′ψA. A maximally entangled state can therefore be loosely understood
geometrically as a kind of ‘non-local connection’.
2.10 Conclusion, discussion, and outlook
Recently there has been increased interest in exploring relativistic quantum information theory
in the context of phenomena from quantum field theory such as the Unruh effect and particle
number ambiguity [AFSMT06, FMMMM10, MM11]. In contrast, this chapter explored relativistic
quantum information in the regime where such effects are negligible and restricted attention to
localised qubits for which the particle number ambiguity is circumvented. A localised qubit is
understood in this chapter to be any object that can effectively be described by a position and
momentum (x, p) and some two-component quantum state |ψ〉. We obtained a description of
localised qubits in curved spacetimes, with the qubits physically realised as the spin of a massive
fermion, and the polarisation of a photon.
The original motivation for this research was to develop a formalism for answering a simple
experimental question: if we move a spatially localised qubit, initially in a state |ψ1〉 at spacetime
point x1, along some classical spacetime path Γ to another point x2, what will the final quantum
state |ψ2〉 be? Rather than working directly with Wigner representations our starting point in
answering this question was the one-particle excitations of the quantum fields that describe these
physical systems. The one-particle excitations in curved spacetime satisfy respectively the Dirac
equation minimally coupled to the electromagnetic field, and Maxwell’s equations in vacuum.
From these fields we were able to isolate a two-component quantum state and a corresponding
Hilbert space.
In the case of fermions, the equation governing the transport of the spin of a fermion consisted
of a spin- 12 version of the Fermi–Walker derivative and a magnetic precession term, expressed in a
30We note that all examples of experimentally produced entangled qubit pairs are produced in localised spatial
regions and distributed to the parties. The components of the entangled state will then undergo local unitary
evolution along each trajectory.
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non-orthonormal Hilbert space basis. This result was expected since an electron can be regarded
as a spin- 12 gyroscope, and the precession of a classical gyroscope along accelerated trajectories
obeys the Fermi–Walker equation. By introducing an orthonormal Hilbert space basis, which
physically corresponds to representing the spinor in the particle’s rest frame, we reproduced the
transport equation obtained in [TU04, ASJP09] which made use of Wigner representations.
We showed by applying the WKB approximation to vacuum Maxwell equations that the po-
larisation vector of a photon is parallel transported along geodesics and that this corresponds to
a Wigner rotation. Furthermore, this rotation is proportional to the spin-1 connection term ωµ12
when we consider a reference frame where the photon 3-velocity is along the z-axis. In this way
the effect of spacetime geometry on the quantum state was easily identified.
We worked with faithful finite-dimensional but non-unitary representations of the Lorentz
group, specifically a two-component left-handed spinor ψA, and polarisation 4-vector ψ
I . Never-
theless, by identifying a suitable inner product we obtained a unitary quantum formalism. The
advantage of working with non-unitary representations is that the objects which encode the quan-
tum state transform covariantly under actions of the Lorentz group. As a result the transport
equations are manifestly Lorentz covariant, in addition to taking on a simple form. The connec-
tion to the Wigner formalism was obtained by choosing a reference frame adapted to the particle’s
4-velocity, which is a reason why the Wigner formalism is not manifestly Lorentz covariant.
In order to make empirical predictions we need a way to extract probabilities for outcomes from
the formalism. Such a measurement formalism was developed for both fermions and photons. The
predicted probabilities of outcomes of experiments were shown to be manifestly Lorentz invariant
and thus reference frame invariant, resulting in a relativistically invariant measurement formalism.
We also derived the specific Hermitian operator corresponding to a Stern–Gerlach measurement,
by providing a physical model of this measurement process. In this way a unique spin operator
can be identified given the spatial orientation and velocity of the Stern–Gerlach apparatus and the
velocity of the particle. Notably this operator does not agree with previous competing proposals
[Cza97, Ter03b, FBHH10].
A second advantage of working in terms of the Dirac and Maxwell fields instead of the Wigner
representations is that global phases and quantum interference come out automatically from the
WKB approximation. By considering spacetime Mach–Zehnder interference experiment we arrived
at a general relativistic formula for calculating the gravitationally induced phase difference. In the
specific case of gravitational neutron interferometry we reproduced the existing formulae for the
gravitationally induced phase difference as various limits of our formula. Our overall approach,
however, provides a general, unified, and straightforward way of calculating phases and interference
for any situation.
Finally we generalised this formalism to the treatment of multipartite states, entanglement,
and teleportation, thereby extending the formalism to include all the basic elements of quantum
information theory.
The Lorentz group played a primary role in the construction of qubits in curved spacetime.
This role can be understood in terms of how gravity acts on physical objects. When an object is
moved along some path xµ(λ) in spacetime it passes through a sequence of tangent spaces. These
are connected by infinitesimal Lorentz transformations that are determined from the trajectory
and the gravitational field (i.e. the connection 1-form ω Iµ J). That is, apart from a possible global
phase, this sequence of infinitesimal Lorentz transformations determines how an object is affected
by the gravitational field. In particular, if the object has internal degrees of freedom that transform
under the Lorentz group, we can determine the effect of gravity on the state of these internal
degrees of freedom. For example, this is the explanation for the presence of spin connection terms
in the fermion Fermi–Walker transport. It is also an explanation for why the photon Wigner
rotation is simply a rotation of the linear polarisation and so respects the helicity of the photon:
no Lorentz boost can change frames sufficiently to change the helicity of a photon.
In this chapter we focused on just two physical realisations which constituted non-trivial rep-
resentations of the Lorentz group. We can nevertheless contemplate other realisations such as
composite two-level systems. In order to understand how gravity acts on the qubit state the
same general approach applies: One needs to provide a mathematical model of the physical sys-
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tem. Once a model is established one can in principle determine how (if at all) the quantum
state transforms under a Lorentz transformation. In addition to this there are other possible
gravitational influences on the quantum state such as gravitationally induced phases.
As a concrete example of a physical realisation that would behave very differently to the
elementary realisations treated in this chapter, consider a two-level system where the two levels
are energy eigenstates |E1〉 and |E2〉. From ordinary non-relativistic quantum mechanics we know
that the total state |ψ〉 = a |E1〉+ b |E2〉 will undergo the evolution
|ψ(t)〉 = aeiE1t/~ |E1〉+ beiE2t/~ |E2〉 .
If the composite object is much smaller than the curvature scale and the acceleration is sufficiently
gentle to not destroy it we can obtain a fully general relativistic generalisation by simply replacing
the Newtonian time t with the proper time τ :
|ψ(τ)〉 = aeiE1τ/~ |E1〉+ beiE2τ/~ |E2〉 .
Thus, because of the energy difference we develop a relative phase between the two energy levels
which is proportional to the proper time of the trajectory. In principle we can make use of such a
two-level system to measure the proper time of a spacetime trajectory. Since proper time is path
dependent we see that the transport of the quantum state is also path dependent, and we can also
contemplate possible interference experiments.
The formalism presented in this chapter provides a basis for quantum information theory
of localised qubits in curved spacetime. One theoretical application of this is to extend the
applicability of clock synchronisation [JADW00, GLM01, dBB05] and reference frame sharing
[RS01, BRS06] to curved spacetime, and provide an interesting physical scenario for the study of
symmetries in quantum mechanics [JWB+06, BDSW06].
This formalism also has potential measurement applications. For example, in the last ten or
fifteen years there has been interest in precision measurement of the effects of general relativity.
Most recently there has been the experimental confirmation of the predicted frame-dragging effect
by Gravity Probe B [EDP+11].31 On the other hand, in the same period there has been an
increased interest in quantum precision measurements using techniques from quantum information
theory [Pre00, CPR00, DLPP01, GLM04, CDS05, XHB+11], in particular utilising entangled
states. The formalism of this chapter provides a bridge between these developments, providing a
solid foundation for considering the effects of gravity on quantum states, and for considering the
design of precision measurements of these effects. For localised qubits in curved spacetimes as
defined in this chapter, the effect of gravity enters as classical parameters in the unitary evolution
of the quantum state. Therefore, one should be able to use these same quantum information theory
techniques to increase the precision in measurements of the gravitational field. It is plausible that
such an amalgamation of the transformation of the discrete degrees of freedom of a quantum state
and the phase accumulation, by increasing the degrees of freedom to be measured, will increase the
sensitivity with which possible future sophisticated precision quantum measurements can measure
gravitational effects.
For example, spacetime torsion is generally believed, even if non-zero, to be too small to
measure with present day empirical methods [BdSGP97]. One problem is that torsion, as it is
conventionally introduced in Einstein–Cartan theory, does not have any propagating degrees of
freedom. Thus, the torsion in a spacetime region is non-zero if and only if the spin density is
non-zero there. Experiments to measure torsion thus require objects to pass though a material
with non-zero spin density to accumulate an effect, while accounting for standard interactions.
Needless to say, measuring torsion is then very difficult. However, electrons decouple from matter
in the high energy WKB limit and effectively only feel the gravitational field including torsion.
Thus, the spin of high energy fermions might carry information about the spacetime torsion.
Finally, on the more speculative side it would perhaps also be interesting to model closed
timelike curves [Deu91, Ral07, WB12] within this formalism. It is possible that the relativistic
31See also [BT11, BDT11] for a recent theoretical analysis of polarisation rotation due to gravity.
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approach to state evolution and bipartite states provides rules or constraints for the manipulation
of quantum information in closed timelike curves.
To summarise: in this chapter we have provided a complete account of the transport and
measurement of localised qubits, realised as elementary fermions or photons, in curved spacetime.
The manifest Lorentz covariance of the formalism allows for a relativistic treatment of qubits,
with a perhaps more straightforward interpretation than approaches based on Wigner representa-
tions. The treatment of multipartite states, entanglement and interferometry provides a basis for
quantum information theory of localised qubits in curved spacetime.
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Chapter 3
WKB analysis of relativistic
Stern–Gerlach measurements
Abstract
Spin is an important quantum degree of freedom in relativistic quantum information theory. This
chapter provides a first-principles derivation of the observable corresponding to a Stern–Gerlach
measurement with relativistic particle velocity. The specific mathematical form of the Stern–
Gerlach operator is established using the transformation properties of the electromagnetic field. To
confirm that this is indeed the correct operator we provide a detailed analysis of the Stern–Gerlach
measurement process. We do this by applying a WKB approximation to the minimally coupled
Dirac equation describing an interaction between a massive fermion and an electromagnetic field.
Making use of the superposition principle we show that the +1 and −1 spin eigenstates of the
proposed spin operator are split into separate packets due to the inhomogeneity of the Stern–
Gerlach magnetic field. The operator we obtain is dependent on the momentum between particle
and Stern–Gerlach apparatus, and is mathematically distinct from two other commonly used
operators. The consequences for quantum tomography are considered.
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3.1 Introduction
Over the past decade or so there has been a growing interest in the field of relativistic quantum
information [Cza97, AEN01, PST02, Ter03b, PT04, TU04, BT05, CR05, CR06, LS06, LM09,
FBHH10, FMMMM10, BT11, BDT11, SV12, PTW12], the goal being to develop a mathematical
framework which combines aspects of both relativity and quantum information theory. The aim
of this program is primarily to shed light on the relationship between these two cornerstones
of physics but also to investigate possible near future applications in areas such as long range
quantum communication in which relativistic effects cannot be neglected (as in Chapter 2).
One of the necessary features for this program is a relativistic measurement formalism, i.e. a
recipe for extracting empirical predictions given a measurement setup and a quantum state. First
and foremost this formalism is required to be Lorentz invariant in the sense that the predicted
statistics should be independent of the reference frame in which we choose to describe the experi-
ment. In order to do this it will be convenient to introduce a notation which is manifestly Lorentz
covariant. As result of this we will be required to not only recast Hermitian observables into this
relativistic notation but also replace the standard non-relativistic inner product. The advantage
of doing this will not only be to develop a relativistic measurement formalism which is manifestly
Lorentz invariant but, as we shall see, will also greatly simplify the derivation of a relativistic
Stern–Gerlach measurement operator.
This chapter will be concerned with relativistic spin measurements. In the literature there
have been several proposals dating back to the 1960’s for relativistic spin operators and these
have been studied in the context of quantum field theory for various reasons (see e.g. [FW50,
Mas95, HN90, Ryd98, Ryd99]). More recently, these operators have been used in relativistic
quantum information theory to predict measurement statistics for relativistic spin measurements
[Cza97, Ter03b, CW03, CR05, CR06, FBHH10]. The approach of this chapter will not follow these
proposals. Rather we will follow a strictly operational approach, where we will expand on results
developed in [PTW12, SV12]. Specifically, we will derive the relevant spin operator for a Stern–
Gerlach measurement of a relativistic massive fermion. Importantly, our operational approach
yields a Hermitian spin operator which is mathematically distinct from these previous proposals.
The outline of this chapter is as follows: We will begin by reviewing the manifestly Lorentz
covariant formalism developed in Section 2. We will then derive the relativistic Stern–Gerlach spin
observable by modelling a Stern–Gerlach measurement. Firstly, the specific mathematical form of
the Stern–Gerlach operator is established using the transformation properties of the electromag-
netic field. Next, to confirm that this is indeed the correct operator we provide a detailed analysis
of the Stern–Gerlach measurement process. We do this by applying a WKB approximation to
the minimally coupled Dirac equation describing an interaction between a massive fermion and an
electromagnetic field. Making use of the superposition principle we show that the +1 and −1 spin
eigenstates of the proposed spin operator are split into separate packets due to the inhomogeneity
of the Stern–Gerlach magnetic field. We conclude by discussing the consequences for quantum
tomography.
3.2 Mathematical description of spin qubits
Before we can describe a quantum mechanical relativistic spin measurement, we must first specify
how one can represent spin in such relativistic scenarios, and furthermore specify what the trans-
formation properties under the Lorentz group are for such a representation. Having identified a
particular representation we will then need to develop a measurement formalism and identify the
form of Hermitian observables.
There are two main ways in which one can represent spin. A common way is to make use of
the Wigner representations [Wei95], which are in fact infinite dimensional unitary representations
of the Poincare´ group. This group has the added symmetry of translational invariance, and
consequently Wigner basis states |p, σ〉 are labelled with both momentum p and spin σ = 1, 2. In
this representation the momentum p transforms under the Lorentz group according to pα → Λαβpβ ,
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where Λ is a general Lorentz transformation and α, β, . . . = 0, 1, 2, 3 are spacetime indices, with
spacetime metric ηαβ = diag(1,−1,−1,−1). However, the spin component strictly transforms
under the Wigner rotations and constitutes a representation of what is called Wigner’s little
group, which is isomorphic to SU(2). Specifically, Wigner’s little group consists of the set of
Lorentz transformations under which the ‘standard’ momentum pα = mδα0 of a particle with mass
m is left invariant [Wei95], where δαβ is the Kronecker delta symbol.
The representation used in this chapter, and in Chapter 2 to which we refer the reader for
further details and theoretical background, is distinct from the Wigner representation and de-
emphasises the use of the Wigner rotations. Here the mathematical object representing spin is
an SL(2,C) spinor. This is a two-component complex-valued object ψA with index A = 1, 2 that
transforms covariantly under the spin- 12 representation of the Lorentz group, i.e. by ψA → Λ BA ψB .
This transformation law differs from the Wigner rotations, which are spatial rotations defined
using a preferred frame. The reason why we adopt this alternative but equivalent representation
of spin is primarily because we will insist on manifest Lorentz covariance which will greatly simplify
our derivation of our relativistic spin operator. However, the results of this chapter are presented
in a form in which they can be interpreted in the Wigner representation if desired. A comparison
of the Wigner and Weyl representations is presented in Chapter 4.
As this formalism may not be familiar to some, we will first briefly summarise the notation and
the key features. Specifically, we will review spinor notation, the definition of an inner product,
the modified notion of unitarity, and finally Hermitian operators and observables.
3.2.1 Representation of spin and spinor notation
A spinor is fundamentally a two-component complex vector ψA living in a two-dimensional complex
vector space W . Here spinors are taken to be irreducible representations of SL(2,C), which forms
the double cover of the identity component of the Lorentz group, SO+(1, 3). As such, W carries
a spin- 12 representation of the Lorentz group. In the spirit of Relativity we will use a geometric
notation similar to that used for tensors. Therefore, a spinor ψA carries an SL(2,C) spinor index
A = 1, 2.
Complex conjugation takes a spinor ψA ∈ W to a spinor ψA = ψA′ ∈ W , the conjugate space
of W . We distinguish the elements of W by placing a prime on the spinor index: A′ (as is the
notation commonly used in treatments of spinors [Wal84, PR87, BL]). The summation of indices
then follows the Einstein summation convention: We can only contract when one index appears
as superscript and the other as subscript, and only when the indices are either both primed or
both unprimed, e.g. φAψ
A and ξA′χ
A′ , but not φ¯A′ψ
A. See Appendix A.1 for more details on the
mathematics of spinors.
3.2.2 Lorentz group and SL(2,C)
We are concerned with the spin of a massive fermion such as an electron. Such an object is usually
taken to be represented by a four-component Dirac field Ψ(x), which constitutes a reducible spin- 12
representation of the Lorentz group. At the same time we would like a qubit representation of
our spin- 12 system, so it is natural to use a two-dimensional object. Such a representation can be
found by working with the Dirac field in the Weyl representation. In this representation the Dirac
field splits into two 2-component SL(2,C) spinors Ψ(x) = (φA(x), χA
′
(x)) which constitute the
left and right handed irreducible spin- 12 representations of the Lorentz group. We will represent
qubits with the two-component left-handed Weyl spinor field φA(x). Working instead with the
right-handed component χA
′
would yield the same results.
3.2.2.1 SL(2,C)
We now turn to the Lorentz group. In the Weyl representation, the Dirac gamma matrices take
on the form
γα =
(
0 σα
σ¯α 0
)
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where σα ≡ (I, σi) is the Pauli 4-vector and σ¯α ≡ (I,−σi). If we use the convention in [BL,
DHM10] whereby the primed index for σ¯α is a row index and unprimed is a column index, and
the opposite for σα, we can explicitly identify both σ¯0A
′A = δA
′A and σ0AA′ = δAA′ as the
2 × 2 identity matrix, and the spatial parts −σ¯iA′A and σiAA′ as the usual Pauli matrices. The
Weyl representation allows us to extract from the Dirac algebra {γα, γβ} = 2ηαβ the left-handed
two-component algebra
σαAA′ σ¯
βA′B + σβAA′ σ¯
αA′B = 2ηαβδ BA (3.2.1)
where δ BA is the Kronecker delta.
The generators of the group are constructed as Sαβ = i4 [γ
α, γβ ] for the 4-component formalism
or in spinor notation
Lαβ
B
A =
i
4
(
σαAA′ σ¯
βA′B − σβAA′ σ¯αA
′B
)
(3.2.2)
for the left-handed 2-spinor.
Note that the Pauli 4-vector is not referred to as an operator in this formalism. An operator
for spinors ψB instead carries an index structure Q
B
A . Wherever possible we will keep indices
implicit and use the standard notation Qˆ for operators. Using this notation the components of
the generators can be written as
Lˆ0j =
i
2
σˆj , Lˆij =
1
2
εijkσˆ
k
where σˆi are the standard Pauli operators.1 The Lˆ0j components generate boosts and the Lˆij
components generate rotations.
The Pauli 4-vector and σ¯α play a special role because they are invariant under Lorentz trans-
formations on all indices, that is [DHM10],
ΛαβΛ
A
BΛ¯
A′
B′ σ¯
βB′B = σ¯αA
′A (3.2.3)
where Λαβ is an arbitrary spin-1 Lorentz transformation and Λ
A
B is the corresponding spin-
1
2
Lorentz transformation, and similarly for σα.
3.2.3 Lorentz invariant measurement formalism
Up to this point we have discussed spinor notation and the spin- 12 representation of the Lorentz
group. This structure on its own does not provide a quantum formalism. To achieve a quantum
mechanical description we must also introduce an inner product to promote the spinor space W
to a Hilbert space H, and then construct a formalism to extract predictions according to the
rules of quantum mechanics. This formalism differs to that used in the Wigner representation
since the two component irreducible representation of SL(2,C) constitutes a non-unitary spin- 12
representation of the Lorentz group: A spin- 12 Lorentz boost (with γ := (1− β2)−
1
2 ) is given by
Lˆ(β) =
√
γ + 1
2
σˆ0 +
√
γ − 1
2β2
βiσˆ
i.
The eigenvalues of this matrix are
√
(γ + 1)/2±√(γ − 1)/2. Nevertheless, a notion of unitarity
can be recovered by introducing a suitable inner product and not insisting on using representa-
tions. The latter is an immaterial effect, whereas the former requires a reformulation of Hermitian
operators. We will here simply review the results of the formalism derived in Chapter 2.
1While having the same components as the Pauli matrices, note the distinction between the operator σˆi which
maps a spinor ψA → φA whereas the object σ¯iA′A would map ψA → φA′ .
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3.2.3.1 The quantum state and inner product
In order to promote the spinor space W to a Hilbert space H an inner product is required. In
spinor notation a sesquilinear inner product requires a spinorial object with index structure IA
′A.
The appropriate object is given by IA
′A
u ≡ uασ¯αA
′A where uα is the 4-velocity of the particle
carrying the spin. For a Wigner state this would be represented by the momentum p in |p, ψ〉.
The inner product between states represented by the two spinors ψ1A and ψ
2
A is〈
ψ1
∣∣ψ2〉 = IA′Au ψ¯1A′ψ2A = uασ¯αA′Aψ¯1A′ψ2A (3.2.4)
where the connection between Dirac bra–ket notation and spinor notation is identified as
|ψ〉 ∼ ψA 〈ψ| ∼ IA′Au ψ¯A′ . (3.2.5)
The inner product (3.2.4) is Lorentz invariant. This follows immediately from the fact that all
indices have been contracted, and that σ¯αA
′A is invariant under Lorentz transformation, (3.2.3).
This inner product emerges by taking the WKB limit of the Dirac field. In this limit not only do
we obtain a well defined inner product on the spinor space and a classical trajectory with velocity
uα for a localised wave-packet but in addition a conserved probability current jα that ultimately
allows us to apply a quantum mechanical interpretation to the state ψA. This allows us to promote
W to a Hilbert space. Given that IA
′A
u depends on the particle’s 4-velocity or equivalently 4-
momentum, the corresponding Hilbert space is labelled with momentum p: Hp. With this inner
product we have a finite dimensional unitary formalism describing the transformation of spin ψA
under arbitrary Lorentz transformations. Note that we no longer strictly have a representation of
the Lorentz group since an arbitrary Lorentz transformation Λ will correspond to a map between
distinct Hilbert spaces Λ : Hp → HΛp, rather than within a single space.2 By not insisting on
using representations we have managed to sidestep Wigner’s theorem that any faithful unitary
representation of the Lorentz group must be infinite dimensional [Wig39].
3.2.3.2 Hermitian operators
Now that we have a well-defined inner product, we can consider the general form of Hermitian
operators, and derive the mathematical form of observables. To do this we start with the standard
Hermitian property for an operator Qˆ:
0 = 〈χ|Qψ〉 − 〈Qχ|ψ〉
= IA
′A
u χ¯A′ Q
B
A ψB − IA
′A
u Q¯
B′
A′ χ¯B′ψA.
For this to hold for all χA and ψA we must have that I
A′B
u Q
A
B = I
B′A
u Q¯
A′
B′ . Making use of (3.2.1)
and (3.2.2), and using the self-dual property Lˆαβ = 12 iε
αβγδLˆγδ [DHM10, Eqn 2.74] to introduce
the Pauli–Lubanski vector Wˆα(p) := 12ε
αβγδpβLˆγδ = ipβLˆ
αβ , one can then show that a Hermitian
operator Qˆ must be of the form
Qˆ = 2inαuβLˆ
αβ + nαuβη
αβ Iˆ = nα
(
−2Wˆ
α(p)
m
+ uαIˆ
)
(3.2.6)
with Iˆ the identity, and where each operator is identified by a Lorentz 4-vector nα of real coef-
ficients. Every Hermitian operator has a real eigenvalue spectrum, and its eigenstates |ψ±〉 are
orthogonal with respect to the inner product IA
′A
u .
We are now interested in spin observables formed from Hermitian operators (3.2.6). A spin
observable evaluated in the particle’s rest frame should reduce to the non-relativistic expression
niσ
i where ni is the normalised spin measurement direction. This implies that nα in (3.2.6) is
orthogonal to uα, i.e. we have the condition
uαn
α = 0. (3.2.7)
2We recall that a representation of a group consists of the set of linear operators acting on a single vector space.
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The magnitude of nα only rescales the eigenvalues of the observable and without loss of generality
we can normalise it so that it is spacelike with n2 = −1. The Lorentz invariant expectation value
of an observable Qˆ for a spinor ψA is then given by
〈ψ|Qˆ|ψ〉 = −IA′Au ψ¯A′nα
2WαBA
m
ψB = −nασ¯αA′Aψ¯A′ψA. (3.2.8)
This expression is covariant and has been written in the Weyl representation where we have made
use of the relationship 2mI
A′B
u W
αA
B = σ¯
αA′A − uαuβ σ¯βA′A. 3 Lorentz invariance follows imme-
diately because all spinor and spacetime indices have been contracted, and all objects transform
covariantly.
3.3 Intuitive derivation of the Stern–Gerlach observable
The task now is to determine the correct spin observable for a Stern–Gerlach measurement in which
the Stern–Gerlach apparatus and particle carrying the spin have a relativistic relative velocity.
Given the measurement formalism and formation of Lorentz invariant expectation values outlined
in the previous section, the problem of determining a ‘relativistic Stern–Gerlach spin operator’ is
reduced to simply determining how nα is related to the direction of the Stern–Gerlach apparatus.
This analysis will follow the structure of Section 2.5.
3.3.1 The non-relativistic Stern–Gerlach experiment
Before we consider the relativistic case it is helpful to first review a standard non-relativistic Stern–
Gerlach spin measurement represented by the arbitrary non-relativistic Hermitian observable niσˆ
i.
In this case a particle is passed though an inhomogeneous magnetic field. This causes the wave-
packet to separate into two packets of orthogonal spin, after which a position measurement records
the outcome. In the rest frame of the particle, the fermion is exposed to a magnetic field BSGi =
|BSG|bSGi for a short period of time, which is the magnetic field as measured specifically in the
Stern–Gerlach rest frame, denoted by SG. The direction bSGi of the magnetic field defines the
quantisation direction of the spin, and the gradient of the magnetic field ∇i|BSG| determines the
rate and direction along which the wave-packet splits into eigenstates of bSGi σˆ
i [Per93]. Therefore
in the non-relativistic case the measurement direction ni is simply the direction of the magnetic
field in the Stern–Gerlach rest frame, bSGi .
3.3.2 The relativistic Stern–Gerlach experiment
We now turn to the relativistic scenario. In this case the qubit is now moving through the Stern–
Gerlach apparatus with relativistic velocity. Viewed in the rest frame of the particle, denoted RF,
the measurement process is indistinguishable from the non-relativistic one described in §3.3.1.
However, in this frame the fermion will experience a transformed magnetic field BRFi = |BRF|bRFi .
The measurement direction is now given by ni = biRF, giving a spin observable of b
RF
i σ
i. 4 This spin
observable is written in the specific frame of the particle rest frame, and due to the transformation
properties of the magnetic field, the relationship between bRFi and the orientation of the Stern–
Gerlach apparatus is nontrivial. The goal is now to arrive at a covariant expression of the spin
observable in terms of the Stern–Gerlach direction bSGα and the 4-velocities of the Stern–Gerlach
apparatus and the particle.
3For those familiar with the Wigner representation, the expectation value 〈k, ψ|n· σˆ |k, ψ〉 in the rest frame is
written as −2 〈p, ψ|nαWˆα(p)/m |p, ψ〉 in a boosted frame, with Wˆα(p)/m = 12L(p)αiσˆi [BLT75, Cza97, Ter03b],
where L(p) is the boost relating the frames.
4Similarly it is the gradient of the rest frame magnetic field ∇i|BRF| which now determines the rate and direction
along which the wave-packet splits.
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In order to do this we assume that the electromagnetic field generated consists of purely a
magnetic field in the rest frame of the Stern–Gerlach device,
Fαβ = −αβγδvγBδSG ∗∗=
(
0 0
0 Bij
)
(3.3.1)
where vγ is the 4-velocity of the Stern–Gerlach device and BδSG is the magnetic field 4-vector of
the Stern–Gerlach device. The double star ‘∗∗’ of the right hand side indicates that it has been
evaluated explicitly in the frame where vα
∗∗
= (1, 0, 0, 0), i.e. the Stern–Gerlach rest frame in which
the Stern–Gerlach magnetic 4-vector is given by BδSG
∗∗
= (0, BiSG).
We can now determine the 4-vector BαRF defined by B
α
RF
∗
= (0, BiRF), where ‘∗’ indicates eval-
uation in the particle rest frame, uα
∗
= (1, 0, 0, 0). The covariant expression for BαRF is given by
BαRF ≡ − 12αβγδuβFγδ, which when inserted into (3.3.1) yields
BαRF =
1
2
αβγδuβγδκλv
κBλSG = B
α
SG(v · u)− vα(BSG · u) (3.3.2)
with αβγδγδκλ = −2(δακ δβλ − δαλ δβκ) [MTW73, p.87], and the notation a · b ≡ aαbα indicating a
4-vector scalar product. Considering a spin measurement using this magnetic field, the four-vector
nα in (3.2.8) is now the normalised direction of the rest frame magnetic field:
nα(m,u, v) ≡ bαRF =
BαRF
|BRF| (3.3.3)
where |BRF| :=
√
−BαRFBβRFηαβ , and from (3.3.2) we have bRF · u = 0, in agreement with (3.2.7).
By Equation (3.2.6) the relativistic spin operator is therefore given by
S BA := −bRFα
2Wα BA
m
, (3.3.4)
and the expectation value of the corresponding measurement is calculated using (3.2.8). Expec-
tation values (3.2.8) are invariant under simultaneous Lorentz transformation of both particle
and apparatus, and thus with only the relative velocity between the apparatus and qubit and
the spatial orientation of the Stern–Gerlach apparatus, we can calculate the expectation values
corresponding to a relativistic Stern–Gerlach spin measurement.
3.4 WKB analysis of a Stern–Gerlach measurement
In Section 3.3 we argued that in the particle rest frame the measurement process is indistinguish-
able to a non-relativistic one [Per93, Bal]. From this analysis we saw that it is the direction of
the magnetic field, as seen in the particle rest frame, that determines which spin measurement
is being carried out. That derivation used standard arguments based on classical relativity and
non-relativistic quantum mechanics (see also [PTW12, SV12]).
In this section we provide a more fundamental analysis of the relativistic Stern–Gerlach mea-
surement process, using the minimally coupled Dirac equation in the WKB limit. Our starting
point is an equivalent two component formulation of the Dirac equation called the van der Waerden
equation. The two component field is then expanded, without loss of generality, as a superposition
in the eigenbasis of the spin operator (3.3.4). Using the linearity of the van der Waerden equation,
we can analyse each component of the superposition separately, and identify the classical trajec-
tories of each component. We will use this to show that an inhomogeneous magnetic field results
in the splitting of a localised wave-packet with arbitrary spin into two components of orthogonal
spin. This analysis singles out (3.3.4) as the relevant spin operator for a relativistic Stern–Gerlach
spin measurement.
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3.4.1 The WKB equations
A qubit physically realised by the spin of a massive fermion is described by the Dirac field, therefore
our starting point will be the Dirac equation minimally coupled to the electromagnetic field
iγαDαΨ = iγ
α (∂α − ieAα) Ψ = mΨ (3.4.1)
where we define the U(1) covariant derivative as Dα ≡ ∂α − ieAα. Ψ is the Dirac field, γα are
the Dirac γ-matrices and Aα is the electromagnetic four potential. Strictly speaking it is the
positive frequency solutions of the Dirac equation that describe a one particle state. Furthermore
we assume that the strength of the electric field is insufficient to cause particle creation. See
Section 2.5 for a discussion of spin of a massive fermion as a realisation of a relativistic qubit.
We proceed with the WKB approximation by putting the Dirac equation into a second order
form. In the Weyl representation of the Dirac matrices, the field splits into Ψ = (φA, χ
A′) [PS95].
The objects φA and χ
A′ are each two-component Weyl-spinor fields constituting left- and right-
handed spinor representations of SL(2,C). In this representation the Dirac equation splits into
two separate equations
iσ¯αA
′ADαφA = mχ
A′ (3.4.2a)
iσαAA′Dαχ
A′ = mφA. (3.4.2b)
Solving for χA
′
in Equation (3.4.2a), inserting the result into (3.4.2b), and rearranging yields a
second order equation called the van der Waerden equation [Sak80]
ηαβDαDβφA − eFαβLαβ BA φB +m2φA = 0 (3.4.3)
where Fαβ = ∂αAβ − ∂βAα is the electromagnetic tensor and we have used that Lˆαβ = i2σ[ασ¯β]
and ηˆαβ = σ{ασ¯β}.
The next step is to consider the van der Waerden equation in the high frequency WKB limit.
In this limit we see that the fermion travels along classical trajectories. We will assume that the
field is sufficiently localised for the purposes of the Stern–Gerlach measurement.5 The goal then
is to show that the wave-packet is split by the Stern–Gerlach magnetic field into two packets of
spin corresponding exactly to the eigenstates of the spin operator (3.3.4).
Traditional treatments of the WKB approximation begin with an ansatz for the spinor field of
the form
φA(x) = ϕA(x)e
iθ(x)/ε
where ε is to be thought of as a ‘dummy’ parameter whose only role is to identify the different
orders in an expansion. This ansatz is substituted into the van der Waerden equation. One can
then expand in the limit ε → 0; the high frequency limit. Mathematically this corresponds to
splitting the field into a rapidly varying phase θ and a slowly varying envelope ϕA. The phase
determines a field of wavevectors kα ≡ ∂αθ − eAα which in this limit define integral curves along
which the envelope is transported.
In the case of a Stern–Gerlach spin measurement we know the initial wave-packet will be split
into two wave-packets of orthogonal spin with different wavevectors k±α ≡ ∂αθ± − eAα. Therefore
we must slightly modify the WKB ansatz to
φA = aϕ
+
Ae
iθ+/ε + bϕ−Ae
iθ−/ε (3.4.4)
where we have, without loss of generality, expanded the spinor field in the eigenbasis of S BA (3.3.4)
with components a, b ∈ C defined so that |a|2 + |b|2 = 1. The integral curves are determined by
the phases θ± which correspond to the spin eigenstates ϕ±A. We will see that these components
are deflected in two different directions by the inhomogeneous magnetic field.
5See Chapter 2 for further details on localisation.
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Using the linearity of the van der Waerden equation we can analyse each component φ±A =
ϕ±Ae
iθ±/ε separately. Substituting φ±A into (3.4.3) yields(
ηαβ∂α∂βϕ
±
A − eFαβLαβ BA ϕ±B +
i
ε
(2kα±∂αϕ
±
A + ϕ
±
A∂αk
α
±) −
1
ε2
k±α k
α
±ϕ
±
A +m
2ϕ±A
)
eiθ
±/ε = 0
(3.4.5)
where k±α ≡ ∂αθ±−eAα. It is customary to treat the mass term as ε−2 and we shall do so here. In
the ε → 0 limit, which corresponds to large momentum, we notice that the electromagnetic field
term Fαβ has a negligible influence in (3.4.5). Thus in order for the fermion to ‘feel’ the presence
of the electromagnetic field, we will need to treat Fαβ as a 1/ε term.
The WKB approximation proceeds by separating the orders of ε. For our purposes we neglect
the lowest order terms and thus obtain the following set of equations
1
ε
(
2kα±∂αϕ
±
A + ϕ
±
A∂αk
α
± + ieFαβL
αβ B
A ϕ
±
B
)
= 0, (3.4.6)
1
ε2
(
k±α k
α
± −m2
)
ϕ±A = 0. (3.4.7)
The first equation (3.4.6) will describe the evolution of the spin state of ϕ±A along a trajectory (as
in Chapter 2). The second equation (3.4.7) determines the trajectories along which the fermion is
transported. As it is, the spin does not couple to the magnetic field, implying that the trajectories
cannot be spin-dependent, and thus no spin-dependent deflection of packets can occur. However,
if we treat the gradient of the magnetic field as a ε−2 term, we can include such a term in (3.4.7):(
k±α k
α
± −m2
)
ϕ±A − εeFαβLαβ BA ϕ±B = 0. (3.4.8)
To zeroth order in ε, Equation (3.4.8) is still the standard dispersion relation, and implies that
kα± is timelike. However, upon taking the gradient of (3.4.8), the second term becomes relevant.
It is in this way that the trajectories become spin-dependent, producing the separation of the
wave-packet that occurs in a Stern–Gerlach measurement.
3.4.2 Determining the spin-dependent trajectories
It is from the integral curves of
dxα±
dτ = u
α
±(x) ≡ kα±(x)/m that we can read off the deflection
of the trajectories, where uα+ = u
α
− prior to entering the magnetic field. In order to deduce the
implications of (3.4.8) we first multiply it by IA
′A
u± ϕ¯
±
A′ , obtaining(
k±α k
α
± −m2
) |ϕ±|2 − εeFαβIA′Au± Lαβ BA ϕ±Bϕ¯±A′ = 0. (3.4.9)
Next, we decompose the operator FαβLˆ
αβ into the electric field EˆRF and magnetic field BˆRF
operators as measured in the rest frame defined by the initial 4-velocity u±α . This is given by
FαβLˆ
αβ = EˆRF + BˆRF
≡ 2u±γ uα±FαβLˆγβ + Fαβh±αγh±βδLˆγδ
(3.4.10)
where h±αγ ≡ δαγ − uα±u±γ is the spacetime projector onto the space orthogonal to the 4-velocity
uα±. The first term is anti-Hermitian with respect to the inner product I
A′A
u± , whereas the second
term is Hermitian.
First consider the magnetic field term BˆRF. Using the self-dual property Lˆαβ = 12 iε
αβγδLˆγδ, and
substituting the specific form (3.3.1) of the electromagnetic field of the Stern–Gerlach apparatus,
the expression can be rearranged to give
BˆRF =Fαβh±αγh±
β
δLˆ
γδ
=− 2iuαBRFβ Lˆαβ ≡ |BRF|Sˆ
(3.4.11)
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where |BRF| is the magnitude of the magnetic field as measured in the rest frame of u±α (3.3.2).
We see that the magnetic field operator is in fact the relativistic spin operator (3.3.4) derived in
the previous section multiplied by the field strength. Given that ϕ±A are defined as eigenstates of
this operator, (3.4.4), we therefore have that〈
ψ±
∣∣ BˆRF ∣∣ψ±〉 = ±|BRF| (3.4.12)
where the quantum state is identified as |ψ±〉 ∼ ϕ±A/|ϕ±| with |ϕ±|2 ≡ ϕ¯±A′IA
′A
u± ϕ
±
A.
Let us now proceed to show that the expectation values of EˆRF in (3.4.10) with |ψ±〉 are zero.
Firstly, we define the projector Πˆ±BRF ≡ 12 (Iˆ ± 1|BRF|2 BˆRF), so we have〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 = Tr[EˆRF|ψ±〉〈ψ±|] = Tr[EˆRFΠˆ±BRF ] = Tr[EˆRF 12(Iˆ ± 1|BRF|2 BˆRF)].
Using the Lorentz invariance of the expectation values, we can evaluate the expectation values in
the particle rest frame where the operators take on the form EˆRF
∗
= ERFi σˆ
i and BˆRF
∗
= BRFi σˆ
i:〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 ∗= ± 1|BRF|2ERFi BiRF.
The electric field vector is given by EiRF
∗
= F 0i = εijkvjB
SG
k . By Equation (3.3.2), B
i
SG is a linear
combination of BiRF and v
i, and so we have EiRFB
RF
i = 0. Therefore〈
ψ±
∣∣ EˆRF ∣∣ψ±〉 = 0. (3.4.13)
Now substituting (3.4.12) and (3.4.13) into (3.4.9), and taking the gradient of the resulting
equation, we obtain
0 = ∂α(k
±
β k
β
±)± ∂α(|BRF|)
= 2kβ±∂βk
±
α + 2ek
β
±Fβα ± ∂α(|BRF|) (3.4.14)
where we have used that ∂α(|BRF|) ∼ 1/ε2. We see that dx
α
±
dτ = u
α
± = k
α
±/m must satisfy
m
d2xα±
dτ2
+ e
dxβ±
dτ
F αβ ±
1
m
∂α(|BRF|) = 0 (3.4.15)
where
d2xα±
dτ2 =
dxβ±
dτ ∂βu
α
± is the 4-acceleration and u
α
±u
±
α = 1. The first two terms of (3.4.15) are
simply the classical Lorentz force law, but in addition to this we have a deflection induced by the
non-zero magnetic field gradient ±∂α(|BRF|)/m whose sign depends on whether the spin is parallel
or anti-parallel to the magnetic field BRFα .
The implications of (3.4.15) are as follows: prior to measurement we have that uα+ = u
α
−. The
qubit is then exposed to a strongly inhomogeneous electromagnetic field Fαβ for a short period
of time. This impulse-like interaction alters the velocity of the respective packets. For an ideal
measurement this interaction is short enough that negligible precession of the spin, governed by
(3.4.6), will occur during this splitting. The end result is the deflection of the ψ+A component of
spin with amplitude |a|2 in the direction of the gradient of the magnetic field, and the deflection
of the ψ−A component with amplitude |b|2 in the opposite direction. A position measurement will
then produce the outcome ‘+’ with probability |a|2, and ‘−’ with |b|2. Thus we conclude that the
operator corresponding to relativistic Stern–Gerlach measurement is given by (3.3.4).
3.5 Conclusion and discussion
This chapter provided two distinct ways of identifying the spin observable corresponding to a
Stern–Gerlach measurement of a massive fermion where the relative velocity of the particle and
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Stern–Gerlach apparatus is relativistic. The first approach followed an intuitive argument based
on the transformation properties of the electromagnetic field. The second approach was a first-
principles approach, starting with the Dirac equation minimally coupled to the electromagnetic
field. Using this equation we showed that in the WKB limit the ‘+’ spin eigenstate of (3.3.4) is
deflected ‘up’ and the ‘−’ spin eigenstate is deflected ‘down’. We therefore concluded that in the
relativistic regime the appropriate spin-operator for a Stern–Gerlach measurement is
Sˆ(v, p, bSG) = −b
SG
α (v · p)− vα(bSG · p)√
(v · p)2 − (bSG · p)2
2Wˆα(p)
m
. (3.5.1)
Notably the spin operator (3.5.1) is momentum-dependent, so that, if the momentum is unknown,
it is not possible to determine the expectation value. This has the following implications: Firstly,
tracing over momentum of a state written in a tensor product basis of spin and momentum has
been used in relativistic quantum information theory to extract the reduced spin density matrix
[PST02, GA02, PT03, BT05, FBHH10, Cho13]. However, we can see that due to the momentum
dependence of the observable (3.5.1), this reduced spin density matrix is not useful for extracting
statistics of a relativistic Stern–Gerlach measurement. The usefulness of the reduced spin density
matrix is further limited by the fact that it has no Lorentz covariant transformation properties
[PST02, PT03, PT04, Cza05, Ter06, Cho13].
Secondly, in quantum tomography of spin, one collects measurement data for various measure-
ment directions. One then uses this data to solve for the quantum state. Non-relativistically, the
relationship between the quantum state and measurement data is momentum independent, and
it is enough to choose three linearly independent directions in order to reconstruct the quantum
state. However, in the relativistic Stern–Gerlach case, the experimental data are related to mo-
mentum dependent theoretical expectation values of the quantum state, determined by (3.5.1).
Thus, if momentum is unknown, three linearly independent directions will not suffice. We leave it
as an open question as to what minimal set of measurements is required to reconstruct the state
in this relativistic case.
As a final point about the specific form of (3.5.1), we note that in the literature there exist
several alternative operators that are used as observables for relativistic spin measurements. Two
notable operators that have been proposed in the relativistic quantum information community
are Sˆ ′ ∝ aiWˆ i [Cza97, FBHH10] and Sˆ ′′ ∝ ai(Wˆ i − Wˆ 0pi/(p0 +m)) [Ter03b, ALMH03, LCY04,
KS05, CR05, CR06, CRW09, RS09, LM09, MA10], where ai is a parameter determining which
measurement is carried out. Although these proposals are Hermitian they are mathematically
distinct from (3.5.1) and it can be shown that they lead to quantitatively distinct predictions.
An intuitive reason for this can be found in [SV12] where the authors show that the directions
extracted from the Sˆ ′ operator do not transform in the same way as a magnetic field. It can
also be shown in a similar analysis that the directions extracted from Sˆ ′′ do not transform like
a magnetic field.6 As a result these proposals cannot be considered to represent a Stern–Gerlach
measurement. The question that therefore must be addressed is whether there exists a physical
implementation for either of these proposals. However, measurements making use of a coupling of
the spin to the electromagnetic field will not yield these spin operators.
6Notice that ai or b
SG
α perpendicular or parallel to p
i are unchanged measurement directions for all three spin
operators.
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Chapter 4
Additional comments regarding
representations of spin
In Chapters 2 and 3, Wigner rotations and representations of the Lorentz group were briefly
mentioned (with material in Sections 2.0, 2.5.3, 2.8.1, 3.2, and A.1, and material regarding state
transport in Sections 2.4.5, 2.5.5, and 2.6.7). The concepts were not discussed in detail and nor
was the associated theory emphasised in the chapters. This chapter provides a quick summary
and interpretation of the material, compares the representations, and provides some motivation
for the predominant use of the Weyl representation in the two previous chapters.
4.1 Representations of the Lorentz group
Spin is an internal degree of freedom that we considered in the previous chapters. The spin quan-
tum state maps to a direction in real space and carries a nontrivial representation of the Lorentz
group. Fermion spin carries a spin- 12 representation. There are two main forms of representations
that one can use. The most common in relativistic quantum information theory is the Wigner
representation. This is actually a representation of the Poincare´ group, so includes a full spin-
momentum Hilbert space. The main alternative is the Weyl representation, which is used in Dirac
field theory. We use the left-handed 2-component Weyl spinor to represent the spin of a massive
fermion [DHM10]. The field may be formulated in position or momentum coordinates.
4.1.1 Weyl representation
The calculations regarding spin- 12 in Chapters 2 and 3 were predominantly using the Weyl repre-
sentation [Wal84, PR87, BL, DHM10], a representation of the Lorentz group. In this chapter by
‘the Weyl representation’ we mean the full spin-momentum Hilbert space.
In this representation we have a spinor ψA ∈ C2 with index A = 1, 2 which transforms covari-
antly under the spin- 12 representation of SL(2,C). That is, a Lorentz transformation Λ acts as a
linear operator on the spinor;
Λ : ψA 7→ Λ BA ψB (4.1.1)
where the linear operator Λ BA = U(Λ)
B
A is an element of a faithful representation U
B
A of SL(2,C);
every element of the group has a distinct operator on the space (see Appendix A.1).
If we take the inner product on the Hilbert space of the spinor to be the quantum mechanical
standard 〈χ|ψ〉 = χ¯A′δA′AψA = χ¯1ψ1 + χ¯2ψ2, the boosts of the representation are nonunitary
operators: A spin- 12 Lorentz boost [DHM10], with boost parameter β, gamma factor γ = (1−β2)−
1
2
and uI = (γ, γβi) is
L BA (u) =
1√
2(u0 + 1)
(δ0I + uI)σ
I B
A
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where σI BA = σ
0
AA′ σ¯
IA′B . With |Lψ|2 = ψ¯B′L¯B′A′δA
′AL BA ψB , by direct calculation we have
L¯B
′
A′δ
A′AL BA = uI σ¯
IB′B
and so |Lψ|2 = 〈ψ|uI σ¯I |ψ〉 = γ |ψ|+γ 〈ψ|βiσˆi |ψ〉, which in general is not equal to 1. The solution
is to define a new inner product for which the spinor has unit norm and the boosts are unitary,
namely:
〈ψ|φ〉 := ψ¯A′ uI σ¯IA′A φA.
This inner product is derived from the Dirac inner product (see Appendix A.1.3), and takes
the standard quantum mechanics form for the rest frame p = m( dtdτ ,
dx
dτ ) = (m, 0, 0, 0). The
momentum-dependent inner product Ip means that the Hilbert space, defined by the pair H =
(C2, Ip) where C2 is the vector space and Ip the inner product, is different for each momentum.
If we then consider the full representation of the Lorentz group on a relativistic particle, the
boosts change momentum, and so boosts move spinors from one spin Hilbert space to another:
Λ : Hp → HΛp.
Since Hilbert spaces for each spin are distinct, the Hilbert space structure for a spin-momentum
wavefunction in this representation is the direct sum of the spin Hilbert spaces Hp over all mo-
mentum: H = ⊕p∈R3 Hp.
Additional detail regarding the representation of spin that was used in Chapters 2 and 3 and
the Dirac algebra is in Appendix A.1.
4.1.2 Wigner representation
The Wigner representation [Wei95, TU02, Ter03a, PT04, ASJP09, FBHH10] is a representation
of the Poincare´ group, which is the Lorentz group in a semidirect product with translations in
flat spacetime. One then explicitly constructs spin-momentum states that are eigenstates of the
generators of the translations: Pˆµψp,σ = p
µψp,σ [Wei95]. Under a Lorentz transformation the
momentum transforms as usual: p 7→ Λp. However, in this representation the spin/polarisation
components σ are made to transform by
U(Λ)ψp,σ =
∑
σ′
Dσ′σ(W (Λ, P ))ψp,σ
determined by a ‘Wigner rotation’
W (Λ, p) = L−1(Λp)ΛL(p). (4.1.2)
and where in this case Dσ′σ(W ) is the operator for the spin-
1
2 representation of the Wigner rotation
W . The Wigner rotations are constructed by defining a ‘standard momentum’ k and determining
the structure of the subgroup of the Lorentz transformations that leave this momentum invariant,
called ‘Wigner’s little group’ for k. This is an exercise in mathematics and logical deduction,
[Wei95]. For massive particles the standard momentum is usually k = (m, 0, 0, 0) and the little
group is all spatial rotations SO(3). The spin- 12 representation Dσ′σ(W ) is then an element of
SU(2). Note that the standard momentum k is an arbitrary choice as long as in the massive
case it is timelike, but the ‘standard Lorentz transformation’ L(p) depends on this choice. For
massive particles with the usual choice of standard momentum, L(p) is a pure boost which takes
k = (m, 0, 0, 0) to p.
The outcome is that this representation is not faithful on the spin subspace, since the boosts
and rotations of the Lorentz are reduced to a subgroup of transformations. However, these trans-
formations are unitary using standard quantum mechanical inner product, so the inner product
for the spin-momentum state is a standard and Lorentz-invariant (ψp′,σ′ , ψp,σ) = δσ′σδ
3(p′ − p)
[Wei95].
In [TU02, Ter03a, PT03, PT04, BT05, ASJP09, FBHH10] the state for a massive fermion
is interpreted as |p〉 ⊗ |σ〉 living in a Hilbert space Hp ⊗ Hσ which is the tensor product of a
momentum Hilbert space with a spin Hilbert space common to spin for all momenta.
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4.1.3 Comparing the representations
These representations are both valid ways to describe relativistic localised qubits. The Wigner ro-
tations are a way to obtain a description of relativistic qubits in standard non-relativistic quantum
mechanics formalism, that is: with the Lorentz group reduced to spatial rotations on a Hilbert
space with the standard inner product. This representation offers the most immediate connec-
tion to non-relativistic quantum information theory in that the mathematical structures of the
quantum theory are identical.
In comparison, the Weyl representation requires a family of inner products not standard to
nonrelativistic quantum mechanics, requiring a redefinition of Hermiticity and unitarity for opera-
tors. However, the benefits of the Weyl representation are that spin and polarisation both behave
in relativity in the same way as 4-vectors, making it an intuitive representation of spin in which
to visualise relativistic qubits, and enabling straightforward calculation of transformations. The
covariant representation provides more structure and context for mathematical elements of the the-
ory. This aids in understanding experimental scenarios, greatly simplifies the application of tools
of general relativity to quantum information theory, and provides constraints on the mathematical
operations that are invalid in relativistic settings.
We can relate the two representations of spin, illustrated in Figure 4.1.1. The Weyl spin ψA
is the spin vector as observed in the frame in which the particle has momentum p. In the Wigner
representation the spin |σ〉 is identified as the spin in the frame of the ‘standard momentum’
k, i.e. the spin as observed in the rest frame of the particle. The Wigner rotation is then the
process of applying a boost to the spin σ to take it to the momentum p, applying the desired
Lorentz transformation Λ, and then boosting the spin back to the standard momentum. The L(p)
is therefore the map between representations, mapping between Hilbert spaces L(p) : (C2, Ik) =
Hk → (C2, Ip)=Hp and rest frame and covariant spins L(p) : |σ〉 7→ ψA.
ψA
Λ−−−−→ (ψΛ)A
L−1(p)
y yL−1(Λp)
|σ〉 −−−−−→
W (Λ,p)
|σΛ〉
Figure 4.1.1: A commutative diagram comparing the covariant action of the
Lorentz transformation Λ on the Weyl spinor ψA with momentum p (top line)
to the Wigner rotation W (Λ, p) on the Wigner spin |σ〉 (bottom line). By
applying the standard Lorentz boost L, a boost that takes k = (m, 0, 0, 0) to
momentum p, or its inverse, one can move between the Weyl spinor ψA, and
the Wigner spin |σ〉, which is equivalent to the Weyl spin in the rest frame
k = (m, 0, 0, 0).
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Chapter 5
Changing quantum reference
frames
Abstract
We consider the process of changing reference frames in the case where the reference frames are
quantum systems. We find that, as part of this process, decoherence is necessarily induced on
any quantum system described relative to these frames. We explore this process with examples
involving reference frames for phase and orientation. Quantifying the effect of changing quantum
reference frames provides a theoretical description for this process in quantum experiments, and
serves as a first step in developing a relativity principle for theories in which all objects including
reference frames are necessarily quantum.
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5.1 Introduction
Quantum states and dynamics are commonly described with respect to a classical background
reference frame. Even defining a basis for the Hilbert space of a quantum systems will in general
make reference to a background frame. For example, the state |0〉 for a spin-1/2 particle may be
defined as the spin parallel to the z-axis of a laboratory reference frame, and the (|0〉+|1〉)/√2 state
as parallel to the x-axis. In place of a classical background frame, one could use a second quantum
system prepared in a state that indicates an orientation or alignment of a frame, associated with
a group G. The basis can then be defined with respect to this ‘quantum reference frame’. In this
case, quantum information is encoded in degrees of freedom that are independent of the orientation
of the laboratory reference frame.
In this chapter we consider the process of changing a quantum reference frame as the first
step in understanding the relativity principle for quantum reference frames. A relativity principle
dictates how the description and dynamics of a physical system change when the reference frame
used to describe the system is changed. For example, in special relativity, the laws of physics are
the same in all inertial frames, with the description related by elements of the Poincare´ group.
Here, we will be investigating how the description of a physical system changes due to a change
of inertial quantum reference frame.
A change of reference frame can formally be expressed in two steps. First, one determines
the relationship between the old and new reference frames. Second, based on this relationship,
one defines a transformation on the state of the physical system(s) which changes the state from
being with respect to the old frame to now being with respect to the new frame. In a classical
theory, all properties of the reference frames can be known to arbitrary precision, and they are
unaffected by measurement. The relationship between two frames is represented by a group
element, corresponding to the transformation that takes the first reference frame to one aligned
with the second.
Now consider quantum reference frames. A change of quantum reference frame is the process
by which a quantum reference frame initially used to define the basis for some quantum system
is exchanged for a second quantum reference frame. Quantum reference frames are explicitly
physical objects, so we require a physical process to compare and change these reference frames.
We must consider what changing a frame means when the frames are quantum. A change of
quantum reference frames could have (at least) two interpretations. In the first, there are two
reference frames for which the observer knows the orientation. Changing reference frames is
simply a matter of discarding the undesired reference frame. The second interpretation is that the
orientation of the second reference frame is not initially known. Learning the orientation therefore
requires a measurement. Describing this latter change of quantum reference frame is the focus of
this chapter. There is a clear experimental importance in such a procedure [BRS06]. For example,
in switching from a locked phase or clock reference laser A to an uncorrelated laser B, the two
lasers must be phase locked.
Quantum reference frames in general will use finite resources, quantified by some parameter
such as the Hilbert space dimension of the frame. If our reference frames describe a continuum of
orientations and we restrict the size (e.g., Hilbert space dimension) of the frames, then reference
frame states corresponding to different orientations will not be perfectly distinguishable. This
uncertainty of the frame results in decoherence in information encoded using the reference frame.
In particular, as we will show, decoherence can result from a change of quantum reference frame.
This would be a novel behaviour for a relativity principle.
With a construction and characterisation of a ‘change of quantum reference frame’ procedure,
we quantitatively investigate the decoherence resulting from changing physical quantum reference
frames. We interpret this appearance of decoherence in terms of ‘intrinsic’ decoherence, which is a
proposed semiclassical phenomenon of quantum gravity arising from fluctuations and fundamental
uncertainties in the background space [PP00, KY03, GPP04, Mil06, GP07, GP08]. This ‘change
of quantum reference frame procedure’ can be viewed as a derivation of this ‘intrinsic’ decoherence
when the quantum natures of the background space and reference frames are modelled as physical
quantum systems.
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The structure of the chapter is as follows. Section 5.2 reviews the concepts and mathemat-
ical formalism of quantum reference frames. Section 5.3 presents the definition of the quantum
operation describing a change of quantum reference frame, and an analysis of the properties of
this quantum operation for some special cases of quantum reference frame. We also discuss the
significance of the decoherence induced, and what consequences the procedure has. In Sections 5.4
and 5.5 we provide examples of the procedure for phase references (characterised by the group
U(1)), and a Cartesian frame and direction indicator (characterised by SU(2)). In Section 5.6 we
present some concluding remarks.
5.2 Preliminaries: Classical and quantum reference frames
In this section, we review the mathematical tools used in the description of a quantum state relative
to a classical or quantum reference frame. We follow the notation of the review article [BRS07].
5.2.1 External versus internal, and implicated versus non-implicated
reference frames
Reference frames in a physical theory can be treated as either external or internal to the physical
description. An external frame is a static (i.e., non-dynamical) background resource to which the
description of objects is referred. It is not described as part of the dynamics, and in particular
does not interact with physical systems in the theory. We will refer to such reference frames as
background reference frames. Conversely, internal reference frames are dynamical physical objects
that are included in the description of the physics.
Let us illustrate the concept of an internal frame with an example of determining the position of
a classical particle S on a line. The position xS of the particle depends on the external coordinates,
in particular on the placement of the origin and the choice of scale. Alternatively, one could use the
position xR of one additional reference particle R as a physical token for the origin. The relative
position of the initial particle with respect to this reference particle is given by the distance
xS − xR. This relative position is a degree of freedom inseparably of both the S particle and R
particle. Because this quantity is independent of the background reference frame, or equivalently,
is invariant under global translations, we say it is a relational quantity.
The physical description when using an internal frame then consists of a system S and reference
frame R. The important physical quantities are encoded in the relationships between the system
and the reference frame, which are invariant under changes of background reference frame. We
refer to these as the relational degrees of freedom.
One should also distinguish whether the reference frame is correlated with the state from one
that is uncorrelated. Following [BRS06], an implicated reference frame is one which is correlated
with the system. A non-implicated reference frame is uncorrelated with the system, so we have
no knowledge of the relations between the system and reference frame. For example, consider a
scenario in which a polarised photon is received from a distant source. While the polarisation may
be well-defined relative to the reference frame at the source, if the receiving frame is uncorrelated
with this, then the information in the state cannot be extracted. We say the receiver’s frame is
non-implicated.
5.2.2 Group-invariant states and the encoding map
In this chapter we will use quantum reference frames, which are quantum states that play the role
of physical internal reference frames for quantum theories. These quantum states are elements
of a separate Hilbert space associated with the quantum reference frame, where different states
on this Hilbert space can describe different ‘orientations’ of the quantum reference frame. To
formalise these notions, we will look at how to mathematically describe the manipulation of
quantum reference frames and relational quantum degrees of freedom using techniques from the
theory of group representations.
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To set up the use of a quantum reference frame for encoding information in relational degrees
of freedom, we begin with a background reference frame, and a quantum system S in the state
ρS with respect to this background frame. Changes of orientation of this system relative to the
classical frame are described by a unitary representation US(g) of an element g from a group G
which describes all possible changes of orientation.
Next we prepare a quantum state on an additional system R in a quantum reference frame state
ρR, also defined with respect to the background reference frame. This system transforms under a
unitary representation UR of G. I.e., the reference frame state breaks a symmetry associated with
G, which has a representation UR :G → B(HR) on the Hilbert space of the quantum reference
frame system HR. We can now consider using R as a reference frame for S, i.e., referring to
properties of S in relation to those of R, independent of the background frame.
To ensure that we are not still making accidental use of the background frame, we can de-
implicate it. This de-implication involves decorrelating the compound quantum system SR from
the background frame. For a general state ρ, this is done by averaging the state over all rotations
g ∈ G using U(g), the unitary representation of G on the total Hilbert space of ρ. The resulting
map G is called the G-twirl of the state, given by
G (ρ) =
∫
dµ(g)U(g)[ρ] =
∫
dµ(g)U(g)ρU(g)† (5.2.1)
where U(g)[ρ] := U(g)ρU(g)† is the unitary map of the left action of the group and dµ(g) is the
group-invariant Haar measure of the group (for example, the U(1) integration measure is dθ/2pi).
We restrict our attention to compact Lie groups, where the average is well-defined and bounded.
Note that a G-twirled state may be mixed even if the original state ρ was pure.
Applying (5.2.1) to ρS ⊗ ρR, we first note that the unitary representation on the compound
Hilbert space S ⊗ R is given by US(g) ⊗ UR(g), constructed from the individual representations
of G on S and R. We then have
GSR (ρS ⊗ ρR) =
∫
dµ(g)US(g)[ρS ]⊗ UR(g)[ρR]. (5.2.2)
This allows us to encode a system ρS using a reference frame ρR. We define a relational encoding
EρR(ρS) of ρS using a generic reference frame state ρR as the G-invariant encoded state
EρR(ρS) := GSR (ρS ⊗ ρR) . (5.2.3)
To distinguish G-twirled or encoded states from states that may require background reference
frames, we will use separate terminology and notation. States ρ that may depend on an implicated
background reference frame will be described as ‘kinematic’. We will call the states that are
invariant under G-twirling σ = G(σ) (including G-twirled states σ = G(ρ)) ‘group-invariant’ or
‘G-invariant’. Reference frames external to a G-invariant state σ are always non-implicated and
consequently σ is well-defined independent of a background reference frame.
5.2.3 The relational degrees of freedom
Relational degrees of freedom are those which are independent of any background frame. Given
a system state ρS and a quantum reference frame ρR, it is not immediately obvious what the
relational degrees of freedom in the G-twirled joint state G(ρS ⊗ ρR) are. In the following, we
will define the Hilbert space subsystems associated with these relational degrees of freedom, fol-
lowing [BRST09, BRS07]. Again, for simplicity of the mathematics, we will consider symmetries
corresponding to compact Lie groups such as U(1) and SU(2). However, many of the concepts
developed can be directly transferred to general groups and reference frames.
The unitary representation of a compact Lie group on a Hilbert space H consists of a number
of inequivalent representations called ‘charge sectors’. The Hilbert space can be decomposed
into a tensor sum of these charge sectors, each labelled by q (for example, q may be total spin
in a representation of SU(2) on a collection of spins). Each of these charge sectors may be a
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reducible representation, which can be further decomposed into a Hilbert subspace M(q) carrying
an irreducible representation (‘irrep’), and a ‘multiplicity space’ N (q) which carries the trivial
representation and whose dimension indicates how many copies of the irreducible representation
exists in the charge sector q. The representation on the full Hilbert space then has the structure
H =
⊕
q
M(q) ⊗N (q), (5.2.4)
where q ranges over all the irreps (charge sectors) of G that are supported on H.
The G-twirl map (5.2.1) is closely related to the representations of the group, in that it averages
an input state ρ over the unitary action of every element in the symmetry group. Decomposing
this map following (5.2.4), we have
G(ρ) =
∑
q
(DM(q) ⊗ IN (q))[Π(q)ρΠ(q)
†
]. (5.2.5)
The terms in this operation are defined as follows. First, Π(q) is the projector onto the subspace
M(q) ⊗N (q), the charge sector q. This removes all coherences in the kinematic density operator
ρ between the charge sectors. Next, D is the complete depolarising channel, which is a trace
preserving map that takes every density operator to a scalar multiple of the identity operator on
the spaceM(q). This is the effect of an average of rotations on an irrep. Finally I(q) is the identity
map on the multiplicity subspace N (q).
We can now identify the relational degrees of freedom, unaffected by G-twirl, as the multiplicity
subspaces N (q). The degrees of freedom in the subsystems M(q) are defined only with respect to
a background frame, and are completely decohered by the G-twirl.
5.2.4 Quantum reference frame states
In this section we describe how to define useful quantum reference frame states.
A reference frame breaks a symmetry by indicating an orientation. The set of possible ori-
entations is associated with a symmetry group G. We begin with a fiducial state |ψ(e)〉, which
serves as a quantum reference frame oriented with respect to a background frame and which we
choose to associate with the identity e ∈ G. Given this fiducial state we can construct states
corresponding to other orientations g ∈ G by generating the states in the orbit of |ψ(e)〉 under
the group action U(g), yielding |ψ(g)〉 := U(g) |ψ(e)〉 for all g ∈ G. Such states obey the rela-
tion U(h) |ψ(g)〉 = |ψ(hg)〉, and we say that they transform covariantly under the action of the
symmetry group.
Quantum reference frames generally use limited finite resources quantified by some parameter
sR. A fundamental example of a size parameter is the dimensionality of the Hilbert space HR,
constraining the number of charge sectors qR under the representation of the group. We define
the notation |sR;ψ(g)〉 to denote a G-covariant state ψ(g) with size parameter sR. Where it
is unnecessary to indicate size, we may suppress the size parameter. The groups considered in
the theory of this chapter are compact Lie groups, meaning the reference frames can take one of
a continuum of orientations in a closed manifold. With only finite-dimensional representations
of such groups, reference frame states for different orientations in a Lie group cannot all be
perfectly distinguishable. Consequently, a state will have a mean orientation g, but also possess
an uncertainty in orientation.
We would like reference frame states to have a well-defined classical limit in which the overlap
of states with different orientations becomes zero as the size parameter sR increases to infinity,
i.e.,
lim
sR→∞
DsR |〈sR;ψ(g)|sR;ψ(h)〉|2 = δ(gh−1), (5.2.6)
where δ(g) is the delta function on G defined by
∫
dµ(g)δ(g)f(g) = f(e) for any continuous
function f of G [BRST09], and DsR is the dimension of the Hilbert space spanned by |sR;ψ(h)〉.
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In the finite size case, one may wish to maximise the distinguishability of the quantum reference
frame used for a Hilbert space size constraint DsR . Distinguishability can be quantified using
maximum likelihood or fidelity measures [CDPS06, BRS07, BCD+10]. Since we also want the
reference frame states to become ideal in the classical limit, we want this distinguishability to
scale with DsR (see [CDPS06, VAWJ08] regarding asymptotic measures). The set of optimal
reference frame states ρ for a group G on DsR dimensions are the maximum likelihood states
[CDPS06], denoted |g〉 or |sR; g〉. These pure states transform covariantly, and have the property
that
G(|g〉〈g|) = D−1sR I , (5.2.7)
i.e. these have uniform support over their Hilbert space, which will make these states useful in the
construction of measurements (POVMs). The form of a maximum likelihood state is specific to the
group G. In some cases the optimal forms can be directly determined [BBB+01, PS01, BBMnT04,
CDPS04, CDS05, LSB06, BIMnT06, BRS07], and we will be using examples of maximum likelihood
states in Sections 5.4 and 5.5.
5.2.5 Dequantisation and effective decoherence of the quantum system
Equation (5.2.3) describes the quantisation of a reference frame in a Hilbert space HR. The reverse
of this procedure is the dequantisation map [BRST09]
R(σSR) = DsR
∫
dµ(g)
[
US(g
−1)⊗ 〈g|R
]
σSR
[
US(g
−1)† ⊗ |g〉R
]
, (5.2.8)
(also called the recovery map). This map describes the measurement of the quantum reference
frame on system R against a background reference frame (described by a covariant POVM formed
with elements proportional to projectors onto the states |g〉R on the reference frame), thereby
dequantising it, recovering a modified description of the system state. If the reference frame is
measured to have orientation ‘g’ relative to the background frame, then the orientation of the
state is corrected by a rotation g−1.
The finite size of a quantum reference token means for symmetries described by compact
Lie groups that the token is an imperfect reference frame. Consequently, the use of a quantum
reference frame causes an effective decoherence to the information in ρS . We can describe this
decoherence by composing (5.2.3) and (5.2.8) to produce
R ◦ EρR(ρS) = DsR
∫
dµ(g) 〈g|ρR|g〉 US(g−1)[ρS ]. (5.2.9)
This map takes the form of a noise map on ρS , describing a mixing of this state over a distribution
of unitaries determined by the distribution 〈g| ρR |g〉.
This recovery map will be useful for identifying the effects of the change of quantum reference
frame procedure, and for determining the resulting decoherence in Section 5.3.4.
5.3 Change of a quantum reference frame
We now consider the central problem of changing quantum reference frames. The operational task
for this chapter is defined as follows. An observer possesses a quantum reference frame A and a
state ρS , which are correlated. The observer wishes to use a second reference frame B without
knowing anything about its state. The task of the observer is to use the B quantum system as
a quantum reference for the system ρS , and to discard the initial reference frame A. This occurs
in several experimental guises [BRS06]. For example, in switching phase or clock reference lasers
from a locked laser A to an uncorrelated laser B, one needs to phase lock the two lasers [PM67a,
PM67b, Mø97, CKR05] (this has been extended to issues in optical teleportation [RS01, Fuj03]). In
another example, determining the relative phase of two Bose–Einstein condensates [JY96, HY96,
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WCW96, ATM+97, CD97, CKR05] can be interpreted as correlating quantum reference frames
[BRS06, DB00, DSF+00].
We begin this section with a qualitative discussion of the issues regarding measurement when
changing reference frames, including an example to illustrate the central ideas. If the reader
prefers, this subsection §5.3.1 can be skipped in favour of the mathematical formulation in §5.3.2.
5.3.1 Changing quantum reference frames: a qualitative discussion
First, to define a ‘change of reference frame’, suppose we have a system S and implicated reference
frame A, so that quantities of S are defined using A. Changing quantum reference frames is a
procedure that implicates a second reference frame B with S, while de-implicating A. The final
arrangement should be of the system S with quantities defined with respect to B. We restrict to
a static scenario (i.e., a trivial Hamiltonian), and will not consider dynamics in this chapter (see
[PY07, AR12]).
As an example, also investigated in [AK84, ABP+11], consider a particle S in one dimension,
with position defined relative to a reference frame consisting of another particle A which provides
an origin. Introduce a second particle, B, which we would like to use as a new reference frame for
S. Classically, this seems straightforward: the position of S described in terms of B will differ by
the relative position of the two reference frames, xB − xA. (Note that this relational quantity is
independent of any background reference frame.) Particle A can be subsequently discarded.
The problem with this naive approach is that we have not learnt of the relationship of B with
respect to either A or S. In both classical and quantum cases, if the relationship between A to B
is initially unknown then a measurement is required in order to determine this relationship. There
are two options for doing this. The relationship between S and B can be directly measured, or
the relationship between A and B can be measured (giving us the relational quantity xB − xA
for adjusting the description of S). Let us concentrate on the quantum mechanical case now,
and first consider a semiclassical configuration in which the A and B reference frames are in
position eigenstates and the measurements are ideal projective measurements of relative position.
The S state is arbitrary. For the first measurement option, the relative position of S and B is
measured. The wavefunction of S may have been encoding more than a position eigenstate, and
this state is directly affected by the measurement, as it is projected to a position eigenstate. This
behaviour is not consistent with what we expect of a change of reference frame. Rather, the second
measurement option is what we will use to change between quantum reference frames. Here the
relative position xB−xA of the two reference frames A and B is measured, and the system S is not
involved. After obtaining a well-defined value of xB − xA, we can combine this with preexisting
knowledge of xS − xA to obtain knowledge of xS − xB , since the associated operators commute.
We can now discard the A reference frame and retain a correlation between S and B. The new
description of the state S will have changed by xB−xA due to the difference in position of reference
frame B versus A, thus accomplishing a change of quantum reference frame.
There are however some subtleties in this procedure. In the above example A and B were
position eigenstates and the measurements were projective to these position eigenstates, allowing
for arbitrarily good precision in the relational variables. Firstly, we would describe the initial state
of B as a completely mixed state because we have minimal prior knowledge of its position. It is this
lack of knowledge which necessitates the measurement. Secondly, in general, quantum reference
frames will not be able to attain ideal states such as position eigenstates. We will see that the
imperfect nature of the A reference frame results in decoherence to the quantum system ρS after
A is discarded. If the measurement is also only capable of projecting xB−xA to a state with finite
variance in position, then discarding the frame A yields a system wavefunction correlated with an
imperfect reference frame B. Dequantising B will then also cause decoherence to the system.
In the next section, we will formalise these concepts and problems, and construct a general
framework for describing a change of quantum reference frame. In particular, because we use
quantum states to indicate orientations in a continuous group, in many cases we cannot perfectly
distinguish nonorthogonal states for different reference frame orientations. One of the main limit-
ing factors for distinguishability is the dimension of the Hilbert space used for the reference frame.
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The imperfect distinguishability results in an uncertainty in the orientation given by a quantum
reference frame, leading to decoherence when we change the quantum frame used for encoding a
quantum system.
5.3.2 General results of change of quantum reference frame procedure
In this section, we formally develop the change of quantum reference frame procedure and then
calculate the final state for a physically relevant class of initial states.
Consider a system ρS encoded using a quantum reference frame ρA, as described in Sec-
tion 5.2.2. The joint system is described by the state EρA(ρS) = GSA(ρS ⊗ ρA). We want to
construct a procedure to exchange the reference frame A with a quantum reference frame B,
defined by a state ρB , to result in some relational state involving only ρS and reference frame
ρB . Both A and B reference frame states are physical objects, so following the discussion in
Section 5.3.1, we will take B in the initial state to be a non-implicated reference frame, i.e.,
uncorrelated with S and A. The initial state in our scenario is then GSA(ρS ⊗ ρA)⊗ GB(ρB).
Discarding the A frame at this point will simply yield the state GS(ρS) ⊗ GB(ρB). Instead
we use an active procedure to change reference frames, which involves a measurement of the
relative orientation h ∈ G between the two reference frames A and B. This measurement leads
to a correlation in orientation of the two reference frames. Because there was initially correlation
between frame S and the system A, we obtain correlation between S and B. Now we can discard
the A reference frame by tracing and use B as the new quantum reference frame. If the reference
frames use finite resources, such as finite Hilbert space dimension to indicate orientations, we
expect decoherence in the post-measurement state.
5.3.2.1 A measurement to determine the relationship between frames
The core element of the procedure to change quantum reference frames is a relational measurement
of the two reference frames A and B that determines a relative orientation h ∈ G [BRS04]. The fact
that it is a relational measurement means that it can be made independent of any background
reference frame. In the following, we construct the relational POVM and update map for this
measurement, and prove key properties of the construction.
The quantum statistics of a relational measurement of the two reference frames A and B are
given by a relational POVM {Eh|h ∈ G}. A POVM allows us to calculate the probabilities of the h
outcomes for an input state, but here we are equally interested in the post-measurement state. We
therefore construct a family of trace-decreasing completely positive (CP) maps MhAB associated
with the POVM elements to determine post measurement states for a given outcome h. (Such
maps, which describe the POVM and also the post-measurement update rule, are sometimes called
instruments.) We require these operations to be implementable without the use of a background
reference frame.
We now define a measurement, as a POVM, satisfying the above conditions. The POVM is
designed to determine orientation within the symmetry group, so will be formed from the maximum
likelihood states |g〉 for the particular symmetry group G of the scenario, using the techniques of
Section 5.2.4. That is, the maximum likelihood states |g〉A and |g〉B for each reference frame system
A and B will satisfy the conditions G(|g〉A〈g|) = D−1sA IA and G(|g〉B〈g|) = D−1sB IB , where Ds∗ are
normalisation factors given by the dimensions of the Hilbert space spanned by each projector on
A and B. (Note, in [BRST09], the fiducial state was normalised such that G(|e〉〈e|) = I.) We then
a family of projectors Πg,hAB on the two reference frame systems AB given by
Πg,hAB = |g〉〈g|A⊗|gh〉〈gh|B = UAB(g)[|e〉〈e|A⊗|h〉〈h|B ], (5.3.1)
with |g〉 = U(g) |e〉. The projector Πg,hAB projects onto the state describing an orientation g ∈ G of
the state on A and an orientation gh ∈ G of the state on B.
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The projectors are defined with respect to a background frame. By using a G-twirl, we can
define relational POVM effects {Eh} as
Eh = DsADsB
∫
dµ(g)Πg,hAB . (5.3.2)
This measurement satisfies POVM completeness,
∫
dµ(h)Eh = IAB . To prove completeness, note
that ∫
dµ(h)Eh = DsADsB
∫
dµ(g)dµ(h)|g〉〈g|A⊗|gh〉〈gh|B
=
(
DsA
∫
dµ(g)|g〉〈g|A
)
⊗
(
DsB
∫
dµ(h)|h〉〈h|B
)
= IAB . (5.3.3)
with the second line obtained by measure invariance, and the last using the property of maximum
likelihood states G(|e〉A〈e|) = D−1sA IA and G(|e〉B〈e|) = D−1sB IB .
With each effect Eh, we can define a corresponding CP map MhAB describing both the mea-
surement and subsequent update map in terms of the projectors as
MhAB(ρAB) = DsADsB
∫
dµ(g)Πg,hAB ρAB Π
g,h
AB
†
. (5.3.4)
Note that this update map is chosen such that the measurement is repeatable. As with the
POVM, this map can be implemented without the use of a background frame. We prove this
fact by demonstrating that the map is ‘group-invariant’, which means that the measurement map
(5.3.4) is invariant under any global rotation UAB(f) := UA(f) ⊗ UB(f), i.e. for any f ∈ G we
have that UAB(f) ◦MhAB ◦ U†AB(f) =MhAB [BW03, GS08].
Starting from (5.3.4), we have
UAB(f) ◦MhAB ◦ U†AB(f)[σ] = DsADsB
∫
dµ(g)UAB(f)Π
g,h
AB U
†
AB(f)σUAB(f) Π
g,h
AB
†
U†AB(f).
(5.3.5)
Concentrating on the rotation operators around a projector, from (5.3.1) we have that
UAB(f)Π
g,h
ABU
†
AB(f) = |fg〉〈fg|A ⊗ |fgh〉〈fgh|B = Πfg,hAB . (5.3.6)
The group invariance of the integration measure in (5.3.4) allows us to redefine fg → g, thereby
recovering the original map.
Note that, for a nonabelian symmetry group, this G-invariance of the map constrains the
construction of the projectors. If we had instead defined the projectors as |g〉〈g|A⊗|hg〉〈hg|B , the
resulting map would not be G-invariant except in the special case of h satisfying hg = gh for all
g ∈ G (i.e. h in the centre of the group).
5.3.2.2 Using the relational measurement to change quantum reference frames
We have constructed a quantum operation (5.3.7) to determine the relative orientation between
two quantum reference frames. In this section we will apply this map to the problem of changing
quantum reference frames. Our main result is that when the operation MhAB is applied in order
to change the description of ρS with a reference frame A to a description with a reference frame
B, followed by a discarding (tracing out) of the original reference frame A, the result is a new
relational encoding of ρS with B, but with the additional effect of decoherence.
Consider the action of the measurement map MhAB given by Equation (5.3.4) on generic G-
invariant states σSAB on systems S,A,B (defined to act as the identity map on S). Because it is
G-covariant, the map will produce an unnormalised G-invariant state on SAB. For the purposes
of the change of quantum reference frame procedure we want a map from SAB to SB, as we want
83
to discard the A reference frame following the measurement. This is done by applying a partial
trace over A to the post-measurement state, and the result is a final (unnormalised) G-invariant
state on systems S and B with correlation between the subsystems. The unnormalised final state
for outcome h is
TrA[MhAB(σSAB)] =DsADsB
∫
dµ(g)
[〈g|A⊗〈gh|B] σSAB[|g〉A⊗|gh〉B]⊗ |gh〉〈gh|B . (5.3.7)
The measurement outcome h is a continuous parameter, so we have a probability density function
for outcomes h for the measurement of a state σSAB given by
P (h) = Tr[EhσSAB ] = Tr[MhAB(σSAB)] . (5.3.8)
The probability density function normalises by
∫
P (h)dµ(h) = 1 when using the group-invariant
Haar measure dµ(g).
Consider a relational encoding of a quantum state ρS using a quantum reference frame |ψ(a)〉A,
a pure state with a well-defined orientation a ∈ G. (For example, this could be the state |ψ(a)〉A =
U(a) |e〉A for a ∈ G, although we do not require that it take the form of a maximum likelihood
state.) No other reference frame is implicated, so we describe the joint SA system by the G-twirled
state E|ψ(a)〉A(ρS) = GSA(ρS ⊗ |ψ(a)〉〈ψ(a)|A). We introduce a second reference frame ρB which
is non-implicated, i.e., uncorrelated with the other two quantum systems, described by the state
GB(ρB). The full initial state on all components (the system S and both quantum reference frames
A and B) is then
σSAB = σSA ⊗ σB = GSA(ρS ⊗ |ψ(a)〉〈ψ(a)|A)⊗ GB(ρB). (5.3.9)
We apply the operation σSAB → TrA[MhAB(σSAB)] given by (5.3.7) to this state σSAB . This
state is group-invariant, satisfying GSAB(σSAB) = σSAB , and MhAB is G-covariant, so we can
commute the G-twirl with the operation, allowing us to write the final state on SB as
TrA[MhAB(σSAB)] =GSB
[
ρS ⊗
(
DsADsB
∫
dµ(g)|〈g|ψ(a)〉A|2〈gh|GB(ρB)|gh〉 |gh〉〈gh|B
)]
=GSB
[
ρS ⊗
(
DsA
∫
dµ(g) |〈g|ψ(a)〉A|2 |gh〉〈gh|B
)]
(5.3.10)
where the second line follows from the simplification 〈gh| GB(ρB) |gh〉 = Tr[G(|e〉〈e|)ρB ] = D−1sB ,
arising from properties of the G-twirl and maximum likelihood states. Thus, referring back to
(5.3.8), P (h) = 1 for states of the form (5.3.9). We can therefore associate Tr[MhAB(σSAB)] with
a trace one normalised state.
The G-twirl GSB allows us to insert a global rotation US(g−1)⊗UB(g−1) into (5.3.10) without
changing the state. We thus obtain the operator US(g−1) on ρS , and a reference frame state
|h〉〈h|B . We can therefore write the final state as a relational encoding
TrA[MhAB(σSAB)] = GSB (ρ′S ⊗ |h〉〈h|B) . (5.3.11)
Returning to (5.3.10), With |ψ(a)〉 covariant, we have that 〈g|ψ(a)〉A =
〈
a−1g|ψ(e)〉
A
. Redefining
g → ag, we have that the new encoded system state ρ′S is related to the original system state ρS
by the composition of maps
ρ′S = F (A)S ◦ US(a−1)[ρS ]
and the form of the CP map F (A)S is
F (A)S := DsA
∫
dµ(g) |〈g|ψ(e)〉A|2 US(g−1). (5.3.12)
This CP map is a convex mixture of unitary maps determined by the overlap of a maximum
likelihood state with the reference frame state on A. Therefore, unless the state ρS is G-invariant,
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ρ′S
Encoding E|h〉B

E|h〉B ◦R
E|ψ(a)〉A(ρS)
Recovery R
@@
Change of frame
TrA[MhAB(∗⊗σB)] // E|h〉B (ρ′S)
Figure 5.3.1: The procedure (5.3.7) on states of the form given by (5.3.9) is the
same map as E|h〉B ◦ R on an encoding E|ψ(a)〉A(ρS). The change of quantum
reference frame map results in description of the state relative to a different ref-
erence frame without measuring against a background classical frame, whereas
the re-encoding map E|h〉B ◦ R changes a reference frame using a background
reference frame for the intermediate state ρ′S .
this map results in decoherence of ρS due to the uncertainty in orientation of the reference frame
state |ψ(e)〉A. Note that the map is independent of the orientation a of reference frame A.
Finally, using again the properties of maximum likelihood states we have that
∫
dµ(g) |〈g|ψ(e)〉A|2 =
D−1sA , and therefore the CP map F (A)S is trace-preserving. We can therefore identify TrA[MhAB(σSAB)]
as being proportional to the normalised (trace one) final state
σhSB := E|h〉B
(F (A)S ◦ US(a−1)[ρS ]). (5.3.13)
Therefore the procedure maps a relational encoding of ρS in terms of A to a normalised relational
encoding of ρ′S in terms of B. Note that this new relational encoding explicitly depends on the
measurement outcome h, which relates the previous description relative to A to the new description
relative to B.
5.3.3 Decoherence in the change of quantum reference frame procedure
We will now characterise the decoherence of the system ρS due to the change of quantum reference
frame procedure. As outlined in Section 5.2.5, for a system S in a relational encoding with
a quantum reference frame R, the recovery map of (5.2.8) can be interpreted as measuring the
quantum reference frame R against a background classical frame, discarding the quantum reference
frame and correcting the orientation of ρS if the quantum reference frame is rotated with respect to
the background frame. This recovery map applied to a relational encoding of a system E|ψ(a)〉R(ρS)
leads to a noise map on ρS :
R ◦ E|ψ(a)〉R(ρS) = DsR
∫
dµ(g) |〈g|ψ(a)〉R|2 US(g−1)[ρS ]. (5.3.14)
The form of this map is identical to the form of the decoherence map F (A)S from the change
of reference frame procedure in the final encoding, E|e〉B (ρ′S), given by (5.3.12). We then have the
equivalence of maps
R ◦ E|ψ(a)〉R ≡ F
(R)
S ◦ US(a−1). (5.3.15)
Indeed, as depicted in Figure 5.3.1, the re-encoding E|a〉A(ρS) 7→ E|e〉B (ρ′S) achieved by the change
of quantum reference frame procedure can also be achieved by concatenating the recovery and
encoding maps E|e〉B ◦R(σSA), apart from the final rotation US(h−1). We can therefore write the
final state of the change of quantum reference frame procedure as
σhSB = E|h〉B
[
(R ◦ E|ψ(a)〉A)[ρS ]
]
, (5.3.16)
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ρ′S
Encoding E|h〉B

E|h〉B ◦R
E|ψ(a)〉A(ρS)
Recovery R
@@
Change of frame
TrA[MhAB(∗⊗σB)] // E|h〉B (ρ′S)
Recovery R

ρS
Decoherence map
(R◦E|h〉B )◦(R◦E|ψ(a)〉A ) //
Encoding E|ψ(a)〉A
OO
ρ′′S
Figure 5.3.2: We can add another level to Figure 5.3.1 whereby the initial state
in the change of frame map is encoded from ρS , and the final state is recovered
to ρ′′S . We then identify that the change of reference frame map induces a
decoherence map on the original ρS which is the result of the encoding of the
A frame and recovery of the B frame.
an encoded state in which ρS is recovered from an initial encoding, and rotated by h
−1 due to the
relative orientation between the old and new reference frames.
In order to determine the net decoherence in (5.3.16) due to the change of quantum reference
frame procedure, we apply the recovery map R to σhSB . Using (5.2.8) and (5.3.16) we obtain the
final system state in terms of a decoherence map on the initial system state,
R(σhSB) = R ◦ E|h〉B (ρ′S) =: ρ′′S . (5.3.17)
We can represent the entire decoherence map on the initial system ρS using a commutative diagram
in Figure 5.3.2. Using our analysis leading to (5.3.15), the net decoherence of ρS in the change of
quantum reference frame procedure is then exactly the composition of the effective decoherence
with rotation correction from the use of the first reference frame, R ◦ E|ψ(a)〉A [ρS ] = F
(A)
S ◦
US(a−1)[ρS ], with the effective decoherence from using the second reference frame, R◦E|h〉B [ρ′S ] =
F (B)S ◦ US(h−1)[ρ′S ]. The final noise map is then
ρ′′S = N [ρS ] =(R ◦ E|h〉B ) ◦ (R ◦ E|ψ(a)〉A)[ρS ]
=F (B)S ◦ US(h−1) ◦ F (A)S ◦ US(a−1)[ρS ].
(5.3.18)
We will use this identification of the decoherence in terms of the encoding and recovery maps in
Section 5.3.4 in which we interpret the nature of the decoherence.
5.3.3.1 Classical limits
Recall the notation introduced in Section 5.2.4, with the states of quantum references frames
parameterised by a ‘size’ parameter s, and for which s→∞ describes the classical limit. Given that
decoherence occurs in the change of quantum reference frame procedure due to the uncertainties in
orientation of each reference frame state |s;ψ(g)〉, we want to identify the conditions in which the
decoherence in the procedure disappears. For a class of quantum reference frame states |s;ψ(g)〉
that possess a well-defined classical limit s→∞ in which uncertainty in orientation disappears, we
demonstrate that the change of quantum reference frame procedure has an appropriate classical
limit.
To reproduce a classical change of reference frame map, for size parameters sA, sB → ∞
we should have the initial relational encoding limsA→∞ E|sA;a〉A(ρS) map to the final relational
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encoding limsB→∞ E|sB ;ah〉B (ρS) with no change to the encoded state ρS , i.e., no decoherence. We
now show that this is the case.
As sA → ∞, the overlap of |sA;ψ(e)〉 with other orientations in the group becomes zero, i.e.,
we have
lim
sA→∞
DsA |〈sA; g|sA;ψ(e)〉A|2 = δ(g) , (5.3.19)
where δ is the Dirac delta function on the group. The decoherence map (5.3.12) then becomes
the identity map, limsA→∞ F (A)S = IS . The final state is then σhSB = E|sB ;ah〉B [ρS ] where the
size of the reference frame B is determined by the size sB of the initial B reference frame. This
reproduces the required classical limit. If the B reference frame remains finite, the recovery of this
state R(σhSB) will still result in the effective decoherence F (B)S . Therefore the classical limit of A
of the change of frame procedure corresponds to a relational encoding from a ‘classical frame’ A
into a finite-size quantum reference frame B. When sB is also taken to infinity, we must have that
the measurement projectors on B have an infinite size, resulting in a ‘classical’ frame on B in the
final state. Since this frame has perfect distinguishability, we will avoid any effective decoherence
upon de-quantisation from having a relational encoding with a finite reference frame.
Note that when only the B reference frame becomes classical, the decoherence associated with
the final decoding F (B)S will disappear, but the decoherence associated with the change of reference
frame map F (A)S remains. This classical limit corresponds to decoding from a quantum frame A
into a classical frame B with the decoherence F (A)S associated with the dequantisation of the A
frame.
5.3.4 Consequences and interpretation of decoherence
In the previous sections, we have developed the mathematical tools to describe the change of
a quantum reference frame. Before investigating two examples in Sections 5.4 and 5.5, it is
worthwhile to consider at this stage some of the conceptual consequences of the procedure.
As we identified in Section 5.3.3, following the change of quantum reference frame procedure
the system in the final encoded state appears to be affected by a form of decoherence. This
decoherence is absent in the classical limit. In this section we will investigate the properties of the
decoherence, the necessity of its existence in a change of reference frame procedure, and consider
the consequences for the relativity principle for quantum reference frames, suggesting a connection
to a type of intrinsic decoherence.
5.3.4.1 Properties of the decoherence from changing quantum frames
First, we pose some questions regarding the properties of the decoherence in the procedure. Is
decoherence necessary when changing a quantum reference frame? Could the decoherence be
reduced by changing to a better (more precise) reference frame?
In Section 5.3.3 we determined that the decoherence due to changing quantum reference frames
with the procedure was F (A)S in (5.3.12); a mixture of unitaries determined by the overlap of
the first reference frame state |ψ〉A with the measurement projector: |〈g|ψ(e)〉A|2. The states
in this overlap are generally not orthogonal unless the reference frame approaches infinite size.
Therefore, whenever the reference frames are of finite size (and therefore with a finite asymmetry),
decoherence of ρS is induced. If the state is recovered from the new reference frame B, we also
see that there is an additional contribution F (B)S to the net decoherence from reference frame B,
of the same type as F (A)S . As shown in (5.3.18), we then have that the net decoherence on ρS is
the composition of the decoherences associated with the original encoding of ρS with respect to
reference frame A, and the final encoding with respect to B. As a particular consequence, one
cannot change to a larger (more precise) reference frame without strictly increasing decoherence
beyond that of the initial encoding. Similarly, in reducing reference frame size, the decoherence
will be more substantial than the effective decoherence from encoding using the final reference
frame.
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5.3.4.2 Interpreting the decoherence as an intrinsic decoherence
Now that we have identified the decoherence as being fundamental to change of quantum reference
frames, there is still the question of what consequences this decoherence has for the relativity
principle. To this end, we will interpret the decoherence in terms of an intrinsic decoherence.
Intrinsic decoherence is decoherence to a quantum state that occurs without interaction with an
environment [Sta12]. It has been proposed to occur as a result of fluctuations in the spacetime
metric or other aspects of background spacetime due to quantum effects of the spacetime in
theories of quantum gravity [Mil91, PP00, GPP04, KY03, GP08]. By internalising parameters into
a quantum model, quantum reference frames provide a way to model the effects of a background
spacetime. A connection between deformed symmetries of semiclassical gravity and quantum
reference frames was demonstrated in [GP07]. Most closely related to quantum reference frame
measurement is a model by Milburn for intrinsic decoherence on a quantum state that arises
when a translation operator is not exactly known due to the quantisation and uncertainty of the
background time parameter [Mil06].
We will interpret the decoherence of the change of quantum reference frame procedure §5.3
within the spacetime intrinsic decoherence framework introduced above. The change of quantum
reference frame procedure is a complete, closed description of the decoherence that occurs to a
system ρS due to changing between two quantum reference frames. The corresponding description
of a change of reference frame when the two reference frames are treated as background frames,
so that only the system ρS remains quantum mechanical, is that the system experiences a noise
map F (B)S ◦ US(h−1) ◦ F (A)S ◦ US(a−1) as an isolated quantum system; i.e. in this description the
quantum system experiences intrinsic decoherence. Now, running this reasoning in reverse, we
have that the change of quantum reference frame map is the self-contained description of this
intrinsic decoherence once the quantum nature of the reference frames is included. As such it is an
operational derivation of a process that leads to intrinsic decoherence. Note that this particular
model consists of an abrupt measurement rather than dynamics or continuous time evolution.
5.4 Example: Phase reference
In this section, we explore a simple example illustrating the details of the change of quantum
reference frame procedure for reference frames associated with an Abelian group. Specifically,
we consider a phase reference, whose orientation corresponds to an element of U(1). We will
pay particular attention to the explicit forms and interpretation of the final state described in
Section 5.3.2.2, which characterises the effect and describes the decoherence that occurs in the
change of quantum reference frame procedure.
The example will be structured as follows. First we will describe the reference frame states
we will use and how these allow storage of quantum information in relational degrees of freedom.
We will then review the change of quantum reference frame procedure in this Abelian case. We
then explicitly calculate the decoherence for the cases where the reference frame is described
by a phase eigenstate or coherent state. There will be some comparison of the decoherence
for these choices. We will use these results to verify the classical limits of the procedure as
described in Section 5.3.3.1. Finally, we comment on the similarity of the relational reference
frame measurement to balanced homodyne detection.
5.4.1 The representation of U(1) on harmonic oscillators
We first present the structure of the representation of U(1) on a collection of harmonic oscilla-
tors, and how we might encode information in a relational way. For an Abelian group, group
multiplication becomes addition and the identity e can be written as 0. The unitary group U(1)
can be considered as the group of phases θ with the group multiplication being addition modulo
2pi. However, although we can interpret the group elements as phases, we will retain the generic
group element notation g, a, h ∈ U(1) for familiarity. The charge sectors of the representation are
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subspaces of total photon number. The unitary representation of U(1) on a single mode state
is U(θ) = einˆθ where nˆ is the number operator nˆ |k〉Fock = k |k〉Fock. The U(1) Haar integration
measure is dµ(g) = dg/2pi. Therefore, for a single mode harmonic oscillator, the G-twirl of a state∑∞
k=0 ak |k〉Fock is
G
( ∞∑
k,l=0
aka
∗
l |k〉〈l|Fock
)
=
∫ 2pi
0
dθ
2pi
ei(k−l)θ
∞∑
k,l=0
aka
∗
l |k〉〈l|Fock =
∞∑
k=0
|ak|2 |k〉〈k|Fock (5.4.1)
with the integral giving the constraint k = l. The phase information in a single mode state is thus
completely decohered. However, if we introduce a second mode, i.e., a second oscillator with dis-
tinguishable frequency, we can form the two-mode pure state |ψSA〉 =
∑
k,l ak,l |kl〉Fock. Written in
terms of total photons 2n = k+l and difference 2j = k−l, where n can take any non-negative half-
integer value and where j = −n,−n+1, . . . , n [TS04], this becomes∑n,j an+j,n−j |n+ j, n− j〉Fock.
The G-twirl on this state is
GSA(|ψ〉〈ψ|SA) =
∑
n,j
∑
m,k
∫
dθ
2pi
ei(2n−2m)θ
(
an+j,n−j |n+ j, n− j〉Fock
)(
a∗m+k,m−k 〈m+ k,m− k|Fock
)
=
∑
n
(∑
j,k
an+j,n−ja∗n+k,n−k|n+ j, n− j〉〈n+ k, n− k|Fock
)
(5.4.2)
Phase coherence remains within subspaces of total photon number eigenstates, producing a total
state that is a mixture over total photon number 2n of pure eigenstates
∑
j an+j,n−j |n+ j, n− j〉Fock
of total photon number 2n. With judicious choices of a reference frame state on A, a state on S
can be relationally encoded into the subspaces of total photon number [SBRK03, BRS06].
5.4.2 Reference frames for U(1)
We define our two reference frames A and B to be single mode harmonic oscillators in group-
covariant states |ψ(gh)〉 = U(g) |ψ(h)〉. The particular examples we will study are the U(1)
maximum likelihood states, and U(1) coherent states, both of which have well-defined size param-
eters.
5.4.2.1 Reference frame A in phase eigenstate
The maximum likelihood states (introduced in Section 5.2.4) for a representation of the U(1)
group on a single mode Fock space truncated in maximum photon number s are the bounded-size
phase eigenstates with photon number cutoff s [PB97]. The phase eigenstate with phase g and
size parameter s is given by
|s; g〉 := N− 12s
s∑
k=0
eikg |k〉Fock (5.4.3)
where |k〉Fock is the Fock state with k excitations, and the state normalisation is Ns = (s+1) = Ds,
the dimension of the Hilbert space.
In addition, as these states satisfy G(|s; g〉〈s; g|) = (s + 1)−1Is, they will also be used to form
the projectors (5.3.1) for measurement.
We now consider the change of quantum reference frame procedure for the U(1) group, us-
ing phase eigenstates both for our initial reference frame on A as well as forming the relational
measurement. In this procedure, an initial state σSAB = GSA(ρS ⊗ |ψ(a)〉〈ψ(a)|A) ⊗ GB(ρB) is
transformed to the final state for outcome h on SB given by
σhSB = TrA
[MhAB(σSAB)] = E|a+h〉B(F (A)S [ρS ]) , (5.4.4)
where we have commuted the rotations a, h, and the map F (A)S due to U(1) being Abelian. For
the state of reference frame A prepared in the bounded-size phase eigenstate ρA = |sA; a〉〈sA; a|
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with cutoff sA, the overlap between two phase eigenstates with cutoffs s gives [PB89]
|〈s; g|s;h〉|2 =D−2s
s∑
k=−s
(s+ 1− |k|)eik(h−g) (5.4.5)
=
1
(s+ 1)2
1− cos[(s+ 1)(h− g)]
1− cos[h− g] .
The measurement of relative orientation h is constructed from a family of projectors (5.3.1) on
the A and B Hilbert spaces. In this example the projectors will be constructed in terms of U(1)
maximum likelihood states with size cutoffs sA, sB . Due to the equally weighted superposition
of number states of the phase states in the projectors, a measurement constructed from such a
family of projectors resolves the identity on the space of the reference frames A and B. The sizes
of the projectors is set to be equal to the cutoff of the reference frame states, sA and sB . The
decoherence map (5.3.7) then takes the form
F (A)S =DsA |〈sA; g|sA; 0〉A|2 US(−g) (5.4.6)
=
1
(s+ 1)
∫
dg
2pi
1− cos[(sA + 1)g]
1− cos g US(g
−1). (5.4.7)
The distribution of unitaries in g ∈ G is graphed in Figure 5.4.1 for average photon number
〈n〉A = sA/2 = 4 and 8. The function is symmetric about g = 0, at which it is peaked.
We note that the relational measurement has many similarities to balanced homodyne detection:
a measurement technique from quantum optics. We explore this relationship in Appendix B.1.
5.4.2.2 Reference frame A in coherent state
We also consider reference frame A given by a coherent state
|sA; g〉CS = e−s
2
A/2
∞∑
k=0
skAe
ikg
√
k!
|k〉Fock . (5.4.8)
The coherent state has a well-defined phase g (i.e. orientation in U(1)) and transforms covariantly
under the group: U(g) |sA; 0〉CS = |sA; g〉CS. It has a size sA characterised by the square of the
mean photon number, 〈n〉 = s2A. The G-twirl of this state gives a Poisson distribution in photon
number, with no phase coherence.
Although coherent states are suitable as quantum reference frames, there are challenges to
constructing relational measurements using projectors onto these states because G(|s; g〉〈s; g|) is
not proportional to the identity. We therefore restrict to the relational measurement constructed
out of phase eigenstate projectors.
Coherent states have non-zero support on all photon numbers n→∞, so we will use an infinite
limit for the size sA of the projectors on A for this example. The POVM will resolve the identity
on the full infinite dimensional Fock space. We will need to keep in mind that the initial B state
may also have sB →∞, for example, if it is mixture of coherent states, in which case the projectors
on B and consequently the post-measurement state on B will have infinite size.
The overlap of a coherent state with a phase eigenstate used in the projectors is
〈s; g|t;h〉CS = D
− 12
s e
−t2/2
s∑
k=0
tkeik(h−g)√
k!
(5.4.9)
where we take the support of the projectors s → ∞. (Because the POVM has normalisation
factors Ds, this limit will still result in a well-defined projector.) The decoherence map (5.3.12) is
then
F (A)S =
∫
dµ(g)e−t
2/2
s∑
k=0
tke−ikg√
k!
US(−g) (5.4.10)
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The distribution of the unitaries in this decoherence map is plotted in Figure 5.4.1 for choices
of sA, and compared with the corresponding phase eigenstate distribution (5.4.7) for the same
average photon number.
5.4.3 Classical limits
We briefly examine and interpret the results of the change of reference frame procedure for the
classical limits of reference frames A and B, i.e., when one or both of the size parameters sA, sB
are taken to infinity.
We will examine the B classical limit first. The decoherence map (5.4.7) is not dependent on
the B frame, so it does not change in the sB →∞ limit. The final state then has mixing due to the
finite size of the A reference frame. If B is initially in a mixture of a finite size phase eigenstate,
then the effect of sB → ∞ is merely to increase the size of the final reference frame B to its
classical limit. For the coherent state example, the final state on B is already an infinite-cutoff
phase eigenstate. The interpretation of this limit is a decoding from quantum reference frame to
classical frame, with noise accumulated solely due to the encoding with reference frame A.
To compute the decoherence map in the limit sA → ∞ we want to show that the overlap
functions (5.4.5) and (5.4.9) approach perfect distinguishability. For the phase eigenstate, using
(5.4.5) we can show that in the limit sA →∞ the term becomes a delta function
lim
sA→∞
DsA |〈sA; g|sA;h〉|2 = limsA→∞
sA∑
k=−sA
sA + 1− |k|
sA + 1
eik(h−g) =
∞∑
k=−∞
eik(h−g) = δ(h− g) ,
(5.4.11)
where the denominator is provided by the state normalisation DsA = sA + 1 (5.4.3) and δ is
normalised in the Haar measure:
∫ 2pi
0
δ(g) dg2pi = 1. For coherent states, rather than attempting to
directly compute the limit of the overlap, there are existing results we can use: A phase operator
can be defined in terms of the states |θ〉 = ∑∞n=0 einθ |n〉Fock [WM08]. These are the same operators
that we use in the projectors, so characteristics of phase indicate characteristics of the overlap
function (5.4.9). Indeed the operator is used to define a phase distribution P (θ) = |〈θ|ψ〉|2 /2pi for
some state ψ. Particularly, for ψ a large coherent state |s, φ〉, the mean of the phase distribution is
〈θ〉 = φ and the standard deviation is ∆θ = 12s [WM08]. Then, as s→∞, the phase uncertainty
becomes ∆θ → 0. Therefore we have lims→∞ |〈s, φ|θ〉|2 is non-zero only for θ = φ, for which the
value is 1.
5.5 Example: Cartesian and Direction frames
In this section we will consider the change of reference frame procedure for reference frames based
on a nonabelian group, SU(2), which describes the orientations of a Cartesian reference frame for
three dimensions. We also consider a ‘direction indicator’ state for three dimensions, which, due
to rotational invariance around the single indicated direction, is associated with the coset space
SU(2)/U(1). We use SU(2) rather than SO(3) so that we can use spin representations.
The representation of SU(2) decomposes a Hilbert space into a tensor sum of charge sectors
of total spin j, where j is a positive integer or half integer. In general, each of these is a reducible
representation which can be further decomposed into a subsystem Mj carrying an irreducible
representation in a tensor product with a multiplicity subsystem Nj which carries the trivial
representation. The Hilbert space of a reference frame state would then decompose as HA =⊕
jM(j)A ⊗N (j)A [BRST09].
5.5.1 SU(2) fiducial states (Cartesian frame)
We define our reference frame systems using a Hilbert space HR =
⊕
jM(j)R ⊗ N (j)R , with the
dimensions of the subsystemsM(j)R and N (j)R chosen to be equal. Such a space carries the regular
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Figure 5.4.1: Plotted are the state overlaps DsA |〈g|ψ(0)〉|2 for reference frame A
in a U(1) phase eigenstate ((5.4.5), ‘PE’, solid lines) and coherent state ((5.4.9),
‘CS’, broken lines), for choices of average photon number 〈n〉A. This indicates
the distribution of unitaries in the decoherence maps F (A)S . For small average
photon number the decoherence for the coherent states has a narrower peak
than the phase eigenstate, but the phase eigenstate becomes more narrowly
peaked by 〈n〉A = 5. For calculations the summations for the coherent state
overlap were truncated at the 21st terms, accounting for 99.99% of the support.
representation of SU(2), where each irrep j appears with multiplicity equal to its dimension. Fol-
lowing [BRST09], we define a fiducial Cartesian reference frame state, with truncation parameter
s, to be
|s; e〉 := D− 12s
s∑
j=0
√
2j + 1
j∑
m=−j
|j,m〉N ⊗ |φj,m〉 (5.5.1)
which has support on integer spin j charge sectors up to j = s. Here, |j,m〉N is an eigenstate
of Jz, and these for m = −j,−j + 1, . . . , j form a basis for M(j)A , denoted by |·〉N. The states
|φj,m〉 form a basis N (j)A . Together
∑j
m=−j |j,m〉N ⊗ |φj,m〉 forms a state in the spin-j reducible
representation of SU(2) which is maximally entangled between the irreducible representation and
multiplicity subspaces. The state normalisation Ds is the dimension of the vector space that |eA〉
spans, and is given by Ds =
∑s
j=0(2j + 1)
2 = 13 (2s+ 1)(2s+ 3)(s+ 1) =
(
2s+3
3
)
.
For rotations of these states under SU(2) we will use the polar parametrisation:
U(g) = U(ω, θ, φ) = eiωn·J
with ω the rotation angle, n = (sin θ cosφ, sin θ sinφ, cos θ) the axis of rotation, φ2 , θ, ω ∈ [0, pi),
and with the Haar measure given by dµ(g) = sin2 ω2 sin θ dφ dθ dω/2pi
2.
For this example, we will use (rotated) fiducial states (5.5.1) to form the measurement projec-
tors (5.3.1), with maximum j ‘cutoffs’ sA and sB for the projectors on A and B, respectively. The
overlap function of an unrotated fiducial state with an SU(2)-rotated state |sA; g〉 = U(g) |sA; e〉
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Figure 5.5.1: Plots of integrand of decoherence map (5.5.4) for fiducial state
Cartesian reference frames with sA = 1, 4, 8. The fiducial state overlap de-
pends only on the rotation angle ω and not on the axis of the rotation
n = (sin θ cosφ, sin θ sinφ, cos θ). The mixing is symmetric about the iden-
tity, identified by ω = 0. Plot (a) shows the details of the plot across ω, and
(b) shows the full range for small ω, indicating that overlap function becomes
extremely peaked near ω = 0 even for small sA, since the density of states
approaches zero as ω → 0.
of the same size is
〈sA; e|sA; g〉 = D−1sA
sA∑
j=0
(2j + 1)χ(j)(ω, θ, φ) (5.5.2)
where χ(j)(ω, θ, φ) = cos[(j+ 12 )ω]/ cos(ω/2) are the characters of SU(2) [BRST09]. Using cos[(j+
1
2 )ω]/ cos(ω/2) =
∑j
m=−j e
imω and reordering summations (using
∑sA
j=m = (sA + 1)
2 −m2) we
have
〈sA; e|sA; g〉 = D−1sA
sA∑
j=0
(2j + 1)
j∑
m=−j
eimω = D−1sA
sA∑
m=−sA
eimω((1 + sA)
2 −m2). (5.5.3)
The decoherence map (5.3.12) is then
F (A)S =
(
2sA + 3
3
)−1 ∫
dωdθdφ
2pi2
sin2
(ω
2
)
sin θ
( sA∑
m=−sA
eimω
(
(1 + sA)
2 −m2))2US(−ω, θ, φ).
(5.5.4)
The state overlap in this map is plotted in Figure 5.5.1 for choices of sA. The overlap function
(5.5.3) is independent of the axis of rotation n of g, depending only on the rotation angle ω.
5.5.1.1 Classical limits of reference frame states
Again, we can verify several classical limits: the limit in which the A reference frame becomes
infinitely large; when the B reference frame becomes infinitely large; and when both become
infinitely large.
We can write the overlap function (5.5.3) as
〈sA; e|sA; g〉 = D−1sA
(
(1 + sA)
2 +
d2
dω2
) sA∑
k=−sA
eikω (5.5.5)
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Then for the limit sA →∞, we have, since DsA ∼ s3A,
lim
sA→∞
D−1sA
(
(1 + sA)
2 +
d2
dω2
) sA∑
k=−sA
eikω = D−1sA
2
ω2
δ(ω) (5.5.6)
and in addition we enforce the normalisation condition 〈sA; e|sA; e〉 = 1 for all sA.
We can replace one inner product in the decoherence map (5.5.4) with (5.5.6) to obtain
2
ω2 δ(ω) 〈g|e〉A ' 2ω2 δ(ω) in the integrand. Now integrating over ω, the unitary is constrained
to US(0, θ, φ) = I, and so the θ and φ integrals are trivial. The final state is then σhSB =
GSB [ρS ⊗ |ah〉〈ah|B ], mimicking an encoding from a classical frame to quantum frame.
The sB → ∞ limit results in an unchanged decoherence map, but an infinite reference frame
on B in the final state. This final state can be interpreted as a recovery (5.2.8) from a finite
reference frame A to infinite (‘classical’) reference frame B, where the mixing on the system ρS is
the decoherence due to the initial encoding with the imperfect A reference frame.
The simultaneous infinite limit of sA and sB →∞ then describes a change of classical reference
frame operation.
5.5.2 SU(2) Coherent states: A direction indicator
As an illustrative example of the effect of the choice of fiducial state, we consider using an SU(2)
coherent state to define a direction reference frame. Such a state indicates a direction on the
two-sphere and has rotational symmetry (it is invariant up to global phase) about this direction.
These SU(2) coherent states reside within a single irreducible representation M(j) of SU(2) and
transform under SU(2), but with a U(1) invariance corresponding to the rotation about the
direction in which the state is pointing. The set of possible orientations of a direction indicator
therefore has the structure of a coset space SU(2)/U(1), rather than a group. Consequently, the
results in this example take different forms to the previous examples. Even in classical cases or
limits of frames using this coset space, we will see dephasing operations on quantum systems due
to the U(1) rotational symmetry [BRST09].
For this example we will use the Euler angle parametrisation of SU(2) [BRST09], as it allows
us to easily separate the Jz rotations under which the coherent states are invariant up to global
phase
U(g) = U(α, β, γ) = e−iαJze−iβJye−iγJz (5.5.7)
with α, 2β, γ ∈ [0, 2pi] and dµ(g) = dα sinβ dβ dγ/8pi2. The ‘identity’ coherent state on irreducible
representation with total spin j is defined and denoted |j; e〉CS := |j, j〉N and the SU(2)-rotated
state |j; g〉CS ≡ |j; (α, β, γ)〉CS is [Per86]
U(α, β, γ) |j, j〉N = e−iγj
j∑
m=−j
(
2j
j +m
) 1
2
cosj+m
β
2
sinj−m
β
2
e−iαm |j,m〉N =: |j; g〉CS . (5.5.8)
The overlap of a rotated state with the identity coherent state is
CS 〈j; e|l; g〉CS = N〈j, j|U(g) |l, j〉N = δjle−i(α+γ)j cos2j(β/2). (5.5.9)
The G-twirl of (5.5.8) is D−1s Is.
In this example the reference frame state size parameters sA and sB are given by the total spin
j of the coherent state. The measurement projectors (5.3.1) will consist of coherent states of the
same sizes. The normalisation factors in the measurement (5.3.4) are given by Ds = 2s+ 1. The
decoherence map is then
F (A)S = DsA
∫
dµ(g) cos4sA(β/2)US(g−1)
= (2sA + 1)
∫
0
dα
2pi
dγ
2pi
sinβ
dβ
2
cos4sA(β/2)RzS(−γ) ◦ RyS(−β) ◦ RzS(−α)
= DS ◦
(
(2sA + 1)
∫ pi
0
sinβ
dβ
2
cos4sA(β/2)RyS(−β)
)
◦ DS . (5.5.10)
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where RiS(θ)[ρ] := e−iθJiρeiθJi is the superoperator for a unitary rotation of θ around the i = y
or z axis and DS [ρS ] =
∫ 2pi
0
dθ
2piRz(θ)ρSRz(θ)
† is dephasing noise on ρS .
This overlap function is plotted in Figure 5.5.2 for choices of sA. Note that the function is
rotationally symmetric about the direction β = 0 on the two-sphere.
0.2 0.4 0.6 0.8 1.0
ΒΠ
5
10
15
Overlap function
sA=8
sA=4
sA=1
Figure 5.5.2: The overlap function in β for the SU(2) coherent state decoherence
map (5.5.10). This depends on β and is unconstrained in α and γ: they are
rotationally symmetric on the two-sphere about the north pole (the identity),
indicating we have mixing around circles of constant latitude. These overlap
functions wrap around the longitude of the sphere from the north to south pole.
We can see that the distribution becomes more tightly peaked near β = 0 as sA
increases.
5.5.2.1 Classical limits of reference frame states
We focus on the differences of this coset space example in the classical limits. From [RdS01,
BRST07], for large j, the overlap function (5.5.9) can be approximated as
|CS〈j; e|j; (α, β, γ)〉CS|2 = cos4j(β/2)→ e−jβ
2/2. (5.5.11)
This distribution has a variance of σ2 = 1/2j. Up to normalisation we thus have that in the
j →∞ limit exp[−jβ2] approaches the delta function δ(β). Therefore, for the sA →∞ limit, the
overlap in the decoherence map (5.5.10) becomes essentially a delta function in β. Then, although
other examples of this scenario in this limit indicate no mixing, for coherent state reference frames
we instead have that the decoherence function F (A)S = DS [ρS ] is dephasing noise on ρS . The final
state then has a uniform average over z-rotations of the system state ρS , i.e.
σhSB = E|h〉CSB
[DS(US(a−1)[ρS ])] . (5.5.12)
As this limit takes the form of an encoding from classical frame A to quantum frame B, it
demonstrates that the direction indicator reference frame fundamentally cannot encode phases.
Interestingly, the a and h rotations do not commute with the dephasing operator, so we cannot
write this in the usual form as E|ah〉CSB (DS [ρS ]).
When sB → ∞ the decoherence map is unaffected and we have an infinite size B reference
frame, which indicates the decoherence that would occur due to decoding the state ρS from the
reference frame A. Even in the simultaneous limit sA, sB →∞ there is still dephasing noise. The
U(1) dephasing is merely an artifact of describing the SU(2)/U(1) coset in a representation of
SU(2).
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5.6 Conclusions
In this chapter I investigated how the description of a state changes under a change of quantum
reference frame in a static scenario. We did this by constructing a quantum operation which
changes the quantum reference frame used to define a basis for another quantum system. We
found that decoherence is in general induced on the quantum system due to the procedure. This
decoherence is interpreted as a form of intrinsic decoherence due to a change of reference frame
if one treats the frames as external objects with fundamental quantum uncertainties. Our results
may provide insight into what form a relativity principle would take in such a scenario. A relativity
principle would dictate how the descriptions of a physical system and its dynamics change upon
a change to a new quantum reference frame. This is distinct to the ‘equivalence principle’ as
studied in [AK84], where the choice of reference frame used had an effect on internal relational
measurements; i.e. no active change of quantum reference frame was made. Examples of the change
of quantum reference frame procedure for U(1) and SU(2) reference frames were presented.
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Chapter 6
Summary and Outlook
In this thesis I explored three fundamental areas of quantum information theory. In the first
area I defined the structure of the quantum information theory and the domain of applicability
of localised fermion and photon qubits in curved spacetime. In the second I justified the form of
the quantum observable for relativistic Stern–Gerlach measurement by modelling the interaction
of a Dirac field with an electromagnetic field and recovering the quantum observable. These are
aspects of relativistic quantum information theory. The third aspect regards the possible quantum
nature of space. In this I studied the decoherence arising from the measurement of two quantum
reference frames.
In this final chapter I will summarise and interpret the main results from each chapter of the
thesis, and comment on the consequences and outlook of each chapter of work.
Localised qubits in curved spacetimes
In this area of research the first accomplishment was to comprehensively define the domain of
applicability in which localised one-particle states with two dimensional Hilbert spaces was a good
approximation to the quantum field theory of particles. The one-particle qubits were obtained
starting from the field equation for the particle, and by expanding orders of this equation using a
high frequency limit, referred to as a WKB approximation. The particles we considered were the
photon and massive fermion, so the corresponding field equations were the Maxwell and van der
Waerden equations, respectively. The latter is the Dirac equation rewritten for a two-component
spinor. We constructed physical arguments that fix the domain of applicability to a situation in
which one begins with a single-particle localised qubit in a region of flat spacetime, and then one
finishes with a single-particle localised qubit, even though in general the particle number in the
curved region in between may not be well defined.
Once localisation is complete, the Hilbert space structure is carefully defined and derived from
the field theory. The representation used is induced from the representation of the field and is
manifestly Lorentz covariant. This requires a redefinition of unitarity of operators. With this
the subsequent result was that these states evolved unitarily due to their motion through curved
spacetime. Using covariant representations for the quantum states, the evolution differential equa-
tions were given by parallel transport, for geodesic paths, and in the case of massive fermions, by
Fermi–Walker transport for general accelerated trajectories.
We also developed a unified formalism for the absolute phase accumulation eiθ of the quantum
state as the qubit moves along a trajectory in curved spacetime. The phase term missing in the
parallel transport and Fermi–Walker equations was obtained from the field equations in a WKB
limit. Combining this phase accumulation term with state rotation evolution we thus obtain the
total evolution equations.
Finally we constructed quantum information theoretic protocols consistent with nonrelativistic
quantum information theory, including a teleportation protocol. For localised qubits in curved
spacetime, this protocol experiences the same issues as the protocol in special relativity, but
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without an automatic shared reference frame to use. We determined that the update map has no
preferred plane of simultaneity, and that it is imperative for the two parties to share a reference
frame.
The outlook and consequence for this chapter is that it provides theory for the basic experi-
mental question of how photons and electrons can behave as localised qubits in realistic free space
situations with gravity. The transport equation with phase accumulation, and the teleportation
and entanglement protocol provides a fully relativistic quantum information theory of localised
qubits. With this, we have a solid theoretical foundation for realistic experimental quantum in-
formation theory in gravitational fields, and can perform calculations of precession and phase ac-
cumulation around gravitational bodies, opening the way for long range quantum communication
and sensitive measurements of gravitational quantities. By considering problems in the covariant
formalism the chapter has provided a clearer picture and meaningful intuitive understanding of
the evolution and measurement of localised qubits in curved spacetimes. The covariant formalism
also reduces the possibility of applying results in invalid scenarios, or simply in the wrong frame,
and results from general relativity can be used more directly.
Relativistic Stern–Gerlach measurement
This research topic was focused on the question of relativistic spin measurement. We considered
the specific operational model of a Stern–Gerlach measurement on a massive fermion approaching
the apparatus with possibly relativistic speed. In a measurement of the spin of a massive fermion
qubit, there are two observer frames: there is the rest frame of a measurement apparatus, which
will see the qubit approaching at possibly relativistic velocity, and there is the rest frame of the
qubit, in which the apparatus is approaching with the negative velocity. The scenario is physically
distinct from a non-relativistic measurement, and the interaction between the apparatus and
qubit is different. The question was then: what was the form of the operator that relates how the
measurement apparatus is oriented in its rest frame to the spin eigenstates of the measurement,
as described in the qubit rest frame?
In this chapter we provided a relativistic mathematical argument for the correct operator for
relativistic Stern–Gerlach measurement. We did this by modelling a Stern–Gerlach measurement
of a massive charged fermion in field theory. We obtained the same measurement interaction as
obtained by considering relativistic transformations of the electromagnetic field between frames
combined with the standard nonrelativistic argument regarding the quantisation and separation
of spin packets in the Stern–Gerlach magnetic field.
The outcome of this research is that we now have a strong justification from field theory
regarding the actual form of the operator for a Stern–Gerlach measurement of a relativistic spin
qubit, and we can be confident about the behaviour of spin measurements in relativistic scenarios.
The consequences of the results are that there are results regarding relativistic spin in the
literature which are based on other spin operators which are distinct to, and incompatible with,
the relativistic Stern–Gerlach operator. These results regard non-violation of Bell inequalities of
entangled spins with well-defined relativistic momentum. In these studies, the transformation of
the chosen spin observable means that orientations chosen to determine Bell inequalities measure
a different spin quantisation axis, returning different statistics. The Bell inequality violation can
be recovered if the measured directions are modified to account for the transformation. However,
an experiment testing this will likely be using a Stern–Gerlach technique to measure spin, in which
case the calculations will have to be redone using the Stern–Gerlach observable in order to predict
experimental results accurately.
An extension of the relativistic spin research is to study how spin-momentum wavefunctions
look in different Lorentz frames (or equivalently how they transform under Lorentz boost). The
spin operators measure different spin directions depending on the momentum of the qubit. There-
fore a particle with a single spin, as defined in some way, but with a distribution in momentum
can produce measurement statistics so that it looks like a mixed state. i.e. it appears the spin
has decohered. Using this effect, one can look at Bell inequality non-violation due to momentum
spread. This has been calculated using two spin operators, but not the Stern–Gerlach opera-
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tor. The phenomenon still exists when using the Stern–Gerlach operator, but the transformation
properties of the Stern–Gerlach operator are more complicated than other operators, so the quan-
titative result is more difficult to compute. From preliminary calculations it is clear that the form
of the apparent decoherence is qualitatively different.
Changing quantum reference frames
In this research I defined a quantum procedure to perform a change of quantum reference frame,
and analysed the decoherence that resulted from the procedure. A quantum reference frame A is
a quantum state that can be used in place of an external reference frame. A quantum system ρS
which is using a quantum reference frame in this manner is said to be a ‘relational encoding’ of
ρS using A. I defined a quantum procedure to take a quantum reference frame, A, being used in a
relational encoding of ρS , and correlate its orientation with a second quantum reference frame B.
The A reference frame is then discarded by tracing over those degrees of freedom, resulting in a
final state involving ρS and a reference frame on B. Since A and ρS were initially correlated, this
final state is a relational encoding using B of a modified system state ρ′S . I found that due to the
uncertainty in orientation of frame A, the change of quantum reference frame procedure results in
a relational encoding of a partially decohered original system state ρS .
This change of frame procedure may also be described in terms of external frames rather than
internal quantum frames. In this case the frames are external to the physical description and
the decoherence would be described as an ‘intrinsic decoherence’ on ρS due to the uncertainties
inherent in these external frames. I argued that the change of quantum reference frame procedure
is a derivation of an example of an intrinsic decoherence due to changing frames in a quantum
space, when the reference frames are internalised as quantum systems. This has been proposed as
a semiclassical phenomenon of quantum gravity that arises due to the inherently quantum nature
of space.
This change of quantum reference frame is one element of a relativity principle for quantum
reference frames. The next step in characterising the relativity principle is to study the effects of
the change procedure on the dynamics and conserved quantities defined relationally with respect
to the quantum reference frames. The implications of the decoherence in this change of quantum
reference frame procedure for quantum gravity should also be determined. It is possible that this
model, or a modification of it, is useful for describing specific scenarios in which the quantum
nature of space is proposed to lead to decoherence.
Conclusion
The chapters in this thesis are all elements of research in quantum information theory in which
I try to expand the domain of quantum theory into more fundamental regions. In some sense,
all elements of research in this thesis are looking for semiclassical results in quantum gravity, as
each combines quantum theory and relativity or quantum space in some way. The first two parts
are about presenting the careful approximations required to produce a theory for experimentally
accessible quantum mechanics amongst gravitational fields. The third uses quantum mechanics
as a toy model for quantum space: internalising the parameters of space that are proposed to be
inherently quantum mechanical into a quantum model in order to derive the proposed intrinsic
decoherence as a consequence of measurement of these quantum parameters.
I hope that this research provides some useful tools for calculating predictions for experiments
of new phenomena in semiclassical gravity or relativistic quantum information theory, and also
provides some intuition for quantum mechanics and quantum phenomena in relativistic or quantum
gravitational scenarios.
99
100
Bibliography
[ABP+11] Renato M Angelo, Nicolas Brunner, Sandu Popescu, Anthony J Short, and Paul
Skrzypczyk. Physics within a quantum reference frame. J Phys A Math Theor,
44(14):145304, 2011.
[AEN01] P.M. Alsing, J.C. Evans, and K.K. Nandi. The phase of a quantum mechanical
particle in curved spacetime. General Relativity and Gravitation, 33(9):1459–1487,
2001.
[AFSMT06] P. M. Alsing, I. Fuentes-Schuller, R. B. Mann, and T. E. Tessier. Entanglement of
Dirac fields in noninertial frames. Phys. Rev. A, 74:032326, Sep 2006.
[AK84] Y. Aharonov and T. Kaufherr. Quantum frames of reference. Phys. Rev. D, 30:368–
385, Jul 1984.
[AL92] J. Audretsch and C. La¨mmerzahl. New inertial and gravitational effects made
measurable by atomic beam interferometry. Appl. Phys. B, 54:351 – 354, 1992.
[ALMH03] Doyeol Ahn, Hyuk-jae Lee, Young Hoon Moon, and Sung Woo Hwang. Relativistic
entanglement and Bell’s inequality. Phys. Rev. A, 67:012103, Jan 2003.
[AMPS13] Ahmed Almheiri, Donald Marolf, Joseph Polchinski, and James Sully. Black holes:
complementarity or firewalls? Journal of High Energy Physics, 2013(2):1–20, 2013.
[Ana77] J. Anandan. Gravitational and rotational effects in quantum interference. Phys.
Rev. D, 15:1448 – 1457, Mar 1977.
[Ana94] J. Anandan. Topological and geometrical phases due to gravitational field with
curvature and torsion. Physics Letters A, 195(5-6):284 – 292, 1994.
[AR12] R M Angelo and A D Ribeiro. Kinematics and dynamics in noninertial quantum
frames of reference. J Phys A Math Theor, 45(46):465306, 2012.
[AS07] Emil T. Akhmedov and Douglas Singleton. On the relation between Unruh and
Sokolov–Ternov effects. Int. J. Mod. Phys. A, 22:4797, 2007.
[ASJ09] P M Alsing and G J Stephenson Jr. The Wigner rotation for photons in an arbitrary
gravitational field. arXiv:0902.1399v1, 2009.
[ASJP09] P M Alsing, G J Stephenson Jr, and Kilian P. Spin-induced non-geodesic motion,
gyroscopic precession, Wigner rotation and EPR correlations of massive spin 1/2
particles in a gravitational field. arXiv:0902.1396v1, 2009.
[ATM+97] M. R. Andrews, C. G. Townsend, H.-J. Miesner, D. S. Durfee, D. M. Kurn, and
W. Ketterle. Observation of interference between two Bose condensates. Science,
275(5300):pp. 637–641, 1997.
[Aud81a] J Audretsch. Trajectories and spin motion of massive spin-1/2 particles in gravita-
tional fields. Journal of Physics A: Mathematical and General, 14(2):411, 1981.
101
[Aud81b] Ju¨rgen Audretsch. Dirac electron in space-times with torsion: Spinor propagation,
spin precession, and nongeodesic orbits. Phys. Rev. D, 24:1470 – 1477, Sep 1981.
[Bal] Leslie E. Ballentine. Quantum Mechanics: A Modern Development. World Scientific
Publishing Company.
[BB98] Iwo Bialynicki-Birula. Exponential localization of photons. Phys. Rev. Lett., 80:5247
– 5250, Jun 1998.
[BBB+01] E. Bagan, M. Baig, A. Brey, R. Mun˜oz Tapia, and R. Tarrach. Optimal encoding
and decoding of a spin direction. Phys. Rev. A, 63:052309, Apr 2001.
[BBBB09] Iwo Bialynicki-Birula and Zofia Bialynicka-Birula. Why photons cannot be sharply
localized. Phys. Rev. A, 79:032112, Mar 2009.
[BBMnT04] E. Bagan, M. Baig, and R. Mun˜oz Tapia. Quantum reverse engineering and
reference-frame alignment without nonlocal correlations. Phys. Rev. A, 70:030301,
Sep 2004.
[BCD+10] Alessandro Bisio, Giulio Chiribella, Giacomo Mauro D’Ariano, Stefano Facchini,
and Paolo Perinotti. Optimal quantum learning of a unitary transformation. Phys.
Rev. A, 81:032324, Mar 2010.
[BD84] N. D. Birrell and P. C. W. Davies. Quantum Fields in Curved Space (Cambridge
Monographs on Mathematical Physics). Cambridge University Press, April 1984.
[BdSGP97] P. G. Bergmann, (ed. ), V. de Sabbata, (ed. ), G. T. Gillies, (ed. ), and P. I. Pronin,
(ed. ). Spin in gravity: Is it possible to give an experimental basis to torsion? World
Scientific, 1997.
[BDSW06] Stephen D. Bartlett, Andrew C. Doherty, Robert W. Spekkens, and H. M. Wiseman.
Entanglement under restricted operations: Analogy to mixed-state entanglement.
Phys. Rev. A, 73:022311, Feb 2006.
[BDT11] Aharon Brodutch, Tommaso F. Demarie, and Daniel R. Terno. Photon polarization
and geometric phase in general relativity. Phys. Rev. D, 84:104043, Nov 2011.
[BGJ06] Donato Bini, Andrea Geralico, and Robert T Jantzen. Frenet–Serret formalism for
null world lines. Classical and Quantum Gravity, 23(11):3963, 2006.
[BIMnT06] E. Bagan, S. Iblisdir, and R. Mun˜oz Tapia. Relative states, quantum axes, and
quantum references. Phys. Rev. A, 73:022341, Feb 2006.
[BL] David Bailin and Alexander Love. Supersymmetric Gauge Field Theory and String
Theory. Taylor & Francis, 1st edition, October.
[BLT75] N N Bogolyubov, A A Logunov, and I T Todorov. Introduction to axiomatic quan-
tum field theory. Math. Phys. Mono. Benjamin, Reading, MA, 1975. Trans. from
the Russian.
[Bra11] Kamil Bradler. On two misconceptions in current relativistic quantum information.
arXiv preprint arXiv:1108.5553, 2011.
[BRS04] Stephen D. Bartlett, Terry Rudolph, and Robert W. Spekkens. Optimal measure-
ments for relative quantum information. Phys. Rev. A, 70:032321, Sep 2004.
[BRS06] Stephen D. Bartlett, Terry Rudolph, and Robert W. Spekkens. Dialogue concern-
ing two views on quantum coherence: factist and fictionist. Int. J. Quant. Info.,
04(01):17–43, 2006.
102
[BRS07] Stephen D. Bartlett, Terry Rudolph, and Robert W. Spekkens. Reference frames,
superselection rules, and quantum information. Rev. Mod. Phys., 79:555–609, Apr
2007.
[BRST07] Stephen D. Bartlett, Terry Rudolph, Barry C. Sanders, and Peter S. Turner. Degra-
dation of a quantum directional reference frame as a random walk. Journal of
Modern Optics, 54(13-15):2211–2221, 2007.
[BRST09] Stephen D Bartlett, Terry Rudolph, Robert W Spekkens, and Peter S Turner.
Quantum communication using a bounded-size quantum reference frame. N. J.
Phys., 11(6):063013, 2009.
[BT99] Vladimir A. Bordovitsyn and Igor M. Ternov. Synchrotron Radiation Theory and
its Development: in Memory of I.M. Ternov. World Scientific, 1999.
[BT05] Stephen D. Bartlett and Daniel R. Terno. Relativistically invariant quantum infor-
mation. Phys. Rev. A, 71:012302, Jan 2005.
[BT11] Aharon Brodutch and Daniel R. Terno. Polarization rotation, reference frames, and
Mach’s principle. Phys. Rev. D, 84:121501, Dec 2011.
[BW03] Stephen D. Bartlett and H. M. Wiseman. Entanglement constrained by superselec-
tion rules. Phys. Rev. Lett., 91:097903, Aug 2003.
[BZ08] Ingemar Bengtsson and Karol Zyczkowski. Geometry of Quantum States: An In-
troduction to Quantum Entanglement. Cambridge University Press, January 2008.
[Car03] Sean Carroll. Spacetime and Geometry: An Introduction to General Relativity.
Benjamin Cummings, September 2003.
[Cas65] M Castagnino. Rend. Mat., 24:438, 1965. original paper, in Italian.
[CC12] Jacques Calmet and Xavier Calmet. On a formulation of qubits in quantum field
theory. Physics Letters A, 376(6–7):824 – 826, 2012.
[CD97] Yvan Castin and Jean Dalibard. Relative phase of two Bose–Einstein condensates.
Phys. Rev. A, 55:4330–4337, Jun 1997.
[CDPS04] G. Chiribella, G. M. D’Ariano, P. Perinotti, and M. F. Sacchi. Efficient use of
quantum resources for the transmission of a reference frame. Phys. Rev. Lett.,
93:180503, Oct 2004.
[CDPS06] Giulio Chiribella, Giacomo Mauro D’Ariano, Paolo Perinotti, and Massimiliano F.
Sacchi. Maximum likelihood estimation for a group of physical transformations.
Int. J. Quant. Info., 04(03):453–472, 2006.
[CDS05] G. Chiribella, G. M. D’Ariano, and M. F. Sacchi. Optimal estimation of group
transformations using entanglement. Phys. Rev. A, 72:042338, Oct 2005.
[CH01] Rob Clifton and Hans Halvorson. Are Rindler quanta real? Inequivalent particle
concepts in quantum field theory. The British Journal for the Philosophy of Science,
52(3):417–470, 2001.
[Cho13] Taeseung Choi. Relativistic spin operator and Lorentz transformation of the
spin state of a massive Dirac particle. Journal of the Korean Physical Society,
62(8):1085–1092, 2013.
[CKR05] Hugo Cable, Peter L. Knight, and Terry Rudolph. Measurement-induced localiza-
tion of relative degrees of freedom. Phys. Rev. A, 71:042107, Apr 2005.
103
[COW75] R. Colella, A. W. Overhauser, and S. A. Werner. Observation of gravitationally
induced quantum interference. Phys. Rev. Lett., 34:1472 – 1474, Jun 1975.
[CPR00] Andrew M. Childs, John Preskill, and Joseph Renes. Quantum information and
precision measurement. J. Mod. Opt., 47:155, 2000.
[CR05] Pawe l Caban and Jakub Rembielin´ski. Lorentz-covariant reduced spin density ma-
trix and Einstein–Podolsky–Rosen–Bohm correlations. Phys. Rev. A, 72:012103,
Jul 2005.
[CR06] Pawe l Caban and Jakub Rembielin´ski. Einstein–Podolsky–Rosen correlations of
Dirac particles - quantum field theory approach. Phys. Rev. A, 74:042103, 2006.
[CRW09] Pawe l Caban, Jakub Rembielin´ski, and Marta W lodarczyk. Strange behavior of
the relativistic Einstein–Podolsky–Rosen correlations. Phys. Rev. A, 79:014102,
Jan 2009.
[CTDL77] C. Cohen-Tannoudji, B. Diu, and F. Laloe¨. Quantum Mechanics Volume 1. Her-
mann, 1977.
[CW03] Marek Czachor and Marcin Wilczewski. Relativistic Bennett–Brassard crypto-
graphic scheme, relativistic errors, and how to correct them. Phys. Rev. A,
68:010302, Jul 2003.
[Cza97] Marek Czachor. Einstein–Podolsky–Rosen–Bohm experiment with relativistic mas-
sive particles. Phys. Rev. A, 55:72 – 77, Jan 1997.
[Cza05] Marek Czachor. Comment on “Quantum entropy and special relativity”. Phys.
Rev. Lett., 94:078901, Feb 2005.
[DB00] J A Dunningham and K Burnett. Establishment of phase between coupled bose-
einstein condensates. Journal of Physics B: Atomic, Molecular and Optical Physics,
33(19):3807, 2000.
[dBB05] Mark de Burgh and Stephen D. Bartlett. Quantum methods for clock synchroniza-
tion: Beating the standard quantum limit without entanglement. Phys. Rev. A,
72:042301, Oct 2005.
[Deu91] David Deutsch. Quantum mechanics near closed timelike lines. Phys. Rev. D,
44:3197 – 3217, Nov 1991.
[DHM10] Herbi K. Dreiner, Howard E. Haber, and Stephen P. Martin. Two-component spinor
techniques and Feynman rules for quantum field theory and supersymmetry. Phys.
Rept., 494:1–196, 2010.
[DLPP01] G. Mauro D’Ariano, Paoloplacido Lo Presti, and Matteo G. A. Paris. Using en-
tanglement improves the precision of quantum measurements. Phys. Rev. Lett.,
87:270404, Dec 2001.
[Dow11] Fay Dowker. Useless qubits in “Relativistic quantum information”. arXiv preprint
arXiv:1111.2308, 2011.
[DSF+00] J. Denschlag, J. E. Simsarian, D. L. Feder, Charles W. Clark, L. A. Collins, J. Cu-
bizolles, L. Deng, E. W. Hagley, K. Helmerson, W. P. Reinhardt, S. L. Rolston,
B. I. Schneider, and W. D. Phillips. Generating solitons by phase engineering of a
Bose–Einstein condensate. Science, 287(5450):97–101, 2000.
104
[EDP+11] C. W. F. Everitt, D. B. DeBra, B. W. Parkinson, J. P. Turneaure, J. W. Conklin,
M. I. Heifetz, G. M. Keiser, A. S. Silbergleit, T. Holmes, J. Kolodziejczak, M. Al-
Meshari, J. C. Mester, B. Muhlfelder, V. G. Solomonik, K. Stahl, P. W. Worden,
W. Bencze, S. Buchman, B. Clarke, A. Al-Jadaan, H. Al-Jibreen, J. Li, J. A. Lipa,
J. M. Lockhart, B. Al-Suwaidan, M. Taber, and S. Wang. Gravity Probe B: Final
results of a space experiment to test general relativity. Phys. Rev. Lett., 106:221101,
May 2011.
[EF06] John Earman and Doreen Fraser. Haag’s theorem and its implications for the
foundations of quantum field theory. Erkenntnis, 64(3):305–344, 2006.
[FBHH10] Nicolai Friis, Reinhold A. Bertlmann, Marcus Huber, and Beatrix C. Hiesmayr.
Relativistic entanglement of two massive particles. Phys. Rev. A, 81:042114, Apr
2010.
[Fin13] Marcel B Finan. A Second Course in Elementary Ordinary Differential Equations.
Arkansas Tech University, Aug 2013.
[FLB13] Nicolai Friis, Antony R. Lee, and David Edward Bruschi. Fermionic-mode entan-
glement in quantum information. Phys. Rev. A, 87:022338, Feb 2013.
[FMMMM10] Ivette Fuentes, Robert B. Mann, Eduardo Mart´ın-Mart´ınez, and Shahpoor Moradi.
Entanglement of Dirac fields in an expanding spacetime. Phys. Rev. D, 82:045030,
Aug 2010.
[Fuj03] Mikio Fujii. Continuous-variable quantum teleportation with a conventional laser.
Phys. Rev. A, 68:050302, Nov 2003.
[FW50] Leslie L. Foldy and Siegfried A. Wouthuysen. On the Dirac theory of spin 1/2
particles and its non-relativistic limit. Phys. Rev., 78:29–36, Apr 1950.
[GA02] Robert M. Gingrich and Christoph Adami. Quantum entanglement of moving bod-
ies. Phys. Rev. Lett., 89:270402, Dec 2002.
[GLM01] V. Giovannetti, S. Lloyd, and L. Maccone. Quantum-enhanced positioning and
clock synchronization. Nature, 412:417 – 419, July 2001.
[GLM04] Vittorio Giovannetti, Seth Lloyd, and Lorenzo Maccone. Quantum-enhanced mea-
surements: beating the standard quantum limit. Science, 306:1330, 2004.
[GP07] Florian Girelli and David Poulin. Deformed symmetries from quantum relational
observables. Journal of Physics: Conference Series, 68(1):012025, 2007.
[GP08] Florian Girelli and David Poulin. Quantum reference frames and deformed symme-
tries. Phys. Rev. D, 77:104012, May 2008.
[GPP04] Rodolfo Gambini, Rafael A Porto, and Jorge Pullin. Loss of quantum coherence
from discrete quantum gravity. Classical and Quantum Gravity, 21(8):L51, 2004.
[GS08] Gilad Gour and Robert W Spekkens. The resource theory of quantum reference
frames: manipulations and monotones. New Journal of Physics, 10(3):033023, 2008.
[Haa55] R. Haag. On quantum field theories. Kgl. Danske Videnskab. Selakab, Mat.-Fys.
Medd., 29(12), Jan 1955.
[Har03] James B Hartle. Gravity: an introduction to Einstein’s general relativity. Pearson
Education India, 2003.
[Hec02] Eugene Hecht. Optics. Addison-Wesley, 4th edition, 2002.
105
[Heg74] Gerhard C. Hegerfeldt. Remark on causality and particle localization. Phys. Rev.
D, 10:3320 – 3321, Nov 1974.
[Heg85] Gerhard C. Hegerfeldt. Violation of causality in relativistic quantum theory? Phys.
Rev. Lett., 54:2395–2398, Jun 1985.
[HH13] Daniel Harlow and Patrick Hayden. Quantum computation vs. firewalls. Journal
of High Energy Physics, 2013(6):1–56, 2013.
[HN90] Friedrich W. Hehl and Wei-Tou Ni. Inertial effects of a Dirac particle. Phys. Rev.
D, 42:2045–2048, Sep 1990.
[HOM87] C. K. Hong, Z. Y. Ou, and L. Mandel. Measurement of subpicosecond time intervals
between two photons by interference. Phys. Rev. Lett., 59:2044 – 2046, Nov 1987.
[How05] Sam Howison. Practical applied mathematics: modelling, analysis, approximation,
volume 38. Cambridge university press, 2005.
[HY96] William Hoston and L. You. Interference of two condensates. Phys. Rev. A, 53:4254–
4256, Jun 1996.
[JADW00] Richard Jozsa, Daniel S. Abrams, Jonathan P. Dowling, and Colin P. Williams.
Quantum clock synchronization based on shared prior entanglement. Phys. Rev.
Lett., 85:2010 – 2013, Aug 2000.
[JSC+06] Vincent Josse, Metin Sabuncu, Nicolas J. Cerf, Gerd Leuchs, and Ulrik L. Andersen.
Universal optical amplification without nonlinearity. Phys. Rev. Lett., 96:163602,
Apr 2006.
[JWB+06] S. J. Jones, H. M. Wiseman, S. D. Bartlett, J. A. Vaccaro, and D. T. Pope. Entan-
glement and symmetry: A case study in superselection rules, reference frames, and
beyond. Phys. Rev. A, 74:062313, Dec 2006.
[JY96] Juha Javanainen and Sung Mi Yoo. Quantum phase of a Bose–Einstein condensate
with an arbitrary number of atoms. Phys. Rev. Lett., 76:161–164, Jan 1996.
[Kel05] Ole Keller. On the theory of spatial localization of photons. Physics Reports,
411(13):1 – 232, 2005.
[KN86] Y. S. Kim and Marilyn E. Noz. Theory and applications of the Poincare´ group.
Springer, 1986.
[Kni61] James M. Knight. Strict localization in quantum field theory. Journal of Mathe-
matical Physics, 2(4):459–471, 1961.
[KS05] Won Tae Kim and Edwin J. Son. Lorentz-invariant Bell’s inequality. Phys. Rev.
A, 71:014102, Jan 2005.
[KY03] Pieter Kok and Ulvi Yurtsever. Gravitational decoherence. Phys. Rev. D, 68:085006,
Oct 2003.
[LCY04] Daeho Lee and Ee Chang-Young. Quantum entanglement under Lorentz boost.
New Journal of Physics, 6(1):67, 2004.
[LLT13] Klaus Larjo, David A. Lowe, and Larus Thorlacius. Black holes without firewalls.
Phys. Rev. D, 87:104018, May 2013.
[LM09] Andre´ G. S. Landulfo and George E. A. Matsas. Influence of detector motion in
Bell inequalities with entangled fermions. Phys. Rev. A, 79:044103, Apr 2009.
106
[LS06] Jorma Louko and Alejandro Satz. How often does the Unruh–DeWitt detector click?
Regularization by a spatial profile. Classical and Quantum Gravity, 23(22):6321,
2006.
[LSB06] Netanel H. Lindner, Petra F. Scudo, and Dagmar Bruß. Quantum estimation of
relative information. Int. J. Quant. Info., 04(01):131–149, 2006.
[MA10] Shahpoor Moradi and Mohsen Aghaee. Frame independent nonlocality for three
qubit state. Int. J. Theor. Phys., 49:615–620, 2010.
[Man98] Philip D. Mannheim. Classical underpinnings of gravitationally induced quantum
interference. Phys. Rev. A, 57:1260 – 1264, Feb 1998.
[Mas95] B. Mashhoon. On the coupling of intrinsic spin with the rotation of the Earth.
Physics Letters A, 198:9–13, February 1995.
[Mel07] Donald Melrose. Quantum Plasmadynamics: Unmagnetized Plasmas. Springer, 1st
edition, November 2007.
[Mel13] Donald Melrose. Quantum Plasmadynamics: Magnetized Plasmas. Springer, 1st
edition, 2013.
[Mil91] G. J. Milburn. Intrinsic decoherence in quantum mechanics. Phys. Rev. A, 44:5401–
5406, Nov 1991.
[Mil06] G J Milburn. Lorentz invariant intrinsic decoherence. New Journal of Physics,
8(6):96, 2006.
[MM11] E. Mart´ın-Mart´ınez. Relativistic quantum information: developments in quantum
information in general relativistic scenarios. arXiv:1106.0280v1, June 2011.
[MMFM11] Eduardo Mart´ın-Mart´ınez, Ivette Fuentes, and Robert B. Mann. Using Berry’s
phase to detect the Unruh effect at lower accelerations. Phys. Rev. Lett., 107:131301,
Sep 2011.
[MMM12] Miguel Montero and Eduardo Mart´ın-Mart´ınez. Reply to “Comment on ‘Fermionic
entanglement ambiguity in noninertial frames’ ”. Phys. Rev. A, 85:016302, Jan
2012.
[Mø97] Klaus Mølmer. Optical coherence: A convenient fiction. Phys. Rev. A, 55:3195–
3203, Apr 1997.
[MOD12] Markus P Mu¨ller, Jonathan Oppenheim, and Oscar CO Dahlsten. The black hole
information problem beyond quantum theory. Journal of High Energy Physics,
2012(9):1–32, 2012.
[MTW73] Charles W. Misner, Kip S. Thorne, and John A. Wheeler. Gravitation (Physics
Series). W. H. Freeman, 1st edition, September 1973.
[MW07] Viatcheslav Mukhanov and Sergei Winitzki. Introduction to Quantum Effects in
Gravity. Cambridge University Press, June 2007.
[Nak03] M. Nakahara. Geometry, Topology and Physics. Taylor & Francis, 2nd edition,
June 2003.
[NVW13] Yasunori Nomura, Jaime Varela, and Sean J. Weinberg. Black holes or firewalls: A
theory of horizons. Phys. Rev. D, 88:084052, Oct 2013.
[NW49] T. D. Newton and E. P. Wigner. Localized states for elementary systems. Rev.
Mod. Phys., 21:400 – 406, Jul 1949.
107
[PB89] D. T. Pegg and S. M. Barnett. Phase properties of the quantized single-mode
electromagnetic field. Phys. Rev. A, 39:1665–1675, Feb 1989.
[PB97] David T. Pegg and Stephen M. Barnett. Quantum optical phase. Journal of Modern
Optics, 44(2):225–264, 1997.
[Per86] A. M. Perelomov. Generalized coherent states and their applications. Springer-
Verlag, New York, 1986.
[Per93] A. Peres. Quantum Theory: Concepts and Methods (Fundamental Theories of
Physics). Springer, October 1993.
[PGB13] Matthew C. Palmer, Florian Girelli, and Stephen D Bartlett. Changing quantum
reference frames. arXiv preprint arXiv:1307.6597, 2013.
[PM67a] R. L. Pfleegor and L. Mandel. Interference of independent photon beams. Phys.
Rev., 159:1084–1088, Jul 1967.
[PM67b] R.L. Pfleegor and L. Mandel. Interference effects at the single photon level. Physics
Letters A, 24(13):766 – 767, 1967.
[PMR11] J. L. Pienaar, C. R. Myers, and T. C. Ralph. Space-time qubits. Phys. Rev. A,
84:022315, Aug 2011.
[Poi04] Eric Poisson. A Relativist’s Toolkit: The Mathematics of Black-Hole Mechanics.
Cambridge University Press, May 2004.
[PP00] W. L. Power and I. C. Percival. Decoherence of quantum wave packets due to
interaction with conformal spacetime fluctuations. Proc. R. Soc. A, 456(1996):955–
968, 2000.
[PR87] Roger Penrose and Wolfgang Rindler. Spinors and Space-Time: Volume 1, Two-
Spinor Calculus and Relativistic Fields (Cambridge Monographs on Mathematical
Physics). Cambridge University Press, February 1987.
[Pre00] John Preskill. Quantum information and physics: some future directions. J. Mod.
Opt., 47:127, 2000.
[PS95] Michael E. Peskin and Dan V. Schroeder. An Introduction To Quantum Field
Theory (Frontiers in Physics). Westview Press, October 1995.
[PS01] Asher Peres and Petra F. Scudo. Entangled quantum states as direction indicators.
Phys. Rev. Lett., 86:4160–4162, Apr 2001.
[PST02] Asher Peres, Petra F. Scudo, and Daniel R. Terno. Quantum entropy and special
relativity. Phys. Rev. Lett., 88:230402, May 2002.
[PT03] Asher Peres and Daniel R. Terno. Quantum information and special relativity. Int.
J. Quant. Info., 01(02):225–235, 2003.
[PT04] Asher Peres and Daniel R. Terno. Quantum information and relativity theory. Rev.
Mod. Phys., 76:93 – 123, Jan 2004.
[PTW12] Matthew C. Palmer, Maki Takahashi, and Hans F. Westman. Localized qubits in
curved spacetimes. Annals of Physics, 327(4):1078–1131, 2012.
[PTW13] Matthew C. Palmer, Maki Takahashi, and Hans F. Westman. WKB analysis of
relativistic Stern–Gerlach measurements. Annals of Physics, 336:505–516, 2013.
[PY07] David Poulin and Jon Yard. Dynamics of a quantum reference frame. New Journal
of Physics, 9(5):156, 2007.
108
[Ral07] T. C. Ralph. Unitary solution to a quantum gravity information paradox. Phys.
Rev. A, 76:012336, Jul 2007.
[RdS01] D. J. Rowe, H. de Guise, and B. C. Sanders. Asymptotic limits of SU(2) and SU(3)
Wigner functions. Journal of Mathematical Physics, 42:2315–2342, May 2001.
[Rin91] Wolfgang Rindler. Introduction to Special Relativity. Oxford University Press, USA,
July 1991.
[RS01] Terry Rudolph and Barry C. Sanders. Requirement of optical coherence for
continuous-variable quantum teleportation. Phys. Rev. Lett., 87:077903, 2001.
[RS09] J. Rembielins´ki and K. A. Smolins´ki. Quantum preferred frame: Does it really
exist? Europhysics Letters, 88(1):10005, 2009.
[Ryd98] L. H. Ryder. Relativistic treatment of inertial spin effects. Journal of Physics A
Mathematical General, 31:2465–2469, March 1998.
[Ryd99] Lewis H. Ryder. Relativistic spin operator for dirac particles. General Relativity
and Gravitation, 31(5):775–780, 1999.
[Sak80] J J Sakurai. Advanced Quantum Mechanics. Addison-Wesley, Reading, Mas-
sachusetts, 1980.
[Sak93] J. J. Sakurai. Modern Quantum Mechanics (Revised Edition). Addison Wesley, rev
sub edition, September 1993.
[SBRK03] Barry C. Sanders, Stephen D. Bartlett, Terry Rudolph, and Peter L. Knight.
Photon-number superselection and the entangled coherent-state representation.
Phys. Rev. A, 68:042329, Oct 2003.
[SN00] Joseph Samuel and Rajaram Nityananda. Transport along null curves. J. Phys. A,
33(14):2895, 2000.
[Sta12] P. C. E. Stamp. Environmental decoherence versus intrinsic decoherence. Phil.
Trans. R. Soc. A, 370(1975):4429–4453, 2012.
[Sto79] Leo Stodolsky. Matter and light wave interferometry in gravitational fields. General
Relativity and Gravitation, 11(6):391 – 405, 1979.
[Sus13] Leonard Susskind. Black Hole Complementarity and the Harlow-Hayden Conjec-
ture. 2013.
[SV12] Pablo L Saldanha and Vlatko Vedral. Physical interpretation of the Wigner ro-
tations and its implications for relativistic quantum information. New Journal of
Physics, 14(2):023041, 2012.
[Ter03a] Daniel R Terno. Quantum Information and Relativity Theory. PhD thesis, Technion
- Israel Institute of Technology, 2003.
[Ter03b] Daniel R. Terno. Two roles of relativistic spin operators. Phys. Rev. A, 67:014102,
Jan 2003.
[Ter05] Daniel R. Terno. From qubits to black holes: Entropy, entanglement and all that.
International Journal of Modern Physics D, 14(12):2307–2314, 2005.
[Ter06] Daniel R Terno. Quantum Information Processing: From Theory to Experiment,
edited D.G. Angelakis et al., chapter Introduction to relativistic quantum informa-
tion, pages 61–86. IOP Press, 2006.
109
[TS04] Toma´sˇ Tyc and Barry C Sanders. Operational formulation of homodyne detection.
Journal of Physics A: Mathematical and General, 37(29):7341, 2004.
[TU02] Hiroaki Terashima and Masahito Ueda. Relativistic Einstein–Podolsky–Rosen cor-
relation and Bell’s inequality. 2002.
[TU04] Hiroaki Terashima and Masahito Ueda. Einstein–Podolsky–Rosen correlation in a
gravitational field. Phys. Rev. A, 69:032113, Mar 2004.
[Unr76] W. G. Unruh. Notes on black-hole evaporation. Phys. Rev. D, 14:870 – 892, Aug
1976.
[VAWJ08] J. A. Vaccaro, F. Anselmi, H. M. Wiseman, and K. Jacobs. Tradeoff between ex-
tractable mechanical work, accessible entanglement, and ability to act as a reference
system, under arbitrary superselection rules. Phys. Rev. A, 77:032114, Mar 2008.
[VG93] Werner Vogel and Jens Grabow. Statistics of difference events in homodyne detec-
tion. Phys. Rev. A, 47:4227–4235, May 1993.
[VR00] K Varju´ and L H Ryder. General relativistic treatment of the Colella–Overhauser–
Werner experiment on neutron interference in a gravitational field. Am. J. Phys.,
68(5):404, 2000.
[Wal84] Robert M. Wald. General Relativity. University Of Chicago Press, 1st edition, June
1984.
[Wal94] Robert M. Wald. Quantum Field Theory in Curved Spacetime and Black Hole
Thermodynamics. University Of Chicago Press, 1st edition, November 1994.
[WB12] Joel J. Wallman and Stephen D. Bartlett. Revisiting consistency conditions for
quantum states of systems on closed timelike curves: An epistemic perspective.
Foundations of Physics, 42(5):656–673, 2012.
[WCW96] T. Wong, M. J. Collett, and D. F. Walls. Interference of two Bose–Einstein con-
densates with collisions. Phys. Rev. A, 54:R3718–R3721, Nov 1996.
[Wei72] Steven Weinberg. Gravitation and Cosmology: Principles and Applications of the
General Theory of Relativity. Wiley, 1st edition, July 1972.
[Wei95] Steven Weinberg. The Quantum Theory of Fields, Vol. 1: Foundations. Cambridge
University Press, 1st edition, June 1995.
[Wer94] Samuel A Werner. Gravitational, rotational and topological quantum phase shifts
in neutron interferometry. Classical and Quantum Gravity, 11(6A):A207, 1994.
[Wig39] E. Wigner. On unitary representations of the inhomogeneous Lorentz group. Ann.
Math., 40(1):149 – 204, 1939.
[WM08] D. F. Walls and G. J. Milburn. Quantum Optics. Springer-Verlag, 2008.
[Woo92] Nicholas Woodhouse. Special Relativity. Springer, Berlin, 1992.
[XHB+11] G. Y. Xiang, B. L. Higgins, D. W. Berry, H. M. Wiseman, and G. J. Pryde.
Entanglement-enhanced measurement of a completely unknown optical phase. Na-
ture Photonics, 5:43–47, January 2011.
[ZCP+12] Magdalena Zych, Fabio Costa, Igor Pikovski, Timothy C Ralph, and Caslav
Brukner. General relativistic effects in quantum interference of photons. Classical
and Quantum Gravity, 29(22):224010, 2012.
[ZCPB11] Magdalena Zych, Fabio Costa, Igor Pikovski, and Cˇaslav Brukner. Quantum inter-
ferometric visibility as a witness of general relativistic proper time. Nat Commun,
2:505, 2011.
110
Appendix A
Appendix to Chapter 2
A.1 Spinors and SL(2,C)
In our analysis of qubits in curved spacetime it will be necessary to introduce some notation for
describing spinors. A spinor is a two-component complex vector φA, where A = 1, 2 labels the
spinor components, living in a two-dimensional complex vector space W . We are going to be
using spinors as objects that transform under SL(2,C), which forms a double cover of SO+(1, 3).
Hence, W carries a spin- 12 representation of the Lorentz group. The treatment of spinors in this
section begins abstractly, and ends with details specific to Dirac spinors. The material is based
on [Wal84, PR87, BL, DHM10].
A.1.1 Complex vector spaces
Mathematically, spinors are vectors in a complex two-dimensional vector space W . We denote
elements of W by φA. Just as in the case of tangent vectors in differential geometry, we can
consider the space W ∗ of linear functions ψ : W 7→ C, i.e. ψ(αφ1 + βφ2) = αψ(φ1) + βψ(φ2).
Objects belonging to W ∗, which is called the dual space of W , is written with the index as a
superscript, i.e. ψA ∈W ∗.
Since our vector space is a complex vector space it is also possible to consider the space W
∗
of all antilinear maps χ : W 7→ C, i.e. all maps χ such that χ(αφ1 + βφ2) = α¯χ(φ1) + β¯χ(φ2). A
member of that space, called the conjugate dual space of W , is written as χA
′ ∈ W ∗. The prime
on the index distinguishes these vectors from the dual vectors.
Finally we can consider the space W dual to W
∗
, which is identified as the conjugate space of
W . Members of this space are denoted as ξA′ .
In summary, because we are dealing with a complex vector space in quantum mechanics rather
than a real one as in ordinary differential geometry we have four rather than two spaces:
• the space W itself: φA ∈W ;
• the space W ∗ dual to W : ψA ∈W ∗;
• the space W ∗ conjugate dual to W : χA′ ∈W ∗;
• the space W dual to W ∗: ξA′ ∈W .
A.1.1.1 Spinor index manipulation
There are several rules regarding the various spinor manipulations that are required when consid-
ering spinors in spacetime. Specifically, we would like to mathematically represent the operations
of complex conjugation, summing indices, and raising and lowering indices. The operation of
raising and lowering indices will require additional structure which we will address later.
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Firstly the operation of complex conjugation: In spinor notion the operation of complex conju-
gation will turn a vector in W into a vector in W . The complex conjugation of φA is represented
as
φA = φA′ .
We will also need to know how to contract two indices. We can only contract when one index
appears as a superscript and the other as a subscript, and only when the indices are either both
primed or both unprimed, i.e. φAψ
A and ξA′χ
A′ are allowed contractions. Contraction of a
primed index with an unprimed one, e.g. φAχ
A′ , is not allowed.
The reader familiar with two-component spinors [Wal84, PR87, BL] will recognise the index
notation (with primed or unprimed indices) presented is commonly used in treatments of spinors.
It should be noted however that this structure has little to do with the Lorentz group or its
universal covering group SL(2,C). Rather, this structure is there as soon as we are dealing with
complex vector spaces and is unrelated to what kind of symmetry group we are considering. We
will now consider the symmetry given by the Lorentz group.
A.1.2 SL(2,C) and the spin-1
2
Lorentz group
The Lie group SL(2,C) is defined to consist of 2 × 2 complex-valued matrices L BA with unit
determinant which mathematically translates into
1
2
CD
ABL CA L DB = 1
where AB is the antisymmetric Levi–Civita symbol defined by 12 = 1 and AB = −BA and
similarly for AB . It follows immediately from the definition of SL(2,C) that the Levi–Civita
symbol is invariant under actions of this group. If we use the Levi–Civita symbols to raise and
lower indices it is important due to their antisymmetry to stick to a certain convention, more
precisely: whether we raise with the first or second index. See e.g. [BL] or [Wal84] for competing
conventions.
The generators GIJ in the corresponding Lie algebra sl(2,C) is defined by (matrix indices
suppressed)
[GIJ , GKL] = i
(
ηJKGIL − ηIKGJL − ηJLGIK + ηILGJK)
and coincides with the Lorentz so(1, 3) algebra. In fact, SL(2,C) is the double cover of SO+(1, 3)
and is therefore a spin- 12 representation of the Lorentz group. Note also that the indices I, J,K,L =
0, 1, 2, 3 labelling the generators of the group are in fact tetrad indices. The Dirac 4× 4 represen-
tation of this algebra is given by
SIJ =
i
4
[γI , γJ ]
where the γI are the usual 4 × 4 Dirac γ-matrices. This representation is reducible, which can
easily be seen if we make use of the Weyl representation of the Dirac matrices
γI =
(
0 σIAA′
σ¯IA
′A 0
)
in which the generators become
SIJ =
i
4
[
γI , γJ
]
=
(
(LIJ) BA 0
0 (RIJ)A
′
B′
)
where
(LIJ) BA =
i
4
(
σIAA′ σ¯
JA′B − σJAA′ σ¯IA
′B
)
(RIJ)A
′
B′ =
i
4
(
σ¯IA
′AσJAB′ − σ¯JA
′AσIAB′
)
.
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In this way the Dirac 4×4 representation decomposes into a left- and right-handed representation.
Since primed and unprimed indices are different kinds of indices the ordering does not matter.
However, if we want the spinors σIAA′ and σ¯
JA′A to be the usual Pauli matrices it is necessary
to have the primed/unprimed index as a row/column for σ¯JA
′A and vice versa for σIAA′ [BL].
Furthermore, σIAA′ and σ¯
JA′A are in fact the same spinor object if we use AB and ¯A′B′ to raise
and lower the indices. Nevertheless, it is convenient for our purposes to keep the bar since that
allows for a compact index-free notation σI = (1, σi), σ¯I = (1,−σi), where the σi are (in matrix
form) the usual Pauli matrices.
The Dirac spinor can now be understood as a composite object:
Ψ =
(
φA
χA
′
)
(A.1.1)
where φA and χ
A′ are left- and right-handed spinors respectively. In this chapter we take the left-
handed component as encoding the quantum state. However, we could equally well have worked
with the right-handed component as the result turns out to be the same.
Although AB and ¯A′B′ are the only invariant objects under the actions of the group SL(2,C),
the hybrid object σ¯IA
′A plays a distinguished role because it is invariant under the combined
actions of the spin-1 and spin-12 Lorentz transformations, that is
σ¯IA
′A → ΛIJΛABΛ¯A
′
B′ σ¯
JB′B = σ¯IA
′A
where ΛIJ is an arbitrary Lorentz transformation and Λ
A
B and Λ¯
A′
B′ are the corresponding spin-
1
2
Lorentz boosts. ΛAB is the left-handed and Λ¯
A′
B′ (= Λ¯
−1A′
B′) the right-handed representation of
SL(2,C).
The connection between SO(1, 3) vectors in spacetime and SL(2,C) spinors is established with
the linear map σ¯IA
′A, a hybrid object with both spinor and tetrad indices [Wal84]. The relation
between a spacetime vector φI and a spinor φA is given by
φI = σ¯IA
′Aφ¯A′φA.
This relation can be thought of as the spacetime extension of the relation between SO(3) vectors
and SU(2) spinors, i.e. this object is the Bloch 4-vector. This is in fact a null vector, and we can
say that σ¯IA
′A provides a map from the spinor space to the future null light cone.
A.1.3 The geometric structure of the inner product
In order to turn the complex vector space W into a proper Hilbert space we need to introduce a
positive definite sesquilinear inner product. A sesquilinear form is linear in the second argument,
antilinear in the first, and takes two complex vectors φA, ψA ∈W as arguments. The nonlinearity
in the first argument means that φA must come with a complex conjugation and the linearity in
the second argument means that ψA comes without complex conjugation. In order to produce a
complex number we now have to sum over the indices. So we should have something looking like
〈φ|ψ〉 = ∑ φ¯A′ψA. However, we are not allowed to carry out this summation: both the indices
appear as subscripts and in addition one comes primed and the other unprimed. The only way
to get around this is to introduce some geometric object with index structure IA
′A ∈ W¯ ∗ ⊗W ∗.
The inner product then becomes
〈φ|ψ〉 = IA′Aφ¯A′ψA.
In order to guarantee positive definiteness, the inner product structure IA
′A should have only
positive eigenvalues.
Now that we have defined an inner product structure we can state how the spinor index notation
is related to Dirac bra-ket notation used in standard quantum theory. We can readily make the
identifications
|φ〉 ∼ φA 〈φ| ∼ IA′Aφ¯A′ .
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In non-relativistic quantum theory, one would choose the inner product as IA
′A = δA
′A where
δA
′A is the Kronecker delta. However, a different structure arises from the inner product of the
Dirac field in the WKB limit. To see this we begin with the conserved current jµ = Ψ¯(x)γˆµΨ(x).
The net ‘flow’ of this current through an arbitrary hypersurface forms the Dirac inner product,
and is a conserved quantity. Now consider the Dirac inner product between two 4-spinor fields
Ψ1(x), Ψ2(x) in the Weyl representation (A.1.1). We have∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ =
∫
σ¯µA′Aχ¯
A
1 (x)χ
A′
2 (x) + σ¯
µAA′ φ¯1B′(x)φ
2
A(x) dΣµ (A.1.2)
where the integration is over an arbitrary spacelike hypersurface Σ. If nµ is the unit vector field
normal to the hypersurface and dΣ is the induced volume element, we write dΣµ = nµdΣ. (A.1.2)
is further simplified by making use of the equations of motion mχA
′
= iσ¯µA
′ADµφA, where the
covariant derivative reduces to DµφA ≈ kµφA in the WKB approximation. In this approximation
we obtain∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ ≈
∫
u1αu
2
β σ¯
αB′AσµAA′ σ¯
βA′Bφ¯1B′(x)φ
2
B(x) + σ¯
µAA′ φ¯1A′(x)φ
2
A(x) dΣµ.
(A.1.3)
If we further assume that k1α = k
2
α, i.e. the 4-momentum of the fields Ψ1 and Ψ2 in the WKB limit
coincide, the inner product can be further simplified to∫
Ψ¯1(x)γˆ
µΨ2(x) dΣµ =
∫
2IA
′A
u ϕ¯
1
A′(x)ϕ
2
A(x)u
µ dΣµ (A.1.4)
where we have made use of the identity [DHM10, Eqn (2.52) p16]
σ¯αB
′AσµAA′ σ¯
βA′B = gαµσ¯βB
′B − gαβ σ¯µB′B + gβµσ¯αB′B + iαµβγ σ¯ B′Bγ . (A.1.5)
We therefore see that the inner product for the Weyl 2-spinor IA
′A
u , which we obtained in the
WKB approximation, naturally emerges from the inner product of the Dirac field as the object
contracting the spinor indices A′, A at each point x of the fields.1
A.2 Jerk and non-geodesic motion
We have seen that the transport of qubits as massive fermions is governed by the spin- 12 Fermi–
Walker transport equation (§2.5). One might then expect that the transport of qubits as polar-
isation of photons along non-geodesic null-trajectories should similarly be governed by a kind of
Fermi–Walker transport. Transport of polarisation vectors for these non-geodesic null trajectories
was developed by Castagnino [Cas65, SN00, BGJ06]. However, these two proposals are mathemat-
ically distinct, and it is not clear to us which one is the correct one. Furthermore, both of these
proposals involve the ‘jerk’ along the path, i.e. the time derivative of the acceleration, making the
transport equation for non-geodesic paths look rather unpleasant.
It is easy to show that any transport of a polarisation vector along a null path must involve three
or more derivatives of the trajectory xµ(λ), i.e. involve one or more derivative of the acceleration
aµ(λ). From linearity and the requirement that the transport reduces to the parallel transport for
geodesics we deduce that the transport must have the form D
NFφI
Dλ =
DφI
Dλ + T
I
Jφ
J = 0. We now
show that no such choice of T IJ containing only the 4-velocity and the acceleration exists that
preserves the orthogonality φIuI = 0 between the 4-velocity and the polarisation vector. We have
that
0 =
d
dλ
(φIuI) =
D
Dλ
(φIuI) =
DφI
Dλ
uI + φ
IaI = −T IJuIφJ + φIaI .
1Note that the factor of 2 arises from differences in defining normalisation: the Dirac spinor is normalised by
Ψ(x)†Ψ(x) ≡ 1 with Ψ = (φ, χ), but the Weyl 2-spinor is normalised by φ(x)†φ(x) ≡ 1.
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However, if we now assume that the transport contains at most the second derivative of xµ(λ) (i.e.
the velocity uI and the acceleration aI) we deduce that T IJ = αu
IuJ + βu
IaJ + γa
IuJ + δa
IaJ .
But since uIaI ≡ 0 we see that T IJuIφJ ≡ 0 and we have thus deduced that φIaI = 0 for all
trajectories and all polarisation vectors which is false. Therefore, we have a contradiction and we
have to conclude that T IJ contains one or more derivatives of the acceleration a
I .
It is, however, not clear that it is appropriate to study transport of polarisation vectors along
non-geodesic null trajectories. Physically, non-geodesic paths of photons can only be achieved in
the presence of a medium, in which case the photon trajectories will be timelike. In our approach
a physically motivated way to obtain non-geodesic trajectories would be to introduce a medium in
Maxwell’s equations through which the photon propagates. Nevertheless, even without explicitly
including a medium, it is easy to include optical elements such as mirrors, prisms, and other
unitary transformations as long as their effect on polarisation can be considered separately to the
effect of transport through curved spacetime.
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Appendix B
Appendix to Chapter 5
B.1 Balanced Homodyne Detection of quantum phase ref-
erences
Associated with §5.4.2.1.
In this section we will make some connections of relational quantum measurements with ex-
periment. Balanced Homodyne detection is a measurement technique in quantum optics in which
two beams are incident on either side of a beamsplitter. The angle of incidence with the plane
of reflection is 45◦ so that reflected and transmitted beams are on two paths, but these cannot
mix with the incident beams. The beams on the two transmission paths are then measured with
photon counters, returning numbers of photons nA and nB . Therefore the projected state is a
simultaneous number eigenstate for each path. It has total photon number 2j = nA + nB , and
difference in photons 2m = nA − nB where m = −j to j in integer steps [TS04]. The basic idea
is that the outcome m/j is related to the relative phase of the two beams. If j is large, there are
more outcome possibilities, admitting a greater resolution of relative phase.
We want to see whether balanced homodyne detection is a way to perform the POVM (5.3.4)
that measures relative orientation of the reference frames A and B. If it is, it provides an imme-
diately experimentally accessible way to study the change of quantum reference frame procedure
for phase references. Indeed, there exists a coherent state amplification scheme using balanced
homodyne measurement [JSC+06], which may be considered as a specific change of quantum phase
reference operation, from one coherent state to an amplified coherent state.
The standard treatment of balanced homodyne detection is that one input is the quantum
state with a phase to be measured, and the second input is a classical ‘local oscillator’, providing
the phase reference for the measurement [TS04]. In the scenario suggested in this section, whereby
two quantum phase references are directly measured in a single measurement, we would need to
consider the general situation where each input state is of finite size. Also we want to analyse
the possibility of measurement of two phase eigenstates, as well as two coherent states. Since this
view of a balanced homodyne detection treats both input beams equally as quantum states, the
interpretation of the measurement is then that it measures relative phase of the two optical states,
and requires no phase reference to do so. Adapting results in [TS04] we can analyse the large sA
and sB limits of balanced homodyne measurements of coherent states and phase eigenstates. See
also [VG93].
Two coherent states
From [TS04] we have that the probability of 2j total photons and 2m difference in photons for
two coherent states |sA; a〉CS and |sB ; b〉CS is
P jm = e
−s2Ae−s
2
B
1
(j +m)!(j −m)!2
−2j ∣∣sAeia − sBeib∣∣2(j+m) ∣∣sAeia + sAeib∣∣2(j−m) .
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For two coherent states with equal amplitude s and with phases a and b, the measurement prob-
abilities for m are a function of cos2[(b− a)/2]:
P jm = e
−2s (2s
2)2j
(2j)!
(
2j
j +m
)[
cos2
(
b− a
2
)]j+m [
1− cos2
(
b− a
2
)]j−m
.
The magnitude of the relative phase is monotonically mapped to m ∈ [−j, j]. Larger j gives better
relative phase accuracy. As s→∞, the resolution becomes perfect.
From [TS04] we have for large coherent state |sA; a〉CS the outcome probability
P jm =
e−(2j−s
2
A)
2/2s2A√
pis2A
∣∣∣∣〈x = m√j ∣∣∣ψ(b− a− pi)〉
∣∣∣∣2 (B.1.1)
where x are the eigenvalues of xˆ = (aˆ + aˆ†)/
√
2, so for two coherent states with one amplitude
sA large we replace |ψ(b)〉 → |sB ; b〉CS and use the position representation of a coherent state
[CTDL77, Ch.V] to obtain
P jm =
e−(2j−s
2
A)
2/2s2A√
pis2A
(pi~)−
1
2 exp[−
(
m/
√
j − sB cos(a− b+ pi)
)2
].
Again this maps cos(b− a) to m. Probability P jm is sharply peaked about j = s2A/2 for sA large,
so we obtain accurate phase measurement.
Coherent state and phase eigenstate
The balanced homodyne detection worked well as a phase measurement for a coherent state
|sB , b〉CS with a coherent state |sA, a〉CS (treated in this case as the ‘reference’ oscillator) be-
cause the state is localised in the x-p phase space (with a Gaussian probability distribution). If
we instead were measuring a phase eigenstate |ψ(b)〉 = |sB ; b〉 and a large coherent state |sA; a〉CS,
we can again use (B.1.1). Calculating 〈x〉 and ∆x for the phase eigenstate using xˆ = (aˆ + aˆ†)/2
on Fock states [CTDL77, Ch.V], we have in the large sB limit
〈x〉 = D 12sB
2
3
cos b and (∆x)2 ≈ 1
2
(
3
2
+
2
9
DB cos
2 b
)
. (B.1.2)
As B increases, the position variance is predominately determined by the phase (b − a) of the
state, and by the size of the Hilbert space the state has support on, DsB = sB + 1. By (B.1.1) we
have a mapping of cos(b− a) to m.
Two phase eigenstates
Consider balanced homodyne detection of two phase eigenstates |sA; a〉 and |sB ; b〉 with size sA
and sB . The beamsplitter does not change total photon number probability. Therefore the total
probability of detection of 2j photons is
P j =(sA + 1)
−1(sB + 1)−1(min {j, sA − j}+ min {j, sB − j}+ 1)
The probability grows from D−1sAD
−1
sB at 2j = 0 linearly with j to a plateau of (max{sA, sB}+1)−1
at 2j = min{sA, sB} to max{sA, sB}, then falling linearly with j until probability is zero at
2j = sA + sB + 1. This plateau at moderate j yields a lower average measurement accuracy
than with two large coherent states. Modifying the derivation in [TS04] that led to (B.1.1), the
probability for |j,m〉 of BHD of two phase eigenstates is approximately in the form of an overlap
of a position eigenstate with a phase eigenstate:
P jm ≈ D−1sAD−1sB
∣∣∣∣∣∣j− 14
〈
x =
m√
j
∣∣∣∣
 min{sB ,2j}∑
k=max{2j−sA,0}
eik(a−b−pi) |k〉
∣∣∣∣∣∣
2
.
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For 2j > sA, sB , this superposition in the overlap looks like the (sB − sA + 2j+ 1) highest photon
number components of a phase eigenstate |sB ; a− b− pi〉. From (B.1.2) we saw that the x variance
and expectation value of phase eigenstates depends on their cutoff and phase orientation. From our
picture of phase eigenstates in phase space this overlap is the outer part of the pseudo-distribution
of a phase eigenstate, without the inner part of the state. Since this becomes an isolated packet
away from the origin, it allows some accuracy in correlation of a position measurement with the
cosine of the phase. Notice however, as j falls to sA/2, the state becomes a complete phase
eigenstate, so the overlap produces great inaccuracy mapping position to phase.
Balanced homodyne detection as a relational measurement
In each case of study in this section, balanced homodyne detection provides a relational measure-
ment of a parameter related to relative phase or quadrature. Since balanced homodyne detection
projects to total photon number j and a higher photon number offers more possible outcomes
m, large coherent states are better suited to this type of measurement than phase eigenstates.
Although the mapping between m/j and relative phase is not linear, it becomes infinitely well re-
solved as the size of phase eigenstates or coherent states goes to infinity. However, only the relative
phase modulo pi is measured. A final remark on the viability of balanced homodyne detection for
use in the change of quantum reference frame procedure is that the homodyne detection destroys
the state by absorbing the photons, so we would not be able to continue with the remainder of
the change of reference frame procedure. Perhaps an extended optical setup could be utilised to
produce an output state, similar to the balanced homodyne coherent state amplification scheme
by Josse et. al. [JSC+06].
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