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Abstract
Despite many advances that aim to bring autonomous cars to market, several challenges
remain to overcome before such technology is widely adopted. Among these is the need
for a reliable cornering control that can work efficiently in real-time.
This thesis will focus on the successful development, implementation, and validation
of reliable control algorithms for motion control of autonomous vehicles, which will give
the University of Waterloo Watanomous team a competitive edge in the annual Auto-
Drive competition. A reliable path following controller based on Model Predictive Control
(MPC) and using different types of vehicle models are developed to 1) minimize the lateral
distance between the vehicle and a reference path, 2) minimize the heading error of the
vehicle, and 3) limit the rate of steering inputs to their saturation values and produce
smooth motions. The control algorithm proposed in this thesis will rely on a known path
as the desired input. Such input will be used to define a horizon over which reliable control
actions can be computed to command the vehicle along the desired path with minimum
lateral position error.
The proposed MPC is implemented in MATLAB in which the associated Optimal
Control Problem (OCP) is discretized using the direct Multiple Shooting method. MPC is
tested using the CarSim vehicle simulator to validate its performance for double lane change
(DLC) vehicle maneuver at constant low/high forward speeds and roads with different
known friction coefficients. The effects of changing prediction horizon, sampling time, and
weighting factors on path-following controllers’ performance are also discussed.
Simulation results show that designed controllers pulled the system back to the prede-
fined reference path, and tracking performances were satisfactory. It is also observed that
MPC designed using a linear dynamic model and a combined single-track model, both had
comparable performances and less lateral tracking error than MPC designed using the non-
linear kinematic model for various speeds on the dry road, and at the speeds below 80 kph
on the wet road. Moreover, MPCs using linear dynamic and combined single-track vehicle
models both worked in the shorter horizon. Overall, MPC using a combined single-track
model showed enhanced performance by comparing the other two schemes for all the tests
conducted on wet and dry roads at various vehicle speeds.
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Numerous accidents result from human errors and traffic congestion, so converting cars to
autonomous (smart) vehicles has been proposed to reduce these problems. Autonomous
vehicles can carry outmaneuvers, navigate through an environment, and make decisions
without human supervision. An autonomous car needs the best awareness of its surround-
ing environment to make the best decisions and recognize the correct pathway and all
objects around it. This information can be acquired by using various sensors like Radar,
Light Detection and Ranging (LIDAR); Global Positioning System (GPS); Inertial Mea-
surement Unit (IMU), and cameras. An advanced control system interprets sensory infor-
mation for tasks such as path following, lane changing, and obstacle avoidance. Therefore,
the autonomous vehicle can move safely and appropriately through unknown environments
by using sensors to detect objects in the environment and controllers to track the desired
path using the feedback obtained from these sensors.
This Master thesis focuses on designing a path following controller for the Watanamous
electric vehicle used in the Auto-Drive competition. The proposed controller should enable
the vehicle to closely follow a reference path at various high/low speeds on wet/dry roads.
The results of this research will be implemented on the Auto-Drive Chevy Bolt vehicle
to assist the University of Waterloo Watonomous team in executing all path planning
challenges during the annual Auto-Drive challenge.
1.1 Motivation
Despite the many advances in bringing autonomous cars to the market, several challenges
remain to overcome before such technology is widely adopted. Among these is the need
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for reliable cornering control that can run efficiently in real-time.
Existing path following control methods in the literature mostly lack experimental val-
idation [15, 13, 40, 41, 45]. Furthermore, the most common control methods for vehicle
path following are optimal techniques [32, 44, 23, 30]. However, most of the proposed
optimal control methods in the literature have not validated on EV platforms to ensure
reliable performance in various maneuvers. Therefore, this thesis will focus on the success-
ful development, implementation, and validation of reliable control algorithms for motion
control of autonomous vehicles, which will give the University of Waterloo Watanomous
team a competitive edge in the annual Auto-Drive competition. Furthermore, the design
and experimental validation of real-time control methods for autonomous cars will be cru-
cial. To advance this technology, make it safer, and gain public acceptance, all difficulties
should be solved before seeing wider-scale deployment as a future solution for human and
goods transportation.
The proposed path following control algorithm will need to be integrated into the
Chevy Bolt 2017 software pipeline. It should be tested to ensure satisfactory real-time
performance to allow the vehicle to execute various maneuvers autonomously effectively,
i.e., double-lane change, break-in-turn. The control algorithm proposed in this thesis will
rely on a known path the vehicle has to follow as the desired input (computed via reliable
path planning methods, which are outside the scope of this work). Such input will be used
to define a horizon over which reliable control actions can be computed to command the
vehicle along the desired path with minimal lateral position errors. This primary objective
will be used to design the control algorithms proposed in this thesis.
1.2 Proposed Contribution
This thesis studies the path following problem for autonomous vehicles. The main objective
of this thesis is to design a reliable path following controller which can: 1) minimize the
lateral distance between the vehicle and defined path, 2) minimize the headings of the
vehicle and its defined path, and 3) limit the rate of steering inputs to produce smooth
motions.
The thesis proposes the design of both linear and nonlinear Model Predictive Controller
(MPC) schemes to achieve the above objective. The MPC-based path following controller
aims to minimize the norm of the error between the control output and the reference
path that the vehicle needs to follow. MPC schemes are among the most popular optimal
control methods often used to achieve desired performance by minimizing multi-constrained
objective functions that govern closed-loop control performance [25].
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The first contribution in MPC development involves designing a lateral controller for
path following using the nonlinear kinematic bicycle model. Constraints are introduced in
the design process of this controller to ensure desired performance. The steering angle is
introduced as the control input to the system, and the control objective is to minimize the
lateral distance between the vehicle position and the predefined path.
The second and third contribution involves swapping the bicycle model above with
a linear lateral dynamic and combined single-track vehicle model. The path following
controller has been implemented in MATLAB/Simulink. CasADi has been used as an
open-source tool for nonlinear optimization and algorithm differentiation. Additionally, the
Multiple Shooting Method [4] is applied to breakdown the system integration into shorter
time intervals, solve the optimal control problem, and use the system model as a state
constraint in each optimization step. The path following controllers from all contributions
will be tested using a vehicle simulator, CarSim, to validate its performance at various
constant longitudinal forward speeds and known friction coefficients on wet/dry roads
under a double lane change (DLC) scenario. In this case, the C-Class Hatchback vehicle
model is utilized in CarSim for simulation. The designed controllers using different models
will be tested to compare their tracking performance.
1.3 Thesis Outline
Chapter 2 presents a literature review on existing vehicle lateral control algorithms. A
summary table 2.3 including the papers related to this control method is also provided.
In chapter 3, the nonlinear kinematic, linear dynamic, and combined single-track state-
space models of the vehicle are presented. All controllers based on the model predictive
controller (MPC) are proposed to track a DLC predefined path at various speeds and on
the road with known friction coefficients. The Multiple Shooting Method is also discussed
in this section.
In chapter 4, the MPC schemes based on mentioned vehicle models introduced in Chap-
ter 3 are simulated in MATLAB/Simulink using the CasADi scheme. Moreover, they are
also implemented on the high-fidelity CarSim Model, and their performances are compared.
Chapter 5 summarizes the comparison results of the three control methods proposed in





This chapter reviews the literature on different techniques and vehicle models used in
previous works to design a path following controller for autonomous vehicles.
2.1 Autonomous Vehicle Literature Review
Autonomous vehicles (AVs) or driverless cars have been the subject of noticeable atten-
tion by various research teams worldwide. An AV equipped with various sensors such as
cameras and LIDAR is designed to travel between destinations without human supervi-
sion. Theoretically, when the vehicle’s automated driving system can effectively perform
dynamic driving tasks in the various driving scenarios and environments, the vehicle is
referred to as autonomous, Level 4 [39]. Several companies in the automotive industry
have set goals for achieving full AV technology shortly. For instance, all Tesla EV models
are equipped with self-driving capabilities in 2020 [31].
Historically, the AV’s technological development and main milestones started a few
decades ago, as early as 1918 [5, 31]. Of course, AV technology had changed drastically
since the 1920s when the first radio-controlled vehicles were created [5]. In the 1960s, many
AVs were designed with similar electronic guidance systems [5]. By the 1980s, a vision-
guided system enabled the introduction of some semi-autonomous functions in high-end
vehicles, such as lane-keeping, automatic braking, and adaptive cruise control [5]. General
Motors revealed the first concept of an AV in 1939 and began the first phase of AV research
and development in the 1950s [31]. Furthermore, the Defense Advanced Research Projects
Agency’s (DARPA) Grand Challenges Program accelerated research in the AV through
the mainly made investments in this technology within the US since 2004 [31].
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Although, by definition, an AV can also refer to any mobile robot platform that can
navigate autonomously in unstructured environments, such systems differ depending on the
environment they are deployed in and their motion models and dynamic constraints. Flying
and aerial vehicles known as unmanned aerial vehicles (UAVs) are a class of autonomous
vehicles that operate above ground at higher altitudes. There are also autonomous vehicles
that operate below sea level, i.e., unmanned underwater vehicles (UUVs). This research
focuses on autonomous ground vehicles (AGVs). AGVs can be regarded as the main
subset of the unmanned ground vehicle category (UGV). Besides, AGVs are labeled as non-
holonomic systems because they have fewer controllable degrees of freedom (DoF) than the
total number of DoFs. The four DoFs of AV are motions in the two Cartesian coordinates
direction, orientation, and heading in specific terms. They only have two controllable
DoF, which are longitudinal direction torque (forward and backward), and lateral direction
(bounded) steering input [20]. The five levels of classification for autonomous vehicles are
described in Table 2.1[10].
Table 2.1: Classification of autonomous system











According to Deshpande et al., worldwide, nearly 3000 deaths happen daily because
of road accidents [10], mostly caused by human error. Therefore, switching to fully au-
tonomous vehicles will decrease this number significantly. Moreover, autonomous vehicle
technology has more merits, such as reducing traffic congestion, increasing roadway capac-
ity, improving fuel economy, reducing stress, and reducing the need for parking space by up
to 1
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of the current capacity [5]. The merits and demerits of AV technology are discussed
in depth in [22]. Table 2.2 provides a comparison of the benefits of AV versus a non-AV.
Passenger(s) safety, as a crucial factor in modern intelligent transportation systems, is
of interest to all auto manufacturers. Vehicle safety technologies are available in automotive
products to reduce fatalities and protect people from accidents. The safety subsystems in
the vehicle today fall into the categories of passive and active technologies. Passive safety
technologies such as seat belts and airbags have enhanced passenger safety and significantly
reduce the risk of injury or death during an accident. Active safety and driver assistance
systems have been introduced since the 1990s [5]. In contrast to the active safety system,
the design of autonomous vehicles that are safe to operate for passengers and others within
the environment of the AV (pedestrians, cyclists, other vehicles, etc.) under various road
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conditions is still an endeavor pursued by many researchers and industries around the
globe. Among other objectives, these efforts are aiming to develop AVs that can carry out
complex maneuvering and cornering tasks in unstructured environments and still achieve
their best performance in terms of path following, collision avoidance, energy efficiency,
etc., in the presence of disturbances.
Table 2.2: Advantages of AV versus non-AV [22]
Parameters Autonomous Car No Autonomous Car
Avoid drinking drunk Driving drunk Avoid drinking drunk
Independent mobility
Independent mobility for
younger, elder, ad disable
No mobility for younger and
disable
Fuel efficient Improve fuel-efficient Fuel utilization more
Utilize driving time
Driving time utilized for
other activities or task rest
Driver concentrates on driv-
ing
In [12], a systematic literature review covers the potential capability and impacts of
AVs, as well as the planning and policies governing their development. Moreover, the
review provides the trajectories of the technological development of AVs and the disruptive
effects caused by such development. This work also introduces strategies to address the
disruptions and probable gaps in the literature.
In [29], the authors focus on the methodologies for intelligent intersection management
systems and the production of autonomous vehicles.
Mobile robotics technology has improved significantly in the past decade. These sys-
tems can now move around safely in cluttered surroundings, understand natural speech,
recognize a real object, locate themselves, plan their path, and generally think indepen-
dently. Subsequently, they can perform many functions, including localization, perception,
planning, control, and management, required for safe navigation within an unknown envi-
ronment. Therefore, different disciplines such as computer science, mechanical, electrical,
and control engineering should be combined to design an AV [9].
In [27], the authors presented the challenges inherent in developing an autonomous
system, such as dealing with the environment’s dynamism complexity, carrying out a high
workload, and developing risk assessment measures. This paper answers questions about
the main requirements for building an adjustable autonomous and ways to improve this
technology with an eye on safety and reliability. Many key hardware and software capa-
bilities needed to develop reliable autonomous vehicle technology, such as accurate GPS,
6
obstacle avoidance, accurate sensor fusion algorithms, path tracking controllers, and the
need for situation awareness, etc., are also described in [38].
2.2 Lateral Control of Autonomous Vehicle Litera-
ture Review
One of the most active fields of research and development related to automated driving
is driver assistant systems. Developing an AV platform requires design, testing, and inte-
gration of different modules, including sensing and perception, planning, and control. The
sensing and perception module processes real-time vehicle sensors to localize the vehicle
within its environment. The planning module computes a safe and collision-free path for
the vehicle to follow based on the sensing and perception module’s sensory information.
The control module contains the actuators to move the AV along the desired path safely.
Many research works in the literature addressed developing these modules for AV applica-
tions; however, creating fully autonomous vehicles that require no human supervision to
operate safely and avoid accidents on the road remains a complex task [37, 7, 34, 31]. Nev-
ertheless, significant research progress on path planning and tracking of unmanned aerial
vehicles (UAV) and other types of robots have been reported. Unfortunately, none of these
methods developed to-date can be easily adopted for AGVs because of the complexity of
the high-fidelity vehicle models, and the uncertainty in the environment due to co-existence
with humans and other objects in the neighborhood of the AV [19].
This thesis focuses on the third module, which is the development of a reliable control
approach guiding vehicles autonomously along a predefined geometric reference path. The
objective function of the controller is designed to 1) minimize the lateral distance between
the vehicle and defined path, 2) minimize the headings of the vehicle and its defined path,
and 3) limit the rate of steering inputs in order to produce smooth motions. Additionally,
in this control scheme, correctional steering input is introduced to adjust the vehicle’s
lateral direction position. This work’s motivation aligns with the fact that all levels of
automation expressed by SAE-J3016 [37] require vehicles to follow a specific and desired
path or trajectory.
Frequently, trajectory generation and tracking are named as two parts of the path fol-
lowing problems. A controller designed explicitly for path following, or trajectory tracking
leads the vehicle to follow a globally defined geometric path. This goal can be achieved by
determining and calculating the desired input, which can be a correctional steering input
to adjust the vehicle’s position in the lateral direction or correctional braking or throttle
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setting to adjust the vehicle’s motion in the longitudinal direction.
The design of control strategies for wheel-based vehicles, in general, is a complex task
because of the multi-variable and nonlinear characteristics of the path following problem.
Therefore, an accurate vehicle model as a requirement for control design plays a vital role
in this case. The importance of the vehicle model in designing the controller is highlighted
in two main development steps. The first step is related to simulating the vehicle system,
as doing so plays a crucial role in gaining insight into the performance of the control
design and improving it to meet the path following in practice. During the simulation, the
controller properties are examined, and controller parameters are tuned to reach the best
performance. Therefore, the path following performance is evaluated with the controller
applied to the vehicle model in simulations. The second development step focuses on the
control laws used, which govern the path following controller’s performance and depend
on the kinematics and dynamics of the vehicle system [3].
In general, vehicle models come in three types: geometric, kinematic, and dynamic.
The geometric vehicle model is represented in the vehicle’s geometrical dimensions, with
no kinematic or dynamic properties. The geometric vehicle model’s importance is appar-
ent when the vehicle’s dimensions are related to the turn radius and radius of curvature of
the road undertaken by the vehicle during cornering. This model can be developed based
on Ackerman steering configurations, for instance, without specifying vehicle velocity and
acceleration. In contrast, the kinematic model contemplates the vehicle’s motion in terms
of acceleration, velocity, and position related to the whole vehicle’s geometry. The dy-
namic model contemplates the vehicle’s motion in terms of internal forces, inertia, and
energy properties. In the literature, the path following problem has been addressed using
four different approaches: geometric modeling only [24, 42], kinematic modeling only [36],
dynamic modeling [47], or considering both kinematic and dynamic models [32].
Over the past decades, many studies on control design have focused on path-following
controllers for AVs. In [2], the authors proposed a robust fractional-order proportional
integral derivative (FOPID) controller optimized using a particle swarm algorithm with
both kinematic and dynamic models. The FOPID showed improved performance compared
to the conventional PID controller in terms of minimizing tracking errors [2]. In [46] an
adaptive PID controller is presented by using the two DOF vehicle dynamic model. The
Pure Pursuit and Stanley methods are adopted in [11] for designing a path following
controller based on the vehicle’s geometry. The control command is generated to ensure
a smooth path and a minimum turning radius. A robust state feedback controller is
proposed in [43] for lateral control of the vehicle considering parameter uncertainties and
external disturbances. In [17] a hierarchically improved fuzzy dynamical sliding-model
control (HIFDSMC) is compared with the hierarchical fuzzy decentralized path tracking
8
controller. In [18], a path following control law based on multi-variable sliding mode is
used to achieve global boundness and convergence of the position tracking error even in
the presence of defined parametric uncertainty. State of the art, challenges in modeling
and control strategies in the subject of path following are reviewed in [3]. The fact that
vehicles are composed of mechanical and electrical subsystems presents a complexity layer
to the design of controllers, which take into account factors such as saturation limits of
actuators, physical constraints, nonlinear characteristics of the vehicle, and its interactions
with the road. In this case, model predictive control (MPC) has emerged as an attractive
approach that can be used to design a vehicle control system while incorporating all the
above factors explicitly in the control design formulation. MPC has been used extensively
in the control of constrained linear and nonlinear systems. This optimal control method
computes a future control sequence in a defined horizon to predict the plant output as close
as possible to the reference by minimizing the multi-stage cost function concerning future
control actions and using a set of constraints. MPC also uses the predefined references
in control law calculation [32]. MPC has been used for multiple inputs-multiple outputs
dynamics systems to solve the tracking problems while guaranteeing stability [44]. MPC
has also been used since the 1980s in practical applications taking into account system
model uncertainties, constraints, plant-model mismatch, and disturbances [26]. Due to the
MPC’s advantages mentioned above, it has also been implemented in several automotive
and other transportation active safety systems such as active traction, active braking,
active steering, active suspension systems to improve vehicle handling and ride comfort
[44].
Table 2.3 summarizes some of the most notable works in the area of AVG path following
problem. The Table lists the vehicle model adopted in each reference and assumptions made
on control design and implementation.
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Method and Vehicle Model Assumption and Summary
[32]
MPC with both linear kine-
matic and dynamic vehicle
model
First strategy is based on the successive lin-
earization concept, and the second one is based
on combining a local reference frame with an
approaching path strategy.
[44]
MPC with both simple and
complex linear bicycle mod-
els with and without the roll
vehicle dynamics
A comparative study on 2WS and 4WS, known
path, the crosswind effect is used as a step re-
sponse, simulation test at both low/high for-
ward speed and road friction surfaces, MPC
eliminates the crosswind effect while maintain-
ing stability.
[23]
Explicit MPC, LQR, with the
linear dynamic model including
position and orientation error
Explicit MPC is used to reduce the computa-
tional complexity caused by online optimization
with three types of reference path (straight, cir-
cular, and clothoid).
[30]
MPC and PID with both non-
linear kinematic and dynamic
models
The vehicle’s speed is controlled by PID;
LMPC is more time-expensive and has less er-
ror than PID; A real-time test on the wheeled
mobile robot was carried out.
[15]
Fuzzy factor and LTV-MPC
with both linear kinematic and
dynamic models and included
external disturbances
Presented a coordinated path following sys-
tem and direct yaw moment control of the au-
tonomous electric vehicle; A new fuzzy factor
is used based on the magnitude of longitudi-
nal velocity. Also, the wheel steering angle and
external yaw moment were calculated by LTV-
MPC; GPs and INS are used to estimate the
vehicle’s sideslip angle; the controller is vali-
dated in simulations only.
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[13]
Robust MPC combined with
multi-points preview controller
and using the linear dynamic
error models
The MPC acts as a feedback term, and the pre-
view controller acts as a feedforward term; The
controller is tested for double lane change ma-
neuver with external disturbances in simula-
tions.
[6]
MPC with the nonlinear ve-
hicle dynamic model and an
online linear model
The controller was tested on an icy road with
a speed of up to 21m/s during double lane
change maneuver in simulations with a known
trajectory.
[21]
MPC with nonlinear kinematic
and dynamic vehicle models
Comparison between dynamic and kinematic
models at low speed; The simulated states are
compared to the measured state of the real ve-
hicle to evaluate the accuracy of both mod-
els; The results show that the kinematic model
open-loop prediction mean error is greater than
the dynamic model.
[14]
MPC with the linear kinematic
model
Only the steering control was studied; The ex-
perimental results based on Hongqi AGV; Road
boundaries detect the region of path tracking
for AV, and then MPC was used to consider
actuator and road boundary constraints.
[40]
MPC with the linear dynamic
model
Design a path tracking controller to minimize
lateral path tracking deviation at high speed
and large lateral acceleration conditions; MPC
minimized course-direction deviation instead of




MPC with vehicle lateral dy-
namic model
MPC was used to reduce the lateral tracking
deviation and maintain vehicle stability at both
high and low speeds; A fuzzy-logic-based condi-
tion classifier was used to maintain the regime
condition of a vehicle maneuver and the switch-
ing instant; Velocity heading direction was cho-
sen a tracking error
[45]
MPC with linear dynamic ve-
hicle model
The controller with longitudinal speed com-
pensation was presented to reduce the track-
ing error of the desired path; The longitudinal
speed is a variable in the prediction horizon;
The speed changes caused tracking error and
changed the stability constraints; Tested just
by simulation in high-speed maneuvers.
This thesis focuses on developing path following controller for autonomous vehicles, one
of the main capabilities required to ensure such technology is reliable and safe. Existing
path following control methods in the literature mostly lack experimental validation on
an actual AV platform [44, 23, 13, 6, 21]. Furthermore, the most commonly used control
methods for vehicle path following rely on optimal structures such as MPC methods [32,
44, 13, 6, 21, 40]. However, most of the proposed optimal control methods in the literature
have required assumptions that can be prohibitive in practical applications. Most of these
methods have not been validated on an AV platform to ensure reliable performance in
various maneuvers and under different operating conditions.
12
Chapter 3
Vehicle Modeling and Model
Predictive Controller Design
This chapter introduces the nonlinear kinematic, linear dynamic, and combined single-
track bicycle models of the vehicle used in this thesis. The vehicle models introduced
herein are used to design and evaluate the path following controller proposed in this thesis.
Three controllers based on the model predictive controller (MPC) are proposed to track
a predefined DLC path at low/high constant longitudinal speeds and on different known
road friction coefficients. Multiple Shooting technique is also discussed in this chapter.
3.1 Nonlinear Kinematic Bicycle Model
Many studies on the path following control for AVs have employed either a linear or a
nonlinear handling model, also known as a bicycle model, to design the steering controller.
The bicycle model has been used to represent the vehicle’s kinematics because of its sim-
plicity and ability to represent the nonholonomic constraints. This thesis adopts the vehicle
bicycle model, in which the right and left tires are merged and represented by one tire at
the front and rear. The front-wheel orientation can be controlled relative to the heading
of the vehicle. Figure 3.1 shows a representation of the bicycle vehicle model used in this
thesis.
The kinematic bicycle model is analyzed using the reference points xc and yc, located
at the vehicle’s center of gravity (CG). The vehicle’s velocity vector is denoted V and
points in the same direction as the front wheel and has the slip angle β relative to the
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Figure 3.1: The bicycle kinematics of lateral vehicle motion
longitudinal axis. The steering angle for the front wheel is δ and is measured relative to
the bicycle’s longitudinal direction. In this model, just the front wheels can be steered.
This assumption is referred to as the ”no-slip” condition, which assumes no lateral and
longitudinal movements of wheels. Moreover, the slip angles at both wheels are zero [33].
Distance from the center of the rear wheels to CG is lr, and distance from the CG to the
center of the front wheel is lf . The wheelbase of the vehicle is L = lf + lr.
In this model, the coordinates axis of the CG in the inertial frame are denoted by X
and Y while θ is the yaw angle, and θ̇ the yaw rate. The course angle for the vehicle is
defined in equation 3.1.
γ = θ + β (3.1)





















where R is the radius of the vehicle’s path and is defined by the length of the line OC.
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By assuming that the radius of the vehicle path changes slowly due to the low vehicle
speed, the rate of the vehicle’s change of orientation will be equal to the angular velocity











Ẋ = V cos(θ + β) (3.10)
Ẏ = V sin(θ + β) (3.11)
Therefore, the overall equations of motion of the vehicle are given by equations 3.9, 3.10,






3.2 Linear Lateral Dynamic Model
This section introduces the vehicle dynamic model based on the bicycle model approach
in Figure 3.2. In the full dynamic bicycle model, two components of the motion are main-
tained: 1) the longitudinal direction is the heading direction, and 2) the lateral direction is
perpendicular to the heading. Specifically, for the lateral vehicle model, the main part of
the modeling defines the vehicle’s rotation rate based on the moments that affect the vehi-
cle while moving. In the lateral dynamics bicycle model, the following assumptions will be
made: 1) The forward longitudinal velocity is assumed to be constant in order to decouple
the lateral and longitudinal dynamic models, which simplifies the modeling task greatly
but does lead to modeling inaccuracies when accelerating or decelerating out of curves,
2) The left and right wheels of both front and rear axles are lumped into a single wheel
to convert the four wheels to two wheels bicycle model. Finally, 3) The nonlinear effects
such as suspension movement, road inclination, and aerodynamic influences are neglected.
Figure 3.2 shows the bicycle model used to represent the vehicle dynamics.
Figure 3.2: The lateral vehicle dynamics bicycle model
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In this model, the vehicle center of gravity is used as the reference point to simplify
Newton’s second law application. The total acceleration in the inertial frame is defined in
equation 3.13 and includes the lateral acceleration in the body frame.
ay = ÿ + w
2R = V β̇ + V ψ̇ (3.13)
The vehicle lateral dynamics expression can be formulated using the lateral forces on
the front and rear tires by equation 3.14. In other words,
mV (β̇ + ψ̇) = Fyf + Fyr (3.14)
which m is the vehicle mass, V is vehicle velocity, β̇ is slip side rate and ψ̇ is the yaw rate.
The angular accelerations, ψ̈ is defined as
Izψ̈ = lfFyf − lrFyr (3.15)
where Iz is vehicle inertia, and lf and lr are the CG’s distance from the center of the front
and rear tires, respectively.
3.2.1 Tire Model
One of the most critical components of dynamic vehicle modeling is the tire. Generally,
the exact prediction of tire forces is challenging, and tire models tend to be nonlinear and
empirically defined. Fortunately, for normal driving conditions, a simple linear approxima-
tion of the tire model is valid for small slip angles and can be used to model tire forces. To
use these linear tire models, the front and rear side slip angles (αf , αr) should be defined
relative to the wheel’s direction and the vehicle velocity at the wheel center. The cornering
stiffness of a tire is defined by its ability to resist deformation while the vehicle corners.
Figure 3.3 shows the relationship between the lateral tire force and the tire slip angle.
The slope of the curve in the linear region is known as the cornering stiffness coefficients,
Cy. As shown in Figure 3.3 for small slip angles, typically less than eight degrees, the
relationship between lateral forces and the wheel slip angle is almost linear. The parameters
Cf and Cr are defined as the linearized cornering stiffness of the front and rear wheels in
the vehicle’s bicycle model, respectively. Therefore, the relation between the lateral forces
acting on the front and rear wheels can be defined as:
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Figure 3.3: The relationship between the lateral tire force and the tire slip angle








Substituting equations 3.16 and 3.17 in equations 3.14 and 3.15 produces the following


























The dynamic lateral vehicle model in equations 3.18 and 3.19 is linear.
3.2.2 State-Space Representation of the Vehicle Model
This section presents the state-space representation of the vehicle dynamic model, which
will be used in designing the path following controller. A state vector can be defined as
X =
[
y β ψ ψ̇
]T
which includes the lateral position, sideslip angle, yaw angle, and yaw
rate. The model can be expressed in standard state-space form as follows
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Ẋ = AX +Bδ (3.20)
A =

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The system matrices are A and B are time-invariant with assuming constant forward
speed. The main input to the system in equation 3.20 is the driver steering angle command,
δ.
3.3 Combined Single-Track Model with Switching
In sections 3.1 and 3.2, we introduced two vehicle models, namely the kinematic and
dynamic bicycle models. A kinematic bicycle model according to [33] is introduced by
assuming a steerable front wheel and zero slip angles at the front and rear wheels as given
in equation 3.1. These assumptions are reasonable at the low-speed motion of the vehicle
[33]. At higher speeds, the slip angles at both front and rear wheels can be more significant
than zero because of the increase in lateral tire forces. Therefore, a dynamic bicycle model
is introduced in section 3.2 to describe the lateral vehicle motion. Based on equations
3.18 and 3.19, the dynamic bicycle model when V → 0 becomes unstable because of the
vehicle velocity term at the denominator. In other words, the dynamic model cannot be
used to control vehicles at low speeds, which happens in stop and go and urban driving
scenarios [36]. A modified model is developed by combining both the vehicle’s dynamic
and kinematic motion equations to define a functional vehicle model that can work at both
low and high speeds.
To avoid the design of two control structures, one for each vehicle model, a switchable
bicycle model is introduced in this section. By designing the proposed controller to utilize
the kinematic bicycle model at speed 0 ≤ V ≤ 50 kph and a switching parameter κ = 1
which allows switching to the kinematic model, we can define:
Ẋ = κV cos(ψ + β) (3.21)










Also, the dynamic bicycle model, which assumes small slip angles at the speed (50kph¡
V≤100kph) and the associated switching parameter κ = 0 is defined as:
Ẋ = (1− κ)(AX +Bδ) (3.25)
A =

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The three vehicle models introduced in sections 3.1, 3.2, and 3.3 will be used in the
next section to design the proposed model predictive path following controller.
3.4 Model Predictive Control Design
This section introduces the proposed Model Predictive Control (MPC) structure for vehicle
path following. AVs must be able to make decisions at each sampling time in varying traffic
and road conditions. The vehicle must also operate within road boundaries. Therefore,
an MPC approach is introduced to design the path following controller while capturing all
the dynamics which govern the vehicle response given the real-time control requirements
and cornering/road constraints.
MPC, often referred to as receding horizon control, numerically solves an optimization
problem in which the prediction discretized dynamic model is solved over a finite preview
time [13]. A certain number of control actions are obtained for this finite horizon to mini-
mize the objective performance index, even though only the first control action is applied,
and all subsequent ones computed a priori are discarded. At the next time step, a new set
of state variables is obtained, and the whole process is repeated to determine a new control
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action [1]. MPC is proposed to design the path following controller for autonomous vehi-
cles because of its ability to handle multi-variable/multi-objective problems and explicitly
consider hard constraints related to the vehicle dynamics and the environment [8].
The vehicle models mentioned in sections 3.1, 3.2, and 3.3 are discretized using the
Euler method as follow
X(k + 1) = Xk +4T.fk(Xk, uk) = fdt(Xk, uk) (3.26)
where 4T is sampling time.
Given the current state X0 at the current time step t, MPC computes the optimal




k , [uk]) (3.27)
Subject to: Xk+1 − fdt(Xk, uk) = 0 (3.27.1)
|uk| − usat ≤ 0 (3.27.2)
|ψ̇| − ψ̇max ≤ 0 (3.27.3)
where k = 0,. . . ,N ; N is prediction horizon, k is time step within the prediction horizon
and usat denotes the saturated magnitude value of the control input. Equation 3.27.1 is
the equality constraints related to the dynamics of the vehicle, equations 3.27.2 and 3.27.3
are inequality constraints on the control input and yaw rate, respectively. A constraint on
the maximum yaw rate, ψ̇max, is defined in equation 3.28 to ensure lateral stability of the
vehicle:




where parameters µ, g, Vx are the friction coefficient, gravity, and longitudinal velocity,
respectively.














where 4Xk is the deviation of the actual state from the reference state and uk represents
the control input. P and Q are positive semi-definite matrices, and R is a positive definite
constant weighting matrix.
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The proposed MPC as an optimal control technique for autonomous driving can be
adopted for a wide range of operating conditions and driving scenarios. This flexibility
and convenience associated with the use of MPC in vehicle path following comes with an
increase in the computational effort needed to compute the uk steering command within the
frequency range of the feedback control loop to ensure satisfactory and stable performance
[8].
3.4.1 Direct Multiple Shooting
Optimal control problem (OCP) formulated in the form of differential equations as a part
of dynamic optimization aims to determine control variables. Finding the optimal con-
trol problem’s analytical solution is not easy because of the nonlinear system’s existence.
Therefore, the numerical method, Multiple Shooting Method, could solve the optimal con-
trol problem. Multiple Shooting method as one of the numerical methods was firstly found
to solve the boundary value problem in differential equation scope [28]. By applying the
Multiple Shooting method, the system of differential equations will be transformed into
the numerical formulation, and OCP is transferred into a nonlinear programming problem
(NLP).
In this work, the concept of Multiple-Shooting is applied in designing an MPC to break
down the system integration into shorter time intervals, and the system model is used as a
state constraint at each optimization step. Multiple Shooting as a Lifted Single Shooting
technique [4] is used to reformulate a function to make it less nonlinear. Multiple Shooting
is superior to the Single Shooting method. In this method, both the control input and
state are initialized by solving an optimal control problem. Both control input and state
act as the optimization variable in this case [35] [4]. The algorithm of Multiple Shooting
method is defined as follow
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Algorithm 1: Algorithm of Multiple Shooting Method
1 Discritize the horizon [t0, tf ] into equal subintervals [ti, ti+1], such that
t0 < t1 < ... < tn = tf
2 Parameterize the control function u(t) for each subinterval
u(t) = vifort ∈ [ti, yi+1], i = 0, 1, ..., n− 1
3 Parametrize the initial condition of the state vector for each subinterval
x(ti) = hi, i = 0, 1, ..., n− 1
4 Evaluate the state trajectories in each subintervals and the value of hi from the
final state subinterval considering the parameterized state initial value in the
previous step
ẋi(t) = f(xi(t), vi, t), t ∈ [ti, ti+1], xi = hi
5 Define the continuity constraints
hi+1]−x[i(ti+1;hi, v − i) = 0




In this chapter, the MPC schemes based on the kinematic, dynamic, and combined single-
track models introduced in Chapter 3 are executed in Matlab using the CasADi. The
numerical results based on the Carsim-Simulink co-simulation platform are obtained at
various constant forward longitudinal speeds on the roads with known and varying friction
coefficients.
4.1 CasADi and IPOPT
To design and simulate the proposed MPC controller for vehicle path following, an open-
source tool, CasADi, is used within MATLAB and Simulink. CasADi implements algo-
rithmic differentiation on user-defined symbolic expressions. It also provides standardized
interfaces to various simulations, optimizations, and solutions of linear and nonlinear equa-
tions [35]. CasADi is written in C++, although the user input can be provided from other
programming languages like MATLAB and Python. However, the internal handling of
all symbolic expressions as well as the numerical computations performed in the compiled
environment makes the speed of processing of this method in simulation comparable to
directly compiling and running the C-code version [35]. A robust optimization solver,
IPOPT (Interior Point Optimizer), is interfaced with CasADi, as an open-source software
package that facilitates solving large-scale nonlinear optimization problems.
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4.2 Vehicle Parameters
The vehicle model used in the CarSim simulation is a C-Class Hatchback 2017. Table 4.1
lists the parameters for that vehicle model.




m1 Vehicle sprung mass 1270(kg)
m2 Vehicle unsprung mass(rear suspension) 88.6(kg)
m3 Vehicle unsprung mass (front suspension) 54.4(kg)
a Distance from center to front axis 1.015(m)
b Distance from center to rear axis 1.895(m)
Iz Vehicle yaw inertia 1536.7(kg.m
2)
Cf Front tire cornering stiffness 48377(N/rad)
Cr Rear tire cornering stiffness 26075(N/rad)
To find the length from the Center of Gravity (CG) to the front and rear axles first, the
CG location should be determined. In this thesis, it is assumed that the CG is positioned
in the center of the vehicle.
Among these parameters, the front and rear cornering stiffness values, Cf and Cr are
not defined explicitly in CarSim as they vary according to tire slip angle. To calculate
these values based on the tire model, 215/55R17, and use them in the linear time-invariant












(1270 + 88.6 + 54.4) ∗ 9.81 ∗ 1.01
2(1.9 + 1.01)
= 2405.5N (4.2)
Figure 4.1 shows the corresponding lateral tire force as a function of the tire’s slip
angle with different vertical tire loads. This plot can calculate the cornering tire stiffness
by calculating the graph’s slope and assuming it is linear up to 4 degrees of lateral slip
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angle. Table 4.2 is used to calculate the absolute longitudinal force based on the vertical
tire load and absolute slip ratio. Therefore, based on the calculated front and rear lateral
tire force obtained from equations 4.1 and 4.2, the interpolations between the red, blue,
and green lines are needed to find the longitudinal force.














(4− 1) ∗ π
180
= 26075(N/rad) (4.4)
Figure 4.1: Corresponding lateral tire force as a function of the tire slip angle with different
vertical tire loads
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Table 4.2: Top row: vertical tire load, x-axis: absolute slip ratio and rest: absolute
longitudinal force
X Axis 1 2 3
0 0 1593.58 2405.5 3187.16 4525.2 4780.74
1 0.5 248.08 483.5 704.46
2 1 486 733.6 947.74 1345.7 1381.71
3 1.5 704.93 1357.9 2007.9
4 2 898.46 1755.66 2565.35
5 2.5 1063.18 2080.29 3044.12
6 3 1198.64 2348.57 3441.97
7 3.5 1306.65 2563.69 3762.95
8 4 1390.46 2098.9 2731.63 3878.7 4015.21
9 4.5 1453.91 2859.62 4208.83
10 5 1500.82 2954.92 4354.16
11 5.5 1534.64 3024.19 4460.73
12 6 1558.28 3073.11 4536.82
13 6.5 1574.12 3106.35 4589.27
14 7 1584.05 3127.63 4623.58
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4.3 Lateral Tracking Error
Numerical simulations with MPC have been conducted using CarSim and MATLAB/Simulink
to investigate the performance of the path following controllers proposed in chapter 3. Fig-
ure 4.2 shows the block diagram of the controller simulation implementation.
Figure 4.2: Architecture of path following controller
The MPC constructed by using the CasADi block is used to run a closed-loop steering
maneuver to follow the predefined reference trajectory introduced in Figure 4.3 The simu-
lation is conducted on both dry and wet roads with the known road friction coefficients (µ)
of 0.85 and 0.5 at various low/high speeds without braking and accelerating. The speed
limit is divided into three categories shown in Table 4.3 to define safe driving rules and
speeds consistent with urban driving limits.
Table 4.3: Speed limit for various types of driving
Area of Driving
Speed Limit for Various Types of
Area
School zones and residential streets 30 ≤ V (kph) < 50
Major roads in urban and suburban areas 50 ≤ V (kph) < 70
Most 2-lane highways outside cities and
towns, and multi-lane highways
70 ≤ V (kph) ≤ 100
28
Figure 4.3: The predefined reference DLC path
Lateral tracking error is calculated based on the VS Math Models of CarSim that
can provide output variables for externally defined driver steering controller. The output
variables, lateral errors, are also based on the ISO/SAE intermediate X-axis points. The
lateral distance error from the target path to point i, in Figure 4.4, is calculated by applying
interpolation between nine points across the prediction horizon, at each sampling time using
the vehicle forward speed V .
Figure 4.4: Preview points for external driver control
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4.4 MPC Controller Design Using the Kinematic Bi-
cycle Model
This subsection summarizes the proposed MPC system’s simulation results in chapter 3
using the kinematic bicycle model. The controller’s weighting gains are selected using
the trial-and-error method, where selection criteria are based on the minimum lateral error
tracking and smooth path following. Table 4.4 lists the upper and lower bounds of equality
and inequality constraints. Experiments are performed at speeds 30 kph, 50 kph, 70 kph,
and 100 kph, which are defined with the speed bounds in Table 4.3.
At each sampling time 4T = 0.05s, the MPC controller solves the constrained opti-
mal control problem 3.27. The prediction of the vehicle state at each time step acts as
an important step in the design of MPC for path following. Performance index will be
minimized based on states’ future prediction to compute the optimal control inputs [19].
The prediction horizon is assumed to be N = 30, which gives the MPC total preview time
of N ∗ 4T = 0.05 ∗ 30 = 1.5s.
Table 4.4: The upper and lower bands of equality and inequality constraints for MPC using






Equality Constraint Based on Equation 3.27.1 0 0
Inequality Constraints
Steering angle (δ) -30◦ 30◦
Longitudinal Distance (X) -1m 200m
Lateral Distance (Y) -1m 6m
Yaw Angle (θ) -180◦ 180◦
The weighting matrices Q,R, and P of the proposed controller are shown in Table 4.5,
where P is defined as an identity matrix.
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Table 4.5: The value of weighting factors Q, R, and tracking error at different speeds in MPC




) R Q1 Q2 Q3
Error
(cm)
30 10 1 0 15 9
50 40 1 0 50 29.1
70 100 1 0 150 58.4
100 100 1 0 300 84.7
4.4.1 Simulation Results
The simulation results of the MPC controller with the kinematic bicycle vehicle model on
the road with µ = 0.85 and at various speeds are shown in figures 4.5, 4.6, 4.7, 4.8, 4.9,
and 4.10. The simulation results show that the controller enables the vehicle to track the
predefined path with small lateral tracking error listed in the last column of Table 4.5.
The controller’s tracking accuracy drops at higher speeds. Therefore, relatively faster
control of the steering wheel and more weights on the heading angle may be required
by comparison to the lower speed cases. Results indicate the fulfillment of the MPC
controller’s constraints by showing that all variables are within the boundaries.
Selecting the weighting matrix R below 5 makes the vehicle unable to follow the path at
the low-speed, 30 kph, satisfactorily. The weighting factor Q3, the weight on the heading
angle, under 15 results in oscillatory steering, more lateral error, and inaccurate path
following at the low test speed, 30 kph. Increasing Q1 decreases the lateral error at a
low-speed. Yet, this change makes the vehicle unstable at a higher speed. Therefore, Q1
is chosen as constant for all speeds. Nevertheless, lower values of N decrease the lateral
error at the low-speed, inaccurate path following causes at higher speeds. Increasing the
sampling time, e.g., 0.1s, requires more weights on the control input and heading angle
and increases the lateral error in low/high speeds.
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Figure 4.5: Steering handwheel angle based
on kinematic model: External
4WS, DLC, µ = 0.85
Figure 4.6: Road wheel steer angle - front
based on kinematic model: Exter-
nal 4WS, DLC, µ = 0.85
Figure 4.7: Y vs. X – trajectory based on
kinematic model: External 4WS,
DLC, µ = 0.85
Figure 4.8: Yaw rate of sprung masses vs.
time based on kinematic model:
External 4WS, DLC, µ = 0.85
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Figure 4.9: Lateral tracking vs.time based on
kinematic model: External 4WS,
DLC, µ = 0.85
Figure 4.10: Lateral accel. of CG’s vs.time
based on kinematic model: Ex-
ternal 4WS, DLC, µ = 0.85
Moreover, the MPC controller with the kinematic bicycle model is tested on the wet
road with µ = 0.5. At speeds lower than 70 kph, the controller performance on the wet
road is comparable to that on the dry road. The vehicle follows the path with the same
lateral tracking error and weighting factors mentioned in Table 4.6. By increasing the
speed to 80 kph, the weighting factor Q3 should be increased to 500 to add more weights
to the heading angle. Although the vehicle follows the path, the lateral error reaches 92cm
at a speed of 100 kph. Figures 4.11, 4.12, 4.13, 4.14, 4.15, and 4.16 illustrate the controller
performance at various speeds test on a wet road, µ = 0.5. The prediction horizon and
sampling time are chosen 30 and 0.05s respectively. Using a prediction horizon equals
20 decreases the lateral tracking accuracy at low-speed tests; however, the vehicle cannot
follow the path accurately at the higher speed tests in this case.
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Table 4.6: The value of weighting factors Q, R, and tracking error at different speeds in MPC




) R Q1 Q2 Q3
Error
(cm)
30 10 1 0 15 9
50 40 1 0 50 29.1
70 100 1 0 150 58.4
100 100 1 0 500 92
Figure 4.11: Steering handwheel angle based
on kinematic model: External
4WS, DLC, µ = 0.5
Figure 4.12: Road wheel steer angle - front
based on kinematic model: Ex-
ternal 4WS, DLC, µ = 0.5
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Figure 4.13: Y vs. X – trajectory based on
kinematic model: External 4WS,
DLC, µ = 0.5
Figure 4.14: Yaw rate of sprung masses vs.
time based on kinematic model:
4WS, DLC, µ = 0.5
Figure 4.15: Lateral tracking vs.time based
on kinematic model: External
4WS, DLC, µ = 0.5
Figure 4.16: Lateral accel. of CG’s vs.time
based on kinematic model: Ex-
ternal 4WS, DLC, µ = 0.5
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The controller in both road conditions and at various speeds follows the path.
More simulation plots for the MPC using the nonlinear kinematic model also are pro-
vided in appendices A.1.
4.5 MPC Controller Design Using the Dynamic Bi-
cycle Model
This subsection shows the simulation results of the proposed MPC system in chapter 3 using
the dynamic bicycle model; the equality constraints, which is related to the dynamics of the
vehicle and inequality constraints, control input, and state constraints, on the steering angle
of the front wheel, lateral position, sideslip angle, yaw angle, and yaw rate respectively.
Table 4.7 lists the upper and lower bounds of equality and inequality constraints.
A constraint on the maximum yaw rate (ψ̇max) is defined based on the equation 3.28
to ensure lateral stability of the vehicle.
Table 4.7: The upper band and lower band of equality and inequality constraints for MPC






Equality Constraint Based on Equation 3.27.1 0 0
Inequality Constraints
Steering angle (δ) -30◦ 30◦
Lateral position (Y) -1m 6m
Sideslip angle (β) -8◦ 8◦
Yaw Angle (ψ) -180◦ 180◦




The designed MPC with the dynamic model is tested at speeds 30 kph, 50 kph, 70
kph, and 100 kph. At each sampling time 4T = 0.05s, the MPC controller solves the
constrained optimal control problem 3.27. The prediction horizon is N = 20, which gives
the MPC total preview time of N ∗ 4T = 0.05 ∗ 20 = 1s. The weighting matrices Q,R,
and P of the proposed controller are selected as shown in, Table 4.8, where P is defined as
an identity matrix.
Table 4.8: The value of weighting factors Q, R and tracking error at different speeds in MPC




) R Q1 Q2 Q3 Q4
Error
(cm)
30 5 1 0 1 0 3.8
50 30 1 0 1 0 21
70 120 1 0 1 0 38.5
100 200 1 0 100 0 68
4.5.1 Simulation Results
The simulation results of the MPC controller using the dynamic bicycle vehicle model on
the dry road, µ = 0.85, are shown in Figures 4.17, 4.18, 4.19, 4.20, 4.21, and 4.22 at the
vehicle speeds 30 kph, 50 kph, 70 kph, and 100 kph respectively. The simulation results
indicate that the controller can make the vehicle track the predefined path with a relatively
small lateral tracking error as shown in the results in the last column of Table 4.8.
By increasing the speed in the DLC maneuver, the weighting matrix R will increase to
add more weights to the control input. Although at the higher speeds, more weighting on
yaw angle, Q3, is required to prevent the steering angle and yaw rate from being oscillatory
at the end of the DLC maneuver, this change also decreases the lateral tracking error. On
the contrary, increasing the Q3 at the lower speeds causes higher tracking errors during
the DLC maneuver. Increasing Q1, the weight on the lateral position makes the vehicle
unstable at low/high speeds. Therefore, Q1 is chosen as a constant for all test speeds.
However, the lower value of N decreases the lateral error at both low and high speeds;
it causes oscillatory steering angle at high speed. Moreover, high values of N increase the
computation time of MPC and also result in higher lateral errors in low/high speeds.
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Figure 4.17: Steering handwheel angle based
on dynamic model: External
4WS, DLC, µ = 0.85
Figure 4.18: Road wheel steer angle - front
based on dynamic model: Exter-
nal 4WS, DLC, µ = 0.85
Figure 4.19: Y vs. X – trajectory based on
dynamic model: External 4WS,
DLC, µ = 0.85
Figure 4.20: Yaw rate of sprung masses vs.
time based on dynamic model:
External 4WS, DLC, µ = 0.85
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Figure 4.21: Lateral tracking vs.time based
on dynamic model: External
4WS, DLC, µ = 0.85
Figure 4.22: Lateral accel. of CG’s vs.time
based on dynamic model: Exter-
nal 4WS, DLC, µ = 0.85
Moreover, the MPC controller is tested on wet road, µ = 0.5, at various speeds, Figures
4.23, 4.24, 4.25, 4.26, 4.27, and 4.28. The results illustrate that the vehicle follows the path
with a relatively small lateral tracking error based on the results in the last column of Table
4.9. By increasing the speed, the weighting factor Q3 should increase to ensure better path
following. Also, the weighting matrix R increases to add more weight to the control input
compared to the case on the dry road. The prediction horizon, N , can be changed to 30 at
higher speeds to have a smooth path following, Figure 4.29; however, this issue does not
affect the lateral tracking error. During the DLC maneuver, at speeds more than 70 kph,
overshooting also happens, attenuated by tuning the weighting factor Q3.
Table 4.9: The value of weighting factors Q, R and tracking error at different speeds, in MPC




) R Q1 Q2 Q3 Q4
Error
(cm)
30 5 1 0 5 0 5.5
50 30 1 0 15 0 24.2
70 120 1 0 20 0 40
100 300 1 0 300 0 126
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Figure 4.23: Steering handwheel angle based
on dynamic model: External
4WS, DLC, µ = 0.5
Figure 4.24: Road wheel steer angle - front
based on dynamic model: Exter-
nal 4WS, DLC, µ = 0.5
Figure 4.25: Y vs. X – trajectory based on
dynamic model: External 4WS,
DLC, µ = 0.5
Figure 4.26: Yaw rate of sprung masses vs.
time based on dynamic model:
External 4WS, DLC, µ = 0.5
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Figure 4.27: Lateral tracking vs.time based
on dynamic model: External
4WS, DLC, µ = 0.5
Figure 4.28: Lateral accel. of CG’s vs.time
based on dynamic model: Exter-
nal 4WS, DLC, µ = 0.5
Figure 4.29: The effect of increasing N to 30 on the lateral tracking Error, based on dynamic
model: External 4WS, DLC, µ = 0.5
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Based on the simulation results in Figures 4.17- 4.29, the vehicle closely follows the
predefined DLC path with minimal lateral error as shown in the last column of Tables
4.8 and 4.9. There is higher lateral tracking errors on the wet road, µ = 0.5, compared
to the dry road, µ = 0.85. The controller works well with setting the prediction horizon
equals to N = 20 on both road conditions and at low/high speeds, However, increasing the
prediction horizon to N = 30 on the wet road prevents the car from slipping during lane
changes at speeds > 80 kph, which allows for smoother path following.
More simulation plots for the MPC with the dynamic model are provided in appendices
A.2.
4.6 MPC Controller Design Using the Combined Single-
Track Bicycle Model
This subsection summarizes the proposed MPC system’s simulation results in chapter 3
using the combined single-track vehicle model. The equality constraints related to the
dynamics of the vehicle, and inequality constraints on the steering angle of the front wheel
as a control input, longitudinal position, lateral position, sideslip angle, yaw angle, and
yaw rate as states of the system are defined in Table 4.10 respectively.
Simulations are performed for speeds 30 kph, 50 kph, 70 kph, and 100 kph in order to
abide by the speed limits in Table 4.3.
At each sampling time 4T = 0.05s, the MPC controller solves the constrained optimal
control problem in equation 3.27. The prediction horizon is assumed to be N = 20, which
gives the MPC total preview time of N ∗ 4T = 0.05 ∗ 20 = 1s.
The weighting factors Q,R, and P of the proposed controller are selected as shown in
Table 4.11, where P is defined as an identity matrix.
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Table 4.10: The upper band and lower band of equality and inequality constraints for MPC






Equality Constraint Based on Equation 3.27.1 0 0
Inequality Constraints
Steering angle (δ) -30◦ 30◦
Lateral position (Y) -1m 6m
Longitudinal Distance (X) -1m 200m
Sideslip angle (β) -8◦ 8◦
Yaw Angle (ψ) -180◦ 180◦
Yaw rate (ψ̇) -25degree/sec **
µ ∗ g
Vx
Table 4.11: The value of weighting factors Q, R and tracking error at different speeds, in




) R Q1 Q2 Q3 Q4 Q5
Error
(cm)
30 1 0 1 0 10 0 3.7
50 1 0 1 0 200 0 23
70 100 0 1 0 1 0 37
100 200 0 1 0 100 0 68
4.6.1 Simulation Results
The simulation results of the MPC controller using the combined single track model on
the dry road, µ = 0.85, are shown in Figures 4.30, 4.31, 4.32, 4.33, 4.34, and 4.35 at
vehicle speeds of 30 kph, 50 kph, 70 kph, and 100 kph, respectively. The simulation results
indicate that the controller can make the vehicle track the predefined path with relatively
small lateral tracking error based on the results in the last column of Table 4.11.
At speeds 30 kph and 50 kph, the controller switches to the kinematic model, and the
weighting factor Q4 has a significant role in tuning the controller. In contrast, at the speeds
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70 kph and 100 kph, the controller switches to the dynamic model, and the weighting factor
R acts as an important weight in controller tuning.
Moreover, increasing the weighting factor Q4 prevents the steering angle from being
oscillatory at the end of the DLC path for the speed over 90 kph. Increasing Q2, the
weight on the lateral error makes the vehicle unstable and decreasing it causes overshooting
at low/high speeds. Therefore, Q2 is chosen as a constant at all test speeds. Increasing
N results in increasing lateral tracking error and also the computation time. Besides, by
decreasing N to 10, lateral tracking error increases at the low-speed, and the vehicle cannot
follow the path at high speeds. Increasing the sampling time, e.g., 0.1s, will require adding
more weights on the control input and heading angle and increases the lateral error in
low/high speeds.
Figure 4.30: Steering handwheel angle based
on combined single-track model:
External 4WS, DLC, µ = 0.85
Figure 4.31: Road wheel steer angle - front
based on combined single-track
model: External 4WS, µ = 0.85
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Figure 4.32: Y vs. X – trajectory based on
combined single-track model:
External 4WS, DLC, µ = 0.85
Figure 4.33: Yaw rate of sprung masses vs.
time based on combined single-
track model, DLC, µ = 0.85
Figure 4.34: Lateral tracking vs.time based
on combined single-track model:
External 4WS, DLC, µ = 0.85
Figure 4.35: Lateral accel. of CG’s vs.time
based on combined single-track
model: External 4WS, µ = 0.85
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Moreover, the MPC controller is tested on the wet road, µ = 0.5, at various speeds,
Figures 4.36, 4.37, 4.38, 4.39, 4.40, and 4.41. The results illustrate that the vehicle follows
the path with a relatively small lateral tracking error based on Table 4.12. By increasing
the speed, the weighting factor Q4 should increase for better path following. At speeds of
more than 80kph, the weighting factor R increases to add more weights on the control input
compared to the test case on the dry road. During the DLC maneuver, at speeds higher
than 70, overshoot also happens, controlled by tuning the weighting factor Q4. Prediction
horizon N can be changed to 30 at higher speeds to have a smooth path following and
decrease the lateral tracking error. Figures 4.42 and 4.43 illustrate the effect of increasing
prediction horizon, N on the lateral tracking error and steering angle at the speed of 100
kph. However, at higher speeds increasing the prediction horizon to 30 decreases the lateral
tracking error to 76cm for R = 400 and Q4 = 1.
Table 4.12: The value of weighting factors Q, R and tracking error at different speeds, in




) R Q1 Q2 Q3 Q4 Q5
Error
(cm)
30 1 0 1 0 10 0 3.7
50 1 0 1 0 200 0 23
70 100 0 1 0 50 0 40
100 400 0 1 0 100 0 100
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Figure 4.36: Steering handwheel angle based
on combined single-track model:
External 4WS, DLC, µ = 0.5
Figure 4.37: Road wheel steer angle front
based on combined single-track
model: External 4WS, µ = 0.5
Figure 4.38: Y vs. X – trajectory based on
combined single-track model:
External 4WS, DLC, µ = 0.5
Figure 4.39: Yaw rate of sprung masses vs.
time based on combined single-
track model, DLC, µ = 0.5
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Figure 4.40: Lateral tracking vs.time based
on combined single-track model:
External 4WS, DLC, µ = 0.5
Figure 4.41: Lateral accel. of CG’s vs.time
based on combined single-track
model: External 4WS, µ = 0.5
Figure 4.42: Comparing lateral tracking
vs.time based on combined
single-track model for N=20 and
N=30, µ = 0.5
Figure 4.43: Comparing steering handwheel
angle based on combined single-
track model: for N=20 and
N=30, µ = 0.5
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For all speeds and road friction coefficients under which the proposed MPC’s perfor-
mance is tested, the controller pulls the system back to the predefined path, and the DLC
tracking performance is satisfactory. In all simulations conducted in this chapter, it is as-
sumed that tire forces operate within the linear region of the tire model adopted in Chapter
3.
More plots related to simulation of the proposed MPC using the combined single-track
model are available in appendices A.3.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
In this thesis, a reliable path following controller was designed using MPC and different
vehicle models to minimize the lateral distance between the vehicle and predefined geo-
metric reference path in the DLC maneuver at constant low/high longitudinal speeds on
dry/wet roads. MPCs were also designed to minimize the vehicle’s heading and its defined
path and limit steering inputs.
The path following controller had been implemented in MATLAB by using an open-
source tool, CasADi. The Multiple Shooting technique was applied to breakdown the
system integration into shorter time intervals and use the system model as a state constraint
in each optimization step. The vehicle models were discretized using the Euler method. The
performance of MPC was investigated using CarSim and Simulink. The lateral tracking
error was calculated based on the VS Math Models of CarSim and applying interpolation
between points across the prediction horizon and at each sampling time using the vehicle
forward speed.
The first MPC was designed by using the nonlinear kinematic vehicle model. Based on
the simulation results, MPC using the kinematic model worked well for a longer prediction
horizon; however, this issue will increase the optimization’s computational complexity.
MPC using the kinematic model also had less lateral tracking error at high speeds (over
80 kph) on the wet road. Decreasing prediction horizon decreased lateral tracking error at
low speed test and caused inaccurate path following at higher speeds on the dry road.
In designing the second and third MPC control schemes, the linear dynamic and com-
bined single-track vehicle models were used, respectively. MPCs using the dynamic and
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combined single-track models worked in a shorter horizon and had less lateral tracking
error at all speed tests on the dry road than the MPC with the kinematic model.
In MPC using dynamic model, decreasing the prediction horizon decreased lateral error
at low/high speeds and caused oscillatory steering angle at high speed on the dry road.
Furthermore, increasing prediction horizon increased computation time and lateral tracking
error in high/low speeds on the wet road. Decreasing the prediction horizon in MPC
using the combined single-track model increased lateral tracking error at low speed and
no accurate path following happened at high speeds on the dry road. On the other hand,
increasing the prediction horizon caused more lateral tracking error and computation time
on the dry road. However, in this controller, increasing the prediction horizon to 30 caused
smooth path following and decreased the lateral tracking error at higher speed on the wet
road.
In all various speeds and road friction coefficients for which the controllers’ performance
was tested, the controllers pulled the system back to the predefined path, and tracking
performance was satisfactory.
Overall, MPC with the combined single-track model showed enhanced performance by
comparison to the other two schemes for all the tests conducted on wet and dry roads at
various vehicle speeds.
5.2 Future Work
The future direction of this research can include:
• Experimental validation on the Chevy bolt
• Other tire models (nonlinear)
• Testing with new maneuvers, break-in-turn, etc
• Adding the speed control inner loop into the MPC design
• Comparison of proposed MPCs with other optimal control schemes for path following
• Test controller in the purpose of Obstacle avoidance
• Computing desired input via reliable path planning methods
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A.1 Simulation Plots of MPC Using Kinematic Model
Figure A.1: Slip angles based on kinematic
model, External 4WS, DLC, V =
30 kph, µ = 0.85
Figure A.2: Slip angles based on kinematic
model: External 4WS, DLC, V =
50 kph, µ = 0.85
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Figure A.3: Slip angles based on kinematic
model:External 4WS, DLC, V =
70 kph, µ = 0.85
Figure A.4: Slip angles based on kinematic
model:External 4WS, DLC, V =
100 kph, µ = 0.85
Figure A.5: Slip angles based on kinematic
model:External 4WS, DLC, V =
30 kph, µ = 0.5
Figure A.6: Slip angles based on kinematic
model:External 4WS, DLC, V =
50 kph, µ = 0.5
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Figure A.7: Slip angles based on kinematic
model:External 4WS, DLC, V =
70 kph, µ = 0.5
Figure A.8: Slip angles based on kinematic
model:External 4WS, DLC, V =
100 kph, µ = 0.5
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A.2 Simulation Plots of MPC Using Dynamic Model
Figure A.9: Slip angles based on dynamic
model:External 4WS, DLC, V =
30 kph, µ = 0.85
Figure A.10: Slip angles based on dynamic
model:External 4WS, DLC,
V = 50 kph, µ = 0.85
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Figure A.11: Slip angles based on dynamic
model:External 4WS, DLC,
V = 70 kph, µ = 0.85
Figure A.12: Slip angles based on dynamic
model:External 4WS, DLC,
V = 100 kph, µ = 0.85
Figure A.13: Slip angles based on dynamic
model:External 4WS, DLC,
V = 30 kph, µ = 0.5
Figure A.14: Slip angles based on dynamic
model:External 4WS, DLC,
V = 50 kph, µ = 0.5
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Figure A.15: Slip angles based on dynamic
model:External 4WS, DLC,
V = 70 kph, µ = 0.5
Figure A.16: Slip angles based on dynamic
model:External 4WS, DLC,
V = 100 kph, µ = 0.5
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A.3 Simulation Plots of MPC Using Combined Single-
Track Model
Figure A.17: Slip angles based on combined
single-track model:External
4WS, DLC, V = 30 kph,
µ = 0.85
Figure A.18: Slip angles based on combined
single-track model:External
4WS, DLC, V = 50 kph,
µ = 0.85
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Figure A.19: Slip angles based on combined
single-track model:External
4WS, DLC, V = 70 kph,
µ = 0.85
Figure A.20: Slip angles based on combined
single-track model:External
4WS, DLC, V = 100 kph,
µ = 0.85
Figure A.21: Slip angles based on combined
single-track model:External
4WS, DLC, V = 30 kph,
µ = 0.5
Figure A.22: Slip angles based on combined
single-track model:External
4WS, DLC, V = 50 kph,
µ = 0.5
65
Figure A.23: Slip angles based on combined
single-track model:External
4WS, DLC, V = 70 kph,
µ = 0.5
Figure A.24: Slip angles based on combined
single-track model:External
4WS, DLC, V = 100 kph,
µ = 0.5
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