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Abstrakti

Në ndërmarrjet e vogla apo të mesme shpesh bie nevoja që kualiteti i shërbimeve
të jetë pikë kritike për shumë arsye si p.sh. Ofrimi i shërbimeve online për konsumatorin
në kohë reale dhe efikasitet të lartë, si dhe parandalime të vonesave të mundshme në rrjetë
për arsye të kapacitetit të bandwidth-it apo resurseve teknike.
Si fillim nevoja për shërbime të kualitetit është shfaqur në voice (telephony) në
vitin 1994 nga organizata për standardizime të teknologjisë informative ITU [1]. Më vonë
shërbimet e kualiteti u bënë të nevojshme edhe në shërbime dhe servise të tjera siç janë:
response time, loss, crosstalk dhe shërbime të tjera. Në raste të aplikimit të kualitetit të
shërbimeve në rrjeta apo protokole arrihet një lloj marrëveshje virtuale në mes të
aplikacioneve që transmetojnë dhe pajisjes ku është e aplikuar kualiteti i shërbimeve me
qëllim që në raste kur gjate transmetimit aplikacioni ka ndërprerje apo vonesa të
ndryshme, shërbimi i kualitetit të shërbimeve riorganizon kapacitetin apo bandwidth-, siç
quhet në teknologjinë e rrjetave.
Në vazhdimësi do t’i kemi në simulim dy topologji të rrjetit të simuluar në raste
kur është i aplikuar kualiteti i shërbimeve dhe në rastin kur një rrjetë funksionon pa
kualitete të shërbimeve për ta sqaruar rëndësinë e saj.
Aplikacioni i përdorur për simulim është GNS3 e cila është e bazuar në pajisje të
rrjetit i cili brand i tyre është Cisco Systems.
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Fjalori i termeve

Word – Fjala

Explanation

QoS Quality of services

Bandwidth

The rate at which traffic is
carried by the network

The delay in data transmission
Latency
from source to destination
Jitter The variation in latency

Reliability

The percentage of packets
discarded by a router

VPN Virtual Private Network

LFI

Sqarim

Shërbimet e kualitetit
Shkalla e trafikut që është
transmetuar në rrjetë
Vonesat e të dhënave në
transmetim nga burimi it ë
dhënave deri tek destinimi
Vari rimi i vonesave
Përqindja e paketave që
paraqiten nga routeri
Rrjeta Private Virtuale

Link Fragmentation and
Interleaving
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1. Hyrje
Nga vetë përkthimi bukfal i kualitetit të shërbimeve kuptojmë thelbin kryesor të
funksioneve të këtij shërbimi. Qëllimi i QoS shërbimit është që të siguroi ofrimin e
shërbimeve të preferuara për aplikacionet që kanë nevojë transmetimin e të dhënave në
rrjetë duke i siguruar bandwidth të mjaftueshëm, kontrollon vonesat (latency) si dhe vari
rimin e vonesave (jitter) dhe bënë reduktimin e humbjes së të dhënave gjatë transmetimit.
Pra me aplikimin e QoS shërbimit në rrjetën tonë kuptojmë një kontrolle mbi
shërbimet e bandwidth-in, Latency, Jitter dhe Reliability. Në vazhdimësi i kemi paraqitur
skemat e topologjive të rrjetit të cilat kanë në funksion kualitetin e shërbimit si dhe
topologjinë pa kualitete të shërbimit. Më pas do t’i shohim ndryshimet dhe benefitet e
kualitetit të shërbimit duke mare për bazë brezin e kapaciteteve të kompanisë me lidhjen
e jashtme, internetitn, i cili mund të jetë në shumë raste edhe tejet i kufizuar.
Pika kryesore që do të i paraqesim në këtë punim janë,
•

Shërbimin e kualitetit në ndërmarrje të vogla që shërbimet e tyre online i kanë të
hostuara brenda rrjetit të tyre ku do ta bëjmë menaxhimin e protokoleve dhe
menaxhimin e bandwidth-it në varësi të rëndësisë së shërbimit si dhe,

• Shërbimin e kualiteti në ndërmarrje të mesme që po ashtu shërbimet online i kanë
të hostuara brenda rrjetit të tyre si dhe kanë ndërlidhje me pikat tjera apo degë të
cilat do të i shfrytëzojnë resurset përmes shërbimeve të VPN-it.
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2. Shqyrtimi i literaturës
Para se të vazhdohet me faktet konkrete të aplikimit të kualitetit të shërbimeve ku do të i
paraqesim disa përvoja reale të aplikimit të QoS shërbimeve nga dy shembujt e cekur në
hyrjen e këtij dokumenti do t’i hedhim një sy çështjeve më bazike të kësaj teknologjie siç
janë :
•
•
•
•

Kualitetet e shërbimeve “QoS”.
Rëndësia e QoS shërbimeve në rrjetën e komunikimit.
QoS teknologjitë dhe proceset e filtrimit duke u bazuar në standardin e pajisjeve
të Cisco Systems.
Modulet e kualiteteve të shërbimeve.

2.1 Kualitetet e shërbimeve QoS
Më lartë bëmë një përshkrim të shkurtër sa i përket sjelljes së shërbimeve QoS në
rrjetat komunikuese dhe kuptuam që QoS është thelbi i kualitetit në transmetim si dhe
disponueshmëria e shërbimeve të kompanisë në rrjetet komunikuese Internet dhe Intranet
[4].
Si pikësynim i QoS shërbimeve është që shërbimet brenda kompanive të kanë
disponueshmërinë e qasjes sa më ngushte me vlerën 99.999% të qasshme, që do të thotë
se koha e padisponueshmërisë së shërbimeve brenda kompanisë është vetëm pesë minuta
në intervalin kohorë prej një viti kalendarik [2][4].
Kualiteti i transmetimi të të dhënave në rrjetën e komunikimit përcaktohet nga faktet
në të cilat i kemi cekur në hyrje të këtij dokumenti dhe më pas do të kemi një përshkrim
më të detajuar.
•

•

•

Loss (Humbjet) – Masa relative e paketave që nuk janë pranuar nga marrësi duke
u bazuar në totalin e paketave të transmetuara nga dhënësi. Në rast se rrjetat e
komunikimit janë në disponueshmërinë maksimale, humbjet (loss) gjatë kësaj
periudhe janë relativisht zero. Gjatë kohës kur rrjetat e komunikimit kanë
ngarkesën e pa përballueshme të trafikut sido që të jetë shërbimi i kualitetit QoS
përcakton dhe u jep prioritet paketave të cilat janë përcaktuar më parë si të
prioritizuara duke mare për bazë shërbimin që kërkojnë [2][4].
Delay (Vonesat) – Paraqet kohën e përcaktuar të paketës që arrin në destinacion
pasi që të fillon transmetimi i tyre nga burimi. Në rastin e zërit (voice), kjo paraqet
totalin e kohës që zëri do të transmetohet apo do të udhëtoj nga goja e folësit deri
tek veshi i pranuesit [2][4].
Jitter (Vari rimi i vonesave) – Paraqet diferencën vonesave e shfrytëzuesve fundor
në mes të paketave që transmetohen. Marrim një shembull të thjeshtë, nëse një
paketë për tu transmetuar në rrjete nga pika burimore deri tek marrësi i nevojiten
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100ms ndërsa paketa e transmetuar arrin në destinacion për 125ms atëherë vari
rimi i vonesës së paketës së transmetuar është 25ms [2] [4].
Shërbimi i QoS është mase i nevojshëm për përdorim në Voice Over IP (VoIP) ose
komunikimit me Video transmetime përmes IP adresimit. Këto dy shërbime perdorin një
teknologji shtesë e cila quhet “jitter buffer” kjo teknologji zbutë vari rimet e vonesave tek
marrësi gjatë transmetimit dhe nga kjo veshi i njeriut vërenë shumë pak pengesat e zërit
që ndodhin gjatë transmetimit [2] [4].

2.2 Rëndësia e QoS shërbimeve në rrjetën e komunikimit
Forma e një rrjeti të komunikimit si dhe fshehtësia e një organizate të suksesshme.
Këto rrjeta të komunikimit transmetojnë shërbime të aplikacioneve të ndryshme përfshirë
transmetimin e zërit (VoIP), videove me kualitet të lartë si dhe të dhëna shumë senzitive
të cilat një mund t’i kushtojnë secilës kompani apo organizate me humbjen e këtyre
informative [2]. Rrjetat e komunikimit duhet që në disa raste ta bëjnë parashikime në
garantimin e disponueshmërisë së shënimeve duke pasur parasysh bandwidth-in, vonesat,
vari rimin e vonesave dhe humbjet gjatë shkëmbimeve të informacioneve.
Kualitetet e shërbimeve bazohen në disa nën procese për ta menaxhuar rrjetën
komunikuese dhe këto teknologji janë çelësi menaxhimit të ngarkesave në rrjetet
komunikuese [4]. Pra objektivë e QoS teknologjisë është menaxhimi i ngarkesave ne
rrjetat komunikuese të sistemeve te zërit (VoIP), videove dhe të dhënave (data) që të jenë
transparente tek shfrytëzuesi fundor. Përmes QoS shërbimeve mund të përcaktojmë
lejimin e transmetimit brenda rrjetës së një organizate edhe nëse kemi ngarkesa të trafikut
dhe disa nga këto janë ato shërbime të cilat sapo i cekëm ndërsa secila prej këtyre
shërbimeve mund t’i vihet prioritet në shërbime të caktuara të organizatës dhe kështu
shërbimet brenda organizatës nuk janë shërbime jashtë funksionit për arsye të ngarkesës
në rrjetë.
QoS shërbimet nuk është shërbim që ta bëj vetëm ruajtjen e trafikut me interes sipas
shërbimeve të organizatës por nga mekanizmat e shërbimeve të tij bënë edhe mbrojtje e
shërbimeve të ndryshme duke e konsideruar si trafik të pa dëshiruar siç mund të jetë
propagimi i eksponentëve të viruseve worm. Gjithashtu QoS teknologjia mund të përdoret
edhe për monitorimin e trafikut të shpejtë (traffic flow) dhe parandalon shkallën e parë
dhe të dytë të trafikut të shpejtë që mund të jetë indikacion sulmi.

2.3 QoS teknologjitë dhe proceset e filtrimit duke u bazuar në standardin
e pajisjeve të Cisco Systems
Kompania e pajisjeve të rrjetës kompjuterike Cisco Systems paraqet veglat e
përpunimit të informacionit brenda filtrave të QoS teknologjisë që shërbejnë për adresim
dhe ndarje të trafikut me interes dhe atij pa interes duke pas parasysh aplikimin e tij në
rastet kur në rrjetën e komunikimit ka vështirësi në transmetim të të dhënave për arsye të
ngarkesave të trafikut [2][4].
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Në vazhdim janë pikat kyqe të përcaktimit të trafikut të interesit :
•
•
•
•
•
•

Klasifikimi dhe vegla e markimit (Classification and marking tool)
Vegla e degradimit dhe polisat (Policing and Markdown tool)
Përcaktimet kohore dhe vegla e rregullimit të vonesave (Scheduling tool)
Bashkimi i paketave të shërbimit të njëjtë (Link-specific tool)
Vegla e përcaktimi i prioritetit automatik gjatë transmetimit (AutoQoS tool)
Vegla e kontrollit të hyrjes (Admission control tool)

Bazuar në rezultatet e dëshiruara përparësitë apo karakteristikat e QoS teknologjisë
dërgojnë në efikasitetin e shërbimeve të përcaktuara nga kriteret e organizatës apo
biznesit për aplikacionet e nevojshme. Në mënyre figurative shohim proceset e secilës
pike të përfaqësuara më lartë. Fig 1.

Fig 1 Veglat procesimit të teknologjise QoS në paijet e Cisco Systems [2] [4]

Duke shikuar figurën (Fig. 1) si dhe duke u bazuar në atë se çfarë kemi thëne më lartë
mund ta kemi parasysh funksionimin si dhe proceset e QoS teknologjisë, pa dyshim të
gjitha këtyre proceseve u nevojitet një kohë milisekondëshe e nevojshme për procedim të
prioriteteve dhe përcaktim të trafikut me interes i përcaktuar paraprakisht nga ai pa
interes.

2.4 Dizajnimi i QoS teknologjisë në WAN linqe
Gjatë eksperimentimit të mëposhtëm për aplikimin e QoS shërbimeve ne WAN, e
aplikuar kjo në topologjinë e kompanive apo bizneseve të vogla në vazhdim do t’i
paraqesim disa fakte dhe konfigurime të nevojshme për aplikim [3].
Gjendja ekonomike e një biznesi të vogël nuk mund të jetë domosdoshmërisht e lartë
andaj pika e pare e reduktimeve janë në teknologjinë informative e respektivisht
bandwidth-i. Sido që të jetë kërkesa për aplikimin e QoS teknologjisë për
mbulueshmërinë e kërkesave për shërbimet e biznesit janë mjaft të larta.
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Marrë parasysh hapësirën WAN të përcaktuar nga biznesi, pajisja në të cilën do ta
vendosim kualitetin e shërbimit mund të jetë pajisje e një biznesi primar apo zyre
sekondare e një biznesi (branch office). Kjo skemë apo ky sqarim i aplikimit të QoS
teknologjisë bazohet në rastin e një biznesi të vogël i cili është paraqitur në hyrje të këtij
dokumenti e me vonë është konfiguruar dhe simuluar në kohë reale ndërsa më poshtë
është shfaqur skema me detaje sqaruese se si dhe ku duhet përcaktuar kualitetet e
shërbimeve. Fig 2.

Fig 2 Aplikimi i QoS teknologjisë

Në pjesën e lidhjes së routerit në WAN shohim se i kemi tri lidhje të drejtpërdrejta ne
WAN ku paraqiten tri nivele të konektivitetit apo te kapacitetit të bandwidth-it.
•
•
•

Slow link speed (link speed ≤ 768kbps)
Medium link speed (768 kbps ≤ link speed ≤ T1/E1)
High link speed (link speed ≥ T1/E1)

Duke pasur parasysh që në këtë dokument pikësynimi është implementimi i shërbimeve
të kualitetit dhe si rrjedhojë kuptojmë që në këtë stad të shtjellimit të temës kemi si synim
ndërmarrjet e vogla, ne do ta bëjmë shtjellimin e problemit kur ndërmarrja ka kapacitete
e limituara dhe nga që luan funksionin e një ndërmarrje me shërbime të veta online
domosdoshmërisht duhet të përcaktoj nivelin Medium link speed, duke ia përshtatur
shërbimet e organizatës për konsumatorin e sajë.
Në vazhdim do t’i sqarojmë pikat rishikuese për përshtatjen e prioriteteve sipas kërkesave
dhe nevojave të cilat ka përcaktuar ndërmarrja.
•
•
•
•

VoIP apo Videot Interactive mund të aplikohen në LLQ (low-latency queuing)
Nuk kërkohet aplikimi i LFI (low-frequency interaction)
Kompresimi i protokoleve në kohë reale është opsion relevant (cRTP)
Klasifikimi i trafikut të klasave (class) nga tri klasë në pesë (three – to – five class)
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Kapaciteti i lidhjes komunikuese Medium link speed mund të akomodoi shërbimet e VoIP
si dhe videove interactive në të njëjtën LLQ klasë të definuar në pajisje pasi që të
përcaktohet shfrytëzimi i kapacitetit në 33% të trafikut total.

2.4.1 Three-Class (voice and data) Model
Në raste kur prioritet për ndërmarrjen janë vetëm të transmetoi zërin (VoIP) dhe
të dhënat atëherë aplikohet ky model ku ka tri procese të klasifikimit: Voice, CallSignaling dhe të dhënat të përgjithshme [3][5][6].
Përcaktimi i prioritizimit të trafikut në këtë rast nuk është i ndarë në mënyre proporcionale
pasi që kemi hapësire që shërbimet e nevojshme siç janë të dhënat senzitive të kenë më
shumë hapësire ndërsa shërbimet me më pak prioritet kanë resurse të bandwidth-it më të
vogël. Skema vizuale në figurën 3 tregon një shpërndarje të resurseve në rastin tone.

Fig 3 Prioritizimi i shërbimeve në bazë të rëndësisë simbas modelit three-class model [3][5][6]

Konfigurimet teknike që paraqesin skemën në fig 3. janë të paraqitura si më poshtë :
class-map match-all Voice
match ip dscp ef
class-map match-any Call Signaling
match ip dscp cs3
match ip dscp af31
!
policy-map WAN-EDGE
class Voice
priority percent 33
compress header ip rtp
class Call Signaling
bandwidth percent 5
class class-default

! IP Phone mark voice to EF
! Feature Call-Signaling marking
! IP Phone mark Call-Signaling to AF31

! Maximum recomanded LLQ queuing
! Optional: enable Class-Based cRTP
! BW guaranty for call-signaling
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! All other data fare-queuing

fair-queue

2.4.2 Five-Class Model

Fig 4 Prioritizimi i shërbimeve në bazë të rëndësisë simbas modelit five-class model [3][5][6]

Në këtë model aplikohen pesë klasifikime të shërbimeve siç shihen nga figura 4.
Më poshtë do e paraqesim konfigurimin e këtij klasifikimi pasi që klasifikimet shihen
nga figura dhe nuk kemi nevojë t’i listojmë përsëri [3][5][6].
Class-map match-all Voice
Match ip desc ef
!
Class-map match-any Call Signaling
Match ip descp cs3
!
Bandwidth percent 2
!
Class-map match-any Critical Data
Match ip dscp cs6
!
Match ip dscp af21 af22
Match ip dscp cs2
Class-map match-all Savenger
Match ip dscp cs1
!
Policy-map WN-EDGE
Class Voice
Priority percent 33
Class Call Signaling
Bandwidth percentage 36
Random-detect dscp-based
Class Scavenger
Bandwidth percent 1
Class class-default

IP Phones mark Voice to EF
Future Call-Signaling marking
Current Call-Signaling marking

Routers mark Routing traffic to CS6
! Recommended markings for Transactional-data
! Recommended marking for Network Manage
! Scavenger marking

! Voice gets 33% of LLQ
! Critical Data class gets 36% BW guarantee
! Enables DSCP-WRED for Critical-Data class
! Scavenger class is throttled

7

Bandwidth percent 25
Random-detect

! Default class gets a 25% BW guarantee
! Enables WRED for class-default

Komanda verifikuese
•

Show policy

2.5 Modulet e kualiteteve të shërbimeve
Kemi të bëjmë me dy module të cilat përfaqësojnë nivelet e ndryshimit të shërbimeve
të rrjetit e që mbulohen me shërbimet IntServ dhe DiffServ të kualitetit të shërbimeve.
Shërbime këto të cilat njihen edhe si Module të QoS Shërbimeve [7][8].

2.5.1 Moduli IntServ
Ky modul mendohet të jetë moduli adekuat për mail shërbime. Duke bërë krahasimet
e IntServ si modul analog të një mail shërbimi specifik siç janë mail shërbimet
diplomatike, me disa parametra të caktuara humbja dhe dërgesa janë të garantuara
[7][8][9].
Për ta specifikuar më shumë modulin IntServ do t’i paraqesim në vazhdim sjelljet e
tij në disa variante siç janë:
▪

Çfarë është duke dërguar dërguesi (masa, maksimumi i shkallës së transmetimit

[MTU], etj.) siç paraqitet sipas Specifikimeve të Transmetuesit..
▪ Çfarë i nevojitet pranuesit (bandwidth [energjia apo kapaciteti mental që nevojitet
për situatën e caktuar], MTU, etj.) ashtu siç paraqitet sipas Specifikimeve të Marrësit
apo pranuesit.
▪ Si përformon sinjali në rrjetë nga dërguesi dhe pranuesi ( kjo është përdorimi i
RSVP-së [Protokoli i rezervimit të resurseve]).
Pika kryesore e këtij moduli janë aplikacionet e marrësit dhe dërguesit të cilat kërkojnë
shërbimet adekuate për transmetim nga rrjeti të cilat do të aplikohen për rrjedhjen e
informacioneve, të cilat paraqiten nga adresa burimore, adresa e destinimit, protokolet e
transportimit të informatës, porti burimor si dhe porti i destinimit.
Përparësitë e IntServ Modulit
Përparësitë e këtij moduli janë:
▪
▪
▪

Thjeshtësia konceptuale, lehtë integrimi në administrimin e policave në rrjetë.
Rrjedhjen diskrete të informacionit për QoS duke e bërë atë të thjeshtë për
përdorim në sistemin e thirrjeve apo transmetimit të zërit.
Aftësia e kontrollit dhe lejimit të qasjes së zërit e cila mund të shfaqet tek
shfrytëzuesi fundorë me kapacitetet e nevojshme të transmetimit.
Mangësitë e IntServ Modulit
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Si çdo sistem edhe IntServ moduli pa dyshim se ka disa mangësi në sistemin e tije dhe
disa nga to do t’i paraqesim më poshtë
▪

▪
▪

Të gjitha pajisjet në rrjetë duhet të shkëmbejnë sinjale për mirëmbajtjen e linjave
komunikuese që në thelb do të thotë se në sisteme të mëdha ku ndodhen pajisje të
shumta të cilat komunikojnë në mes vete do të kishte një trafik enorm e që do të
shkaktonte një konsum të kapaciteteve të transmetimit.
Rifreskimi i mesazheve në formë periodike e cila nga pajisja mund të kërkohet
mbrojtja nga humbjet e paketave në rrjetë dhe ta mbajë sesionin të qasshëm.
Të gjitha pikat apo pajisjet aktive në rrjetë të cilat përdorin këtë modul duhet ta
kenë të implementuar RSVP-në.

2.5.2 Moduli DiffServ
Meqë përmendëm mail shërbimet në modulin IntServ do të vazhdojmë me të njëjtin
analogji të shërbimeve. Shërbimi DiffServ mund të krahasohet edhe me shërbimet e treta
të mail shërbimeve siç janë mailat e rregullt, të regjistruara, me prioritet si dhe ekspres
mail shërbimet [7][8][10].
Premisat e DiffServ janë shumë të thjeshta, ofron nivele të ndryshme të shërbimeve
në rrjetë për paketa prandaj aktivizon parandalimin e diskriminimeve për shkallëzimet e
shërbimeve të rrjetit duke mos pasur nevojë përdorimin e shërbimit për rrjedhje të
informacionit (për-flow) në secilën nyje apo më qartë nuk dërgon sinjale për ta mbajtur
aktiv lidhjen me secilën lidhje që do të rrjedhë informata siç kemi rastin me IntServ
modulin [33].
Në një kuptim më të plotë ky shërbim mund të jetë në kombinim me:
▪
▪
▪

Paraqet një fushë në kokën e internet protokolit në hyrje të rrjetit apo në dalje të
rrjetit (IPP ose DSCP).
Përdor një fushë për ta përcaktuar nyjën brenda një rrjete ku do të përcillet paketa.
Kushtimisht paketa e markuar në dalje të rrjetit është në harmoni me rregullat e
secilit shërbim për klasë.

Në esencë DiffServ moduli është specifikim i PHB-së (Per-hour behavior) i cili një
aplikacion mund të pranoj informatat brenda orës. Bazuar nga kjo në institucionin e
standardizimeve janë disa referenca ku përcaktohen disa sjellje të cilat do t’i paraqesim
më poshtë:
▪
▪
▪

Përcjellja e përshpejtuar – Paraqet shërbimet për prioritetet strikte duke e
krahasuar kështu me shërbimet e ekspres mail [34].
Përcjellja e sigurte – Garanton dërgesën e informacionit në destinacion, kjo
përdoret tek mail shërbimet e regjistruara [35].
Selektuesi i klasave – Paraqet pika koduese të cilat mund të përdoren për
përparësitë e moduleve të internet protokolit [34].
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▪

Shërbimi më i mire (Best-effort service), - Paraqet shërbimin “Dërgesa atëherë
kur është e mundshme” kjo përdoret për shërbimet e mailave të rregullt [36].

Moduli DiffServ ka këto përparësi:
▪
▪
▪
▪

Scalability – Nuk paraqitet nevoja për mirëmbajtje të informacionit gjate rrjedhjes
se saj.
Performance – Kontenti i paketës gjatë transmetimit nevojitet të inspektohet
vetëm njëherë për nevoja të klasifikimit të informatës.
Interoperability – Të gjitha pajisjet përdorin shërbimin IP.
Flexibility – DiffServ moduli nuk ka ndonjë parakusht apo përparësi siç është
teknika e radhës për tu implementuar nga rrjeta për pike. Pika apo pajisja mund të
përdorë çfarëdo shërbimi i cili mund te aplikohet duke pasur parasysh harduerin
dhe arkitekturën e pajisjes përderisa është ne konsistence me pritjet e formës së
sjelljes të definuar nga PHB-ja.

Po ashtu moduli DiffServ ka edhe mangësitë të të cilat do t’i paraqesim si me poshtë:
▪
▪

Rezervimi i brezit të trafikut për transmetim nga burimi në destinim është evident.
Fati i rrjedhjes së informacionit si dhe CAC (Call admission control) e cila
mundëson shtypjen e trafikut në mes vete. Për ta sqaruar marrim shembull ne
rastin kur kemi një brez të trafikut e cila mundëson vetëm 10 telefonata të
transmetohen dhe në rastin kur futet telefonata e 11-të atëherë te gjitha, 11
telefonatat, do të përballen me keqësimin e kualitetit.

2.6 QoS ndërfaqja e komandës
Duke përdorur një platforme të Cisco pajisjes me softuerin Cisco IOS Release
12.0(5)T, do t’i paraqesim një konfigurim të shkurtër të QoS si dhe përshkrimin
thelbësorë të përmbajtjes së konfigurimit [7].
Nga tri komponentë kryesore duke përdorur ndërfaqen e komandave mundësohet
aktivizimi i QoS shërbimit.
Ato janë:
▪

▪

▪

Class Map – Shërben për ta bërë klasifikim e trafikut. Klasifikimi i trafikut bëhet
me ndihmën e IPP-së dhe DSCP-së, sipas listës së kontrollit të qasjes (Access
Control List) e paraqitur në router në bazë të emrit apo numrit.
Policy Map – Një formulim që paraqet identifikimin e trafikut të përcaktuar më
pare nga class map dhe përcaktimi se si duhet të trajtohet. Përfshihen opsionet siç
janë markimi dhe remarkimi i trafikut, polisat, ndarjet, radhitja sipas vonesave apo
klasifikimeve, rrënjët selective si dhe kompensimi i hederëve.
Service Policy – Një paraqitje ku e vendos policën në interface si dhe përcakton
direksionin.

Një shembull i thjeshtë i konfigurimit:
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Router(config)# class-map match-any CRITICAL-DATA
Router(config-cmap)# match protocol http url “*customer*”
Router(config-cmap)# match protocol citrix
Router(config)# policy-map WAN-EDGE
Router(config-pmap)# class CRITICAL-DATA
Router(config-pmap-c)# bandwidth 1000
Router(config)# interface Serial 0/0
Router(config-if)# services-policy output WAN-EDGE

2.7 Auto QoS Shërbimi
Automatik QoS në parim është një mekanizëm inteligjent i cili mund të
aktivizohet nga administratori me një apo dy komanda të thjeshta dhe do të aktivizohen
të gjitha mekanizmat e QoS të cilat rekomandohen nga prodhuesi i pajisjes apo duke u
përshtatur kushteve siç janë kushtet harduerike apo softuerike të pajisjes [7][11].
Komanda Auto QoS është në dispozicion në sistemet LAN dhe WAN të cisco
catalyst switcha si dhe në IOS routera. Si do që të jetë Auto QoS ne fillimet e para të tije
ka qenë në dispozicion vetëm për VoIP.
Automatik QoS përveç që përdorim gjenë në switcha ajo po ashtu gjenë përdorim
edhe në Frame-relay, ATM, HDLC, Point-to-Point Protocol (PPP), etj.
Platforma e parë ku është vënë në funksion Auto QoS është Cisco IOS Release 12.2(15)T.
Më vonë është lansuar Auto QoS Enterprise ku ka bërë lehtësira në implementim
të këtij sistemi në Voice, Video si dhe Data si dhe ka bërë përmirësime të gabimeve
njerëzore dhe njëkohësisht ka ulë koston e trajnimeve. Pra nga kuptimi i rregullimit
automatik, përdoruesit mund të ndërhyjnë në automatizimet e Auto QoS dhe t’i bëjnë ato
të përshtatshme sipas rrethanave të sistemit gjenerik të kompanisë.
Një shembull i thjeshtë i konfigurimit të AutoQoS [12]:
Hapat Gjeneral:
1. configure terminal
2. interface interfaceID
3. Perdorim njërën nga opsionet në varësi të situates:
a. auto qos voip { cisco-phone | cisco-softphone | trust }
b. auto qos video { cts | ip-camera | media-player }
c. auto qos classify {police}
d. auto qos trust { cos | dscp }
4. exit
5. interface interfaceID
6. auto qos trust
7. end
Komanda për monitorim te AutoQoS:
1. show auto qos interface interfaceID
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3. Deklarimi i Problemit
Deri më tani pamë se çfarë mund të na ofroj kualiteti i shërbimit si dhe format apo
metodat të cilat aplikohen gjatë përdorimit të tij. Pikë kryesore të cekur më lartë janë
avantazhet e këtij sistemi në ndërmarrje të vogle dhe në ato të mesme ku të dy këto kanë
për qëllim ofrimin e shërbimeve me sa më pak resurse të internetit.
Më tej për t’i paraqitur sa më qartë do t’i ndajmë në pika të veçanta ku në njërën pikë
do ta paraqesim ndërmarrjen e vogël ndërsa pika tjetër paraqet ndërmarrjen e mesme.
•

Tek ndërmarrjet e vogla marrim rastin e shërbimeve online të webit si dhe FTP-së.
Më tej i paraqesim protokolet e shfrytëzuara ku do të trajtohen në varësi të
prioriteteve të ndërmarrjes. Fillimisht paraqitjen e protokoleve do të shfaqim
përmes veglave auto-discovery apo NBAR shërbimin.

•

Tek ndërmarrjet e mesme marrim rastin e njëjte të shërbimeve ku do ta zgjerojmë
edhe me një degë të saj ku komunikimi do të realizohet përmes VPN-it. Duke
përdorur shërbimin NBAR identifikojmë protokolet në rrjetë dhe më pas
prioritizojmë trafikun duke u dhënë më shumë prioritet shërbimeve të nevojshme
për ndërmarrjen. Nga që në ndërmarrjen e mesme kemi edhe si rast shtesë trafikun
e kriptuar VPN për dallim nga ndërmarrjet e vogla do të paraqesim edhe rezervimin
e këtij trafikut përkrah shërbimeve tjera.

Pasi të kemi identifikuar trafikun në të dy rastet e cekura marrim këto raste studimore:
•
•
•

Testimet e konektivitetit të rrjetit me internet dhe degë
Identifikimin e protokoleve që shfrytëzohen
Aplikimi i prioritizimit të trafikut për shërbimet e brendshme.

Si vazhdimësi e deklarimit të problemit për ta zgjeruar më shumë qëllimin dhe
kuptimin e punimit paraqesim skemat e rrjetit për të dy rastet e ndërmarrjeve si dhe
rolin e pajisjeve që kanë.
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3.1 Skema e rrjetit në ndërmarrjet e vogla
Skema e paraqitur më poshtë do ta paraqes një skemë fizike të një ndërmarrje ku ekziston
vetëm pika qendrore dhe nuk ka pika tjera rajonale si dhe të gjitha shërbimet e saja
bazohen përmes internetit.
Skema e paraqitur më poshtë paraqet rastin e përshkruar.

Fig 5 Skema e paraqitu të një kompanie të vogël

3.1.1 Web Serveri
Web Serveri simulon shërbimet online të kompanisë ku ka të lëshuar në funksion
një WEB-Faqe si dhe FTP-Server. Web faqja është simuluar në server fizik përmes IIS
shërbimit të Microsoft Windows. IIS-Serveri është një virtual machine me sistemin
operativ Windows Server 2008 EE e cila është instaluar konform instruksioneve të
Microsoft [13].

Fig 6 Web Serveri përmes IIS Aplikacionit
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3.1.2 Kompjuterët e Stafit
Kompjuterët e stafit të kompanisë janë kompjuter të simuluar në GNS3 ku po
ashtu janë kompjuter virtual si dhe kanë sisteme operative të ndryshme. Përmes këtyre
kompjuterëve do të simulojmë përdorimin e internetit me tërë kapacitetin që mund ta
absorbojnë.

3.1.3 Switchi
Switchi do të shërbej për lidhjen e brendshme të rrjetit LAN. Ky switch
reprezanton rrjetin e brendshëm të kompanisë.

Fig 7 Switchi i brendshëm

Switchi do të funksionoj në switchport mode të modit access dhe do të operoj në
Default VLAN (Virtual Local Area Network).

3.1.4 Routeri
Routeri paraqet lidhjen me afinitetet e jashtme të internetit për nevojat e kompanisë. Në
skenarin tonë Routeri është një Cisco Router 2600 Series respektivisht Cisco 2610 me kapacitetet,
RAM Memory 128MB, NVRAM 256 KB si dhe IOS-in c2600-adventerprisek9_mz12.
Routeri si konfigurim bazik ka IP Adresimin si dhe rrugën e krijuar si shteg primar.
smallComp#show run
Building configuration...
Current configuration : 1075 bytes
!
version 12.4
!
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hostname smallComp
!
interface Ethernet0/0
description Outside
ip address 20.0.0.2 255.255.255.248
ip nat outside
ip virtual-reassembly
full-duplex
!
interface FastEthernet1/0
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
duplex auto
speed auto
!
ip route 192.168.0.0 255.255.255.0 20.0.0.1
ip route 0.0.0.0 0.0.0.0 192.168.0.1
!
ip nat inside source list 10 interface Ethernet0/0 overload
!
access-list 10 permit any log
!
end

3.2 Skema e rrjetit në ndërmarrjet e mesme
Skema e paraqitur më poshtë do ta paraqes një skemë fizike të një ndërmarrje ku
ekziston pika qendrore si dhe pikat sekondare të cilat ndërlidhjen me sistemin qendror
realizojnë përmes lidhjes private nëpërmes rrjetit publik VPN (Virtual Private Network),
po ashtu edhe të gjitha shërbimet e kësaj ndërmarrje bazohen përmes internetit.
Skema e paraqitur më poshtë paraqet rastin e përshkruar.

Fig 8 Topologjia e rrjetit të ndërmarrjes së mesme
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Skema e adresimeve të topologjisë në kompaninë e mesme:
Paisjet Interfejsat
World Wide Web Ethernet
Ethernet 1/1
ISP Router Ethernet 0/0
Ethernet 1/0
HQ Switch Ethernet 1, 2, 3 …
Windows Server Ethernet 0
Ethernet 0/0
HQ Router
Ethernet 1/1
Ethernet 0/0
Branch Router
Ethernet 1/1
Branch Switch Ethernet 1, 2, 3 …
Users LAN

IP Addresa
20.0.0.1/24
20.0.0.2/24
10.10.10.2/30
20.20.20.2/30
Switchport mode access
172.16.200.10/24
10.10.10.1/30
172.16.200.254/24
20.20.20.1/30
172.16.100.254/24
Switchport mode access
172.16.100.0/24

Tabela 1 IP Adresimi në paisje te ndërmarrjet e mesme

3.2.1 Web Serveri
Web Serveri simulon shërbimet online të kompanisë ku ka të lëshuar në funksion
një WEB-Faqe si dhe FTP-Server.
Web faqja është simuluar në server fizik përmes IIS shërbimit të Microsoft
Windows. IIS-Serveri është një virtual machine me sistemin operativ Windows Server
2008 EE e cila është instaluar konform instruksioneve dhe praktikave më të mira nga
Microsoft [13].

Fig 9 Serveri i shërbimeve online
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Nga ajo që shihet në foto vërejmë se FTP Serveri është aktiv ku dëgjon në të gjitha
adresat e internet protokolit (ip) që mund t’i ketë server si dhe maksimumi i lejuar i
qasjeve në këtë server është 100,000 koneksione apo shfrytëzues në të njëjtën kohë.
Shohim që në momentin e kapjes së PrintScreen ka një shfrytëzues aktiv dhe aj
shfrytëzues nga tabela e udhëzimit më lartë vërejmë se vjen nga Branch Office. Ne e dimë
që kjo lidhje kalon përmes një kanali maksimalisht të sigurt apo pothuajse më i sigurti i
kohës pra fjala është për VPN me kriptim 3DES.

Fig 10 Qasja në FTP Server përmes VPN-it nga branch office

Pamja më lartë tregon konektivitetin me HQ nga Branch Office si dhe qasjen në FTP
Serverin e kompanisë. Gjurmimi I rrugëtimit nga Branch në HQ i shfaqur po ashtu në
foton më lartë paraqet hapat të cilat duhet t’i kalojnë paketat nga HQ në Branch Office.

3.2.2 Kompjuterët e Stafit
Kompjuterët e stafit të kompanisë janë kompjuter të simuluar në GNS3 ku po
ashtu janë kompjuter virtual si dhe kanë sisteme operative të ndryshme.
Përmes këtyre kompjuterëve është simuluar qasja në FTP Server nga Branch
Office. Po ashtu si në rastin e parë edhe në këtë rast përmes QoS shërbimeve do ta
parandalojmë ngulfatjen e trafikut nga këta dy PC për ta rezervuar një pjesë të kapacitetit
Web Serverit. Si dhe do t’i japim prioritet në rrjetë FTP Protokolit.
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3.2.3 Switchi
Rol të ngjashëm si në skemën e parë kanë edhe switchat e paraqitur në topologjinë e dytë,
small bussines. Kapaciteti i porteve të tyre është FastEthernet 10/100 Mb/s dhe operojnë
në modën Switchport access përkatësisht Default VLAN.

3.2.4 Routeri në HQ dhe Branch Office
Konfigurimet bazë duke përfshirë edhe ato të VPN koneksione do t’i paraqesim
në vijime. Routeri i simuluar është Cisco 2600 dhe ka IOS të ngjashëm me atë të
topologjisë së më parshëm. VPN konfigurimet janë realizuar konform praktikave më të
mira të cisco-s si dhe realizimi i koneksionit është kriptuar me protokolin e kriptimit për
të cilin mund të themi se është më i sigurti deri më tani [26].
Konfigurimi bazik i routerit në HQ
HQ#show run
Building configuration...
Current configuration : 1821 bytes
!
version 12.4
!
hostname HQ
!
crypto isakmp policy 1
encr 3des
hash md5
authentication pre-share
group 2
lifetime 86400
crypto isakmp key privatekey address 20.20.20.1
!
crypto ipsec transform-set TS esp-3des esp-md5-hmac
!
crypto map CMAP 10 ipsec-isakmp
set peer 20.20.20.1
set transform-set TS
match address VPN-Traffic
!
interface Ethernet0/0
description Outside
ip address 10.10.10.1 255.255.255.252
ip nat outside
ip virtual-reassembly
half-duplex
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crypto map CMAP
!
interface Ethernet1/1
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
half-duplex
!
ip route 0.0.0.0 0.0.0.0 10.10.10.2
!
ip nat inside source list 100 interface Ethernet0/0 overload
!
ip access-list extended VPN-Traffic
permit ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 100 deny ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 100 permit ip 172.16.200.0 0.0.0.255 any
!
end
Konfigurimi bazik i routerit në Branch Office
Branch#show run
Building configuration...
Current configuration : 1914 bytes
version 12.4
!
hostname Branch
!
crypto isakmp policy 1
encr 3des
hash md5
authentication pre-share
group 2
lifetime 86400
crypto isakmp key privatekey address 10.10.10.1
!
crypto ipsec transform-set TS esp-3des esp-md5-hmac
!
crypto map CMAP 10 ipsec-isakmp
set peer 10.10.10.1
set transform-set TS
match address VPN-Traffic
!
interface Ethernet0/0
description Outside
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ip address 20.20.20.1 255.255.255.252
ip nat outside
ip virtual-reassembly
half-duplex
crypto map CMAP
!
interface Ethernet1/1
description Inside_LAN
ip address 172.16.100.254 255.255.255.0
ip nat inside
ip virtual-reassembly
half-duplex
!
ip route 0.0.0.0 0.0.0.0 20.20.20.2
!
ip nat inside source list 100 interface Ethernet0/0 overload
!
ip access-list extended VPN-Traffic
permit ip 172.16.100.0 0.0.0.255 172.16.200.0 0.0.0.255
access-list 100 deny ip 172.16.100.0 0.0.0.255 172.16.200.0 0.0.0.255
access-list 100 permit ip 172.16.100.0 0.0.0.255 any
!
end

3.2.5 ISP dhe lidhja në internet
ISP Routeri paraqet Internet Service Providerin i cili mundëson lidhjen në rrjetë të
branch office duke lejuar protokolin e kriptimit GRE apo portin TCP 500 ku përmes këtij
protokoli do të realizohet lidhja dhe shkëmbimi i çelësave të kriptimit të trafikut apo
paketave të cilat do të kalojnë përmes rrjetës së sajë, të ISP-se. Ky protokol në të gjitha
rastet në routera është i lejuar nga prodhuesi por ka raste të ndaljes së këtij protokoli nga
vetë politikat e brendshme të ISP-së.

Fig 11 Topologjia e koneksionit VPN
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4. Metodologjia
Në këtë punim metodika e punës është fokusuar në simulime përmes veglës GNS3
dhe VirtualBox vegla këto të cilat funksionojnë si emulator e që do të thotë se sistemet e
përdorura siç janë Routerat, Switchat, Serverët dhe Userat janë sisteme reale virtuale.
Në simulimin e Routerve dhe Switchave duke përfshirë të gjitha konfigurimet e
nevojshme të kërkuara për përmbushjen e kërkesave minimale të këtij punimi janë të
realizuara përmes veglës GNS3 ndërkaq përmes veglës Oracle VirtualBox që mundëson
operimin e sistemeve operative në formë virtuale siç janë përdorur në përgatitjen e
skemave topologjike dhe testimet për arritjet e rezultateve të nevojshme dhe të kërkuara.
Më tej një përshkrim të shkurtër për secilën prej veglave të përdorura në këtë punim.
•
•

GNS3 Network Emulator
Oracle VirtualBox

4.1 Network Emulator GNS3
Duke u bazuar në praktikat më të mira të përdorimit të Emulatorit GNS3 kemi
ndërtuar dy topologjitë dhe kemi mundësuar konfigurimet e shfaqura në këtë punim [14].
Përdorimi i këtij simulatori ka dhënë mundësinë e analizimit të të dhënave në rrjetë,
pra ka mundësuar nxjerrjen e disa analizave siç janë analizimi i paketave komunikuese
gjë e cila në ambiente reale mund të jetë paksa më e vështirë si dhe mbledhja e
informacioneve saktësisht të nevojshme për këtë punim.
GNS3 është një softuer më i avancuar si simulator për faktin se si vegël e fuqishme
që është ka aftësinë e përdorimit të resurseve harduerike dhe kontrollimin e tyre në formë
të kontrolluar nga shfrytëzuesi. Ky simulator mund të përdoret për dizajnimin e
topologjive komplekse dhe ka aftësinë e testimeve ngjashëm si në ambiente reale.
Bazohet në disa nën softuer siç janë Dynamips[15], Pemu/Qemu[16] si dhe Dynagen[17].
Paraqitja grafike e Softuerit GNS3 marrë me PrintScreen gjatë përgatitjes së këtij
punimi.

Fig 12 GNS3 PrintScreen pamja fillestare

21

4.2 Operating Systems Emulator Oracle VirtualBox
VirtualBox është një platformë virtuale e cila instalohet brenda një sistemi operativ
dhe mundëson përdorimin e shumë sistemeve operative në një platformë të vetme
fizike[18].
Teknikat dhe mundësitë e përdorura të cilat VirtualBox mundëson janë të përdorshme
për disa skenarë siç janë:

•
•
•
•

Disa sisteme operative duke operuar në të njëjtën kohë
Mundësimi më i lehtë i instalimit të softuerëve
Testime si dhe kthime pas katastrofave
Konsolidim të infrastrukturës

Në topologjinë tone për t’i përmbushur disa kërkesa kemi vënë në përdorim këtë
sistem si dhe kemi përdorur vetëm pjesët ku kanë qenë të nevojshme për realizimin e këtij
punimi.
Përparësitë e këtij sistemi virtual janë të shumta, disa do t’i listojmë ndërsa mbetet që
lexuesit të kërkojnë për më tepër nga që nuk hyjnë në punë në shtjellimin e temës.
Referohuni në [19].
-

Portabil,
Nuk nevojitet pajisje shtese për virtualizim,
Përkrahja e resurseve harduerike,
Mundësimi i gjenerimit të SnapShotëve, etj.

Konform rregullave të përkrahjes së sistemeve operative nga VirtualBox [20] edhe në
topologjinë tone kemi përdorur disa sisteme operative siç i kemi ilustruar në këtë punim.
Paraqitja grafike e VirtualBox-it:

Fig 13 Oracle VirtualBox Manager Window
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Studimi i rastit
Në këtë punim kemi të bëjmë me disa raste studimesh andaj lista më poshtë paraqet
vetëm rastet e studimit të cilat i kemi paraqitur tek deklarimi i problemit të këtij punimi.
Për secilën pikë të cekur nga deklarimi i problemit do t’i marrim disa raste për të dy
ndërmarrjet.
•

Testimet e konektivitetit të rrjetit me internet dhe degë

•

Identifikimin e protokoleve që shfrytëzohen

•

Aplikimi i prioritizimit të trafikut për shërbimet e brendshme.
o Markimi i trafikut me interes dhe trajtimi i tij
o Implementimi i evitimit të ngjeshjes së trafikut në rrjete

5.1 Testimi i konektivitetit të rrjetit me internet dhe degë të
ndërmarrjeve
Nga testimet e konektivitetit të rrjetit mësojmë që rrjeta jonë është funksionale dhe
operative për konfigurime të tjera apo publikime të shërbimeve.
Komanda “PING” është përdorur në të dy topologjitë ku rezultatet e shfaqura janë
paraqitur në pjesën e rezultateve të këtij punimi.
Në të dy ndërmarrjet gjithashtu janë paraqitur rezultate të disponueshmërisë së
shërbimeve të dy ndërmarrjeve.

5.2 Identifikimin e protokoleve që shfrytëzohen
5.2.1 Aplikimi në ndërmarrjet e vogla dhe të mesme
Konfigurimi NBAR (Network-Base Application Recognition) është bazuar në
praktikat më të mira të realizimit të tij në cisco paisjeve[24].
Më poshtë paraqesim konfigurimet e nevojshme për të aktivizuar shërbimin
NBAR si dhe caktojmë periudhën kohore të monitorimit.
Vendosja e konfigurimit në interface ku dëshirojmë të përcjellim trafikun.
smallComp(config)# interface ethernet 0/0
smallComp(config-if)# ip nbar protocol-discovery
smallComp(config-if)# load-interval 60
Komandat verifikuese
smallComp# show ip nbar protocol-discovery stats bit-rate top-n 10
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Me qenë se ngjajshëm bëhet konfigurimi edhe në interfejsat tjerë të routerit apo
të topologjisë tjetër tek ndërmarrjet e mesme ne nuk do të i paraqesim ato konfigurime.

5.3 Aplikimi i prioritizimit të trafikut për shërbimet e brendshme
Me qenë se trajtimi i trafikut ka specifikat e veçanta në varësi të kërkesave të
ndërmarrjeve apo nevojave të saja atëherë veq e veq trajtojmë markimin e trafikut me
interes nga të dy ndërmarrjet.

5.3.1 Markimi i trafikut me interes dhe trajtimi i tij në ndërmarrje të
vogla
Duke shfrytëzuar mekanizmin NBAR për identifikim të protokoleve që
shfrytëzohen, aplikojmë ndarjen e kapaciteteve të bandwidth-it duke arritur në evitimin e
ngarkesave dhe disponueshmërinë e shërbimeve. Konfigurimi modular është bazuar në
praktikat më të mira të realizimit të tij të cilin do ta përdorim në vijim [23].
Selektimi i Trafikut
Me anë të “access-list”-ave bëjmë selektimin e trafikut të dëshiruar në bazë të IP
Adresave.
smallComp(config)# access-list 101 permit ip 172.16.200.0 0.0.0.50 any
smallComp(config)# access-list 102 permit ip 172.16.200.50 0.0.0.205 any
Më herët pamë që trafiku mund të limitohet edhe në bazë të protokoleve por këtë
formë do ta përdorim në ndërmarrjet e mesme.
Definimi i Trafikut
Në këtë shembull janë krijuar dy klasifikime apo class, njëra paraqet kapacitetin
e bandwidth-it për pjesën e serverëve ndërkaq tjetja paraqet pjesën e shfrytëzuesve.
smallComp (config)# class-map Servers
smallComp (config-cmap)# match access-group 101
smallComp (config)# class-map Hosts
smallComp (config-cmap)# match access-group 102
Definimi i politikave të trafikut
Në definimin e politikave të trafikut kemi caktuar parametrat e bandwidth-it për
dy klasat e krijuara me larte Servers class me kapacitet prej 4mbps dhe Hosts class
2.5mbps nga kapaciteti total 7.5mbps. Veçanërisht për klasën Hosts është paraqitur edhe
limiti i maksimumit të paketave që do të transmetohen e që është limituar në 30
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smallComp (config)# policy-map Traffic
smallComp (config-pmap)# class Servers
smallComp (config-pmap-c)# bandwidth 4000
smallComp (config-pmap)# class Hosts
smallComp (config-pmap-c)# bandwidth 2500
smallComp (config-pmap-c)# queue-limit 30
smallComp (config-pmap)# class class-default
smallComp (config-pmap-c)# fair-queue
Aplikimi i policave në interface
Pasi të definohet trafiku dhe të aplikohen parametrat e dëshiruara atëherë
aplikohet konfigurimi në ndërfaqe.
smallComp (config)# interface ethernet 0/0
smallComp (config-if)# service-policy output Traffic
smallComp (config)# interface fastEthernet 1/0
smallComp (config-if)# service-policy output Traffic
Komandat verifikuese
smallComp# show policy-map interface ethernet 0/0
smallComp# show policy-map interface fastEthernet 1/0
smallComp# show policy-map Traffic

5.3.2 Markimi i trafikut me interes dhe trajtimi i tij në ndërmarrje të
mesme
Prioritizimi nënkupton ndërhyrjen në listën e pritjeve për procedim të paketave siç
janë metodat FIFO, FILO dhe LIFO. Pra qështja është që nëse një protokol i cili ka
prioritet në rrjete atëherë do të jetë në gjendje që rregullat e cekura mos t’i përfill.
Një shembull i prioritizimit të FTP dhe WWW protokolit.
Dimë që kompania e mesme ka disa lloje të shërbimeve në sfondin e sajë siç janë
shërbimet e FTP-se të cilat janë prioriteti më i lartë i kompanisë, shërbimet e ueb-it të
cilat po ashtu kanë prioritet të lartë por e klasifikuar si dytësori konform FTP-së. Në
vazhdim do t’i paraqesim disa konfigurime dhe rezultate të prioritizimit.
•
•

Klasifikimi i FTP-së është në serverin me IP Adresë 172.16.200.10
Klasifikimi i WEB-it është në serverin me IP Adresë 172.16.200.20

Fillimisht siç kemi bërë standard, selektimin i trafikut, në këtë rast serverëve të cilët
japin shërbimet.
HQ(config)# access-list 10 permit 172.16.200.10 0.0.0.0
HQ(config)# access-list 20 permit 172.16.200.20 0.0.0.0

➔ FTP Serveri
➔ Web Serveri
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Pas selektimit të trafikut përcaktojmë prioritizimin si më poshtë
HQ(config)# priority-list 1 protocol ip high list 10
HQ(config)# priority-list 1 protocol ip medium list 20
HQ(config)# priority-list 1 default low ➔ “default” përcakton trafikun e rëndomtë
Pastaj konfigurimin e bëjmë aktiv duke e aplikuar në interface
HQ(config)# interface Ethernet 0/0
HQ(config-if)# priority-group 1
Komanda verifikuese
HQ# show queueing priority
Diffserv QoS Konfgurimi
Konfigurimi i modit diffserv të kualitetit të shërbimeve siç kemi thënë më parë që
përmes markimin dhe identifikimin e trafikut mundësohet prioritizimi apo kompatibiliteti
i trafikimit të paketave në rrjetë.
Në këtë shembull ne dëshirojmë që të paraqesim End-to-End QoS shërbimin përmes
klasifikimeve të ndryshme të trafikut duke përdorur modulin QoS Differentiated Service.
Në tabelën e paraqitur më poshtë janë paraqitur protokolet të cilat do t’i favorizojmë
si shërbime. Me që shërbimet i kemi në HQ atëhere prioritetet duhet të caktohen në
Routerin e HQ-së.
Traffik Class
Traffic Type
DSCP Value
Premium
FTP
46
Gold

Telnet
SMTP

18
22

Silver
Bronz

HTTP
Other

26
best-effort

Tabela 2 Ndarja e prioriteteve të protokoleve në rrjete

Markimi i trafikut me interes
HQ(config)# access-list 110 permit tcp any any eq ftp
HQ(config)# access-list 120 permit tcp any any eq telnet
HQ(config)# access-list 130 permit tcp any any eq smtp
HQ(config)# access-list 140 permit tcp any any eq www
HQ(config)# access-list 150 permit ip any any
Klasifikimi i trafikut
HQ(config)# class-map match-all EF
HQ(config-cmap)# match access-group 110
HQ(config)# class-map match-all AF1
HQ(config-cmap)# match access-group 120
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HQ(config)# class-map match-all AF21
HQ(config-cmap)# match access-group 130
HQ(config)# class-map match-all AF23
HQ(config-cmap)# match access-group 140
Policat e trajtimit të trafikut të klasifikuar
HQ(config)# policy-map DSCP
HQ(config-pmap)# class EF
HQ(config-pmap-c)# set ip dscp 46
HQ(config-pmap)# class AF1
HQ(config-pmap-c)# set ip dscp 10
HQ(config-pmap)# class AF21
HQ(config-pmap-c)# set ip dscp 18
HQ(config-pmap-c)# class AF23
HQ(config-pmap-c)# set ip dscp 22
Pasi që kemi bërë klasifikimin dhe më pas markimin e trafikut tani do t’i përcaktojmë
klasët e trajtimit të trafikut me interes.
HQ(config)# class-map match-all premium
HQ(config-cmap)# match ip dscp 46
HQ(config)# class-map match-all gold
HQ(config-cmap)# match ip dscp 18 22
HQ(config)# class-map match-all silver
HQ(config-cmap)# match ip dscp 10
HQ(config)# class-map best-effort
HQ(config-cmap)# match access-group 150
HQ(config)# policy-map priority
HQ(config-pmap)# class premium
HQ(config-pmap-c)# priority percent 45
HQ(config-pmap)# class gold
HQ(config-pmap-c)# bandwidth percent 30
HQ(config-pmap)# class silver
HQ(config-pmap-c)# shape average 320000
HQ(config-pmap-c)# bandwidth percent 20
HQ(config-pmap)# class best-effort
HQ(config-pmap-c)# police 128000 1750 1750 conform-action set-dscptransmit 0
Aplikimi i konfigurimit në Routerin HQ
HQ(config)# interface ethernet 1/0
HQ(config-if)# service-policy input DSCP
HQ(config)# interface ethernet 0/0
HQ(config-if)# service-policy output priority
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Pasi të bëhet aplikimi në interface në mënyre që po i njëjti trafik të aplikohet edhe
ne VPN koneksion, konfigurimi duhet të aplikohet në crypto map.
HQ(conf-crypto-map)# crypto map CMAP 10 ipsec-isakmp
HQ(conf-crypto-map)# qos pre-classify
Komanda verifikuese
HQ# show policy-map interface ethernet 0/0
HQ# show policy-map interface fastEthernet 1/0
HQ# show policy-map priority
HQ#show crypto map

5.3.3 Implementimi i evitimit të ngjeshjes së trafikut në rrjetë
Nga ky demonstrim shfaqim menaxhimin e vonesave si dhe parandalimin e
menaxhimin e varirimit të vonesave nga mbingarkesa. Pra në demonstrim do ta bëjmë
menaxhimin e ngarkesave të trafikut në hyrje dhe atij në dalje të routerit ku paketat që
tejkalojnë limitet e kapaciteteve do t’i menaxhojmë sipas mënyrës sonë në kuptimin se
çfarë duhet të bëhet “drop”, çfarë duhet të pres për transmetim të më vonshëm “queuing”
dhe çfarë është trafik i rregullt.
NDËRMARRJET E VOGLA
Shpesh ballafaqohemi me ngjeshjen e trafikut ku më pas sigurisht shfaqen
humbjet apo vonesat gjatë transmetimit. Nga vonesat e shpeshta në rrjetë mund të humbet
besueshmëria e shërbimeve. Ne kemi tentuar që brenda routerit fillimisht të markojmë
trafikun me interes në interfejsa si trafik të brendshëm e më pas në dalje të prioritizojmë
atë duke aplikuar po në të njëjtit interfejsa por si trafik të jashtëm.
Për ndërmarrjen në fjalë trafiku me interes është për FTP server dhe web server e
më pas trafiku i rëndomtë.
Selektimi i trafikut të brendshëm me interes.
smallComp(config)# class-map match-all http
smallComp(config-cmap)# match protocol http
smallComp(config-cmap)# match protocol secure-http
smallComp(config)# class-map match-all FTP
smallComp(config-cmap)# match protocol ftp
Markimi i trafikut të selektuar sipas DSCP mekanizmit të kualitetit të
shërbimeve
smallComp(config-pmap)# policy-map traffic_in
smallComp(config-pmap-c)# class http
smallComp(config-pmap-c)# set dscp af21
smallComp(config-pmap-c)# class FTP
smallComp(config-pmap-c)# set dscp af31
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Aplikimi në interfejs të brendshëm si trafik në hyrje nga shfrytëzuesit brenda
organizatës
smallComp(config) interface fastEthernet 1/0
smallComp(config-if)# service-policy input traffic_in
Aplikimi në interfejs të jashtëm si trafik në hyrje nga shfrytëzuesit jashtë
organizatës
smallComp(config) interface Ethernet 0/0
smallComp(config-if)# service-policy input traffic_in
Pas selektimit të trafikut aplikojmë policat sipas rëndësisë. Pasi trafiku me interes
është selektuar dhe markuar me vlerë e DSCP-së atëherë mbetet që po i njëjti trafik të
kapet dhe të trajtohet sipas rregullave që i cakton administratori.
Kapja e trafikut të selektuar
smallComp(config)# class-map match-all match_af21
smallComp(config-cmap)# match dscp af21
smallComp(config)# class-map match-all match_af31
smallComp(config-cmap)# match dscp af31
Përcaktimi i policave të trafikut
smallComp(config-pmap)# policy-map traffic_out
smallComp(config-pmap-c)# class match_af21
smallComp(config-pmap-c)# bandwidth percent 30
smallComp(config-pmap-c)# class match_af31
smallComp(config-pmap-c)# bandwidth percent 50
smallComp(config-pmap-c)# class class-default
smallComp(config-pmap-c)# bandwidth remaining percent 20
Aplikimi në interfejsa si trafik në dalje
smallComp(config) interface fastEthernet 1/0
smallComp(config-if)# service-policy output traffic_out
smallComp(config) interface Ethernet 0/0
smallComp(config-if)# service-policy output traffic_out
Komanda verifikuese
smallComp# show class-map
smallComp# show policy-map

29

NDËRMARRJET E MESME
Për dallim nga ndërmarrjet e vogla në rastin tonë si protokole të cilat duhet t’i
koshtojmë vëmendje përveq FTP-se dhe HTTP-se kemi edhe trafikun IPsec ku përmes
këtij protokoli realizohet lidhja VPN me zyret dytësore.
Ngjajshëm nga praktika në ndërmarrjet e vogla bëjmë fillimisht selektimin e
trafikut më pas trajtojmë në forma të veçanta protokolet me interes.
Për ndërmarrjen në fjalë trafiku me interes është për FTP server WEB serveri dhe IPsec
Tunnel e më pas trafiku i rëndomtë.
Selektimi i trafikut të brendshëm me interes në routerin HQ.
HQ(config)# class-map match-all IPsec
HQ(config-cmap)# match protocol ipsec
HQ(config)# class-map match-all http
HQ(config-cmap)# match protocol http
HQ(config-cmap)# match protocol secure-http
HQ(config)# class-map match-all FTP
HQ(config-cmap)# match protocol ftp
Markimi i trafikut të selektuar sipas DSCP mekanizmit të kualitetit të
shërbimeve dhe vlera prioritare e protolollit
HQ(config-pmap)# policy-map traffic_in
HQ(config-pmap-c)# class http
HQ(config-pmap-c)# set dscp af21
HQ(config-pmap-c)# class FTP
HQ(config-pmap-c)# set dscp af32
HQ(config-pmap-c)# class IPsec
HQ(config-pmap-c)# set dscp af31
Aplikimi në interfejs të brendshëm si trafik në hyrje nga shfrytëzuesit brenda
organizatës
HQ(config) interface FastEthernet 1/1
HQ(config-if)# service-policy input traffic_in
Aplikimi në interfejs të jashtëm si trafik në hyrje nga shfrytëzuesit jashtë
organizatës
HQ(config) interface Ethernet 0/0
HQ(config-if)# service-policy input traffic_in

30

Pas selektimit të trafikut aplikojmë policat sipas rëndësisë së protokolit. Pasi
protokoleve u është dhënë vlera e DSCP-së atëherë mbetet që po i njëjti trafik të kapet
dhe të trajtohet sipas rregullave që i cakton administratori. Ky konfigurim është aplikuar
edhe në routerin e zyrës regjionale Branch router.
Si më parë fillimisht bëhet kapja e trafikut të selektuar dhe markimi me vlerën
DSCP.
HQ(config)# class-map match-all match_af21
HQ(config-cmap)# match dscp af21
HQ(config)# class-map match-all match_af32
HQ(config-cmap)# match dscp af32
HQ(config)# class-map match-all match_af31
HQ(config-cmap)# match dscp af31
Përcaktimi i policave të trafikut dhe trajtimi i tij sipas rregllave që i caktohen.
HQ(config-pmap)# policy-map traffic_out
HQ(config-pmap-c)# class match_af21
HQ(config-pmap-c)# bandwidth percentage 20
HQ(config-pmap-c)# class match_af32
HQ(config-pmap-c)# bandwidth percentage 20
HQ(config-pmap-c)# class match_af31
HQ(config-pmap-c)# bandwidth percentage 30
HQ(config-pmap-c)# class class-default
HQ(config-pmap-c)# bandwidth remaining percentage 10
Aplikimi në interfejsa si trafik në dalje
HQ(config) interface fastEthernet 1/1
HQ(config-if)# service-policy output traffic_out
HQ(config) interface Ethernet 0/0
HQ(config-if)# service-policy output traffic_out
Konfigurimit i shtohet edhe aplikimi në VPN tunel në mënyrë që edhe brenda
VPN-it të mos ketë ngjeshje të trafikut ashtu si jashtë tij.
HQ(config)# crypto map CMAP 10 ipsec-isakmp
HQ(config-crypto-map)# qos pre-classify
Komanda verifikuese
HQ# show class-map
HQ# show policy-map
HQ# show interfaces
HQ# show crypto map
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5. Rezultatet
Radhazi paraqesim rezultatet e mara nga dy topologjitë e aplikuara në rastin tonë.
Gjëja kryesore e punimit është aplikimi i kualiteteve të shërbimit andaj kjo pikë do të
paraqitet në detaje për të dy rastet tona të topologjive nga ndërmarrjet e vogla dhe të
mesme.
Pikët e paraqitura nga deklarimi i problemit të cilave do t’i paraqesim rezultatet janë
si në vijime.
•

Testimet e konektivitetit të rrjetit me internet dhe degë

•

Identifikimin e protokoleve që shfrytëzohen

•

Aplikimi i prioritizimit të trafikut për shërbimet e brendshme.
o Markimi i trafikut me interes dhe trajtimi i tij
o Implementimi i evitimit të ngjeshjes së trafikut në rrjete

6.1 Testimet e konektivitetit të rrjetit me internet dhe degë
NDËRMARRJET E VOGLA
Paraqesim së pari konektivitetin me portën dalëse të rrjetit (Default Gateway) e cila
është parësore.

Fig 14 Testimi i konektivitetit me default gateway

smallComp# ping 20.0.0.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 20.0.0.1, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/50/92 ms
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Bazuar në skemën e paraqitur më lartë tek deklarimi i problem vërejmë që default
Gateway i topologjisë sonë është 20.0.0.1 e cila është rruga dalëse apo siç njihet edhe si
ISP.
Bazuar në informatat e mara gjatë testimit vërejmë që nga 5 tentimet për arritje të
destinimit 5 nga to kanë qenë të suksesshme. Ndërkaq rrugëtimi ka variruar nga 4 ms e
cila konsiderohet si koha më e shpejte që ka mund të transmetohen të dhënat ka qenë kjo
e deri në vlerën mesatare prej 50 ms dhe duke arritur vonesa deri në 92 ms.
Pra gjykuar nga kjo që shohim konstatojmë se konektivitetin me internet e kemi të
suksesshëm.
Paraqesim konektivitetin nga serveri i kompanisë ne Default Gateway.

Fig 15 Testimi i konektivitetit nga serveri i kompanisë

Njësoj duke përdorur komandën “ping” si më parë kemi bërë testimin e konektivitetit
nga Serveri brenda kompanisë “smallComp” i cili mban IP Adresën 172.16.200.10/24.
Figura në vazhdim paraqet konektivitetit e mare me PrintScreen nga VirtualBox.

Fig 16 Pamje nga rezultatet e testimit të konektivitetit ne internet
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Nga informatat e mara gjatë testimit vërejmë se konektiviteti nga Serveri ne Default
Gateway ka qenë i suksesshëm. Nga 4 tentimet kanë rezultuar 4 përgjigje të suksesshme
ku vërejmë një varirim të kthimit të përgjigjes ku koha minimale apo më e shpejtë është
17ms ndërkaq koha mesatare 173ms dhe ajo maksimale 544ms.
Duke u bazuar në praktikat e testimeve të rrjetave mësojmë se nëse njëri host brenda
një rrjete ku rangu i IP Adresave është i ngjashëm dhe konektiviteti rezulton i
suksesshëm atëherë nuk ka nevojë të realizohen testime tjera brenda atij rangu të IP-ve.
NDËRMARRJET E MESME
Me qëllim të thjeshtimit sa më shumë të rasteve dhe kuptimit të funksionalizimit të
rrjetit atëherë do ta realizojmë një skanerë më të thjeshtë.
Nga server FTP në HQ do ta pingojmë pikën e përbashkët dalëse në internet ku po
nga e njëjta pike apo nyje do të duhej të kaloj edhe Branch Office. Kjo mund të realizohet
në rastin tone nga që siç kemi cekur më parë që topologjitë janë virtuale dhe të realizuara
në emulator GNS3. Pika e fundit e ISP-së së improvizuar është IP Adresa 20.0.0.1.

Fig 17 Testimi i konektivitetit nga serveri i shërbimeve në ndërmarrjet e mesme

Realizimi i testimit nga FTP Serveri në HQ ka rezultuar me sukses dhe siç shihet nga
figura më lartë lidhja mesatar apo vonesat mesatare janë afërisht 50ms.
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Fig 18 Testimi i konektivitetit nga branch office

Po nga Hosti në Branch Office kemi të realizuar të njëjtën situatë ku mesatarisht 50ms
janë vonesat gjatë rrugëtimit nëpër ISP.
TESTIMI I KONEKTIVITETIT ME DEGË
Për ta pasur një pasqyrë më të qartë të funksionalitetit në topologjinë tonë në vazhdim
paraqesim disa “troubleshoting” komanda të cilat janë të bazuara në praktikat më të mira
nga cisco për gjurmimin e gabimeve në konfigurim apo gjetjen e shkakut ku pasojë kanë
mos lidhjen e pikave për realizimin e VPN-it [27].
Testimi në Routerin HQ:
HQ#show crypto isakmp sa
dst

src

state

conn-id

slot

status

10.10.10.1

20.20.20.1

QM_IDLE

1

0

ACTIVE

Nga komanda show crypto isakmp sa vërejmë që të dy pikat janë të konektuara dhe
si dhe statusi i konektivitetit është aktiv që nënkupton se lidhja është duke u realizuar
normalisht [28].
HQ#show crypto ipsec sa
interface: Ethernet0/0
Crypto map tag: CMAP, local addr 10.10.10.1
protected vrf: (none)

35

local ident (addr/mask/prot/port): (172.16.200.0/255.255.255.0/0/0)
remote ident (addr/mask/prot/port): (172.16.100.0/255.255.255.0/0/0)
current_peer 20.20.20.1 port 500
PERMIT, flags={origin_is_acl,}
#pkts encaps: 15009, #pkts encrypt: 15009, #pkts digest: 15009
#pkts decaps: 15031, #pkts decrypt: 15031, #pkts verify: 15031
#pkts compressed: 0, #pkts decompressed: 0
#pkts not compressed: 0, #pkts compr. failed: 0
#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0
local crypto endpt.: 10.10.10.1, remote crypto endpt.: 20.20.20.1
path mtu 1500, ip mtu 1500, ip mtu idb Ethernet0/0
current outbound spi: 0x36D1B6B6(919713462)
inbound esp sas:
spi: 0x6D0275C9(1828877769)
transform: esp-3des esp-md5-hmac ,
in use settings ={Tunnel, }
conn id: 2002, flow_id: SW:2, crypto map: CMAP
sa timing: remaining key lifetime (k/sec): (4429975/1618)
IV size: 8 bytes
replay detection support: Y
Status: ACTIVE
inbound ah sas:
inbound pcp sas:
outbound esp sas:
spi: 0x36D1B6B6(919713462)
transform: esp-3des esp-md5-hmac ,
in use settings ={Tunnel, }
conn id: 2001, flow_id: SW:1, crypto map: CMAP
sa timing: remaining key lifetime (k/sec): (4429975/1616)
IV size: 8 bytes
replay detection support: Y
Status: ACTIVE
outbound ah sas:
outbound pcp sas:
Komanda e radhës show crypto ipsec sa vërteton dy rrjetat lokale të poentuar ku ne
i kemi hijezuar dhe po ashtu tregon që është duke kaluar trafiku përmes kësaj lidhje të
sigurt [29].
HQ# show crypto engine connections active
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ID Interface
1 Ethernet0/0
2001 Ethernet0/0
2002 Ethernet0/0

IP-Address
10.10.10.1
10.10.10.1
10.10.10.1

State
set
set
set

Algorithm
Encrypt Decrypt
HMAC_MD5+3DES_56_C
0
0
3DES+MD5
3166
0
3DES+MD5
0
3168

Nga komanda show crypto engine connection active mund të shohim paraqitjen
e seciles anë të koneksionit dhe algoritmin e kriptimit si dhe trafikun e enkriptuar dhe i
cili ka kaluar me sukses nëpërmes VPN-it [30].
Testimi në routerin Branch Office:
Po e njëjta situate do të paraqitet edhe në routerin branch vetëm se IP Addresa
burimore dhe ajo e destinimit normalisht do të kenë vendet e ndërruara nga që ka
kundërvështrim tjeter [27][28][29][30].

6.2 Identifikimin e protokoleve që shfrytëzohen
Përmes protokolit NBAR i cili pamë se si aplikohet nga studimi i rastit, në vazhdimësi
paraqesim rezultatet e tij si dhe mundësitë të cilat na ofron si vegël monitoruese.

6.2.1 Aplikimi në ndërmarrjet e vogla dhe të mesme
NDËRMARRJET E VOGLA
Duke aplikuar komandën verifikuese show ip nbar protocol-discovery stats bit-rate
top-n 5 shfaqim:

Fig 19 Rezultatet e paraqitura nga protokoli NBAR
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Nga rezultatet e paraqitura në figurë shohim top 5 protokolet të cilat kanë aktivitet në
rrejte.
Pra HTTP dhe FTP janë tashmë duke u përdorur dhe vërejmë volumin e paketave
të këtyre protokoleve brenda 60 sekondave në routerin e ndërmarrjeve të vogla.
NDËRMARRJET E MESME
Ngjajshëm paraqesim edhe rastin në ndërmarrjet e mesme ku kemi të bëjmë me
dy pika, ajo në HQ dhe ajo në zyrën Rexhionale.

Fig 20 Top 5 rezultatet e paraqitura nga protokoli NBAR në HQ Router

Nga Routeri ne HQ shohim protokolet e shfrytëzuara ku më poshtë kemi trajtimet
e secilit prej tyre në varësi të nevojave nga ndërmarrja.

Fig 21 Top 5 rezultatet e paraqitura nga protokoli NBAR në Routerin Branch

Vërejmë që në interfejsin Ethernet 0/0 kemi trafikun “ipsec” ku nga konfigurimet
e mëparshme dimë që VPN-in e kemi të koncentruar në po atë interfejs.

38

6.3 Aplikimi i prioritizimit të trafikut për shërbimet e brendshme
Ashtu si në studimin e rastit edhe rezultatet do t’i shfaqim veq e veq për të qenë
sa më të kjarta dhe më të kuptueshme.

6.3.1 Markimi i trafikut me interes dhe trajtimi i tij
NDËRMARRJET E VOGLA
Duke përdorur komandat verifikuese në vazhdim shfaqim rezultatet e markimit
dhe trajtimit të trafikut ne bazë të access listave ku kemi selektuar pjesën e Serverave si
dhe pjesën e Shfrytëzuesve dhe u kemi caktuar kapacitet e bandwidth-it sipas prioriteteve.
smallComp# show policy-map interface Ethernet 0/0
Ethernet0/0
Service-policy output: Traffic
Class-map: Servers (match-all)
0 packets, 0 bytes
1 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 101
Queueing
Output Queue: Conversation 265
Bandwidth 4000 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: Hosts (match-all)
0 packets, 0 bytes
1 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
Queueing
Output Queue: Conversation 266
Bandwidth 2500 (kbps)Max Threshold 30 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: class-default (match-any)
42332 packets, 63978776 bytes
1 minute offered rate 3647000 bps, drop rate 10000 bps
Match: any
Queueing
Flow Based Fair Queueing
Maximum Number of Hashed Queues 256
(total queued/total drops/no-buffer drops) 48/319/0
smallComp# show policy-map interface FastEthernet 1/0
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FastEthernet1/0
Service-policy output: Traffic
Class-map: Servers (match-all)
0 packets, 0 bytes
1 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 101
Queueing
Output Queue: Conversation 265
Bandwidth 4000 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: Hosts (match-all)
0 packets, 0 bytes
1 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
Queueing
Output Queue: Conversation 266
Bandwidth 2500 (kbps)Max Threshold 30 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: class-default (match-any)
84644 packets, 4685541 bytes
1 minute offered rate 125000 bps, drop rate 0 bps
Match: any
Queueing
Flow Based Fair Queueing
Maximum Number of Hashed Queues 256
(total queued/total drops/no-buffer drops) 0/0/0
smallComp# show policy-map Traffic
Policy Map Traffic
Class Servers
Bandwidth 4000 (kbps) Max Threshold 64 (packets)
Class Hosts
Bandwidth 2500 (kbps) Max Threshold 30 (packets)
Class class-default
Flow based Fair Queueing
Bandwidth 0 (kbps) Max Threshold 64 (packets)
NDËRMARRJET E MESME
Nga studimi i rastit kemi mare dy modele te prioritizimit te trafikut IntServ dhe
DiffServ. Në keto modele kemi aplikuar rregulla të ndryshme të prioritizimit, ne baze te
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akses listave si dhe protokoleve. Rezultatet e ketyre konfigurimeve jane paraqitur si me
poshte:
IntServ
Duke përdorur komandën verifikuese shohim.
HQ#show queueing priority
Current DLCI priority queue configuration:
Current priority queue configuration:
List
1
1
1

Queue Args
low default
high protocol ip
normal protocol ip

list 10
list 20

Nga ky rezultat verejme prioritetin e marë për listen 10 dhe listen 20
DiffServ
Rezultatet e konfigurimit të modulit DiffServ do te shfaqen duke mare per baze protokolet
e sherbimit.
HQ#show policy-map interface fastEthernet 0/0
FastEthernet0/0
Service-policy output: priority
Class-map: premium (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: ip dscp ef (46)
Queueing
Strict Priority
Output Queue: Conversation 264
Bandwidth 45 (%)
Bandwidth 45000 (kbps) Burst 1125000 (Bytes)
(pkts matched/bytes matched) 0/0
(total drops/bytes drops) 0/0
Class-map: gold (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: ip dscp af21 (18) af23 (22)
Queueing
Output Queue: Conversation 265
Bandwidth 30 (%)
Bandwidth 30000 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
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(depth/total drops/no-buffer drops) 0/0/0
Class-map: silver (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: ip dscp af11 (10)
Queueing
Output Queue: Conversation 266
Bandwidth 20 (%)
Bandwidth 20000 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: best-effort (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 150
police:
cir 128000 bps, bc 1750 bytes
conformed 0 packets, 0 bytes; actions:
set-dscp-transmit default
exceeded 0 packets, 0 bytes; actions:
drop
conformed 0 bps, exceed 0 bps
Class-map: class-default (match-any)
15 packets, 1474 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: any
HQ#show policy-map int fast 1/0
FastEthernet1/0
Service-policy input: DSCP
Class-map: EF (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 110
QoS Set
dscp ef
Packets marked 0
Class-map: AF1 (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 120
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QoS Set
dscp af11
Packets marked 0
Class-map: AF21 (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 130
QoS Set
dscp af21
Packets marked 0
Class-map: AF23 (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 140
QoS Set
dscp af23
Packets marked 0
Class-map: class-default (match-any)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: any
HQ#show policy-map priority
Policy Map priority
Class premium
Strict Priority
Bandwidth 45 (%)
Class gold
Bandwidth 30 (%) Max Threshold 64 (packets)
Class silver
Bandwidth 20 (%) Max Threshold 64 (packets)
Class best-effort
police cir 128000 bc 1750 be 1750
conform-action set-dscp-transmit default
exceed-action drop

6.3.2 Implementimi i evitimit të ngjeshjes së trafikut në rrjete
Nga kapacitetet e limituara të resurseve siç është bandwidth-i shpesh në rrjetë shfaqen
simptomat e ngjeshjes së strafikut në interfejsa ku më pas vije edhe sasia e madhe e drop
paketave nga që skadon jetshmëria e paketës dhe kështu transmetimi ynë që kemi nisur
nuk mund apo arrin i përgjysmuar.

43

Në të dy rastet tona kemi paraqitur menaxhimin e ngjeshjes së trafikut në mënyrë që
mos të kemi humbje të të dhënave senzitive për organizatën.
NDËRMARRJET E VOGLA
Ngjajshëm nxjerrim rezultatet e konfigurimit nga komandat verifikuese.
smallComp# show class-map
Class Map match-all http (id 1)
Match protocol http
Match protocol secure-http
Class Map match-all ftp (id 2)
Match protocol ftp
Class Map match-all match_af21 (id 3)
Match dscp af21 (18)
Class Map match-all match_af31 (id 4)
Match dscp af31 (26)
Class Map match-any class-default (id 0)
Match any
smallComp# show policy-map
Policy Map traffic_in
Class http
set dscp af21
Class ftp
set dscp af31
Policy Map traffic_out
Class match_af21
Bandwidth 30 (%) Max Threshold 64 (packets)
Class match_af31
Bandwidth 50 (%) Max Threshold 64 (packets)
Class class-default
NDËRMARRJET E MESME
Ngjajshëm si në ndërmarrjet e vogla nxjerrim rezultatet e konfigurimit nga komandat
verifikuese.
HQ#show class-map
Class Map match-all IPsec (id 1)
Match protocol ipsec
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Class Map match-all http (id 2)
Match protocol http
Match protocol secure-http
Class Map match-all ftp (id 3)
Match protocol ftp
Class Map match-all match_af21 (id 4)
Match dscp af21 (18)
Class Map match-all match_af32 (id 5)
Match dscp af32 (28)
Class Map match-all match_af31 (id 6)
Match dscp af31 (26)
HQ#show policy-map
Policy Map traffic_in
Class http
set dscp af21
Class ftp
set dscp af32
Class IPsec
set dscp af31
Policy Map traffic_out
Class match_af21
Bandwidth 20 (%) Max Threshold 64 (packets)
Class match_af32
Bandwidth 20 (%) Max Threshold 64 (packets)
Class match_af31
Bandwidth 30 (%) Max Threshold 64 (packets)
Class class-default
HQ#show interfaces
FastEthernet0/0 is up, line protocol is up
Hardware is DEC21140, address is ca01.14fc.0000 (bia ca01.14fc.0000)
Description: Outside
Internet address is 10.10.10.1/30
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
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Half-duplex, 100Mb/s, 100BaseTX/FX
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:01:57, output 00:00:00, output hang never
Last clearing of "show interface" counters never
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: Class-based queueing
Output queue: 0/1000/64/0 (size/max total/threshold/drops)
Conversations 0/1/256 (active/max active/max total)
Reserved Conversations 3/3 (allocated/max allocated)
Available Bandwidth 5000 kilobits/sec
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 1000 bits/sec, 1 packets/sec
758 packets input, 66436 bytes
Received 48 broadcasts, 0 runts, 0 giants, 0 throttles
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored
0 watchdog
0 input packets with dribble condition detected
2682 packets output, 208722 bytes, 0 underruns
0 output errors, 0 collisions, 2 interface resets
0 babbles, 0 late collision, 0 deferred
0 lost carrier, 0 no carrier
0 output buffer failures, 0 output buffers swapped out
FastEthernet1/0 is up, line protocol is up
Hardware is DEC21140, address is ca01.14fc.001c (bia ca01.14fc.001c)
Description: Inside_LAN
Internet address is 172.16.200.254/24
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Half-duplex, 100Mb/s, 100BaseTX/FX
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:00, output 00:00:01, output hang never
Last clearing of "show interface" counters never
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: Class-based queueing
Output queue: 0/1000/64/0 (size/max total/threshold/drops)
Conversations 0/1/256 (active/max active/max total)
Reserved Conversations 3/3 (allocated/max allocated)
Available Bandwidth 5000 kilobits/sec
5 minute input rate 1000 bits/sec, 2 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
4535 packets input, 355270 bytes
Received 2185 broadcasts, 0 runts, 0 giants, 0 throttles
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0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored
0 watchdog
0 input packets with dribble condition detected
1239 packets output, 98229 bytes, 0 underruns
0 output errors, 0 collisions, 2 interface resets
0 babbles, 0 late collision, 0 deferred
0 lost carrier, 0 no carrier
0 output buffer failures, 0 output buffers swapped out
HQ#show crypto map
Crypto Map "CMAP" 10 ipsec-isakmp
Peer = 20.20.20.1
Extended IP access list VPN-Traffic
access-list VPN-Traffic permit ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
Current peer: 20.20.20.1
Security association lifetime: 4608000 kilobytes/3600 seconds
PFS (Y/N): N
Transform sets={
TS,
}
QOS pre-classification
Interfaces using crypto map CMAP:
FastEthernet0/0
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6. Evaluimi i punës
Nga çfarë është trajtuar në punim janë disa prej mundësive të cilat na ofrohen nga
shërbimi i QoS. Në kapitujt më lartë është bërë një përshkrim rreth mundësive dhe
lehtësirave të cilat ofrohen për të bërë një shërbim më efikas, dhe njëkohësisht duke marrë
parasysh volumin e shfrytëzimit janë paraqitur disa nga alternativat dhe mundesitë, ku,
janë identifikuar protokolet e shfrytëzuara dhe janë trajtuar sipas nevojave specifike, është
bërë prioritizimi i sektoreve të veçanta të shërbimeve, si dhe janë evituar vonesat në
maksimum duke përdorur aftësitë e shërbimit të kualitetit në forma përcaktuese për
segment të rrjetit, apo protokol në varësi të situatave.

6.2 Vijueshmëria e punës
Në vazhdimësi është zbërthyer kualiteti i shërbimeve si dhe limitet e saja për sa i
përket disponueshmërisë së shërbimit brenda organizatës, gjithashtu janë evidentuar disa
nga mangësitë të cilat mund të ballafaqohemi pasi ta kemi lëshur një shërbim ku volumi
i shfrytëzueshmërisë është i pa kontrolluar në kohë dhe kapacitete. Më pas është paraqitur
rëndësia për sa i përket aplikimit të kësaj teknologjie si dhe mundësitë të cilat na ofrohen
në segmente të ndryshme siç janë Voice dhe Data.
Për bazë janë marrë paisjet nga prodhuesi Cisco duke mos përfshirë prudhues të tjerë
të cilat mundësojnë përdorimin e kësaj teknologjie.
Dizajnimi dhe proceset e QoS teknologjisë janë paraqitur si pjese më e theksuar e këtij
punimi ku janë aplikuar disa nga mundësitë në dy modelet e tij të cilat njihen si Module
e që janë Moduli IntServ dhe DiffServ, si dhe janë cekur përparësitë dhe mangësitë e
këtyre shërbimeve.

6.3 Kontributi i punës
Qëllimi i punës ka për bazë që me mundësi të limituara të paraqesim mundësi të cilat
si kontribut janë ofrimet e teknologjisë ku në 80% e ndërmarrjeve nuk e aplikojnë
shërbimin QoS, çka kishte me qenë një mundësi e mirë në reduktim të shpenzimeve të pa
nevojshme në kapacitete harduerike apo edhe sherbimeve të internetit, ku nga përdorimi
masiv i një aplikacioni online apo faqe interneti detyrimisht duhet rritur edhe kapacitetet
nga se si mangësi kanë mos përdorimin e QoS shërbimit. Paisjet e përdorura kanë një rol
të madh në këtë mes nga se këto paisje kanë mbulueshmërine e plotë të shërbimit QoS
dhe aplikohet me lehtësi.
Si lehtësim për testim real të aplikimit të shërbimit QoS rol të madh kanë edhe
përdorimi i aplikacioneve apo siç njihen edhe si Emulator, siç janë GNS3 dhe VirtualBox.
Me ndihmën e këtyre emulatorëve kemi aplikuar disa nga mundësitë të cilat oftohen nga
shërbimi QoS ku ambienti i krijuar ka ndjesinë e përdorimt real me funksionalitet të njëjt.
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6.4 Qëllimi i punës
Sqarimet shtesë gjatë aplikimit të shërbimeve të kualitetit në këtë punim kanë për
qëllim përdorimin e kuptueshëm gjatë secilit hap. Gjatë leximit dhe praktikimit të këtij
punimi është marë për bazë që edhe një njohës jo i mirë i teknologjisë të krijoj ndjesinë e
përdorimit të tij si dhe të ketë parasysh mundësitë e teknologjisë sa i përket ofrimit të
shërbimeve si dhe domosdoshmërinë e përdorimit të tij. Në këtë rast konsideroj që punimi
ka arritur qëllimin evet.
Materiali ka një mbulueshmëri të pjesshme sa i përket formave dhe mundësive të
aplikimit të shërbimit shoqëruar me pjesën sqaruese duke u bazuar në praktikat më të mira
sa i përket Cisco teknologjisë. Secila kompani apo organizatë ka si bazë ofrimin e
shërbimeve duke mos hasur në vështirësi apo ndërprerje të sherbimit për konsumatorin
apo shfrytëzuesin e sajë, dhe ky punim si pikë qëllimi ka po këtë fakt.

6.5 Tendenca në të ardhmën
Në këtë punim është paraqitur markimi dhe trajtimi i trafikut brenda rrjetës së
administruar, gjithashtu janë paraqitur evitimet e ngjeshjes dhe ngulfatjes së trafikut me
interes.
Gjithsesi punimi nuk përfshinë në tërësi aplikimin dhe implementimin e shërbimeve
QoS por mbetet në vazhdimësi të bëhet studim më i thellë sa i përket evitimit të ngjeshjeve
në trafik apo WRED, efikasiteti i linkut dhe Link eficiency, kualiteti i shërbimeve
proaktive SAA, vegla AutoQoS.
Më tej mbetet të shihet aplikimi i QoS shërbimit në switching teknologji dhe
mundësitë apo lehtësirat e kësaj teknologjie. Nga leximi në këtë punim dijmë që ky
shërbim gjenë një zbatim më të gjërë në rrjetat LAN dhe WAN.
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7. Përfundim
Ofrimi i kualitetit të shërbimeve është një sfidë e madhe sa i përket ndërmarrjeve të
vogla dhe të mesme apo edhe industritë e mëdha. Në këtë punim janë paraqitur disa
mundësi të aplikimit të mekanizmave të kualitetit të shërbimeve që njihet si QoS. Po ashtu
vërejmë tek pjesa e rezultateve, përshtatshmërinë e protokoleve me interes dhe trajtimin
e tij konform protokoleve tjera me më pak rëndësi.
Verejmë që tek ndërmarrjet e mesme për dallim nga ndërmarrjet e vogla kemi edhe
një sfidë nga që kemi të bëjmë me pikën dytësore dhe pikën regjionale ku komunikimi
me këtë pikë realizohej nga rrjeta private virtuale VPN.
Në mënyrë që ta evitojmë ngjeshjet apo ngulfatjen e trafikut ne rrjete kemi dhënë disa
alternativa duke paraqitur nga një shembull për ndërmarrjet e vogla dhe të mesme në të
cilat shfaqëm fillimisht trendin e shfrytëzimit të protokoleve e më pas trajtuam ato
protokole të cilat ishin me interes si dhe protokolet me më pak interes, krijuam polici dhe
evituam ngjeshjen e trafikut nga këto protokole.
Krahasuar volumin e trafikut në ndërmarrjet e vogla dhe ato të mesme sigurisht se
mund të jetë i dukshëm por se evitimit të ngjeshjes së trafikut duhet ta menaxhojmë
gjithasesi tek të dy këto ndërmarrje. Tek ndërmarrjet e vogla kemi vetëm protokolet HTTP
dhe FTP si dhe trafikun e rëndomtë ndërsa në ndërmarrjet e mesme këtyre protokoleve u
shtohet edhe trafiku i VPN-it ku po ashtu duhet bërë trajtimi i veçant dhe në këtë punim
kemi aplikuar metodën e menaxhimit të këtij lloji të trafikut i cili paraqitet përmes
protokolit IPSEC.
Pikat e trajtuara në këtë punim tek të dy rastet e paraqitura sa i përket Kualiteteve të
shërbimeve tek keto ndërmarrje.
•
•
•
•
•

Markimi i trafikut nga brenda dhe jashtë.
Trajtimi i protokoleve të veçanta dhe afinitetet e secilit protokol në rrjetë.
Evitimi i ngjeshjes së trafikut në rrjete.
Ofrimi i shërbimeve të ndërmarrjeve duke përdorur veglat e kualitetit të
shërbimeve.
Aplikimi i kualiteteve të shërbimeve në rrjeten VPN.

50

8. Referencat
1. "E.800: Terms and definitions related to quality of service and network performance including
dependability". ITU-T Recommendation. August 1994. Retrieved October 14, 2011. Updated
September 2008 as Definitions of terms related to quality of service
2. Enterprise QoS Solution Reference Network Design Guide, Version 3.3, San Jose, CA 951341706 USA, Cisco Systems.inc, Nobember 2005
3. Szigeti, Tim and Christina Hattingh. End-to-End QoS Network Design: Quality of Service in
LANs, WANs and VPNs. Indianapolis: Cisco Press, 2004
4. http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/QoS_SRND/QoSSRND-Book/QoSIntro.html. Last View 18.12.2014
5. http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/QoS_SRND/QoSSRND-Book/WANQoS.html Last View 18.12.2014
6. Cisco IOS Quality of Service Solutions Configuration Guide. San Jose, CA 95134-1706 USA, Cisco
Systems.inc, March 5 2009
7. End-to-End QoS Network Design: Quality of Service in LANs, WANs and VPNs. Tim Szigeti,
CCIE No.9794, and Christina Hattingh. Cisco Press, Indianapolis, IN 4624 USA, October 2004,
ISBN: 1-58705-176-1
8. http://www.cisco.com/c/en/us/products/ios-nx-os-software/quality-of-service-qos/index.html.
Last View 15.12.2014
9. http://www.cisco.com/c/en/us/products/ios-nx-os-software/integrated-services/index.html. Last
View 15.12.2014
10. http://www.cisco.com/c/en/us/products/ios-nx-os-software/differentiated-services/index.html.
Last View 15.12.2014
11. http://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst6500/ios/122SX/configuration/guide/book/auto_qos.html. Last View 15.12.2014
12. http://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst2960x/software/150_2_EX/qos/configuration_guide/b_qos_152ex_2960-x_cg/b_qos_152ex_2960x_cg_chapter_011.html. Last View 15.12.2014
13. http://www.petri.com/how-to-install-windows-server-2008-step-by-step.htm. Last View
16.12.2014
14. https://community.gns3.com/community/support/documentation. Last View 16.12.2014
15. https://community.gns3.com/community/software/download/appliances/blog/2014/10/03/dynami
ps/. Last View 18.12.2014
16. http://www.gns3.net/qemu/. Last View 20.12.2014
17. http://www.gns3.net/dynagen/. Last View 20.12.2014
18. http://www.virtualbox.org/manual/ch01.html#idp52562720. Last View 19.12.2014
19. http://www.virtualbox.org/manual/ch01.html#features-overview. Last View 19.12.2014

51

20. http://www.virtualbox.org/manual/ch01.html#hostossupport. Last View 19.12.2014
21. https://www.wireshark.org/docs/wsug_html_chunked/ChapterIntroduction.html#ChIntroWhatIs.
Last View 20.12.2014
22. https://www.wireshark.org/docs/wsug_html_chunked/ChapterIntroduction.html. Last View
20.12.2014
23. http://www.cisco.com/c/en/us/td/docs/ios/12_2/qos/configuration/guide/fqos_c/qcfmcli2.html.
Last View 27.12.2014
24. http://www.cisco.com/c/en/us/td/docs/ios/12_2/qos/configuration/guide/fqos_c/qcfnbar.html#wp
xref80560. Last View 27.12.2014
25. http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus1000/sw/4_0_4_s_v_1_3/qos/co
nfiguration/guide/n1000v_qos/n1000v_qos_6dscpval.html. Last View 27.12.2014
26. http://www.cisco.com/c/en/us/td/docs/security/vpn_modules/6342/vpn_cg/6342site3.html. Last
View 28.12.2014
27. http://www.cisco.com/c/en/us/support/docs/security-vpn/ipsec-negotiation-ike-protocols/5409ipsec-debug-00.html. Last View 28.12.2014
28. http://www.cisco.com/c/en/us/support/docs/security-vpn/ipsec-negotiation-ike-protocols/5409ipsec-debug-00.html#isakmp_sa. Last View 27.12.2014
29. http://www.cisco.com/c/en/us/support/docs/security-vpn/ipsec-negotiation-ike-protocols/5409ipsec-debug-00.html#ipsec_sa. Last View 27.12.2014
30. http://www.cisco.com/c/en/us/support/docs/security-vpn/ipsec-negotiation-ike-protocols/5409ipsec-debug-00.html#crypto_engine. Last View 28.12.2014
31. http://www.cisco.com/c/en/us/td/docs/security/vpn_modules/6342/vpn_cg/6342site3.html. Last
View 28.12.2014
32. http://www.cisco.com/c/en/us/td/docs/ios/12_2/qos/configuration/guide/fqos_c/qcfvpn.html.
Last View 28.12.2014
33. RFC 2474 “Differentiated Services Field” , December 1998. Last View 21.01.2015
34. RFC 3246 “An Expedited Forwarding PHB”, March 2002. Last View 21.01.2015
35. RFC 2597 “Assured Forwarding PHB Group”, June 1999. Last View 21.01.2015
36. http://www.slac.stanford.edu/grp/scs/net/talk/qos-itu-apr01/sld001.htm. Last View 21.01.2014

52

Lista e Figurave
FIG 1 VEGLAT PROCESIMIT TË TEKNOLOGJISE QOS NË PAIJET E CISCO SYSTEMS [2] [4] .................................................... 4
FIG 2 APLIKIMI I QOS TEKNOLOGJISË ..................................................................................................................... 5
FIG 3 PRIORITIZIMI I SHËRBIMEVE NË BAZË TË RËNDËSISË SIMBAS MODELIT THREE-CLASS MODEL [3][5][6] ......................... 6
FIG 4 PRIORITIZIMI I SHËRBIMEVE NË BAZË TË RËNDËSISË SIMBAS MODELIT FIVE-CLASS MODEL [3][5][6] ............................ 7
FIG 5 SKEMA E PARAQITU TË NJË KOMPANIE TË VOGËL ............................................................................................ 13
FIG 6 WEB SERVERI PËRMES IIS APLIKACIONIT ...................................................................................................... 13
FIG 7 SWITCHI I BRENDSHËM ............................................................................................................................. 14
FIG 8 TOPOLOGJIA E RRJETIT TË NDËRMARRJES SË MESME ........................................................................................ 15
FIG 9 SERVERI I SHËRBIMEVE ONLINE ................................................................................................................... 16
FIG 10 QASJA NË FTP SERVER PËRMES VPN-IT NGA BRANCH OFFICE......................................................................... 17
FIG 11 TOPOLOGJIA E KONEKSIONIT VPN............................................................................................................. 20
FIG 12 GNS3 PRINTSCREEN PAMJA FILLESTARE .................................................................................................... 21
FIG 13 ORACLE VIRTUALBOX MANAGER WINDOW ................................................................................................ 22
FIG 14 TESTIMI I KONEKTIVITETIT ME DEFAULT GATEWAY ........................................................................................ 32
FIG 15 TESTIMI I KONEKTIVITETIT NGA SERVERI I KOMPANISË .................................................................................... 33
FIG 16 PAMJE NGA REZULTATET E TESTIMIT TË KONEKTIVITETIT NE INTERNET ............................................................... 33
FIG 17 TESTIMI I KONEKTIVITETIT NGA SERVERI I SHËRBIMEVE NË NDËRMARRJET E MESME ............................................. 34
FIG 18 TESTIMI I KONEKTIVITETIT NGA BRANCH OFFICE ............................................................................................ 35
FIG 19 REZULTATET E PARAQITURA NGA PROTOKOLI NBAR ..................................................................................... 37
FIG 20 TOP 5 REZULTATET E PARAQITURA NGA PROTOKOLI NBAR NË HQ ROUTER ...................................................... 38
FIG 21 TOP 5 REZULTATET E PARAQITURA NGA PROTOKOLI NBAR NË ROUTERIN BRANCH ............................................. 38

Lista e Tabelave
TABELA 1 IP ADRESIMI NË PAISJE TE NDËRMARRJET E MESME ................................................................................... 16
TABELA 2 NDARJA E PRIORITETEVE TË PROTOKOLEVE NË RRJETE ................................................................................ 26

53

Appendix A
smallComp#show run
Building configuration...
Current configuration : 1575 bytes
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname smallComp
!
boot-start-marker
boot-end-marker
!
no aaa new-model
no ip icmp rate-limit unreachable
!
ip cef
no ip domain lookup
!
ip tcp synwait-time 5
!
class-map match-all Hosts
match access-group 102
class-map match-all Servers
match access-group 101
!
policy-map Traffic
class Servers
bandwidth 4000
class Hosts
bandwidth 2500
queue-limit 30
class class-default
fair-queue
!
interface Ethernet0/0
description Outside
ip address 20.0.0.2 255.255.255.248
ip nbar protocol-discovery
ip nat outside
ip virtual-reassembly
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load-interval 60
duplex full
service-policy output Traffic
!
interface FastEthernet1/0
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
duplex half
service-policy output Traffic
!
ip route 0.0.0.0 0.0.0.0 20.0.0.1
!
no ip http server
no ip http secure-server
!
ip nat inside source list 10 interface Ethernet0/0 overload
!
access-list 10 permit any log
access-list 101 permit ip 172.16.200.0 0.0.0.50 any
access-list 102 permit ip 172.16.200.50 0.0.0.205 any
no cdp log mismatch duplex
!
control-plane
!
gatekeeper
shutdown
!
line con 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line aux 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line vty 0 4
login
!
end
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Appendix B
smallComp#show run
Building configuration...
Current configuration : 1784 bytes
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname smallComp
!
boot-start-marker
boot-end-marker
!
no aaa new-model
no ip icmp rate-limit unreachable
!
ip cef
no ip domain lookup
!
ip tcp synwait-time 5
!
class-map match-all http
match protocol http
match protocol secure-http
class-map match-all match_af21
match dscp af21
class-map match-all match_af31
match dscp af31
class-map match-all ftp
match protocol ftp
!
policy-map traffic_in
class http
set dscp af21
class ftp
set dscp af31
policy-map traffic_out
class match_af21
bandwidth percent 30
class match_af31
bandwidth percent 50
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class class-default
!
interface FastEthernet0/0
description Outside
ip address 20.0.0.2 255.255.255.248
ip nbar protocol-discovery
ip nat outside
ip virtual-reassembly
load-interval 60
duplex full
max-reserved-bandwidth 80
service-policy input traffic_in
service-policy output traffic_out
!
interface FastEthernet1/0
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
duplex half
max-reserved-bandwidth 80
service-policy input traffic_in
service-policy output traffic_out
!
ip route 0.0.0.0 0.0.0.0 192.168.0.1
ip route 192.168.0.0 255.255.255.0 20.0.0.1
!
no ip http server
no ip http secure-server
!
ip nat inside source list 10 interface FastEthernet0/0 overload
!
access-list 10 permit any log
no cdp log mismatch duplex
!
control-plane
!
gatekeeper
shutdown
!
line con 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
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line aux 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line vty 0 4
login
!
End

Appendix C
HQ#show run
Building configuration...
Current configuration : 1791 bytes
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname HQ
!
boot-start-marker
boot-end-marker
!
no aaa new-model
no ip icmp rate-limit unreachable
!
ip cef
no ip domain lookup
!
ip tcp synwait-time 5
!
crypto isakmp policy 1
encr 3des
hash md5
authentication pre-share
group 2
crypto isakmp key privatekey address 20.20.20.1
!
crypto ipsec transform-set TS esp-3des esp-md5-hmac
!
crypto map CMAP 10 ipsec-isakmp
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set peer 20.20.20.1
set transform-set TS
match address VPN-Traffic
!
interface Ethernet0/0
description Outside
ip address 10.10.10.1 255.255.255.252
ip nat outside
ip virtual-reassembly
duplex half
priority-group 1
crypto map CMAP
!
interface FastEthernet1/0
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
duplex half
!
ip route 0.0.0.0 0.0.0.0 10.10.10.2
!
no ip http server
no ip http secure-server
!
ip nat inside source list 100 interface Ethernet0/0 overload
!
ip access-list extended VPN-Traffic
permit ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 10 permit 172.16.200.10
access-list 20 permit 172.16.200.20
access-list 100 deny ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 100 permit ip 172.16.200.0 0.0.0.255 any
priority-list 1 protocol ip high list 10
priority-list 1 protocol ip medium list 20
priority-list 1 default low
no cdp log mismatch duplex
!
control-plane
!
gatekeeper
shutdown
!
line con 0
exec-timeout 0 0
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privilege level 15
logging synchronous
stopbits 1
line aux 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line vty 0 4
login
!
end

Appendix D
HQ#show run
Building configuration...
Current configuration : 2672 bytes
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname HQ
!
boot-start-marker
boot-end-marker
!
no aaa new-model
no ip icmp rate-limit unreachable
!
ip cef
no ip domain lookup
!
ip tcp synwait-time 5
!
class-map match-all gold
match ip dscp af21 af23
class-map match-all EF
match access-group 110
class-map match-all AF21
match access-group 130
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class-map match-all AF23
match access-group 140
class-map match-all silver
match ip dscp af11
class-map match-all best-effort
match access-group 150
class-map match-all AF1
match access-group 120
class-map match-all premium
match ip dscp ef
!
policy-map DSCP
class EF
set ip dscp ef
class AF1
set ip dscp af11
class AF21
set ip dscp af21
class AF23
set ip dscp af23
policy-map priority
class premium
priority percent 45
class gold
bandwidth percent 30
class silver
shape average 320000
bandwidth percent 20
class best-effort
police 128000 1750 1750 conform-action set-dscp-transmit 0
!
crypto isakmp policy 1
encr 3des
hash md5
authentication pre-share
group 2
crypto isakmp key privatekey address 20.20.20.1
!
crypto ipsec transform-set TS esp-3des esp-md5-hmac
!
crypto map CMAP 10 ipsec-isakmp
set peer 20.20.20.1
set transform-set TS
match address VPN-Traffic
qos pre-classify
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!
interface FastEthernet0/0
description Outside
ip address 10.10.10.1 255.255.255.252
ip nat outside
ip virtual-reassembly
shutdown
duplex half
crypto map CMAP
max-reserved-bandwidth 100
service-policy output priority
!
interface FastEthernet1/0
description Inside_LAN
ip address 172.16.200.254 255.255.255.0
ip nat inside
ip virtual-reassembly
shutdown
duplex half
service-policy input DSCP
!
ip route 0.0.0.0 0.0.0.0 10.10.10.2
!
no ip http server
no ip http secure-server
!
ip nat inside source list 100 interface FastEthernet0/0 overload
!
ip access-list extended VPN-Traffic
permit ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 100 deny ip 172.16.200.0 0.0.0.255 172.16.100.0 0.0.0.255
access-list 100 permit ip 172.16.200.0 0.0.0.255 any
access-list 110 permit tcp any any eq ftp
access-list 120 permit tcp any any eq telnet
access-list 130 permit tcp any any eq smtp
access-list 140 permit tcp any any eq www
access-list 150 permit ip any any
no cdp log mismatch duplex
!
control-plane
!
gatekeeper
shutdown
!
line con 0
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exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line aux 0
exec-timeout 0 0
privilege level 15
logging synchronous
stopbits 1
line vty 0 4
login
!
End
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