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Wahyu Hendro Hartono, Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok 
dalam Pengenalan Ekspresi Wajah Menggunakan Metode Histogram of Oriented 
Gradients 
Pembimbing: Drs. Muh. Arif Rahman, M.Kom. dan Edy Santoso, S.Si., M.Kom. 
Manusia dapat menyampaikan niat dan emosi melalui beberapa cara 
nonverbal, seperti gerakan tubuh, ekspresi wajah dan cara lain baik sengaja 
maupun tidak disengaja. Meskipun dapat diamati dan dikenali dengan baik oleh 
sesama manusia, pengenalan ekspresi wajah merupakan hal yang sulit untuk 
dilakukan oleh komputer. Kesulitan komputer untuk mengenali ekspresi wajah 
salah satunya berasal dari sulitnya menemukan representasi yang efektif untuk 
membedakan satu ekspresi dengan yang lain. Oleh karena itu penelitian ini 
mencoba menemukan representasi yang efektif dengan menemukan kombinasi 
optimal antara resolusi citra wajah dan parameter yang digunakan pada 
perhitungan fitur histogram of oriented gradients (HOG). HOG merepresentasikan 
citra dengan membagi citra dalam sel-sel, kemudian membentuk histogram berisi 
nilai dan arah gradien pada setiap sel. Penelitian dilakukan pada CK+ database 
yang berisi 327 ekspresi wajah dari 7 jenis ekspresi. Pengenalan ekspresi wajah 
dilakukan dengan algoritme support vector machine (SVM) dengan 
memperhatikan akurasi sebagai ukuran kinerja dari fitur HOG yang diusulkan. 
Berdasarkan pengujian yang dilakukan, didapatkan akurasi tertinggi sebesar 
94,19% pada resolusi 120×120 piksel, ukuran sel 6×6 piksel, dan ukuran blok 2×2 
sel non overlapping. Akurasi terendah sebesar 73,70% didapatkan pada resolusi 
48×48 piksel, ukuran sel 12×12 piksel, dengan ukuran blok 2×2 sel non overlapping. 
Dalam pengujian ini juga didapatkan bahwa konfigurasi ukuran sel 8×8 dan ukuran 
blok 2×2 dengan overlapping ½ memberikan kinerja tertinggi yang konsisten 
terhadap semua resolusi dengan akurasi rata-rata sebesar 92,36%. 





Wahyu Hendro Hartono, The Effect of Image Resolution and Cell and Block Size 
in Facial Expression Recognition using Histogram of Oriented Gradients 
Supervisors: Drs. Muh. Arif Rahman, M.Kom. and Edy Santoso, S.Si., M.Kom. 
Humans can express emotions and intentions through many nonverbal ways 
such as gesture and facial expression either deliberately, or accidentally. Although 
humans can recognize facial expression quite easily, facial expression recognition 
is a difficult task to do for a computer. The challenge in recognizing these facial 
expression come from the difficulties of finding effective representation of these 
expression to differ it from one another. Therefore, through this research, we try 
to find best combination between image resolution, and tuning the parameter of 
histogram of oriented gradients (HOG) features. HOG features are constructed by 
dividing the image into cells then calculate histogram in each cell based on 
gradient magnitude and orientation. The final descriptor is formed by 
concatenation of histogram from all cells. This research is conducted on CK+ 
database with 327 facial expression from 7 different classes. The recognition part 
is done by support vector machine (SVM) classifier, then we measure the 
performance by comparing the accuracy of the result between HOG features 
parameter and image resolution combination. Based on the tests that have been 
carried out, highest accuracy of the algorithm achieved at 94.19% on 120×120 
pixels resolution, with 6×6 pixels cell size and 2×2 cells block with no overlapping. 
The smallest accuracy of the experiment is obtained at 73.70% on 48×48 pixels 
resolution, with 12×12 pixels cell size and 2×2 cells block with no overlapping. In 
all of the tests that have been conducted, the best cell and block configuration 
across all resolution achieved on 8×8 pixels cell size and 2×2 cells block size with ½ 
overlapping with average accuracy 92.36%. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Manusia dapat menyampaikan niat dan emosi melalui beberapa cara 
nonverbal, seperti gerakan tubuh, ekspresi wajah dan cara lain baik sengaja 
maupun tidak disengaja. Ekspresi wajah mungkin adalah cara yang paling berguna 
yang dilakukan manusia untuk berkomunikasi satu sama lain (Chen et al., 2014). 
Ekspresi ini dihasilkan dari pergerakan otot-otot wajah. Ekspresi wajah merupakan 
perubahan bentuk komponen wajah sebagai respons terhadap kondisi emosi, niat 
atau maksud, bahkan usaha seseorang untuk berkomunikasi dengan orang lain 
(Yingli Tian et al., 2011). 
Meskipun dapat diamati dan dikenali dengan baik oleh sesama manusia, dan 
dapat direkam dengan jelas dengan kamera, pengenalan ekspresi wajah 
merupakan hal yang sulit untuk dilakukan oleh komputer (Gritti et al., 2008). 
Padahal, ekspresi wajah dapat digunakan dalam macam-macam keperluan. 
Misalnya sebagai salah satu metode dalam mendeteksi kebohongan, digunakan 
dalam bidang medis untuk membantu pemeriksaan kondisi pasien meliputi 
psikologi, psikiatri, neurologi, penilaian rasa sakit, dan dalam penerapan 
lingkungan cerdas melalui interaksi antara manusia dan komputer (Yingli Tian et 
al., 2011). Interaksi ini akan menjadi jauh lebih efektif jika komputer dapat 
memahami kondisi emosional seorang pengguna berdasarkan gambar-gambar 
ekspresi wajah yang telah diberikan sebelumnya. Selain itu, pengenalan ekspresi 
wajah juga berguna dalam pengawasan terhadap tindak kejahatan, dan 
membantu membangun animasi ekspresi wajah dari data yang dikumpulkan dari 
seorang subjek (Fan & Tjahjadi, 2015). 
Kesulitan komputer untuk mengenali ekspresi wajah salah satunya berasal dari 
sulitnya menemukan representasi yang efektif untuk membedakan satu ekspresi 
dengan yang lain. Beberapa metode pengenalan ekspresi wajah umumnya 
mencoba menemukan representasi yang cocok untuk merepresentasikan ekspresi 
secara efisien, tanpa menghilangkan detail yang berguna untuk mengenali 
ekspresi-ekspresi tersebut. Secara garis besar, ada dua cara untuk 
merepresentasikan ekspresi dalam pengenalan ekspresi wajah, yaiu geometry-
based dan appereance-based. Representasi geometry-based memperhitungkan 
bentuk dan lokasi komponen wajah (mulut, mata, hidung, alis). Lokasi komponen 
wajah tersebut digunakan untuk membentuk fitur yang merepresentasikan wajah 
secara geometris berdasarkan bentuk, jarak, dan sudut yang dibentuk oleh 
komponen wajah. Dalam representasi appereance-based, sebuah filter 
diaplikasikan ke gambar wajah secara keseluruhan, atau komponen wajah 
tertentu untuk mendapatkan representasi dari ekspresi wajah tersebut (Yingli Tian 
et al., 2011). 
Banyak faktor yang memengaruhi pengenalan ekspresi wajah seperti 
pencahayaan, pose wajah, deformasi, dan lingkungan dapat berpengaruh dalam 




ekspresi wajah yang bekerja dengan baik pada citra wajah dengan resolusi yang 
optimal dan pencahayaan cukup belum tentu dapat bekerja dengan baik dengan 
citra beresolusi rendah atau pencahayaan yang tidak konsisten. Masalah lain yang 
menambah kompleksitas dalam hal ini adalah perbedaan ekspresi wajah yang 
dihasilkan antar individu itu sendiri dan konteks saat ekpresi tersebut dihasilkan 
(Zhang et al., 2004). Perbedaan ekspresi antar individu ini salah satunya adalah 
sebagai seberapa ekspresif individu tersebut dalam menghasilkan ekspresi wajah. 
Selain perbedaan antar individu dalam menampilkan ekspresi wajah, faktor lain 
seperti jenis kelamin, ras, dan umur juga memengaruhi ekspresi wajah yang 
dihasilkan (Yingli Tian et al., 2011). 
Penelitian oleh Chen et al. (2014) mengusulkan histogram of oriented 
gradients (HOG) descriptor untuk digunakan dalam merepresentasikan setiap 
komponen wajah yang berpengaruh (komponen mata dan komponen hidung dan 
mulut), kemudian menghitung HOG descriptor dengan ukuran sel sebesar 8x8 
piksel dan 9 orientation bins untuk setiap komponen kemudian digabungkan 
menjadi satu vektor untuk diklasifikasikan dengan one-against-rest SVM. 
Penelitian ini menggunakan gambar dengan resolusi 74×150 untuk bagian mata 
dan alis serta resolusi 130×128 untuk bagian hidung dan mulut. Pengujian 
dilakukan 10 kali dengan mengambil seperlima gambar sebagai data uji, dan 
mendapatkan akurasi rata-rata sebesar 88,7%. 
Penelitian lain dilakukan oleh Gritti et al. (2008) yang membandingkan HOG, 
local binary pattern (LBP), dan gabor filter dengan one-against-rest linear SVM 
untuk mengklasifikasikan ekspresi wajah. Dengan menggunakan gambar dari CK+ 
database yang telah diekstrak hanya bagian wajahnya dan diubah ke resolusi  
112×160 untuk HOG dan 108×147 untuk LBP, penelitian ini menunjukkan bahwa 
HOG dan LBP dapat menghasilkan akurasi hampir 93% dengan beberapa 
penyesuaian seperti pengubahan ukuran sel dan blok dan orientation bins pada 
HOG dan overlapping pada LBP. 
Hasil dari penelitian sebelumnya menyatakan bahwa HOG descriptor dapat 
memberikan representasi ekspresi wajah dengan baik melalui sejumlah 
penyesuaian, walaupun dengan feature vector yang lebih besar daripada LBP. Hal 
ini dikarenakan ekspresi wajah dihasilkan dari pergerakan otot wajah yang 
menyebabkan deformasi pada wajah, dan HOG descriptor memang sensitif 
terhadap deformasi objek. Bagaimanapun, HOG  memiliki lebih banyak parameter 
yang dapat disesuaikan dengan permasalahan yang dihadapi (Gritti et al., 2008). 
Selain itu, pertimbangan lain pemilihan HOG sebagai descriptor yang digunakan 
adalah karena HOG merupakan salah satu representasi appereance-based. 
Representasi appereance-based dapat dilakukan dengan hanya melakukan deteksi 
wajah, kemudian membentuk HOG descriptor dari gambar gradien yang dihasilkan 
dari filter yang diaplikasikan pada citra wajah. Deteksi wajah ini dapat dilakukan 
dengan cepat dan akurat menggunakan algoritme deteksi wajah yang diusulkan 
oleh Viola & Jones (2004). Sementara itu, representasi geometry-based 
memerlukan algoritme deteksi yang lebih spesifik karena harus menemukan lokasi 




Dalam penelitian ini, penulis berfokus pada parameter ukuran sel dan blok 
dalam perhitungan HOG descriptor. Selain itu, penelitian-penelitian sebelumnya 
menggunakan citra dengan resolusi tetap pada setiap algoritme yang digunakan. 
Karena alasan tersebut, pada penelitian ini, penulis mencoba mengubah resolusi 
citra yang digunakan. Oleh karena itu, penulis melakukan penelitian dengan judul 
Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok dalam Pengenalan 
Ekspresi Wajah menggunakan Metode Histogram of Oriented Gradients. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang penelitian ini, terdapat rumusan masalah yang 
akan diteliti oleh penulis sebagai berikut: 
1. Bagaimana pengaruh resolusi citra wajah terhadap tingkat akurasi pada 
pengenalan ekspresi wajah menggunakan HOG dan SVM? 
2. Bagaimana pengaruh ukuran sel dan blok pada perhitungan histogram of 
oriented gradients terhadap tingkat akurasi pada pengenalan ekspresi wajah 
menggunakan HOG dan SVM? 
3. Berapa besar tingkat akurasi yang dicapai oleh algoritme HOG dan SVM pada 
pengenalan ekspresi wajah? 
1.3 Tujuan 
Berdasarkan rumusan masalah pada penilitian ini, terdapat 3 tujuan yang akan 
dicapai oleh penulis sebagai berikut: 
1. Mengetahui pengaruh resolusi citra wajah terhadap tingkat akurasi pada 
pengenalan ekspresi wajah menggunakan HOG dan SVM. 
2. Mengetahui pengaruh ukuran sel dan blok pada perhitungan histogram of 
oriented gradients terhadap tingkat akurasi pada pengenalan ekspresi wajah 
menggunakan HOG dan SVM. 
3. Mengetahui tingkat akurasi algoritme HOG dan SVM dalam pengenalan 
ekspresi wajah. 
1.4 Manfaat 
Manfaat dari penelitian yang dilakukan sebagai berikut. 
1. Memperoleh pemahaman lebih terhadap metode yang digunakan, beserta 
faktor-faktor yang memengaruhinya. 
2. Memperoleh kombinasi yang optimal dari faktor yang memengaruhi kinerja 





1.5 Batasan Masalah 
Batasan masalah yang membatasi penulis dalam melakukan penelitian ini 
adalah data yang digunakan. CK+ dataset adalah data wajah yang dipotret dari 
depan, maka pengenalan ekspresi pada pengujian yang dilakukan pada penelitian 
ini hanya dapat dilakukan pada wajah yang dipotret dari depan. 
1.6 Sistematika Pembahasan 
BAB 1 PENDAHULUAN 
Bab ini membahas mengenai latar belakang penelitian ini diangkat, rumusan 
masalah yang terdapat pada penelitian, tujuan dan manfaat penelitian diangkat, 
batasan masalah pada penelitian serta sistematika pembahasan penulisan 
penelitian yang berjudul Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok 
dalam Pengenalan Ekspresi Wajah menggunakan Metode Histogram of Oriented 
Gradients. 
BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini membahas tentang kajian pustaka dan dasar teori. Kajian pustaka 
berisi referensi mengenai penelitian-penelitian sebelumnya yang terkait dengan 
penelitian Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok dalam 
Pengenalan Ekspresi Wajah menggunakan Metode Histogram of Oriented 
Gradients. 
BAB 3 METODOLOGI PENELITIAN 
Bab ini membahas mengenai tahapan-tahapan yang dilakukan dalam 
penelitian tentang Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok dalam 
Pengenalan Ekspresi Wajah menggunakan Metode Histogram of Oriented 
Gradients. Bab ini terdiri dari tipe penelitian, strategi dan rancangan penelitian, 
lokasi penelitian, jadwal penelitian, metode pengumpulan data, data penelitian 
dan teknik analisis hasil. 
BAB 4 PERANCANGAN 
Bab ini membahas tentang perancangan algoritme yang digunakan sebagai 
metode, perancangan uji coba, manualisasi, serta evaluasi Pengaruh Resolusi Citra 
Wajah dan Ukuran Sel dan Blok dalam Pengenalan Ekspresi Wajah menggunakan 
Metode Histogram of Oriented Gradients. 
BAB 5 IMPLEMENTASI 
Bab ini membahas tentang implementasi dari penelitian yang akan dilakukan 
yaitu Pengaruh Resolusi Citra Wajah dan Ukuran Sel dan Blok dalam Pengenalan 
Ekspresi Wajah menggunakan Metode Histogram of Oriented Gradients. 
BAB 6 PENGUJIAN DAN ANALISIS 
Bab ini membahas tentang hasil pengujian dari penelitian yang dilakukan 
berdasarkan parameter-parameter yang telah diterapkan yang kemudian 




BAB 7 PENUTUP 
Bab terakhir sebagai penutup, pada bab ini berisi tentang kesimpulan dan 
saran dari penulis. Kesimpulan didasarkan atas pengujian serta analisis yang telah 
dilakukan. Saran berisi tentang masukan-masukan dari penulis agar penelitian 




BAB 2 LANDASAN KEPUSTAKAAN 
Pada bab ini akan dibahas mengenai kajian pustaka yang berisi hasil penelitian-
penelitian sebelumnya, sebagai perbandingan dan pendukung dalam penelitian 
ini. Serta beberapa teori terkait pendukung dalam proses penelitian dan juga 
pembuatan sistem seperti perhitungan histogram of oriented gradients (HOG) 
descriptor sebagai representasi eskpresi wajah dan algoritme yang digunakan 
untuk klasifikasi. 
2.1 Kajian Pustaka 
Dalam kajian pustaka ini, penelitian sebelumnya tentang pengenalan ekspresi 
wajah, representasi wajah dengan histogram of oriented gradients, dan 
penggunaan support vector machine dalam klasifikasi ekspresi dicantumkan 
sebagai pendukung pada penelitian ini. 
Penelitian yang menggunakan HOG descriptor dalam representasi wajah 
dilakukan oleh Chen et al. (2014) pada JAFFE dataset dengan membagi wajah 
menjadi 2 bagian. Bagian mata dan alis, serta bagian hidung dan mulut. Resolusi 
dari kedua bagian tersebut ditentukan dengan resolusi bagian mata dan alis 
sebesar 52×106 piksel, dan resolusi bagian hidung dan mulut sebesar 78×104 
piksel. Perhitungan HOG descriptor dilakukan dengan ukuran sel 8x8 piksel dengan 
9 orientation bin dengan rentang 0°-180°. Kedua bagian tersebut (bagian mata dan 
mulut) masing-masing menghasilkan vektor sebesar 1×2160 dan 1×3456 sebagai 
descriptor. Dengan menggunakan SVM sebagai algoritme klasifikasi, dikatakan 
bahwa metode yang digunakan dapat mengenali ekspresi wajah pada JAFFE 
dataset dengan akurasi 94,3%. 
Penelitian lainnya yang menggunakan HOG descriptor dalam 
merepresentasikan ekspresi wajah adalah penelitian oleh Dahmane & Meunier 
(2011), grid dalam perhitungan HOG descriptor ditentukan secara dinamis. Jumlah 
baris dan kolom ditentukan yaitu 8 baris dan 6 kolom, dengan penyesuaian pada 
ukuran baris dan kolom. Penentuan ukuran baris dan kolom ini berdasarkan pada 
jarak antara kedua titik pusat mata, dengan aturan jarak antar mata adalah 4 
kolom. Ada 48 sel yang dihasilkan, dan setiap 4 sel dikelompokkan dalam satu blok 
dengan ukuran setiap blok adalah 2×2 sel. Tujuan dari pengelompokan ini adalah 
untuk melakukan normalisasi antar sel. 432 fitur yang didapatkan diklasifikasikan 
dengan support vector machine dengan kernel radial basis function. Penelitian ini 
menghasilkan akurasi 70%, lebih baik dibandingkan metode sebelumnya yang 
menjadi pembanding dengan akurasi 56%. 
Gritti et al. (2008) juga melakukan penelitian mengenai pengenalan ekspresi 
wajah dengan membandingkan HOG, local binary pattern (LBP), dan gabor filter 
dengan one-against-rest linear SVM untuk mengklasifikasikan ekspresi wajah. 
Dengan menggunakan gambar dari CK database yang telah diekstrak hanya bagian 
wajahnya dan diubah ke resolusi  112×160 untuk HOG dan 108×147 untuk LBP, 




hampir 93% dengan beberapa penyesuaian seperti pengubahan ukuran sel dan 
blok dan orientation bins pada HOG dan overlapping pada LBP. 
2.2 Dasar Teori 
2.2.1 Ekspresi Wajah 
Ekspresi wajah dihasilkan dari pergerakan atau posisi otot-otot yang ada di 
bawah kulit wajah. Otot-otot ini bergerak membentuk garis dan lipatan di kulit dan 
memengaruhi bentuk dari bagian wajah seperti mulut dan alis (Rinn, 1984). 
Pergerakan dan posisi otot ini menghasilkan ekspresi yang mengungkapkan emosi 
dan maksud dari seseorang (Fridlund, 1994). Ekspresi wajah mungkin merupakan 
bentuk komunikasi nonverbal yang paling banyak digunakan (Chen et al., 2014). 
Kemampuan mengemukakan emosi melalui ekspresi mungkin adalah hal yang 
ada pada manusia secara biologis dan ada pada semua orang dari segala budaya. 
Meskipun begitu, emosi ini tidak kebal dan mungkin bisa dipengaruhi oleh 
pengaruh sosial (M.G., 2001). Manusia dapat berekspresi secara sadar dan sengaja 
maupun tidak. Hal ini dikarenakan sistem saraf yang menangani masing-masing 
cara berekspresi berbeda (Rinn, 1984). 
2.2.2 Histogram of Oriented Gradients (HOG) 
Histogram of Oriented Gradients (HOG) adalah sebuah feature descriptor yang 
digunakan pada deteksi objek, khususnya pada deteksi keberadaan manusia pada 
gambar. Metode ini memperhatikan histogram yang memuat orientasi dari 
gradien (perubahan kecerahan) pada gambar (Dalal & Triggs, 2005). HOG 
descriptor merepresentasikan suatu gambar berdasarkan informasi tepi (edge), 
berdasarkan distribusi dari orientasi gradien dan signifikansinya. 
Langkah-langkah menghitung HOG descriptor adalah: 
1. Membagi gambar menjadi beberapa sel dengan ukuran 8×8 piksel per sel. 
2. Menghitung gradien dari suatu gambar dengan menggunakan filter horizontal 
pada Persamaan 2.1 dan filter vertikal pada Persamaan 2.2. 











3. Menghitung magnitude dari gradien dengan Persamaan 2.3 dan orientasinya 
dengan Persamaan 2.4. 
 𝑮 = √𝑮𝒙𝟐 + 𝑮𝒚𝟐  2.3 





G = gradien 
θ = arah gradien 
Gx = gradien horizontal 
Gy = gradien vertikal
4. Membentuk HOG descriptor untuk setiap sel dengan melakukan voting gradien 
ke dalam 9 orientasi dari 0°-180°. Masing-masing orientasi memiliki rentang 
40°, dengan orientation bin yang berdekatan tumpang tindih satu sama lain. 
Setiap bin memiliki titik tengah pada kelipatan 20° Setiap piksel melakukan 
voting pada 2 orientation bin yang berdekatan, kecuali piksel dengan orientasi 
yang tepat pada titik tengah bin. Besarnya voting pada masing-masing bin 
ditentukan oleh arah gradien pada piksel tersebut. Besarnya voting pada 
masing-masing bin dapat dihitung dengan Persamaan 2.5 dan Persamaan 2.6. 
Besarnya voting untuk setiap bin pada arah gradien 0° hingga 60° ditunjukkan 
pada Gambar 2.1. 
 𝒃𝒊𝒏𝒊 = 𝑮 × (𝟐𝟎 − 𝜽 𝒎𝒐𝒅 𝟐𝟎) 𝟐𝟎⁄  (2.5) 
 𝒃𝒊𝒏𝒊+𝟏 = 𝑮 × 𝜽 𝒎𝒐𝒅 𝟐𝟎 𝟐𝟎⁄  (2.6) 
 𝒅𝒆𝒏𝒈𝒂𝒏 𝒊 = ⌊𝜽 𝟐𝟎⁄ ⌋  
 




























5. Menggabungkan hasil voting dari sel ke dalam blok berukuran m×m sel. HOG 
descriptor pada setiap sel berukuran 1×9. Menggabungkan descriptor dari 
setiap sel akan membentuk descriptor baru dengan ukuran 1×(m×m×9). 
Contohnya blok berukuran 2×2 akan membentuk descriptor berukuran 1×(2×2 
×9) atau 1×36. 
6. Melakukan normalisasi L2 dengan Persamaan 2.7 pada descriptor yang 
diperoleh pada setiap blok. Normalisasi dilakukan untuk mendapatkan 
invariance yang lebih baik terhadap pencahayaan. Pada perhitungan HOG, dua 
blok dapat benar-benar berbeda satu sama lain seperti pada Gambar 2.2, atau 
dapat tumpang tindih sebagian atau disebut overlapping seperti pada Gambar 
2.3. Dalam overlapping block, setiap sel dapat berkontribusi pada lebih dari 1 
blok. Hal ini mungkin terlihat tidak perlu dan berlebihan, namun normalisasi 
merupakan langkah yang penting, dan overlapping dapat meningkatkan kinerja 









x = HOG descriptor 
xi = setiap elemen dalam descriptor 
n = panjang descriptor dalam satu blok 
 
 
Gambar 2.2 Dua blok berbeda tanpa overlapping 




7. Menggabungkan descriptor dari setiap blok dengan urutan dari kiri ke kanan 
dan atas ke bawah untuk memperoleh HOG descriptor secara keseluruhan. 
Perhitungan HOG descriptor dapat dilakukan pada gambar berwarna maupun 
hitam putih. Pada gambar berwarna, besaran gradien dapat ditentukan dengan 
warna yang memiliki nilai gradien tertinggi, atau dengan memperhitungkan nilai 
gradien dari setiap warna. 
2.2.3 Algoritme Viola-Jones 
Algoritme ini digunakan untuk melakukan deteksi wajah secara cepat dan 
akurat (Viola & Jones, 2004). Terdapat tiga hal utama yang berkontribusi pada 
algoritme ini agar dapat melakukan deteksi wajah dengan cepat dan akurat: 
integral image, seleksi fitur, dan cascade classifier. 
Dalam algoritme ini digunakan haar-like features yang dihitung dengan 3 
macam cara. Pada Gambar 2.4, fitur label A dan B menghasilkan nilai selisih dari 
jumlah seluruh nilai piksel di dua bagian dengan warna berbeda. Kedua bagian 
tersebut memiliki luas yang sama. Fitur label C pada Gambar 2.4 menghasilkan 
nilai jumlah piksel pada daerah terang di samping dikurangi dengan daerah gelap 
di tengah. Terakhir, fitur label D menghitung selisih jumlah nilai piksel antara dua 
pasang diagonal dengan warna yang berbeda. Tiga bagian pada fitur C memiliki 
luas yang sama, dan setiap bagian pada fitur D memiliki luas yang sama pula.  
Setiap fitur dihitung untuk segala kemungkinan ukuran pada window atau area 
deteksi berukuran 24×24 piksel. Misalnya fitur A dapat dihitung pada daerah 
berukuran 2×1 piksel dengan masing-masing daerah berukuran 1 piksel, sampai 
dihitung pada ukuran maksimal yaitu 24×24 piksel dengan setiap daerah 
berukuran 12×24 piksel . Dari citra berukuran 24×24 piksel, didapat 160.000 fitur. 
Jumlah fitur yang sangat besar itulah yang membuat pentingnya integral image, 
seleksi fitur, dan cascade classifier dalam algoritme ini. 
 
Gambar 2.4 Haar-like features yang digunakan pada algoritme Viola-Jones 





Integral image yang digunakan untuk menghitung haar-like features dari 
gambar dengan waktu yang cepat. Integral image merupakan gambar dengan nilai 
setiap pikselnya merupakan penjumlahan dari semua piksel di kiri dan atas piksel 
tersebut, dan piksel itu sendiri. 
Tabel 2.1 Contoh nilai piksel sebuah citra 
12 4 6 10 
3 2 8 23 
7 19 5 11 
1 22 3 9 
Tabel 2.2 Integral image dari citra Tabel 2.1 
12 16 22 32 
15 21 35 45 
22 47 66 110 
23 70 92 145 
Penggunaan integral image dapat dijelaskan melalui Gambar 2.5. 
Penghitungan jumlah seluruh piksel pada setiap bagian pada gambar mengunakan 
integral image hanya perlu 4 operasi matematika. Persamaan 2.8 berisi 
perhitungan area D pada Gambar 2.5. 
 𝑫 = 𝑰(𝟒) + 𝑰(𝟏) − (𝑰(𝟐) + 𝑰(𝟑)) (2.8) 
Keterangan: 
I(n) = nilai pada integral image pada posisi ke-n atau jumlah nilai seluruh piksel 
dari ujung kiri atas gambar, hingga dan termasuk piksel n 
 
Gambar 2.5 Penggunaan integral image dalam menghitung haar-like features 
Sumber: Viola & Jones (2004) 
Hal penting selanjutnya dari algoritme ini adalah membentuk algoritme 
klasifikasi yang dibentuk berdasarkan sejumlah fitur yang relatif sedikit dari 
keseluruhan haar-like features yang dihasilkan, karena jumlah fitur yang dihasilkan 
sangat besar, jauh lebih besar daripada jumlah piksel dalam gambar. Oleh karena 
itu, untuk kinerja klasifikasi yang cepat, algoritme hanya perlu fokus ke fitur-fitur 




classifier yang masing-masing melakukan klasifikasi berdasarkan satu fitur saja. 
Sebagai hasilnya, setiap weak classifier dapat dianggap sebagai proses seleksi fitur. 
Ketiga, menggabungkan weak classifier menjadi algoritme klasifikasi dengan 
struktur cascade. Struktur cascade ini meningkatkan kecepatan pada deteksi 
wajah secara signifikan dengan memberikan perhatian yang lebih hanya pada 
bagian gambar yang memiliki kemungkinan lebih besar dideteksi sebagai wajah. 
Bagian-bagian klasifikasi yang lebih kompleks hanya akan dilakukan pada bagian 
gambar yang menjanjikan, dengan bagian yang lebih sederhana sebelumnya akan 
bertindak sebagai seleksi awal untuk masuk ke bagian-bagian selanjutnya yang 
lebih kompleks. 
2.2.4 Support Vector Machine 
Support vector machine (SVM) adalah algoritme yang dapat digunakan untuk 
mengklasifikasikan data yang linear maupun nonlinear. Algoritme ini bekerja 
dengan menemukan hyperplane (bidang pemisah) yang memisahkan dua kelas 
data secara optimal (Han et al., 2014). Sebuah hyperplane dapat dinyatakan dalam 
Persamaan 2.9. 
 𝒘. 𝒙𝒊 + 𝒃 =  𝟎  (2.9) 
Hyperplane tersebut memisahkan dua kelas positif dan negatif. Oleh karena itu, 
hasil prediksi dari support vector machine, dapat dinyatakan dalam fungsi 
hipotesis pada Persamaan 2.10. 
 𝒉(𝒙𝒊) = 𝒔𝒊𝒈𝒏(𝒘. 𝒙𝒊 + 𝒃)  (2.10) 
Sebuah hyperplane yang optimal adalah hyperplane yang memiliki margin 
paling besar (Munawarah et al., 2016). Margin adalah jarak hyperplane dengan 
data pada kedua kelas. 
 
Gambar 2.6 Dua hyperplane yang memiliki margin berbeda 
Sumber: Kowalczyk (2017) 
Pada Gambar 2.6 sebelah kiri, hyperplane memiliki margin yang besar terhadap 
kelas merah, namun memiliki margin yang kecil terhadap kelas biru, sedangkan 




terhadap kedua kelas. Hyperplane pada Gambar 2.6 kanan merupakan hyperplane 
yang lebih optimal karena memberikan margin terbesar terhadap kedua kelas. 
Persamaan yang digunakan dalam penyelesaian optimasi hyperplane pada 




‖𝒘‖𝟐  (2.11) 
 𝒅𝒆𝒏𝒈𝒂𝒏 𝒚𝒊(𝒘. 𝒙𝒊) + 𝒃 − 𝟏 ≥ 𝟎, 𝒊 = 𝟏, 𝟐 … . , 𝒎  
Untuk menyelesaikan optimasi pada persamaan di atas digunakan bentuk 
Lagrangian pada Persamaan 2.12. 
 𝓛(𝒘, 𝒃, 𝜶) = 𝒇(𝒘) − 𝜶𝒊𝒈𝒊(𝒘, 𝒃)  (2.12) 
Dengan fungsi optimasi di atas, maka dibentuk persamaan Lagrangian pada 
Persamaan 2.13. 
 𝓛(𝒘, 𝒃, 𝜶) =
𝟏
𝟐











  𝓛(𝒘, 𝒃, 𝜶)  (2.14) 
 𝒅𝒆𝒏𝒈𝒂𝒏 𝜶𝒊 ≥ 𝟎, 𝒊 = 𝟏, 𝟐, … , 𝒎  
Menyelesaikan Lagrangian primal problem melibatkan penghitungan turunan 




















Dengan melakukan substitusi 𝑤 pada pesamaan Lagrangian diperoleh persamaan 
Lagrangian pada Persamaan 2.17. 






































= 𝟎  
Dalam penerapannya, tidak jarang SVM menghadapi data dengan outlier yang 
menyebabkan algoritme tidak bisa memberikan margin yang maksimal untuk 
kedua kelas atau tidak bisa menemukan hyperplane yang memenuhi karena tidak 
dapat lagi memisahkan data secara linear. Untuk menghindari kinerja yang 
menurun karena mengklasifikasikan data dengan outlier, ditambahkan slack 








 𝒚𝒊(𝒘. 𝒙𝒊 + 𝒃) ≥ 𝟏 − 𝜻𝒊  
 𝜻𝒊 ≥ 𝟎  
Konstanta 𝐶 disebut sebagai regularization parameter. Konstanta ini 
menunjukkan seberapa ketat SVM dalam memperlakukan kesalahan klasifikasi. 
Nilai 𝐶 yang besar berarti SVM akan mencoba untuk mencoba mengklasifikasikan 
semua data latih dengan benar, hal ini dapat menyebabkan overfitting. Sebaliknya, 
nilai 𝐶 yang kecil akan menoleransi terhadap kesalahan klasifikasi data latih dan 
membentuk hyperplane yang lebih sederhana, namun rentan terhadap 
underfitting. 
Dengan permasalahan optimasi yang telah diubah dengan ditambahkannya 
slack variables dan regularization parameter, maka perlu dilakukan perubahan 

























Dengan menyelesaikan Wolfe dual problem, maka didapatkan Lagrange 
multiplier. Tujuan utama dari support vector machine adalah menemukan 
hyperplane, maka dapat menggunakan persamaan berikut untuk menghitung 𝑤 
dengan Persaman 2.21. 




Kemudian menghitung 𝑏 dengan Persamaan 2.22. 
 𝒃 = 𝒚𝒊 − 𝒘. 𝒙𝒊  (2.22) 
2.2.4.1 Kernel 
Dalam permasalahan klasifikasi data linear, hyperplane dapat ditemukan 
dengan baik, sedangkan dalam kasus data nonlinear, dilakukan transformasi data 
ke dimensi yang lebih tinggi menggunakan kernel untuk dapat menemukan 
hyperplane yang optimal. Dalam penelitian ini digunakan kernel radial basis 
function (RBF) yang dihitung dengan Persamaan 2.23. Kernel ini dipilih karena 
pada umumnya, kernel ini memiliki kinerja yang baik (Kowalczyk, 2017). Kernel RBF 
juga digunakan oleh Dahmane & Meunier (2011) dan Kumar et al. (2017) pada 
pengenalan ekspresi wajah dengan HOG-SVM masing-masing dengan teknik 
ekstraksi fitur yang berbeda. 
 𝑲(𝒙, 𝒚) = 𝐞𝐱𝐩 (−𝛄||𝐱 − 𝐲||
𝟐
)  (2.23) 
Penggunaan kernel dilakukan pada semua data, baik data latih maupun data 
uji. Support vector machine dilatih dengan data yang sudah ditransformasi, 
kemudian data yang akan diklasifikasikan harus ditransformasi dengan cara yang 
sama sebelum diklasifikasikan. 
2.2.4.2 Multi-Class SVM 
SVM melakukan klasifikasi antara dua kelas data. Untuk kasus-kasus yang 
memerlukan klasifikasi dilakukan pada lebih dari dua kelas, digunakan teknik one-
against-rest (Shan et al., 2009). Teknik ini menjadikan salah satu kelas menjadi 
kelas positif dan kelas lainnya menjadi kelas negatif, oleh karena itu dinamakan 
one-against-rest. Hal ini dilakukan untuk setiap kelas dalam klasifikasi. 
Permasalahan yang muncul dari teknik ini adalah sebuah data dapat menjadi 
anggota dari dua kelas atau tidak menjadi anggota dari kelas manapun (Bishop, 
2006). Permasalahan ini ditunjukkan pada kasus contoh klasifikasi pada Gambar 
2.7. Setiap bagian sudut pada gambar berada pada sisi positif dari dua hyperplane. 
Hal ini membuat suatu data masuk dalam dua kelas sekaligus. Masalah lain juga 
muncul di bagian tengah. Bagian tersebut berada pada sisi negatif dari semua 





Gambar 2.7 Permasalahan dalam one-against-rest SVM 
Sumber: Kowalczyk (2017) 
Solusi untuk permasalahan tersebut adalah dengan menentukan hasil 
klasifikasi dengan memilih kelas yang memiliki jarak (margin) terbesar dari semua 
hyperplane kelas yang ada. Margin dapat dihitung dengan Persamaan 2.24. 
Persamaan 2.24 mirip dengan fungsi hipotesis pada Persamaan 2.10, namun 
fungsi hipotesis hanya mengembalikan di sisi mana (positif/negatif) data berada. 
 𝒎𝒂𝒓𝒈𝒊𝒏 = 𝒘. 𝒙 + 𝒃 (2.24) 
Dengan mengambil hyperplane dengan margin terbesar dari data, jika data 
berada pada sisi positif dari dua hyperplane, SVM akan memilih kelas yang 
memiliki hyperplane dengan jarak terbesar dari data. Pada kasus data tidak berada 
pada sisi positif dari hyperplane manapun, SVM akan memilih kelas dengan 
hyperplane terdekat dengan data. Gambar 2.8 menunjukkan daerah dari masing-
masing kelas menggunakan jika menggunakan margin terbesar sebagai penentu 
keputusan. 
 






Akurasi adalah salah satu cara untuk mengukur kinerja suatu algoritme dalam 
melakukan klasifikasi data. Akurasi dihitung dengan membandingkan jumlah data 
yang diklasifikasikan dengan benar dengan jumlah data yang diklasifikasikan (Han 






TP : true positive (jumlah data kelas positif yang berhasil diklasifikasikan pada kelas 
positif) 
TN : true negative (jumlah data kelas negatif yang berhasil diklasifikasikan pada 
kelas negatif) 
P : jumlah data kelas positif 
N : jumlah data kelas negatif 
Dalam data yang digunakan penelitian ini terdapat 7 kelas. Oleh karena itu, 
true negative dalam penelitian ini harus merupakan true positive pada kelas lain 
sehingga bisa dianggap sebagai klasifikasi yang benar (Grandini et al., 2020). 









TPi : true positive (jumlah data kelas positif yang berhasil diklasifikasikan pada 
kelas positif) pada kelas ke-i 
c : banyaknya kelas pada data yang diuji 




BAB 3 METODOLOGI PENELITIAN 
3.1 Tipe Penelitian 
Penelitian yang dilakukan bertipe nonimplementatif analitik. Penelitian ini 
bertujuan menganalisis algoritme yang diterapkan pada suatu permasalahan dan 
keterkaitan antar elemen dalam penelitian yang dilakukan. Hasil dari analisis 
adalah penyelesaian dari pertanyaan yang diajukan dalam penelitian. 
3.2 Strategi Penelitian 
Strategi yang digunakan dalam penelitian ini adalah eksperimen. Eksperimen 
merupakan penelitian yang dilakukan dengan mencari hubungan sebab akibat. 
Pada penelitian eksperimen, treatment (variabel bebas) diberikan pada objek 
masalah (variabel terikat) kemudian hasilnya dianalisis untuk diambil kesimpulan. 
Dalam kasus penelitian ini, variabel bebas tersebut adalah resolusi dari gambar 
dan jumlah baris dan kolom yang digunakan dalam perhitungan HOG descriptor, 
sedangkan variabel terikat adalah pengaruh resolusi dari gambar dan jumlah baris 
dan kolom dalam perhitungan HOG terhadap akurasi dari algoritme. 
3.3 Lokasi Penelitian 
Penelitian ini dilakukan di Fakultas Ilmu Komputer Universitas Brawijaya. 
3.4 Metode Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah Extended Cohn-Kanade 
dataset (CK+). Data diakuisisi dengan mengunjungi halaman 
https://www.pitt.edu/~emotion/ck-spread.htm dengan peramban Firefox. 
Setelah melakukan pendaftaran dan persetujuan penggunaan data, penulis 
diberikan tautan, ID, dan kata kunci untuk mengunduh data yang diperlukan. Data 
diunduh pada tanggal 15 Januari 2020. 
3.5 Data Penelitian 
Data yang digunakan dalam penelitian ini adalah Extended Cohn-Kanade (CK+) 
dataset. Dataset ini merupakan pengembangan dari Cohn-Kanade dataset yang 
memiliki beberapa kekurangan (Lucey et al., 2010). Terdapat peningkatan jumlah 
subjek sebesar 27% dari CK dataset, dan pemberian label untuk ekspresi yang 
memenuhi standar action unit (Lucey et al., 2010). Dataset ini berisi 123 subjek 
dengan total 593 sequence dari 7 jenis ekspresi (marah, menghina, jijik, takut, 
senang, sedih, dan terkejut). Setiap sequence berisi sejumlah frame yang dimulai 
dari ekspresi netral, diakhiri pada puncak ekspresi yang dilakukan oleh setiap 
subjek. Sebagian besar gambar berasal dari CK dataset yang berupa gambar 
grayscale, sehingga gambar baru yang ditambahkan dalam CK+ dataset akan 
dikonversi menjadi gambar grayscale. Pada penelitian ini, gambar yang digunakan 
adalah frame terakhir yang merupakan frame ekspresi puncak. Gambar 3.1 adalah 





Gambar 3.1 Contoh gambar dari CK+ database 
Ekspresi yang memiliki label adalah ekspresi yang memiliki pergerakan action 
unit (otot pada wajah yang dikodekan sebagai angka) yang sesuai dengan Facial 
Action Coding System (FACS) Investogators Guide. Jika pergerakan action unit tidak 
memenuhi standar FACS, maka ekspresi tidak diberikan label pada dataset. 
Hasilnya, hanya 327 sequence dari 118 subjek yang memenuhi kriteria dan masuk 
dalam satu dari 7 jenis ekspresi yang ada. 
Tabel 3.1 Frekuensi ekspresi yang memenuhi FACS Investigators Guide 
Angry (An) 45 
Contempt (Co) 18 
Disgust (Di) 59 
Fear (Fe) 25 
Happy (Ha) 69 
Sadness (Sa) 28 
Surprise (Su) 83 
3.6 Teknik Analisis Hasil 
Teknik analisis hasil yang digunakan adalah dengan melakukan pengujian 
terhadap resolusi gambar dan ukuran sel dan blok pada perhitungan HOG 
descriptor. Hasil pengujian yang didapat diamati pengaruhnya terhadap nilai 
akurasi dari algoritme yang diusulkan. 
3.7 Peralatan Pendukung 
Dalam penelitian digunakan alat pendukung agar penelitian dapat berjalan 
dengan baik. Alat pendukung bisa berupa dalam bentuk perangkat lunak 




3.7.1 Perangkat Lunak (Software) 
Perangkat lunak yang digunakan dalam mendukung penelitian ini sebagai 
berikut: 
1. Sistem operasi Windows 10 Pro 64-bit 
2. Bahasa pemrograman Python 3.7.0 beserta dengan library numpy, matplotlib, 
sklearn, dan OpenCV 
3. Visual Studio Code 
4. Microsoft Office 2016 
3.7.2 Perangkat Keras (Hardware) 
Perangkat keras yang digunakan dalam mendukung penelitian ini sebagai 
berikut: 
1. Processor Intel® Core™ i5-5200U CPU @2.20 GHz 
2. RAM 10 GB 
3. Solid State Drive (SSD) 250 GB 
3.8 Perancangan Algoritme 
Proses pengenalan ekspresi wajah dalam penelitian ini dibagi menjadi tiga 
tahap yaitu preprocessing, perhitungan HOG descriptor, dan evaluasi. Pada tahap 
preprocessing, dilakukan akuisisi area wajah pada CK+ database dengan algoritme 
deteksi wajah Viola & Jones (2004) serta pengubahan resolusi citra wajah. Kedua 
langkah tersebut diimplementasikan melalui OpenCV oleh Bradski (2000). Tahap 
selanjutnya adalah perhitungan HOG descriptor dengan beberapa ukuran sel dan 
blok. Sebelum dilakukan penghitungan HOG descriptor, setiap gambar diberikan 
padding agar tepian gambar tetap dapat dihitung. Selain menguji ukuran blok, 
dilakukan juga pengujian block overlapping. Tabel 3.2 menunjukkan nilai yang 
digunakan untuk setiap parameter pada pengujian yang akan dilakukan. 
Tabel 3.2 Nilai yang digunakan setiap parameter pengujian 
No. Resolusi Ukuran Sel Ukuran Blok 
Block 
Overlapping 
1 48 piksel 4 piksel 1×1 sel 0 
2 72 piksel 6 piksel 2×2 sel 1/2 blok 
3 120 piksel 8 piksel 3×3 sel 1/3 blok 






Tahap akhir adalah evaluasi kemampuan algoritme dengan metode leave-
one-subject-out cross validation dan algoritme klasifikasi SVM. Metode tersebut 
menjadikan citra dari salah satu subjek sebagai data uji, sedangkan subjek-subjek 
lainnya menjadi data latih. Dengan metode tersebut, kinerja dari algoritme dapat 
diuji dengan konsisten untuk setiap jenis subjek dan ekspresi. Algoritme SVM yang 
digunakan diimplementasikan dalam sklearn oleh Pedregosa et al. (2011). Gambar 
3.2 menjelaskan alur dari algoritme penelitian yang dilakukan. 
 
Gambar 3.2 Algoritme penelitian 
 












BAB 4 PERANCANGAN  
4.1 Diagram Alir Sistem 
Sistem yang akan dibuat dalam penelitian ini adalah sistem pengenalan 
ekspresi wajah. Gambar 4.1 menunjukkan sistem terdiri dari tiga komponen 
utama, yaitu akuisisi area wajah dari gambar, kemudian merepresentasikan 
ekspresi pada wajah dengan membentuk HOG feature descriptor dari ekspresi 
wajah, lalu melakukan pelatihan pada algoritme klasifikasi dan melakukan 
klasifikasi ekspresi wajah. 
  





4.1.1 Diagram Alir Akuisisi Area Wajah 
Gambar 4.2 menunjukkan tahapan pada proses akuisisi gambar wajah dari CK+ 
database. Area wajah diperoleh melalui deteksi wajah dengan algoritme Viola-
Jones. Hal ini bertujuan agar perhitungan HOG descriptor hanya fokus pada area 
wajah, sehingga background maupun lokasi wajah pada gambar tidak 
berpengaruh pada hasil perhitungan HOG descriptor. Kemudian resolusi gambar 
wajah diubah. Pengubahan resolusi ini bertujuan membuat semua gambar wajah 
berukuran sama, dan juga termasuk dalam salah satu pengujian dalam penelitian. 
Setelah itu, dibentuk dataset baru dari gambar-gambar wajah yang sudah 
diakuisisi. 
 





4.1.2 Diagram Alir Perhitungan Histogram of Oriented Gradients 
Menghitung HOG descriptor dimulai dengan menghitung gradien dari gambar. 
Setelah diperoleh nilai dan arah gradien, dilakukan voting untuk membentuk 
histogram berdasarkan arah dan nilai gradien. Histogram dibentuk pada setiap sel. 
Setelah itu dilakukan normalisasi nilai histogram dalam satu blok. Normalisasi ini 
dilakukan dengan terlebih dahulu menggabungkan histogram tiap sel dalam blok, 
kemudian melakukan normalisasi dalam satu blok tersebut. Hasil normalisasi 
digunakan untuk membentuk HOG descriptor. 
 





4.1.2.1 Diagram Alir Perhitungan Gradient Magnitude dan Gradient Orientation 
Dalam menghitung gradient magnitude dan gradient orientation, hal pertama 
yang dilakukan adalah mengaplikasikan filter pada gambar. Gradien pada gambar 
dihitung secara vertikal dan horizontal.  Untuk itu digunakan dua filter yang 
berbeda untuk masing-masing arah gradien yaitu filter horizontal pada Persamaan 
2.1 dan filter vertikal pada Persamaan 2.2. 
Seperti dijelaskan pada Gambar 4.3, langkah selanjutnya adalah menghitung 
gradient magnitude atau besarnya gradien pada setiap piksel dan menghitung 
arah dari gradien atau gradient orientation. Gradient magnitude dan gradient 
orientation digunakan untuk membentuk HOG descriptor pada langkah 
selanjutnya. 
 






4.1.3 Diagram Alir Leave-One-Subject-Out Cross Validation 
Setelah didapatkan HOG descriptor dari gambar ekspresi wajah, langkah 
selanjutnya adalah melakukan evaluasi terhadap kinerja algoritme. Untuk menguji 
kinerja algoritme, dilakukan dengan leave-one-subject-out cross validation. 
Pembagian antara data latih dan data uji dilakukan dengan menjadikan satu subjek 
sebagai data latih, dan subjek lainnya sebagai data latih. Data latih digunakan 
untuk melatih algoritme klasifikasi yang digunakan, yakni SVM, kemudian 
mengklasifikasikan data uji. Kinerja algoritme diukur dari seberapa akurat hasil 
klasifikasi yang dihasilkan. 
 





4.2 Perhitungan Histogram of Oriented Gradients 
Dalam contoh perhitungan HOG descriptor ini digunakan gambar sederhana 
dengan ukuran 8×8 piksel seperti pada Gambar 4.6. Pada Gambar 4.6 dapat dilihat 
bahwa jika dihitung, gradien gambar didominasi oleh gradien pada arah 0° dan 
90°, dengan sebagian gradien memiliki arah 45° dan 135° untuk sudut yang ada 
pada gambar. 
 
Gambar 4.6 Gambar untuk perhitungan HOG 
Jika nilainya dituliskan dalam bentuk matriks, maka didapat matriks seperti 
pada Tabel 4.1 yang berisi nilai setiap piksel pada setiap selnya. Langkah 
selanjutnya adalah penambahan tepian pada gambar (padding) piksel di tepi 
gambar tetap bisa dihitung gradiennya. 
Tabel 4.1 Matriks Gambar 4.6 
114 114 255 214 214 255 0 0 
114 114 255 214 214 255 0 0 
114 114 255 214 214 255 0 0 
114 114 255 255 255 255 0 0 
255 255 255 255 75 255 255 255 
168 168 168 255 255 255 255 255 
168 168 168 255 255 27 27 27 






4.2.1 Menambahkan Padding pada Gambar 
Pada Tabel 4.2, ditambahkan padding pada gambar dengan ukuran 1 piksel 
untuk setiap sisi, sehingga gambar yang sebelumnya berukuran 16×16 piksel, 
menjadi berukuran 18×18 piksel. Nilai pada padding ini menyalin nilai terdekatnya. 
Tabel 4.2 Gambar yang diberi pad (tepian) 
 114 114 255 214 214 255 0 0  
114 114 114 255 214 214 255 0 0 0 
114 114 114 255 214 214 255 0 0 0 
114 114 114 255 214 214 255 0 0 0 
114 114 114 255 255 255 255 0 0 0 
255 255 255 255 255 75 255 255 255 255 
168 168 168 168 255 255 255 255 255 255 
168 168 168 168 255 255 27 27 27 27 
168 168 168 168 255 255 27 27 27 27 
 168 168 168 255 255 27 27 27  
4.2.2 Menghitung Gradien Gambar 
Gradien dihitung dengan mengaplikasikan filter pada pada gambar yang sudah 
diberi tepian. Filter pada Persamaan 2.1 berukuran 1×3, maka perhitungan filter 
membutuhkan nilai pada piksel sebelah kanan dan kiri. Sebagai contoh, berikut 
perhitungan gradien horizontal pada baris pertama kolom ke-3: 
𝐺𝑥(1,3) =  −1 ×  𝑃𝑎𝑑(1,2) + 0 × 𝑃𝑎𝑑(1,3) + 1 × 𝑃𝑎𝑑(1,4) 
𝐺𝑥(1,3) = −1 × 114 + 0 × 255 + 1 × 214 = 100 
Hasil perhitungan gradien horizontal ditunjukkan pada Tabel 4.3. 
Tabel 4.3 Hasil perhitungan gradien horizontal 
0 141 100 -41 41 -214 -255 0 
0 141 100 -41 41 -214 -255 0 
0 141 100 -41 41 -214 -255 0 
0 141 141 0 0 -255 -255 0 
0 0 0 -180 0 180 0 0 
0 0 87 87 0 0 0 0 
0 0 87 87 -228 -228 0 0 
0 0 87 87 -228 -228 0 0 
 
Untuk contoh perhitungan gradien vertikal, berikut perhitungan gradien pada 
baris ke-4 kolom ke-5: 
𝐺𝑦(4,5) =  −1 ×  𝑃𝑎𝑑(3,5) + 0 × 𝑃𝑎𝑑(4,5) + 1 × 𝑃𝑎𝑑(5,5) 





Hasil perhitungan gradien vertikal ditunjukkan pada Tabel 4.4. 
Tabel 4.4 Hasil perhitungan gradien vertikal 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 41 41 0 0 0 
141 141 0 41 -139 0 255 255 
54 54 -87 0 0 0 255 255 
-87 -87 -87 0 180 -228 -228 -228 
0 0 0 0 0 -228 -228 -228 
0 0 0 0 0 0 0 0 
4.2.3 Menghitung Besarnya Gradien 
Untuk mengubah nilai dua macam arah gradien menjadi satu nilai, dilakukan 
perhitungan besarnya gradien pada setiap piksel. Sebagai contoh, perhitungan 
gradien pada baris ke-3 kolom ke-5: 
𝐺(3,5) = √𝐺𝑥(3,5)2 + 𝐺𝑦(3,5)2 
𝐺(3,5) = √412 + 412 = √1681 + 1681 = √3362 = 57,98 
Tabel 4.5 Hasil perhitungan besarnya gradien 
0 141 100 41 41 214 255 0 
0 141 100 41 41 214 255 0 
0 141 100 57,98 57,98 214 255 0 
141 199,4 141 41 139 255 360,6 255 
54 54 87 180 0 180 255 255 
87 87 123 87 180 228 228 228 
0 0 87 87 228 322,4 228 228 
0 0 87 87 228 228 0 0 
4.2.4 Menghitung Arah Gradien 
Menghitung arah gradien diperlukan untuk menentukan orientation bin di 
mana magnitude akan dimasukkan. Arah gradien dituliskan dalam bentuk sudut. 
Karena 𝐺𝑥 dan 𝐺𝑦 sudah diketahui, maka menghitung sudut dapat dilakukan 
dengan Persamaan 2.4. Contoh perhitungan arah gradian pada baris ke-7 kolom 
ke-6: 




𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
−228
−228





Jika tidak ada perubahan nilai secara horizontal (𝐺𝑥 = 0) dan hanya ada 
gradien vertikal (𝐺𝑦 > 0), maka arah gradien adalah 90°. Hasil perhitungan arah 
gradien ditunjukkan pada Tabel 4.6. 
Tabel 4.6 Hasil perhitungan arah gradien 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 135 45 0 0 0 
90 45 0 90 90 0 135 90 
90 90 90 0 0 0 90 90 
90 90 135 0 90 90 90 90 
0 0 0 0 0 45 90 90 
0 0 0 0 0 0 0 0 
4.2.5 Menghitung Besarnya Gradien pada Setiap Arah 
Untuk membentuk HOG descriptor pada setiap sel, dibentuk histogram gradien 
yang dibagi menjadi 9 orientation bin. Setiap piksel umumnya memberikan 
gradient magnitude pada dua bin. Semakin dekat dengan pusat bin, semakin besar 
gradient magnitude yang diberikan. Pada contoh perhitungan ini, digunakan 
ukuran sel sebesar 4×4 piksel. Contoh perhitungan bin pada baris ke-6 kolom ke-
3: 
𝑖 = ⌊𝜃 20⁄ ⌋ = ⌊135/20⌋ = 6 
𝑏𝑖𝑛6 = 𝐺(6,3) × (20 − 𝜃(6,3) 𝑚𝑜𝑑 20) 20⁄  
𝑏𝑖𝑛6 = 123 × (20 − 135 𝑚𝑜𝑑 20) 20⁄ = 30,8 
𝑏𝑖𝑛7 = 𝐺(6,3) × 𝜃(6,3) 𝑚𝑜𝑑 20 20⁄  
𝐛𝐢𝐧𝟕 = 𝐆(𝟔, 𝟑) × 𝛉(𝟔, 𝟑) 𝐦𝐨𝐝 𝟐𝟎 𝟐𝟎⁄ = 𝟗𝟐, 𝟑 
Tabel 4.7 menunjukkan hasil voting pada orientation bin dalam setiap sel untuk 
membentuk HOG descriptor. Semakin banyak gradien yang memiliki arah yang 
sama dalam satu sel, maka gradien akan terpusat pada salah satu bin. Jika arah 
gradien sama dengan salah satu pusat bin (0°, 20°, 40°, dst.), maka seluruh 
gradient magnitude hanya diberikan pada bin tersebut. 
Tabel 4.7 Hasil perhitungan HOG descriptor untuk setiap sel 
Sel 
Bin 
0 1 2 3 4 5 6 7 8 
Sel(1,1) 946 0 150 49,9 91 91 14,5 43,5 0 
Sel(1,2) 1744 0 43,5 14,5 197 197 90,2 270 0 
Sel(2,1) 615 0 0 0 185 185 30,8 92,3 0 






Gambar 4.7 menunjukkan histogram of oriented gradients pada setiap sel. 
Sesuai yang dapat diamati pada Gambar 4.6, sebagian besar gradien memiliki arah 
0° dan 90° atau arah vertikal dan horizontal. Dengan sebagian kecil berada pada 
45° dan 135° untuk sudut-sudut yang ada pada gambar. 
 
Gambar 4.7 Histogram kumulatif setiap sel pada gambar 
4.2.6 Menghitung Normalisasi Histogram dalam Satu Blok 
Untuk mendapatkan invariance yang lebih baik terhadap pencahayaan, 
dilakukan normalisasi histogram. Dalam contoh perhitungan ini, ukuran blok 
adalah 2×2 sel sehingga normalisasi dalam satu blok membentuk HOG descriptor 
berukuran 4 kali ukuran histogram dari sel yang berukuran 1×9, menjadi 
berukuran 1×36. 
Tabel 4.8 Hasil perhitungan normalisasi histogram 
0,3555 0 0,0562 0,0187 0,0342 0,0342 0,0054 0,0163 0 
0,6553 0 0,0163 0,0054 0,074 0,074 0,0339 0,1016 0 
0,2311 0 0 0 0,0693 0,0693 0,0116 0,0347 0 
0,3247 0 0,0909 0,0303 0,3438 0,3438 0 0 0 
Pada contoh perhitungan HOG descriptor Gambar 4.6 hanya terdapat 1 blok. 
Pada kasus sebenarnya, HOG descriptor dari semua blok digabungkan menjadi 
descriptor berukuran 1 × (jumlah blok × ukuran descriptor setiap blok). 
4.3 Perancangan Pengujian 
Dalam penelitian ini, terdapat 4 parameter pengujian yang dilakukan. 
Parameter pertama adalah resolusi gambar, yang kedua adalah ukuran sel dalam 
perhitungan HOG descriptor, parameter ketiga adalah seberapa besar ukuran blok 
yang digunakan dalam normalisasi, dan yang terakhir adalah seberapa besar setiap 
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Resolusi yang digunakan berdasar pada penelitian yang dilakukan oleh Ying-li 
Tian et al. (2003). Penelitian tersebut memberikan data mengenai hal yang dapat 
dilakukan pada wajah dalam resolusi tertentu. Data tersebut dituliskan dalam 
Tabel 4.9. 
Tabel 4.9 Hal yang dapat dilakukan pada gambar wajah dalam beberapa 
resolusi 
Gambar 
    
Resolusi 96 x 128 69 x 93 48 x 64 24 x 32 
Deteksi Ya Ya Ya Ya 
Pengenalan Ya Ya Ya Mungkin 
Fitur wajah Ya Ya Mungkin Tidak 
Ekspresi Ya Ya Mungkin Tidak 
Sumber: Ying-li Tian et al. (2003) 
Berdasarkan Tabel 4.9, maka dalam pengujian ini digunakan resolusi 48×48 
piksel, 72×72 piksel, dan 120×120 piksel. Ketiga resolusi ini cukup mewakili 
resolusi yang disajikan pada Tabel 4.9. 












1×1 0 1296  
2×2 
0 1296  
1/2 4356  
3×3 
0 1296  
1/3 2025  
2/3 8100  
8×8 6×6 
1×1 0 576  
2×2 
0 576  
1/2 1764  
3×3 
0 324  
1/3 729  
2/3 2916  
6×6 8×8 
1×1 0 324  
2×2 
0 324  
1/2 900  




1/3 324  
2/3 1296  
4×4 12×12 
1×1 0 144  
2×2 
0 144  
1/2 324  
3×3 2/3 324  
 












1×1 0 2916  
2×2 
0 2916  
1/2 10404  
3×3 
0 2916  
1/3 5184  
2/3 20736  
12×12 6×6 
1×1 0 1296  
2×2 
0 1296  
1/2 4356  
3×3 
0 1296  
1/3 2025  
2/3 8100  
9×9 8×8 
1×1 0 729  
2×2 
0 576  
1/2 2304  
3×3 
0 729  
1/3 1296  
2/3 3969  
6×6 12×12 
1×1 0 324  
2×2 
0 324  
1/2 900  
3×3 
0 324  
1/3 324  


















1×1 0 8100  
2×2 
0 8100  
1/2 30276  
3×3 
0 8100  
1/3 15876  
2/3 63504  
20×20 6×6 
1×1 0 3600  
2×2 
0 3600  
1/2 12996   
3×3 
0 2916  
1/3 6561  
2/3 26244  
15×15 8×8 
1×1 0 2025  
2×2 
0 1764  
1/2 7056  
3×3 
0 2025  
1/3 3969  
2/3 13689  
10 ×10 12×12 
1×1 0 900  
2×2 
0 900  
1/2 2916  
3×3 
0 729  
1/3 1296  





BAB 5 IMPLEMENTASI 
Pada bab ini akan dibahas implementasi dari perancangan penelitian yang 
telah dijelaskan pada bab sebelumnya. Penjelasan yang dimuat pada 
implementasi ini terdiri dari implementasi algoritme yang diusulkan, dan evaluasi 
kinerja algoritme. 
5.1 Implementasi Algoritme 
5.1.1 Implementasi Akuisisi Area Wajah 























    path ="ready/original_gray/" 
    list_of_files = [] 
 
    for root, dirs, files in os.walk(path): 
        for file in files: 
            list_of_files.append(file) 
 
    for image_file in list_of_files: 
        img = cv.imread(path + image_file, cv.IMREAD_UNCHANGED) 
 
        haar_cascade_face = cv.CascadeClassifier( 
'data/haarcascades/haarcascade_frontalface_default.xml') 
        faces_rects = haar_cascade_face.detectMultiScale(img) 
 
        for (x, y, w, h) in faces_rects: 
            if w > 200: 
                cropped = img[y:y+h, x:x+w] 
 
                cv.imwrite("ready/faces/"+image_file, cropped) 
            break 
Kode Sumber 5.1 Akuisisi Area Wajah 
Penjelasan dari Kode Sumber 5.1 sebagai berikut. 
Baris 1: Deklarasi fungsi. 
Baris 2: Lokasi data. 
Baris 3: List untuk menyimpan semua nama data gambar. 
Baris 5-7: Menyimpan semua nama fail gambar dalam list. 
Baris 9: Melakukan iterasi untuk setiap gambar 
Baris 10: Memuat gambar ke dalam program. 
Baris 12: Melakukan instansiasi face detector. 
Baris 13: Melakukan deteksi wajah pada gambar. 





5.1.2 Implementasi Mengubah Resolusi Gambar Wajah 
















    path ="ready/faces/" 
    list_of_files = [] 
    if not os.path.isdir("ready/"+str(resolution)+"/"): 
        os.mkdir("ready/"+str(resolution)+"/") 
 
    for root, dirs, files in os.walk(path): 
        for file in files: 
            list_of_files.append(file) 
 
    for image_file in list_of_files: 
        img = cv.imread(path + image_file, cv.IMREAD_UNCHANGED) 
        resized = cv.resize(img, (resolution, resolution)) 
        cv.imwrite("ready/"+str(resolution)+"/"+image_file, 
resized) 
Kode Sumber 5.2 Mengubah Resolusi Gambar Wajah 
Penjelasan dari Kode Sumber 5.2 sebagai berikut. 
Baris 1: Deklarasi fungsi dengan parameter resolusi gambar yang diinginkan. 
Baris 2: Lokasi data gambar. 
Baris 3: List untuk menyimpan semua nama data gambar. 
Baris 4-5: Membuat folder baru untuk menyimpan gambar yang resolusinya sudah 
diubah. 
Baris 7-9: Menyimpan semua nama fail gambar dalam list. 
Baris 11-14: Memuat setiap gambar dalam list, mengubah resolusi gambar, dan 
menyimpan ke folder yang sesuai. 
5.1.3 Implementasi Histogram of Oriented Gradients 

























import numpy as np 
 
def calculate_gradients(img, pad_img, mask): 
    result = np.zeros(img.shape) 
 
    for r in np.arange(img.shape[0]): 
        for c in np.arange(img.shape[1]): 
            result[r, c] = np.sum(pad_img[r:r+mask.shape[0], 
c:c+mask.shape[1]] * mask) 
         
    return result 
 
def calculate_magnitude(grad_x, grad_y): 
    return np.sqrt(np.power(grad_x, 2) + np.power(grad_y, 2)) 
 
def calculate_orientation(grad_x, grad_y): 
    return np.arctan(grad_y/grad_x) * 180 / np.pi 
 
def vote_hist(bin, mag, ori): 
    idx = int(ori / 20) 
    bin[idx % 9] += mag * (20 - ori % 20) / 20 
    bin[(idx+1) % 9] += mag * (ori % 20) / 20 
 





































































    mag = mag.flatten() 
    ori = ori.flatten() 
    for val, dir in zip(mag, ori): 
        vote_hist(bin, val, dir) 
 
def calculate_hist(mag, ori, cell_size): 
    result = np.zeros([mag.shape[0] // cell_size, mag.shape[1] // 
cell_size, 9]) 
     
    for cell_x, x in zip(np.arange(result.shape[0]), 
np.arange(mag.shape[0], step=cell_size)): 
        for cell_y, y in zip(np.arange(result.shape[1]), 
np.arange(mag.shape[1], step=cell_size)): 
            cell_hist = np.zeros(9) 
            calculate_cell_hist(cell_hist, mag[x:x+cell_size, 
y:y+cell_size], ori[x:x+cell_size, y:y+cell_size]) 
            result[cell_x][cell_y] = cell_hist 
 
    return result 
 
def normalize(desc): 
    desc = desc.flatten() 
    divisor = np.sqrt(np.sum(np.power(desc, 2))) 
    return desc/divisor if divisor > 0 else np.zeros(desc.shape) 
 
def normalize_block(desc, block_size, overlap): 
    if overlap >= block_size: 
        sys.exit(1) 
    HOG_descriptor = np.empty(0) 
 
    for r in np.arange(desc.shape[0], step=block_size-overlap): 
        for c in np.arange(desc.shape[1], step=block_size-overlap): 
            if r+block_size <= desc.shape[0] and c+block_size <= 
desc.shape[1]: 
                block_desc = normalize(desc[r:r+block_size, 
c:c+block_size]) 
                HOG_descriptor = np.concatenate((HOG_descriptor, 
block_desc)) 
     
    return HOG_descriptor 
         
 
def calculate_HOG(img, cell_size, block_size, overlap): 
    x_mask = np.array([ 
        [0, 0, 0], 
        [-1, 0, 1], 
        [0, 0, 0] 
    ]) 
    y_mask = np.array([ 
        [0, -1, 0], 
        [0, 0, 0], 
        [0, 1, 0] 
    ]) 
 
    img_w, img_h = img.shape 
    mask_w, mask_h = x_mask.shape[0], x_mask.shape[1] 
    # pad is half the kernel size 
    pad_x, pad_y = int(mask_w/2), int(mask_h/2) 
     
    # copy img to padded img 
    pad_img = np.zeros((img_w + pad_x*2, img_h + pad_y*2)) 
    pad_img[pad_x : img_w + pad_x, pad_y : img_h + pad_y] = 
np.copy(img) 
     























    pad_img[pad_x:img_w + pad_x, :pad_y] = np.copy(img[:, :pad_y]) 
    pad_img[pad_x:img_w+pad_x, -pad_y:] = np.copy(img[:, -pad_y:]) 
    pad_img[:pad_x, pad_y:img_h+pad_y] = np.copy(img[:pad_x, :]) 
    pad_img[-pad_x:, pad_y:img_h+pad_y] = np.copy(img[-pad_x:, :]) 
 
    grad_x = calculate_gradients(img, pad_img, x_mask) 
    grad_y = calculate_gradients(img, pad_img, y_mask) 
     
    magnitude = calculate_magnitude(grad_x, grad_y) 
    orientation = calculate_orientation(grad_x, grad_y) 
    orientation = np.where(np.isnan(orientation), 0, orientation) 
    orientation = np.where(orientation >= 0, orientation, 
180+orientation) 
 
    cell_HOG = calculate_hist(magnitude, orientation, cell_size) 
 
    HOG_descriptor = normalize_block(cell_HOG, block_size, overlap) 
 
    return HOG_descriptor 
Kode Sumber 5.3 Histogram of Oriented Gradients 
Penjelasan dari Kode Sumber 5.3 sebagai berikut. 
Baris 1: Import library numpy. 
Baris 3-10: Menghitung gradien dari gambar wajah. Fungsi ini dapat digunakan 
untuk gradien vertikal maupun horizontal, menyesuaikan mask yang digunakan. 
Baris 12-13: Menghitung gradient magnitude pada setiap piksel. 
Baris 15-16: Menghitung gradient orientation pada setiap piksel. 
Baris 18-21: Fungsi vote_hist untuk menentukan besarnya magnitude untuk setiap 
bin berdasarkan arah gradien. 
Baris 23-27: Fungsi calculate_cell_hist untuk menghitung histogram dalam sel. 
Baris 29: Fungsi calculate_hist untuk menghitung histogram dari semua sel. 
Baris 30: Membuat numpy array untuk menyimpan histogram semua sel 
berukuran ukurang grid x jumlah bin. 
Baris 32-36: Melakukan perulangan untuk menghitung histogram setiap sel 
dengan memanggil fungsi calculate_cell_hist. 
Baris 38: Mengembalikan hasil perhitungan histogram setiap sel pada gambar. 
Baris 40-43: Mengubah blok menjadi array 1 dimensi dan melakukan normalisasi. 
Baris 45: Fungsi normalize_block untuk melakukan normalisasi blok pada 
descriptor. 
Baris 46-47: Menghentikan eksekusi program apabila overlap sama dengan ukuran 
blok. 
Baris 48: Inisialisasi array untuk menyimpan descriptor. 
Baris 50-51: Perulangan untuk melakukan normalisasi descriptor pada setiap blok. 





Baris 53: Melakukan normalisasi dengan memanggil fungsi normalize. 
Baris 54: Menyimpan descriptor yang sudah dinormalisasi. 
Baris 56: Mengembalikan descriptor yang sudah selesai dihitung. 
Baris 59: Fungsi calculate_HOG dengan parameter gambar yang digunakan, 
ukuran sel, ukuran blok, dan block overlap. 
Baris 60-69: Inisialisasi mask yang digunakan untuk menghitung gradien. 
Baris 71-74: Menyimpan ukuran gambar dan ukuran padding yang digunakan pada 
gambar. 
Baris 77-78: Membentuk gambar dengan padding agar dapat menghitung gradien 
pada tepian gambar. 
Baris 81-84: Mengisi padding dengan nilai terdekat. 
Baris 86: Menghitung gradien vertikal. 
Baris 87: Menghitung gradien horizontal. 
Baris 89: Menghitung gradient magnitude. 
Baris 90-92: Menghitung gradient orientation. 
Baris 94: Menghitung histogram setiap sel. 
Baris 96: Melakukan normalisasi pada setiap blok. 
Baris 98: Mengembalikan nilai HOG descriptor. 
5.1.4 Implementasi Leave-One-Subject-Out Cross Validation 




























import numpy as np 
import sys 
from sklearn.svm import SVC 
from sklearn import metrics 
from io import StringIO 
 
def classify(x_train, y_train, x_test, y_test, kernel, C, gamma, 
degree): 
    clf = SVC(kernel=kernel, C=C, gamma=gamma, degree=degree) 
    clf.fit(x_train, y_train) 
    predictions = clf.predict(x_test) 
 
    return predictions 
 
def LOSO_cv(dataset, labels, sub_name, kernel='linear', C=1, 
gamma='scale', degree=3): 
    sub_list = np.unique(sub_name) 
    predictions = np.zeros((0)) 
     
    for i, current_sub in enumerate(sub_list): 
        print("Subject {} of {}: {}".format(i+1, len(sub_list), 
current_sub)) 
        sub_idx = np.where(sub_name == current_sub)[0] 
        x_test = dataset[sub_idx[0] : sub_idx[-1]+1] 
        y_test = labels[sub_idx[0] : sub_idx[-1]+1] 























        x_train = np.delete(dataset, sub_idx, axis=0) 
        y_train = np.delete(labels, sub_idx) 
        sub_train = np.delete(sub_name, sub_idx) 
 
        print(x_train.shape, y_train.shape, x_test.shape, 
y_test.shape) 
        sub_predict = classify(x_train, y_train, x_test, y_test,  
        kernel=kernel, C=C, gamma=gamma, degree=degree) 
 
        predictions = np.concatenate((predictions, sub_predict)) 
        print(predictions.shape) 
 
    print("Params: Kernel={}, C={}, gamma={}, 
degree={}".format(kernel, C, gamma, degree)) 
    print(metrics.accuracy_score(labels, predictions)) 
    print(metrics.confusion_matrix(labels, predictions)) 
 
    return predictions 
Kode Sumber 5.4 Leave-One-Subject-Out Cross Validation 
Penjelasan dari Kode Sumber 5.4 sebagai berikut. 
Baris 1-5:  Import library yang digunakan 
Baris 7-12: Fungsi classify menerima parameter berupa data latih dan data uji 
beserta labelnya, beserta parameter untuk algoritme SVM. Fungsi ini 
mengembalikan hasil klasifikasi dari data uji yang diberikan. 
Baris 14: Deklarasi fungsi LOSO_cv untuk melakukan leave-one-subject-out cross 
validation, dengan parameter dataset, kelas data, dan nama subjek. Serta 
terdapat default value untuk parameter yang digunakan oleh SVM apabila tidak 
diberikan. 
Baris 15: Menyimpan daftar nama subjek. 
Baris 16: Membentuk array untuk menyimpan hasil klasifikasi. 
Baris 18: Perulangan untuk setiap subjek dalam daftar nama subjek. 
Baris 19: Mencetak subjek saat ini. 
Baris 20: Menemukan indeks dari data dengan subjek sama dengan subjek saat ini. 
Baris 21-23: Mengambil data uji dan kelas data sesuai dengan indeks data yang 
didapat sebelumnya. 
Baris 25-27: Membentuk data latih dengan menyalin kemudian menghapus indeks 
data uji dari dataset. 
Baris 30: Memanggil fungsi classify untuk melakukan klasifikasi dengan subjek saat 
ini sebagai data uji, dan data lain menjadi data latih. Kemudian menyimpan 
hasilnya. 
Baris 32:  Menggabungkan hasil klasifikasi subjek saat ini dengan hasil klasifikasi 
yang didapat dari subjek-subjek sebelumnya. 
Baris 35: Mencetak parameter SVM yang digunakan untuk klasifikasi. 





Baris 37: Mencetak confusion matrix dari hasil klasifikasi. 
Baris 39: Mengembalikan hasil klasifikasi. 
5.1.5 Implementasi Main Program 




















































import numpy as np 
import cv2 as cv 
from io import StringIO 
from face_acq import * 
from hog import * 
from cross_val import * 
 
def build_desc(resolution, cell_size, block_size, overlap): 
    data_path ="ready/"+str(resolution)+"/" 
    list_of_files = [] 
    title = "desc/{}-{}-{}-{}.csv".format(resolution, cell_size, 
block_size, overlap) 
 
    for root, dirs, files in os.walk(data_path): 
        for file in files: 
            list_of_files.append(file) 
 
    desc_file = np.zeros((0, 19044)) 
     
    for image_file in list_of_files: 
        img = cv.imread(data_path + image_file, 
cv.IMREAD_UNCHANGED) 
         
        desc = calculate_HOG(img, cell_size, block_size, overlap) 
        desc_file = np.append(desc_file, [desc], axis=0) 
     
    np.savetxt(title, desc_file, delimiter=",") 
 
face_acq() 
resolution = 192 
resize(resolution) 
 
build_desc(resolution, 8, 2, 1) 
 
c = StringIO("desc/192-8-1-1.csv").read() 
dataset = np.loadtxt(c, delimiter=",") 
 
sub_name = open('ready/names.txt', 'r') 
sub_name = np.array(sub_name.read().strip().split("\n")) 
 
labels = open('ready/labels.txt', 'r') 
labels = np.array(labels.read().strip().split("\n")) 
 
predictions = LOSO_cv(dataset, labels, sub_name) 
 
print(predictions) 
np.savetxt("pred/72-8-2-1.csv", predictions.astype(str), fmt="%s", 
delimiter=",") 
Kode Sumber 5.5 Main Program 
Penjelasan dari Kode Sumber 5.5 sebagai berikut. 




Baris 5: Import fail face_acq.py untuk melakukan akuisisi wajah dan mengubah 
resolusi. 
Baris 6: Import fail hog.py untuk melakukan perhitungan HOG descriptor. 
Baris 7: Import fail cross_val.py untuk melakukan cross validation. 
Baris 9: Fungsi build_desc untuk membentuk dataset berupa HOG descriptor. 
Baris 10: Lokasi data, sesuai resolusi. 
Baris 11: List untuk menyimpan nama fail. 
Baris 12: Nama fail untuk menyimpan descriptor. 
Baris 14-16: Menyimpan semua nama fail gambar dalam list. 
Baris 18: Array untuk menyimpan descriptor. 
Baris 20: Perulangan untuk setiap gambar dalam dataset. 
Baris 21: Memuat gambar dalam program. 
Baris 23: Menghitung HOG descriptor dari gambar. 
Baris 24: Menambahkan HOG descriptor ke dalam array. 
Baris 26: Menyimpan array ke dalam fail dengan nama fail yang ditentukan 
sebelumnya. 
Baris 28: Memanggil fungsi face_acq untuk melakukan akuisisi wajah. 
Baris 29: Menyimpan resolusi yang diuji. 
Baris 30: Mengubah resolusi gambar menjadi resolusi yang ditentukan. 
Baris 32: Membuat file berisi dataset dalam bentuk HOG descriptor. 
Baris 34-35: Memuat dataset HOG descriptor. 
Baris 37-38: Memuat nama subjek dari setiap gambar dalam dataset. 
Baris 40-41: Memuat label dari dataset. 
Baris 43: Melakukan klasifikasi dengan teknik leave-one-subject-out cross 
validation, kemudian menyimpan hasilnya. 
Baris 45: Mencetak hasil klasifikasi. 





BAB 6 PENGUJIAN DAN ANALISIS 
Bab ini membahas tentang pengujian dan analisis terhadap hasil dari 
implementasi dan skenario pengujian yang telah dijelaskan di bab sebelumnya. 
6.1 Pengujian Pengaruh Resolusi Citra Wajah 
Pengujian pertama yang dilakukan adalah melihat pengaruh resolusi wajah 
terhadap akurasi algoritme. Pada Tabel 6.1 dapat dilihat bahwa resolusi citra yang 
semakin tinggi memungkinkan algoritme untuk mendapatkan akurasi yang lebih 
tinggi. Hal ini dikarenakan lebih banyak data dan detail yang dimiliki oleh citra 
untuk digunakan dalam proses klasifikasi.  








48 85,474% 91,131% 73,700% 
72 91,131% 93,884% 85,933% 
120 92,100% 94,190% 89,297% 
 
Selain itu, semakin tinggi resolusi citra membuat pemilihan parameter dalam 
perhitungan HOG memiliki pengaruh yang relatif kecil. Pada resolusi 120 piksel, 
perbedaan nilai akurasi tertinggi dan terendah sebesar 4,89%. Sebaliknya, pada 
citra beresolusi rendah, pemilihan parameter perhitungan HOG memiliki 
pengaruh yang besar dengan perbedaan nilai akurasi tertinggi dan terendah 
sebesar 17,43%. 
6.2 Pengujian Pengaruh Ukuran Sel 
Pemilihan parameter ukuran sel dalam perhitungan HOG menentukan 
seberapa detail informasi yang dipertahankan dan direpresentasikan dalam 
descriptor. Ukuran sel yang kecil membuat setiap sel hanya mewakili bagian yang 
sempit dan membuat ukuran grid yang besar pada citra. Gambar 6.1 menunjukkan 
grid yang dibentuk pada citra berukuran 72×72 piksel dengan ukuran sel 4 piksel 
(kiri) dan ukuran sel 8 piksel (kanan). 




Dalam pengujian yang dilakukan, didapat data pada Tabel 6.2. Pada resolusi 48 
piksel, akurasi tertinggi dicapai pada ukuran sel 4 piksel, sedangkan akurasi 
terendah didapat pada ukuran sel 12 piksel. Hal ini dikarenakan banyak informasi 
yang hilang pada perhitungan HOG pada citra dengan resolusi 48 piksel 
menggunakan parameter ukuran sel 12 piksel. Seluruh gambar hanya 
direpresentasikan oleh grid berukuran 4×4. 
Untuk resolusi yang lebih tinggi, ukuran sel terkecil yang seharusnya membuat 
informasi pada descriptor menjadi lebih detail memberikan akurasi yang lebih 
rendah daripada ukuran sel yang lebih besar. Hal ini disebabkan ukuran sel yang 
terlalu kecil untuk resolusi tersebut tidak dapat melakukan generalisasi dari 
bentuk komponen wajah untuk membentuk descriptor yang merepresentasikan 
ekspresi wajah dengan baik. 
Tabel 6.2 Hasil akurasi rata-rata untuk setiap ukuran sel 
Resolusi 4 piksel 6 piksel 8 piksel 12 piksel 
48 89,653% 85,984% 86,850% 76,376% 
72 91,284% 92,559% 92,049% 88,634% 
120 91,335% 92,864% 92,813% 91,386% 
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6.3 Pengujian Pengaruh Ukuran Blok dan Normalisasi Blok 
Ukuran blok dan overlapping memengaruhi bagaimana menormalisasi dan 
menyusun HOG descriptor dari gambar secara keseluruhan dari descriptor yang 
dibentuk di setiap sel. Hasil pengujian ukuran blok yang berbeda ditunjukkan pada 
Tabel 6.3 dan grafik pada Gambar 6.3. 
Tabel 6.3 Hasil pengujian ukuran blok (non overlapping) 
Ukuran Sel Blok 1×1 Blok 2×2 Blok 3×3 
4 piksel 90,826% 89,602% 90,316% 
6 piksel 90,316% 90,826% 89,602% 
8 piksel 90,826% 88,787% 90,010% 
12 piksel 83,894% 83,588% 91,284% 
 
Pada ukuran sel 4, 8, dan 12 piksel, terjadi penurunan akurasi ketika dilakukan 
normalisasi blok. Baik pada ukuran blok 2×2 maupun 3×3. Apabila menggunakan 
non overlapping block, kinerja terbaik didapatkan ketika setiap sel diperlakukan 
sebagai satu blok kemudian dilakukan normalisasi. Perlu diperhatikan pada ukuran 
sel 12 piksel dan ukuran blok 3×3, akurasi yang tinggi dicapai karena pada resolusi 
48×48 piksel, ukuran blok 3×3 non overlapping tidak dapat dihitung karena 
kurangnya jumlah sel, sehingga rata-rata akurasi hanya terdiri dari resolusi yang 
lebih tinggi. Pada ukuran sel 6 piksel, ukuran blok 2×2 mencapai akurasi tertinggi, 
sedangkan ukuran blok 1×1 tetap lebih baik daripada ukuran blok 3×3. 
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Tabel 6.4 Hasil pengujian ukuran blok dan overlapping 
Ukuran 
Sel 
Ukuran Blok - Overlap 
1 × 1 - 0 2 × 2 - 0 2 × 2 - 1 3 × 3 - 0 3 × 3 - 1 3 × 3 - 2 
4 piksel 90,826% 89,602% 91,437% 90,316% 90,418% 91,947% 
6 piksel 90,316% 90,826% 91,539% 89,602% 90,622% 89,908% 
8 piksel 90,826% 88,787% 92,355% 90,010% 89,704% 91,743% 
12 piksel 83,894% 83,588% 87,462% 91,284% 88,685% 86,952% 
 
 
Gambar 6.4 Grafik hasil pengujian block overlapping 
Pada pengujian ukuran blok dengan overlapping, hampir setiap overlapping 
memberikan peningkatan akurasi daripada normalisasi blok tanpa overlapping. 
Dari grafik pada Gambar 6.4, akurasi rata-rata terbaik diperoleh pada ukuran sel 8 
piksel, ukuran blok 2×2 dengan overlapping ½, yang artinya setengah dari blok 
tumpang tindih dengan blok sebelumnya. Hal ini membuktikan efektivitas 
overlapping dalam normalisasi blok pada perhitungan HOG yang bertujuan untuk 
mendapatkan invariance yang lebih baik terhadap tingkat pencahayaan. 
Meskipun berpengaruh baik pada hasil akurasi algoritme, block overlapping 
memiliki kekurangan pada ukuran descriptor yang dihasilkan. Dalam block 
overlapping, setiap sel dapat berkontribusi ke lebih dari satu blok, ukuran 
descriptor yang dihasilkan dari block overlapping pun menjadi lebih besar. Untuk 
overlapping ½ pada ukuran blok 2×2, ukuran descriptor meningkat hingga hampir 
4 kali lipat karena setiap sel dapat dihitung sebagai anggota dari 4 blok, kecuali sel 
di tepi gambar yang hanya dihitung pada 1 atau 2 blok saja. Begitu juga dengan 
ukuran blok 3×3, overlapping 1/3 dan 2/3 membuat descriptor menjadi lebih besar 
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BAB 7 PENUTUP 
7.1 Kesimpulan  
Berdasarkan hasil pengujian dan analisis yang telah dilakukan, beberapa 
kesimpulan yang telah didapatkan adalah sebagai berikut. 
Peningkatan resolusi citra meningkatkan akurasi hasil klasifikasi. Resolusi citra 
yang tinggi memberikan data yang lebih banyak untuk membedakan ekspresi satu 
sama lain. Pemillihan parameter dalam perhitungan HOG memiliki pengaruh yang 
relatif kecil pada resolusi tinggi, dan memiliki pengaruh yang besar pada resolusi 
rendah. 
Pada citra beresolusi rendah, ukuran sel kecil memberikan kinerja paling baik 
karena mempertahankan detail dengan baik. Sebaliknya, resolusi tinggi 
mendapatkan kinerja terbaik dengan ukuran sel yang lebih besar. Ukuran sel yang 
terlalu kecil dibandingkan resolusi dari citra membuat setiap sel hanya fokus pada 
area yang sempit sehingga tidak dapat merepresentasikan perubahan bentuk 
komponen wajah yang saat berekspresi. Jika menggunakan non overlapping block, 
hampir semua hasil terbaik dicapai ketika memperlakukan 1 sel sebagai 1 blok. 
Pembentukan descriptor dengan non overlapping block menurunkan akurasi dari 
algoritme. Menggunakan metode block overlapping dapat meningkatkan akurasi 
dari algoritme dengan cukup signifikan pada semua resolusi dan semua ukuran sel. 
Akurasi terbaik yang dapat dicapai dalam pengenalan ekspresi wajah 
menggunakan HOG dan SVM dalam pengujian ini adalah 94,19%. Akurasi rata-rata 
terbaik yang dicapai oleh parameter perhitungan HOG untuk semua resolusi yang 
didapat dalam penelitian ini sebesar 92,36% dengan kombinasi parameter ukuran 
sel 8×8 piksel, ukuran blok 2×2 sel, dan overlapping ½. 
7.2 Saran 
Beberapa saran yang dapat dilakukan untuk mengembangkan penelitian ini 
antara lain melakukan pengujian pada parameter HOG yang lain misalnya filter 
yang digunakan untuk menghitung gradien gambar atau teknik histogram voting 
yang digunakan. Hal yang lain yang bisa dilakukan adalah mencoba metode ini di 
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LAMPIRAN A HASIL PENGUJIAN 
A.1 Hasil Pengujian Resolusi 48×48 Piksel 










1x1 0 1296 100 1,00E-04 291 0,889908 
2x2 
0 1296 10 1,00E-03 289 0,883792 
1/2 4356 10 1,00E-03 297 0,908257 
3x3 
0 1296 100 1,00E-03 293 0,896024 
1/3 2025 100 auto 291 0,889908 
2/3 8100 10 1,00E-03 298 0,911315 
8x8 6x6 
1x1 0 576 10 auto 284 0,868502 
2x2 
0 576 10 1,00E-02 284 0,868502 
1/2 1764 10 1,00E-02 287 0,877676 
3x3 
0 324 100 1,00E-01 274 0,83792 
1/3 729 10 1,00E-01 284 0,868502 
2/3 2916 100 auto 274 0,83792 
6x6 8x8 
1x1 0 324 10 1,00E-02 285 0,87156 
2x2 
0 324 10 1,00E-01 276 0,844037 
1/2 900 100 1,00E-02 296 0,905199 




1/3 324 1000 1,00E-02 271 0,828746 
2/3 1296 1000 1,00E-02 289 0,883792 
4x4 12x12 
1x1 0 144 100 1,00E-02 244 0,746177 
2x2 
0 144 1000 1,00E-03 241 0,737003 
1/2 324 10 1,00E-01 259 0,792049 
3x3 2/3 324 10 1,00E-01 255 0,779817 
 
A.2 Hasil Pengujian Resolusi 72×72 Piksel 










1x1 0 2916 10 auto 303 0,926606 
2×2 
0 2916 100 0.0001 297 0,908257 
1/2 10404 100 0.00001 300 0,917431 
3×3 
0 2916 100 0.001 293 0,896024 
1/3 5184 10 0.001 297 0,908257 
2/3 20736 100 0.0001 301 0,920489 
12×12 6×6 
1×1 0 1296 10 auto 301 0,920489 
2×2 
0 1296 10 0.01 299 0,914373 
1/2 4356 100 auto 306 0,93578 




1/3 2025 100 auto 302 0,923547 
2/3 8100 10 0.001 307 0,938838 
9×9 8×8 
1×1 0 729 10 auto 302 0,923547 
2×2 
0 576 100 auto 296 0,905199 
1/2 2304 100 0,0001 304 0,929664 
3×3 
0 729 10 0,1 297 0,908257 
1/3 1296 10 0,01 303 0,926606 
2/3 3969 10 0,01 304 0,929664 
6×6 12×12 
1×1 0 324 10 scale 287 0,877676 
2×2 
0 324 100 auto 284 0,868502 
1/2 900 100 0,001 296 0,905199 
3×3 
0 324 100 0,01 298 0,911315 
1/3 324 100 0,1 281 0,859327 






A.3 Hasil Pengujian Resolusi 120×120 Piksel 










1×1 0 8100 10 1,00E-04 297 0,908257 
2×2 
0 8100 10 1,00E-03 293 0,896024 
1/2 30276 100 1,00E-05 300 0,917431 
3×3 
0 8100 100 1,00E-04 300 0,917431 
1/3 15876 10 1,00E-03 299 0,914373 
2/3 63504 100 1,00E-05 303 0,926606 
20×20 6×6 
1×1 0 3600 100 auto 301 0,920489 
2×2 
0 3600 10 1,00E-03 308 0,941896 
1/2 12996 100 auto 305 0,932722 
3×3 
0 2916 100 auto 304 0,929664 
1/3 6561 100 1,00E-04 303 0,926606 
2/3 26244 10 1,00E-04 301 0,920489 
15×15 8×8 
1×1 0 2025 10 1,00E-03 304 0,929664 
2×2 
0 1764 100 1,00E-03 299 0,914373 
1/2 7056 100 1,00E-04 306 0,93578 
3×3 
0 2025 100 auto 299 0,914373 
1/3 3969 100 1,00E-03 306 0,93578 





1×1 0 900 10 1,00E-02 292 0,892966 
2×2 
0 900 1000 1,00E-03 295 0,902141 
1/2 2916 100 auto 303 0,926606 
3×3 
0 729 100 auto 299 0,914373 
1/3 1296 100 1,00E-03 299 0,914373 
2/3 5184 100 auto 305 0,932722 
 
 
