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AVERAGES OF RATIOS OF THE RIEMANN ZETA-FUNCTION AND
CORRELATIONS OF DIVISOR SUMS
BRIAN CONREY AND JONATHAN P. KEATING
Abstract. Nonlinearity has published articles containing a significant number-theoretic
component since the journal was first established. We examine one thread, concerning
the statistics of the zeros of the Riemann zeta function. We extend this by establishing a
connection between the ratios conjecture for the Riemann zeta-function and a conjecture
concerning correlations of convolutions of Mo¨bius and divisor functions. Specifically, we
prove that the ratios conjecture and an arithmetic correlations conjecture imply the same
result. This provides new support for the ratios conjecture, which previously had been
motivated by analogy with formulae in random matrix theory and by a heuristic recipe.
Our main theorem generalises a recent calculation pertaining to the special case of two-
over-two ratios.
1. Introduction
When Nonlinearity was established, it was intended that the journal’s remit should be
nonlinear Mathematics and Physics, interpreted broadly. It was, therefore, a somewhat
surprising decision that the subject of the first paper published should be a problem usually
considered to be primarily number theoretic in nature: the asymptotic value distribution of
incomplete Gauss, or theta sums [BeGo]. That decision turned out to be rather inspired,
because the sums in question were later found to have deep and important connections with
ergodic theory, specifically with ergodic properties of geodesic flows on the unit tangent
bundle of a certain hyperbolic surface [Mark].
Perhaps more surprising was the publication later in the first volume of Nonlinearity of
a paper by Michael Berry [Be2] on the statistical properties of the nontrivial zeros of the
Riemann zeta-function, which is defined by
(1) ζ(s) =
∞∑
n=1
1
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when Res > 1 and then by analytic continuation [T]. These zeros are of central impor-
tance in Number Theory. In this case the motivation was a conjectural connection with the
semiclassical theory of quantum chaotic systems [Be1, Ke1, BourKe].
Montgomery had earlier conjectured that the limiting pair correlation of the zeros should
coincide with that of the eigenvalues of large random complex Hermitian matrices drawn from
the Gaussian Unitary Ensemble of Random Matrix Theory (RMT) [Mont], and had proved
a theorem consistent with this. It is one of the central conjectures of Quantum Chaos that
the energy levels of generic, classically chaotic, non-time-reversal-syemetric systems should,
on the scale of the mean level separation, have the same statistics in the semiclassical limit.
It was observed by Odlyzko, in numerical computations of zero-statistics around the height
of the 1020th zero, that there are significant deviations from predictions based on Mont-
gomery’s conjecture when one looks at a large but finite height up the critical line [O]. This
suggests that the random matrix limit is approach slowly as the height T along the critical
line tends to infinity. In [Be2], Berry wrote down a formula describing Odlyzko’s data uni-
formly and remarkably accurately. This augments the random-matrix limit with lower order
terms which vanish when T →∞.
These papers proved highly influential, stimulating research in several directions. First,
Berry’s formula was re-expressed by Bogomolny and Keating [BoKe3] to show that the
lower order terms representing the deviations from the random matrix limit for large but
finite T are directly related to the lowest zeros; that is, there is a resurgent relationship
between the statistics of the high-lying zeros and the positions of the low-lying zeros of the
zeta function. Moreover, an additional contribution from the low-lying zeros, not captured
in Berry’s formula, was identified [BoKe3]. For a review of these formulae, including a
comparison with Odlyzko’s data, see [BeKe].
Second, Montgomery’s paper on the pair correlation of the Riemann zeros was extended
to other principal L-functions [BL (published in Nonlinearity), RS, KS] and to all n-tuple
correlations [BoKe1, BoKe2, RS]. In [BoKe1] and [BoKe2], which were also published in
Nonlinearity, the goal was to demonstrate how correlations between the zeros relate to
correlations between the primes; the zeros and primes being connected by an expression
known as the explicit formula. When n ≥ 4, this necessitated identifying certain unexpected
contributions in the multiple prime sums involved, contributions that do not arise when n =
2, 3. These were called Type-II contributions in [BoKe1, BoKe2]. The Type-II contributions
remained somewhat mysterious until recently, but the role they play is now starting to
become clearer, as we review below.
In a separate development, the conjectured connection between the statistics of the zeros
of the zeta function and RMT was used to predict the asymptotics of the moments of ζ(s) on
the critical line Res = 1/2. It is a long-standing and important conjecture that as T →∞
(2)
1
T
∫ T
0
|ζ(1
2
+ it)|2λdt ∼ fζ(λ)
∏
p
[
(1− 1
p
)λ
2
∞∑
m=0
(
Γ(λ+m)
m!Γ(λ)
)2
p−m
]
(log
T
2pi
)λ
2
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for some function fζ(λ). Number theoretic calculations using approximations to (1) lead
to values for fζ(1) [HL] and fζ(2) [I], and to conjectures for fζ(3) [CG1] and fζ(4) [CG2].
Curiously, these calculations could not be extended straightforwardly to higher moments:
they give negative values for fζ when clearly this function must be non-negative. Keating
and Snaith put forward the idea that the zeta function on the critical line could be modelled
by the characteristic polynomials of random unitary matrices [KeSn1]. The moments of
random unitary matrices can be calculated, and this lead to a prediction for fζ(λ) for all
Reλ > −1/2 that matches the values previously calculated or conjectured. For a review, see
[Ke2].
This approach extends to other L-functions [CF, KeSn2], to lower order terms in the
moment asymptotics [CFKRS2], and generalises to conjectures for ratios such as
(3)
1
T
∫ T
0
∏
α∈A ζ(s+ α)
∏
β∈B ζ(1− s+ β)∏
γ∈C ζ(s+ γ)
∏
δ∈D ζ(1− s+ δ)
dt,
where s = 1/2 + it, A and B are sets of complex numbers with real parts smaller than 1/4,
and C and D are sets of complex numbers with positive real parts smaller than 1/4 [CFZ].
Averages of ratios like this are important for several reasons. First one can use them to derive
expressions for correlations between the zeros [CS]. Indeed, the conjectured form for the ratio
with two zetas in the numerator and two in the denominator (i.e., the ’two-over-two’ ratio)
leads to precisely the same formula for the pair correlation of the zeros as that obtained by
Bogomolny and Keating [Boke3], including the resurgent lower order terms. (In this case,
the leading order asymptotic as T → ∞ had previously been conjectured by Farmer, who
showed that it implied Montgomery’s conjecture [F].) Second, the conjectured form of ratios
with terms only in the numerator, i.e. averages of the form
(4)
1
T
∫ T
0
∏
α∈A
ζ(s+ α)
∏
β∈B
ζ(1− s+ β) dt,
coincide with the leading order formulae for the moments of the zeta function and other
L-functions predicted by Keating and Snaith [KeSn1, KeSn2], and in addition with all lower-
order terms in the asymptotics [CFKRS2].
This leaves open the problem of finding a firm number-theoretic foundation for the mo-
ment conjecture and the ratio conjecture. These conjectures are supported by random matrix
models (the analogous formulae can be proved rigorously and unconditionally in random ma-
trix theory [KeSn1, KeSn2, CFKRS1, CFZ]), by formal manipulations of the Dirichlet series
(1) called the heuristic recipe [CFKRS2, CFZ], and by extensive numerical computations
(see, e.g., [CFKRS2]). However, as noted above, systematic number-theoretical calculations
for the moments give rigorous results when λ = 1, 2 and lead to conjectures consistent with
the random matrix models when λ = 3, 4, but lead to answers that are clearly incorrect for
higher moments.
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The resolution of this mystery has been explained in a recent series of papers [CK1, CK2,
CK3, CK4, CK5], where it was shown that contributions similar to theType-II terms intro-
duced in [BoKe1, BoKe2] account for the discrepancy. These contributions had previously
been neglected in moment calculations, but evaluating them gives answers that are fully con-
sistent with those of [CFKRS2] for averages such as (4), i.e., for all terms in the asymptotics
identified in [CFKRS2], not just the leading order term of [KeSn1, KeSn2].
We have recently begun to extend our calculations to averages of ratios as in (3). In [CK6]
we computed a particular set of contributions to the two-over-two ratio average and showed
that the result matches previously conjectured expressions based on the recipe [CFKRS2,
CFZ]. Our goal here is to extend that calculation to general ratios. We set out our specific
results in the next section.
2. Statement of Results
Let A and B be sets of complex numbers with real parts smaller than 1/4. Let C and D
be sets of complex numbers with positive real parts smaller than 1/4. The purpose of this
paper is to investigate the averages
RA,B,C,D(T ) :=
∫ ∞
0
ψ
(
t
T
) ∏
α∈A ζ(s+ α)
∏
β∈B ζ(1− s+ β)∏
γ∈C ζ(s+ γ)
∏
δ∈D ζ(1− s+ δ)
dt
where ψ is a smooth function with compact support, say ψ ∈ C∞[1, 2], s = 1/2 + it, and
A,B,C,D are sets of small complex numbers, referred to as the shifts. R is the subject
of the “ratios conjecture” originally formulated in [CFZ] and studied in [CS]. In these prior
studies the perspective was from the point of view of analogy with Random Matrix Theory
(RMT). Our new perspective is to study this quantity from an arithmetic point of view. In
particular, we identify those parts of the ratios conjecture that arise from a study of the
coefficient correlations ∑
n≤X
IA,C(n)IB,D(n+ h)
where IA,C is defined implicitly by
∞∑
n=1
IA,C(n)
ns
=
∏
α∈A ζ(s+ α)∏
γ∈C ζ(s+ γ)
.
In this paper we will describe this connection explicitly.
Not surprisingly, R is related to averages of the (analytic continuation of the) Rankin-
Selberg convolution
BA,B,C,D(s) :=
∞∑
n=1
IA,C(n)IB,D(n)
ns
.
In fact, we can state the ratios conjecture in a relatively simple way in terms of B.
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Conjecture 1. ([CFZ] and [CS]) Suppose that the sets A,B,C and D are as in the intro-
duction and that the imaginary parts of all of the parameters in this set are O(T 1−ξ) for
some ξ > 0. Then
RA,B,C,D(T ) =
∫ ∞
0
ψ
(
t
T
) ∑
U⊂A,V⊂B
|U|=|V |
(
t
2pi
)−∑αˆ∈U αˆ−∑βˆ∈V βˆ
BA−U+V −,B−V+U−,C,D(1) dt+O(T 1−η)
for some η > 0.
Here V − denotes the set obtained from V by replacing every element by its negative. So,
the set A−U + V − may be obtained from the set A by deleting the elements of U and then
inserting the negatives of the elements of V . (We assume that the elements of all of these
sets are distinct. The situation with repeating elements may be deduced from this case by
a limiting argument.)
It is also not surprising that R is connected to weighted averages over n and h of
IA,C(n)IB,D(n+ h).
It is this connection that we are elucidating.
Using the δ-method [DFI] it may be shown that the weighted averages relevant to the
consideration of R can be expressed in terms of
CA,B,C,D(s) := 1
(2pii)2
∫
|w−1|=
∫
|z−1|=
χ(w + z − s− 1)
∞∑
q=1
∞∑
h=1
rq(h)
hs+2−w−z
×
∞∑
m=1
IA,C(m)e(m/q)
mw
∞∑
n=1
IB,D(n)e(n/q)
nz
dw dz
where rq(h) denotes Ramanujan’s sum and where χ(s) is the factor from the functional
equation ζ(s) = χ(s)ζ(1 − s). Here and below  is chosen to be larger than the absolute
values of the shift parameters α, β, γ, δ but smaller than 1/2.
The main conclusion of this paper is that the arithmetic contributions arising from the
averages of IA,C(n)IB,D(n + h) coincide exactly with the terms from the ratios conjecture
with |U | = |V | = 1, i.e. what are referred to elsewhere as the “one-swap” terms.
The result that explicates this is encapsulated in the following identity.
Theorem 1. Assuming the Generalized Riemann Hypothesis
CA,B,C,D(s) =
∑
U⊂A,V⊂B
|U|=|V |=1
BA−U+V −,B−V+U−,C,D(s+ 1).
It turns out to be convenient to study an average of the ratios conjecture. To this end let
IA,C(s;X) =
∑
n≤X
IA,C(n)n
−s.
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We are interested in the average over t of IA,C(s,X)IB,D(1 − s,X) (N.B. s = 1/2 + it) in
the case that X = T λ for some λ > 1 . (When λ < 1 this average is dominated by diagonal
terms.) We give two different treatments of the average of “truncated” ratios:
MA,B,C,D(T ;X) :=
∫ ∞
0
ψ
(
t
T
)
IA,C(s,X)IB,D(1− s,X) dt
(where again s = 1/2+it) which lead to the same answer. The first is by the ratios conjecture
and the second is by consideration of the correlations of the coefficients.
In each case we prove
Theorem 2. Let A,B,C,D be as above. Then, assuming either a uniform version of the
ratios conjecture or a uniform version of the conjectural formula for correlations of values
of Iα,γ(n), we have for some η > 0 and some λ > 1,
MA,B,C,D(T ;X) =∫ ∞
0
ψ
(
t
T
)
1
2pii
∫
<s=2
∑
U⊂A,V⊂B
|U|=|V |≤1
(
t
2pi
)−|U |s−∑αˆ∈U αˆ−∑βˆ∈V βˆ
BA−U+V −,B−V+U−,C,D(s+ 1)X
s
s
ds dt
+O(T 1−η).
This shows that the ratios conjecture follows not only from the ‘recipe’ of [CFZ], but also
relates to correlations of values of IA,C(n).
An earlier paper [CK6] had this calculation but in the special case that all of the sets
A,B,C,D are singletons. That paper has additional background information and motiva-
tion, in particular relating to connections with correlations between the zeros (c.f. [BoKe1,
BoKe2]) and with the moments (c.f. [CK1, CK2, CK3, CK4, CK5]) of the zeta function.
The first part of the present calculation follows closely that in [CK6]; we include this so that
the narrative is as self-contained as possible.
3. Approach via the ratios conjecture
We have
IA,C(s,X) = 1
2pii
∫
(2)
IA,C(s+ w)X
w
w
dw;
there is a similar expression for IB,D(s,X). Inserting these expressions and rearranging the
integrations we have
MA,B,C,D(T ;X) = 1
(2pii)2
∫
<w=2
∫
<z=2
Xw+z
wz
RAw,Bz ,Cw,Dz(T ) dw dz,
where Aw = {α + w : α ∈ A}, etc. We note that Conjecture 1 implies that RAw,Bz ,Cw,Dz is,
to leading order as T → ∞, a function of z + w. We therefore make the change of variable
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s = z +w. The integration in the s variable is now on the vertical line <s = 4. We retain z
as our other variable and integrate over it. This leads to the integral
1
2pii
∫
<z=2
dz
z(s− z) =
1
s
,
which may be seen by moving the path of integration to the left, to <z = −∞. Thus we
have that MA,B,C,D(T ;X) is given to leading order by
1
2pii
∫
<s=4
Xs
s
RAs,B,Cs,D(T ) ds.
Moving the path of integration to <s = , avoiding any poles, inserting Conjecture 1, and
noting that
BAs,B,Cs,D(1) = BA,B,C,D(s+ 1),
we have that the uniform ratios conjecture implies the conclusion of Theorem 2.
4. Approach via coefficient correlations
We follow the approach developed by Goldston and Gonek [GG] in their work on mean-
values of long Dirichlet polynomials.
Expanding the sums and integrating term-by-term, we have
Mα,β,γ,δ(T ;X) = T
∑
m,n≤X
IA,C(m)IB,D(n)√
mn
ψˆ
(
T
2pi
log
m
n
)
.
4.1. Diagonal. The diagonal term is
T ψˆ(0)
∑
m≤X
IA,C(m)IB,D(m)
m
.
By Perron’s formula this sum is
1
2pii
∫
(2)
BA,B,C,D(s+ 1)X
s
s
ds.
4.2. Off-diagonal. For the off-diagonal terms we need to analyze
2T
∑
T≤m≤X
∑
1≤h≤X
T
IA,C(m)IB,D(m+ h)
m
ψˆ
(
Th
2pim
)
.
We replace the arithmetic terms by their average and express this as
2T
∫ X
T
∑
1≤h≤X
T
〈IA,C(m)IB,D(m+ h)〉m∼u
u
ψˆ
(
Th
2piu
)
du.
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We now compute the average heuristically via the delta-method [DFI]:
〈IA,C(m)IB,D(m+ h)〉m∼u ∼
∞∑
q=1
rq(h)〈IA,C(m)e(m/q)〉m∼u〈IB,D(m)e(m/q)〉m∼u
where rq(h) is the Ramanujan sum, a formula for which is rq(h) =
∑
d|h
d|q
dµ( q
d
). This may
be formalized as a precise conjecture exactly as in Section 5 of [CK6]. It is this conjectural
formula that we refer to in Theorem 2. Now
〈IA,C(m)e(m/q)〉m∼u = 1
2pii
∫
|w−1|=
∞∑
m=1
IA,C(m)e(m/q)m
−wuw−1 dw.
The off-diagonal contribution is thus
2T
∑
1≤h≤X
T
∫ X
T
1
(2pii)2
∫∫
|w−1|=
|z−1|=
∞∑
q=1
rq(h)ψˆ
(
Th
2piu
)
uw+z−2
×
∞∑
m1=1
IA,C(m1)e(m1/q)
mw1
∞∑
m2=1
IB,D(m2)e(m2/q)
mz2
dw dz
du
u
.
We next make the change of variables v = Th
2piu
. The inequality u ≤ X then implies that
Th
2piv
≤ X or h ≤ 2pivX
T
. The above can be re-expressed as
2T
∫ ∞
0
∑
1≤h≤ 2pivX
T
1
(2pii)2
∫∫
|w−1|=
|z−1|=
∞∑
q=1
rq(h)ψˆ(v)
(
Th
2piv
)w+z−2
×
∞∑
m1=1
IA,C(m1)e(m1/q)
mw1
∞∑
m2=1
IB,D(m2)e(m2/q)
mz2
dw dz
dv
v
.
Using Perron’s formula to express the sum over h gives
2T
∫ ∞
0
1
(2pii)3
∫
<s=2
∫∫
|w−1|=
|z−1|=
∞∑
q=1
∞∑
h=1
rq(h)
hs
ψˆ(v)
(
Th
2piv
)w+z−2(
2pivX
T
)s
×
∞∑
m1=1
IA,C(m1)e(m1/q)
mw1
∞∑
m2=1
IB,D(m2)e(m2/q)
mz2
ds
s
dw dz
dv
v
.
Now
2
∫ ∞
0
ψˆ(v)vA
dv
v
= χ(1− A)
∫ ∞
0
ψ(t)t−A dt.
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Incorporating this formula gives
T
∫ ∞
0
ψ(t)
1
(2pii)3
∫
<s=2
∫∫
|w−1|=
|z−1|=
∞∑
q=1
∞∑
h=1
rq(h)
hs+2−w−z
(
Tt
2pi
)w+z−2(
2piX
tT
)s
χ(w + z − s− 1)
×
∞∑
m1=1
IA,C(m1)e(m1/q)
mw1
∞∑
m2=1
IB,D(m2)e(m2/q)
mz2
ds
s
dw dz dt.
By Theorem 1, this is∑
αˆ∈A
βˆ∈B
∫ ∞
0
ψ
(
t
T
)
1
2pii
∫
<s=2
(
t
2pi
)−αˆ−βˆ−s
BA′∪{−βˆ},B′∪{−αˆ},C,D(s+ 1)
Xs
s
ds dt
where A′ = A−{αˆ} and B′ = B−{βˆ}. Adding the diagonal and off-diagonal terms, we thus
obtain that the conjecture for the correlations of values of IA,C(n) also implies the conclusion
of Theorem 2.
5. Proof of Theorem 1
First of all, we have
∞∑
h=1
rq(h)
hA
=
∞∑
h=1
∑
g|q
g|h
gµ( q
g
)
hA
=
∑
g|q
g1−Aµ(
q
g
)ζ(A) = q1−AΦ(1− A, q)ζ(A)
where
Φ(x, q) =
∏
p|q
(
1− 1
px
)
.
Using this and the functional equation for ζ, we have to evaluate
1
(2pii)2
∫∫
|w−1|=
|z−1|=
∞∑
q=1
qw+z−s−1Φ(w + z − s− 1, q)
×ζ(w + z − s− 1)
∞∑
m1=1
IA,C(m1)e(m1/q)
mw1
∞∑
m2=1
IB,D(m2)e(m2/q)
mz2
dw dz.
We identify the polar structure of the Dirichlet series here by passing to characters via the
formula
e
(
m
q
)
=
∑
d|m
d|q
1
φ
(
q
d
) ∑
χ mod q
d
τ(χ)χ
(m
d
)
.
Assuming GRH, the only poles near w = 1 arise from the principal characters χ
(0)
q
d
. Using
τ(χ
(0)
q
d
) = µ(
q
d
)
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we have that the poles of
∑∞
m=1 IA,C(m)e(m/q)m
−w are the same as the poles of∑
d|q
µ
(
q
d
)
φ
(
q
d
) ∞∑
m=1
IA,C(md)χ
(0)
q
d
(m)m−wd−w
= q−w
∑
d|q
µ(d)
φ(d)
dw
∞∑
m=1
IA,C(
mq
d
)χ
(0)
d (m)
mw
and the principal parts are the same. We now replace χ
(0)
d (m) by
∑
e|d
e|m
µ(e). This leads to
q−w
∑
d|q
µ(d)dw
φ(d)
∑
e|d
µ(e)e−w
∞∑
m=1
IA,C(
meq
d
)
mw
.
Now we need the polar structure of
∞∑
m=1
IA,C(mr)m
−w
for r = qe/d.
Since IA,C(n) is a multiplicative function of n, IA,C(nr)/IA,C(r) is also a multiplicative
function of n. The generating function may therefore be expressed as an Euler product:
∞∑
n=1
IA,C(nr)/IA,C(r)
nw
=
∞∑
n=1
IA,C(n)
nw
∏
p|r
∑∞
j=0
IA,C(p
j+λr(p))/IA,C(p
λr(p))
pjw∑∞
j=0
IA,C(pj)
pjw
This gives
∞∑
n=1
IA,C(nr)
nw
=
∏
α∈A ζ(w + α)∏
γ∈C ζ(w + γ)
∏
p|r
∑∞
j=0
IA,C(p
j+λr(p))
pjw∑∞
j=0
IA,C(pj)
pjw
=
∏
α∈A ζ(w + α)∏
γ∈C ζ(w + γ)
EA,C(w, r),
say. In particular, the poles are at w = 1− α for α ∈ A. Thus, the integral over w and z is∑
αˆ∈A
βˆ∈B
∞∑
q=1
q1−αˆ−βˆ−sΦ(1− αˆ− βˆ − s, q)ζ(1− αˆ− βˆ − s)
×q−1+αˆ
∑
d1|q
µ(d1)d
1−αˆ
1
φ(d1)
∑
e1|d1
µ(e1)e
−1+αˆ
1 q
−1+βˆ∑
d2|q
µ(d2)d
1−βˆ
2
φ(d2)
∑
e2|d2
µ(e2)e
−1+βˆ
2
×
∏
α∈A′ ζ(1− αˆ + α)
∏
β∈B′ ζ(1− βˆ + β)∏
γ∈C ζ(1− αˆ + γ)
∏
δ∈D ζ(1− βˆ + δ)
EA,C(1− αˆ, qe1
d1
)EB,D(1− βˆ, qe2
d2
).
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So we have to identify the Dirichlet series
∞∑
q=1
q−1−sΦ(1− αˆ− βˆ − s, q)EA,C(1− αˆ, q)EB,D(1− βˆ, q)
=
∞∑
r=1
µ(r)
r2−αˆ−βˆ
∞∑
q=1
EA,C(1− αˆ, qr)EB,D(1− βˆ, qr)
q1+s
where we have made use of Φ(ξ, q) =
∑
r|q µ(r)r
−ξ, and where
EA,C(1− αˆ, q) =
∑
d|q
µ(d)d1−αˆ
φ(d)
∑
e|d
µ(e)e−1+αˆEA,C(1− αˆ, qe
d
).
This itself may be expressed as an Euler product. So, let us assume q = pJ with J ≥ 1
and identify ∑
d|q
µ(d)d1−αˆ
φ(d)
∑
e|d
µ(e)e−1+αˆEA,C(1− αˆ, qe
d
)
= EA,C(1− αˆ, pJ)− p
1−αˆ
p− 1EA,C(1− αˆ, p
J−1) +
1
p− 1EA,C(1− αˆ, p
J)
=
p
p− 1EA,C(1− αˆ, p
J)− p
1−αˆ
p− 1EA,C(1− αˆ, p
J−1).
Now we note the identity
IA,C(p
J) = IA′,C(p
J) + p−αIA,C(pJ−1)
where A = A′ ∪ {α}. Thus
∞∑
j=0
IA,C(p
j+J)
pjw
− p−α
∞∑
j=0
IA,C(p
j+J−1)
pjw
=
∞∑
j=0
IA′,C(p
j+J),
pjw
,
and so
EA,C(1− αˆ, pJ) = p
p− 1
∑∞
j=0
IA′,C(pj+J )
pj(1−αˆ)∑∞
j=0
IA,C(pj)
pj(1−αˆ)
=
p
p− 1
∏
α∈A(1− 1p1−αˆ+α )∏
γ∈C(1− 1p1−αˆ+γ )
∞∑
j=0
IA′,C(p
j+J)
pj(1−αˆ)
=
∏
α∈A′(1− 1p1−αˆ+α )∏
γ∈C(1− 1p1−αˆ+γ )
∞∑
j=0
IA′,C(p
j+J)
pj(1−αˆ)
.
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Now, all that is left to do is to prove that
∞∑
`=0
µ(p`)
p`(2−αˆ−βˆ)
∞∑
J=0
1
pJ
∞∑
j=0
IA′,C(p
j+`+J)
pj(1−αˆ)
∞∑
k=0
IB′,D(p
k+`+J)
pk(1−βˆ)
=
(
1− 1
p1−αˆ−βˆ
) ∞∑
`=0
IA′∪{−βˆ},C(p
`)IB′∪{−α},D(p`)
p`
Temporarily let X = 1/p, Y = p−αˆ, Z = p−βˆ, aj = IA,C(pj), a′j = IA′,C(p
j), a˜j =
IA′∪{−βˆ},C(p
j); and bk = IB,D(p
k), b′k = IB′,D(p
k), b˜k = IB′∪{−αˆ},D(pk). Then the desired
identity follows from the theorem of the next section.
6. The identity
Theorem 3. Suppose that a′, b′, a˜, b˜ are sequences such that∑`
J=0
ZJ−`a′J = a˜`
∑`
K=0
Y K−`b′K = b˜`.
Then
∞∑
J=0
min(1,J)∑
`=0
(−1)`X
2`+J
Y `Z`
∞∑
j=0
a′j+`+J
(
X
Y
)j ∞∑
k=0
b′k+`+J
(
X
Z
)k
=
(
1− X
Y Z
) ∞∑
`=0
a˜`b˜`X
`.
Proof. The left side may be written as
∞∑
J=0
XJ
∞∑
j=0
a′j+J
(
X
Y
)j ∞∑
k=0
b′k+J
(
X
Z
)k
−
∞∑
J=0
XJ
∞∑
j=0
a′j+1+J
(
X
Y
)j+1 ∞∑
k=0
b′k+1+J
(
X
Z
)k+1
This may be rewritten as
∞∑
J=0
XJ
[( ∞∑
j=0
a′j+J
(
X
Y
)j
−
∞∑
j=0
a′j+1+J
(
X
Y
)j+1) ∞∑
k=0
b′k+J
(
X
Z
)k
+
∞∑
j=0
a′j+1+J
(
X
Y
)j+1( ∞∑
k=0
b′k+J
(
X
Z
)k
−
∞∑
k=0
b′k+1+J
(
X
Z
)k+1)]
which simplifies to
∞∑
J=0
XJ
[
a′J
∞∑
k=0
b′k+J
(
X
Z
)k
+ b′J
∞∑
j=0
a′j+1+J
(
X
Y
)j+1 ]
Now
∞∑
J=0
XJa′J
∞∑
k=0
b′k+J
(
X
Z
)k
=
∞∑
`=0
X`b′`
∑`
J=0
a′JZ
J−` =
∞∑
`=0
a˜`b
′
`X
`.
AVERAGES OF RATIOS OF THE RIEMANN ZETA-FUNCTION AND CORRELATIONS OF DIVISOR SUMS13
And
∞∑
J=0
XJb′J
∞∑
j=0
a′j+1+J
(
X
Y
)j+1
=
∞∑
J=0
XJb′J
∞∑
j=0
a′j+J
(
X
Y
)j
−
∞∑
J=0
a′Jb
′
JX
J
=
∞∑
`=0
a′`b˜`X
` −
∞∑
`=0
a′`b
′
`X
`.
Thus, the left side of the identity is
∞∑
`=0
a˜`b
′
`X
` +
∞∑
`=0
a′`b˜`X
` −
∞∑
`=0
a′`b
′
`X
`.
But a′` = a˜` − a˜`−1Z and b′` = b˜` − b˜`−1Y so that
a˜`b
′
` + a
′
`b˜` − a′`b′` = a˜`b˜` −
a˜`−1b˜`−1
Y Z
.
The sum over ` of this expression times X` gives the right side of the identity. 
The reader may have noticed the similarity between this identity and the corresponding
identity that formed the crux of [CK3].
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