Many zoonotic diseases are caused by rodent-borne viruses. Major fluctuations in the transmission of these viruses have been related to large changes in reservoir host population numbers due to external factors. However, the impact of the pathogen itself on the demography of its reservoir host is often overlooked. We investigated the impact of Puumala virus (PUUV) on survival and reproductive maturation probability of its reservoir host, the bank vole (Myodes glareolus). Three years (2004-06) of data from nine independent sites in southern Belgium were collected and analyzed with a capture-mark-recapture (CMR) method that includes statistical correction for the variation in capture probability of voles. A multistate model based on four states of reproductive activity and PUUV immunoglobulin G (IgG) antibody status was used to estimate survival and probability of transition from one reproductive or infection state to another. Although survival estimates for reproductively active voles were similar between infected and noninfected individuals, PUUV infection in reproductively inactive voles decreased mean monthly survival by 14%. PUUV infection was associated with a threefold increase in the probability of reproductive maturation in bank voles. Moreover, the probability of PUUV IgG seroconversion was three times higher for reproductively active voles compared to reproductively inactive voles. Our model indicates that PUUV infection may alter bank vole population dynamics by affecting both survival and maturation in its host. Additional studies, using CMR methodology with shorter time intervals between trapping sessions and possibly a longer duration, are needed to confirm these findings.
INTRODUCTION
Rodent-borne viruses represent a large group of emerging pathogens, causing several zoonotic diseases. Major fluctuations in rodent-borne virus transmission dynamics have been related to large changes in reservoir host population numbers due to external factors (e.g., climate, resource availability, and anthropogenic changes) that directly affect rodent survival and reproduction (Mills, 2005) . The regulating role of the pathogens themselves in the dynamics of these rodent-borne viruses is often overlooked. Nonetheless, effects on rodent host survival and reproduction have been reported for several parasites (e.g., Tompkins and Begon, 1999; Telfer et al., 2005) .
Hantaviruses (family Bunyaviridae, genus Hantavirus) and their rodent or insectivore reservoirs represent highly coevolved systems, in which most hantaviruses are linked to a single reservoir host species. The reservoir hosts spread the virus via their excretions and secretions and horizontal transmission is assumed to occur mainly through body contact or inhalation of virus aerosols that originate from contaminated environments (Escutenaire et al., 2002; Hinson et al., 2004; Klein and Calisher, 2007) . Because of their chronic nature, infections with hantaviruses have been assumed to be asymptomatic in their reservoir hosts (Simmons and Riley, 2002) . However, some recent studies no longer support this view. Besides negative effects at the cellular level (Netski et al., 1999) and on body weight (Douglass et al., 2007) , indications of lowered host survival due to hantavirus infection have been reported (Douglass et al., 2001; Calisher et al., 2005; Kallio et al., 2007) . Furthermore, because of the chronic infection that hantaviruses induce in their host, they are likely to impose a high resource cost throughout their host's lifetime by triggering specific immune responses (Lehmer et al., 2007) . Allocation models predict that hosts infected with parasites, where impact of infection increases with time, should preferentially allocate resources to reproduction (Gandon et al., 2001) . Reproductive activity has indeed been associated with increased infection probability in many hantavirushost studies (Bernshtein et al., 1999; Escutenaire et al., 2002; Douglass et al., 2007; Previtali et al., 2010) .
We investigated the effect of Puumala virus (PUUV) on maturation and survival of its reservoir host, the bank vole (Myodes glareolus), using capture-mark-recapture (CMR) field data. To the best of our knowledge, we present the first survival estimates related to hantavirus infection, based on CMR methods (sensu Lebreton et al., 1992) . Our statistical analyses allowed comparison of survival between infected and noninfected individuals in the presence of temporally and spatially variable trappability (Williams et al., 2002; Jennelle et al., 2007) . These methods add a probability of detection to the analysis that accounts for potential variation in the capture probability of subpopulations, such as infected vs. noninfected individuals (Jennelle et al., 2007) .
MATERIALS AND METHODS

Study sites and sampling
Trapping was conducted on nine independent 1-ha trapping sites in southern Belgium (all within a 50-km radius of 4u439E, 50u169N; Tersago et al., 2011) . Sites were located in broad-leaved forest patches with dense ground vegetation. In each forest, 100 live traps (model LFA, Sherman Live Trap Co., Tallahassee, Florida, USA), were placed at 10-m intervals in a 10310 trap grid. Rodent trapping was initiated during the summer of 2004 and repeated every spring, summer and fall until fall 2006 (with the exception of summer 2006 because of extremely low abundance) during three consecutive nights per site. Time intervals between trapping sessions ranged from 62 to 138 days (average: 106 days). In the field, bank voles were anesthetized with isoflurane (Forene, Abbott, Kent, UK), and sex, reproductive condition, body weight (60.5 g), and body length (61 mm) were recorded. After blood sampling from the retro-orbital sinus (50 ml), the animals were individually marked by toe clipping (an external marking method especially suitable for long-term studies on small mammal species like bank voles, particularly when extra tissue material is needed for future host genetic analyses; Sikes et al., 2011 ) and released at their original place of capture. Serum was screened by immunofluorescence assay using spot slides with acetone-fixed Vero E6 cells noninfected and infected with Puumala Sotkamo strain (HaartBio Ltd., Helsinki, Finland) as described elsewhere (Tersago et al., 2008) .
Capture-mark-recapture data
Because maternal antibodies are transferred to offspring by infected dams, detection of PUUV immunoglobulin G (IgG) antibody in juvenile bank voles cannot be used alone as an indication of infection (Bernshtein et al., 1999) . Therefore, the juvenile cohort was removed from the dataset. Typically, smallmammal biologists distinguish juveniles from older individuals on the basis of body weight (sometimes in combination with pelage characteristics; Prevot-Julliard et al., 1999) . We considered as juveniles and excluded all voles weighing #13 g (70 females and 55 males; see also Crespin et al., 2002) . No reverse PUUV IgG seroconversions (i.e., potential disappearance of maternal antibodies) were detected in the remaining dataset.
Having excluded juveniles, we used the following criteria to distinguish between reproductively inactive and active voles. Males were classified as reproductively active if their testes were scrotal (n5337 observations) and inactive when testes were abdominal (n5375 observations). Females were classified as reproductively active (n5214 observations) if they were obviously pregnant or had a perforated vagina and/or enlarged nipples. Females with nonperforated vaginas and small nipples were classified as reproductively inactive (n5321 observations; Crespin et al., 2002) . Some females (68 individuals) lacked one or two of such physiologic criteria and therefore their reproductive activity could not be assessed unambiguously. Results of a logistic regression model based on weight and body length were used to assign these females a reproductive status (see Appendix 1 in the online version of this manuscript; www.jwildlifedis.org/). Finally, our CMR dataset comprised 1,217 capture observations (707 reproductively inactive observations) corresponding to 1,072 individuals (492 females). Sixty-four individuals were found dead in traps (,6% of individuals marked). In total, there were 269 PUUV IgG antibody-positive observations.
Analysis framework
To analyze capture-recapture data, we used a multistate model (Lebreton and Pradel, 2002) that assigns each individual to one of four states combining reproductive maturation and PUUV IgG serostatus: state 1 5 reproductively inactive and PUUV antibody-negative individuals; state 2 5 reproductively inactive and PUUV antibody-positive individuals; state 3 5 reproductively active and PUUV antibodynegative individuals; and state 4 5 reproductively active and PUUV antibody-positive individuals.
This approach enables us to estimate the probability of recapture (denoted P) and the probability of survival (Q) for voles in each state, as well as the probability of transition (y) from one state to another (e.g., the probability of maturation, from reproductively inactive to reproductively active individuals, or the probability of PUUV IgG seroconversions, from PUUV antibody-negative to PUUV antibodypositive individuals). Two simplifying assumptions were made: 1) Once an individual is found PUUV IgG antibody positive, it will remain so for the rest of its life (Bernshtein et al., 1999) . Hence, transitions from state 2 to states 1 and 3, from state 3 to state 2, and from state 4 to state 3 were set to zero. 2) Once caught as reproductively active, an individual remains reproductively mature; thus transitions from state 3 to state 1, from state 4 to state 1 and from state 4 to state 2 were set to zero.
Data from the last trapping session were removed from the CMR analysis as there was only one recapture over the nine sites during this session. Additionally, because of unequal time intervals between trapping sessions, we standardized all survival probabilities to 28 days, which is a reasonable time interval for small mammal survival estimates (Yoccoz et al., 1998) .
Because the data were sparse, we pooled data over the nine sites and combined data for males and females. No individual covariate was used in the analysis. The limited number of some transitions did not allow us to model the temporal and spatial variation in the probabilities of transition. For modeling recapture and survival probabilities, however, temporal and spatial variation was taken into account. Temporal variation was modeled by including season (summer, spring, autumn) and year (2004-06) because both scales have been stressed in previous small-mammal demographic studies (Yoccoz et al., 1998; Crespin et al., 2002) . Furthermore, fully time-dependent models (i.e., with five values for each parameter) were run, as 3 yr of data may be insufficient to detect both seasonal and intra-annual variation. Spatial variation was modeled by including the data from the nine grids as a ''site'' factor. To minimize the number of parameters, no interactions with the site factor and any other factor were considered. Finally, the differences among the four states and interactions between individual state and temporal variation (i.e., the interactions state3time, season3state, and state3 year) were also considered in model selection.
Model selection
The goodness of fit test of a general model (Lebreton et al., 1992) was carried out using the UCARE program (Pradel et al., 2005; Choquet et al., 2009 ). Selection among candidate models was carried out using Akaike's information criterion corrected for small sample sizes (hereafter AIC c ). The smaller the criterion, the better the model relative to the other models in the set. We calculated the difference in AIC c from the model with the lowest AIC c score (noted DAIC c ). Models with 0#DAIC c #2 were considered as substantially supported by the data. Models with larger DAIC c scores were regarded as less supported (4#DAIC c #7) or essentially not supported (DAIC c $10) by the data (Burnham and Anderson, 1998) . Models with DAIC c ,2 are not statistically distinguishable; when this occurs, the model with the smallest number of parameters is preferred (Richards, 2005) . M-SURGE, a program designed to estimate demographic parameters from capturerecapture data collected on marked individuals, was used to fit all models (Choquet et al., 2004) . When necessary, we used the Delta method to calculate variances and covariances (Williams et al., 2002) .
RESULTS
Numbers of captures/recaptures
Even though the number of trapping sessions was large (n545 over the nine sites), only a small number of recaptures and transitions between states were observed (Table 1) . Of 1,072 individuals captured, 935 (87.2%) were caught once, 129 twice, and 8 three times. The sample size varied greatly among sites (site 1: 57 captures and recaptures; site 2: 233; site 3: 151; site 4: 105; site 5: 71; site 6: 42; site 7: 60; site 8: 181; and site 9: 225). The small sample size primarily affected recapture probability estimation. This was demonstrated by large coefficients of variation for recapture probability estimates (CV50.14) compared to those for survival (CV50.04) or transition (CV50.08) estimates for even the simplest model with three parameters (i.e., with constant probabilities of survival, recapture and transition: model Q (cst) P (cst) y (cst) ).
Goodness of fit tests and model selection
There was no indication of lack of model fit (x 2 518.58, df528, P50.91); therefore, model selection was initiated from the global model Q (state3t+site) P (state3t+site) y (cst) (models fit during model selection are presented in Appendix 2 in the online version of this manuscript). There was clearly only one preferred model, Q (state) P (state3t+site) y (cst) with np537 (the secondbest model had DAIC c 53.6). All the models with DAIC c #10 included the difference between states in both survival and recapture probabilities. It was not possible to reduce the temporal variation in recapture probabilities to only seasonal or interannual variation, so the best model was fully time dependent. Furthermore, the best model included a clear difference among sites in recapture probabilities (the site factor was included in the first 18 models, listed by increasing DAIC c ; Appendix 2). For survival probabilities, the model selection was less clear-cut. The best model did not include any temporal or spatial variation but the second-best model had both. Four of the six remaining models with DAIC c #10 included some temporal variation. Thus, it is likely that some temporal (and possibly site) variation was present in the survival probabilities, but that the sample size was insufficient to retain it through the model selection.
Survival estimates
The best model included differences between the four states (Appendix 2). A vole that was reproductively inactive and PUUV antibody-negative had an estimated survival probability of 0.76 (95% CI 0.69-0.82) compared to an estimate of 0.65 (95% (Fig. 1A) .
Probabilities of recapture estimates
There was a large variation in recapture probabilities, as the best model included recapture differences among sites and interactions between state and time. Differences among sites were generally large. For example, at site 7, recapture probabilities for bank voles in state 4 were 0.9460.10 (trapping session 1) and 0.8360.13 (trapping session 3). At site 9, recapture probabilities for these bank voles were 0.6760.39 (trapping session 1) and 0.3960.21 (trapping session 3).
Transitions estimates
The probability of becoming reproductively active (maturation) was 0.79 (95% CI 0.48-0.94) for PUUV antibody-positive voles compared to 0.22 (95% CI 0.13-0.35) for PUUV antibody-negative voles (Fig. 1B) . Further, the probability of transition from PUUV antibody-negative to positive (seroconversion) clearly differed between reproductively active voles (0.49, 95% CI 0.28-0.71) and reproductively inactive voles (0.13, 95% CI 0.07-0.22; Fig. 1C ).
DISCUSSION
Our modeling results indicate that PUUV infection may alter bank vole population dynamics by affecting both survival and maturation in its host. We found a 14% decrease in monthly survival probability in reproductively inactive, PUUV IgG antibody-positive bank voles. Although estimates of survival were markedly different between infected vs. noninfected reproductively inactive bank voles, estimates of survival for infected vs. noninfected reproductively active bank voles did not differ. The latter results are consistent with the findings of Douglass et al. (2001) that Sin Nombre virus infection seemed to decrease monthly survival of juvenile and subadult mice by 50%, whereas no difference in survival was found between infected and noninfected adult deer mice. However, their analysis did not account for potential variation in trappability of rodents. Our model shows a strong spatial and temporal variation in detection probabilities of bank voles related to their reproductive or PUUV infection status. This aspect is of major importance, as it implies that the use of PUUV infection indices (e.g., prevalence), not corrected for detection probability (i.e., site-or time-dependent detection probabilities), may result in a biased interpretation of patterns in bank vole PUUV epidemiology (see Jennelle et al., 2007 , for a broader context). In contrast, the selected model based on AIC c did not include spatial or temporal variation in survival probabilities. A differential effect of PUUV infection and reproductive status on bank vole survival probability throughout time or among sites may have remained undetected because of sample size limitations. Such a differential seasonal effect of viral infection on bank vole survival, due to nutritional or temperature stress, has been suggested for cowpox virus (Telfer et al., 2002) . As most field studies are carried out in open systems, survival probability might also reflect differential dispersal (Lonner et al., 2008) . For bank voles, as far as we know, the effect of PUUV infection on dispersal behavior has not been investigated.
Our results also indicated that the probability of becoming reproductively active was about three times higher for PUUV IgG antibody-positive voles than for PUUV IgG antibody-negative voles. Reproductive activity, on the other hand, seemed to increase the probability of PUUV IgG seroconversion threefold. Several hypotheses, not necessarily mutually exclusive, may be suggested to explain the patterns of maturation and survival we have described. In bank voles, the probability of acquiring PUUV infection has been found to increase with a proxy of age (body weight; Verhagen et al., 1986; Olsson et al., 2002) . Hence, within the group of reproductively inactive bank voles, PUUV IgG-positive individuals might be older and, consequently, more likely to mature, or to die, in the near future. In our dataset, the small group of PUUV IgG-positive and reproductively inactive bank voles showed a high variation in body weight (14 to .20 g) distributed over different cohorts. This suggests that the association between PUUV infection and maturation or survival probability is not just due to an age effect. Assuming that host populations are made of individuals of different intrinsic quality (e.g., ability to fight infection), another possible hypothesis is that the probability of maturation is higher in infected than in noninfected bank voles because only the few ''high-quality'' individuals could afford the costs of fighting PUUV infection and going through the maturation process (Vaupel and Yashin, 1985; Van Noordwijk and Dejong, 1986) . It is also possible that the physiologic or behavioral changes prior to the maturation process in rodents (Lambin and Yoccoz, 2001 ) already increase the risk of infection or the susceptibility of some individuals (Bernshtein et al., 1999; Klein and Calisher, 2007) . Alternatively, hosts may alter their lifehistory traits in order to compensate for the negative effects of parasitism. The resource allocation model (Van Noordwijk and Dejong, 1986 ) predicts early reproductive maturation or high reproductive investment to compensate for an increasing negative impact of chronic parasite infection through time (Gandon et al., 2001 ). An increased investment in reproduction was recorded in deer mice exposed to chronic schistosome infection (Schwanz, 2008) ; the same mechanism could hold for chronic PUUV infection in bank voles.
Our study suffers the limitation of a sparse dataset. The 3-month interval between bank vole trapping sessions decreased the number of recaptures and therefore the amount of data suited for estimating demographic parameters. Nevertheless, the range of survival rates in our study coincides with estimates found in a similar study based on trapping sessions with shorter time intervals. Crespin et al. (2002) found a 7-day survival probability of 0.85-0.95, corresponding to a survival probability of 0.52-0.81 for 28 days. We estimated 28-day survival probabilities to be 0.76 and 0.55 for reproductively inactive and reproductively active PUUV IgG antibody-negative voles, respectively.
Given the sparseness of the data, our results must be interpreted with caution. However, the data suggest that the PUUV impacts both survival and maturation of voles. Further CMR studies with shorter time intervals between trapping sessions and possibly a longer duration are needed. We hope that this paper will encourage other researchers to investigate the impact of pathogens on the population dynamics of their host by analyzing their data with CMR methodology.
ACKNOWLEDGMENTS
We appreciated the valuable comments of the assistant editor and two anonymous reviewers on the original manuscript. This study was partially funded by the EU grant GOCE-2003-010284 EDEN. This paper is catalogued by the EDEN steering committee as EDEN 0166 (http://www.eden.fp6project. net/).
