This paper is concerned with a discontinuous initial value problem for a dispersive hyperbolic equation where the dispersive term of the equation contains a large parameter.
Abstract.
This paper is concerned with a discontinuous initial value problem for a dispersive hyperbolic equation where the dispersive term of the equation contains a large parameter.
In the case of an equation with constant coefficients the initial value problem can be solved exactly leading to an integral representation which is expanded asymptotically. Nonuniform and uniform asymptotic expansions are obtained. The nonuniform expansion is singular on a certain space-time line. This singularity is similar to the anomaly occurring at a shadow-boundary in geometrical optics.
For the equation with nonconstant coefficients nonuniform and uniform asymptotic solutions of the initial value problem are derived by ray methods. It is verified that these solutions are in perfect agreement with the nonuniform and uniform asymptotic expansions of the exact solution of the problem.
1. Introduction. In his paper [2] Lewis presents a general method for finding asymptotic solutions of dispersive hyperbolic equations. The dispersive term contains a parameter X which is assumed to be large. This parameter may also appear in the initial data and in the inhomogeneous (source) term in a variety of ways. Lewis' method is a "ray method" i.e. all functions which appear in the asymptotic expansions satisfy ordinary differential equations along certain space-time curves called i ys. These differential equations can be solved explicitly. The starting Ansatz for the my method is motivated by the form of the asymptotic expansions of certain exact solutions e.g. solutions to problems with constant coefficients. Certain undetermined coefficients which may occur in the ray method solution are obtained by comparing this solution with the asymptotic expansion of the solution of a "canonical problem" i.e., a problem with the same local features but sufficiently simplified to be solved exactly. As a simple example of a dispersive hyperbolic equation that conserves energy Lewis [2] treats a number of initial-boundary value problems for the Klein-Gordon equation. The latter equation is also of interest in itself. As Lewis [2] has pointed out it describes the propagation of electromagnetic waves in certain plasmas.
Bleistein and Lewis [1] considered the same initial-boundary value problems for the Klein-Gordon equation with variable coefficients of special type. Using the tools of Fourier transformation, the WKB method and the method of stationary phase they derived asymptotic expansions of the exact solutions of these problems. It turned out that these expansions were in perfect agreement with the asymptotic solutions derived by means of the ray method. Finally, in Sec. 4 we present an alternative treatment of the initial value problem of Sec. 3, leading to nonuniform and uniform asymptotic expansions of the exact solution. These expansions are derived along similar lines as pointed out by Bleistein and Lewis [1] , It turns out that these expansions are in perfect agreement with the previous results derived by means of ray methods. Thus we obtain an independent check on the validity of both nonuniform and uniform ray methods.
2. Asymptotic expansions of the solution of the problem with constant coefficients. We consider the following initial value problem for the homogeneous Klein-Gordon equation in one space dimension
with oscillatory initial data
Here c is a positive constant, X is a large positive parameter. The functions Zi(x), Si (x) (i = 1, 2) are smooth except at x = x0 where these functions and their derivatives possess (finite) jump discontinuities. This initial value problem can be simplified considerably without essentially changing its features. First, according to [2, Sec. 3 .1] the solution of the problem (2.1), (2.2) can be reduced to solving initial value problems with initial data of the following type
where ha(k, x) = (c'k2 + b2(x)y"2. Secondly, after translating the point of discontinuity xQ to the origin, the discontinuous functions z0(x), s0(x) can be split into functions z0i(x), s0i(x) (i = 1, 2) where z01 , s01 vanish identically for x < 0 and z02 , s02 vanish identically for x > 0. The corresponding initial value problems can be solved in the same manner and it is sufficient to deal with only one of them. Finally, in this paper we will treat the discontinuous initial value problem (2.1), (2.3) where the functions za(x), s0(x) are smooth for x > 0 and vanish identically for x < 0. At x = 0 the functions z,,(x), s0(x) and their derivatives possess jump discontinuities.
In this section h(x) = b is assumed to be constant and h0(k, x) is replaced by h0(k) = {c'k2 + b2)W2.
The equation ( We expand the integrals (2.5) asymptotically in two different ways leading to a nonuniform and a uniform asymptotic expansion.
2.1. The nonuniform expansion. The asymptotic expansions of the double integrals (2.5) are obtained by the method of stationary phase. Similar to [3] the leading terms of those expansions are due to interior stationary points of the phase functions <f>± , whereas the second terms of the expansions are due to so-called critical points on the bound-:uy a = 0.
The leading terms of the asymptotic expansions of u±(t, x) were already derived in [2, Sec. 3.2] , We quote the following results: The leading term for «_(<, x) vanishes whereas the leading term for u+ (t, x) given by u+(t, x) ~ z exp (t'Xs) (2.7) where Vol. XXV, No. i Thus the functions z and s appearing in (2.7) are given parametrically with the parameter p by (2.8), (2.9). Alternatively, the equation (2.9) defines a one-parameter family of straight lines in te-space. These lines which are called rays are illustrated by the solid lines in Fig. 1 . For each fixed p, as t varies, z and s are given along a ray by (2.8). Because z0(p) vanishes for p < 0, it is sufficient to consider only the rays (2.9) with p > 0.
The second terms of the asymptotic expansions of u± are obtained by evaluating the integrals (2.5) taken over the "boundary strip" -oo < /c < co, 0 < <r < « viz.
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Here e is chosen sufficiently small in order that the stationary point (2.10) lies outside the strip of integration. Applying the ordinary stationary phase formula we obtain the asymptotic result
14)
valid for t > 0. The integrals (2.14) are integrated by parts. Only the contribution from the end point a = 0 is taken into account. The contribution from the end point a = t is ignored because this contribution is cancelled by the contribution from a = e to the integral over the remaining part of the (ft, <r) plane. The ultimate result is given by u'± ~ \~>/2z± exp (i\s±) (2.15)
In (2.1G) we introduced the parameter k defined by « = ft,(0), (2.17)
hence, according to (2.12), (2.13) k is given as a function of t and x by
The functions z± , s± appearing in (2.16) are given parametrically with parameter k by (2.16), (2.18). Alternatively, the equation (2.18) defines a one-parameter family of rays. For each fixed value of k, as t varies, z± and s± are given along a ray by (2.16). These rays are illustrated by the dashed lines in Fig. 1 . As k varies between -oo and + oo they fill out the "characteristic cone" of (2.1) with apex at the origin. The final asymptotic expansion of the solution u(t, x) is obtained by inserting the results (2.7) and (2.15) in (2.4) viz.
The term z exp (i\s) is called the main term of the asymptotic expansion. The terms of order A~1/2 in (2.19) which decay with time (cf. (2.16)) are called transient terms.
Similarly, the corresponding rays are denoted by main rays and transient rays.
The asymptotic expansion (2.19) has an anomaly or a defect along the main ray emanating from the origin. This ray which is given by (2.9) with p = +0 coincides with the transient ray given by (2.18) with k = s£(+0). We call these coinciding rays a shadow-boundary because the anomaly is of the same type as the anomaly occurring at a shadow-boundary in geometrical optics. Across the shadow-boundary the main term z exp(iXs) is discontinuous (cf. In this section we derive an asymptotic expansion of u(t, x) which is uniformly valid near the shadow-boundary.
Only the part u+(t,x) of u(t, x) needs to be considered. The asymptotic expansion of this part as derived in Sec. 2.1 consisted of two terms due to interior stationary points of the phase function and to critical points on the boundary <r = 0. These terms were calculated separately. However, when the point (t, x) lies in the neighborhood of the shadow-boundary, then the stationary point (2.10) is close to the boundary a = 0. Hence, the two terms of the expansion have to be treated simultaneously. The integral (2.5) for u+(t, x) is replaced by the integral introduced in (2.11), but now t is chosen sufficiently large in order that the stationary point lies inside the strip of integration. The inner integral of (2.11) is again expanded asymptotically by the method of stationary phase leading to (2.14). The phase of the integrand in (2.14) has a stationary point a-= p where p is given by (2.9).
A uniform asymptotic expansion of the integral (2.14) is obtained by using a result of Lewis presented in the Appendix of [3] . Lewis The functions z, s are given parametrically by (2.8), (2.9). The functions z± , are given parametrically by (2.16), (2.18). Actually, the functions z0(p), s0(p) occurring in (2.8) must be continued smoothly for negative values of p. This continuation which replaces the original definition of these functions for p < 0, also involves a continuation of the system of main rays (2.9) for p < 0.
An alternative expression for the uniform asymptotic expansion of u(t, x) can be shown to be given by u(t, x) ~ r](jp)z exp (iks) + X-1/2(l+ exp (i\s+) + exp (i\sJ))
where 77 (p) = 1 if p > 0 and ij(p) = 0 if p < 0. This expression shows more clearly the relationship between the nonuniform and the uniform asymptotic expansion. It can easily be verified that the last term of (2.25) is of order X~3/2 sufficiently far from the shadow-boundary and hence, can be neglected.
3. Asymptotic solutions of the problem with variable coefficients derived by ray methods.
In this section we treat the initial value problem (2.1), (2. Using ray methods we will derive nonuniform and uniform asymptotic solutions for the initial value problem.
3.1. The nonuniform asymptotic solution. Asymptotic solutions of the KleinGordon equation derived by the ray method are discussed in [1] , [2] , The ray method comes down to substituting a formal expansion u exp (i\s(t, z)) 22 (iX)~mzlm\t, x) (3.1)
into the Klein-Gordon equation. Then one obtains transport equations for the amplitude functions z(m> (t, x) and a dispersion equation for the phase function s(t, x). The latter first order partial differential equation can be solved by the method of characteristics leading to a system of characteristic equations. Each solution of these equations defines a space-time curve called a ray. Along the rays the transport equations can be written as ordinary differential equations. After supplying initial data for the phase and amplitudes the terms of the formal series (3.1) can be solved recursively. In the following we are only interested in the leading terms of formal expansions like (3.1). We will need two types of solutions of the characteristic equations, dispersion equation and zero-order transport equation corresponding to the initial data being given on a one-dimensional or on a zero-dimensional initial manifold i.e. on a line or at a point. These solutions are quoted from Bleistein and Lewis [1] who studied initial-boundary value problems for the same equation. Guided by the nonuniform asymptotic expansion (2.19) of u(t, x) in the case of the problem with constant coefficients wo state the following asymptotic solution of the initial value problem with variable coefficients, u(t, x) ~ z exp (i\s) + X~1/2(l+ exp (z'Xs+) + exp (t'Xs_)) ( The Eq. (3.4) defines the system of main rays and ji(t(x)) is the Jacobian corresponding to these rays viz.
Because z0(p) = 0 for p < 0, it is sufficient to consider only the main rays (3.4) with p > 0.
Similarly according to [1] the amplitudes and phases z± , s± are given by a parametric representation with parameter k, m1 f K{k, 0) .
The Eq. (3.7) defines the system of transient rays and j2(t(x)) is the Jacobian corresponding to these rays viz.
jM-r))
In (3.8) the initial values g±(0, 0) and the limits z± = lim,_0 z±tl/2 are still undetermined. It is assumed that these values only depend on the local value 6(0) of b(x). Therefore we apply the " indirect" method and compare the preceding results specialized for the problem with constant. coefficients b(x) = 6(0) (the "canonical" problem) with the exact asymptotic result for this problem as derived in Sec. 2.1. In this way z± and s±(0, 0) can be determined and substituted into (3.8). We only give the ultimate result, '0(p), p) . Similarly, if k < 0, h0(K, 0) < b0 the transient ray (3.7) has a turning point x = xK , b(xK) = ho(n, 0). In these cases the formulae (3.5), (3.10) only hold up to the turning points. In this paper we do not present additional formulae for the amplitudes and phases of the main term and of the transient terms holding beyond the turning points along the turned rays. These formulae can easily be quoted from Bleistein and
The asymptotic solution has again a shadow-boundary-type anomaly. The "shadowboundary" is formed by the main ray (3.4) with p = +0 which coincides with the transient ray (3.7) with k = s£(+0). Again the main term z exp (i\s) is discontinuous across the shadow-boundary whereas the transient term 2+ exp (i\s+) becomes infinite at the shadow-boundary.
Hence, the asymptotic solution (3.2) is not uniform in the neighborhood of the shadow-boundary.
3.2. The unijorm asymptotic solution. A uniform asymptotic solution of our initial value problem will be derived by means of a uniform ray method as introduced by Lewis [3] , The method comes down to substituting a formal expansion of the following typo, u(t, x) ~ exp (•i\s{t, xj) g+(XI/20) £ (i\ymz'm\t, x) + X"1/2 £ (iX)-ml<m,(/, z) (3.11) into the Klein-Gordon equation. The function g+ is given by (2.22) and 02 = s(t, x) -s{t, x). One obtains again transport equations for the amplitude functions x), z{m\t, x), and a dispersion equation for the phase functions s(t, x), §(t, x). Confining ourselves to the leading terms of the expansion (3.11) it turns out (cf. [3] ) that the transport equation for zw (t, x), zi0) (t, x) and the dispersion equation for s(t, x), s{t, x) are identical with the corresponding equations arising at the ordinary ray method. Iience, the same two types of solutions of the characteristic equations, the dispersion equation and the transport equation can be used as before in Sec. 3.1.
Guided by the uniform asymptotic expansion (2.24) of u(t, x) in the case of the problem with constant coefficients we state the following uniform asymptotic solution of the initial value problem with variable coefficients,
where z, s, z± , , 5 = ±1, are to be determined. It is assumed that the rays corresponding to the amplitude z and the phase s emanate from the line t = 0. Similarly, the rays corresponding to the amplitudes J± and the phases «± are assumed to emanate from the point t = 0, x = 0. These rays are called main rays and transient rays.
Expanding the function g+ asymptotically the Ansatz (3.12) satisfies the initial conditions (2.3) provided that the initial data (3.3) are prescribed for z, s and s, . Hence the amplitude and phase z, s are again given by the parametric representation (3.4), (3.5). We remark that in the present case the functions z0(p), s0(p) as occurring in (3.5) must be continued smoothly for negative values of p. This continuation which replaces the original definition of these functions for p < 0, also involves a continuation of the system of main rays (3.4) for p < 0.
The amplitudes and phases z± , s± of the transient terms are again given by the parametric representation (3.7), (3.8). The undetermined coefficients follow by the indirect method. The ultimate result is again given by (3.10) as can easily be verified. Moreover, the indirect method yields 5 = sgn ( -p) where p is the parameter entering in (3.4) .
4. Asymptotic expansions of the exact solution of the problem with variable coefficients.
Using a method due to Bleistein and Lewis [1] we derive a nonuniform and a uniform asymptotic expansion of the exact solution of the initial value problem studied in Sec. 3. First, we apply Fourier transformation to u(t, x) with respect to the time t. The transformed function is denoted by v(x, co),
It is assumed that the integral (4.1) is absolutely convergent when Im w > 0 and that the absolute integral is uniformly bounded with respect to x. The Fourier inversion theorem yields under suitable conditions on v(x, w), The function v2(x, co) which is determined by its behaviour when x -» -» assumes the following asymptotic value when x < xa , it can be verified that the asymptotic expansion of u'A± is given by X_1/2J± exp («XS±) where i± , s± are represented parametrically by (3.7), (3.10) with parameter k. Concluding, the asymptotic expansion of uA (t, x) is in perfect agreement with the asymptotic solution derived in Sec. 3.1.
4.2. The uniform asymptotic expansion. In this section we derive an asymptotic expansion of uA(t, x) which is uniformly valid near the shadow-boundary.
The asymptotic expansion of uA-(t, x) is again given by \'1/2z_ exp (iXs_), this term being finite and continuous near the shadow-boundary.
The asymptotic expansion of uA + (t, x) as derived in Sec. 4.1 consisted of two terms due to interior stationary points of the phase and to critical points on the boundary £ = 0. In the present case where the point (t, x) lies in the neighborhood of the shadow-boundary, these terms cannot be separated any more but they have to be treated simultaneously. It is allowed to replace the integral (4.19) for uA+ by the integral uA + as introduced in (4.21) but now e is chosen sufficiently large in order that the stationary point (4.20) lies inside the strip of integration. Expanding the inner integral of (4.21) asymptotically by the method of stationary phase we are again led to (4.24). A uniform asymptotic expansion of uA+ as represented by (4.24) is obtained by using Lewis' result as presented in the Appendix of [3] where z, s and z+ , s+ are given by the parametric representations (3.4), (3.5), and (3.7), (3.10).
In conclusion, the uniform asymptotic expansion of vA(t, x) is in perfect agreement with the uniform asymptotic solution derived in Section 3.2.
