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a b s t r a c t
A regular language L over an alphabet A is called piecewise testable if it is a finite Boolean
combination of languages of the form A∗a1A∗a2A∗ . . . A∗aℓA∗, where a1, . . . , aℓ ∈ A, ℓ ≥ 0.
An effective characterization of piecewise testable languages was given in 1972 by Simon
who proved that a language L is piecewise testable if and only if its syntactic monoid is
J-trivial. Nowadays, there exist several proofs of this result based on variousmethods from
algebraic theory of regular languages. Our contribution adds a new purely combinatorial
proof.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A language L over a finite alphabet A is piecewise testable if there exists a natural number k such that the membership of
a word u in L is determined by the set of scattered subwords of u of length at most k. The first basic observation says that a
language L over an alphabet A is piecewise testable if and only if it is a finite Boolean combination of languages of the form
A∗a1A∗a2A∗ · · · A∗aℓA∗, where a1, . . . , aℓ ∈ A, ℓ ≥ 0.
The property is used as a formal definition of piecewise testable languages in some papers. Unfortunately, such a
characterization is not effective. It is not clear how one can recognize whether a language, e.g. given by an automaton,
is piecewise testable or not.
An effective characterization of piecewise testable languages was given by Simon [6,7] who proved that a regular
language L is piecewise testable if and only if its syntactic monoid is J-trivial. It is not hard to show that the condition
is necessary. The difficulties are contained in the proof of sufficiency of the condition. There exist several proofs which use
different techniques: the original combinatorial proof by Simon [6,7] (see Pin [3, Theorem 4.1.6] for a slightly improved
version), another combinatorial proof by Stern [8], the proof by Straubing and Thérien [9] using ideas concerning ordered
monoids, the proof by Almeida [1] using sophisticated profinite topology and the proof by Higgins [2] working with
transformation semigroups.Many other interesting papers on the topicwerewritten;we refer to the survey paper by Pin [5].
The content of our contribution is a new straightforward proof of Simon’s result based on combinatorics on words. The
whole paper is self-contained; in particular, we give not only the new proof of the difficult part (Lemma 3), but we also
insert the proofs of all other necessary statements (Lemmas 1 and 2), which can be found in any paper concerning piecewise
testable languages.
The complete proof is contained in Section 3, while technical notation is summarized in Section 2.
2. Notation
Let A∗ denote the set of all words over a finite alphabet A including the empty one, denoted by λ. Note that an alphabet
is always non-empty and finite in the whole paper. The length of a word u ∈ A∗ is denoted by |u|. For words u, v ∈ A∗,
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u is a subword of v if there are letters a1, a2, . . . , aℓ ∈ A and words v0, v1, . . . , vℓ ∈ A∗ such that u = a1a2 · · · aℓ and
v = v0a1v1a2 · · · aℓvℓ; then we write u ▹ v. We write u ▹̸ v when u is not a subword of v. For v ∈ A∗ and natural number
k, we denote Subk(v) = {u ∈ A∗ | u ▹ v, |u| ≤ k}. For each k, we define the relation∼k on A∗ by the rule
u∼k v if and only if Subk(u) = Subk(v).
Directly from the definition we see that the relation∼k is an equivalence relation of a finite index (that is A∗/∼k is finite).
Moreover, for every u, v, w ∈ A∗, the fact Subk(u) = Subk(v) implies Subk(wu) = Subk(wv) and Subk(uw) = Subk(vw).
In other words, u∼k v implieswu∼kwv and uw∼k vw. Hence∼k is a congruence on the monoid A∗.
A language L over an alphabet A is a set L ⊆ A∗. We denote Lc = A∗ \ L the complement of L. Further, for a given
word u ∈ A∗, we denote by Lu the language of all words which contain the word u as a subword. If u = a1a2 · · · aℓ, where
a1, a2, . . . , aℓ ∈ A, then we have
Lu = {v ∈ A∗ | u ▹ v} = A∗a1A∗a2A∗ · · · A∗aℓA∗.
For a language L ⊆ A∗, we define the relation∼L on A∗ as follows: for u, v ∈ A∗ we have
u∼L v if and only if (∀ p, q ∈ A∗) (puq ∈ L ⇐⇒ pvq ∈ L).
It is an easy exercise to check that the relation∼L is a congruence on A∗. This relation is called the syntactic congruence of L
and the corresponding quotient monoid A∗/∼L is called the syntactic monoid of L. A basic observation in algebraic theory of
regular languages says that for a regular language L, the monoid A∗/∼L is isomorphic to the transformation monoid of the
minimal automaton of L. In particular, the monoid A∗/∼L is finite and consequently∼L has a finite index. Further, directly
from the definition of the relation∼L, considering p = q = λ, we see that u∼L v ∈ L H⇒ u ∈ L. Hence the language L is a
union of classes of the partition given by ∼L. The reader can see the survey papers [4,5] for a more extensive introduction
to algebraic theory of regular languages, however it is not needed for understanding the paper.
The last definition which we will need is that of J-trivial monoids. To make the presentation as simple as possible we
rephrase this notion for congruences. We say that a congruence∼ on A∗ is J-trivial if and only if
(∀ u, w1, w2, w3, w4 ∈ A∗) (w1w2uw3w4 ∼ u H⇒ w2uw3 ∼ u).
The property that∼ is J-trivial can be interpreted in the following way. If we multiply a word u from left and right by some
words and the resulting wordw is not∼-related to the original word u, then we can never obtain a word which is∼-related
to u by additional multiplications.
3. A proof of Simon’s theorem
Lemma 1. Let L be a regular language over an alphabet A. Then the following conditions are equivalent.
(i) There exists a natural number k such that ∼k ⊆ ∼L.
(ii) The language L is a finite Boolean combination of languages Lu, u ∈ A∗.
Proof. First, we recall that both congruences ∼k and ∼L have finite indices. If ∼k ⊆ ∼L then each class of the partition
A∗/∼L is a finite union of classes of the partition A∗/∼k. Since L is a finite union of classes of A∗/∼L, it is enough to show
that each class of the partition A∗/∼k can be written as a combination of languages of the form Lu, u ∈ A∗. If we take v ∈ A∗
then for the class v∼k = {w ∈ A∗ | w∼k v}we have the following expression:
v∼k =

u∈Subk(v)
Lu ∩

u∉Subk(v),|u|≤k
Lcu.
Indeed,w ∈ A∗ belongs to the language on the right hand side if and only if Subk(w) = Subk(v).
Now, let L satisfy condition (ii), i.e. L be a finite union of finite intersections of languages of the form Lu and Lcu, where
u ∈ A∗. Let k be a natural number such that |u| ≤ k for all words u used in this expression. We would like to prove∼k ⊆ ∼L.
Let v,w ∈ A∗ be such that v∼kw and p, q ∈ A∗ be arbitrary words. Our goal is to prove pvq ∈ L ⇐⇒ pwq ∈ L. Recall
that Subk(pvq) = Subk(pwq) follows from the assumption Subk(v) = Subk(w). Now, we assume that pvq ∈ L. Thus we
have pvq ∈ K = Lu1 ∩ · · · ∩ Lum ∩ Lcv1 ∩ · · · ∩ Lcvn , where K is one of the summands in the considered expression for L. All
mentioned words u1, . . . , um, v1, . . . , vn have length at most k. For each i = 1, . . . ,m, we have pvq ∈ Lui , thus ui ▹ pvq.
Since Subk(pvq) = Subk(pwq), we deduce ui ▹ pwq and consecutively pwq ∈ Lui . Further, for each j = 1, . . . , n we have
pvq ∉ Lvj . Hence vj ∉ Subk(pvq) = Subk(pwq) and pwq ∉ Lvj follows. We have proved that pwq ∈ K and finally pwq ∈ L.
If we exchange v and w, we obtain also the proof of the converse implication pwq ∈ L H⇒ pvq ∈ L. Thus we have proved
the required fact that v∼Lw. 
Recall that both conditions in the previous lemma are used in the literature to define that a language L is piecewise
testable. The following lemma uses quite a standard technique from semigroup theory.
Lemma 2. Let L be a piecewise testable language over A. Then∼L is a J-trivial congruence on A∗.
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Proof. Let L be a piecewise testable language. Thus we have ∼k ⊆ ∼L for some k, where both relations ∼k and ∼L are
congruences of finite indices. Assume that for words u, w1, w2, w3, w4 ∈ A∗ we have w1w2uw3w4∼L u. Since ∼L is a
congruence, we have also
(w1w2)
2u(w3w4)2 ∼Lw1w2uw3w4∼L u.
If we denote un = (w1w2)nu(w3w4)n then one can prove by induction that un∼L u for every natural number n. Further,
we see that u ▹ u1 ▹ u2 ▹ · · ·, hence we have Subk(u) ⊆ Subk(u1) ⊆ Subk(u2) ⊆ · · ·. Since there are only
finitely many possible sets of the form Subk(v), v ∈ A∗, we see that Subk(un) = Subk(un′) for some n < n′. Then
Subk(un) ⊆ Subk(w2unw3) ⊆ Subk(un′), and the equality Subk(un) = Subk(w2unw3) follows. This means un∼kw2unw3.
Since un∼L u and∼k ⊆ ∼L, we can conclude with u∼Lw2uw3. 
The following lemma formulates the difficult part of Simon’s result. The proof of Lemma 3 is an essence of our
contribution.
Lemma 3. Let A be a finite alphabet and L be a regular language over A such that ∼L is a J-trivial congruence on A∗. Then L is a
piecewise testable language.
Proof. Assume that L ⊆ A∗ is such that ∼L is a J-trivial congruence of a finite index m. If m = 1 then L = A∗ or L = ∅,
which are both piecewise testable languages. Thus we assume thatm > 1 and we show∼k ⊆ ∼L for k = 2m− 2.
Let u = a1a2 · · · ap and v = b1b2 · · · bq, where a1, a2, . . . , ap, b1, b2, . . . , bq ∈ A, p, q ≥ 0, be words such that u∼k v. We
consider all the prefixes of u, namely ui = a1a2 · · · ai for each i = 0, . . . , p, where u0 = λ. Since ∼L is J-trivial, we know
that the fact ui∼L uj for some i < j implies ui∼L ui′ for each i′ ∈ {i, i + 1, . . . , j}. We call an index i ∈ {1, . . . , p} blue if
ui−1 L ui−1ai. Since the number of classes in the partition A∗/∼L ism, there are atmostm−1 blue indices i1 < i2 < · · · < ir
in u, where r ≤ m− 1. We denote ublue = ai1ai2 · · · air .
Claim 1. Let u′ be a subword of the word uwhich contains all occurrences of letters at the blue positions and possibly some others.
Then ublue∼L u′∼L u.
Proof of Claim 1. For an arbitrary set of indices J ⊆ {1, . . . , p}, let uJ denote the product of appropriate letters of u with
indices from J . More precisely, uJ = aj1aj2 · · · ajℓ where j1 < j2 < · · · < jℓ and {j1, j2, . . . , jℓ} = J . Further, for each natural
number k ≤ p + 1 we denote Jk = {j ∈ J | j < k}. Let B = {i1, . . . , ir} be the set of all blue indices in the word u and C be
the set of indices for the subword u′, i.e. B ⊆ C , u′ = uC and uB = ublue.
We prove by an induction that for each k the following property holds
uBk ∼L uCk ∼L uk−1. (∗)
For k = 1, it is trivial because all mentioned words are empty. Now assume that (∗) is true for k and consider k + 1.
If k ∈ B ⊆ C is a blue index then uBk+1 = uBkak, uCk+1 = uCkak, uk = uk−1ak and we obtain (∗) for k + 1 from (∗)
for k and from the fact that ∼L is a congruence. If k is not a blue index then uk−1ak∼L uk−1. From assumption (∗), we get
uCkak∼L uk−1ak = uk∼L uk−1. Since uBk+1 = uBk and uCk+1 is equal to uCk or uCkak, we get that both uBk+1 and uCk+1 are∼L-related to uk.
We have proved (∗) for each k ≤ p+ 1. For k = p+ 1, it gives uB∼L uC ∼L uwhich is the claim. 
One can show that for the blue index i1 we have ai1 ∉ {a1, . . . , ai1−1} and for an arbitrary blue index it , where
t ∈ {2, . . . , r}, we have ait ∉ {ait−1+1, . . . , ait−1}. Indeed, for each ℓ such that it−1 < ℓ < it , we can put C = B ∪ {ℓ}
and using (∗) successively for k = ℓ+ 1, k = it and k = it + 1 we obtain
uBℓ+1aℓ = uCℓ+1 ∼L uBℓ+1 = uBit ∼L uit−1 L uit ∼L uBit+1 = uBℓ+1ait ,
from which aℓ ≠ ait follows. The facts ai1 ∉ {a1, . . . , ai1−1} and ait ∉ {ait−1+1, . . . , ait−1}, for t ∈ {2, . . . , r}, imply that the
blue indices denote the leftmost occurrence of the word ublue = ai1ai2 · · · air as a subword of the word u. More precisely, for
an arbitrary t ∈ {1, . . . , r}, the word ai1 · · · ait is not a subword of the word uit−1.
Since u∼k v and r ≤ m − 1 < k, we can consider also the leftmost occurrence of the word ublue in the word v and we
denote the appropriate indices from the set {1, . . . , q} by i1 < i2 < · · · < ir and we call them blue indices in the word v.
Now we use the dual construction for the word v. We consider the red indices j such that bjvj L vj, where vj is the suffix
of v starting after the jth letter. For red indices j1 < j2 < · · · < js, s ≤ m − 1, we have the dual properties; in particular,
they are indices which determine the rightmost occurrence of the word vred = bj1bj2 · · · bjs in v. We consider the rightmost
occurrence of vred in u too and we speak about red indices j1 < j2 < · · · < js in u.
Now we formulate the crucial claim which says that the leftmost occurrence of the word ublue and the rightmost
occurrence of the word vred are shuffled in the same way in both words u and v.
Claim 2. Let u be the subword of u consisting of the occurrences of letters at blue and red positions in u and let v be the subword
of v consisting of the occurrences of letters at blue and red positions in v. Then u = v.
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Proof of Claim 2. Consider the occurrence in u of aiα at a blue position iα and the occurrence in u of bjβ at a red position jβ .
If aiα and bjβ = ajβ are different letters then iα ≠ jβ and we have iα < jβ if and only if
wαβ = ai1 · · · aiαbjβ · · · bjs = ai1 · · · aiαajβ · · · ajs
is a subword of u. Indeed, the implication iα < jβ H⇒ wαβ ▹ u is trivial. For the converse implication, assume thatwαβ ▹ u.
Then there exist appropriate indices ℓ1 < · · · < ℓα < ℓ′β < · · · < ℓ′s in the word u such that wαβ = aℓ1 · · · aℓαaℓ′β · · · aℓ′s .
Since the blue indices i1, . . . , iα, . . . , ir denote the leftmost occurrence of the word ublue in u one can prove by an induction
on t = 1, . . . , α that it ≤ ℓt . Dually, for t = β, . . . , s, we have ℓ′t ≤ jt . Hence iα ≤ ℓα < ℓ′β ≤ jβ .
Now assume that aiα and bjβ are the same letter. Note that the case iα = jβ is possible and it means that the index
considered is both blue and red at the same time. We state the following observations.
(i) iα < jβ if and only ifwαβ ▹ u.
(ii) iα = jβ if and only ifwαβ ▹̸ u andwαβ = ai1 · · · aiαbjβ+1 · · · bjs ▹ u.
(iii) jβ < iα if and only ifwαβ ▹̸ u.
Indeed, the first item is identical with the previous situation where the letters aiα and bjβ were different and the next two
items can be seen in a similar way.
Altogether we see that the relative position of the blue and red indices considered is given by Subk(u), because all words
wαβ and wαβ are no longer than |ubluevred| ≤ 2m − 2 = k. Thus the statement of the claim follows from the assumption
u∼k v. 
Finally, we have proved that u = v and we have u∼L u by Claim 1. Similarly, v∼L v, and we can conclude with u∼L u =
v∼L v. 
When we put Lemmas 2 and 3 together, we obtain the result of Simon.
Theorem (Simon [7]). Let A be a finite alphabet. Then a regular language L over A is piecewise testable if and only if ∼L is a
J-trivial congruence on A∗. 
Note that we slightly improve the original estimate of Simon who proved the inclusion∼k ⊆ ∼L for k = 2m− 1.
For the reader who is familiar with semigroup theory we should note that the parametermwas the length of the longest
chain of ideals in the syntactic monoid of a language L in [3, Theorem 4.1.6]. We can take the same parameter in our proof,
or even we can take k = m + m′ − 2 where m is the length of the longest chain of left ideals and m′ is the length of the
longest chain of right ideals. Thenm− 1 (andm′− 1 respectively) is an optimal upper bound for the number of blue indices
(and red indices respectively) in every word u.
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