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Abstract
Modeling users for the purpose of identifying their preferences and then per-
sonalizing services on the basis of these models is a complex task, primarily
due to the need to take into consideration various explicit and implicit signals,
missing or uncertain information, contextual aspects, and more. In this study, a
novel generic approach for uncovering latent preference patterns from user data
is proposed and evaluated. The approach relies on representing the data using
graphs, and then systematically extracting graph-based features and using them
to enrich the original user models. The extracted features encapsulate complex
relationships between users, items, and metadata. The enhanced user models
can then serve as an input to any recommendation algorithm. The proposed ap-
proach is domain-independent (demonstrated on data from movies, music, and
business recommender systems), and is evaluated using several state-of-the-art
machine learning methods, on different recommendation tasks, and using dif-
ferent evaluation metrics. The results show a unanimous improvement in the
recommendation accuracy across tasks and domains. In addition, the evaluation
provides a deeper analysis regarding the performance of the approach in special
scenarios, including high sparsity and variability of ratings.
Keywords:
Recommender systems, graph-based recommendations, feature extraction,
graph metrics.
1. Introduction
Recommender systems aim at helping users find relevant items among a large
variety of possibilities, based on their preferences (Adomavicius and Tuzhilin,
2005). In many cases, these personal preferences are inferred from patterns
that emerge from data about the users’ past interactions with the system and
with other users, as well as additional personal characteristics available from
different sources. These patterns are typically user-specific and are based on
the metadata of both the users and items, as well as on the interpretation of
the observed user interactions (Kobsa, 2001; Zukerman and Albrecht, 2001).
Eliciting user preferences is a challenging task because of issues such as changes
in user preferences, contextual dependencies, privacy constraints, and practical
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data collection difficulties (Ricci et al., 2011). Moreover, the collected data
may be incomplete, outdated, imprecise, or even completely inapplicable to
the recommendation task at hand. In order to address these issues, modern
recommender systems attempt to capture as much data as possible, and then,
apply data mining and other inference techniques to elicit the desired preferences
Cantador et al. (2015). Several techniques can be applied for the pattern-mining
task, among which are techniques originated in machine learning and statistics,
e.g., clustering and regression, or those that evolved in information retrieval and
user modeling (Mobasher, 2007).
Regardless of the technique exploited by a recommender system, it is inher-
ently bound by the available user data and the features extracted/elicited from
it. One major question that arises in this context is how to engineer1 meaningful
features from often noisy user data? Features may be manually engineered by
domain experts. This approach is considered expensive and non-scalable be-
cause of the deep domain knowledge that is necessary, the creativity required
to conceive new features, and the time needed to populate and evaluate the
contribution of the features. A notable example of this challenge is provided by
the Netflix Prize winning team, in their recap: “while major breakthroughs in
the competition were achieved by uncovering new features underlying the data,
those became rare and very hard to get” (Koren, 2009).
An alternative to manual feature engineering is automatic feature engineer-
ing, which is a major area of research in machine learning (Guyon et al., 2006),
particularly in the domains of image recognition (Nixon, 2008; Due Trier et al.,
1996) and text classification (Scott and Matwin, 1999). So far, automatic fea-
ture engineering has mainly focused on either algebraic combinations of exist-
ing features, e.g., summation or averaging of existing features (Markovitch and
Rosenstein, 2002), finding domain specific feature generators, e.g., for character
recognition in image processing (Nixon, 2008; Due Trier et al., 1996), or eliciting
latent features as in the SVD (Klema and Laub, 1980) and PCA (Wold et al.,
1987) methods. The algebraic approaches for automatic feature engineering
manage to produce large quantities of features; however, the relationships be-
tween the engineered features and the underlying patterns in the data are often
not interpretable (Kotsiantis et al., 2006). For example, if averaging the ratings
for items with the sum of some other arbitrary feature improves predictions,
the reasons for this improvement will not necessarily be clear. Similarly, the
latent feature discovery techniques do not provide sufficient insight regarding
the representation or meaning of those features (Koren et al., 2009).
In this work, a novel framework is proposed that uses graph-based repre-
sentation properties to generate additional features from user modeling data
of recommender systems, with the objective of improving the accuracy of the
1Feature engineering is sometimes also referred to in the literature as feature extraction,
generation, and discovery, depending on the field of research. In this paper, it broadly refers
to the task of adding new features to a dataset, regardless of the manner in which it is done
(e.g., manual vs. automatic).
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generated recommendations. The proposed framework is underpinned by the
idea of examining a tabular recommender system’s data from the graph theory-
based perspective, which represents entities and their relationships as a graph
and allows the extraction of a suite of new features computed using established
graph-based metrics. The extracted features encapsulate information about the
relationships between entities in the graph and lead to new patterns uncovered
in the data. In most cases, they are also interpretable; for example, a node’s
degree (number of edges to other nodes) represents the importance of the node
in the graph, while the path length between two nodes communicates their re-
latedness (the shorter the path - the more related are the nodes). The approach
is domain-independent and can be applied automatically.
The proposed framework offers several benefits for automatic feature extrac-
tion. Given a new dataset, it is usually impossible to determine a-priori which
graph representations will yield the most informative set of features for the rec-
ommendation generation. Thus, the proposed framework provides a systematic
method for generating and assessing various graph representations, their con-
tribution to the newly extracted features, and, in turn, to the accuracy of the
generated recommendations. Additionally, since the number of nodes and rela-
tionship types in each graph representation is different, an exhaustive method
of distilling the possible graph metrics from each representation is proposed.
Two case studies are conducted to gather extensive empirical evidence and
demonstrate how graph features supplement existing feature sets, improve the
accuracy of the recommendations, and perform adequately as stand-alone out-
of-the-box features. The case studies answer the following questions:
• How does the use of graph features affect the performance of rating pre-
dictions and recommendation generation in different domains and tasks?
• How are the recommendations affected by the sub-graph and its represen-
tation used to generate the graph features?
Multiple datasets, multiple machine learning mechanisms, and multiple eval-
uation metrics are used across the case studies, in order to demonstrate the effec-
tiveness of the approach. Overall, the results show that graph-based represen-
tation and automatic feature extraction allow for the generation of more precise
recommendations. A comparison across various graph schemes is conducted
and the justification for systematic feature extraction is established. Hence,
this work concludes the line of research presented earlier in (Tiroshi et al., 2013,
2014a,b) and provides a complete picture that validates the applicability of the
proposed graph-based feature generation approach to recommender systems.
The rest of the paper is structured as follows. Next, the necessary back-
ground is provided, and related work is described. Then, the graph representa-
tion and graph-based feature extraction process is formalized, and its advantages
and disadvantages are discussed. Two case studies demonstrating the contri-
bution of the graph-based features to the recommendation process are then
presented. Through these, the overall performance of the framework, as well as
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the performance of certain graph representations and feature subsets, is evalu-
ated. Finally, the implications of the findings are discussed, together with the
suggested future work.
2. Background and Related Work
Graphs have been exploited in recommender system for many tasks, mainly
due to their ability to represent many entities of different types and their rela-
tionships in a simple data structure that offers a broad variety of metrics and
reasoning techniques. In this section we provide a general background on the
use of graphs in recommender systems, followed by specific aspects of graph
representation in recommender systems and feature engineering.
2.1. Graph-Based Recommender Systems
In recent years, especially since social networks were identified as a major
source for freely available personal information, graphs and networks data struc-
tures have been used as tools for user modeling, especially since they combine
different entities and links into one simple structure capturing the links between
the entities. This section aims at giving the readers an idea about how graph
techniques are used in graph-based user modeling and recommender systems.
Given the vast amount of studies (a search for “graph-based” and “recommender
systems” in Google Scholar yielded 225 results for 2016 alone), this is only a
brief presentation of recent studies and not an in-depth survey.
What was clearly noticeable was that most of the graph-based representa-
tions were defined for a specific problem, in specific domains, and in many cases
they applied variants of random walk as the only graph feature used for recom-
mendations. (Pham et al., 2015) suggested to use a simple graph representation
for recommending groups to users, tags to groups, and events to users, using
a general graph-based model called HeteRS, while considering the recommen-
dation problem as a query dependent node proximity problem. (Portilla et al.,
2015) applied random walk for predicting YouTube videos watching, on a graph
composed of videos as nodes and the link representing the appearance of videos
in the recommendation lists. (Wu et al., 2015) suggested the use of a heteroge-
neous graph for representing contextual aspects in addition to items and users,
and used random walk for context-aware recommendation. (Lee et al., 2015) ap-
plied random walk for finding top-K paths from an origin user node to an item
node in a heterogeneous graph, as a way for identifying the best items for rec-
ommendation. Still, these works used the PageRank algorithm for the purpose
of generating the recommendations. (Lee et al., 2013) used an enhanced version
of personalised PageRank algorithm to recommend items to target users and
proposed to reduce the size of the graph by clustering nodes and edges. (Shams
and Haratizadeh, 2016) also applied personalised PageRank over the user/item
graph augmented with pairwise ranking for items recommendation.
In addition to the wide use of random walk based algorithms, there is a va-
riety of task-specific representations and metrics. It is interesting to note that
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even for a specific task, a variety of approaches was suggested. For instance,
for song/playlist recommendations, (Benzi et al., 2016) combined graph-based
similarity representation of playlists and songs with classical matrix factoriza-
tion to improve the recommendations. (Ostuni et al., 2015) took a different
approach and suggested to use tags and sound description represented as a
knowledge graph, from which similarity of nodes was extracted using a specific
metric they defined. (Mao et al., 2016) suggested using graph representation for
music tracks recommendations, where they represented by graphs the relative
preferences of users, e.g., pair-wise preference of tracks. They used the graph as
a representation for user preferences for tracks and calculated the probability
of a user liking a track based on the probability that s/he likes the in-linked
tracks.
Some researchers suggested to use graph representations as an alternative to
the classical collaborative and hybrid recommenders. (Moradi et al., 2015) used
clustering of graph representation of users and items for generating a model
for item- and user-based collaborative filtering. (Bae et al., 2015) used graphs
for representing co-occurrence of mobile apps, as logged from users mobile de-
vices, and the similarity of user graphs was used for finding a neighborhood
and generation recommendations. (Cordobe´s et al., 2015) also addressed the
app recommendation problem and explored the potential of graph representa-
tion for several variants of recommendation strategies for recommending apps
to users through banners on webpages. (Park et al., 2015) proposed a graph
representation for linking item based on their similarity; hence, having a graph
that links items while the weight on the edges represents their similarity. Users
were linked to items they rated, such that items most similar to the items rated
by the users could be recommended. (Lee and Lee, 2015) suggested an approach
for graph-based representation of the user-item matrix, where links among items
represent the positive user ratings, and use entropy to find the items to recom-
mend to users, thus, introducing serendipity into the recommendation process.
(Hong and Jung, 2016) used affinity between users for creating a user graph,
where users are nodes and edges represent affinity for the purpose of group
recommendations of movies Said et al. (2011).
A highly relevant line of work focuses on enriching recommender systems
dataset with information extracted from graph representation of the data, which
is called MetaPaths. A good recent example study is the work of (Vahedian
et al., 2016). The author suggested to enrich a classical recommender systems
dataset (in their case DBLP authors/papers dataset) with what the so-called
metapath data links extracted from citations network. They added this infor-
mation to the existing set of features, then applied classical matrix factorization,
and showed an improvement to the results using only the original data. Our
framework can be considered as a generalized variant of (Vahedian et al., 2016),
where a specific set of metrics was extracted from the graph representation of
the data and matrix factorization was applied for recommendation generation
purposes. The studies presented in this work used a variety of metrics, datasets,
and recommendation methods.
Additional applications of graphs for recommendations include domains of
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cultural heritage, tourism, social networks, and more. (Chianese and Piccialli,
2016) used graphs for representing context evolution in cultural heritage: nodes
modeled states and transitions between the nodes were based on observation
of user behavior Bohnert et al. (2008). (Shen et al., 2016) used graphs for
representing tourist attractions and their similarity, where different graphs could
represent content-based, collaborative, and social relationships. (Jiang et al.,
2016) used graph techniques for trust prediction in social networks. (Godoy
and Corbellini, 2016) reviewed the use of folksonomies, which can be naturally
seen as user-item-tag graphs, in recommender systems. As we see, graphs-based
approaches in user modeling and recommender systems have become highly
popular and there is a growing numbers of tools that enable analysis of large
graphs. We refer an interested reader to (Batarfi et al., 2015) and (Zoidi et al.,
2015) for recent and encompassing reviews of the area.
2.1.1. Similarity Measurement Using Graphs and their Application
Previous research on recommender systems that use graph representations
focused on measuring the similarity of two entities in the data (user-to-item,
user-to-user, or item-to-item), and tried to associate this with a score or rat-
ing (Amatriain et al., 2011). Graph-based similarity measurement is based on
metrics extracted from a graph-based representation (Desrosiers and Karypis,
2011). Two key approaches for measuring similarity using graphs are path-based
and random walk-based.
In the path-based similarity, the distance between two graph nodes can be
measured using the shortest path and/or the total number of paths between
the two. The definition of the shortest path may include a combination of
the number of edges transitively connecting the two nodes in question and the
weights of these edges if exist, e.g., if a user is connected to an item and the
user’s rating for the item as the edge label. Shortest paths can then be computed
for a user node and an item node in question, in order to quantify the extent
to which the user prefers the item. The “number of paths” approach works
similarly, by calculating the number of paths between the two nodes as a proxy
for their relatedness (the more paths, the more related they are). However, this
approach is more computationally intensive.
Random walks can be used to compute similarity by estimating the proba-
bility of one node being reached from another node, given the available graph
paths. The more probable it is that the target node can be reached from the
source node, the higher is the relatedness of the two nodes. Random walks can
be either unweighted (equal probability of edges) or weighted (edges having dif-
ferent probabilities based on their label, e.g., rating) (Desrosiers and Karypis,
2011).
Examples of recommendation studies in which the approaches detailed above
were applied can be found in (Li and Chen, 2009; Lo¨sch et al., 2012; Konstas
et al., 2009), as well as in Section 2.1. (Li and Chen, 2009) reducted the rec-
ommendation problem was to a link prediction problem. That is, the problem
of finding whether a user would like an item was cast as a problem of finding
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whether a link exists between the user and item in the graph. A similarity mea-
sure between user and item nodes was computed using random walks. Items
were then ranked based on their similarity scores, such that top scoring items
were recommended to users. Using classification accuracy metrics, this approach
was shown to be superior to other non-graph based similarity ranking methods.
A similar walking distance metric was used in (Lo¨sch et al., 2012), com-
plemented by graph structure metrics such as the number of sub trees. These
metrics were used for the purpose of link prediction and property value pre-
diction in RDF semantic graphs, using a learning technique based on an SVM.
Experimental results showed that the graph features varied in their performance
based on the graph structure on which they operated, for example, full versus
partial subtrees. It was also noted that the newly defined features were not
dataset-specific, but could be applied to any RDF graph The graph structures
in the context of RDF are less applicable to those used in the approach pro-
posed in this work, because the recommendation dataset graphs do not follow
a hierarchical model of RDFs. In the presented approach, any feature value
is connected to other features values based on co-occurrence in the dataset,
without the need for matching a predefined structure or scheme.
Finally, (Konstas et al., 2009) developed a graph-based approach for gen-
erating recommendations in social datasets like Last.fm. The work focused on
optimizing a single graph algorithm (random walk with restarts) and its param-
eters, such as the walk restart. The reported results show an improvement in
recommendations using the random walk approach, compared to the baseline
collaborative filtering. In the presented work, random walks on a graph, al-
though with static parameters, are represented by the PageRank score feature.
The above studies are also extended in this work by generalizing the adoption of
graph metrics beyond random walks and their use for similarity measurements,
and they are not bound to specific graph structures, such as RDF trees.
2.1.2. Representing social data and trust using graphs
Other studies involving graph approaches in recommender systems primarily
addressed the context of representing social, semantic, and trust data. In some
studies, only the graph representation was used as the means to query the
data, e.g., neighboring nodes and the weights of edges connecting to them (Ma
et al., 2009), while others utilize both the graph representation and graph-based
reasoning methods (Massa and Avesani, 2007; Quercia et al., 2014).
A survey of connection-centric approaches in recommender systems (Perug-
ini et al., 2004) exemplifies how the data of an email network (Schwartz and
Wood, 1993) and of a co-occurrence in Web documents (Kautz et al., 1997) can
be represented in graphs. The graph representation of the email interactions
between users defines each user as a node and edges connect users, who corre-
sponded via email. In the case of Web documents, people are again represented
as nodes and edges connect people, who are mentioned in the same document.
When these graphs are established, they can be used to answer recommendation-
related queries. In the email graph, a query regarding the closeness of users can
be answered using a similarity or distance metric, such as those mentioned in
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the previous section. In the Web co-occurrence graph, a query regarding people
sharing interests can be answered by counting their common neighbors (assum-
ing the co-occurrence in the type of Web documents collected is an indicator of
shared interests).
Other graph representation variants are hypergraphs (Berge and Minieka,
1973). They differ from graphs by allowing an edge, denoted by a hyperedge, to
connect with multiple nodes. Hypergraphs have been proposed in the context
of recommendation generation, for the purpose of representing complex associ-
ations, such as social tagging (Ja¨schke et al., 2007; Berkovsky et al., 2007; Bu
et al., 2010; Tan et al., 2011), where a tag is attached to an item by a user. If
the tag, user, and item are represented by nodes, at least two edges are required
to represent the association between the three entities2. This association can
be represented by a hyperedge connecting the three nodes. In these studies,
similarity metrics, e.g., a modified hypergraph PageRank, are then composed
based on this structure and used for the recommendation generation. Results
presented in (Ja¨schke et al., 2007) show that the similarity metrics from hyper-
graphs led to better recommendations than variations that did not utilize the
properties of the hypergraph representation.
Prior works focusing on the means of incorporating trust between users for
the sake of improving the recommendations were surveyed in (O’Donovan and
Smyth, 2005). For example, (Ma et al., 2009) proposed a graph representation
encapsulating trust between users. The representation modeled users as the
graph nodes and the trust relationships between them were reflected by the
weights on the edges. Data extracted from the graph, e.g., who trusts whom
and to what extent, was used in the recommendation process, and it was shown
to improve the generated recommendations. However, the graph was used only
to represent the data and propagate the trust scores.
Another usage of graphs for recommendation purposes is in the case of
geospatial recommendations. Quercia et al. used graphs to find the shortest
path between geographical locations, while also maximizing the enjoyment of
the path for the user (Quercia et al., 2014). Locations were represented as nodes
and connected to each other based on geographical proximity. Nodes were also
ranked based on how pleasant (beautiful, quiet, happy) the locations were. Fi-
nally, a route that optimizes the shortness and pleasantness was computed based
on a graph method and recommended to the user. In this work, both graph-
based representation and graph theory methods are used for recommendation
generation.
2.2. Feature Engineering for Recommendations
As mentioned at the beginning of the section, another group of related works
that covers automatic feature engineering. According to Guyon et al., “feature
extraction addresses the problem of finding the most compact and informative
2A single edge between the user and item can be labeled with the chosen tag, but then the
reuse of tags by other users or for other items becomes less comprehensible.
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set of features, to improve the efficiency or data storage and processing” (Guyon
et al., 2006). Basic features are a result of quantitative and qualitative mea-
surements, while new features can be engineered by combining these or finding
new means to generate additional measurements. In the big data era, the possi-
bilities of engineering additional features, as well as their potential importance,
have risen dramatically.
Feature engineering (also referred to in the literature as feature extraction,
composition, or discovery) can be performed either manually or automatically.
In the manual method, domain experts analyze the task for which the fea-
tures are required, e.g., online movie recommendation versus customer churn
prediction, and conceive features that may potentially inform the task. The en-
gineering process involves aggregating and combining features already present
in the data, in order to form new, more informative features. This approach,
however, does not scale well because of the need for a human expert, the time it
takes to compose features, and the sheer number of possibilities for the new fea-
tures (Domingos, 2012). Conversely, automatic feature extraction, the process
of algorithmically extracting new features from a dataset, does scale up well.
Many features can be engineered in a short time using a variety of engineering
methods. Coupling automatic feature engineering with automatic feature selec-
tion (Kohavi and John, 1997) (the process of separating between useful and not
useful features) can lead to faster and more accurate recommendation models.
A basic approach for engineering new features from the existing ones is to
combine them using arithmetic functions. In one study that evaluated this
approach, arithmetic functions, such as min, max, average, and others, were
used (Markovitch and Rosenstein, 2002). The study also presented a specific
language for defining features, where the features were described by a set of in-
puts, their types, construction blocks, and the produced output. A framework
for generating a feature space using the feature language as input was evalu-
ated. The evaluation showed that the framework outperformed legacy feature
generation algorithms in terms of accuracy. The main difference between the
framework presented at (Markovitch and Rosenstein, 2002) and its predeces-
sors was that the framework was generic and applicable to multiple tasks and
machine learning approaches.
Additional automatic feature engineering methods that are domain-specific
were surveyed in (Nixon, 2008; Due Trier et al., 1996) for image recognition and
in (Scott and Matwin, 1999) for text classification purposes. An example of a
feature engineering method for image recognition is quantifying the amount of
skin color pixels in an image in order to classify whether it contains a human
face or not (Garcia and Tziritas, 1999), whereas for text classification a bag-of-
words (frequency of occurrence of each word in a document) can be generated
for every document and used to describe it.
A different suite of methods for eliciting new features, which is also applicable
to recommender systems, is latent features computation. Methods such as SVD
(Klema and Laub, 1980) and PCA (Wold et al., 1987) can be used to compute
new features and support the generation of recommendations by decomposing
the available data into components and matching composing factors, i.e., the
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latent features. When the data is decomposed and there exists a set of latent
features that can recompose it with a certain error rate, missing features and
ratings can be estimated (Amatriain et al., 2011). Although it has been shown
that this approach successfully improves the accuracy of the recommendations
(Bennett and Lanning, 2007), it is limited in the interpretability of the latent
features found (Koren et al., 2009).
The current work defines an automatic and recommendation task agnostic
feature engineering process, which is based on graph-based representation of
a recommender system data. The details of this process are provided in the
following section.
3. Graph Based Data Modeling for Recommendation Systems
In this section, an approach for enhancing recommendations based on rep-
resenting the data as a graph is presented. This representation allows a set of
graph algorithms to be applied and a set of graph-related metrics, which offer
a new perspective on the data and allow the extraction of new features, to be
deduced. Following a brief overview of the approach, the structure of recom-
mender system datasets is formalized (Section 3.1). Then a detailed description
of porting data from a classical tabular representation to a graph-based rep-
resentation is given (Section 3.2). An elaboration of methods for generating
multiple graph representations follows (Section 3.2.2) and finally the process
of exhaustively distilling graph features from these representations is outlined
(Section 3.3).3
The input to the process (illustrated in Figure 1) is a tabular recommender
system dataset and the output is a set of graph-based features capturing the
relationships between the dataset entities from the graph perspective. The first
step deals with the generation of a complete graph representation of the data:
the tabular data is converted into a representation where the dataset entities
are nodes, connected based on their co-occurrence in the data. Next, a set of
partial representations is derived from the complete graph: first the basic repre-
sentation containing only user and item nodes, and then additional alternative
representations, each with a unique combination of relationships filtered from
the complete graph. The partial representations are passed to the next step,
where the extraction of the graph features is performed. Finally, the newly
generated graph-based features are used to supplement the original features
available in the dataset and this extended data is fed into the recommender
system for the generation of predictions or recommendations.4 In the following
sub-sections the above steps of the feature extraction process are elaborated.
3An open source package implementing the approach is released at
http://amitti.github.io/GraphRecSys/.
4Note that although the process of selecting features that are more predictive for the task
at hand (i.e., feature selection) is outside the scope of the propose approach, it is addressed
indirectly by the features extracted from the partial graph representations.
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Figure 1: Graph modeling and feature extraction flow chart
3.1. The Structure of a Recommender System Dataset
In (Burke, 2007; Ricci et al., 2011), classical recommendation approaches are
categorized into several key groups: collaborative filtering, content based filter-
ing, demographic, knowledge-based, community-based, and hybrid approaches.
We first consider the representation of the input data used by these approaches,
which can be converted into a tabular form as follows:
• In collaborative filtering, the data is represented as a matrix of user feed-
back on items (matrix dimensions are users×items), where both the users
and the items are denoted by their unique identifiers and the content of
the matrix reflects the feedback of the users for the items, e.g., numeric
ratings or binary consumption logs.
• In content based filtering, the items are modeled using a set of features,
e.g., terms or domain features. Here, the matrix dimensions include the
identifiers of the users, as well as the identifiers of the content features,
and the values represent the preferences of the users for the features. The
model also contains a second matrix with item identifiers and the same
content features. The values in this matrix represent the weights of the
features in each item.
• In demographic recommenders, the demographic features of the users are
exploited in order to assign them to a group with a known set of prefer-
ences. Hence, in essence, it is analogous to the representation of content-
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based recommender systems, where a user’s demographic features are used
instead of individual user’s characteristics and preferences.
• Two variants of knowledge-based recommenders – case-based and constraint-
based – break the items into weighted features, e.g., the price of a product
and the importance of the price for the user. This model can be rep-
resented by two matrices, one contains the items’ weighted features and
the second contains the users’ ranking of the features importance. In the
items matrix, each column represents a feature, each row represents an
item, and the values are the strength, or how representative the feature is
of the item. Similarly, in the users matrix, each column represents a fea-
ture, each row represents a user, and the values represent the importance
of the feature for the given user.
• Community-based recommenders combine information regarding users’ so-
cial/trust relations with their ratings. Therefore, ratings of a trusted or
socially close user are weighted heavier than those of a less trusted one.
The items rating information can be represented in a matrix identically
to the one described in the collaborative filtering approach. The trust
or social relations weights between users can be represented by a second
matrix, where the rows and columns are represent users and the values
quantify the degree of the relationship between them. The values of the
matrix diagonal are 1, since users fully trust themselves, while the rest of
the matrix can be either symmetric or directional.
• Finally, hybrid approaches combine some of the above stand-alone rec-
ommendation models and, therefore, can be represented using the matrix
representation.
The datasets used by the above approaches, which we denote by D, contain
two key types of entities. The first refers to the entity for which the recommen-
dations are generated, i.e., the user; it is referred to as the source entity and
denoted by DS . The second refers to the entity that is being recommended, e.g.,
item, content, product, service, or even another user. This entity is referred to
as the target entity and denoted by DT . This notation follows the primary goal
of a recommender system: to recommend a target item to the source of the
recommendation request. 5 Additional data available in the datasets typically
represent the features of the source and/or the target entity, or the relationships
between the two. The feature set is denoted by DF .
For example, in a movie recommenderation dataset, DS refers to the system
users and DT to the recommendable movies. Any available features describing
either the users or the movies are denoted by DF . User features can be the user’s
5This definition will also be useful when moving to a graph representation, where metrics
are defined relative to source and target vertices. An alternative definition of “target users”
would have led to confusion and would have broken traditional definitions of metrics, e.g.,
shortest path measured from source to target and not vice versa.
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age, gender, and location, while movie features can be genre, director, language,
and length. A practical assumption is made that in a tabular recommender
dataset, all the features associated with an entity are stored in the same table
as the entity itself. That is, the gender of a user is stored in the user table rather
than in the movie table. A formal representation of the entities and their features
in the above example is D = {DS , DT , DF }, where DS = userid, DT = movieid,
and the features DF are split into DF = {DFS , DFT } as follows: DFS =
{fs1 = age, fs2 = gender, fs3 = location} and DFT = {ft1 = genre, ft2 =
director, ft3 = language, ft3 = length}.
It should be noted that the source and target entities can have common
features (Berkovsky, 2006; Berkovsky et al., 2008). For example, in the case of
a restaurant recommendation task, the source entity (user) and target entity
(business) can both have the “location” feature. The role of the source/target
entities and features can also change according to the recommendation task at
hand. In the restaurant recommendation example, when the task is to recom-
mend restaurants to users, the users are the source entity, the restaurants are
the target entity, and location is a feature of both. However, if the task was to
recommend a location, e.g., tourist destinations, for a user to visit based on the
restaurants in that location, then the source entity would still be the users, the
target entity would be the locations, and the restaurants would be the features
of the locations.
An important aspect that needs to be considered is the relationship observed
between the entities, e.g., the fact that a user watched, rated, tagged, or favored
a movie. Relationships can be established not only between a source and a target
entity, but also between two source/target entities. Examples of relationships
between two user entities are the directional followee-follower relationship or the
non-directional friendship. Relationships between two movies can be established
because they are directed by the same director, are in the same language, and
so forth. Relationships between entities are defined using the tuple (source ∈
DS , {features} ∈ DF , target ∈ DT ). For example, the availability of user
ratings for a movie is defined by relrating = (user, value,movie) and friendship
between two users is defined by relfriend = (user, {∅}, user).6 The set of all
possible relationships in a dataset is denoted by DR = {reli}, such as in the
movies example DR = {rel1 = rating, rel2 = friendship}.
Given the above formalization of entities, features, and relationships, a rec-
ommendation task implies the prediction of a relationship between entities. For
example, the task of a movie recommender can be considered as the prediction
of the relrating relationship. This relationship can be numeric (star rating) or
binary (interested or not interested), but the recommendations delivered to the
users are guided by the predicted values of relrating. If, on the contrary, the
system is a social recommender that recommends online friends, then the rela-
tionship in question is relfriend and its task is to recommend a set of candidate
friends.
6Additional friendship features, such as duration or strength, can also be included.
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In addition to the original data that is available to the recommender, more
features can be generated and distilled, thus, enriching the dataset. For exam-
ple, two popular features frequently computed in rating-based recommendation
datasets are the average rating of a user and the average rating for an item.
These features are associated with the users and items, stored in the relevant
tables, and they are used to refine, e.g., normalize, the predicted ratings and
improve the quality of the recommendations (Schafer et al., 1999). The ques-
tion addressed in this work is whether the availability of additional, supposedly
more complex, features that encompass more information and stem from graph
representation of the data can contribute to the accuracy of the predictions and
the quality of the recommendations. In the following sub-sections, the details
of extracting and populating features are provided.
3.2. Transforming a Tabular Representation into a Graph-based Representation
3.2.1. Basic graph representation for recommender systems data
When moving from the tabular to the graph-based representation of a recom-
mender system dataset, there are multiple graph design considerations. Three
key design questions are:
1. Should the graph encompass all the available data? What parts of the
dataset are important and need to be represented by the graph?
2. Which entities from the selected data should be represented by graph
vertices and which entities by graph edges?
3. How should the edges be defined? Should they be directed or undirected?
Should they be labeled? What should the labels be?
Regarding the first question, it is probable that the decision regarding the
data to be represented in the graph is data-dependent. For some domains,
datasets, and recommendation tasks, certain parts of the data may be more
informative than others. Since the space of possible graph-based data represen-
tations is too large for determining a-priori the most suitable scheme, a possible
alternative is to start with a graph model based on the entire data, and then,
to systematically extract all sub-graph representations and their features. This
leads to automatic coverage of the entire search space, inherently uncovering
the representations that produce the most effective features. Then, the most
informative feature set can be selected.
To answer the second and third questions, an intuitive modeling approach is
used. Namely, the graph model considers all the source, target, and feature en-
tities as vertices, while their links and relationships between features (including
user feedback on items) are the edges. If the information about the relationship
is binary, e.g., the item is viewed or not, the edges are not labeled. Other-
wise, the edges labels communicate the information about the relationship, e.g.,
rating or type of association. In most cases, the edges are not directed, as infor-
mation about a feature connected to an entity or about an entity connected to a
feature is equivalent. Although this work does not consider directed edges, the
proposed approach can be extended to support this (outlined in Section 6.2).
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Figure 2: Examples of two types of graph schemes for representing a recommender system
dataset: bipartite (a,b) and non-bipartite (c,d). In (b) the red block confines the multi-part
bipartite graph component. In (c) and (d) the red edges break the bipartite structure.
Based on the above abstraction of recommender systems datasets, the follow-
ing basic graph representation emerges. User and item entities are represented
by the graph vertices, and edges connect a user and an item vertex when an
association between the two is available. This association can be explicit (rat-
ings or likes) or implicit (content or user view). This graph is called a bipartite
graph (West et al., 2001), because it can be split into two partitions consisting
of the source and target entity vertices, i.e., the users and items, respectively
(Figure 2-A).
The basic representation can be extended by adding additional features as
new graph vertices and linking them to the existing vertices. For example, if
user locations are provided, each location can be represented by a vertex and
the users associated with the locations are linked to their vertices. A similar
situation may occur in the target partition of the graph, e.g., the target entity of
movies and a variety of their content features: genre, actors, keywords, and more
(Figure 2-B). Adding the feature vertices still preserves the bipartite nature of
the graph, but the partition with the added features gets virtually split into two
groups of vertices: the entities themselves and their features.
The situation changes, however, when adding information within the source
or target partitions, e.g., user-to-user social links or item-to-item links of the
domain taxonomy. This information introduces new links within the partitions,
which break the bipartite structure (Figure 2-C). Additional information that
may break the bipartite structure is the common features shared between the
source and target partitions. For example, in the movie domain, the items may
be linked to their genres, while the users may also express their preferences
towards the genres. Thus, links to the genre vertices are established from both
the user and item partitions (Figure 2-D) and the graph is no longer bipartite.
Note that each of the four schemes shown in Figure 2 potentially generates
different sets of features and the values of the features also vary.
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Following is an outline7 of a high-level approach for generating the complete
graph, which includes all the data and relationships of a recommender dataset.
The algorithm scans all the tables in the dataset, and for each column that
is not a source entity column, target entity column, or feedback column (e.g.,
ratings) it generates a graph node for every unique value appearing in the col-
umn. Thus, every unique userid and movieid is assigned to a graph vertex,
as well as every actor, director, movie genre, keyword, and so forth. Features
that are non-categorical, e.g., movie budget, can be discretized using a simple
binning, e.g., under $10M, $10M-$20M, $20M-$30M, etc. When the range of
values is unknown, the discretization can split the values based on their ob-
served distribution, e.g., four equal-sized quarters, each containing 25% of the
data. Upon discretizing the values in the columns and creating the nodes, all
the nodes matching the values that appear in the same row are connected by
edges to the source and target nodes of the same row, if they are available in
the table. The result is a graph that contains all the values of the features as
the graph nodes, which are connected to the source and target entities based on
their co-occurrence in the data.
3.2.2. Multiple sub-graph representations
Despite being included in a dataset, not all the features are necessarily in-
formative and contribute to the accuracy of the recommendations. Certain
features may be noisy or bear little information, thus, hindering the recom-
mendation process. For example, if a feature is sparsely populated, its values
are identical across users, or it is populated only across a certain subset of
users, then this feature is unlikely to help the recommender and may not be
included in the graph representation. However, it is hard to assess the contri-
bution of the features in advance with a high degree of certainty. This leads
to the idea of automatically deriving multiple sub-graph representations from
the complete graph and extracting the graph features for each sub-graph first,
and selecting the most informative ones in a later stage. Specifically, all the
possible sub-graphs are exhaustively generated and their features are extracted.
Each sub-graph represents a combination of features influenced by the entities
and relationships included in the graph. The process is presented in detail in
Algorithm 1.
The input to the algorithm is the complete graph representation CompleteGraph,
which was discussed at the end of Section 3.2.1, and the edge PredEdge repre-
senting the relationship reli being predicted. The function GenerateEdgeCombinations
invoked in line 1 returns all the possible combinations of different types of graph
edges. Note that this function receives also the type of the predicted edges
PredEdge. This is done in order to preserve the PredEdge edges in all the
sub-graphs. Namely, this type of edges will not be included in the combinations
7For readability purposes, the pseudo codes in this paper omit several pre-processing steps
and technical optimizations. The exact implementation details can be found in the accompa-
nying library.
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Algorithm 1: Generate sub-graphs and extract features
input : CompleteGraph - complete graph representation of the dataset
PredEdge - edge type of the relationship being predicted
output: ExtractedGraphFeatures - set of features extracted from various
sub-graph representations
1 GraphEdgeTypeCombinations ← GenerateEdgeCombinations({EdgeTypes},
PredEdge)
2 ExtractedGraphFeatures ← ∅
3 foreach EdgeCombination ∈ GraphEdgeTypeCombinations do
4 SubGraph ← RemoveEdgesFromGraph(CompleteGraph, EdgeCombination)
5 SubGraphFeatures ← ExtractGraphFeatures(SubGraph, PredEdge)
6 ExtractedGraphFeatures ← (ExtractedGraphFeatures ∪
SubGraphFeatures)
7 end
8 return ExtractedGraphFeatures
that are removed from the complete graph and, therefore, will be present in all
the sub-graphs.
Upon generating all the possible edge type combinations, the set is it-
erated over and the function RemoveEdgesFromGraph is invoked to create a
sub-graph SubGraph by removing the combination EdgeCombination from
CompleteGraph (line 4). Then, the function ExtractGraphFeatures is in-
voked to extract from SubGraph the set of possible graph features referred to
as SubGraphFeatures (line 5, to be elaborated in Section 3.3) and append
SubGraphFeatures to the set of features ExtractedGraphFeatures (line 6).
Finally, in line 8 the algorithm returns ExtractedGraphFeatures – the set of
all the possible graph features from all the possible sub-graphs.
Features Feature 
Source Target Source Target 
Features 
Source Target Source Target 
Features 
G1 G2=G1−[r2] G3=G1−[r3] G4=G1−[r2,r3] 
Figure 3: Four sub-graph schemes that are generated from the complete schema based on the
relationship permutations. Dashed lines represent links removed from the graph.
The execution of Algorithm 1 is illustrated by an example in Figure 3. Con-
sider a graph G = (V,E), where V = {VS ∪ VT ∪ VF } is the set of vertices of
the source entities VS = {VS1, ..., VSm}, target entities VT = {VT1, ..., VTn}, and
domain feature values VF = {VF1, ..., VSk}. In addition, E = {rel1, rel2, rel3}
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is the set of graph edges, reflecting three relationship types: rel1 is the source-
target relationship being predicted; rel2 is the relationship between the target
entities and domain features; and rel3 is the relationship between the source
vertices. In graph terminology, the recommendation task is to predict the label
(or the existence) of an edge rel1(i, j) between a source vertex VSi and a target
vertex VTj .
For this graph, the set GraphEdgeCombinations created by GenerateEdgeCombinations
includes GraphEdgeCombinations = {{∅}, {rel2}, {rel3}, {rel2, rel3}}. These
are the combinations of edges that are removed from the graph while creating
sub-graphs, whereas the predicted relationship rel1 is preserved in all the sub-
graphs. Removing these combinations of edges, function RemoveEdgesFromGraph
generates four variants of SubGraph shown in Figure 3: G1 ← CompleteGraph−
{∅}, G2 ← CompleteGraph − {rel2}, G3 ← CompleteGraph − {rel3}, and
G4 ← CompleteGraph − {rel2, rel3}. Note that G1 is the complete graph,
whereas other sub-graphs have either rel2 or rel3, or both removed. For each
SubGraph, function ExtractGraphFeatures is invoked to extract the respective
feature set SubGraphFeatures and all the extracted feature sets are appended
to ExtractedGraphFeatures.
3.3. Distilling Graph Features
The function ExtractGraphFeatures in line 5 of Algorithm 1 received a sub-
graph derived from the complete representation and was invoked to extract a set
of graph-based features. Moreover, this function was invoked for all the possible
sub-graphs, to ensure that all the possible graph features are extracted. The
graph-based features are extracted using a number of functions, each calculating
a different graph metric. These functions, referred as generators, are divided
into several, families according to the number of graph vertices they process.
Features 
b) Dual node generators 
f (source, target) 
Shortest-Path 
Fraction of shared Neighbors 
Source Target 
Features 
c) Multiple node generators 
f (source, target, node type) 
Fraction of shared Neighbors- 
of a certain type 
Source Target 
Features 
Source Target 
a) Single node generators 
f (target) 
PageRank 
Centrality 
Average Neighborhood Degree 
f (source) 
PageRank 
Centrality 
Average Neighborhood Degree 
Figure 4: Key graph-based feature generator families and their instances
The main steps of ExtractGraphFeatures are detailed in Algorithm 2,
which uses three types of generators:
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Algorithm 2: Extract graph features from a sub-graph
input : SubGraph - sub-graph derived from the complete graph representation
PredEdge - edge type of the relationship being predicted
output: ExtractedSubGraphFeatures - set of features extracted from
SubGraph
1 ExtractedSubGraphFeatures ← ∅
2 SubGraphPredictedEdges ← ExtractPredictedEdges(SubGraph,PredEdge)
3 foreach (SourceEntity,TargetEntity) of Edge ∈ SubGraphPredictedEdges
do
4 foreach 1-Function in 1-VertexGenerators do
5 SourceFeatures ← 1-Function(SourceEntity)
6 TargetFeatures ← 1-Function(TargetEntity)
7 ExtractedSubGraphFeatures ← (ExtractedSubGraphFeatures ∪
SourceFeatures ∪ TargetFeatures)
8 end
9 foreach 2-Function in 2-VertexGenerators do
10 SourceTargetFeatures ← 2-Function(SourceEntity,TargetEntity)
11 ExtractedSubGraphFeatures ← (ExtractedSubGraphFeatures ∪
SourceTargetFeatures)
12 end
13 MultipleEntityCombinations ←
ExtractEntityCombinations({V ertexTypes})
14 foreach EntityCombination ∈ MultipleEntityCombinations do
15 N ← |EntityCombination|
16 foreach N-Function in N-VertexGenerators do
17 MultipleEntityFeatures ← N-Function(SourceEntity,
TargetEntity, EntityCombination)
18 ExtractedSubGraphFeatures ← (ExtractedSubGraphFeatures ∪
MultipleEntityFeatures)
19 end
20 end
21 return ExtractedSubGraphFeatures
22 end
• 1-VertexGenerators are applied to a single graph vertex, either the
source or the target entity, and compute features of this vertex only, e.g.,
the PageRank score (Figure 4-A).
• 2-VertexGenerators are applied to a pair of vertices, the source and the
target entities, and compute graph-based relationships between the two,
e.g., the shortest path (Figure 4-B).
• N-VertexGenerators are applied to N>2 vertices, two of which are the
source and target entities and the rest are not. An example function from
this family is “number of vertices of type X, which are common neighbors
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of the source and target vertices” (Figure 4-C).
Section 3.3.1 lists the functions from each generator family that were used. Note
that these are executed iteratively, in order to generate all the possible graph
features. By no means this list of functions is exhaustive; it only exemplifies a
number of popular functions that were used, but many more functions can be
conceived and added.
At the initial stage of Algorithm 2, edges belonging to the predicted relation-
ship are copied to the SubGraphPredictedEdges set (line 2). For each Edge
in this set, the generators are invoked as follows. The 1-VertexGenerators
functions are invoked in lines 5 and 6, respectively, on the SourceEntity and
TargetEntity vertices of Edge. Applying these functions to other vertices is
unlikely to produce features that can contribute to the prediction of the de-
sired relationship, while leading to significant computational overheads. Hence,
1-VertexGenerators are restricted to these two vertices only. The 2-VertexGenerators
are applied in line 10 to the pairs of vertices SourceEntity and TargetEntity.
Then, the ExtractEntityCombinations function is invoked in line 13, in order
to create a set of all the possible entity combinations of vertices, MultipleEntityCombinations.
These combinations necessarily involve SourceEntity and TargetEntity, and in
addition any other type of graph vertices. For each combination EntityCombination
of size N (line 15), the relevant N-VertexGenerators generators are invoked
in line 17. Features extracted by 1-VertexGenerators, 2-VertexGenerators,
and N-VertexGenerators are all appended to ExtractedSubGraphFeatures.
Note that the value of N determines the N-VertexGenerators functions that
are invoked and the relationships they uncover. Again, two of the N vertices are
necessarily SourceEntity and TargetEntity, whereas the third vertex can be of
any other entity linked to either of them. For instance, for N = 3 in the movie
recommendation task and entities of user, item, and location, the relationship
can be “the number of cinema locations that the user has visited and where the
movie is screened”. The generator considers the user and movie vertices, and
then, scans all the location vertices and identifies those, with edges connected
to both. It should be noted that more complex relationships with a higher value
of N can be considered. Since a broad range of combinations is possible, the
N-VertexGenerators extract a large number of features that surpasses by far
the set of features that can be engineered manually.
3.3.1. Distilled graph features
The set of metrics selected for implementation in this work and used for the
evaluation of the approach is now given in detail. The metrics are those that
are commonly implemented in widely used graph analysis libraries – NetworkX
(Hagberg et al., 2008), igraph (Csardi and Nepusz, 2006), and Gephi (Bastian
et al., 2009)) – and used in social network analysis and measurement works
(Wilson et al., 2009; Lewis et al., 2008). It is important to stress that this
set of metrics is only a portion of those that could be used and serves only as
an example. The space of all graph metrics is large, as can be seen in (Costa
et al., 2007; Wasserman, 1994; Coffman et al., 2004), and, thus, could not be
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exhaustively evaluated within the scope of this work.
The set of 1-VertexGenerators functions were implemented and used for
evaluation are degree centrality (Borgatti and Halgin, 2011), average neighbor
degree (Barrat et al., 2004), PageRank score (Page et al., 1999), clustering
coefficient (Latapy et al., 2008), and node redundancy (Latapy et al., 2008).
These metrics are referred to as the basic graph features. Following is a brief of
the 1-VertexGenerators functions.
• Degree Centrality (Borgatti and Halgin, 2011) (or, simply, node degree)
quantifies the importance of a vertex through the number of other ver-
tices to which it is connected. Hence, in the bipartite graph, the degree
centrality of a user vertex Si is the activity of i, i.e., the number of items
with which Si is associated, and, vice versa, for an item vertex Tj it is the
popularity of j, i.e., the number of users who are associated with Tj . In a
graph that includes metadata, the number of metadata vertices associated
with either the user or the item vertex are added to the degree centrality
score. The degree of centrality of a vertex v is denoted by Deg(v).
• Average Neighbor Degree (Barrat et al., 2004) measures the average degree
of vertices to which a vertex is connected. In the bipartite graph, this
metric conveys for Si – the average popularity of items with which Si is
associated, and for Tj – the average activity of users who are associated
with Tj . Formally, if N(v) denotes the set of neighbors of a vertex v, then
the average neighbor degree is
AvgNghDeg(v) =
1
|N(v)|
∑
u∈N(v)
Deg(v) (1)
In a graph with metadata, the average neighbor degree of a user/item ver-
tex also incorporates the popularity of the metadata features with which
it is associated.
• PageRank (Page et al., 1999) is a widely-used recursive metric that quan-
tifies the importance of graph vertices. For a user vertex Si, the PageRank
score is computed through PageRank scores of a set of item vertices {Tj}
with which Si is associated and vice versa Thus, the PageRank score of a
user vertex Si can be expressed as
PageRank(Si) =
∑
Tj∈N(Si)
PageRank(Tj)
Deg(Tj)
, (2)
i.e., the PageRank score of Si depends on the PageRanks of each item
vertex Tj connected to Si, divided by the degree of Tj . In a graph with
metadata, the PageRank scores of user/item vertices are also affected by
the PageRank of the metadata vertices to which they are connected.
• Clustering Coefficient (Latapy et al., 2008) measures the density of the
immediate subgraph of a vertex as the ratio between the observed and
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possible number of cliques of which the vertex may be a part. Since
cliques of a size greater than two are impossible in the bipartite graph,
ClustCoef measures the density of shared neighbors with respect to the
total number of neighbors of the vertex. The formal definition for the
bipartite graphs is
ClustCoef(v) =
∑
u∈N(N(v))
|N(v)∩N(u)|
|N(v)∪N(u)|
|N(N(v))| (3)
• Node Redundancy (Latapy et al., 2008) is applicable only to bipartite
graphs and shows the fraction of pairs of neighbors of a vertex that is
linked to the same other vertices. This metric quantifies for user vertex
Sa - the portion of pairs of items with which a is associated that are
also both associated with another user b. Likewise, for item vertex Tx,
it quantifies the portion of pairs of users associated with x and also both
associated with another item y. If a vertex, node redundancy of which
is computed, is removed from the graph, the metric reflects the fraction
of its neighbors that will still be connected to each other through other
vertices. Intuitively, in a bipartite graph NodeRed(v) can be seen as the
portion of connected ‘squares’ of which v is a part, among all the potential
‘squares’.
Next, multiple-vertex generator functions are detailed. Specifically, the fol-
lowing functions from the 2-VertexGenerators and N-VertexGenerators fam-
ilies were implemented:
• Shortest Path (Floyd, 1962). Unlike the above feature generators that
operate on a single vertex, shortest path receives a pair of graph vertices:
a source entity and a target entity. It evaluates the distance, i.e., the lowest
number of edges, between the two vertices. The distance communicates
the proximity of the vertices in the graph, as is a proxy for their similarity
or relatedness. A short distance indicates high relatedness, e.g., more
items shared between users or more features for items, while a longer
distance indicates low relatedness.
• Shared Neighbors of Type X. This is one of the N-VertexGenerators
functions, which receives three parameters: source entity vertex, target
entity vertex, and entity type X. It returns the fraction of neighbors
shared between the source and target vertices that areof the desired type
X. The fraction is computed relatively to the union of the source vertex
neighbors with the target vertex neighbors. Note that this feature cannot
be populated for graphs that do not have a sufficient variety of entities
connected to the source and target vertices. For example, the generator
is inapplicable for a graph having only the source and target entities.
• Complex relationships across entities. Apart from the above mentioned
generators, system designers may define other N-VertexGenerators func-
tions, which could extract valuable features. For example, it may be
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beneficial for a movie recommender to extract the portion of users, who
watched movies from genres g1, g2 directed by person p, and released be-
tween years t1 and t2. It is clear that it is impossible to exhaustively list
all the combinations of such features: this is domain- and application-
dependent. Hence, the task of defining these complex generators is left
open-ended and invites system designers to use the provided library and
develop their own feature generators.
To recap, each of the above 1-VertexGenerators and 2-VertexGenerators
is applied to every source and target vertex and generates features associated
with the vertex or a pair of vertices. In addition, N-VertexGenerators is applied
to the source and target vertices and all the possible combinations of other entity
types. Recall that this is done for every sub-graph extracted from the complete
graph8 and the complexity of the feature generation task becomes clear.
3.3.2. Quantifying the number of graph features
Here, the number of graph features that can be extracted from a recom-
mender system dataset using the proposed approach is quantified. The quantifi-
cation illustrates the coverage and computational complexity of the extraction
process. Considering Algorithms 1 and 2, it becomes evident that the number
of extracted features primarily depends on two key elements: the number of
sub-graphs that are extracted from the complete graph and the number of en-
tities in each sub-graph. Both of these are derived from the number of entities
and relationships in the dataset.
Building on the recommender dataset analysis given in Section 3.1, each
dataset D contains two entities, DS and DT , and |DR| relationships. The
features are extracted from the complete graph and also from the sub-graphs.
The latter are generated from any non-ordered combination of relationships
from DR, but necessarily contain the predicted relationship reli, such that the
overall number of relationships is M = |DR| − 1. Hence, the number of possible
sub-graph combinations is
M∑
x=0
(
M
x
)
=
M∑
x=0
(M)!
x!(M − x)! , (4)
the sum of the numbers of combinations of size x that can be produced, where
x ∈ [0,M ].
For each of these sub-graphs, let us assume that F1 features can be generated
by 1-VertexGenerators function for DS and DT individually, and F2 features
can be generated by 2-VertexGenerators for the pair (DS , DT ). On top of
these, at least M = |DR| − 1 more complex by N-VertexGenerators functions
can be applied to every sub-graph, as per the number of relationships available
8Some generators should be applied in a different manner to certain sub-graphs, e.g., Deg
and ClustCoef generators in bipartite and non-bipartite graphs.
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Figure 5: Number of extracted graph features versus the number of relationships in the dataset
in the data. This brings the overall number of generated graph-based features
to the order of
M∑
x=0
(2F1 + F2 + M)× (M)!
x!(M − x)! (5)
The library that accompanies this work defines F1 = 5 single node gener-
ators and F2 = 1 dual node generator. For illustrative purposes only, Figure
5 plots the number of extracted features, which is exponential with the num-
ber of relationships |DR|. For example, the number of features extracted from
a dataset having |DR| ≤ 4 relationships is smaller than 100. However, for a
dataset with |DR| = 10 relationships, the number of extracted features exceeds
5,000. Clearly, engineering all these features manually would require consider-
able resources, whereas the proposed approach is fully automated.
4. Experimental Setting and Datasets
It is important to highlight that the product of the presented approach
is graph-based features that help to generate recommendations using existing
recommendation methods. These features can either be used as stand-alone
features, i.e., the only source of information for the recommendation generation,
or be combined with other features. Hence, the baseline for comparison in the
evaluation part is the performance of common recommendation methods when
applied without the newly generated features.
To present solid empirical evidence, the contribution of the graph feature
extraction to the accuracy of the recommendations was evaluated using three
machine learning methods: Random Forest (Breiman, 2001), Gradient Boosting
(Friedman, 2000), and Support Vector Machine (SVM) (Gunn et al., 1998).
Both Random Forest and Gradient Boosting are popular ensemble methods
that have been shown to be accurate and won recommendation (Koren, 2009)
and general prediction (Yu et al., 2010) competitions. The methods are also
implemented in widely used machine-learning libraries (Pedregosa et al., 2011;
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Case Study I –
Overall contribution of
graph-based features
Case Study II –
Performance of different
graph schemes
Dataset I - Last.fm
Dataset II - Yelp
Dataset III - Yelp II
Dataset IV - OSN
Dataset V - Movielens
Table 1: Mapping of datasets to case studies
Hall et al., 2009), and were shown to perform well in prior recommender systems
works (Jahrer et al., 2010; Bellog´ın et al., 2013; To¨scher et al., 2009).
In the next section, two case studies showing the contribution of graph-based
features are presented. These case studies demonstrate the value of the proposed
graph-based approach when applied to a range of recommendation tasks and
application domains. Case study I evaluates the performance of the graph-based
approach, evaluating its contribution in different domains and tasks. Case study
II focuses on the impact of representing data using different graph schemes on
the recommendations. Altogether, five datasets were used across the case studies
and the mapping between the datasets and case studies is laid out in Table 1.
In the following sub-sections, a brief characterization of the datasets, as well as
the overview of the recommendation tasks and evaluation metrics, is provided.
4.1. Dataset I – Last.fm
The first dataset is of users’ relevance feedback provided for music perform-
ers via the Last.fm online service. The dataset is publicly available9 and was
obtained by (Cantador et al., 2011). The dataset consists of 1,892 users and
17,632 artists whom the users tagged and/or listened to. More than 95% of
users in the dataset have 50 artists listed in their profiles as a result of the
method used to collect the data. There are 11,946 unique tags in the dataset,
which were assigned by users to artists 186,479 times. Each user assigned on
average 98.56 tags, 18.93 of which are distinct. Each artist was assigned 14.89
tags on average, of which 8.76 are distinct. The dataset also contains social
information regarding 12,717 bidirectional friendship linkss established between
Last.fm users, based on common music interests or real life friendship.
A brief characterisation of the dataset is shown in Figure 6. Figure 6a illus-
trates the distribution of the number of friends per user. The average number
of user-to-user edges is low, which is illustrated by the vast majority of users
having less than 10 friends and about half of users having less than four friends.
9http://grouplens.org/datasets/hetrec-2011/
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(a) Distribution of the number of
friends per user
(b) Distribution of the average number
of listens per user/artist and overall
Figure 6: Last.fm data characteristics
Intuitively, a friendship edge between two users can be an indicator of similar
tastes, and as such, friendship-based features are expected to affect the recom-
mendations. Figure 6b, shows the distributions of the number of listens per
artist, user, and in total. It can be observed that the overall and per artist
distribution are highly similar. The user-based distribution resembles the same
behaviour, but drops faster. This aligns with the intuition that the number of
users who listen to several hundreds of artists is smaller than the number of
artists who are listened by several hundreds of users (Haupt, 2009).
There are four relationships in the Last.fm dataset: [user, listens, artist],
[user, uses, tag], [tag, used, artist], and [user, friend, user]. The task defined
for this dataset was to predict the artists to whom a users will listen the most,
i.e., the predicted relationship was [user, listens, artist]. This task requires first
predicting the number of times each user will listen to each artist, then ranking
the artists, and choosing the top K artists. Based on the sub-graph generation
process detailed in Algorithm 1 and the relationship being predicted, the data
can be represented via eight graph schemes in general. Four graph schemas that
incorporate the source and target entities were evaluated:
• A bipartite graph that includes users and artists only, denoted as the
baseline (BL)
• A non-bipartite graph that includes users, social links, and artists (BL+F)
• A non-bipartite graph that includes users, artists, and tags assigned by
users to artists (BL+T)
• A graph that includes all the entities and relationships: users, tags, artists
and social links (BL+T+F).
The four graphs are illustrated in Figure 7. For each of the graphs, two sets
of features were generated: basic features, as well as a set of extended features
associated with the auxiliary data being included. The generated features are
used as the input for a Gradient Boosting Decision Tree regressor (Friedman,
2000), trained to predict the number of listens for a given user-artist pair.
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Figure 7: Graph representations for dataset I (Last.fm)
A 5-fold cross validation was performed. Users with fewer than five ratings
were pruned, to ensure that every user has at least one rating in the test set
and four in the training set. For each training fold, a graph was created for each
graph model shown in Figure 7. For each user, in the test set, a candidate set of
artists was created by selecting artists out of the set of the artists listened to by
the user and complementing these by randomly selected artists. For example,
a candidate set of 100 artists included 10 artists listened to by the user and 90
random artists. Three different candidate sizes were evaluated: 50, 100, and
150.
Then, a regressor was used to predict the number of listens for each artist
in the candidate set, rank the set, and compute precision at 10 (P@10) as
the performance metric (Shani and Gunawardana, 2011). If candidate set CS
consists of the artists selected from a user’s artist set denoted by UA and the
randomly selected artists set RA, then P@10 is computed by P@10 = (UA ∩
top 10 artists(UA∪RA))/10, where top K artists is the list of top-K artists in
CS ranked according to the predicted number of listens. Finally, an average
of the P@10 scores across all the users in the test set is computed. In order
to evaluate the significance in the performance of the various graph schemes
feature sets, a two-sided t-test was applied on the results.
4.2. Dataset II – Yelp (from RecSys-2013)
The second dataset is of users relevance feedback given for businesses, such
as restaurants, shops, and services. The dataset was released by Yelp for the
RecSys-2013 Challenge (Blomo et al., 2013), and is publicly available.10 For the
analysis, users with less than five reviews were filtered out, which resulted in
9,464 users providing 171,003 reviews and the corresponding ratings for 11,197
businesses. The average number of reviews per user is 18.07 and the average
number of reviews per business is 15.27. A key observation regarding this dataset
is the distribution of ratings, which were almost all positive (more than 60% of
ratings were at least 4 stars on a 5-star scale), and the low variance of ratings
across businesses and users. This phenomenon is common in star rating datasets,
where users tend to review fewer items that they did not like.
Figure 8 summarizes the basic statistics of users and businesses in the Yelp
dataset. Figure 8a illustrates the distribution of the number of reviews and
10https://www.kaggle.com/c/yelp-recsys-2013/data
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(a) Distribution of the num-
ber of reviews per user
(b) Distribution of the num-
ber of reviews per business
Figure 8: Yelp dataset characteristics
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Figure 9: Graph representations for dataset II (Yelp - RecSys-2013 Challenge)
ratings per user. A long tail distribution of the number of businesses a user
reviewed can be observed, with more than 75% of the users providing less than
10 reviews. Likewise, we observe in Figure 8b the distribution of the number
of reviews a business received. Only 24% of businesses attract more than 10
reviews, while only a few businesses (less than 2%) have a relatively high number
of reviews (more than 100). Despite the high number of categories in the data,
the average number of categories with which a business is associated is only
2.68. Every business is also associated with a single location.
The task defined for this dataset is the one originally defined for the RecSys-
2013 challenge, i.e., to predict the ratings a user will assign to businesses. Two
graph models were implemented and evaluated based on this dataset: a bipartite
model with sets of vertices U and B representing users and businesses and a tri-
partite11 model with sets of vertices U, B, and M representing users, businesses,
and metadata items, respectively. The high-level graph representation models
are illustrated in Figure 9, while the detailed presentation of the sub-graphs will
be given in Section 4.3, in which the follow-up dataset is presented.
The features generated for this dataset were aggregated into three groups:
11The use of ‘tripartite’ is slightly inconsistent with the canonic definition, such that the
“bipartite graph with metadata nodes” notation would be more appropriate. For the sake of
brevity, the bipartite and tripartite terminology is used.
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• Basic features that include only the unique identifiers of users {ui} ∈ U
and businesses {bj} ∈ B.
• Manual features that include the number of reviews by ui, average rating
of ui, number of reviews for bj , number of categories |{m}| with which
bj is associated, average number of businesses in {m}, average rating of
businesses in {m}, the main category12 of bj , average degree of businesses
associated with the main category of bj , average degree of businesses in
{m}, and the location of bj .
• Graph features that include the degree centrality, average neighbor degree,
PageRank score, clustering coefficient, and node redundancy. These fea-
tures were generated for both user nodes ui and business nodes bj , whereas
an additional shortest path feature was computed for the pairs of (ui,bj).
In this case, a Random Forest regression model (Breiman, 2001) was applied
for the generation of the predictions of users ratings for businesses. At the
classification stage, the test data items were run through all the trees in the
trained forest. The value of the predicted rating was computed as a linear
combination of the scores of the terminal nodes reached when traversing the
trees. It should be noted that the ensemble of trees in Random Forest and the
selection of the best performing feature in each node inherently eliminate the
need for feature selection. Since every node uses a single top performing feature
for decision making, the most predictive features are naturally selected in many
nodes and the ensemble of multiple trees virtually replaces the feature selection
process.
A 5-fold cross validation was performed. For each fold, the predictive model
was trained using both the original features encapsulated in the dataset and the
new graph features. The basic and manual groups of features were populated
directly from the reviews, whereas the graph features were populated from the
bipartite and tripartite graph representations and augmentrf the former groups
of features. Predictive accuracy of various combinations of features was mea-
sured using the widely-used RMSE metric (Shani and Gunawardana, 2011),
computed as RMSE =
√∑
n(yˆt−yt)2
n , where n is the number of predictions, yˆt
are the predicted values, and yt are the actual user ratings. A two-sided t-test
was applied to validate the statistical significance of the results.
4.3. Dataset III – Yelp II (with social links)
The third dataset is an extension that was released by Yelp to the previous
dataset. The new version contains more users, businesses and reviews (although
their distribution still resembles the one shown in Figure 8), and, more impor-
tantly, new information regarding users’ social links. The distribution of the
12Each business in the Yelp dataset is associated with multiple categories, some having
an internal hierarchy. The main category is the most frequent root category a business was
associated with.
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Figure 10: Yelp II Dataset characteristics – distribution of social links
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Figure 11: Graph representations for dataset III (Yelp II)
social links among users is illustrated in Figure 10. It can be seen that the so-
cial links follow a long tail distribution, where most users have a small number
of links: 29% with no links, 57% with less than 20 links, and only a few users
with more than 20 links. The social links also break the bipartite structure of
the first Yelp dataset, which influences the generated graph features.
The task for this dataset is identical to that of the first Yelp dataset, i.e.,
predicting users ratings for businesses. Eight graph models were generated and
evaluated based on this dataset. The models are illustrated in Figure 11 and,
depending on the availability of the user-to-user friendship edges, categorized as
bipartite or non-bipartite. The complete graph is shown in the top-left schema.
In the following three schemes one type of edges is missing: either social links,
user names, or categories. In the next three, two types of edges are misisng:
social and categories, social and names, and names and categories. Finally, in
the bottom-right graph all three are missing.
The generated features presented in Section 3.3.1 are referred to in the eval-
uation of this dataset as the basic features. These features are aggregated into
groups, based on the graph scheme from which they were extracted. For exam-
ple, all the features extracted from the graph named “without category links”
in Figure 11 were grouped into a combination having the same name. Another
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evaluated combination includes the union of all the features generated from all
the graph schemes, and this is named “all graph features”. Finally, the union
of “all graph features” with the “basic features” is referred to as “all features”.
A 5-fold cross validation was performed. For each fold, the predictive models
were trained using graph features extracted from each of the above feature sets.
The evaluation was conducted three times, each time training the models using
a different method (Random Forests, Gradient Boosting, and SVM), in order to
evaluate how the choice of method impacts the results. Predictive accuracy of
various feature combinations was measured using the RMSE metric (Shani and
Gunawardana, 2011), and a two-sided t-test was applied to validate statistical
significance.
4.4. Dataset IV – OSN
The fourth dataset is an Online Social Network (OSN) profile dataset that
was collected from six large networks: Facebook, LinkedIn, Last.fm, Blogger,
YouTube, and LiveJournal. The profiles were manually linked and matched
to each other by the users themselves, as they mentioned their user names on
other OSNs. The lists of user interests were then extracted from the OSNs
and categorized into five domains: movies, music, books, TV, and general.
The categorization was explicitly made by the users on Blogger, Facebook, and
YouTube; all Last.fm interests were categorized as music; no categorization was
available on LinkedIn and LiveJournal, so that there interests were treated as
general. Users having one interest only and interests mentioned by one user
only were filtered, such that the resultant dataset contained 21,880 users with
an average of 1.49 OSNs and 19.46 interests per user.
It can be observed in Table 2 that the most common interests in user profiles
are from the music and general domains. Table 3 shows that Facebook is, by
far, the OSN with the most listed interests. Table 4 shows the number of
users who have at least one interest for a domain and OSN combination, with
the right-most column indicating the total number of users. The OSN with
the largest number of profiles is Facebook, followed by LinkedIn and Last.fm.
Music interests are the most common across the Facebook and YouTube profiles,
while general interests are the most common in Blogger profiles. Finally, Table
5 shows the average number of interests a user has in each domain and OSN.
The task defined for this dataset was to predict the interests of the users,
based on their partial profiles. The data were represented using a single graph
model because of the availability of only two entities: users and interests. The
model is bipartite graph G = {U, I, E}, where users U = {ui} and interests
I = {ii} are the vertices. User vertices are connected to interest vertices with
an edge if the interest is mentioned in one of the available OSN profiles, i.e., E
= {eij | if ui listed ij}). The edges are labeled by the OSN(s), in which the
interest was listed.
From the graph, a set of graph and manually engineered features was ex-
tracted. They can be categorized into two groups: user features and interest
features. Each of these groups can be split into two sub-groups: basic manual
features (IB and UB) and graph-based features (IG and UG). The UB features
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Domain Total Unique Domain Total Unique
General interests 154,245 13,053 Books 24,404 3,789
Movies 54,382 5,190 TV 53,508 4,027
Musics 139,307 21,255 All 425,846 47,314
Table 2: Total number of interests and unique interests in each domain
Network Total Unique Network Total Unique
Blogger 27,045 6,587 Livejournal 30,924 5,198
Facebook 253,217 31,511 YouTube 2,753 1,561
Last.fm 63,952 16,483 All 425,846 47,314
LinkedIn 47,955 6,325
Table 3: Total number of interests and unique interests in each OSN
General interests Movies Music Books TV Total
Blogger 2,716 1,090 1,370 518 3,136
Facebook 8,391 8,922 10,453 6,565 9,619 11,619
Last.fm 7,042 7,042
LinkedIn 7,755 7,755
LiveJournal 1,494 1,494
YouTube 448 484 650 552 1,548
Table 4: Number of users who have at least one interest in each domain and OSN
General interests Movies Music Books TV
Blogger 5.913 2.976 4.676 2.577 –
Facebook 6.999 5.662 6.509 3.414 5.562
Last.fm – – 9.082 – –
LinkedIn 6.183 – – – –
LiveJournal 20.69 – – – –
YouTube 1.288 1.278 1.395 1.177 –
Table 5: Average number of interests available per user in each domain and OSN
include the number of OSNs of which the user is a member (UB1), the number
of user interests in each domain – books, TV, movies, music, general (UB2,
UB3, UB4, UB5, UB6, respectively), and the total number of interests (UB7).
The IB features include the number of users who liked the interest (IB1), the
number of OSNs where the interest appears (IB2), Boolean features signifying
whether the interest is listed on each OSN – Blogger, LinkedIn, Last.fm, Live-
Journal, Facebook, YouTube (IB3, IB5, IB6, IB7, IB8, IB9, respectively),
and the domain to which the interest belongs (IB4).
The graph-based features are identical for users and interests and contain:
Degree centrality (IG1, UG2), Node redundancy (IG2, UG1), Clustering coeffi-
cient (IG3, UG4), Average neighborhood degree (IG4, UG3), PageRank (IG5,
UG1), and the Shortest path feature computing the distance between a user-
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interest pair. Additional features defined for this dataset are IGall = {IGi},
UGall = {∪UGi}, IBall = {IBi}, and UBall = {BGi}. Finally, Iall =
{IBall ∪ IGall} and Uall = {UBall ∪ UGall}.
The experiments using the OSN dataset evaluated the effect of the features
on the predictions of the likelihood of a user to list an interest. A Random
Forest classifier was used and trained on the user-interest pairs augmented with
their features. Each pair was classified into the ‘like’ or ‘dislike’ classes. 10-
fold cross validation was applied for evaluation. For each fold, a graph was
built, and then, the above features were extracted and fed into the classifier.
Since no real disliked interests were in the data, random interests were selected
from the interests not listed by the user. The number of disliked interests was
equal to the number of liked interests for each user. The synthetic disliked
interests were used only to train the classifier and not used in the evaluation.
Precision was the metric chosen to evaluate the quality of predictions for a user:
P = TPTP+FP , where TP is the number of correctly and FP is the number of
incorrectly predicted interests (Shani and Gunawardana, 2011).
4.5. Dataset V – Movielens
Movielens (Lam and Herlocker, 2012) is a classical recommender systems
dataset studied in numerous prior works. In this work it is used to show that
the graph-based approach is as effective on legacy datasets as on more recent
datasets including social data. The 1M Ratings Movielens dataset consists of
1,000,209 ratings assigned by 6,040 users for 3,883 movies, on a discrete scale of 1
to 5 stars. Each user in the dataset rated at least 20 movies. The distribution of
ratings across users and movies is illustrated in Figures 12a and 12b, respectively.
The dataset contains metadata of both users and movies. The user metadata
includes the gender, occupation, zip code area, and age group, while the movie
metadata contains the genre(s) of the movies.
The task defined for this dataset was to predict what ratings would users
assign to movies. Based on the above description of the dataset, 32 graph
schemes were generated and evaluated (see Figure 13). The schemes are catego-
rized based on the number of relationships that were removed from the complete
graph that contains all the entities and relationships. As can be seen, there are
four categories: schemes with a single node type removed, containing 5 sub-
graphs, schemes with 2 node types removed containing 10 sub-graphs, schemes
with 3 node types removed containing 10 more sub-graphs, and finally, schemes
with 4 node types removed containing 5 graphs. The minimal graph scheme is
the one from which all the entities and relationships were removed, except for
the source and target entities and the predicted ‘rating’ relationships.
A 5-fold cross validation was performed. For each fold, the predictive mod-
els were trained using graph features extracted from each of the above graph
schemes. The evaluations were conducted twice, training the models using the
Random Forest and Gradient Boosting approaches, in order to evaluate how
the choice of the learning method impacts the results. The predictive accuracy
of various combinations of the above feature sets was measured again using the
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Figure 12: Movielens dataset characteristics
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Figure 13: Graph representations for dataset V (Movielens). Each graph is an example of the
sub-graphs in the group.
RMSE and MAE predictive accuracy metrics (Shani and Gunawardana, 2011),
and a two-sided t-test was applied to validate statistical significance.
4.6. Summary of the datasets, features, and metrics
Table 6 summarizes this section and presents the experimental datasets,
number of source and target entities, various sub-graph schemes investigated,
number of extracted feature sets, groups of features, and evaluation metrics
exploited. The five datasets contain large numbers of users and items and cover
a broad range of data types, application domains, and recommendation tasks.
The datasets also contain both legacy and recently collected datasets, such that
the evaluation presented in the following section offers solid empirical validity.
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Dataset
Source and
Target Entities Graph Schemes Graphs Feature Sets
Extracted
Features Learning Method
Evaluation
Metric
Last.fm
1,892 (users)
17,632 (artists)
Bipartite + Non-bipartite
(w/ social links, w/ tags,
w/ social links+tags) 4 7
Basic graph features,
extended graph features Gradient Boosting P@K
Yelp
9,464 (users)
11,197 (businesses)
Bipartite +
Bipartite with metadata 2 13
Basic graph features,
manually engineered Random Forest RMSE
Yelp II
13,366 (users)
14,853 (businesses)
Bipartite +
Non-bipartite (w/ social links),
with and without metadeta 8 13 Basic graph features
Random Forest,
Gradient Boosting,
Support Vector Machine RMSE
OSN
21,880 (users)
47,314 (interests) Bipartite 1 8
Basic graph features,
manually engineered Random Forest Precision
Movielens
6,040 (users)
3,883 (movies)
Bipartite +
Bipartite with metadata 32 36 Basic graph features
Random Forest,
Gradient Boosting
RMSE,
MAE
Table 6: Summary of datasets characteristics
5. Results and Analysis
5.1. Case Study I: Overall Contribution of the Graph-based Approach
This case study answers the broad question: How does the use of graph fea-
tures affect the performance of rating predictions and recommendation genera-
tion in different domains and tasks? Each of the above datasets was represented
by graphs and graph-based features were extracted from the graphs using the
approach detailed in Section 3. For each dataset, a matching recommendation
task was defined as follows: for the Last.fm dataset the task was to predict
the artists to which users will listen; for the two Yelp datasets the task was to
predict user ratings for business; for the OSN dataset, to predict the interests in
user profiles; and, for the Movielens dataset, to predict user ratings for movies.
The tasks were performed and evaluated under three conditions:
• Prediction with versus without the newly extracted graph features
• Prediction with user-related versus item-related graph features
• Prediction using features of a bipartite graph versus extended graph schemes,
e.g, containing metadata.
All the evaluations were conducted using the N-fold cross validation method-
ology (Kohavi et al., 1995), with N = 5 folds in the Last.fm, both Yelps, and
Movielens datasets, and N = 10 in the OSN dataset. For each fold, the com-
plete graph representation was generated based on the entities from both the
training and test sets, except for the relationships being predicted in the test set.
A two-sided t-test was conducted with the null hypothesis of having identical
expected values across the compared prediction sets. The tests assumed that
the predicted ratings using feature set A and predicted ratings using feature set
B were taken from the same population. The threshold used for a statistically
significant difference was p=0.05.
5.1.1. Dataset I – Last.fm Results
Four graph schemes were generated for the Last.fm dataset, as per the struc-
ture in Figure 7. For each graph scheme the set of basic graph features listed in
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Figure 14: Precision of feature combinations using the four graphs - Last.fm dataset.
Section 3.3.1 was extracted and populated. The basic features encapsulate only
the user-artist listening data and denoted by Fˆ . In addition, when the social
and tagging data is available, namely, in the BL+T, BL+F, BL+T+F schemes,
the set of extended features can be extracted. These features are denoted by
F , e.g., FBL+T denotes the set of extended features extracted from the graph
with the tagging data. Note that for the BL schema in Figure 7, having neither
social nor tagging data, the basic and extended feature sets are identical, i.e.,
FBL = FˆBL.
The P@10 results obtained for the extended feature sets extracted from
the four schemes are summarized in Figure 14. The boundaries of the boxes
represent the 25th and 75th percentile of the obtained P@10, and the average
P@10 is marked by the dot inside the boxes. The values of the average P@10
are also given. The baseline for comparison in this case is the performance
of the graph features extracted from the bipartite scheme FBL, which scored
P@10=0.336. A notable improvement, between 63% and 70%, was observed
when the extended feature sets were extracted. For instance, FBL+F , scored
P@10=0.555, which is an improvement of more than 65%. A combination of the
extended features using the graph that includes both social tags and friendships,
FBL+T+F is the best performing feature. This scored the highest P@10=0.571
and improved the baseline P@10 by as much as almost 70%.
In order to evaluate the significance of the results, a paired t-test was per-
formed with each group of features, using the P@10 values obtained for each
of the four graphs. The results show that among the extended feature sets, all
the differences were significant, p<0.05. Thus, the inclusion of auxiliary tagging
and friendship data improved the accuracy of the prediction, while their combi-
nation including both components led to the most accurate predictions. More
importantly, the extraction of graph-based features was shown to consistently
and significantly boost the performance of the recommender, in comparison to
the variant not using the extracted features.
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Features combination Features RMSE Improvement
1 All Features Basic∪Manual∪Graph 1.0766 8.82%
2 AllExcept Tripartite Basic∪Manual∪Bipartite 1.0775 8.75%
3 AllExcept Basic Manual∪Graph 1.0822 8.35%
4 Manual and Bipartite Manual∪Bipartite 1.0850 8.11%
5 AllExcept Bipartite Basic∪Manual∪Tripartite 1.0896 7.72%
6 Manual and tripartite Manual∪Tripartite 1.1073 6.22%
7 AllExcept Manual Basic∪Graph 1.1095 6.04%
8 All Graph Bipartite∪Tripartite 1.1148 5.59%
9 AllExcept Graph Basic∪Manual 1.1175 5.36%
10 Bipartite 1.1188 5.25%
11 Tripartite 1.1326 4.09%
12 Basic 1.1809 N/A
13 Manual 1.1853 -0.37%
Table 7: RMSE of selected feature combinations - Yelp dataset (baseline combination in light
gray).
5.1.2. Dataset II – Yelp Results
Improvements due to the use of the graph-based approach were also evi-
dent in experiments using the second dataset (Yelp). As per the description in
Section 4.2, basic (user and business identifiers), manual (number of reviews,
average rating, business categoriy and location), and graph-based features were
extracted and populated. The latter were further broken down into the bipartite
and tripartite features. In this dataset, the performance of the basic features re-
lated to the user-to-business associations serves as the baseline. Table 7 presents
the full results for all the feature combinations.
The largest improvement in the RMSE of business ratings prediction was an
8.82% decrease obtained for the combination of graph features with basic and
manually engineered ones (row 1). The similarity of the RMSE scores obtained
by the various combinations is explained primarily by the low variance of user
ratings in the dataset. Since most ratings are similar, they are highly predictable
using simple methods and there is only a limited space for improvement. A com-
bination containing only the graph features (row 5) outperformed the baseline
performance by 5.59%. On the contrary, the use of manual features (row 13)
slightly deteriorated the accuracy of the predictions. This demonstrates the full
benefit of the graph-based approach: extracting the graph features took less
time than crafting the manual ones, and the graph features also outperformed
the manual ones.
An examination of the differences in the accuracy of the results obtained
when combining various groups of features revealed a number of findings. An
analysis of the performance of each group of features shows that the bipar-
tite and tripartite feature sets performed noticeably better than the basic and
manual feature sets (rows 10 and 11 versus rows 12 and 13). A combination
of graph features (row 8) still outperforms slightly, although significantly, the
combination of the basic and manually engineered features (row 9). To analyze
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Figure 15: Significance of the differences between feature combinations in the Yelp dataset.
White cells - significant, dark cells - not significant, p-value given.
the impact of the feature groups, each group was excluded from the overall set
of features and the change with respect to the All Features combination (row
1) was measured. When the graph features were excluded (row 9), the predic-
tions were less accurate than when the basic (row 3) or manual features (row 7)
were excluded. This indicates that the graph features provide the most valuable
information, which is not covered by the basic and manual features.
The paired t-test performed using the RMSE values revealed that the ma-
jority of differences were significant, p<0.001. The insignificant differences are
highlighted in Figure 15. Three conclusions can be drawn from the insignificant
pairs: (1) the bipartite features are comparable to all the graph features, which
indicates the low contribution of the tripartite features; (2) all graph features
are comparable to all features except for manual (i.e., graph and basic features),
which indicates the low contribution of the basic features; and, (3) the combi-
nation of manual and bipartite features is comparable to the combination of
all the features, which indicates that the former two are the most informative
features in this case.
5.1.3. Dataset III – Yelp II (with social links) Results
The results of the evaluation using the extended Yelp II dataset that in-
cludes social links between users are in line with the results of the original Yelp
dataset. Table 8 lists the results of this evaluation for a selected set of feature
combinations: basic user and business features, feature of the complete graph,
features of all the sub-graphs, and the union of all the available features.
The results show that the combinations including graph features generally
outperform the basic feature sets. The best performing combination of graph-
based features only, using all the features from all the sub-graph schemes (row 2,
RMSE=1.1417), achieves a 1.73% improvement over the baselines. When adding
the basic features to all the graph-based features, a slightly lower RMSE=1.1416
38
Features Subset RMSE Improvement
1 All Features 1.1416 1.73%
2 All Graph Features 1.1417 1.73%
3 Complete Graph 1.1450 1.45%
4 Business Features 1.1465 1.32%
5 User Features 1.1580 0.33%
6 Basic Features 1.1619 N/A
Table 8: RMSE of selected feature combinations - Yelp II dataset (baseline combination in
light gray).
(row 1) is obtained. Another noticeable difference is between the business-
related features, which achieve RMSE=1.1465 and the user-related features,
which achieve RMSE=1.158 (rows 4 and 5, respectively). This intuitively in-
dicates that the predicted ratings assigned to the businesses being predicted
are more informative than the ratings of the target user. Again, the achieved
improvements are generally modest, primarily due to the low variance of ratings
in the Yelp II dataset.
The performance differences between the evaluated combinations are mostly
significant, p<0.01, except for two pairs of feature sets. The difference between
business-related features and complete graph features is borderline, with p=0.07.
Also the difference between ‘All Features’ and ‘All Graph Features’ is expectedly
insignificant. This shows that the most important contribution to the predictive
accuracy comes from the graph features, while the addition of the basic features
improves the prediction only a little.
5.1.4. Dataset IV – OSN Results
In the fourth dataset of online social networks, user mentions of interests
in their profiles were predicted. Table 9 shows the precision scores achieved
by individual features listed in Section 4.4, as well as by a number of their
combinations. These features include the individual interest- and user-focused
graph features IG and UG; basic interest and graph features IB and UB; their
unions IG All, UG All, IB All, and UB All; as well as I All = IG All ∪ IB All
and U All = UG All ∪ UB All. The baseline here is the prediction using the
available user-interest features only.
Overall, item-related features were again seen to improve the precision of
the predictions more than user-related features. In fact, the accuracy of all
the item features is above the baseline precision of 0.56, while the accuracy
of all the user features is below the baseline. This can also be seen through
the comparison of the union of all item features I All with the union of user
features U All, which shows the superiority of the former. Zooming on the item
features, it can be observed that the graph-based item features IG outperform
most of the basic item features IB, except for IB1 (the number of users who
mentioned the interest), which turns out to be a reliable predictor. As a result,
the union of item-related graph features IG All obtains a higher precision than
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Feature/Group Precision Feature/Group Precision Feature/Group Precision
All 0.6455 IB4 0.5287 UB5 0.4529
IG All 0.5821 IB5 0.5230 UG1 0.4514
IG1 0.5745 IB6 0.5221 UB6 0.4507
IG2 0.5734 IB7 0.5215 UG All 0.4465
IG3 0.5691 IB8 0.5206 UG3 0.4440
IB1 0.5687 IB9 0.5205 UG2 0.4430
I All 0.5642 Baseline 0.5128 UB7 0.4405
IB All 0.5599 SP 0.5107 UG4 0.4401
IG4 0.5589 UB1 0.4771 UG5 0.4400
IG5 0.5560 UB2 0.4736 UB All 0.4391
IB2 0.5482 UB3 0.4646 U All 0.4376
IB3 0.5307 UB4 0.4632
Table 9: Average precision for individual features and feature combinations in the OSN dataset
IG - Interests Graph features, UG - Users Graph features, IB - Interests Basic (manual)
features, UB - Users Basic (manual) features.
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Figure 16: Precision CDF of the various feature combinations - OSN dataset.
its basic feature counterpart IB All, 0.58 vs 0.56. Combining the graph features
with the basic ones produced the highest precision, 0.65. Hence, graph-based
features resulted in an improvement of the the interest predictions.
The cumulative distribution functions of the results obtained by selected
feature combinations is illustrated in Figure 16. The combined feature combi-
nation ‘All’, performs best by having the highest precision over large portions
of the data. The item-related graph-based feature combination is third best,
and it is very close to the combined graph-based feature set that comes second.
The performance of all user-related feature sets is visibly lower, which shows
another argument in favor of the extraction of the graph-based features.
5.1.5. Dataset V – Movielens Results
Finally, the experimentation with the Movielens dataset re-affirms the con-
tribution of graph-based feature extraction to the recommendation generation.
The task in this dataset was to predict movie ratings, whereas the predictions
were evaluated using the MAE and RMSE predictive accuracy metrics. Table
10 summarizes the perofrmance of a selected group of features. The basic user-
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Features Subset RMSE Improvement MAE Improvement
1 All Features 1.0272 4.20% 0.8303 6.06%
2 All Graph Features 1.0362 3.36% 0.8349 5.53%
3 Movie Features 1.0400 3.01% 0.8380 5.18%
4 Basic Features 1.0722 N/A 0.8838 N/A
5 User Features 1.0895 -1.61% 0.8967 -1.46%
Table 10: Performance of selected features combinations - Movielens dataset (baseline combi-
nation in light gray, rows are sorted by RMSE).
item pairs are compared here with the user and item features used individually,
all the extracted graph-based features, and the union of all of them, denoted by
‘All Features’ (row 1).
The already discussed superiority of item features over user features (row 3
versus row 5) can be clearly seen again. In this case, the former improve the
accuracy of the predictions by 3-5%, while the latter only deteriorate it. The
extraction of the graph-based features (row 2) also leads to an improvement of
3.36% and 5.53% relative to the baseline, using the RMSE and MAE metrics,
respectively. When combined with other features, the graph features achieve the
best result, which is RMSE=1.0272, or a 4.20% improvement over the baseline.
Those performance differences were statistically evaluated and found significant.
5.1.6. Performance across Learning Methods, Datasets, and Metrics
This case investigated the the impact of the graph-based features affect on
the accuracy of the recommendations. Although all the evaluations reported
so far show that using the graph-based features improves the accuracy of the
recommendations, the results cannot be fully corroborated yet, as the conducted
experiments use different learning methods, datasets, and evaluation metrics
(see Table 6). To confidently address the resarch question, the design of the
evaluation has overlaps in these factors, so that the contribution of the graph
features can be singled out.
The analysis below aims to establish whether the observed improvements
should be attributed to the information contributed by the graph features or
to the differences in the experimental settings, i.e., learning method, dataset,
and metric.The results of the experiments used in the analysis are summarized
in Table 11. In all the cases, the performance of the baseline approaches not
using the graph features, which were highlighted in light gray in all the tables,
is compared to the performance of all the graph-based based features, i.e, row
8 in Table 7, row 2 in Table 8, and row 2 in Table 10.
Included are the results of experiments using the Yelp, Yelp II, and Movielens
datasets, which were discussed in sections 5.1.2, 5.1.3, and 5.1.5, respectively.
That said, results in rows 3, 4, 5, and 7 of Table 11 are presented here for the first
time. This is due to the fact that previously reported Yelp experiments (both
datasets) used Random Forest as their learning method, while the Movielens
experiments used Graduate Boosting. Here, new Yelp II results with Gradient
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Results
Dataset Metric Method Baseline Graph Features Improvement
1 Yelp I RMSE Random Forest 1.1809 1.1148 5.59%
2 Yelp II RMSE Random Forest 1.1619 1.1417 1.74%
3 Yelp II RMSE Gradient Boosting 1.2480 1.1715 6.13%
4 Yelp II RMSE SVM 1.1818 1.1783 0.30%
5 Movielens RMSE Random Forest 1.1667 1.0268 11.90%
6 Movielens RMSE Gradient Boosting 1.0722 1.0362 3.36%
7 Movielens MAE Random Forest 0.9144 0.8157 10.79%
8 Movielens MAE Gradient Boosting 0.8838 0.8349 5.53%
Table 11: Summary of experiments and results for Case Study I.
Boosting and SVM, and new Movielens results with Random Forest are also
presented. It should also be highlighted that experiments using the Last.fm
and OSN datasets are excluded from the analysis, since, unlike the other three
experiments, they use classification accuracy metrics. As such, they differ in
two factors, dataset and evaluation metric, and are not comparable with the
other experiments.
In order to demonstrate that the improvement is not due to the selected
dataset, the metric and learning method were fixed, while the approaches using
different datasets were compared. Two evaluations sets are applicable to this
scenario: (1) Random Forest predictions evaluated with the RMSE metric, using
the Yelp, Yelp II, and Movielens datasets (rows 1, 2, and 5), and (2) Gradient
Boosting predictions also evaluated with RMSE, but using the Yelp II and
Movielens datasets (rows 3 and 6). The results of these experiments show an
improvement of 1.74% to 11.90%, which allows to eliminate the selected dataset
as a possible reason for improvement.
To demonstrate that the improvement is also not due to the selected machine
learning method, the dataset and metric were fixed, while the approaches using
different learning methods were compared. Three evaluation sets are applicable
to this scenario: (1) RMSE of business predictions using the Yelp II dataset,
where the learning methods are Random Forest, Gradient Boosting, and SVM
(rows 2, 3, and 4), (2) RMSE of movie rating predictions using the Movielens
dataset, where the methods are Random Forest and Gradient Boosting (rows
5 and 6), and (3) MAE of movie rating predictions using the the Movielens
dataset, where the methods are Random Forest and Gradient Boosting (rows
7 and 8). The results of these experiments show an improvement across all
experiments, ranging from 0.30% to 6.13% for the Yelp II dataset, and from
from 3.36% to 11.90% for the Movielens dataset. The low variance of ratings in
the Yelp datasets, which was discussed earlier, is the main reason for the low
improvement observed. This is particularly noticeable with the SVM method,
which struggles to linearly separate businesses with moderate ratings. Thus,
the learning method cannot be the reason for the accuracy improvement.
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Finally, to demonstrate that the improvement is not due to the selected
evaluation metric, the dataset and method were fixed, while the performance
of approaches using different metrics was compated. Two evaluation sets are
applicable to this scenario: (1) Random Forest movie rating predictions us-
ing the Movielens dataset, evaluated using RMSE and MAE (rows 5 and 7),
and (2) Gradient Boosting movie rating predictions also using the Movielens
dataset, and also evaluated using the RMSE and MAE metrics (rows 6 and
8). The results of these experiments show a clear improvement across, ranging
from 3.36% to 11.90%, allowing to eliminate the selected evaluation metric as a
possible reason for improvement.
Summing up this causal analysis, all three hypotheses that the improved
performance is driven by the differences in the experimental settings (dataset,
learning method, and evaluation metric) were rejected. Thus, it can be con-
cluded that the reason for the observed improvement lies in the inclusion of
graph-based features, contributing new information to the recommendation pro-
cess.
5.2. Case Study II: Different Graph Schemes and their Impact on Recommen-
dations
As mentioned in the Section 3, various sub-graphs and graph schemes can
be generated for each dataset. The feature extraction process will, thus, yield
a number of graph schemes, corresponding feature sets, and even the values of
the same graph features. This leads to to the second research question: How
are the recommendations affected by the sub-graph and its representation used
to generate the graph features? In order to answer this question, another set of
experiments was conducted.
In these experiments, the accuracy of recommendations when using various
graph schemes was evaluated using four datasets: Last.fm, both Yelp datasets,
and Movielens. The OSN dataset was not used here because it was represented
as a simple bipartite graph, lacking the desired number of entities and relation-
ships. The recommendation tasks were identical to the previous experiments,
i.e., to predict listened artists in the Last.fm dataset, user ratings for businesses
in the two Yelp datasets and user ratings for movies in the Movielens dataset.
An N-fold cross validation methodology similar to the one reported in Section
5.1 was followed. Also, the same two-sided t-test statistical significance testing
was carried out.
5.2.1. Dataset I – Last.fm Results
The evaluations using the Last.fm dataset focused on the influence of the
social elements, i.e., friendship links and tags, on the obtained recommenda-
tion accuracy. In this dataset, the results of recommendations based on the
bipartite user-artist graph representation (BL in Figure 7) were compared with
those of three non-bipartite schemes, BL+T, BL+F, and BL+T+F, including,
respectively, the tags assigned by the users to the artists, social friendship links
between the users, and tags and friendship links alike. As mentioned in Section
43
Figure 17: Last.fm results: Precision of the extended (solid) versus the basic (dashed) feature
sets.
5.1.1, two sets of graph features were extracted for each schema: a set of basic
features Fˆ and a set of extended features F . Although the basic feature set Fˆ
is shared across all the schemes, their values may change due to the presence of
additional graph nodes. The extended feature set F is composed of the basic
features along with new features that were extracted from the social links and
tags available in each schema. A detailed discussion of the extended feature set
can be found in (Tiroshi et al., 2014b).
Figure 17 shows the obtained P@10 scores averaged over all the users in
the test set, when using both the basic and extended feature sets. For each
representation, the solid boxes on the left denote the results obtained with the
extended features F , whereas the dotted boxes on the right present the results
obtained with the basic features Fˆ . First, it can clearly be observed that the
inclusion of the social auxiliary data of either the assigned tags or friendships
links substantially improves P@10. When both the tags and friendship links are
included in the BL+T+F model, the highest average P@10 is observed. Both
in the basic and the extended feature sets, the BL+T and BL+F models obtain
comparable P@10 scores, showing the effect of the inclusion of auxiliary data in
the graph schemes. However, as noted in Section 4.1, the tag data includes more
than 186K tag assignments, whereas the friendship data consists of only 12K
user-to-user links. Since the obtained precision scores are comparable, a single
friendship link is more influential than a single artist tag and yields a greater
improvement in the recommendation accuracy. Looking at the significance tests
conducted within the basic and extended feature sets, significant differences,
p<0.05, were observed between all the pairs of extended features and all the
pairs of basic features except for the FˆBL+T and FˆBL+F pair.
When comparing the performance of the extended graph features to the per-
formance of the corresponding basic features (solid boxes versus dashed boxes
in Figure 17, it can be seen that the extended sets consistently outperformed
the basic sets across all the four graph schemes, and the difference within the
pairs was statistically significant, p<0.05. In the BL+T scheme, the extended
graph features from improved on the basic features extracted from it by 10%,
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Features combination Features RMSE Improvement
8 All Graph Bipartite∪Tripartite 1.1148 5.59%
10 Bipartite 1.1188 5.25%
11 Tripartite 1.1326 4.09%
12 Basic 1.1809 N/A
Table 12: Yelp results: RMSE of the bipartite versus the tripartite feature sets. Full results
are given in Table 7.
P@10=0.548 versus P@10=0.498, while in the BL+F scheme the improvement
was by 11.6%, P@10=0.555 versus P@10=0.497. The largest improvement was
noted in the BL+T+F scheme, where the extended graph features outperformed
the basic features by as much as 28.6%, P@10=0.571 versus P@10=0.444. Sur-
prisingly, when the basic feature set FˆBL+T+F set was found achieve a lower
P@10 than FˆBL+T and FˆBL+F . A possible explanation for this can be that
including both types of social data but not extracting and populating the ex-
tended features leads to redundancy in the graph and degrades the performance
of the recommender.
5.2.2. Dataset II – Yelp Results
For the Yelp dataset and the task of business rating prediction, two graph
schemes were compared: a pure bipartite graph that contained only the users
and businesses, and a tripartite graph that, on top of user and business nodes,
also contained metadata nodes describing the businesses. The two graph schemes
are illustrated in Figure 9. The reason these were the only graph schemes cre-
ated is that sparse features having a small number of unique features, were
filtered from the dataset. These features would have resulted in most of the
nodes of a group, e.g., users, being connected to a single node, which would
render it meaningless. For example, adding three “gender” nodes, male, female,
and unspecified, would have resulted in all users being connected to either one
of the three, essentially creating three large clusters in the graph.
The complete set of graph features was generated for both the bipartite and
tripartite representations. The results in Table 12 show the RMSE scores ob-
tained for these feature sets. Note that these results are essentially extracted
from the results presented in Table 7 and their original row numbers are pre-
served. The experiments showed that the bipartite schema, not including the
metadata nodes, performed slightly but significantly better than the tripartite
schema with metadata, RMSE=1.1188 versus RMSE=1.1326. The relative im-
provement with respect to the baseline recommendations was 1.16% higher.
This difference in the performance of the schemas led to their unified feature
set, which is the All Graph, to outperform the two feature sets individually.
However, the superiority of All Graph was statistically significant only when
compared to the tripartite schema, as can be seen in Figure 15.
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Features Subset RMSE Improvement
2 All Graph Features 1.1417 1.73%
7 Without Name Links 1.1450 1.45%
3 Complete Graph 1.1450 1.45%
8 Without Social Links 1.1463 1.33%
9 Without Social and Name Links 1.1465 1.32%
10 Without Category Links 1.1508 0.95%
11 Without Metadata 1.1508 0.94%
12 Without Social and Category Links 1.1519 0.85%
13 Without Metadata and Social Links 1.1523 0.82%
6 Basic Features 1.1619 N/A
Table 13: Yelp II results: RMSE of various sub-graph feature sets.
5.2.3. Dataset III – Yelp II (with social links) Results
The richer information provided by the Yelp II datasets allowed for the
creation of a larger set of sub-graphs. These are illustrated in Figure 11, where
various combinations of entities are removed from the complete graph. Thus, in
addition to the complete graph, seven sub-graph representations can be created
and the performance of the feature sets extracted from these can be compared.
The results of this experiment are presented in Table 13. The complete graph
and the seven sub-graphs are compared to the basic feature set and the union of
all the graph features, which were, respectively, the baseline and best performing
combination in Table 8. The numbering of rows already presented in Table 8 is
preserved (rows 2, 3, and 6), while the rows of all the sub-graphs from Figure 11
are numbered 7 to 13. The significance of the differences between the sub-graphs
is shown in Figure 18.
As can be clearly seen, the results of the various sub-graphs fell into two
groups, based on the significance tests. The groups were: sub-graphs containing
the ‘category’ relationship (“Without Name Links”, “Complete Graph”, “With-
out Social Links”, and “Without Social and Name Links”) and sub-graphs not
containing the ‘category’ relationship (“Without Category Links”, “Without
Metadata”, “Without Social and Category Links”, and “Without Metadata
and Social Links”). The former group of sub-graphs (rows 7, 3, 8, and 9 in
Table 13) performed significantly better than the latter (rows 10, 11, 12, and
13), which highlights the importance of business categories in predicting the
business ratings. This is also in line with the dominance of business features
over the user features that was already observed in Table 8. The union of all the
graph-based features extracted from all the sub-graphs (“All Graph Features”
in row 2) expectedly outperformed all other sub-graphs and feature sets. This
highlights the strength of the proposed approach in producing all the possible
features from all the possible sub-graph representations of the data rather than
identifying the optimal sub-graph and dealing with feature selection.
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Figure 18: Significance of the differences between feature combinations in the Yelp II dataset.
White cells - significant, dark cells - not significant, p-value given.
5.2.4. Dataset V – Movielens Results
The Movielens dataset offered an even richer information about users and
items and allowed for the extraction of 32 sub-graph schemes. Only a small
sample of these is illustrated in Figure 13. The MAE and RMSE scores obtained
for the 32 sub-graphs are listed in Table 14 and the significance test results are
given in Figure 19. The sub-graphs are compared to the basic feature set and the
union of all the graph features, which were presented in Table 10 (rows numbered
2 and 4). The rows corresponding to the various sub-graph representations
are numbered 6 to 36. For the sake of clarity, the sub-graphs are denoted by
the entity types included rather than excluded. For example, “graph w/[Age,
Genre, Zip]” denotes the sub-graph with the ‘Age’, ‘Genre’, and ‘Zip’ entities,
which is identical to the complete graph with the ‘Occupation’ and ‘Gender’
entities excluded. In Figure 19, the names of the included entities are further
abbreviated, as detailed in the caption.
The significance test shows that the ‘genre’ relationship in Movielens sub-
graphs plays a similar role to the “category” relationship in Yelp. Sub-graphs
containing this relationship (rows 6 to 22) outperformed those, where it was ex-
cluded (rows 23 to 36), and the differences between the groups are significant. A
common link between the ‘category’ relationship in Yelp II and the ‘genre’ rela-
tionship in MovieLens is that they both divide the item space – be it businesses
or movies – into connected groups, which affects values of the item features.
In agreement with previous results, the feature set that unifies all the graph
features from all the sub-graph schemes (“All Graph Features”, row 2) achieves
the highest accuracy and outperforms any other feature set. Again, this is at-
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Features Set RMSE Improvement MAE Improvement
2 All Graph Features 1.0362 3.36% 0.8349 5.53%
6 graph w/[Age, Gender, Genre, Zip] 1.0369 3.29% 0.8353 5.48%
7 graph w/[Age, Gender, Occupation, Zip] 1.0373 3.25% 0.8357 5.44%
8 graph w/[Gender, Genre, Occupation, Zip] 1.0384 3.16% 0.8365 5.35%
9 graph w/[Genre, Occupation] 1.0410 2.91% 0.8391 5.06%
10 graph w/[Age, Genre, Zip] 1.0411 2.90% 0.8386 5.12%
11 graph w/[Genre, Occupation, Zip] 1.0411 2.90% 0.8385 5.12%
12 graph w/[Age, Genre, Occupation] 1.0412 2.90% 0.8390 5.07%
13 graph w/[Age, Gender, Genre] 1.0412 2.89% 0.8392 5.05%
14 graph w/[Age, Gender, Genre, Occupation] 1.0413 2.89% 0.8390 5.07%
15 graph w/[Age, Genre, Occupation, Zip] 1.0413 2.89% 0.8388 5.10%
16 graph w/[Genre] 1.0413 2.89% 0.8393 5.04%
17 graph w/[Gender, Genre, Occupation] 1.0413 2.88% 0.8392 5.04%
18 graph w/[Age, Genre] 1.0414 2.88% 0.8395 5.02%
19 graph w/[Age, Gender, Genre, Occupation, Zip] 1.0414 2.88% 0.8390 5.08%
20 graph w/[Genre, Zip] 1.0415 2.87% 0.8388 5.09%
21 graph w/[Gender, Genre] 1.0416 2.86% 0.8396 5.00%
22 graph w/[Gender, Genre, Zip] 1.0416 2.85% 0.8391 5.06%
23 graph w/[Age] 1.0425 2.77% 0.8413 4.81%
24 graph w/[Zip] 1.0426 2.77% 0.8407 4.88%
25 graph w/[Age, Zip] 1.0426 2.76% 0.8409 4.86%
26 graph w/[Age, Occupation] 1.0426 2.76% 0.8412 4.82%
27 graph w/[Age, Gender] 1.0427 2.76% 0.8413 4.81%
28 graph w/[Age, Gender, Zip] 1.0427 2.75% 0.8408 4.87%
29 graph w/[Age, Occupation, Zip] 1.0427 2.75% 0.8408 4.86%
30 graph w/[Occupation, Zip] 1.0427 2.75% 0.8410 4.84%
31 graph w/[Occupation] 1.0428 2.75% 0.8414 4.80%
32 graph w/[Gender, Occupation, Zip] 1.0428 2.74% 0.8409 4.85%
33 graph w/[Gender, Zip] 1.0431 2.72% 0.8411 4.83%
34 graph w/[Gender] 1.0431 2.71% 0.8418 4.75%
35 graph w/[Gender, Occupation] 1.0432 2.70% 0.8417 4.77%
36 graph w/[Age, Gender, Occupation] 1.0433 2.70% 0.8417 4.77%
4 Basic Features 1.0722 N/A 0.8838 N/A
Table 14: Performance of selected features combinations - Movielens dataset (baseline combi-
nation in light gray, rows are sorted by RMSE).
tributed to the broad coverage of the proposed feature extraction mechanism,
which produces and aggregates promising feature combinations.
5.2.5. Summary
The purpose of this analysis was to analyze the differences driven by the sub-
graphs that are used for the feature extraction. To recap the results obtained
using the four datasets, the following was established.
• Features extracted from different graph schemes performed differently, not
following a certain pattern tied to the entities or relationships included in
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Figure 19: Significance of the differences between feature combinations in the Movielens
dataset. White cells - significant, dark cells - not significant, p-value given. “G w/[]” denotes
sub-graphs that contain the listed entity types, where: A=Age, Gndr=Gender, Gnr=Genre,
O=Occupation, and Z=Zip.
the sub-graph. This means that it was not possible to conclude which
relationships lead to better results if included in the graph. We posit that
this is dataset-specific and may be affected by additional factors, such
as density of a specific feature, distribution of its values, domain-specific
considerations, and so forth. This finding comes through in the ‘category’
and ‘genre’ relationships in the Yelp II and Movielens datasets, but not
in the Yelp I dataset. Notably, the social links had a major contribution
in the Last.fm dataset, but not in the Yelp II dataset, possibly due to the
sparsity of the latter.
• Features extracted from the complete graph representations, i.e., those
containing all the relationships and entities in the dataset, were not nec-
essarily the best performing feature sets. A negative example can be seen
in the basic features of the BL+F+T schema in Figure 17 that are domi-
nated by the basic feature of BL+F and BL+T alike. Having said that, the
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feature set that aggregated (that is, unified) all the graph features from
all the sub-graph schemes performed the best in the other three scenarios
in which it was evaluated: Yelp, Yelp II, and Movielens. We consider
this to be a strong argument in favor of using the proposed approach, as
its exhaustive nature allows to cover a range of features and necessarily
uncover the most informative ones, as well as their best combination.
The differences across the obtained results do not allow to generalize and
determine a priori the best performing sub-graph and feature set. Due to this,
the suggested approach of generating sub-graphs, populating features from each
of them, and then aggregating the features in the feature sets is more likely to
uncover the best performing feature combination. Note that this trades off with
computational overheads and potential scalability issues in large-scale datasets
(discussed in detail in Section 6.1.2). We believe that future research may unveil
rating patterns or characteristics of datasets, which may predict the contribution
of certain sub-graph, data entities, or even types of features.
6. Discussion and Conclusions
6.1. Discussion
The effectiveness of the graph-based approach for improving recommenda-
tions was demonstrated in the previous sections. It has been shown that preci-
sion and accuracy gains can be achieved by representing tabular data by graphs
and extracting new features from them. This contrasts and complements prior
approaches that improved recommendations by enhancing the recommendation
techniques themselves. Also established are the benefits of the graph-based
approach across recommendation domains, tasks, and metrics. These findings
show that the graph representation exploits indirect latent links in the data,
which lead to an improved recommendation accuracy. Finally, the approach is
generic and it can be applied to many recommender system datasets.
The suggested process is automatic and can be run end-to-end, from data
representation to feature extraction, without human intervention, unlike manual
feature extraction methods, which are often time consuming and requires do-
main expertise. Using the proposed graph-based approach, rich features, based
on intricate relationships between various data entities and sub-graph scheme
variations, can be systematically extracted from a dataset. This allows for a
better coverage of the features space with a considerable lower effort, as dis-
cussed in detail in Section 3. In the following sub-sections, the key limitations
and challenges encountered in the experiments and case studies are discussed.
6.1.1. Overfitting
Regarding concerns referring to possible overfitting due to the newly gener-
ated features, as long as the volume of available data greatly exceeds the number
of extracted features, there is little risk that the features will be the cause of
overfitting. The high diversity of unique data characteristics can hardly be cap-
tured in full by a smaller subset of features. Recommender system datasets tend
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to be in the medium to large scale (tens of thousands to millions of data points),
while the number of features generated by the proposed approach is still in the
scale of tens to hundreds.
Additionally, machine learning methods such as Random Forests have in-
ternal mechanisms for feature selection and can filter out features that overfit.
They do so by training on a sample of the dataset and evaluating the perfor-
mance of the features on the rest of the data. A feature that performs well
on the sample but underperforms on the test data is ranked low. In the eval-
uations, cross validation was used with at least N=5 folds, showing that the
models and features on which they are built are in fact generalizable. More-
over, it was shown that in cases of sparse data, which require a higher degree of
generalization, the graph features still outperformed other features.
6.1.2. Scalability
A possible disadvantage of the proposed approach is that some graph-based
computations, e.g., PageRank, are iterative and may take a long time to con-
verge. In the age of Big Data, recommender system datasets are getting large
and this limitation may become a hurdle. The representation of the datasets
results in large graphs and the computation issue becomes a bigger problem.
A general approach for handling this issue in a deployed system would be to
extract the graph-based features offline, say, on a nightly basis, and use the pre-
computed values for real-time predictions. This may resolve the problem under
the reasonable assumption that the values do not change substantially too fre-
quently. Another means to overcome the computational latency is through using
a distributed graph feature computation library. Such a library, e.g., Okapi13,
can use distributed tools in order extract the graph features.
Another factor that adds to the computational complexity of the approach
is the exhaustive search for new features. It should be noted that the complex-
ity of the process of generating every possible sub-graph and populating the
matching feature combinations is exponential. The number of relationships in
current recommendation datasets (as surveyed in Section 3.1) is still manage-
able, and can be accommodated by the proposed approach. However in the
future, with additional data sources being integrated for recommendation pur-
poses, this might become unsustainable and will require a long-term solution.
Two possible approaches for handling this issue are parallelization, e.g., each
sub-graph being processed by a different machine, and heuristics for pruning
less relevant sub-graph representations.
6.1.3. Initial Transition to the Graph Model
Another possible disadvantage of graph-based features is the possible need
for human intervention when generating the initial complete graph. Non-categorical
feature values, e.g., income or price, may generate a large number of vertices,
which would lead to a low connectivity of the graph, since not many users or
13http://grafos.ml/okapi.html
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items would share the exact value of the feature. This would lead to a very
sparse graph and will need to be addressed by a manual intervention by a do-
main expert, who can determine how the non-categorical values can be grouped
and categorized, e.g., by creating appropriate income or price buckets. A naive
solution for this might be to attempt to auto-categorize such features based on
the observed distribution of their values, e.g., first quarter, second quarter, and
so on. This may, however, mask the differences between fine-grained groups and
cause information loss.
Also to be acknowledged in this context is the historic human contribution
that was required in order to conceive the graph methods exploited in this work
for the generation of the various basic graph features: shortest path, degree,
PageRank, etc. Indeed, these methods took a considerable amount of time and
effort to evolve; however, they are reusable for generations and the overheads
related to their development have been shared across many subsequent applica-
tions, while manually engineered features would usually not be highly reusable.
Overall, when weighting the ease, quantity, and the possible contribution of the
graph-based features to the accuracy of the generated recommendations against
the above mentioned disadvantages, it can be concluded that it is worth to
generate and populate such features, when designing a recommendation engine.
6.2. Conclusions and Future Work
In this work, a new approach for improving recommendations was presented
and evaluated. Unlike many previous works, which focused on addressing the
recommendation problem by making improvements to the recommendation al-
gorithms, the presented approach does so by suggesting a different way of looking
at the dataset used for recommendation. It proposed representing the datasets
using graphs and then to extract and populate new features from those graphs,
all in a systematic fashion, and feed the new features into existing recommen-
dation algorithms. New features and relationships that were not visible in the
original tabular form can be thus uncovered. In this manner, applying this
approach may compliment classical recommendation approaches and further
enhance them.
The methodology, implementation, and analysis of the approach were de-
scribed in detail and the approach was evaluated from two main perspectives:
overall contribution to recommendations and impact of various graph represen-
tations. The evaluation encompassed a number of datasets, recommendation
tasks, and evaluation metrics. Furthermore, the datasets belonged to four ap-
plication domains (movies, music, businesses, and personal interests) that in
part included metadata and in part included social links. The recommendation
tasks varied from binary link predictions to star rating predictions. A number
of state-of-the-art classifiers and regressors were used for the generation of the
predictions. All in all, the presented evaluations examined the impact of the
graph representations and showed that the approach had a profound effect on
the accuracy of the recommendations.
The graph-based representation and features were shown to lead to the gener-
ation of more accurate recommendations. The variations in performance across
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various graph schemes and the justification for systematically extracting them,
due to that, was established. The approach presented was implemented in a
library and is being provided as open source software for the community to use
and build on-top. Given such a library, the cost of generating additional fea-
tures that can improve recommendations becomes substantially lower, in terms
of computation time and effort. It can be adopted as a natural first resort,
when given a dataset and recommendation task, or as a complementary aid to
enhance the standard manual feature engineering.
The conducted evaluations suggested and demonstrated the potential of the
proposed approach in improving the recommendations by exploiting the benefits
of links between entities and characteristics of entities extracted from the graph
representations. Therefore, this work lays the foundations for further explor-
ing how graph-based features can enhance recommender systems and automatic
feature engineering in the more general context. Several variables were investi-
gated in this work but many more require additional attention. The following
paragraphs identify several directions of exploration, which were identified as
possible research directions in future works.
• Temporal Aspects. Given a dataset that includs dated actions that are
not sparse, the time aspect can be used to build a different type of graphs.
Each graph will represent a snapshot in time and will either contain or
exclude a link between vertices based on whether it was available in the
dataset at that time. A combination of two temporally adjacent graphs
will reflect the evolution of the data over that period of time. The main
question in this setting is how such temporal graphs will affect the values
of features extracted from them and how a recommender systems that use
these features will perform in their respective recommendation tasks.
• Weighted and Labeled Graphs. Several features in a dataset can be used
to populate the edge labels when constructing the graph based representa-
tion. The labels, once set, can be taken into consideration in some graph
features being extracted. One example would be to calculate a weighted
PageRank score that will have jumps from a vertex to its neighbors based
on a skewed probability correlated with the weight on the edge linking to
the neighbor. This could lead to further improvement in the recommen-
dations; however, this requires fine-tuning of initial weights on edges that
do not naturally have them, e.g., social relationship edges in the Last.fm
dataset.
• Directed Graphs. Similarly, in cases where the direction of the edges can
be important, the process can be extended to include this aspect by gen-
erating additional graph representations, with various combinations of the
edge directions. For example, in one variant, edges will be directed from
the source vertex to the target vertex, in another, in the opposite direction,
and in a third one there will be no direction. This will guarantee coverage
in terms of expressing the direction of the edges, and the performance of
the features in the various scenarios can be evaluated.
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The effects of these modifications on the scalability of the approach can be
handled using the previously suggested methods, either by scaling the compu-
tations (e.g., computing the features of each subgraph in a separate process),
or using distributed graph computation libraries, or identifying heuristics for
pruning the feature and subgraph space.
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