Abstract-Several works study the performance of Content Delivery Networks (CDNs) under various network infrastructure and demand conditions. Some go even further while considering demand elasticity by leveraging on Cloud elasticity where each Content Service Provider (CSP) is served only the amount of storage space and network throughput that it needs and pays accordingly. Many of today's CDN implementations are based on these proposals. However, the allocation of virtual servers in cloud computing is not yet very fine-grained and suffers from limitations and time constraints for reallocation. This work proposes an efficient cache slicing mechanism that frees the CDN provider from dedicating a different virtual surrogate for each CSP in each location. This is achieved by dealing internally with the allocation space for each CSP in a shared surrogate, while still providing services in terms of network storage allowing a CSP to select and pay the amount of content that can be stored. We show that the proposed approach deals better with peak surrogate usage, and reduces the total network traffic by around 15% and cross-traffic by as much as 35% under some scenarios.
I. INTRODUCTION
A Content Delivery Network (CDN) is an overlay distribution system that allows content providers to offer a faster way to deliver their services to a large number of users, overcoming the inherent limitations of the Internet in terms of user perceived Quality of Service [1] . According to CISCO's [2] forecast, due to the popularity of video streaming, CDN will prevail as the dominant technology for content delivery. In the same study, CISCO says that CDNs will carry 51% of all Internet traffic and 65% of all Internet video traffic in 2017.
The prices offered by CDNs are far from democratizing content delivery [3] . As a result, it is enticing to utilize cloud resources to build a so-called cloud-oriented CDN [4] . It merely uses the cloud to map the CDN infrastructure elements into virtual components across the cloud. The cloud is a conceptual layer on the Internet, which turns all available software and hardware resources and services transparent, making them accessible through a well-defined interface [5] . The heterogeneity and reusability of cloud components can be integrated to support new and powerful applications, leveraging business value at a lower cost [6] .
Storage cloud providers operate data centers that can offer Internet-based content storage and delivery capabilities with the assurance of service uptime and end user perceived service quality [7] . These capabilities result in two new opportunities. The first is to allow a small business to become a customer of multiple providers in different locations or countries, building a dynamic overlay to take advantage of competitive prices at specific locations and in certain moments. The second business advantage is allowing small players to become CDN providers, offering content delivery without the cost of owning geographically distributed data centers (e.g., MetaCDN [3] ).
The proposed approach is similar to the latter business case. Like cloud-based CDNs, we study the potential to build an adaptable overlay with a topology that may be different from the underlying network. We propose a model for a CDN that considers diversity, in which each type of content or content provider can be handled by "virtual CDNs", and can build on top of a traditional CDN or a cloud environment. Our main contributions are:  To present a model that enhances content delivery capabilities, considering a plurality of content service providers, each one with its own content diversity, incorporated into an overall CDN infrastructure.  To make a comparison between our proposed model and the traditional approach showing that ours could reach valuable gain in terms of network traffic, especially costly network cross traffic. The rest of this paper is organized as follows. A research on cloud-oriented CDN architecture and similar detection strategies is first presented in Section II. Section III, describes the model for virtual CDN architecture. The cache slicing solution is detailed in section IV, and section V descants the experience obtained from the experiments. Finally, section VI draws some relevant conclusions.
II. RELATED WORK
MetaCDN [3] is a cloud-oriented CDN system that is commercially available. It offers a web portal allowing users to define different options related to cost and QoS by means of redirection policies. The research in [8] puts forward an architecture for virtual CDN based on cloud. It uses a Hadoop Distributed File System for cloud infrastructure services, and creates data clusters around the world. Jin et al. [9] introduced a conceptual architecture for Content Delivery as a Service (CoDaaS). It enables on-demand virtual content delivery service (vCDS) overlays for User Generated Content providers to deliver their content to a group of designated consumers. The proposed CoDaaS solution is built on a hybrid media cloud, and offers an elastic private virtual content delivery service with an agreed Quality of Service (QoS).
Moreira et al. [10] proposed the virtualization of a VoD CDN, allowing, programmatically modification in a CDN infrastructure designed for video distribution, in order to adapt it to new operating conditions. Li et al. [11] proposed a hybrid VoD delivery service that combines the traditional CDN with a cloud-assisted deployment, where user requests are partly served by the self-owned servers and the cloud. Authors claim saving as much as a 30% bandwidth. Another hybrid system is presented in [12] . Its authors studied the trade-offs of peer assisted and cloud-based CDNs with service time guarantees.
Chen et al. [7] investigated the problem of building distribution paths and placing Web server replicas in order to minimize the cost while satisfying the QoS requirements of end-users. They enhanced previous works on the cache location problem [13] , formulated the problem as an Integer Program and provided greedy heuristics as its solution. Another cost model is presented in [4] . The authors considered a multi-provider cloud environment and were concerned with intra and inter cloud communication costs. Special heuristics were adopted to provide cost efficient splitting of content distribution among cloud providers.
Finally, reference [14] proposes a dynamic allocation scheme for a hybrid system that considers content workload prediction. Its authors formulate the problem of allocating content as a finite horizon dynamic decision and provide a computationally efficient approximation. Using traces of commercial CDNs, their solution yielded a gain of up to 50%.
III. THE VIRTUAL CDN ARCHITECTURE
Usually, the CDN infrastructure consists of a set of surrogates scattered over the edge of the network, routers and other network elements, an origin server, a request redirector, a monitoring system, and an accounting mechanism. At least three main actors can be distinguished in a CDN:  Content provider (CSP): it is the owner of content. It can be either the producer of content or an entity that holds it to serve the end users. It is a customer to the CDN provider, a customer that wants to lower its infrastructure costs and hires the CDN service to have content placed on caches. The content provider controls the relationship with the end users and does not usually deal with ISPs.  CDN provider: it is the infrastructure owner. It must provide a set of services and functionalities [15] and charges its customers (content providers) according to the content delivery to end users. Thus, it must monitor and collect usage information to support billing, but also to perform maintenance operations and service expansion. The relationship between the CDN provider and the CSP is regulated by specific SLAs.  End users: They are the ones who ultimately access the services provided by the CDN provider. These services can be either free or paid, and are determined by the content provider. The CDN provider is transparent to end users. The content of a CDN can be very diversified, which may lead to different SLA requirements. Lu et al. [16] showed that differentiated caching services are necessary to cope with the increasing heterogeneity in Internet clients and content. That raises the question of how many CDN architectures would be needed for use by a provider [17] .
A first answer would be to have one architecture shared by all content providers or content types. The problem is that the presence of multiple content providers may result in several inefficiencies. For instance, differentiated caching services can be problematic: each set of policies and strategies aimed at a specific type of content or QoS requirements must have an allocated storage size. As a result, deciding the size that will be attributed to each type can be very tricky. Furthermore, it is common for a given CSP to experience content popularity periods (above average content requests) separated by and unpopular periods, even within a day [18] . This leads to cache usage inefficiency.
The uneven assignment of resources leads to setbacks that deplete the end user's QoE. In addition, resources may get idle (with associated maintenance costs). The combination of such "voids" in a certain domain and an unexpected increase in resource demand in another one, may harm the overall performance of the cache, possibly causing a breach of SLAs.
Thus, the second answer would be to have as many architectures as the number of applications. An application often targets a specific content provider or a specific content type. Each content type has its corresponding set of policies and algorithms that can handle it in order to satisfy its QoS requirements. The cloud-oriented architecture seems to be appropriate to solve the problem of deciding the amount of space for each application. The solution is to use the virtualization provided by the cloud. Each application can have its own virtual CDN. A surrogate can be seen as a Virtual Machine (VM) or virtual server, provided by the cloud infrastructure, with on demand resource reallocation.
This resource reallocation, however, may encounter some pitfalls. The cloud storage does not have infinite capacity; thus, in a multi-tenant environment, the cloud may not have sufficient resources to satisfy the demand of all of its virtual CDNs. Likewise, the need for storage space demanded by each application may exceed the capacity of the cloud storage. As a result, the CDN provider must decide how much space to allocate to each application, leading to the same problems faced by the first approach. Furthermore, the live reassignment is usually a time consuming task, and may also take the cache to an unprepared state for future reallocations, possibly breaching the SLA.
To solve these problems, we present the slicing approach, which, differently of a traditional cloud-based approach, frees the CDN provider from dedicating a different virtual surrogate for each CSP. This is achieved by dealing internally with the allocation space for each CSP in a shared surrogate, while still forming the "virtual CDN" for each one, as in cloud-based CDN, but avoiding the cloud management or granularity constraints of a VM allocation.
IV. THE CACHE SLICING SOLUTION
The proposed cache slicing approach aims at solving the allocation problem discussed, allowing the CDN provider to decide the amount of space to be allocated to each tenant and indicates where this should be allocated. This process considers aspects such as the limitation of resource availability and associated costs. Our approach also simplifies the concept of virtual CDN. There is no need to have multiple VMs, each one serving a tenant (CSP). Instead, one VM (or a physical machine) can serve multiple tenants. The storage is divided into slices and each one is eventually assigned to a tenant. Thus, the resulting problem can be summarized by the following question: how do we distribute the storage space hired by the CSP throughout all available replica servers?
A. Overview
We start with storage partition within a CDN provider. In this initial scenario, we consider a contracting process between the content provider and the CDN in which the former purchases storage space for its objects, and the latter undertakes to distribute this space among its caches in order to give the best possible distribution that attends end users SLAs. The technical knowledge of the process of content delivery remains with the CDN. The content provider cannot determine in which cache content will be effectively stored.
The only way for the content provider to interfere in the delivery process is indirectly, through an SLA definition. An SLA can define the QoS requirements to be met by the CDN, the penalties for non-compliance, rules regarding the geographical distribution and property rights, content replication, and security etc..
The contracting process can be performed basically in two ways: the CSP defines the storage or the CSP defines the SLA. In the first model, since content providers decide how much storage they intend to hire and it directly interferes with the plausibility the of QoS attendance, the CDN will define or negotiate the SLA with which it is possible to comply. The second model is just the opposite. The CSP presents the QoS requirements and the CDN determines the amount of storage needed.
B. Problem formulation
We model the problem as a modified capacity allocation problem as described in [19] , relaxing the topology tree constraint. We extend the model to an arbitrary number of CSPs in the multi-tenant environment as described earlier, and introduce the cache slicing approach by including the proper constraints.
The input consists of the following: a set of content objects, first assumed to be unit-sized, ; an available storage capacity of storage units, the same measure of objects; a set of clients, , each client has a distinct request rate and a distinct object demand distribution : → [0,1]; where 1 represents the demand of the object. The input also contains a tree graph with a node set of nodes, , and a distance function , : × → associated with the ℎ leaf node and node ; this distance captures the cost paid when the client retrieves an object from the node . Each client issues a request for an object that must be fulfilled by a node holding that object or by the origin server (not represented in this model). A client always receive an object from a unique node.
The storage capacity allocation problem is defined as identifying a set ⊆ with no more than elements (nodeobject pairs) ( , ), ∈ , ∈ ; is the set that contains all node-object pairs. Differently from [19] , in cache slicing approach, there is restriction of the nodes an object can be placed, since only the nodes that have a surrogate can be candidate to receive an object. Another restriction is to consider the capacity of that surrogate (see equation 3). Let Φ, Φ ⊆ , be the set of node that has an installed surrogate, then must be chosen so as to minimize the following expression cost: ∈ Φ, ( , ) ∈

Where , is the distance between the ℎ client and the origin server, while , is the distance between the ℎ leaf node and a node . To define the capacity allocation problem as a integer linear program, let , ( ) denote a binary integer variable which is equal to one if client gets object from node , and zero otherwise. Also let ( ) denote an auxiliary binary integer variable which is equal to one if object is placed at the node , and zero otherwise. The two types of variables are related as follows: 

A surrogate installed at the node has a capacity , ∑ ≤ , thus, the allocation must also be subject to the following constraint:

Under this cache slicing problem, each tenant, a content provider, has its own sets of objects, clients and performs an individual storage allocation. In other words, the problem of capacity allocation must be solved for each tenant. But the overall solution of cache slicing problem has its own set of constraints.
Let be a content provider that belongs to a set , of all content providers of cloud-based CDN. Each content provider forms a virtual CDN installed on top of the cloud infrastructure of the cloud-based CDN and must solve the capacity allocation independently of each other to find an optimal allocation of objects on the available caches. The set Φ is related to all points of presence of the cloud-based CDN, L, but not necessarily Φ = L, in other words, the virtual CDN of a content provider may not have presence on all available locations of the cloud-based CDN. Each content provider acquires a certain amount of storage space from the cloud-based CDN, , and must construct the virtual CDN infrastructure subject to this hired capacity. Each node ∈ , has also a capacity ℂ , which represents the size of underlying physical infrastructure available to cloud-based CDN. Consider , the capacity of surrogate installed on node of the content provider . is the total capacity of entire cloud underlying physical infrastructure. The cache slicing problem can hence be formulated as follow:
where , , ( ), , ( ) binary decision variables of virtual CDN , v ∈ , ∈ , ∈ , ∈ .
The cache slicing is a mixed linear programing problem with complicated constraints [20] . The master problem is in equation (4), defined in the first sum, and the sub-problems are related to the equations 4-10. The complicating constraint is the equation (6) . The ILP formulation of the cache slicing problem is NP-hard, thus, it cannot be used for practical purposes. The solution of each sub-problem has a complexity of at least (| | • | | • | | • |Φ|). In this paper, we provide an heuristic solution.
C. The algorithm
The CDN has a number of caches / surrogates, which can be changed when it decides to expand or reduce its infrastructure. This process of expansion or reduction can be done, for example, with the acquisition of new equipment, space allocation in the cloud, or CDN Interconnection (CDNI) [21] contracts. The important thing is that the change in structure will trigger a new run of the algorithm, as explained below.
First, the cache on each surrogate is divided into fixedsize small portions, called slots. The slots have a fixed size and are unique for all CDNs and all content providers. Each content provider receives a portion of each cache, but not necessarily all the surrogate's caches. When the CSP receives a portion of the cache, we say that it has a slice of it. The aim of this approach is to create a virtual CDN. This virtual CDN will have, as virtual surrogates, the set of slices of the underlying surrogate the corresponding content provider received. A slice has the same size as a slot. Slots are empty slices of the cache or unallocated storage.
The number of slices a content provider can receive from all caches depends on the contracted storage capacity, i.e., the sum of the number of slices a CSP has on all caches is equal to the total hired storage capacity. The problem that we intend to solve with our approach is how to distribute the slices in each cache among the content providers. For this, our algorithm is divided into three phases, as detailed next.
1) Phase 1
At this stage the virtual CDN is formed by defining where the slices allocated to each content provider will be located, i.e., exactly which slices on which caches each content provider will receive. We call this phase "placement of slices" because it is similar to the placement of surrogates. In fact, our approach is inspired by it and uses the same approach.
As it can be easily seen, the surrogate placement problem is computationally complex, which leads to development of some heuristics, such as the Greedy replica placement [13] and the scalable replica placement [22] . These heuristics use existing information from the CDN, such as workload pattern and network topology. The Greedy algorithm brings very good results and we use it as the basis of our approach. We tailor our approach to this problem by replacing potential sites by slots on caches, and surrogate servers by slices. Note that since we have many slots on each cache, we can have many slices for the same CSP on that physical cache. In fact, this is somewhat similar to the concentration of surrogates around a spot of high demand.
In summary, in this phase, each CSP has a number of "desired" slices on each cache. However, there may be a situation where the sum of "desired" slices of all CSPs on a specified cache exceeds the capacity of that cache. When this is the case, phase 2 of our algorithm is executed.
2) Phase 2
This phase is executed after the first one and only if the number of slices allocated for each content provider for a specific cache exceeds the number of slots on that cache. Then, those content providers will have to compete for them. Before we present how this competition occurs, some considerations must be made regarding the goals of the system. We propose and study two different strategies of competition for slices: Proportional and Greedy. The former uses a simple criterion to decide which CSP should win the competition for a slot. The decision is based on the CSP's popularity. It is important to notice that a CSP's popularity is considered independently, and this means that each CSP will define its desired slices' configuration based only on its content popularity. Based on the CSP's desired slices we calculate the Slice Proportion (SP) and then multiply the SP by the number of desired slices; the real number of slices allocated to each CSP is defined.
The other approach is a heuristic based on the number of requests, the size, and the location of objects. The goal of the heuristic is to maximize the CDN's profit by minimizing the cost of content delivery. This is done by ranking objects according to their number of requests and calculating the score for each CSP. This score represents the benefit to a CSP receiving a slice. To estimate this benefit, we test what the allocation of a new slice, for each competing CSP, would represent to content delivery. Thus, according to the size of the slice we can estimate that a CSP would place a new set of objects in caches and then estimate the gain of the CDN by allocating a slice for each CSP. This is done by summing the estimated gain obtained by all objects that could be placed in the new slice, and then subtracting all objects left out of the cache. The gain for each object is calculated by multiplying the object's size by the number of times it was requested during the last time window. Fig. 1 and Fig. 2 illustrate a slice competition between two CSPs. The size of the new slice is 150KB. In the former, the score is better for CSP 1. But with a similar scenario and greater popularity, as shown in CSP 2's first object, the score changes making it more beneficial for the CDN to give this new slice to CSP 2. Because of the competing process, after the execution of phase 2, there could be some content providers that asked for a slice on a given cache but did not get it; see Fig. 3 Fig . 3 . Example of cache slicing configuration after phase 2
3) Phase 3
The third is the simplest phase; it only happens when, after phase 2, there are yet slices to be placed. In this case, CSPs are probed to place one of the remaining slices in a Round Robin fashion, but considering only available slots remaining after the execution of Phase 2. Each CSP places one, and only one, slice per round and it does so according to its content demand.
More importantly, though, is the maintenance of the system. The allocation of slices for each CSP is not static. argue that this is the advantage of using virtual CDNs for each the new slice, and then subtracting all objects left out of the cache. The gain for each object is calculated by multiplying the object's size by the number of times it was requested illustrate a slice of the new slice is the score is better for CSP 1. But with a similar scenario and greater popularity, as shown in Fig. 2 , for CSP 2's first object, the score changes making it more beneficial for the CDN to give this new slice to CSP 2.
of the competing process, after the execution of phase 2, there could be some content providers that asked for a Fig. 3 .
Example of cache slicing configuration after phase 2
More importantly, though, is the maintenance of the ation of slices for each CSP is not static. We argue that this is the advantage of using virtual CDNs for each CSP in our approach. Thus, the CDN monitor will provide information to a database to trigger the adaptation of the system (see [10] for architecture). The trigger algorithm (all phases) when a change in the traffic behavior happens, which is periodically monitored, according to Also, it can be triggered when one of the following conditions are met: 1. a new content provider enters the system; 2. a content provider acquires more capacity; 3. t infrastructure change; 4. the CDN prov infrastructure; 5. there is a change to the SLA of a CSP.
The main advantage of our approach is not having a static configuration. Further, the adaptation may only be needed by a specific CSP and it may not impact the allocation of the others, generating less configuration overhead CDN does not necessarily need a cloud infrastructure.
V. EVALUATION
To evaluate the slicing strategy, we created a scenario with three CSPs. Each CSP has its own objects with specified sizes and requests. The main metric observe hit ratio and each scenario is executed twice the slicing strategy. When cache slicing is not active, the objects of both CSPs are inserted into surrogate caches without identifying their origins, i.e., they are treated as if belong the same CSP, like in a traditional CDN active, each CSP has a portion of the surrogate cache. Insertion and removal are still performed by the same cache replacement technique, but independently. The algorithm for cache replacement is the same for both executions, and thus the only difference when slicing is active is the division of caches, as considering these as one big cache for all CSPs both scenarios, the total storage capacity of the CDN is the same. The specific scenario configuration is described as follows. The simulator was validated in Fig. 4 . Request evolution over time
1) Scenario Description
The scenario has three CSPs, and a number of requests, as shown in Fig. 4 , with a total of 589,399 requests MediSyn [23] . Two different algorithms were used for distributing the slices, namely Proportional and Greedy. The were based on the HotSpot and Greedy algorithms for Replica server location. CSP 1 has a baseline traffic of 43,008 requests, CSP in our approach. Thus, the CDN monitor will provide information to a database to trigger the adaptation of the . The trigger will run the ) when a change in the traffic behavior happens, which is periodically monitored, according to [10] . Also, it can be triggered when one of the following conditions tent provider enters the system; 2. a more capacity; 3. the costs of the he CDN provider changes the ere is a change to the SLA of a CSP. The main advantage of our approach is not having a static , the adaptation may only be needed by a and it may not impact the allocation of the , generating less configuration overhead. The virtual CDN does not necessarily need a cloud infrastructure.
VALUATION
To evaluate the slicing strategy, we created a simulation Each CSP has its own objects with specified sizes and requests. The main metric observed is the is executed twice, with and without the slicing strategy. When cache slicing is not active, the to surrogate caches without identifying their origins, i.e., they are treated as if belonging to CSP, like in a traditional CDN. When slicing is active, each CSP has a portion of the surrogate cache. Insertion e same cache replacement technique, but independently. The algorithm for cache replacement is the same for both executions, and thus the only difference when slicing is active is the division of caches, as to as one big cache for all CSPs. In addition, for both scenarios, the total storage capacity of the CDN is the same. The specific scenario configuration is described as in [24] .
The scenario has three CSPs, and a number of requests, as 589,399 requests generated with . Two different algorithms were used for distributing the slices, namely Proportional and Greedy. They HotSpot and Greedy algorithms for Replica server location. CSP 1 has a baseline traffic of 43,008 requests, Fig. 4) . Thus, the CSPs should not compete for slices. This happens only with the last flash crowd. 
2) Results
In the case of cache hits, shown in Fig. 5 , both cache slicing algorithms performed similar to each other, with the majority of requests being fulfilled by content already on the cache, and much better than the case without cache slicing. The Greedy algorithm represents a small improvement on cache hits, 339,262 to 331,009. In the case of response time, there is a small difference between Proportional and Greedy algorithms during the second flash crowd, even though the total average for both algorithms is similar. During the second flash crowd, however, the Greedy performed systematically better, though with a very small overall advantage. When considering network traffic (Fig. 7) , especially the cross traffic (Fig. 8) , it is observable that using cache slicing represents a significant benefit for a CDN, especially a network provider-operated CDN, since it saves network bandwidth and may significantly decrease the CDNs connectivity costs. Once again, the Greedy algorithm yielded slightly better results when compared to the Proportional algorithm: respectively 17,629 GB and 18,304 GB for cross traffic; 104,798 and 106,076 GB for total traffic. The reduction, when compared to the traditional CDN, can reach 15% for total traffic and 35% for cross-traffic. 
VI. CONCLUSIONS
Cache slicing represents an elegant and effective solution to the problem of virtualizing network resources for CDN providers with multiple tenants. The economy represented by resource allocation stability, fewer processing activities due to frequent network rearrangement, fewer network resources used, and better performance delivered to users can certainly leverage a CDN provider efficiency and profitability.
We evaluated two different cache slicing algorithms and compared them to the use of a CDN without cache slicing. Cache preference is given to the CSP that has more content requests. This optimization is enforced to save resources. From the perspective of our results, using cache slicing not only represents considerable savings of network resources, but also provides better performance for a CDN serving more than one content provider, especially during flash crowds. Throughout our tests, using cache slicing allows a CDN to achieve much higher cache hit rates and results in lower response times, while at the same time reducing cross-traffic (costly traffic between different autonomous systems).
Thus, the use of cache slicing greatly improves the QoE results of the CDN. This happens because the use of slicing allows the CDN to behave as a set of CDNs, each one acting in the interest of its content provider, instead of a big CDN where content providers compete for resources and QoE. The management of the caches in a per-CSP manner allows each set of content to be managed independently, as opposed to having content among different providers competing per popularity. The slicing, however, prevents this competition among content and chances it to a controllable competition for slices.
