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INTRODUCCIÓN 
 
En  el inicio de cada semestre académico se presenta a las directivas de cada 
facultad la misma interrogante ¿Cómo organizar las salas y salones para que se 
puedan realizar llevar a cabo los horarios de clase definidos por la facultad sin que 
existan cruces entre materias en el mismo salón y ofreciendo los requisitos que 
cada materia necesita?, interrogante a la cual se le intenta dar una solución 
manual pero algunas veces se encuentran inconsistencias en esta que retrasan el 
inicio de clases siendo molesto para los estudiantes y/o docentes de la institución.  
El presente trabajo tiene como objetivo encontrar una posible solución al problema 
aplicando una técnica de inteligencia artificial como es el algoritmo meta heurístico 
búsqueda tabú, se busca aplicar una técnica como esta para que los estudiantes 
de la universidad puedan ver la teoría aplicada a un problema que les afecta 
diariamente y obtengan una idea de cómo realizar implementaciones de 
algoritmos como este. 
En el documento inicialmente se realiza el planteamiento del problema el cual 
muestra la problemática actual, en seguida se halla la justificación en la cual se 
indica el por qué es importante resolver el problema, luego se presentan los 
objetivos del trabajo, el alcance sobre el cual se desarrollo el proyecto y el diseño 
metodológico que se utilizó. 
Posteriormente se encuentra un marco de antecedentes en el que se nombran los 
trabajos que se han realizado sobre la temática alrededor del mundo, 
inmediatamente se muestra el marco teórico en el que se nombran las teorías 
sobre las que se baso el trabajo, además de un marco conceptual en el que se 
definen los conceptos utilizados en el contexto del presente documento. 
Después de esta introducción a la temática se encuentran los capítulos referentes 
al marco metodológico que se utilizo para el desarrollo ingenieril del proyecto se 
divide en 2 capítulos, en el primero se encuentra la metodología de análisis y en el 
segundo se expone la metodología del diseño. 
Finalmente se encuentran las conclusiones del trabajo y las recomendaciones del 
autor, además de la bibliografía utilizada y los anexos correspondientes. 
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PLANTEAMIENTO DEL PROBLEMA 
 
2.1  DESCRIPCIÓN DEL PROBLEMA 
 
El asignar salas y salones en una institución académica es una actividad que se 
realiza al inicio de cada periodo académico y es decisiva para el buen desempeño 
de las actividades y para la prestación de educación de alta calidad. 
Toda institución se ha visto en el problema de encontrar la mejor forma de asignar 
sus recursos físicos acorde a los horarios establecidos y planeados para cada 
periodo académico. En la Universidad Libre una vez se han publicado los horarios 
disponibles para cada asignatura se procede a establecer una asignación de 
salones “aceptable” para los requerimientos de espacio, tiempo y tecnología que 
demande la asignatura y grupo publicados, sin embargo obtener esta asignación 
es una actividad compleja que demanda mucho tiempo y requiere tener en cuenta 
muchos factores por lo que frecuentemente se incurre en inconsistencias, las 
cuales retrasan o dificultan el inicio de clases y se ve afectada la calidad de la 
educación prestada. Así mismo se puede observar que el nivel de satisfacción de 
los estudiantes y docentes disminuye con cada inconsistencia encontrada. Este 
proceso de asignación de salas y salones se realiza de forma manual.  
En el mercado existen herramientas que ayudan a realizar estas tareas 
limitándose a representar las decisiones tomadas por el usuario y a alertar de 
posibles inconsistencias que se presenten durante su uso; este problema se 
clasifica como un problema de alta complejidad computacional o un problema 
combinatorial “NP completo” donde NP es acrónimo de “Non-Deterministic 
Polynomial-Time”  que hace referencia a problemas en los que no se puede 
obtener una solución optima en un tiempo computacionalmente aceptable debido 
a que tienen una gran cantidad de combinaciones y no es posible saber si una 
solución es la mejor sin haber revisado cada combinación existente. 
Se han realizado innumerables investigaciones en el área de la inteligencia 
artificial alrededor del mundo buscando obtener un algoritmo que sea capaz de 
resolver estos tipos de problemas en un tiempo polinómico. De estas 
investigaciones se han obtenido gran variedad de métodos  para resolver estos 
problemas entre los cuales se encuentran los algoritmos meta-heurísticos los 
cuales han tenido gran desarrollo investigativo en las últimas décadas y que han 
generado técnicas como el “Simulated Anealing” , “Tabú Search”, algoritmos 
genéticos, entre otros. 
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2.2  FORMULACIÓN DEL PROBLEMA 
 
¿Es posible automatizar la asignación de salas y salones en el programa de 
Ingeniería de Sistemas jornada diurna de la Universidad Libre en su sede bosque 
popular (Bogotá) mediante la utilización de un algoritmo meta-heurístico? 
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JUSTIFICACIÓN 
 
Acorde a los planes, visión y el compromiso de la universidad de prestar 
educación de alta calidad, la automatización del proceso de asignación de salas y 
salones reduce las inconsistencias ayudando al buen comienzo y desarrollo de los 
planes académicos de cada semestre en la institución, así como obtener 
información veraz acerca de la suficiencia o insuficiencia de la capacidad instalada 
y de los posibles planes de adquisición de nuevos equipos y creación de nuevas 
salas para atender la creciente demanda por parte  de los alumnos a la institución. 
Además de aliviar la carga que obtiene el encargado de planear y organizar las 
salas y salones de su programa, el automatizar esta tarea permite que se 
concentre en otras actividades y que los estudiantes se sientan más a gusto con la 
institución reduciendo los niveles de estrés que se puedan presentar debido a las 
inconsistencias de esta tarea. 
La aplicación de un algoritmo meta-heurístico es un aporte metodológico que 
puede servir como base para futuras investigaciones, implementaciones o como 
material de estudio para los estudiantes de la universidad que deseen conocer y 
observar técnicas de inteligencia artificial aplicadas y desarrolladas en la 
institución. 
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OBJETIVOS 
 
4.1 GENERAL 
 
Desarrollar un prototipo funcional para automatizar el proceso de asignación de 
salas y salones del programa de Ingeniería de Sistemas jornada diurna de la 
Universidad Libre en su sede bosque popular mediante el uso de un algoritmo 
meta-heurístico. 
4.2 ESPECÍFICOS 
 
 Identificar el  método actual de asignación de salas utilizado en la 
universidad. 
 Identificar las variables necesarias para el sistema propuesto y para el 
funcionamiento del algoritmo meta-heurístico. 
 Diseñar el sistema acorde a los requerimientos encontrados en el modelo 
actual de asignación de salas. 
 Establecer un método heurístico para obtener una asignación inicial de 
salas y salones que apoye al algoritmo meta-heurístico para obtener un 
punto de partida aceptable. 
 Definir la función objetivo que permita evaluar la validez de una solución 
obtenida por el algoritmo meta-heurístico. 
 Establecer la forma en que deben ser presentados los resultados del 
algoritmo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
9 
 
 
ALCANCE 
 
Como producto de investigación del trabajo propuesto se obtiene un prototipo 
funcional que permite buscar una asignación de salas y salones de acuerdo a un 
horario propuesto por la dirección del programa de Ingeniería de Sistemas sede 
bosque popular, a los requisitos de cada materia y la capacidad instalada de la 
institución.  
Permite el ingreso de información relacionada con salones, materias y requisitos 
(recursos tecnológicos) por ser datos fundamentales para el algoritmo, se presenta 
una gráfica correspondiente al cambio de la calidad de la solución durante el 
tiempo de iteración y se presenta la solución obtenida por el algoritmo, la cual 
puede no ser la mejor debido a las características del problema y del algoritmo el 
cual no asegura obtener la mejor solución aun si esta existe.  
No se realiza la implementación ni pruebas de calidad del software ya que por ser 
un prototipo funcional podría no cumplir con todas las características necesarias 
para asegurar calidad. 
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HIPÓTESIS 
 
El uso de la búsqueda tabú para asignar salas y salones en la universidad libre 
permitirá que en un tiempo de ejecución razonable se encuentre una buena 
solución al problema. 
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DISEÑO METODOLÓGICO 
 
7.1 TIPO DE INVESTIGACIÓN 
 
El  tipo de investigación del trabajo actual es definida como una investigación 
cualitativa puesto que sus resultados aunque son representados numéricamente 
son medibles cualitativamente y son dependientes de la percepción de cada lector 
en cuanto a los términos de calidad de una solución. 
7.2 MÉTODO DE INVESTIGACIÓN  
 
El método de investigación del trabajo actual es el método sistémico por el intento 
de moldeamiento y automatización que se realiza de una labor que en la 
actualidad se ejecuta de manera manual. 
7.3 UNIVERSO 
 
El universo de esta investigación es el conjunto de universidades. 
7.4 MUESTRA 
 
La muestra del trabajo actual es La universidad Libre en su sede Bosque Popular 
facultad de Ingeniería de Sistemas. 
7.5 DISEÑO DE VARIABLES 
 
Las variables que utiliza este trabajo de investigación se mencionan a 
continuación y se explican detalladamente en el capítulo de diseño del sistema 
donde se realiza la definición de las variables y su planteamiento matemático: 
 Días 
 Horas 
 Salones 
 Materias 
 Requisitos 
 Función objetivo 
 Asignación 
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7.6 FUENTES DE INFORMACIÓN 
 
7.6.1 Directas 
 
Se realizaron entrevistas con la persona encargada de asignar los salones en la 
facultad, y con el director del programa de Ingeniería de Sistemas para analizar el 
funcionamiento del sistema. 
7.6.2 Indirectas 
 
Se utilizaron los libros disponibles en la biblioteca de la universidad, así como la 
afiliación a la biblioteca Luis Ángel Arango (BLAA) para acceder a los libros de 
esta. 
Además se utilizó el conocimiento de las redes proquest, e-lebrary entre otros que 
ofrece la BLAA, así como el que se encontró en internet. 
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MARCO REFERENCIAL 
 
1.1.  MARCO DE ANTECEDENTES 
 
Acerca de este tema se han realizado varios trabajos e investigaciones alrededor 
del mundo a continuación se enumeran algunos de ellos: 
 “A Genetic Algorithm to Solve the Timetable Problem” (Alberto, Marco, & 
Vittorio, 2003) 
Trabajo realizado en el “Politecnico di Milano” Italia, en el cual se aplicaron 
algoritmos genéticos para la solución al problema de creación de horarios, en este 
comparan sus soluciones con las generadas por el algoritmo “tabu search” (TS) y 
el algoritmo “simulated annealing” (SA). Los resultados concluyen que el algoritmo 
genético arrojo mejores resultados que el SA, sin embargo el algoritmo TS 
encontró mejores soluciones que el algoritmo genético planteado por los 
investigadores. 
 “A Genetic Algorithm Based University Timetabling System” (BURKE, 
ELLIMAN, & WEARE, 2000) 
Trabajo realizado en " University of Nottingham,” Reino unido, en el cual utilizaron 
algoritmos genéticos para la creación de horarios en la universidad como 
conclusiones del trabajo indican que el algoritmo genera soluciones de “alta 
calidad”. 
 “School timetable construction: algorithms and complexity” (ROBERTUS, 
2002) 
Trabajo realizado en “Technische Universiteit Eindhoven” Alemania, en el cual 
utilizaron el algoritmo “Tabu Search” para plantear la solución al problema, el cual 
concluyen como una solución satisfactoria  y proponen algunas formas de 
optimizar el algoritmo. 
 
 
 “International Timetabling Competition” (INTERNATIONAL TIMETABLING 
COMPETITION, 2003) 
Competencia organizada por  “Metaheuristics Network” y patrocinada por PATAT 
(Practice and Theory of Automated Timetabling) de la cual se comentan los 
resultados expuestos por el campeón y bicampeón de la competencia. 
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Primer puesto (Timetabling Competition - SA-based Heuristic) el ganador de la 
competencia utilizo el algoritmo “Simulated Annealing” junto con una heurística 
para la creación inicial de la tabla de asignación de salones, en la explicación de 
su algoritmo comenta algunas formas de optimizarlo. 
Segundo puesto (Efficient Timetabling Solution with Tabu Search)  el bicampeón 
de la competencia utilizo el algoritmo “Tabu Search” junto con el algoritmo “A 
Shortest Augmenting Path Algorithm for Dense and Sparse Linear Assignment 
Problems” el cual se encuentra en versión libre para uso no comercial. 
 Heurística Basada En Programación Entera Binaria Para El Problema De 
Asignación De Salones En Una Universidad (Elkin, 2005) 
Trabajo que se desarrolla en la universidad de los andes Colombia, en el cual se 
formula un modelo de programación entera binaria para la solución del problema a 
pesar que no se ha completado los resultados preliminares son promisorios. 
 Algoritmo Tabú para un problema de distribución de espacios (G 
HERNANDEZ, GUERRERO CASAS, CABALLERO FERNANDEZ, & 
MOLINA LUQUE, 2006) 
Trabajo desarrollado en la universidad  Pablo De olavide Sevilla España, en el 
cual utilizaron el algoritmo “Tabu Search” para la solución al problema, como 
conclusión de la investigación obtuvieron un algoritmo con una eficiencia alta e 
indican que entre mayor sea la holgura es decir la diferencia entre la oferta y la 
demanda de salones mas optimo es el algoritmo. 
 Problema de asignación óptima de salones resuelto con Búsqueda Tabú 
(FRANCO BAQUERO, TORO OCAMPO, & GALLEGO RENDÓN, 2008) 
Trabajo que se desarrollo en la Universidad Tecnológica de Pereira Colombia, en 
el cual proponen la solución al problema mediante el uso del algoritmo “Tabu 
Search” como conclusión indican que la eficiencia del algoritmo depende de la 
técnica utilizada para generar la configuración inicial y proponen algunas variables 
a tener en cuenta al realizar investigaciones futuras. 
 Un nuevo enfoque para asignación óptima de múltiples recursos 
(CANCELO, CABABIE, BARRERA, & LÓPEZ DE LUISE, 2009) 
Trabajo que se realiza en la Universidad de Palermo Argentina, en el cual 
proponen la solución al problema de asignación de aulas mediante el uso de 
algoritmos genéticos multi-objetivo. 
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1.2. MARCO TEÓRICO 
 
1.2.1. Planificación 
 
“El problema de planificación hace referencia a la capacidad de sintetizar 
secuencias de acciones con el objetivo de alcanzar una meta. Se trata de un 
problema importante para cualquier organismo dotado de inteligencia, por lo que 
constituye objeto de estudio de la IA, cuya investigación comenzó en la década de 
los sesenta” (ESCOLANO, CAZORLA, ALFONSO, COLOMINA, & LOZANO, 
2003). Los agentes inteligentes deben controlar su entorno para lograr su objetivo, 
la planificación permite conseguir dicho control. Informalmente un plan es la 
secuencia de acciones que el agente decide seguir basándose en la meta a 
alcanzar, en la información del estado actual del entorno y en la dinámica del 
mismo. El resolver un problema de planificación consiste en determinar que 
acciones deben seguirse partiendo de un estado inicial para alcanzar el objetivo 
propuesto. Contrario a la investigación de operaciones donde la planificación tiene 
como objetivo obtener un plan optimo dentro de un conjunto de planes alternativos 
definidos previamente. 
La descripción básica de un algoritmo de generación de planes ha permanecido 
constante durante casi tres décadas: “Dada una descripción inicial de un estado I, 
un estado objetivo G y un conjunto de tipos de acciones, encontrar una secuencia 
S de acciones instanciadas tales que cuando S se ejecute en el estado I se 
garantice que se satisface el resultado G” (ESCOLANO, CAZORLA, ALFONSO, 
COLOMINA, & LOZANO, 2003). La complejidad del plan depende de las 
características del entorno y del agente, Escolano define las siguientes: 
(1) El entorno puede evolucionar solamente como respuesta a las acciones del 
agente o también de forma independiente. 
(2) El estado del entorno puede ser observable o parcialmente oculto. 
(3) Los censores del agente pueden o no ser lo suficientemente potentes como 
para percibir el estado del entorno. 
(4) Las acciones del agente pueden tener efectos deterministas o estocásticos 
sobre el estado del entorno. 
En general, se trata de un problema NP-completo, lo que significa que todos los 
algoritmos exactos conocidos para resolver dicho problema tienen una 
complejidad temporal exponencial en el peor caso. Es por ello que se tiende a 
considerar aproximaciones en las que se busca un equilibrio entre el tiempo de 
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computación requerido y la calidad de la solución obtenida, así como el uso de 
métodos heurísticos. 
1.2.2. Programación 
 
El problema de programación es un subproblema especial de la planificación, en el 
que además del plan se deben indicar la secuencia de acciones y los recursos 
necesarios para llevar  a cabo el plan, además hay que garantizar que los tiempos 
asignados a las acciones cumplan con una serie de restricciones establecidas en 
el plan. Algunos ordenamientos de acciones y recursos son mejores que otros 
debido a que generalmente los recursos son finitos por lo tanto una acción 
requiere un recurso que puede estar ocupado o puede haberse alcanzado el límite 
del recurso. 
El problema de programación en general es un problema NP-Completo, Escolano 
ofrece algunas razones que justifican su dificultad en las que se encuentran: 
 Se trata de un problema de factibilidad, entendiendo esta como el 
cumplimiento de todas las restricciones impuesta. Adicionalmente, otro 
objetivo a satisfacer es el de optimizar alguna función sobre las 
restricciones, como por ejemplo minimizar el tiempo de procesamiento, 
minimizar el coste, etc. 
 Muchos problemas de programación tienen demasiadas restricciones como 
consecuencia de la no disponibilidad de los recursos, ocasionada por 
restricciones temporales, como por ejemplo fechas de inicio, fechas de 
finalización, restricciones de precedencia, horarios laborales, etc. 
 La representación de las restricciones no ha logrado expresar la 
importancia del dominio de valores asociado. El numero e identidad de las 
tareas que requieren un recurso en un intervalo de tiempo concreto es una 
pieza clave de información que puede formar la base de las heurísticas 
utilizadas para la ordenación de variables y valores. 
Una dificultad adicional que presenta el problema de este estudio en particular es 
la existencia de restricciones disyuntivas (también llamadas restricciones de 
capacidad) refiriéndose a que dos tareas no pueden utilizar el mismo recurso al 
mismo tiempo (es decir dos asignaturas no pueden dictarse al mismo tiempo en la 
misma aula) además de que las aulas tienen capacidades diferentes de 
estudiantes por lo tanto no cualquier asignatura puede dictarse en cualquier aula si 
no cumple con las restricciones de capacidad. Las restricciones disyuntivas 
pueden generar grandes espacios de búsqueda en los que puede o no haber una 
solución aceptable. 
Patrón de flujo: 
17 
 
El patrón de flujo de un problema de programación determina la secuencia de 
utilización de las maquinas por parte de las actividades. Se pueden distinguir 
cuatro patrones de flujo (ESCOLANO, CAZORLA, ALFONSO, COLOMINA, & 
LOZANO, 2003): 
 Open-Shop: no existe ninguna restricción en cuanto al orden de uso de los 
recursos por las actividades de cada uno de los trabajos. 
 Job-Shop: cada trabajo, o conjunto de actividades, debe usar los recursos 
en un orden determinado, que puede ser distinto para cada uno de ellos. 
 Flow-Shop: todos los trabajos utilizan los recursos en el mismo orden. Es 
un caso particular del job-shop. 
 Permutation flow-shop: todos los trabajos utilizan los recursos en el mismo 
orden, todos los recursos procesan los trabajos en el mismo orden. Es un 
caso particular del flow-shop. 
En el caso de estudio de este trabajo el patrón de flujo se clasifica como Job-Shop 
debido a que las asignaturas traen consigo un tiempo de inicio y fin que fue 
determinado por el horario que publico la facultad. 
 
Objetivos: 
Dependiendo de los objetivos perseguidos por el usuario se distinguen los 
siguientes conceptos: 
 Factibilidad, la cual busca satisfacer el conjunto de restricciones 
establecidas por un problema sin importar la calidad de la solución 
obtenida. 
 Optimalidad, en la que se busca optimizar una o varias funciones objetivo, 
dependientes del entorno o del criterio del usuario.  Cuando se busca 
optimalidad la complejidad de los algoritmos aumenta, debido a la mayor 
dificultad del proceso de búsqueda asociado. 
1.2.2.1. Clases De Problemas De Programación 
 
Se pueden hacer diferentes clasificaciones a los problemas de programación, 
refiriéndose a parámetros como: determinismo frente a estocasticidad, de acuerdo 
a las restricciones de los recursos o teniendo en cuenta los requerimientos de 
optimalidad frente a satisfactibilidad, etc. 
Pero en general existen dos grandes clasificaciones según los grados de libertad 
en cuanto a la demanda de recursos en un cierto tiempo y el suministro de dichos 
recursos. Unos son los problemas de programación puros y otros los problemas 
de asignación de recursos. 
“En los problemas de programación puros la capacidad de cada recurso esta 
definida sobre un cierto número de intervalos temporales y el problema consiste 
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en cubrir las demandas de recursos de las actividades a lo largo del tiempo, sin 
exceder sus capacidades disponibles. En este tipo de problemas se conoce a 
priori que recurso va a utilizar exactamente cada una de las actividades. Cada 
patrón de flujo da lugar a un tipo de problema de programación. 
En los problemas de asignación de recursos disponemos de un conjunto de 
operaciones, y para cada una de ellas se dispone de un conjunto de recursos 
idénticos (realizan el mismo tipo de operación=, pero no equivalente (pueden 
requerir distintos tiempos o costes de procesamiento), que pueden ser utilizados. 
Por ejemplo, una determinada operación Oi  consistente en la impresión de un 
documento puede realizarse indistintamente en la maquina Mp (que es una 
impresora láser) o en la maquina Mq (que es otra impresora láser); si se asigna a 
la maquina Mp tendrá una duración de 10 minutos, mientras que si se utiliza Mq su 
duración será de 5 minutos. El coste de utilización de las maquinas es de 6 
euros/hora. En este caso no conocemos a priori que recurso concreto va a utilizar 
cada operación, sino que el problema va a consistir en asignar los recursos a 
tiempo para garantizar que se cumplan todas las demandas” (ESCOLANO, 
CAZORLA, ALFONSO, COLOMINA, & LOZANO, 2003). 
En este trabajo de investigación el problema se ha clasificado como un problema 
de asignación de recursos en el que deben asignarse un numero finito de 
recursos(aulas, salones) a unas actividades determinadas por un horario 
(asignaturas) de manera tal que todas las asignaturas tengan un recurso asignado 
de la manera más optima posible. 
Un problema de programación se caracteriza por su factibilidad y su calidad las 
cuales definen que tan optima es una solución, las restricciones pueden 
clasificarse en dos tipos, las que deben satisfacerse necesariamente (factibilidad) 
y las que pueden “relajarse”, o alcanzar un cierto grado de cumplimiento (calidad). 
1.2.2.2. Programación job-shop 
 
El problema “shop scheduling” es una familia de problemas motivada por la 
elección de tiempos de comienzo para trabajos que se ejecutan sobre maquinas 
en una fábrica. Todas las instancias de este problema son problemas NP-
Completos,  a pesar de la simplicidad del planteamiento del problema una 
instancia famosa de 10 actividades 10 maquinas propuesta por Muth y Thompson 
en 1963 permaneció sin resolver durante 26 años para una ampliación de este 
problema ver (ESCOLANO, CAZORLA, ALFONSO, COLOMINA, & LOZANO, 
2003) pag 187. 
Escolano además realiza la siguiente clasificación en grupos para las técnicas 
existentes que resuelven los problemas de programación: 
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 técnicas de optimización: producen una solución globalmente optima, pero 
requieren un tiempo de computación muy alto. 
 técnicas de aproximación proporcionan una buena solución en un tiempo 
aceptable. A su vez se pueden distinguir principalmente varios sub grupos: 
o Reglas de prioridades, que son fáciles de implementar. 
o heurísticas de inteligencia artificial, que permiten desarrollar 
algoritmos de carácter general. Centrados principalmente en 
sistemas basados en conocimiento, métodos de satisfacción de 
restricciones y clausura. 
o métodos de búsqueda local, considerados complementarios de los 
anteriores (en estos se enfoca la presente investigación) 
1.2.3. Complejidad Computacional 
 
En los problemas de tipo combinatorio existe siempre un procedimiento elemental 
para determinar la solución más optima el cual es realizar una búsqueda 
exhaustiva dentro del conjunto de las posibles soluciones evaluando el costo de 
cada una y eligiendo el mejor de ellos, aunque este método teóricamente obtiene 
la mejor solución no es eficiente pues el tiempo computacional requerido crece 
exponencialmente con el numero de ítems del problema. 
“Considerando el problema de la mochila. El número de subconjuntos del conjunto 
[1...n] es 2n. Por tanto, si un ordenador pudiese. En tan solo un segundo, generar 
un millón de esos subconjuntos y evaluar su valor necesitaría solamente un 
segundo para hallar la solución de un problema con n=20 ítems (es 
220=1.048.580); sin embargo serian ya necesarias unas dos semanas para un 
problema con n=40 ítems; y 365 siglos de cálculo para analizar las 260 posibles 
soluciones de un problema con n=60” (DIAZ FERNANDEZ, et al., 1996). 
Para los problemas que necesitan un tiempo polinomial para ser resueltos se dice 
que pertenecen a la clase P, y se considera que son resolubles eficientemente. 
Sin embargo la mayoría de los principales problemas de optimización que 
aparecen en la ingeniería se comprobó que pertenecían a otra, la denominada NP 
en la cual están los problemas para los que no se conoce un algoritmo que los 
resuelva en tiempo polinomial. Solo los problemas P son algorítmicamente 
resolubles eficientemente, por lo tanto PNP si lo contrario ocurriera PNP eso 
significaría  que para la mayoría de los problemas existiría un algoritmo que los 
resolviera eficientemente. Sin embargo hasta la fecha nadie ha podido demostrar 
ni que P=NP ni tampoco que existan problemas en NP que no estén en P. Mas 
aun en 1971 Cook demostró que hay problemas en NP que son aun mas difíciles 
los cuales se llaman NP-Completos estos problemas son aquellos que además 
son NP-hard lo que quiere decir que tienen la peculiaridad de que todos los 
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problemas NP pueden ser reducidos polinomialmente a ellos lo que significa que si 
se pudiera dar una solución en tiempo polinomial para uno de ellos se podría dar 
para todos lo que pertenecen a NP (por lo tanto se comprobaría que P=NP), el 
hecho es que nunca nadie ha podido encontrar algoritmos eficientes para 
problemas NP-completos. 
Es posible utilizar otros procedimientos distintos de los de búsqueda exhaustiva 
que seguramente proporcionaran la solución del problema al menos si existe una, 
pero que no se detendrán nunca si esta solución no existe. Pero también existen 
procedimientos similares que dan la solución si existe o en otro caso indican que 
para ese problema no existe solución. Estos métodos presentan un gran interés 
pero no se pueden emplear en todos los casos debido a las razones que nombra 
Sierra en su libro: 
 “Estos métodos resuelven el problema en un tiempo finito; pero al igual que 
en la combinatoria, este puede ser tan grande que supere las posibilidades 
de la maquina. 
 Es necesario encontrar el algoritmo lo que no siempre es fácil. 
 Puede no existir un procedimiento de decisión, pues no existe 
necesariamente un procedimiento que indique en todos los casos si un 
problema tiene o no solución.” (SIERRA PAZOS, 1987) 
1.2.4. Métodos Heurísticos 
 
Un método heurístico es un procedimiento, que permite en general, llegar 
rápidamente a la solución de un problema. Pero no se puede tener la seguridad de 
poder responder siempre a la pregunta ¿el problema tiene solución? o ¿no?. 
Cuando para resolver ciertos problemas no se tiene un algoritmo que los resuelva 
pero se tienen algoritmos que producen soluciones parciales entonces se pueden 
utilizar tácticas localmente optimas es decir utilizar heurísticas. En informática los 
procedimientos para resolver problemas por medio de un computador pueden 
dividirse en algoritmos y heurísticos, los primeros utilizan para resolver problemas 
procedimientos paso a paso denominados algoritmos. “A pesar de que muchas 
veces esto se ignora la noción de algoritmo, como la de conjunto, es una noción 
primitiva y en consecuencia, carente de definición formal. Esto a veces se intenta 
superar poniéndolos en correspondencia con maquinas de Turing u otros sistemas 
formales lo que no deja de ser subterfugio” (SIERRA PAZOS, 1987)  por lo tanto 
se puede decir que un algoritmo es un conjunto finito de acciones que conducen a 
la solución de un problema. Por otro lado existen procedimientos que utiliza el 
hombre para solucionar problemas que no siguen un procedimiento algorítmico 
sino que utiliza técnicas que permiten alcanzar soluciones que aunque no sean las 
mejores teóricamente son aceptables para algunos problemas estas técnicas por 
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el grado de incertidumbre que ofrecen reciben el nombre de heurísticas, estas 
heurísticas simulan el proceso del pensamiento. 
1.2.5. Heuretica 
 
“El termino heurística procede del verbo griego “” “” cuya raíz  “” 
encierra el significado básico de hallar, inventar, descubrir. En sentido lato quiere 
decir ayuda o guía para encontrar cosas. De esta misma raíz procede el “eureka” 
reputada exclamación de Arquímedes cuando descubrió un método para 
determinar la pureza del oro de la corona que el tirano Heron de Siracusa, había 
encargado a su joyero, y que le sirvió para salvar su cabeza a costa claro es de 
perderla el orfebre. Hoy este vocablo al menos según el diccionario Velazques-
ACC, constituye el lema del estado de California con el nombre de heuretica se 
designa el estudio de las heurísticas y los métodos que las usan” (SIERRA 
PAZOS, 1987). 
Aunque pueden encontrarse trazas de su estudio en los comentarios de Euclides y 
otros, su verdadero origen se remonta al matemático griego Pappus, quien 
posiblemente vivió alrededor del año 300 A.C. Pappus, en el séptimo libro de sus 
“colecciones”, trata acerca de una rama de estudio que el llamo “Analyomenos” 
que puede traducirse por “Tesorería de Análisis” o “Arte de resolver problemas” o 
“heurística” Pappus decía: “La así llamada heurística, es, dicho brevemente, un 
cuerpo especial de doctrina para uso de aquellos que, después de haber 
estudiado los elementos ordinarios, desean adquirir la capacidad de resolver 
problemas matemáticas y solo por eso es útil. La heurística que es el resultado del 
trabajo de tres hombres; Euclides, Apolonio de Perga y Aristeo el antiguo, enseña 
los procedimientos de análisis y síntesis” (SIERRA PAZOS, 1987). 
Polya recopilo todos los trabajos anteriores sobre heurística que son el 
antecedente histórico-matemático de su uso en la IA. Polya expreso la importancia 
de las heurísticas en solución de problemas mas interesantes, exponiendo 
técnicas heurísticas que son aplicables en general. Por ejemplo dado un problema 
a resolver, buscar un problema similar que ya haya sido resuelto previamente y 
preguntar si es posible usar la solución de este problema o el método que se 
empleo para alcanzarla, como ayuda para resolver el nuevo problema. 
Con la llegada de los computadores el termino heuretica expresa la metodología 
de unas técnicas que usan un tipo de conocimiento que opuesto a lo regular y 
mecanizable es capaz de resolver a partir de un conocimiento difuso los 
problemas muchas veces confusos y complicados de la vida cotidiana, la 
heurística sirve para decidir entre varios criterios cual puede ser el mas efectivo 
para alcanzar una meta. Según Sierra una heurística debe poseer las siguientes 
propiedades: 
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1. Un esfuerzo computacional realista para obtener la solución. 
2. La solución debería ser próxima al óptimo en término medio; es decir, se 
quiere que tenga de media, buenas prestaciones. 
3. Que sea baja la “probabilidad” de encontrar una solución pobre; es decir, 
lejos del óptimo. 
4. La heurística debería ser tan simple como sea posible a efectos de que el 
usuario la entienda, y preferiblemente explicable en términos intuitivos. 
Dentro de los factores que define Díaz los que hacen interesante la utilización de 
un algoritmo heurístico para la solución del problema tomado por este trabajo de 
investigación son: 
 No existe un método exacto de resolución o este requiere mucho tiempo de 
cálculo o memoria. En el problema de este trabajo de investigación se hace 
imprescindible obtener una solución válida frente a no tener ninguna 
solución en absoluto. 
 Las limitaciones de tiempo, espacio (en memoria) obligan utilizar un método 
de rápida respuesta, aun a costa de la precisión puesto que por la 
complejidad del problema si se hiciera una búsqueda exhaustiva se 
demoraría mucho tiempo en obtenerse la solución y para entonces ya no 
sería aplicable al mismo semestre académico. 
1.2.6. Tipos De Heurísticas 
 
Existen diferentes tipos de heurísticas según el modo que buscan y construyen 
sus soluciones una posible clasificación es (DIAZ FERNANDEZ, et al., 1996): 
a. Métodos constructivos. Consisten en ir paulatinamente añadiendo 
componentes individuales a la solución hasta que se obtiene una solución 
factible. El más popular de estos métodos lo constituyen los algoritmos 
golosos o devoradores, los cuales construyen paso a paso la solución 
buscando el máximo beneficio en cada paso. 
b. Métodos de descomposición. Se trata de dividir el problema en 
subproblemas más pequeños, siendo la salida de uno la entrada del 
siguiente, de forma que al resolverlos todos tengamos una solución para el 
problema global(divide y vencerás). 
c. Métodos de reducción. Tratan de identificar alguna característica que 
presumiblemente deba poseer la solución óptima y de ese modo simplificar 
el problema. Así, puede detectarse que alguna variable deba tomar siempre 
el valor de 0, que otras están correlacionadas, etc.  
d. Manipulación del modelo. Estas heurísticas modifican la estructura del 
modelo con el fin de hacerlo más sencillo de resolver, deduciendo, a partir 
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de su solución, la solución del problema original. Pueden consistir en 
reducir el espacio de soluciones o incluso aumentarlo. 
e. Métodos de búsqueda por entornos dentro de esta categoría es donde se 
encuadra la mayoría de las metaheurísticas en las que se centra esta 
investigación. Estos métodos parte de una solución factible inicial (obtenida 
quizá mediante otra Heurística) y mediante alteraciones de esa solución, 
van pasando de forma iterativa, y mientras no se cumpla un determinado 
criterio de parada, a otras factibles de su “entorno”, almacenando como 
optima la mejor de las soluciones visitadas. 
Un concepto clave en ellas es como realizar el paso de una solución factible a 
otra. Para ello resulta de interés definir lo que es el entorno N(s) (N de 
neighborhood vecindad en ingles) de la solución s, es decir el conjunto de 
soluciones “parecidas” a ella, parecido acá se refiere a la posibilidad de obtener 
una solución s’ que pertenezca al conjunto de soluciones vecinas a s N(s) a partir 
de s realizando solo una operación elemental, llamada movimiento, sobre s 
(intercambiar dos salones para una asignatura). 
Estos métodos se basan en buscar entre los elementos de la vecindad  de la 
solución actual aquel que tenga un mejor valor de acuerdo con algún criterio 
predefinido (la función objetivo), moverse a él y repetir la operación hasta que se 
considere que no es posible hallar una mejor solución, bien porque no haya ningún 
elemento en el entorno de solución actual, o bien por qué se verifique algún 
criterio de parada. 
1.2.7. Optimo Local 
 
Una clase especial dentro del método anteriormente nombrado lo constituye el 
método de “búsqueda local o descenso” en el que en cada iteración se produce un 
movimiento de la solución actual a una solución vecina que sea mejor, finalizando 
la búsqueda cuando todas las soluciones vecinas sean peores que la actual, es 
decir la solución final será siempre un optimo local. 
Uno de los mayores inconvenientes con los que se enfrentan estas técnicas es la 
existencia de óptimos locales que no sean absolutos. Una solución s se dice que 
es un optimo local si dentro del conjunto de soluciones vecinas de una solución 
diferente se encuentra una solución s’’ que es mejor que la solución s, si a lo largo 
de una búsqueda se cae en un optimo local en principio la heurística no sabrá 
continuar y se quedaría encerrada en ese punto. Una primera posibilidad para 
salvar  esa dificultad consiste en reiniciar la búsqueda desde otra solución inicial y 
confiar en que en esa ocasión no se vuelva a caer en otro óptimo local. Dos de las 
técnicas meta-heurísticas más conocidas (tabú search, simulated annealing) 
siguen diferente estrategias para evitar encerrare en óptimos locales: la primera 
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mantiene una memoria de ruta para identificarlos, y la segunda permite con cierta 
probabilidad la aceptación de soluciones peores. 
1.2.8. Búsqueda Tabú 
 
La búsqueda tabú es un tipo de búsqueda que según Glover su primer definidor 
“Guía un procedimiento de búsqueda local para explorar el espacio de soluciones 
más allá del optimo local”. Al igual que en la búsqueda local, la búsqueda tabú 
selecciona el mejor de los posibles movimientos en cada paso, al contrario que en 
la búsqueda local que siempre mueve al mejor de su entorno y finaliza con la 
llegada a un optimo local, la búsqueda tabú permite moverse a una solución del 
entorno que no sea tan buena como la actual de modo que permite salir de los 
óptimos locales y continuar estratégicamente la búsqueda de soluciones aun 
mejores. 
Mientras tanto para evitar que el proceso vuelva a un óptimo local por el que ya se 
ha transitado y entre en un ciclo, la búsqueda tabú clasifica un determinado 
número de movimientos recientes como movimientos tabú. Los cuales no se 
permiten repetir durante un determinado tiempo, por lo tanto el salir de los óptimos 
locales se realiza de una forma sistemática y no aleatoria. Es decir la búsqueda 
tabú mantiene en memoria los eventos que se han realizado en el pasado para no 
repetirlos, a menos que el utilizar ese evento genere una solución mejor que las ya 
encontradas. Posteriormente esa memoria se usa para alterar el entorno de la 
solución actual y así influir en el proceso subsiguiente de búsqueda. Actualmente 
el tema central del método consiste en tratar de explotar la memoria adaptativa 
para controlar el proceso de búsqueda. 
Las estructuras de memoria pueden ser de varios tipos. “Una solución puede ser 
almacenada de modo completo (memoria explicita) ó solo parcialmente, 
guardando información acerca de ciertos atributos de las soluciones al cambiar de 
una solución a otra (memoria atributiva). Se trata de seleccionar de modo 
estratégico no solo eventos de interés para memorizar, sino también para olvidar, 
considerando no solo la calidad de las soluciones, sino también la posible 
influencia de estos atributos en relación con la factibilidad o estructura de las 
soluciones” (DIAZ FERNANDEZ, et al., 1996) 
Por lo general se mantienen algunas de las mejores soluciones encontradas para 
utilizar sobre ellas estrategias de intensificación y diversificación. Las de 
intensificación enfatizan los atributos comunes a las buenas soluciones halladas 
hasta un instante del tiempo, en ese caso las soluciones pueden ser elementos de 
un conjunto regional y podría ser productivo volver a esa región para explorarla de 
una manera más intensa. Por el contrario las estrategias de diversificación 
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consideran atributos poco usados en el pasado, con el objetivo de dirigir la 
búsqueda hacia nuevas regiones. 
“La búsqueda tabú requiere muchos parámetros que dependen de cada problema 
para poder ser ajustados finamente y de forma apropiada, y muchas veces tales 
decisiones no son fáciles de obtener; de hecho requieren múltiples ejecuciones del 
algoritmo para lograr buenos resultados. Algunos autores sugieren que la 
aplicación de estas técnicas tiene mucho de arte, debido a la no trivialidad de la 
elección de los parámetros adecuados. Además muchos de dichos parámetros 
dependen de las soluciones iníciales. Una mala inicialización puede conducir a 
resultados lejos del optimo o con un tiempo de computación excesivo.” 
(ESCOLANO, CAZORLA, ALFONSO, COLOMINA, & LOZANO, 2003) 
La búsqueda tabú pone su énfasis en procedimientos deterministicos en lugar de 
aleatorios es decir pretende usar la inteligencia y no la “fuerza bruta”. Aunque 
existe una variante del método que usa reglas probabilísticas para seleccionar el 
mejor movimiento en cada iteración, la filosofía de TS se basa en la creencia de 
que la elección de una mala estrategia sistemática de búsqueda es más fructífera 
que la elección de una buena de tipo aleatorio. Por lo tanto la búsqueda tabú hace 
uso de estructuras especiales de memoria y de estrategias de búsqueda 
cuidadosamente diseñadas para guiar el proceso de optimización de un modo 
eficiente. 
1.2.8.1. Memoria de corto plazo 
 
En la búsqueda tabú existen dos tipos de memoria la memoria de corto plazo y la 
memoria de largo plazo. Cada tipo de memoria contrae una estrategia especial. La 
memoria de corto plazo es la más común en las implementaciones de la búsqueda 
tabú esta lleva la cuenta de los atributos de solución que han sido cambiados en el 
pasado reciente, y es llamada “memoria basada en recenciates (hechos 
recientes)”. Para explotar esta memoria, los atributos seleccionados que se 
presentan en las soluciones visitadas recientemente son designados como 
movimientos tabú y las soluciones que contienen un movimiento tabú o 
combinaciones de los mismos son las soluciones que se entienden como tabú. 
Esto conlleva que algunas soluciones que ya se han visitado recientemente no 
vuelvan a serlo. También evita que otras soluciones que comparten movimientos 
tabú sean visitadas.  
1.2.8.2. Manejo de memoria basada en la recencia 
 
El proceso de maneja creando una o más listas tabú en las cuales se almacenaran 
los movimientos tabú, se denomina tenencia tabú a la duración que un movimiento 
tabú permanece en la lista, esta tenencia puede variar para cada movimiento o 
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combinación de estos. Esta variación permite que se puedan ajustar estrategias 
de corto y largo plazo lo cual “produce también una forma dinámica y robusta de 
búsqueda” (DIAZ FERNANDEZ, et al., 1996). 
1.2.8.3. Niveles de aspiración 
 
El criterio de aspiración introduce un elemento importante de flexibilidad en la 
búsqueda tabú, el estado tabú de un movimiento puede ser ignorado si ciertas 
condiciones se cumplen (niveles de aspiración). Estos niveles dan umbrales en los 
cuales se controla que los movimientos tabú puedan ser tenidos en cuenta a pesar 
de esa condición esto se utiliza cuando un movimiento tabú genere una solución 
mejor que cualquiera de las encontradas. 
1.2.8.4. Estrategias para la lista de vecino 
 
El carácter agresivo de la búsqueda tabú se ve reforzado buscando el mejor 
movimiento disponible que pueda ser determinado con una cantidad apropiada de 
esfuerzo, debe tomarse en cuenta que el significado de mejor no esta limitado 
solamente a la evaluación de la función objetivo. Las estrategias para escoger una 
solución vecina son usadas para restringir el número de soluciones examinadas 
en una iteración determinada. Una elección “inteligente” de un movimiento vecino 
puede reducir significativamente el tiempo de ejecución de la búsqueda tabú. 
1.2.8.5. Memoria de largo plazo 
 
En algunas aplicaciones el utilizar la memoria de corto plazo es suficiente para 
solucionar un problema, sin embargo en general la búsqueda tabú se vuelve mas 
potente si se incluye la memoria de largo plazo y sus estrategias asociadas. 
Tipos especiales de memoria basada en frecuencia son fundamentales en 
consideraciones de largo plazo. Estas introducen penalizaciones o incentivos 
determinados por el rango de tiempo en el que los elementos han pertenecido a 
soluciones visitadas durante la búsqueda, permitiendo diferenciarse por regiones. 
Las frecuencias de transición mantienen un registro de con qué frecuencia 
cambian los elementos, mientras que las frecuencias de residencia mantienen el 
registro de las duraciones relativas de los elementos en las soluciones generadas 
lo cual causa que se generen soluciones de buena calidad en tiempos más cortos. 
“Los métodos más rápidos para la secuenciación de tareas en job-shops y flow-
shops se basan en la inclusión de memoria de largo plazo” (DIAZ FERNANDEZ, et 
al., 1996) 
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1.2.8.6. Estrategias de intensificación 
 
Dos componentes importantes en la búsqueda tabú son las estrategias de 
intensificación y las estrategias de diversificación. Las primeras están basadas en 
la modificación de reglas de elección de tal manera que se favorezcan 
combinaciones de movimiento y características de solución que históricamente 
hayan sido buenas permitiendo que si una región especialmente tiene soluciones 
buenas estas sean examinadas más intensamente. 
1.2.8.7. Estrategias de diversificación 
 
Las estrategias de diversificación permiten asegurar que las soluciones 
registradas difieran una de otra en un grado deseado, están diseñadas para guiar 
la búsqueda hacia regiones no exploradas o diferentes, se basan en elegir un 
movimiento en atributos que no hayan sido usados frecuentemente, 
alternativamente pueden introducir dichos atributos al reiniciar parcial o 
completamente el proceso de solución. 
1.2.8.8. Oscilación Estratégica 
 
La oscilación estratégica está ligada a los orígenes de la búsqueda tabú y 
proporciona un medio para lograr una interacción efectiva entre intensificación y 
diversificación. En este enfoque se orientan los movimientos en relación a un 
cierto nivel crítico, identificándolo por una etapa de construcción de la solución o 
por un intervalo dado de valores para la función. Este nivel se representa como un 
punto donde el método se detendría normalmente sin embargo en vez de 
detenerse las reglas para elegir un movimiento se modifican para que la región 
sea traspasada es decir se diversifica, entonces se permite al algoritmo llegar 
hasta cierta profundidad previamente especificada (se intensifica) y nuevamente 
se traspasa el nivel pero en dirección opuesta a la que se hizo anteriormente. 
1.3. MARCO CONCEPTUAL 
 
En el problema de este estudio se presentan los siguientes conceptos: 
1.3.1. Meta-heurístico 
 
“El nombre combina el prefijo griego meta (más allá, aquí con el sentido de nivel 
superior) y heurístico, Las metaheurísticas generalmente se aplican a problemas 
que no tienen un algoritmo o heurística específica que dé una solución 
satisfactoria; o bien cuando no es posible implementar ese método óptimo. La 
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mayoría de las metaheurísticas tienen como objetivo los problemas de 
optimización combinatoria, pero por supuesto, se pueden aplicar a cualquier 
problema que se pueda reformular en términos heurísticos.” 
1.3.2. Semestre: 
 
El semestre es el término utilizado para designar el conjunto de asignaturas que 
tienen que ser vistas por un alumno durante un periodo académico, este se ve 
restringido por el tiempo de comienzo de la actividad académica, el tiempo de 
finalización y la jornada del mismo. En la literatura este elemento se relaciona al 
trabajo que debe ser realizado en los distintos recursos. 
1.3.3. Asignaturas: 
 
Cada asignatura perteneciente a un semestre puede ser precedente de otra, tiene 
un tiempo de inicio y de finalización establecido y puede o no requerir de una 
tecnología especial para su desarrollo, además tiene asignado un número máximo 
de estudiantes por cada intervalo de tiempo asignado. En la literatura este 
elemento se relación a una actividad u operación que debe realizarse sobre un 
recurso en particular. 
1.3.4. Aulas y salas: 
 
Un aula o sala es un lugar físico en la institución dispuesto para el desarrollo de 
las actividades académicas puede o no tener características tecnológicas como 
video beam para el caso de las aulas o el tipo de computadoras en el caso de las 
salas de computo. Cada asignatura(actividad) es dictada(consumida) en un aula o 
en una sala(recurso) se asume que en un aula o una sala solamente se puede 
dictar una asignatura a la vez, que tienen una capacidad de alumnos máxima y 
que puede ser usada en los horarios establecidos para tal fin. En la literatura este 
elemento es asociado a las maquinas que permiten el procesamiento de las 
actividades y cuyas características generan las llamadas restricciones disyuntivas 
o de capacidad. 
1.3.5. Función Objetivo: 
 
Es el criterio que permite evaluar una solución e indicar que tan óptima es para 
compararla con las otras soluciones encontradas y así elegir los óptimos.  
1.3.6. Solución inicial: 
 
Es la asignación de salas y salones que se genera con una heurística simple 
teniendo en cuenta algunas restricciones innatas del problema en cuestión, que 
pueden ser el uso de algún elemento que solo se encuentre en un salón o sala en 
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particular, o que se vea en algún horario que solo existe un salón disponible por 
cualquier particularidad. 
1.3.7. Vecindad: 
 
Es el conjunto de posibles configuraciones de asignaciones de salas y salones en 
las que el algoritmo puede buscar. 
1.3.8. Movimiento: 
 
Es el patrón utilizado para cambiar de un estado a otro (de un vecino a otro) 
mediante el intercambio de algunas materias en alguna sala o el cambio de sala 
para alguna materia. 
1.3.9. Atributos: 
 
Son los elementos de un vecino, es decir el estado en que se encuentra una 
materia en un salón dentro de una asignación dada. 
1.3.10. Lista tabú: 
 
Es el espacio en memoria en el que se guardaran los movimientos, o los atributos 
que se clasifican como tabú en un momento dado. 
1.3.11. Nivel de aspiración: 
 
Es el que permite decidir si un movimiento que se encuentra en la lista tabú es o 
no tomado en cuenta para la búsqueda de la solución. 
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ESTRUCTURA TEMÁTICA 
 
A partir de este punto se expone el desarrollo ingenieril del trabajo de 
investigación realizado se divide su contenido por capítulos correspondiendo cada 
capítulo a una fase del desarrollo. 
1.4. CAPITULO 1 ANÁLISIS 
 
1.4.1. Metodología del análisis 
 
Para el trabajo de investigación se utilizaron las primeras 4 fases del ciclo de vida 
clásico, en la que se realizo una investigación preliminar explicada en la fase de 
comunicación luego se determinaron los requisitos del sistema de acuerdo a lo 
abstraído en la fase de comunicación, posteriormente se realizo un diseño del 
sistema utilizando UML; en esta fase se incluyo la metodología de desarrollo por 
prototipos definiendo que módulos del sistema tendría cada prototipo y finalmente 
se realizo el desarrollo de cada prototipo diseñado. 
1.4.2. Fase de comunicación  
 
Para el levantamiento de información se realizaron entrevistas informales y 
abiertas con el director de la facultad de Ingeniería de Sistemas del momento el 
ingeniero Álvaro Rojas Daza, y con el encargado del área administrativa de la 
universidad de realizar la asignación de salas y salones el señor Juan David como 
resultado de estas entrevistas se logro determinar que el medio de comunicación 
que tenía el director de la facultad con el encargado de administración era un 
formato de Excel en el cual el director de sistemas registraba cada una de las 
materias con sus respectivos horarios para cada semestre académico (ver anexo 
1) , el encargado de administración tomaba este documento de Excel y lo 
transcribía a otro formato en el que realizaba la asignación de acuerdo a las salas 
o salones que tuviese disponibles sin ningún criterio adicional. 
1.4.3. Ingeniería de requisitos 
 
Los requisitos funcionales abstraídos fueron: 
 El sistema debe permitir el ingreso de datos básicos, entre los que se 
encuentran: 
o Requerimientos 
o Materias 
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o Salas y salones 
o Horarios 
 El sistema debe permitir el inicio del algoritmo. 
 El sistema debe permitir observar los resultados obtenidos. 
Los requisitos no funcionales abstraídos fueron: 
 El sistema debe contener una interfaz de inicio desde la cual acceder a 
todas las funciones.  
Para ver el documento de entendimiento y detalle de los requisitos ver anexo 2. 
1.4.4. Casos de uso 
 
Para el sistema se modelaron 6 casos de uso uno por cada prototipo que 
comprende el sistema en la figura 1 se presenta el diagrama de casos de uso 
general para su ampliación, revisión de planillas y explicación de cada caso de uso 
véase anexo 3. 
 
Figura 1 Casos de uso 
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 CAPITULO 2 DISEÑO 
 
El tema de la investigación se planteo como un problema de asignación por lo 
tanto y para la cuantificación de su solución se planteo una función objetivo y unas 
restricciones al problema. 
1.5. PLANTEAMIENTO MATEMÁTICO 
 
Siendo los días  
D = {1, 2, 3, 4, 5,6} 
 Las horas de clase  
H = {1, 2,3…30}  
     1 2 3 4 5 6 
     Lunes Martes Miércoles Jueves Viernes Sábado 
1 de 7:00 a 7:30             
2 de 7:30 a 8:00             
3 de 8:00 a 8:30             
4 de 8:30 a 9:00             
5 de 9:00 a 9:30             
6 de 9:30 a 10:00             
7 de 10:00 a 10:30             
8 de 10:30 a 11:00             
9 de 11:00 a 11:30             
10 de 11:30 a 12:00             
11 de 12:00 a 12:30             
12 de 12:30 a 13:00             
13 de 13:00 a 13:30             
14 de 13:30 a 14:00             
15 de 14:00 a 14:30             
16 de 14:30 a 15:00             
17 de 15:00 a 15:30             
18 de 15:30 a 16:00             
19 de 16:00 a 16:30             
20 de 16:30 a 17:00             
21 de 17:00 a 17:30             
22 de 17:30 a 18:00             
23 de 18:00 a 18:30             
24 de 18:30 a 19:00             
25 de 19:00 a 19:30             
26 de 19:30 a 20:00             
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27 de 20:00 a 20:30             
28 de 20:30 a 21:00             
29 de 21:00 a 21:30             
30 de 21:30 a 22:00             
Figura 2 Tabla de días y horas 
Los salones 
 S = {1, 2,3…s}  
Las materias  
M= {1, 2,3…m}  
Y los Requisitos: 
 Capacidad 
Si el salón cuenta con capacidad suficiente para albergar a los alumnos que 
tiene la materia. 
 
 Tecnología 
Si el salón cuenta con la tecnología suficiente para el desarrollo de la 
materia por ejemplo video beam, computadores, software instalado, 
televisión etc. 
 
El problema de asignación del trabajo en cuestión es: 
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Donde él porcentaje de calidad de la asignación se calcula de la siguiente manera: 
                    
     
  
  
               
         
 
 
                     
         
  
  
                                                   
                                  
 
 
                         
     
  
  
                                               
                                       
 
 
           
                     
   
 
 
                                              
Sujeto a: 
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           
 
   
  
   
 
      para cada m  (que no se asigne una materia más de 2 veces ) 
 
         
 
     Para cada s, h y d  (que no se crucen) 
 
          
 
   
    
  
   
 
   
 
   
 
 
           
Si el numero de materias es mayor al número de salones disponibles se crearan 
salones ficticios para poder resolver parcialmente el problema, y aquellas materias 
que sean asignadas a estos salones serán las que no tienen una asignación al 
finalizar el problema. 
Para un cálculo aproximado de la cantidad de variables que debe manejar el 
sistema se tiene que la cantidad de materias en el pensum actual para Ingeniería 
de Sistemas es de 73, la cantidad de salones es de 78 aproximadamente, por lo 
tanto la cantidad de variables del problema sería la cantidad de materias 
multiplicado por la cantidad de salones multiplicado por las 30 horas disponibles 
multiplicado por los 6 días de la semana multiplicado por las dos variables básicas 
(A, P):  
73*78*30*6*2  = 2049840 
Es por esto que el problema se considera de una complejidad alta puesto que 
además de utilizar un número elevado de variables la cantidad de operaciones que 
debe realizar un computador para solucionarlo lo convierte en un problema NP 
1.6. FASE DE PLANEACIÓN 
 
En la fase de planeación se defino que módulos tendría la aplicación, como se 
dividirían los prototipos y se realizo la estimación de tiempos y costos del proyecto. 
1.6.1. Definición de prototipos 
 
Con el fin de organizar el desarrollo de la aplicación se definieron 7 prototipos de 
desarrollo para asegurar la obtención final de un prototipo funcional para el 
producto de investigación, estos prototipos se dividieron de la siguiente manera: 
Prototipo No. 1 
Comprende el montaje de la base de código en visual studio 2008 de acuerdo al 
modelo lógico presentado en la gráfica anterior, el montaje de base de datos en 
SQL server 2005 como se definió en el diseño de datos y el montaje de la interfaz 
gráfica del sistema. 
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Prototipo No. 2 
Comprende el modulo de administración de requerimientos en el que se insertan, 
editan y eliminan requerimientos. 
Prototipo No. 3 
Comprende el modulo de administración de materias en donde se insertan, editan 
y eliminan materias. 
Prototipo No. 4 
Comprende el modulo de administración de salones en donde se insertan, editan y 
eliminan salones. 
Prototipo No. 5 
Comprende el modulo de administración de horarios en donde se insertan, editan 
y eliminan horarios. 
Prototipo No. 6 
Comprende el modulo en el que se crea la asignación inicial, se ejecuta y procesa 
la búsqueda tabú, es el modulo más grande de la aplicación y el que más tiempo 
llevo de desarrollo. 
Prototipo No. 7 
Comprende el modulo de visualización de resultados de la búsqueda tabú en este 
se presentan las gráficas que muestran el comportamiento de la búsqueda tabú, 
los datos de cada iteración y las asignaciones inicial y final de la búsqueda tabú. 
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1.6.2. Estimación de tiempos y Costos 
 
Para la planeación se utilizaron directrices de PMI para la estimación de tiempos y 
costos las cuales se representan a continuación mediante la vista de horas y 
costos de un work breakdown structure 
 
Figura 3 Work Break-Down Structure 
 
1.7. Arquitectura 
 
El sistema será desarrollado utilizando el modelo vista controlador (MVC) en tres 
capas: 
La capa de vista compuesta por los módulos de: 
 Administración de requerimientos 
37 
 
 Administración de salones 
 Administración de materias 
 Administración de horarios 
 Ejecución de búsqueda tabú 
 Consulta de resultados 
La capa lógica o controlador compuesta por la lógica de cada uno de los 
elementos existentes en la capa de vista. 
Y la capa de modelo o de acceso a datos con la lógica necesaria para el acceso a 
la base de datos y modificación de cada objeto. 
En el modelo logico se pueden observar cada una de las clases que se 
desarrollaron para soportar la logica de la busqueda tabu, la comunicación entre 
capas se realizo de arriba hacia abajo siendo la capa superior la capa de vista 
esta se comunica con la capa logica llamada core y a su ves esta se comunica con 
la capa de acceso a datos llamada objects, para el acceso a base de datos y con 
el fin de evitar cualquier falla de seguridad se utilizo la utilidad de acceso a datos 
Subsonic version 2.2 ademas del uso de procedimientos almacenados para la 
realizacion de acceso y consulta de datos de manera optima. 
Figura 4 Diseño Conceptual 
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Figura 5 Diseño Logico 
 
1.8. DIAGRAMA DE CLASES 
 
El diseño de clases del sistema se genero demostrando la conexión entre las 
capas de controlador y de modelo. Las clases con el postfijo System son clases de 
la capa de controlador o core y las clases con postfijo Object son clases de la capa 
de modelo o object a continuación se muestra el diagrama general para su mayor 
comprensión y visualización dividida por cada prototipo véase anexo 4
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Figura 6 Diagrama de Clases 
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1.9. DIAGRAMA DE SECUENCIA 
 
El diagrama de secuencia muestra el flujo que debe ocurrir para que un usuario 
pueda obtener una solución del algoritmo búsqueda tabú. 
 
Figura 7 Diagrama de Secuencia 
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1.10. DISEÑO DE DATOS 
 
En el anexo 5 se encuentra desglosado el diagrama de entidad relación  y la 
explicación de cada tabla y los campos de cada una. 
Para el diseño de datos se tuvo en cuenta los estándares de diseño en el cual las 
tablas maestras se representan con el prefijo “mas_tbl” y las tablas de negocio con 
el prefijo “tbl”. Los tipos de dato utilizados también se representan con prefijos 
siendo así: 
 Entero (int) 
 Fecha (dtm) 
 Llave primaria (id) 
 Texto, varchar, nvarchar (str) 
 Decimal (dbl) 
 
Figura 8 Diagrama E-R 
 
 
 
 
 
 
mas_tblDays
intIdDay
strNameDay
mas_tblGroup
GUID
strNameGroup
mas_tblHoras
intIdHora
strNombreHora
mas_tblRequirements
GUID
strNombre
mas_tblTabuSearchStates
intIdState
strStateName
mas_tblTypeAssignment
intIdTypeAssignment
strNameTypeAssignment
tblAssignment
GUID
strIdHorary
strIdRoom
dblPercent
intIdTypeAssignment
strIdTabuSearchExcecution
tblMatter
GUID
strCode
strName
intSemester
tblRequirementMatter
GUID
idMatter
idRequirement
tblRequirementRoom
GUID
idRoom
idRequirement
tblRoom
GUID
strName
intCapacity
tblTabuSearchExcecution
GUID
dtmDateState
intIdState
strObservation
strName
strGrafica
tblTabuSearchHistoric
GUID
strIdTabuSearchExcecution
dtmDateState
intIdState
strObservation
tblHorary
GUID
idMatter
intIdDay
dtmStartHour
dtmEndHour
intAmountStudents
strIdGroup
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1.11. Diagrama de estado 
 
En el diagrama de estado se representan los posibles estados en los que puede 
estar la ejecución de búsqueda tabú una vez iniciada. 
 
Figura 9 Diagrama de estado 
 
1.12. Definición de resultados 
 
Por no existir en la universidad un método actual estándar de presentación de los 
resultados de asignación de una sala se decidió presentarlos en una grilla; tanto la 
asignación inicial creada como la asignación final obtenida por el algoritmo 
búsqueda tabú, además de algunos datos relevantes del algoritmo como el estado 
del algoritmo cada 10 iteraciones durante su ejecución además de algunas 
gráficas que representan el cambio de la calidad de la solución durante el tiempo y 
un porcentaje representativo del espacio de búsqueda en el que itero el algoritmo. 
Para el historial de ejecución se presenta una grilla como esta: 
Fecha estado Estado Observación 
Figura 10 tabla presentación historial de ejecución 
Para la asignación inicial y la asignación final se muestran los resultados en una 
grilla de la siguiente manera: 
Grupo Código Materia Salon Dia Inicio Fin Porcentaje 
Figura 11 Tabla presentación asignaciones 
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La gráfica de espacio de búsqueda representa una muestra del espacio de 
búsqueda en el que itero el algoritmo por restricciones de capacidad en pantalla se 
muestran solamente 100 puntos del total de espacio de búsqueda: 
 
Figura 12 Gráfica Espacio de búsqueda 
Para representar el cambio en la calidad de la solución durante el tiempo de 
ejecución del algoritmo se presenta una gráfica como la siguiente: 
 
Figura 13 Gráfica porcentaje de calidad 
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 CONCLUSIONES 
 
La asignación de salas aunque es una tarea compleja, puede automatizarse 
mediante  software, y generar una solución que de forma manual implicaría mucho 
trabajo y tiempo que podrían no ser fructíferos, y ser dependientes de la 
percepción del responsable de esta labor ya que no podría conocerse el nivel de 
calidad de su solución. 
 
Aunque existen algoritmos de búsqueda completa que pueden utilizarse para el 
problema de asignación, la búsqueda tabú ofrece una buena alternativa; para 
generar una solución puesto que obtener la mejor no es un tema de vital 
importancia, con obtener una buena solución es suficiente. 
 
Cuando se está implementando un algoritmo como la búsqueda tabú, es 
importante tener en cuenta que los tiempos de ejecución deben optimizarse lo 
máximo posible, intentando no realizar los mismos cálculos varias veces o realizar 
acceso al mismo objeto de memoria en varias ocasiones. 
 
Para realizar una asignación inicial de un algoritmo como la búsqueda tabú no se 
debe generar una búsqueda exhaustiva, puesto que le agrega tiempo en ejecución 
al algoritmo y le resta poder de búsqueda; es mejor realizar una asignación rápida 
que permita al algoritmo comenzar su trabajo. 
 
En el prototipo desarrollado, luego de definir las variables necesarias y plantear 
una función objetivo que permitiera cuantificar la calidad de una solución se 
comprobó que el algoritmo búsqueda tabú es una buena alternativa para realizar 
automatizaciones en problemas tan complejos como la asignación de salas y 
salones en una universidad. 
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 RECOMENDACIONES 
 
Existen mejoras que podrían realizársele al prototipo construido, a continuación se 
enumeran algunas sugerencias, que puedan ser tenidas en cuenta para 
posteriores trabajos de grado o implementaciones del sistema. 
 Permitir el manejo de perfiles de usuario, para generar usuarios que tengan 
acceso limitado a la aplicación o de solo visualización. 
 Crear  la función de eliminación en cada modulo y la integración con el 
sistema de la universidad (siul); para realizar cargue automático de estos 
datos y a su vez le entregue información que se considere importante para 
la institución. 
 Crear una interfaz de usuario para que los estudiantes puedan consultar la 
asignación obtenida mediante otra web. 
 Modificar el método de elección de vecindad para que permita más 
restricciones y le de dinamismo a la búsqueda en cuando a la elección de la 
solución.  
 Generar un sistema que trabaje en conjunto con el actual para además de 
asignar los salones automáticamente también genere los horarios sin 
cruces y de acuerdo a la disponibilidad de horario de los docentes. 
 
Es importante que la universidad emplee mayores recursos y le preste más 
atención a la línea de inteligencia artificial cuyas asignaturas permiten el 
conocimiento de algoritmos de este tipo, y se realizan aplicaciones prácticas de los 
mismos, esto para comenzar a salir de la programación clásica y los sistemas 
“cuadrados” y comenzar a cultivar verdaderos sistemas que realicen trabajo 
inteligente y útil para la sociedad. 
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14. GLOSARIO 
 
 Heurística 
o Es un método no algorítmico que se realiza sobre un problema para ayudar a 
encontrar una solución.  
 Meta-Heurística 
o La raíz meta significa ir más allá, por lo tanto una meta-heurística trata de lograr lo 
que las heurísticas convencionales no pueden, enfrentándose a problemas 
computacionalmente más complejos. 
 Búsqueda 
o Es el proceso que se realiza para encontrar una solución. 
 Tabu 
o Se refiere a algo prohibido o que no se ve bien hecho el realizarse. 
 Vecindad 
o Es una solución “vecina” a otra la cual se diferencia por un movimiento en algún 
elemento de la solución original. 
 Nivel de aspiración 
o Es el valor que permite que un movimiento tabù se realice o no. 
 Porcentaje de calidad 
o Es el valor que se le da a una asignación para cuantificar su calidad. 
 Requisitos 
o Son los recursos tecnológicos que puede requerir una asignatura, o que puede 
ofrecer un salón de clase. 
 Problemas NP 
o Problemas que no admiten para su comprensión y solución un tiempo 
fragmentado. Ejemplos de tiempo no-polinomial son el tiempo exponencial, o el 
cairologico. 
 Problemas P 
o Problemas que se definen en función de un tiempo poliniomial, es decir, analítico 
y de fragmentación. 
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ANEXOS 
 
 Anexo 1 
Para observar el anexo 1 por favor remítase al documento que se 
encuentra en la ruta del cd  ./Anexos/ANEXO_1.xlsx 
 Anexo 2 
Para observar el anexo 2 por favor remítase al documento que se 
encuentra en la ruta del cd  ./Anexos/ANEXO_2.docx 
 Anexo 3 
Para observar el anexo 3 por favor remítase al documento que se 
encuentra en la ruta del cd  ./Anexos/ANEXO_3.doc 
 Anexo 4 
Para observar el anexo 4 por favor remítase al documento que se 
encuentra en la ruta del cd  ./Anexos/ANEXO_4.docx 
 Anexo 5 
Para observar el anexo 5 por favor remítase al documento que se 
encuentra en la ruta del cd  ./Anexos/ANEXO_5.docx 
 Anexo 6 
Para observar el anexo 6 donde se encuentra el manual del sistema por 
favor remítase a la ruta relativa de la aplicación 
/TabuSearch/Documentation/Index.aspx 
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 Anexo 7, Manual de usuario 
 
Inicio de sesión 
 
En este modulo el usuario debe iniciar sesión para comenzar a utilizar el aplicativo 
el usuario por defecto es “admin” sin las comillas y su contraseña es “admin*2010” 
sin las comillas. 
 
 
Una vez el usuario ha iniciado sesión puede comenzar a utilizar el aplicativo, este 
manual le guiara por el flujo normal que debe llevar para ejecutar la búsqueda 
tabú. 
Para comenzar ingrese al modulo de requerimientos haciendo clic en el menú 
“REQUERIMIENTOS” 
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Para crear un requerimiento haga clic en el botón “Crear Requerimiento”, para 
editarlo haga clic en el botón “Editar” que se encuentra a la derecha de cada 
requerimiento, aparecerá una ventana emergente para ingresar ó modificar el 
nombre del requerimiento. 
 
 
 
Ingrese el nombre del requerimiento y haga click en el botón “Guardar”, en 
cualquier modulo si el proceso se realizo con éxito el sistema le informara con otra 
ventana emergente. 
 
 
 
De lo contrario le informara por medio de la misma ventana emergente. 
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Una vez ingresados todos los requerimientos deseados haga clic en el menú 
“MATERIAS” 
 
 
En este modulo se administran las materias, para crear una materia haga clic en el 
botón “Crear Materia”, para editarla haga clic en el botón “Editar” que se encuentra 
en la parte derecha de cada materia. 
 
 
 
Aparecerá una ventana emergente, complete los datos y haga clic en el botón 
“Guardar”. 
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Para ingresar al modulo de salones haga clic en el menú “SALONES”. 
 
 
En este modulo se administran los salones, para crear un salón haga clic en el 
botón “Crear Sala”, para editarlo haga clic en el botón “Editar” que se encuentra a 
la derecha de cada sala. 
 
 
 
Aparecerá una ventana emergente, complete los datos y haga clic en el botón 
“Guardar”. 
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Para ingresar al modulo de horarios haga clic en el menú “HORARIOS”. 
 
 
En este modulo se administran los horarios, para crear un horario seleccione el 
semestre al cual pertenece, posteriormente haga clic en el botón “Nuevo” para 
crearlo ó haga clic en el botón “Editar” para editarlo. 
 
 
Aparecerá una ventana emergente, complete los datos y haga clic en el botón 
“Guardar”. 
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Para ingresar al modulo de búsqueda tabú haga clic en el menú “TABU”. 
 
 
En este modulo se administra la búsqueda tabú, para crear una búsqueda tabú 
haga clic en el botón “Crear Búsqueda”, para ver una búsqueda ya creada 
selecciónela del menú desplegable “Búsqueda tabú”. 
 
 
 
Si hizo clic en el botón “Crear Búsqueda” aparecerá una ventana emergente, 
complete los datos y haga clic en el botón “Ejecutar”. 
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Durante la ejecución de una búsqueda tabú puede observar el estado actual del 
algoritmo seleccionando la búsqueda en el menú desplegable, en la vista de 
resumen se observa la última vez que se actualizo el estado, el estado en que se 
encuentra el algoritmo y una observación acerca del estado actual. 
 
 
 
En el historial de ejecución ira apareciendo cada estado de la búsqueda tabú 
hasta que esta finalice. 
 
 
 
Una vez finalizada la búsqueda tabú aparecerán 2 graficas con información 
relevante al algoritmo y se mostrara la mejor asignación obtenida en la vista de 
asignación final, si desea exportar los resultados a Excel haga clic en el botón 
“Exportar”. 
 
 
