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ABSTRACT 
Let M be the space of self-adjoint linear maps for a nondegenerate quadratic form 
on a finite-dimensional vector space (characteristic Z 2, dimension at least 3). Let 
I’: it4 + A4 be an invertible linear transformation. If T preserves the set of rank-one 
plus-scalar maps, then T is of the form T(X) = rPXP* + f(X)1 (with one exception 
over H/3Z). Any I’ preserving commuting pairs also has this form (with no excep- 
tions). The proof of this latter result involves computing the dimension of the space of 
self-adjoint maps commuting with any given one. 
INTRODUCTION 
Let T be a nonsingular linear transformation on n X n symmetric matrices, 
n > 3. Suppose that T takes commuting pairs to commuting pairs. When the 
base field is the real numbers, Chan and Lim [2] showed that I’ has the form 
T( X ) = rPXP * + f( X)Z, where P is generalized orthogonal (PP * scalar) and 
f is a linear function. This result was extended to formally real base fields by 
Radjavi [5]. His argument, like that of Chan and Lim, uses the diagonalizabil- 
ity of real symmetric matrices, and so it cannot immediately be generalized 
further. In this paper, I will show how the theorem can in fact be extended to 
arbitrary fields (characteristic + 2). In addition, I will prove it not just for 
matrices symmetric in the usual sense but also for self-adjoint matrices with 
respect to any fixed nondegenerate quadratic form. 
The first part of the proof will be along the same line as [2] and [5]: we 
will show that the commutativity condition forces T to preserve the set of 
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rank-one-plus-scalar matrices. But rather than continuing to use the commuta- 
tivity, we will then prove the stronger theorem that any T with this rank one 
property has the desired form. This is analogous to a result known for 
transformations on arbitrary matrices [4, 7, 8]), but for symmetric matrices it 
seems to be a new result even over the real numbers. 
Throughout the paper, V will be a vector space of finite dimension n 2 D 
over a field k, and the characteristic of k will be different from 2. Self-ad- 
jointness will be defined with respect to a fixed nondegenerate inner product 
( , ). We will repeatedly use the following (basically familiar) lemma. 
LEMMA 1. 
(a) 1&e selfadjoint maps of rank one are those of the form R( y ) = r( y, e)e 
for some e # 0 in V. 
(b) A sum of n such maps R, + . . . + R, is a nonzero multiple of the 
identity precisely when the ei are an orthogonal basis of V and all ri(e,, ei) are 
equal. 
Proof. Obviously r( . , e)e is self-adjoint with onedimensional range. 
Conversely, suppose we start with an R of rank one. Choose e # 0 in its 
range. Then R(y) = cp( y)e for some linear function ‘p. By nondegeneracy, we 
can write q=(.,f) for some f in V. If (y,f)=O, then R(y)=O, so 
O=(z, Ry)=(Rz, y)=(z, f)(e, y) for all z, and hence (e, y)=O. This im- 
plies that f must be a multiple of e. 
Now if Eyri( y, ei)ei = ry for some r # 0, we have V spanned by the e,, 
which are therefore independent. Putting y = ej, then, we see that ( ej, e,) = 0 
for i # j, while rj(ej, ej) = r. The converse is obvious. n 
1. THE DIMENSION OF THE COMMUTANT 
THEOREM 2. Let A : V ---) V be a self-adjoint map. Suppose its invariant 
fuctors have degrees d, < d 2 < . . . < d r. Then the self-adjoint maps commut- 
ing with A form a space of dimension 
d,+2d,_,+ ... +(r-l)d,+rd,. 
Proof. The conditions that a map be self-adjoint and that it commute 
with A are linear, and hence the dimension we want will not change when 
we extend the base field. Thus we may assume that the field is algebraically 
closed. Let ( ai) be the distinct eigenvalues of A, and let V, be the primary 
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subspace where (A - air)” is zero. As A is self-adjoint, the Vi are mutually 
orthogonal. Hence the inner product is nondegenerate on each of them. Any 
map commuting with A will send each Vi to itself, and it will be self-adjoint iff 
its restriction to each Vi is self-adjoint there. Thus the total space of maps in 
question is the direct sum of the spaces for the restrictions of A to the various 
V,. Furthermore, the highest invariant factor of A is the product of the 
highest powers occurring on the various V, the next highest factor is the 
product of the next highest powers, and so on. Thus the expression d, + 
2d r_i+ ... is the sum of the corresponding expressions for the various Viii. 
Hence it will be enough to establish the theorem in the case where A has just 
one eigenvalue. Since the same maps commute with A as commute with 
A - al, we may in fact assume that A is nilpotent. 
The structure now is quite simple and familiar [l, 5104; 6, 521. The total 
space can be decomposed into an orthogonal sum of basic A-invariant 
subspaces. Each such subspace V,, has a basis of the form xc,, x1,. . . , x,,, (for 
some m > 0) with Axi =x,+, (including AX,,, = 0) and (xi, xi) = S,,,, , + j. Let 
us choose one such subspace V,,, for the largest m occurring, so that we thus 
decompose V as V,, _L W with A”’ + iW = 0. 
Suppose now that B : V + V is self-adjoint and commutes with A. Let 
B, : W + W be the map given by applying B on W and then projecting 
orthogonally back to W. It is easy to see that B, is self-adjoint and commutes 
with the restriction of A to W. I claim that B is determined by B, together 
with the vector Bx,. To see this, it is enough to show that B = 0 when B, = 0 
and Bx, = 0. Certainly these conditions imply Bx, = BA’x, = A’Bx, = 0 for 
all i. But for w in W, the fact that B, = 0 tells us that Bw is in V,,,, and the 
factthatO=(w,Bx,)=(B~,r~)foralli tellsusthat Bw=O. 
Conversely, if we are given any vector y in V and any self-adjoint 
B,: W + W commuting with the restriction of A, then we can define a map 
B by Bxl = A’y and Bw = B,w +Qw, Bxi)x,,_,. Using the fact that A”“iy 
= 0, we can verify that this B is self-adjoint and commutes with A. 
If we wished, we could now split another summand from W and proceed 
recursively to reach a full description of the possible B. All we need, however, 
is the dimension. Our analysis shows that the dimension of the space of B 
commuting with A on the whole space V is found by adding the dimension of 
V to the dimension of the B, commuting with A on W. The dimension of V 
is the sum of the degrees of the invariant factors, d, + d,_ I + . . . + cl,. Since 
we chose m maximal, we know by induction that the commutant dimension 
for A on W is d,_,+2d,_, + . . . + (r - 1)d i. Adding, we get the formula 
we want. l 
There is a nominally more general result that is actually a simple conse- 
quence of this theorem. 
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COROLLARY 3. Let T: V + V be any linear map, and let T * be its 
udjoint. Let d, < . < d T be the degrees of the invariant factors. Then the 
self-adjoint maps B satisfying BT = T *B form a space of dimension 
d, +2d, , + . . . + rd,. 
Proof. As the conditions on B again are linear, we may again assume 
that the field is algebraically closed. It is possible then to find a nondegener- 
ate inner product for which T is self-adjoint: we make the T-primary 
subspaces orthogonal, and on the space where T - a i I is nilpotent we take a 
cyclic decomposition and use basic inner products like that on V,, above. Now 
we can write this new inner product in terms of our original one as (Px, y) for 
some invertible self-adjoint P. Then (PTx, y) = (Px, Ty) = (T *Px, y) for all x 
and y, and hence PT = T *P. More generally, PS = S *P is the condition 
satisfied by all maps S that are self-adjoint with respect to the new inner 
product. Theorem 2 thus gives us the dimension of the space of all S 
satisfying PS = S*P and TS = ST. But setting B = PS gives us a bijection of 
this space onto the space of all B satisfying B * = B and BT = T *B. n 
For real symmetric matrices, Theorem 2 was noted by Chan and Lim [2], 
and it was generalized by Radjavi [5] to symmetric matrices over formally real 
fields. Of course in these cases the computation is shorter, because the 
matrices are all semisimple. Actually, careful reading reveals that one of the 
last papers by Frobenius [3] includes a quite different proof of Corollary 3 (for 
transposes), though the result is not explicitly singled out as a theorem. 
Frobenius observed that an arbitrary B satisfying the relation BT = T”B 
could be split into a symmetric part and a skew part, both satisfying the 
relation; he proved that the dimension of the symmetric solutions is dim( V ) 
plus the dimension of the skew solutions; and he showed that the dimension 
of all solutions is the same as the dimension of all matrices commuting with T, 
a dimension that he had determined many years earlier. 
COROLLARY 4. Let A be u self-adjoint map on a space of dimension 
n 2 3. Let %?(A) be the space of self-adjoint maps commuting with A. 
(a) A is a scaZar XI iff dim%(A) = n( n + 1)/2. 
(b) A has the form R + XI with R of rank one iff 
dim%‘(A)=(n2-n+2)/2. 
(c) In nil other cases, dim%‘(A) < ( n2 - n + 2)/2. 
Proof. We know dim%(A)= d, + . . . + rd, with d, + . . . + d, = n 
and d,< ... < cl,.. In any such partition of n, we can obviously increase the 
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value of d,+ ... + rd, by taking the first d, that is larger than 1 and 
splitting it into two pieces. Thus the largest possible dimension is the value 
n( n + 1)/2 obtained when all d i are 1; this corresponds to A = XI. The next 
largest dimension is 2 + 2 + 3 + . . . + (n - 1) = ( n2 - n + 2)/2, obtained when 
d r is 2 and all other d i are 1. Since n > 2, this condition on the d i forces the 
eigenvalues of A to be in the base field, and A must be a scalar plus a map of 
rank one. In all other cases, the dimension will be smaller. n 
2. TRANSFORMATIONS PRESERVING RANK-ONE-PLUS-SCALAR 
THEOREM 5. Let T be an invertible linear transformation on selfudjoint 
mappings (in dimension n > 3). Assume that T sends the set of rank-one- 
plus-scalar maps into itself. Unless the dimension is 3 and the base field is 
z/32, then T has the form 
T(A) = rPAP* + f(A)Z, 
where f is a linear function and P is an invertible linear map with PP* 
scalar. 
Proof. Before we begin the detailed argument, it may be helpful to 
observe that for n = 2 the theorem fails completely: every 2 X 2 real symmet- 
ric matrix is rank-one-plus-scalar. For n >, 5, on the contrary, the proof will 
run very smoothly. The theorem will also be true for the “borderline” 
dimensions 3 and 4, but the (relative) commonness of rank-one-plus-scalar 
maps in these dimensions will require several supplementary arguments. We 
can at least observe that (for n > 2) the sum of two maps of rank one cannot 
be a nonzero scalar, and hence a decomposition of a mapping into rank-one- 
plus-scalar will be unique when it exists. 
LEMMA 6. The map T(Z) is a scalar. 
Proof. If not, we have T(Z) = cl + R, with R, of rank one. For every R 
of rank one we similarly have T(R) = f(R)Z + U(R) with U(R) of rank < 1. 
Then R,+U(R)=T(Z)-cZ+T(R)- f(R)Z=T(Z+R)- {f(R)+c}Z is 
rank-one-plus-scalar. But R, + U(R) has rank at most 2. When n > 4, we see 
then at once that R, + U(R) cannot involve a nontrivial scalar summand 
(because a nontrivial scalar added to a map of rank < 1 gives a sum of rank at 
least n - 1). Hence R, + U(R) must have rank < 1, and consequently U(R) 
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must be a multiple of R, (this is clear from the explicit form of rank-one 
self-adjoint maps given in Lemma 1). Thus all T(R) must lie in the span of Z 
and R,. But there are too many independent R for this to happen, and so the 
lemma is proved for n > 4. 
When n = 3, we must allow for the possibility that R,, + U(R) is a 
nontrivial scalar plus a map of rank one. But by Lemma 1, this can happen 
only when R, + U( R ) is a scalar times the projection onto part of an 
orthogonal basis. This condition cannot hold also for R, + U(aR) when (Y is a 
scalar, (Y f 0,l. Hence U( aR) must be a multiple of R,,, and the same then is 
true of U(R). Thus we are back in the previous situation. n 
Let us now choose an orthogonal basis e, of V. (This basis will not be 
changed during the proof.) Let Ei be the rank-one map (. , e,)ei, and for i < j 
let E, j be the rank-one map (. , e, + ei)( e, + ej). It is simple to compute then 
that (1 - s)E, + ( s2 - s)Ei + sEi j has rank one. In particular, 2E, + 2Ej - E, j 
has rank one. Let F, be the rank-one map for which T(E,) - F, is scalar, and 
similarly let F, j be the one for which T( Ei j) - F, j is scalar. 
LEMMA 7. The F, and Fij are all independent. 
Proof. We have I = C( e,, ei) iEi, and this is the only linear relation 
among the Ei, E, j, and I. We know by Lemma 6 that T(Z) is a multiple of I. 
Applying the invertible transformation T, we see that there is some one linear 
relation among Z and the F,, while the F, j are independent of them. What we 
must show, therefore, is that the linear relation is not just a relation among the 
F,. We do know (by applying T- ‘) that any relation among them must 
involve them all. 
Suppose first that n = 3. As we noted before, two independent self-adjoint 
maps of rank one cannot have a sum of rank one. Hence an expression 
CX, F, + a,F, can never equal - CY~ F3 with all (Y, nonzero. 
Suppose next that n > 5. Then 2Fi + 2 Fj - F, j has rank at most 3, and 
must be rank-one-plus scalar, so it is rank one. Hence F, j( V) c F,( V ) + F,(V), 
and thus all F, j( V) lie inside CF,( V ). If the F, are dependent, this is a proper 
subspace of V. But the F, and Flj then give [ n( n + 1)/2] - 1 independent 
self-adjoint maps with image in a proper subspace of V, and that is more than 
is possible (move to the algebraic closure to check this). 
Finally, suppose n = 4. If the F, are dependent, then F,(V)+ F,(V) must 
equal F,( V )+ F4( V) and have dimension 2. There are three independent 
maps among the F,, and hence they span all the self-adjoint maps with range 
in CFi(V). Hence Fij does not have range in that space. Therefore 2F, + 2Fj 
- F, j, which is rank-one-plus-scalar, cannot have rank one. By Lemma 1, 
then, Fi( V)+ Fj( V) has a nondegenerate orthogonal basis, and F, j( V) is 
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orthogonal to it. But the FEj then give six independent self-adjoint maps with 
range in the 2dimensional orthogonal complement of CFi(V), and that is 
more than is possible. n 
We can define a unique linear function f so that T( Ei) = F, + f( E, )I and 
Z’(E,j) = Ftj + f(Eij)Z. Let us then define T,(A) = T(A) - f( A)Z. The last 
lemma shows that T, is still invertible, as T,(Ei) = F, and T,(E,j) = Fij. 
Obviously Tr still sends the set of rank-one-plus-scalar maps into itself. It will 
be enough now to show that T,(A) has the form TPAP * with PP * scalar. 
LEMMA 8. We have Fij(V)c Fi(V)+Fj(V). 
Proof. By Lemma 1, we can write F, = ri( -, x)x. By Lemma 6, we 
know T,(Z) is a scalar. Since C(e,, ei)-‘Ei = I, we see from Lemma 1 that the 
J; are an orthogonal basis of V. Suppose now that Fij(V) is not c F,(V)+ 
Fj(V). Write Fij = r( -, v)u with u = cif; + cjh + w and w f 0 orthogonal 
to f; and 4. We know 2Fi + 2Fj - F,j must be rank-one-plus-scalar, and this 
already shows the supposition is impossible if n > 5. 
Say now n = 4, with base field different from z/32. We know that 
sEij+(l-s)Ei+(s2-.s)Ej hasrankoneforall s,andhencesFij+(l-s)F, 
+ ( s2 - s)Fj is rank-one-plus-scalar. The supposition on F, j implies that for 
s + 0,l this expression is not of rank one, and hence it is of rank 3 and (by 
Lemma 1) is a multiple of the projection on the 3dimensional span of f;, fi, 
and w. But for different s these expressions are not proportional, and hence 
again the supposition is impossible. 
Say next that n = 4 and the base field is z/32. Our map Z’r is a bijection, 
and it takes the rank-one-plus-scalar set into itself. By finiteness, then, it takes 
that set onto itself, and T; 1 also preserves that set. We know by the 
argument in the last paragraph that - Fi j + 2F, + 2Fj = - (F, j + F, + Fj) is a 
multiple of a projection onto the span of f;, fj, w, and we can complete 
f;, f;, w to an orthogonal basis of V. Our previous analysis applied to TrP ’ 
shows then that T,‘( F, j) has the form aE + PI, where E is a projection onto 
a vector orthogonal to e, and ej. But this is impossible, as T;‘( Fij) = Eij. 
Finally, say that n = 3. We can change the one remaining fk (for k z i, j) 
by a scalar, and so we may assume w = fk. We know c, and cj are not both 
zero, since Fij cannot be dependent on Fk. The situation is essentially 
symmetric in i and j, and so we may assume ci f 0. The rank-ont-plus-scalar 
condition says that for each constant s there is some d(s) for which 
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has rank at most one. Writing out this condition in the basis A, 4, fk, we find 
that the matrix 
must have rank < 1. Computing the 2 X 2 minor for rows 1,3 and columns 
2,3, we get 0 = s2r2c,cj(f;, f;)d(s), so d(s)c, = 0 for s # 0. 
Suppose first that cj = 0. The minor for rows 2,3 and columns 1,2 shows 
that (s2 - s)rj(fi, fi)+ d(s) = 0. Taking this value for d(s) and using it to 
compute the minor for rows 1,3 and columns 1,3, we get an equation of the 
form 
O=s(l-s)[ - s2rj2( 4,4)‘+ lower degree in s . 1 
As we have ruled out Z/3h (and characteristic 2), our base field contains at 
least 5 different elements, and hence this nontrivial equation of degree 4 
cannot hold for all s. 
Thus ci must be nonzero, and hence d(s) is zero for all s # 0. But then 
the minor for rows 2,3 and columns 2,3 gives 0 = s(s2 - s)m;( fi, f,)( fk, fk), 
which will not be true for s f 0,l. Thus this last case is also settled. n 
LEMMA 9. There exist h # 0 and invertible Q with Q*Q scalar such that 
bQ*T1(Ei)Q = Ei and bQ*T1(E1,)Q = Eli for all i. 
Proof. We know by Lemma 8 that Fij = rij( -, ~~~~~~~ with vlj a combi- 
nation of f; and 4. It must involve them both, since F,, Fj, and F,j are 
independent. We can multiply oij by a constant (adjusting rij accordingly), 
and so we may assume vi j = f; + c, jfi for i < j. Consider now SF, j + (1 - s)F, 
f(s2- s)Fj, which is rank-one-plus scalar. Its range has dimension at most 2, 
so for n 2 4 it must be of rank one. When n = 3, the only other possibility is 
that this map is a scalar times the projection on the span of f; and 4; and it 
can’t be that, because the projection is a combination just of F, and Fj. Thus 
the map always has rank one. 
Writing down the condition that the values of this map on f; and & be 
dependent, we get the equation 
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Canceling the factors (fi, A)( fi, fi)s( 1 - s), we see that for s f 0,l we have 
0 = S( rirj - ri,rj)+ rsrijc; - rirj. 
If our base field is not Z/32, then we have more than two possible values of s 
here, and we get r, rj = 7; jrj and r, ri jet = r, rj. As all the rk are nonzero, we 
deduce r, = rij and rj = rijc$ If our base field is E/32?, then the only value 
available for s is - 1, but on the other hand we must have c,“I = 1, so the 
equation is rirj + r,r,j + rijrj = 0, for which the only nonzero solutions in 
h/3Z are 1; = rj = 1; j. Thus in all cases we have 
ri = r, j and rj = r,jc:. 
Now we define our invertible Q: V + V by QeI = f, and Qej = cljf; for 
i > 1; to simplify the notation, let us set cl1 = I. We have (Q*f;, ej)= 
(f;,Qej)=(f;,c,jfr)=clisij(f;‘f;)’ and thus 
(f f) 
Q*f;=Cli(ei,ei. 
From this we get 
Q*Qei = Q*cl,f; = cf,Eei 
I) I 
But C(e,, e,)-‘E, = I, so C(e,, e,)-‘F, is a scalar. That is, C(e,, ei) -‘ri( -, f;)f; 
is a scalar. By Lemma 1 this implies that r,( f;, t)/(e,, e,) is independent of i, 
say = d. Thus Q*Q = (d/r)l. 
We now have 
= SikCli7;(f;, f;)Cl,(f;~ f;)Cei> ei> lei 
= Sikrr lri’( f;, f; 1°C e,,e, > “(e, ) e, 1 ei 
=r ‘d 26ike,, I 
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and thus 
r,11r2Q*T1( E,)Q = E, 
.4 similar computation shows that 
r,cl ‘Q*T,(E,,)Q = E,i. n 
The operation ?‘a( A) = hQ*T,( A )Q wi o course still preserve the rank- 11 f 
one-plus-scalar maps. Our proof then will be complete as soon as we establish 
the following lemma. 
LEMMA 10. Suppose the invertible Tz preserves the rank-one-plus-scalar 
matrices. Assume also that T,(E,) = E, and T,( E,,) = E,, for all i, while all 
TJ E, j) have runk one. Then T, is the identity (except over Z/32 when 
n = 3). 
Proof. Let F, j now denote T,( Elj). We can repeat the computation of 
Lemma 9 for this Tz. As E, = F,, we can take f; = e,, with r, = 1. Then each 
r,j=l,and F,j=(-,v,j)v,jwithv,j=e,+c,je,a~~dc,~=rj/r,j=1.Ifallc,j 
are 1, then each Fij equals E,,, and T2 is indeed the identity. Thus we just 
need to rule out the possibility that c,] = - 1. We know at least that cij = 1 
for each j. 
Suppose therefore that some clj = - 1. Here of course i < j, and by 
assumption ifl. The map T,(E,/) is (-,ei-ej)(ei-ej)= -Eij+2E,+ 
2E i. Consider then the map 
E=( --,se,+e,+ej)(se,+ei+ej) 
zz SE,, + sEIj - SE, - SE, + (s2- 2s)E, + Eii. 
Clearly T2( E) = F is an expression of nearly the same form, except that E, i is 
replaced by T,( E, j). Explicitly, we have 
F(e,)= s2(e,,e,)el+ s(eI,el)ei + s(e,,e,)e,, 
F(e,)=s(e,,e,)e,+(e,,e,)e,-(e,,e,)e,, 
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Now F must be rank-one-plus-scalar. Say first n > 4. As F is clearly not a 
multiple of the projection on the span of e,, e,, ej, the scalar must be zero, 
and F must have rank one. But for s = 1, the images F( el ) and F( ei) are 
independent, and thus we have a contradiction. 
Say finally that n = 3. The supposition then is that for each s there is 
some d(s) so that the matrix 
I 
s2(el,el) - d(s) de,, eI> dell eI> 
S(eL7ei> (ei,e,> - d(s) - ( e, ) ei ) 
s(ej, ej) - (ej, ej) (ej,ej)-d(s) I’ 
has rank at most one. Taking the minor for rows 1,2 and columns 2,3, we get 
- 2s(e,,e,)(e,,e,)+d(s)s(ei,e,)= 0, or d(s)= 2(ei,e,) for s # 0. Using this 
value and taking the minor for rows 1,2 and columns 1,2, we get 
- 2s2(e,, e,)(e,, e,)+2(e,, ei)2 = 0, or s’(e,, e,) = (e,, ei). But as our field has 
more than 3 elements, there is more than one nonzero value of s2, and thus 
the conditions cannot hold for all s. Hence indeed c, j = 1, and the proof is 
complete. n 
REMARK. Theorem 5 is indeed false for 3 X 3 matrices over Z/32. We 
can check this on the usual inner product Lriyi, where our self-adjoint maps 
are the usual symmetric matrices. It is easy to see that there are exactly 26 
symmetric 3 ~3 matrices of rank one over Z/32; in the notation of the 
previous proof, they are given by 
4, 42, 2E, +2E, - E,,, 
E,,+E,,+E23-El-E2-E3, 
E, + E, + E,, - El3 - E,,, 
together with the maps derived from these by permuting indices and by 
multiplying by - 1. Let T be the map that changes the sign in the (2,3) and 
(3,2) entries. It is easy to check directly that this T takes each rank-one matrix 
to rank-one-plus-scalar; the most complicated case is 
T( E,, + E,, + %.s - E,-E2-E3)=E12+E13-Ez1+E2+E3-El 
= (E,, + E,, - E, - E, - Es) - 1. 
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Obviously also T( Z ) = I. Yet T cannot have the form T(X) = rPXP * + f( X )Z. 
Indeed, when X = Ei or X = E,,, both T(X) and rPXP* have rank one, and 
hence f is zero on Ei and E,,. These are a basis, so f must be identically 
zero. But T(X) cannot have the form rPXP*, because the case we just 
computed is one where X has rank one but T( X ) does not have rank one. 
3. TRANSFORMATIONS PRESERVING COMMUTATIVITY 
THEOREM 11. Let T be un invertible linear trunsformation on self-ad- 
joint mappings (in dimension n > 3). Assume that T(A) and T(B) commute 
whenever A and B commute. Then T has the form 
T(A) = #AZ’* + f( A)Z, 
where f is a linear function and P is an invertible linear mclp with PP* 
scuklr. 
Proof. Since T(Z) must commute with all maps, we see by Corollary 4 
that T(Z) is a multiple of 1. If A has rank one, then A has the next-largest 
size of commutant; since the cornmutant of T(A) is at least that large [and 
T(A) cannot be a multiple of I], we see that T(A) must be rank-one-plus- 
scalar. Theorem 5 thus implies the current theorem except when n = 3 and 
the field is z/32. But since our hypothesis here is much stronger than in 
Theorem 5, we can easily rule out the exceptions needed there. The exception 
arose first in proving F, j( V) c F,(v) + F,(v) (Lemma 8); we can establish that 
result here, because F, j must commute with the remaining F,. The only other 
place where the exception arose was in Lemma 10. But under our current 
hypothesis we can easily show here that FS must be E, rather than 
2E, + 2E, - E,; for E,, + E,, + E, commutes with E,, + 2E,,, while E,, + 
E,, + (2E, + 2E, - E,,) does not. n 
The proof of the exceptional case here follows the argument in Radjavi [5]. 
Obviously Theorem 11 in all cases could be proved in that way, and thus 
Theorem 11 is not so deep a result as Theorem 5. 
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