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Resumen. Se introducen los hiperreales por medio de la llamada cons-
truccio´n del ultrafiltro. Se parte del concepto conjuntista de hiperextensio´n,
para mostrar luego las ventajas que la Lo´gica proporciona al estudio de los
hiperreales. Se realiza, as´ı mismo, una aplicacio´n de la teor´ıa obtenida al
estudio de la continuidad y la diferenciabilidad de las funciones univaria-
das reales. Tambie´n se trata brevemente la convergencia de las sucesiones de
nu´meros reales con ayuda de los inﬁnitesimales.
Abstract. We present a construction of the hyperreals by means of ul-
traﬁlters. We depart from the set-theoretic concept of hyperextension and
then show the beneﬁts provided by Logic to the study of hyperreals. Furt-
hermore, we perform an application of the theory to the study of continuity
and diﬀerentiability of real univariate functions. In this framework, we brieﬂy
discuss the convergence of sequences of real numbers.
La mo´nada, de la que hablaremos aqu´ı, no es otra cosa que una substancia
simple, que forma parte de los compuestos; simple, es decir, sin partes.
. . .
Se sigue de lo que acabamos de decir que los cambios naturales de las mo´nadas
vienen de un principio interno, puesto que una causa externa no puede inﬂuir
en su interior.
W. G. Leibniz en la Monadolog´ıa.
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Introduccio´n
Cavalieri, Mengoli, Roberval y muchos otros son˜aron los indivisibles, ver-
sio´n temprana de los inﬁnitesimales, durante la primera mitad del siglo XVII.
En la segunda mitad de este grandioso siglo del ca´lculo inﬁnitesimal, Leib-
niz y Giovanni Bernoulli, en el continente, y Newton con su escuela, en In-
glaterra, sacaron ventajoso provecho de los “inﬁnitamente pequen˜os”. Sin
embargo, durante los dos siglos siguientes, los inﬁnitesimales fueron desapa-
reciendo lentamente de las matema´ticas, al punto de que Cauchy, Bolzano
y Weierstrass, entre otros, los dejaron totalmente por fuera de la rigurosa
formalizacio´n del Ana´lisis decimono´nico. Algunos atribuyen esta reaccio´n a
las diﬁcultades te´cnicas y teo´ricas, como por ejemplo, a la pe´rdida de la
propiedad arquimediana. A pesar de esto, el inconsciente matema´tico se em-
pen˜aba en revivir su antiguo suen˜o. As´ı lo dejan ver algunos trabajos, no muy
bien acogidos por cierto, de du Bois-Reymond y de Hadamard. No olvidemos
tampoco que Fe´lix Klein fue un gran defensor de la utilidad dida´ctica de los
inﬁnitesimales.
A partir de 1930, los trabajos de Skolem abrieron la posibilidad de ex-
tender rigurosamente los reales (de varias maneras) mediante la adjuncio´n
de nuevos elementos. Dichos elementos comprend´ıan nu´meros ma´s grandes
que cualquier entero y nu´meros positivos menores que el inverso de cualquier
entero positivo. Con ello, nac´ıa un nuevo ca´lculo inﬁnitesimal. En el marco de
sus investigaciones sobre anillos de funciones reales, Edwin Hewitt bautizo´ en
1948 a estos nu´meros con el nombre de hiperreales. En 1955, Jerzy  Los´ de-
mostro´ que dichos cuerpos ten´ıan todas las propiedades de una extensio´n
9elemental de los reales. A comienzos de los an˜os 1960, Abraham Robinson,
en la l´ınea de Hewitt, afronta el problema con ayuda de la Teor´ıa de Modelos
y desarrolla su famosa construccio´n de los ultraproductos. Estas teor´ıas se
enmarcan ya dentro del llamado Ana´lisis no-esta´ndar. La teor´ıa de Robinson
encontro´ luego una generalizacio´n axioma´tica en la Teor´ıa de Conjuntos In-
ternos de Edward Nelson. En ella, se agregan tres nuevos axiomas a la teor´ıa
de Zermelo-Fraenkel. Y la explosio´n de resultados continu´a hasta nuestros
d´ıas. Reconocemos que no somos expertos en el tema y dejamos el recuento
histo´rico en este punto. Por cierto, los u´ltimos an˜os han visto la publicacio´n
de varios textos elementales de Ca´lculo que usan sin remordimiento a los
inﬁnitesimales.
Como toda teor´ıa nueva en las matema´ticas, el Ana´lisis no-esta´ndar ha
tenido sus oponentes. Las cr´ıticas vienen de dos direcciones. Por un lado, se
critica la complejidad del aparato lo´gico que lo soporta; por otro, se critica su
ensen˜anza. En nuestra humilde opinio´n, la construccio´n de Robinson es na-
tural, pues desde sus or´ıgenes el Ca´lculo ha querido ser lo que su etimolog´ıa
sugiere: una ciencia de los nu´meros, una “aritme´tica”. La construccio´n es,
adema´s, “cano´nica”, pues tiene los mismos ingredientes que las construccio-
nes de los sistemas nume´ricos usuales. Adema´s de esto, ofrece una alternativa
de simpliﬁcacio´n a los argumentos de tipo e´psilon-delta. Creemos as´ı mismo
que estas observaciones respaldan la posicio´n de Klein sobre su utilidad que
un enfoque inﬁnitesimal reporta a la ensen˜anza. Sin duda alguna, el asunto
de la ensen˜anza del Ana´lisis no-esta´ndar merece muchas otras reﬂexiones que
nos apartar´ıan de los objetivos que nos hemos propuesto.
En este trabajo de grado se presenta una construccio´n de los hiperrea-
les que no quiere ser tan elemental como para un primer curso de Ca´lculo,
pero que tampoco pretende alcanzar las alturas del estado del arte sobre la
materia. Se busca simplemente contar una historia accesible a estudiantes de
u´ltimos semestres de pregrado en Matema´ticas. Nuestro punto de partida ha
sido la presentacio´n de Henson (1997), que es bastante ﬂexible en cuanto a
prerrequisitos de Lo´gica y Teor´ıa de Conjuntos. Adema´s del libro imprescindi-
10
ble de Robinson (1960), consideramos la construccio´n del ultraﬁltro dada por
Keisler (2010) y el conocido libro de Takeuchi (1988). A los escritos funda-
cionales de Newton y Leibniz, agregamos la presentacio´n histo´rica de Hairer
y Wanner (2008). Para el estudio de los temas de Ana´lisis en el Cap´ıtulo 5,
seguimos las ideas de Goldblatt (1998).
En el primer cap´ıtulo se deﬁne con conjuntos la nocio´n de hiperexten-
sio´n de un conjunto no vac´ıo. El segundo cap´ıtulo esta´ dedicado a probar
la existencia de tales hiperextensiones. Para ello, se usa el ultraproducto de
Robinson sin entrar en mayores detalles sobre los ultraﬁltros. En el tercer
cap´ıtulo se reescriben los resultados de los dos primeros en te´rminos del len-
guaje ma´s apropiado y transparente de las fo´rmulas lo´gicas de primer orden.
El cuarto cap´ıtulo esta´ dedicado a aplicar la teor´ıa anterior a la construccio´n
del sistema de nu´meros hiperreales. En este cap´ıtulo se desarrollan concep-
tos ya conocidos de una manera nueva (o sea, distinta a la presentada en las
referencias conocidas). Ellos tienen que ver con la construccio´n de los inﬁni-
tesimales y los inﬁnitos. En el quinto y u´ltimo cap´ıtulo se estudian algunos
temas ba´sicos de Ca´lculo en el lenguaje de los hiperreales. Ellos comprenden
las funciones continuas, las funciones diferenciables y las sucesiones. Al ﬁnal,
se esbozan algunas conclusiones sobre lo aprendido durante la elaboracio´n de
este trabajo.
Agradecemos al profesor Arnold Oostra por sus asesor´ıas y motivacio´n.
CAPI´TULO 1
Hiperextensiones
Quae de curvis lineis deque superficiebus comprehensis demonstrata sunt,
facile applicantur ad solidorum superficies curvas & contenta.1
I. Newton en sus Principia, libro I, seccio´n I, Lema XI, escolio.
La cita de Newton que introduce este cap´ıtulo inicial puede entenderse en
el sentido de que el ca´lculo en varias variables (es decir, en Rn) se desprende
sin mayores complicaciones del ca´lculo en una sola variable real. En relacio´n
con esto, nuestro propo´sito inicial consiste en extender un conjunto abstracto
de tal manera que la extensio´n resultante preserve la “estructura de primer
orden” del conjunto de partida. Esta estructura comprende subconjuntos y
funciones en todos los productos cartesianos ﬁnitos. Veamos.
1.1. Definicio´n
Sea X un conjunto abstracto no vac´ıo. Una hiperextensio´n de X es un
par (∗X, h) donde ∗X es un conjunto no vac´ıo y h es una inyeccio´n graduada
con las caracter´ısticas que se especiﬁcan enseguida.
1. . . those things which have been demostrated of curve lines, and the surfaces they
comprehend, are easily applied to the curve surfaces and contents of solids.
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1. Para cada grado n ∈ N, se tiene una aplicacio´n inyectiva de conjuntos
de partes hn : P(X
n) →֒ P((∗X)n). Si A ⊆ Xn, escribimos hn(A) =
∗A ⊆ (∗X)n. En el grado cero se asume X0 = (∗X)0 = ∅ y la aplicacio´n
queda deﬁnida por h0(∅) = ∅.
2. Para cada n ∈ N, hn deﬁne un monomorﬁsmo (homomorﬁsmo inyecti-
vo) de a´lgebras de Boole de (P(Xn),∪,∩,c ) en (P((∗X)n),∪,∩,c ). Es
decir, si A,B ⊆ Xn, entonces ∗(A∪B) = ∗A∪∗B, ∗(A∩B) = ∗A∩∗B
y ∗(Ac) = (∗A)c.
3. Para cada n ∈ N, hn preserva las diagonales ba´sicas. Es decir, si 1 ≤
i < j ≤ n y D es la diagonal {(x1, x2, . . . , xn)|xi = xj} ⊂ Xn, entonces
∗D = {(x1, x2, . . . , xn)|xi = xj} ⊂ (∗X)n.
4. Para cada par m,n ∈ N, la aplicacio´n producto hm × hn es compati-
ble con hm+n por medio de las idenﬁcaciones usuales de los productos
cartesianos
P(Xm)× P(Xn) hm × hn> P((∗X)m)× P((∗X)n)
P(Xm+n)
∨
∧
hm+n
> P((∗X)m+n).
∨
∧
Con precisio´n, si A ⊆ Xm, B ⊆ Xn, es l´ıcito escribir ∗(A × B) =
∗A× ∗B.
5. Para cada n ∈ N, la proyeccio´n πn, que omite la u´ltima coordenada, se
preserva o es compatible con hn+1, hn. En concreto, el siguiente diagra-
ma conmuta.
P(Xn+1)
πn
> P(Xn)
P((∗X)n+1)
hn+1∨ ∗πn
> P((∗X)n).
hn∨
Es decir, si A ⊆ Xn+1, entonces ∗(πn(A)) = ∗πn(∗A).
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1.2. Consecuencias para los subconjuntos
Observemos primeramente que la condicio´n de homomorﬁsmo sobre el
complemento se puede cambiar por otra equivalente sobre la diferencia de
conjuntos.
Proposicio´n 1.1. Para cada grado n, ∗(A−B) = (∗A− ∗B).
Demostracio´n. Si A,B ∈ Xn, entonces
∗(A−B) = ∗(A ∩ Bc) = ∗A ∩ ∗(Bc) = ∗A ∩ (∗B)c = ∗A− ∗B.
El orden de la inclusio´n tambie´n se preserva.
Proposicio´n 1.2. Para cada grado n, A ⊆ B ↔ ∗A ⊆ ∗B.
Demostracio´n. Si A,B ⊆ Xn y A ⊆ B, entonces A = A ∩ B. Al aplicar hn,
∗A = ∗A∩∗B, o sea, ∗A ⊆ ∗B. La implicacio´n en la otra direccio´n se obtiene
con las ima´genes inversas.
Notemos igualmente que la inyectividad de las aplicaciones se puede rem-
plazar por una condicio´n algebraica equivalente.
Proposicio´n 1.3. En la definicio´n de hiperextensio´n, usemos la palabra ho-
momorfismo en lugar de monomorfismo. Para cada grado n ∈ {0} ∪ N,
hn es inyectiva ↔ kerhn = {∅}.
Demostracio´n. De izquierda a derecha, tenemos
∗∅ = ∗(∅ − ∅) = ∗∅ − ∗∅ = ∅.
Como hn es inyectiva, kerhn = {∅}.
Supongamos ahora que el u´nico elemento en el kernel es el conjunto vac´ıo.
Resta pues, considerar ∗A = ∗B 6= ∅. Por la proposicio´n anterior,
∗A ⊆ ∗B, ∗B ⊆ ∗A↔ A ⊆ B,B ⊆ A↔ A = B 6= ∅.
De este modo, hn es inyectiva.
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Algo similar sucede con los universos.
Proposicio´n 1.4. Para todo grado n, ∗(Xn) = (∗X)n.
Demostracio´n. El caso n = 0 es evidente. Si n = 1, ∗(X1) = ∗X = (∗X)1.
Para los dema´s naturales, la tesis se logra por induccio´n, usando la condicio´n
4 de la deﬁnicio´n:
∗(Xn) = ∗(Xn−1 ×X) = ∗(Xn−1)× ∗(X) = (∗X)n−1 × (∗X) = (∗Xn).
Para los unitarios se tiene lo siguiente.
Proposicio´n 1.5. h1 env´ıa conjuntos unitarios en conjuntos unitarios.
Demostracio´n. Sea x ∈ X. As´ı, ∗{x} 6= ∅. Sea ∆ la diagonal {(u, u)|u ∈ X}
y escribamos {x} × {x} = {(x, x)} ⊆ △. En virtud de la deﬁnicio´n y la
Proposicio´n 1.2,
∗{x} × ∗{x} ⊆ ∗△.
Esto es, ∗{x} es unitario.
Esta proposicio´n sugiere la notacio´n ∗{x} = {∗x}, donde h1(x) = ∗x.
Este hecho se generaliza sin diﬁcultad.
Proposicio´n 1.6. En cada grado n ≥ 1, hn env´ıa unitarios en unitarios. Es
decir, si x1, x2, ..., xn ∈ X, ∗{(x1, ..., xn)} = {(∗x1, ..., ∗xn)}.
Demostracio´n. De las proposiciones anteriores y la condicio´n 4, obtenemos
∗{(x1, ..., xn)} = ∗ ({x1} × ...× {xn})
= ∗ {x1} × ...× ∗{xn}
={∗x1} × ...× {∗xn}
={(∗x1, ..., ∗xn)}.
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Proposicio´n 1.7. Para cada A ⊆ Xn y x1, ..., xn ∈ X,
(x1, ..., xn) ∈ A↔ (∗x1, ..., ∗xn) ∈ ∗A.
Demostracio´n. Claramente,
(x1, ..., xn) ∈ A↔{(x1, ..., xn)} ⊆ A
↔∗ {(x1, ..., xn)} ⊆ ∗A
↔{(∗x1, ..., ∗xn)} ⊆ ∗A
↔(∗x1, ..., ∗xn) ∈ ∗A.
Esta proposicio´n pueden confundir si no se aclara que, en el caso intere-
sante, ∗X es “ma´s grande” que X. Es decir,
•A = {(∗x1, ..., ∗xn)|(x1, ..., xn) ∈ A} ⊆ ∗A.
La igualdad esta´ garantizada para los conjuntos ﬁnitos.
Proposicio´n 1.8. Si A ⊆ Xn, n ≥ 0, es finito, entonces •A = ∗A es finito
y tiene la misma cardinalidad |A| de A.
Demostracio´n. Ciertamente, A es de la forma
|A|⋃
i=1
{(x1, ..., xn)}.
Queremos que una hiperextensio´n ∗X de un conjunto X no sea una sim-
ple copia de e´l. Para precisar estas nociones, diremos que un elemento de
(∗X)m,m ≥ 1, es esta´ndar si es de la forma (∗x1, . . . , ∗xm), para cierto
(x1, . . . , xm) ∈ Xm. Los dema´s elementos, que no tienen esta forma, se lla-
man hiperelementos o, por inﬂuencia del ingle´s, elementos no-esta´ndar.
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Dado que los conjuntos ﬁnitos se preservan por nuestra inyeccio´n gradua-
da, la u´nica esperanza que queda para una hiperextensio´n sea propia des-
cansa en los subconjuntos inﬁnitos. Estas consideraciones nos llevan a decir
que una hiperextensio´n ∗X de X es propia si para todo subconjunto inﬁnito
A ⊆ X, ∗A contiene un hiperelemento de ∗X. En breve, si A es inﬁnito,
•A es un subconjunto propio de ∗A. La existencia de las hiperextensiones
propias sera´ tratada en el pro´ximo cap´ıtulo. Por ahora, asumamos que tales
objetos existen.
Recalquemos que, en cualquier caso, ∗A contiene una copia •A de A. Esa
es la principal consecuencia de esta seccio´n: toda hiperextensio´n, trivial o
propia, ∗X de X contiene copias de todos los subconjuntos de X.
1.3. Consecuencias para las funciones
Para usar nuestra deﬁnicio´n conviene identiﬁcar a las funciones con sus
gra´ﬁcas. Recordemos que si A ⊆ Xm y B ⊆ Xn, la gra´ﬁca de una funcio´n
f : A→ B es el subconjunto Φ de Xm+n tal que:
1. Φ ⊆ A×B.
2. La aplicacio´n Π : Φ → A que omite la componente de B es una pro-
yeccio´n, es decir, es Π(Φ) = A.
3. {((x1, y1), (x2, y2)) ∈ Φ × Φ : x1 = x2} ⊆ {((x1, y1), (x2, y2)) ∈ Φ × Φ :
y1 = y2}.
Con esta aclaracio´n obtenemos el siguiente resultado.
Proposicio´n 1.9. Si A ⊆ Xm, B ⊆ Xn y Φ es la gra´fica de una funcio´n
f : A→ B, entonces ∗Φ es la gra´fica de una funcio´n ∗f : ∗A→ ∗B.
Demostracio´n. En verdad,
1. ∗Φ ⊆ ∗(A×B) = ∗A× ∗B.
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2. Usando la propiedad 5 de la deﬁnicio´n n veces, ∗Π(∗Φ) = ∗(Π(Φ)) =
∗A.
3. {((∗x1, ∗y1), (∗x2, ∗y2)) ∈ ∗Φ× ∗Φ : ∗x1 = ∗x2}
⊆ {((∗x1, ∗y1), (∗x2, ∗y2)) ∈ ∗Φ× ∗Φ : ∗y1 = ∗y2}.
Nota 1.10. Observamos que estamos introduciendo una nueva notacio´n para
las funciones ∗f que aparecen en las ima´genes de la inyeccio´n graduada de
la definicio´n. Esta notacio´n se extiende sin problemas a la gra´fica de esta
funcio´n y a las proyecciones involucradas.
Proposicio´n 1.11. Sean A ⊆ Xm, B ⊆ Xn y f : A→ B una funcio´n. Para
todo (x1, . . . , xm) ∈ A,
(∗f)(∗x1, . . . , ∗xm) = ∗(f(x1, . . . , xm))
Demostracio´n. En nuestro me´todo de trabajo,
(y1, y2, . . . , yn) = f(x1, x2, . . . , xm)↔ (x1, . . . , xm, y1, . . . , yn) ∈ Φ.
Por lo visto ma´s arriba, esto pasa si y so´lo si
(∗x1, . . . , ∗xm, ∗y1, . . . , ∗yn) ∈ ∗Φ↔ (∗y1, . . . , ∗yn) = (∗f)(∗x1, . . . , ∗xm).
A partir de las diagonales simples o ba´sicas de nuestra deﬁnicio´n podemos
construir diagonales compuestas, las cuales se preservan por las hn. Proce-
demos por induccio´n sobre el nu´mero de pares de componentes iguales de la
diagonal. El inciso 3 de la deﬁnicio´n es la validez de nuestra proposicio´n para
k = 1. Supongamos que se cumple para k y consideremos una diagonal del
tipo k + 1:
Dk+1 = {(x1, x2, . . . , xn)|xi1 = xj1 , . . . , xik = xjk , xik+1 = xjk+1}.
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Notemos que Dk+1 = Dk∩D1, donde Dk = {(x1, . . . , xn)|xi1 = xj1 , . . . , xik =
xjk} y D1 = {(x1, . . . , xn)|xik+1 = xjk+1}. Entonces, por la hipo´tesis de in-
duccio´n,
∗Dk+1 = ∗Dk ∩ ∗D1
= {(∗x1, ∗x2, . . . , ∗xn)| ∗ xi1 = ∗xj1 , . . . , ∗xik = ∗xjk , ∗xik+1 = ∗xjk+1}.
Notamos que cada diagonal (simple o compuesta) corresponde, en su sentido
ma´s general, a la eleccio´n de una relacio´n de equivalencia en el conjunto de
ı´ndices {1, 2, . . . , n}.
Proposicio´n 1.12. Si id : A → A es la funcio´n identidad de A ⊆ Xm,
entonces ∗id : ∗A→ ∗A es la funcio´n identidad de ∗A ⊆ (∗X)m.
Demostracio´n. La gra´ﬁca de id es simplemente
D2m = {(x1, . . . , xm, y1, . . . , ym)|x1 = y1, x2 = y2, . . . , xm = ym}.
Por lo que hemos dicho antes,
∗D2m = {(∗x1, . . . , ∗xm, ∗y1, . . . , ∗ym)|∗x1 = ∗y1, ∗x2 = ∗y2, . . . , ∗xm = ∗ym}
es la gra´ﬁca de ∗id.
Esta proposicio´n se puede extender, en cierto sentido u´til, con la ayuda
de una funcio´n σ : {1, . . . ,m} → {1, . . . , n}. Nos interesa la funcio´n cuya
gra´ﬁca esta´ formada por los puntos
(x1, . . . , xn, xσ(1), . . . , xσ(m)) ∈ Xn+m
que toma valores en cierto B ⊆ Xm. Por lo tanto, el dominio de esta funcio´n
es
A = {(x1, . . . , xn) ∈ Xn|(xσ(1), . . . , xσ(m)) ∈ B}
Observemos que la funcio´n identidad id : A → A corresponde al caso
n = m, σ = id : {1, . . . , n} → {1, . . . , n}. Una permutacio´n de las n-uplas
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(x1, . . . , xn) con valores en B corresponde al caso n = m, σ ∈ Sn (gru-
po sime´trico de n letras). Por simplicidad, podemos tomar en estos casos,
A = B = Xn. En general, la gra´ﬁca de fσ : A→ B es Γf =
{(x1, . . . , xn, xn+1, . . . , xn+m)| xn+i = xσ(i), 1 ≤ i ≤ m, (xn+1, . . . , xn+m) ∈ B}
Es decir, es la intersecio´n de una diagonal compuesta con B ⊆ Xm. Por lo
tanto, se preserva por las hn. As´ı hemos probado lo siguiente.
Proposicio´n 1.13. Sea σ : {1, . . . ,m} → {1, . . . , n} una funcio´n. Si fσ :
A → B ⊆ Xm es la funcio´n descrita ma´s arriba, entonces ∗fσ : ∗A → ∗B
realiza las mismas operaciones en ∗A. En particular, el dominio
A = {(x1, . . . , xn)|(xσ(1), . . . , xσ(m)) ∈ B}
se env´ıa a ∗A = {(∗x1, . . . , ∗xn)|(∗xσ(1), . . . , ∗xσ(m)) ∈ ∗B}.
De paso, hemos generalizado lo que sigue. Recordemos que, para m ≤ n,
una proyeccio´n escoge m componentes de cada n-upla de tal manera que los
ı´ndices de la imagen esta´n dispuestos en una sucesio´n ﬁnita no decreciente
(de m te´rminos) con valores entre 1 y n, inclusive.
Corolario 1.14. Sea m ≤ n. El enciso 5. de nuestra definicio´n se cumple
para todas las proyecciones π de n-uplas a m-uplas.
Para ﬁnalizar esta seccio´n, establecemos otros resultados que muestran
co´mo ciertas nociones elementales sobre funciones se llevan a las hiperexten-
siones.
Proposicio´n 1.15. Sea A ⊆ Xm, B ⊆ Xn y C ⊆ Xp. Sean, adema´s f :
A→ B y g : B → C funciones. Entonces, ∗(g ◦ f) = (∗g) ◦ (∗f)
Demostracio´n. Sean Φf ,Φg y Φg◦f las gra´ﬁcas de las funciones f, g y g ◦ f
respectivamente. Consideremos el conjunto
A = {(a, b, b′, c) ∈ Xm+2n+p|b = b′} ∩ (Φf × Φg).
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Entonces, si Π : Xm+2n+p → Xm+p es la proyeccio´n que realiza Π(a, b, b′, c) =
(a, c), entonces Φg◦f = Π(A). De los resultados anteriores, se sigue que
∗A = {(∗a, ∗b, ∗b′, ∗c) ∈ (∗X)m+2n+p| ∗ b = ∗b′} ∩ (Φ∗f × Φ∗g).
Por la proposicio´n anterior,
Φ∗g◦∗f = ∗Π(∗A) = ∗(Π(A)) = ∗(Φg◦f ).
Es decir, ∗(g ◦ f) = (∗g) ◦ (∗f)
Proposicio´n 1.16. Supongamos que A ⊆ Xm, B ⊆ Xn y f : A→ B es una
funcio´n.
(a) f es inyectiva ⇔ ∗f es inyectiva.
(b) f es sobreyectiva ⇔ ∗f es sobreyectiva.
(c) f es biyectiva ⇔ ∗f es biyectiva. En este caso, si f−1 es la funcio´n
inversa de f , entonces ∗(f−1) es la inversa de ∗f .
Demostracio´n. Sean Φf la gra´ﬁca de f y Φ∗f la gra´ﬁca de ∗f.
(a) La condicio´n de inyectividad se puede escribir como {(x, f(x), y, f(y))
∈ Φf × Φf |f(x) = f(y)} ⊆ {(x, f(x), y, f(y)) ∈ Φf × Φf |x = y}. Esta
condicio´n se cumple si y so´lo si {(∗x, ∗f(x), ∗y, ∗f(y)) ∈ Φ∗f ×Φ∗f | ∗ f(x) =
∗f(y)} ⊆ {(∗x, ∗f(x), ∗y, ∗f(y)) ∈ Φ∗f × Φ∗f | ∗ x = ∗y}. Es decir, si ∗f es
inyectiva.
(b) Sea Π la proyeccio´n A×B → B. f es sobreyectiva si y so´lo si Π(Φf ) =
B. Es decir, si so´lo si ∗Π(Φ∗f ) = ∗B. Esto equivale a que ∗f sea sobreyectiva.
(c) Basta aplicar (a) y (b) al mismo tiempo. Ahora, por la proposicio´n
anterior, ∗(f ◦f−1) = (∗f)◦ (∗f−1) = ∗id, donde ∗id : ∗A→ ∗A es la funcio´n
identidad.
Proposicio´n 1.17. Sea f : A ⊆ Xn → Xm una funcio´n. Entonces
(a) Si B ⊆ A, entonces ∗(f(B)) = (∗f)(∗B).
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(b) Si C ⊆ Xn, entonces ∗(f−1(C)) = (∗f)−1(∗C).
(c) Si B ⊆ A, entonces ∗(f |B) = (∗f)|(∗B).
Demostracio´n. Las notaciones f , f−1 y f |B denotan aqu´ı la imagen directa,
la imagen rec´ıproca y la restriccio´n de f a B, respectivamente.
(a) Tenemos que f(B) = {f(x1, . . . , xn)|(x1, . . . , xn) ∈ B}. La condicio´n
se sigue inmediatamente de las proposiciones vistas hasta ahora.
(b) La imagen rec´ıproca o imagen inversa es f−1(C) = {(x1, . . . , xn) ∈
A|f(x1, . . . , xn) ∈ C}. De nuevo, el resultado se sigue de lo anterior.
(c) La gra´ﬁca de la restriccio´n f |B es Φf |B = Φf ∩ (B × Xm). La tesis se
desprende de los resultados anteriores.
Proposicio´n 1.18. Sea f : A ⊆ Xm → B ⊆ Xn una funcio´n definida por
f = (f1, . . . , fn), donde cada fi : X
m → X, 1 ≤ i ≤ n, es una funcio´n
“coordenada”. Entonces, ∗f = (∗f1, . . . , ∗fn).
Demostracio´n. Procedemos por induccio´n sobre n. El caso n = 1 ya esta´ re-
suelto. Supongamos entonces que el resultado se cumple para n = k, o sea,
∗f[1,k] = (∗f1, . . . , ∗fk). Sea
A = (Φf[1,k] × Φfk+1) ∩ {(x, y, x˜, y˜) ∈ Xm+n+m+1|x = x˜},
donde Φfk+1 denota la gra´ﬁca de fk+1 : X
m → X. Con esto, la gra´ﬁca de
f[1,k+1] es
Φf[1,k+1] = Π(A),
donde Π : Xm+n × Xm+1 → Xm+(n+1) es la proyeccio´n
Π(x, y, y2, . . . , yk, x˜, yk+1) = (x, y1, . . . , yk+1), x, x˜ ∈ Xm.
Entonces,
Φ∗f[1,k+1] = (∗Π)(∗A).
Esto signiﬁca que ∗f[1,k+1] = (∗f1, . . . , ∗fk+1).
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Esta seccio´n se puede resumir como sigue. La identiﬁcacio´n usual de A con
•A, nos da pie para decir que toda funcio´n Xm → Xn se extiende natural-
mente a una funcio´n (∗X)m → (∗X)n. Las permutaciones e identiﬁcaciones
de las variables se llevan sin problema a las hiperextensiones. Lo mismo su-
cede con las nociones de composicio´n, inyectividad, sobreyectividad, imagen
directa, imagen inversa o rec´ıproca, restriccio´n y funciones coordenadas, entre
muchas otras.
1.4. Una consecuencia para las relaciones
Las relaciones, en general, se pueden tratar de una forma similar a las
funciones. Con ellas, se pueden estudiar en particular las llamadas “funciones
multivaluadas”.
Proposicio´n 1.19. Sea R una relacio´n, es decir, R ⊆ Xm × Xn = Xm+n.
Fijemos (a1, . . . , am) y consideremos el conjunto
R(a1, . . . , am) = {(x1, . . . , xn) ∈ Xn|(a1, . . . , am, x1, . . . , xn) ∈ R}.
Entonces, ∗(R(a1, . . . , am)) =
{(∗x1, . . . , ∗xn) ∈ (∗X)n|(∗a1, . . . , ∗am, ∗x1, . . . , ∗xn) ∈ ∗R}
= (∗R)(∗a1, . . . , ∗am).
Demostracio´n. Sea (a1, . . . , am) ∈ Xm ﬁjo y (x1, . . . , xn) ∈ Xn variable como
en las hipo´tesis. La Proposicio´n 1.7 implica que (∗a1, . . . , ∗am) ∈ (∗X)m
es ﬁjo y las (∗x1, . . . , ∗xn) ∈ (∗X)n variables. Ahora bien, el conjunto de
todos los elementos (x1, . . . , xn) ∈ Xn que se relacionan con (a1, . . . , am) es
R(a1, . . . , am). Por lo tanto, el conjunto de los elementos (∗x1, . . . , ∗xn) ∈
(∗X)n que se relacionan con (∗a1, . . . , ∗am) sera´ (∗R)(∗a1, . . . , ∗am) =
{(∗x1, . . . , ∗xn) ∈ (∗X)n|(∗a1, . . . , ∗am, ∗x1, . . . , ∗xn) ∈ ∗R}.
1.4. Una consecuencia para las relaciones 23
En el pro´ximo cap´ıtulo enfrentamos la tarea pendiente: probar la existen-
cia de hiperextensiones propias de un conjunto no vac´ıo X.
CAPI´TULO 2
Existencia
By means of Q and D we now define a new first order structure QD, called
an ultraproduct as follows. . .
A. Robinson en Non-Standard Analysis, Chapter II, 2.3.
En este cap´ıtulo demostramos la existencia de hiperextensiones para ca-
da conjunto X 6= ∅. Naturalmente, nos interesa que dichas hiperextensiones
sean propias. Recordemos que la u´nica posibilidad de lograrlo es a trave´s de
los conjuntos inﬁnitos, puesto que la inyeccio´n graduada preserva la cardi-
nalidad de los conjuntos ﬁnitos. Algunos aspectos te´cnicos sobre ultraﬁltros
y ultraproductos no se cubrira´n completamente, sino que se explicara´n y se
tomara´n como supuestos.
La presentacio´n formal detallada de la construccio´n es como sigue. Co-
mencemos por precisar el objeto matema´tico que nos ocupa.
2.1. Definicio´n
SiX es un conjunto no vac´ıo, una hiperextensio´n propia deX es un pareja
(∗X, h) tal que
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1. es una hiperextensio´n de X (es decir, satisface las propiedades 1 a 5 de
la seccio´n 1.1) y
2. para cada subconjunto inﬁnito A de Xn, n ∈ N, se veriﬁca que •A es
un subconjunto propio de ∗A.
Recordemos que •A es la copia esta´ndar de A en hn(A) = ∗A.
2.2. Ultrafiltros
Sea J un conjunto no vac´ıo. Un ﬁltro en J es una coleccio´n no vac´ıa
F ⊂ P(J) que cumple los tres requisitos siguientes:
1. ∅ /∈ F ,
2. si f, f ′ ∈ F , entonces f ∩ f ′ ∈ F y
3. si f ∈ F y f ⊆ f ′ ⊆ J , entonces f ′ ∈ F .
Notemos que siempre J ∈ F . Si se cumple tambie´n que
4. para cada a ∈ P(J), bien a ∈ F , bien ac ∈ F (pero no las dos cosas al
mismo tiempo),
decimos que F es un ultraﬁltro en J . Denotaremos a los ultraﬁltros con la
letra U .
Para lo que sigue es conveniente tener a mano las siguientes propiedades
de los (ultra)ﬁltros.
Proposicio´n 2.1. Sea U un (ultra)filtro. u, v ∈ U si y so´lo si u ∩ v ∈ U .
Tambie´n, para un ultrafiltro U , u ∈ U o v ∈ U si y so´lo si u ∪ v ∈ U .
Demostracio´n. Para la primera propiedad, la implicacio´n directa se tiene
por el requisito 2 de los (ultra)ﬁltros. La rec´ıproca es el requisito 3 de los
(ultra)ﬁltros, ya que u ∩ v ⊆ u, v.
2.2. Ultrafiltros 26
Para la otra propiedad, si u ∈ U o v ∈ U , entonces u, v ⊆ u ∪ v y,
por propiedad 3 de (ultra)ﬁltros, u ∪ v ∈ U . Rec´ıprocamente, si u ∪ v ∈ U ,
entonces (esta vez s´ı se necesita el requisito 4, diferenciador de un ultraﬁltro)
(u∪v)c /∈ U , si y so´lo si (uc∩vc) /∈ U . Por la propiedad de la intersecio´n, esto
se veriﬁca si y so´lo si uc, vc /∈ U , si so´lo si u, v ∈ U y as´ı, u ∈ U o v ∈ U .
Asumimos sin demostracio´n la validez del teorema de Tarski -conocido
tambie´n como “axioma del ultraﬁltro”- que asegura que si F es un ﬁltro en
J , entonces existe un ultraﬁlto U ⊇ F en J .
En el caso que nos interesa para la construccio´n de la hiperextensio´n
propia, J es un conjunto inﬁnito. As´ı pues, es posible construir el ﬁltro de
Fre´chet en J , que consta de todos los subconjuntos coﬁnitos (complementos
de los ﬁnitos) de J .
Un ultraﬁltro libre en J es un ultraﬁltro en J que contiene al ﬁltro de
Fre´chet. Por el teorema de Tarski de ma´s arriba, los ultraﬁltros libres en J
existen.
Para un conjunto cualquiera J , los u´nicos ultraﬁltros en J que no son
libres son los principales. Ellos tienen la forma U = {u ⊆ J |j0 ∈ u}, para
algu´n j0 ∈ J .
Cuando J es ﬁnito, todos sus ultraﬁltros son principales y hay tantos
de ellos como elementos tiene J . Cuando J es inﬁnito y tiene cardinal κ, el
conjunto de sus ultraﬁltros tiene cardinal 22
κ
(teorema de Posp´ıˇsil).
Decimos que un ultraﬁlto U en J es numerablemente completo si es ce-
rrado bajo intersecciones ﬁnitas. Si no lo es, se llama numerablemente in-
completo. Esto equivale a la existencia de una sucesio´n {uk}k∈N en U tal que
su interseccio´n ∩k∈N uk = ∅.
Todo ultraﬁltro principal es numerablemente completo. Para lo que si-
gue, damos por sentado que todo conjunto inﬁnito J posee un ultraﬁltro
numerablemente incompleto.
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2.3. Ultraproductos
Sea J el conjunto inﬁnito de ı´ndices de una familia indexada de conjuntos
{Aj}j∈J . Sea tambie´n U un ultraﬁltro en J . En el producto cartesiano
×j∈JAj = {α : J → ∪j∈JAj | α(j) ∈ Aj, ∀j ∈ J},
deﬁnamos la relacio´n
α ∼ β ⇔ {j ∈ J |α(j) = β(j)} ∈ U.
Ya que U es un ultraﬁltro en J , ella es una equivalencia. El ultraproducto de
los Aj con respecto a U es el cociente
×UAj = (×j∈JAj)/ ∼,
es decir, las clases de equivalencia que ∼ determina en el producto cartesiano.
Cuando todos los Aj son iguales a un mismo conjunto A, el ultraproducto
×UA se suele llamar ultrapotencia de A con respecto a U .
2.4. Teorema fundamental
Teorema 2.2. Todo conjunto no vac´ıo X posee una hiperextensio´n ∗X.
Cuando X es infinito, se puede lograr que ∗X sea propia.
Demostracio´n. Sea J un conjunto inﬁnito y U un ultraﬁltro numerablemente
incompleto en J . Aﬁrmamos que
∗X = ×UX
se logra con la inyeccio´n graduada h que se deﬁne enseguida.
Para cada grado n ∈ N∪{0}, hn : P(Xn) →֒ P((∗X)n) se deﬁne mediante
hn(A) = ∗A =
{
([α1], . . . , [αn]) | {j ∈ J | (α1(j), . . . , αn(j)) ∈ A} ∈ U
}
,
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donde [αk] ∈ ×UX denota la clase de equivalencia de αk ∈ ×j∈JX = XJ ,
1 ≤ k ≤ n. Mejor dicho, si existen aplicaciones α1, . . . , αn : J → X y u ∈ U
tales que
{j ∈ J | (α1(j), . . . , αn(j)) ∈ A} = u,
entonces ([α1], . . . , [αn]) ∈ ∗A. Y viceversa. Claramente, las hn esta´n bien
deﬁnidas.
Procedemos a veriﬁcar la validez de las condiciones en la seccio´n 1.1.
Sean A,B ∈ P(Xn). Entonces, ([α1], . . . , [αn]) ∈ ∗A si y so´lo si existen
α1, . . . , αn : J → X y uA ∈ U tales que {j ∈ J | (α1(j), . . . , αn(j)) ∈ A} =
uA. Igualmente, ([α1], . . . , [αn]) ∈ ∗B si y so´lo si existen α1, . . . , αn : J → X
y uB ∈ U tales que {j ∈ J | (α1(j), . . . , αn(j)) ∈ B} = uB. Et cetera. En
consecuencia,
(∗A) ∪ (∗B) = {([α1], . . . , [αn]) ∈ (∗X)n|uA ∈ U}
∪ {([α1], . . . , [αn]) ∈ (∗X)n|uB ∈ U}
= {([α1], . . . , [αn]) ∈ (∗X)n|uA ∈ U o uB ∈ U}
= {([α1], . . . , [αn]) ∈ (∗X)n|uA ∪ uB = uA∪B ∈ U}
= ∗(A ∪ B).
En el paso crucial hemos usado las propiedades que resaltamos en la seccio´n
anterior. Lo propio sucede en la demostracio´n de (∗A) ∩ (∗B) = ∗(A ∩ B).
De forma parecida,
∗(Ac) = {([α1], . . . , [αn]) ∈ (∗X)n|uAc ∈ U}
= {([α1], . . . , [αn]) ∈ (∗X)n|ucAc = uA /∈ U}
= {([α1], . . . , [αn]) ∈ (∗X)n|uA ∈ U}c
= (∗A)c.
Adema´s, si ∗A = ∅, entonces para toda muestra α1, . . . , αn : J → X se
tiene {j ∈ J | (α1(j), . . . , αn(j)) ∈ A} /∈ U . De esta manera, cada hn es un
monomorﬁsmo de a´lgebras booleanas.
2.4. Teorema fundamental 29
Para cada n ∈ N, hn preserva las diagonales ba´sicas. Ciertamente, si
1 ≤ i < j ≤ n y D = {(x1, x2, . . . , xn) ∈ Xn | xi = xj} ⊂ Xn, entonces
∗D = {([α1], . . . , [αn])| {j ∈ J |uD ∈ U}
= {([α1], . . . , [αn])| {j ∈ J |(αk(j) = αl(j)} ∈ U}
= {([α1], . . . , [αn])| αk ∼ αl}
= {([α1], . . . , [αn])| [αk] = [αl]}.
Si A ⊆ Xn y B ⊆ Xm, se cumple que ∗(A×B) = (∗A)× (∗B). En efecto,
∗(A×B) = {([α1], . . . , [αn], [β1], . . . , [βm])| uA×B ∈ U}
= {([α1], . . . , [αn], [β1], . . . , [βm])| uA ∩ uB ∈ U}
= {([α1], . . . , [αn])| uA ∩ uB ∈ U}
×{([β1], . . . , [βm])| uA ∩ uB ∈ U}
= {([α1], . . . , [αn])| uA ∈ U}
×{([β1], . . . , [βm])| uB} ∈ U}
= (∗A)× (∗B).
Llamamos de nuevo la atencio´n sobre el uso de la Proposicio´n 2.3.
Para terminar con la veriﬁcacio´n de las condiciones en la seccio´n 1.1, sean
A ⊆ Xn y πn la proyeccio´n que omite la u´ltima coordenada. Entonces,
∗(πn(A)) = {([α1], . . . , [αn])| upin(A) ∈ U}
= {([α1], . . . , [αn−1])| upin(A) ∈ U}
= ∗πn ({([α1], . . . , [αn])| uA ∈ U})
= ∗πn(∗A).
Con esto, la inyeccio´n graduada es una hiperextensio´n de X.
Resta veriﬁcar que la hiperextensio´n es propia. Sea A un subconjunto
inﬁnito de X y usemos el hecho de que U es un ultraﬁltro numerablemente
incompleto. Es decir, existe una sucesio´n {uk}k∈N en U tal que⋂
k∈N
uk = ∅.
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Sin pe´rdida de generalidad podemos suponer que
u0 = J, un+1 ⊆ un, n ≥ 1.
Deﬁnamos ahora una funcio´n m : J → N mediante
m(j) = n si y so´lo si j ∈ un − un+1.
Es decir, m(j) es el natural n ma´s grande para el que j ∈ un, pero j /∈ un+1.
Esta funcio´n esta´ bien deﬁnida por nuestra escogencia de la sucesio´n {un}∞n=0,
cuya interseccio´n es vac´ıa. Tomemos a continuacio´n una sucesio´n {ak}k∈N en
A sin te´rminos repetidos. Con ello, sea α : J → A ⊆ X,α ∈ XJ , dada por
α(j) = am(j).
Aﬁrmamos que [α] /∈ •A, es decir, [α] no es esta´ndar. Procedemos por con-
tradiccio´n, si [α] = ∗a para cierta a ∈ X, entonces
u = {j ∈ J |α(j) = a} = {j ∈ J |am(j) = a} ∈ U.
Esto quiere decir que a es el te´rmino en la posicio´n m(j) de la sucesio´n
{ak}k∈N. Esta posicio´n u´nica es el n ∈ N ma´s grande para el que j ∈ un, pero
j /∈ un+1. Es decir,
u = un − un+1 = un ∩ ucn+1 /∈ U.
La contradiccio´n prueba la aﬁrmacio´n.
A continuacio´n sen˜alamos algunos hechos interesantes de la construccio´n
anterior, que guardan relacio´n con lo visto en el primer cap´ıtulo.
Proposicio´n 2.3. Sea J un conjunto de ı´ndices y U un ultrafiltro sobre J .
Consideremos la ultrapotencia que produce la extensio´n no esta´ndar de X en
el teorema anterior.
1. Si a ∈ X, entonces ∗a = [α], donde α : J → X es la funcio´n constante
con α(j) = a, para todo j ∈ J .
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2. Sean f : Xn → X una funcio´n y α1, . . . , αn ∈ XJ . Sea, as´ı mismo,
β ∈ XJ , definida por β(j) = f(α1(j), . . . , αn(j)), para cada j ∈ J . En-
tonces, (∗f)([α1], . . . , [αn]) = [β]. En general, sean f : Xn → Xm,f =
(f1, . . . , fm), una funcio´n y α1, . . . , αn ∈ XJ . Al definir β1, . . . , βm ∈
XJ mediante
β1(j) = f1(α1(j), . . . , αn(j)),
...
...
...
βm(j) = fm(α1(j), . . . , αn(j)),
para cada j ∈ J , se tiene
(∗f)([α1], . . . , [αn]) = ([β1], . . . , [βm]).
Demostracio´n. Por el cap´ıtulo anterior, sabemos que
∗a = ∗{a} = {[α]|{j ∈ J |α(j) = a} ∈ U}
es un conjunto unitario, ya que {a} es ﬁnito. Para determinar la clase [α],
basta encontrar un α ∈ XJ tal que
u{a} = {j ∈ J |α(j) = a} ∈ U.
Pero tal α es muy fa´cil de encontrar. La aplicacio´n constante α : J → X,
α ≡ a, cumple con esto ya que {j ∈ J |α(j) = a} = J ∈ U . Esto prueba la
primera parte.
Ahora, para j ﬁjo, pongamos
(α1(j), . . . , αn(j)) = (a1, . . . , an),
un arreglo de constantes. Tambie´n, b = β(j) es una constante. Entonces, por
lo visto en el cap´ıtulo anterior,
(∗f)(∗a1, . . . , ∗an) = ∗(f(a1, . . . , an)) = ∗b
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Por la primera parte,
(∗f)([α1], . . . , [αn]) = [β],
donde α1, . . . , αn son las aplicaciones constantes α1 ≡ a1, . . . , αn ≡ an y
β ≡ b. La generalizacio´n es evidente.
La proposicio´n anterior nos ayuda a determinar el kernel de hn, para cada
n ∈ N . Si A ⊆ Xn es inﬁnito, hemos visto que ∗A = hn(A) es inﬁnito y,
por lo tanto, no vac´ıo. Es decir, ker hn no contiene ningu´n A inﬁnito. Por el
cap´ıtulo anterior, ∗A tiene (en este caso) el mismo cardinal de A. As´ı pues,
el u´nico A que produce ∗A = ∅ es A = ∅. En breve,
kerhn = {∅}.
Tambie´n es posible demostrar que si A ⊆ Xn cualquiera, ∗A se identiﬁca
naturalmente con la ultrapotencia ×UA, donde J y U son como antes.
CAPI´TULO 3
Transferencia
Using logical formulas permits us to take advantage of our natural linguistic
and logical abilities. Moreover, this turns out to be an ideal framework for
bringing out the main properties of nonstandard extensions.
C. Ward Henson en Foundations of Nonstandard Analysis.
En este cap´ıtulo reescribimos lo encontrado en los dos cap´ıtulos anteriores
en el lenguaje ma´s natural y transparente de las fo´rmulas lo´gicas de primer
orden sobre un conjunto. De paso, se nos revelan algunas propiedades de
las hiperextensiones que no son tan evidentes cuando se las mira desde los
conjuntos. Veamos.
3.1. Fo´rmulas lo´gicas
Para la siguiente deﬁnicio´n se da por hecho que el lector tiene cierta
familiaridad con la lo´gica “matema´tica” usual de primer orden.
Definicio´n 3.1 (Fo´rmulas lo´gicas sobre X). Sea X 6= ∅, x y x1, . . . , xn, y1,
. . . , ym variables libres en X, es decir, pueden tomar cualquier valor en X
(no necesariamente distintas). El conjunto de fo´rmulas F (de primer orden)
3.1. Fo´rmulas lo´gicas 34
sobre X es el conjunto mas pequen˜o de fo´rmulas lo´gicas que satisface las
siguientes condiciones de clausura.
(i) Para todo n ∈ N y A ⊆ Xn, se tiene que (x1, . . . , xn) ∈ A es una
fo´rmula sobre X.
(ii) Para cada n,m ∈ N y cada funcio´n f : A→ B, con A ⊆ Xn y B ⊆ Xm,
f(x1, . . . , xn) = (y1 . . . , ym) es una fo´rmula sobre X.
(iii) Si ϕ(x1, . . . , xn, y1, . . . , ym) es una fo´rmula sobre X y a1, . . . , am ∈ X
son constantes, entonces ϕ(x1, . . . , xn, a1, . . . , am) es una fo´rmula sobre
X.
(iv) Si ϕ y ψ son fo´rmulas sobre X, entonces ¬ϕ, ϕ∨ψ, ϕ∧ψ, ϕ→ ψ, ϕ↔ ψ
son fo´rmulas sobre X.
(v) Si ϕ es una fo´rmula sobre X, entonces ∀xϕ y ∃xϕ son fo´rmulas sobre
X.
Las condiciones (i), (ii) y (iii) constituyen el paso ba´sico de la construccio´n
de las fo´rmulas. Las condiciones (iv) y (v) forman el paso inductivo.
Notamos que hay dos formas de usar las variables en estas fo´rmulas. En
este sentido, conviene deﬁnir con precisio´n la nocio´n de variable libre en una
fo´rmula lo´gica dada.
Definicio´n 3.2 (Variables libres en una fo´rmula ϕ). Sea ϕ ∈ F .
(i) Todas las variables de la fo´rmula (x1, . . . , xn) ∈ A son libres.
(ii) Todas las variables que aparecen en f(x1, . . . , xn) = (y1 . . . , ym) son
libres.
(iii) Si ϕ, ψ ∈ F , entonces las variables libres en las fo´rmulas ¬ϕ, ϕ∨ψ, ϕ∧
ψ, ϕ → ψ, ϕ ↔ ψ son las variables libres de ϕ y ψ (para la negacio´n,
se ignora ψ).
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(iv) Las variables libres en las fo´rmulas ∀xϕ y ∃xϕ son las variables libres
en ϕ que son distintas de x.
Entenderemos, como se hace a menudo en las Matema´ticas, que una
fo´rmula lo´gica, en la que aparecen un nu´mero ﬁnito de variables, se deja
entender tambie´n como una fo´rmula lo´gica que involucra cualquier nu´mero
mayor de variables.
Una sentencia es una fo´rmula lo´gica en la que no aparecen variables li-
bres. Por lo tanto, se le puede asignar un valor verdadero o falso sobre las
estructuras a las que se reﬁere.
3.2. Principio de transferencia
La transformacio´n h de conjuntos hacia una hiperextensio´n, descrita del
Cap´ıtulo 1, se deja expresar de forma ma´s transparente como una trans-
formacio´n de fo´rmulas lo´gicas. Por abuso del lenguaje, notaremos las dos
transformaciones con la letra h.
Definicio´n 3.3 (Transformada ∗). Sea X 6= ∅ y F el conjunto de fo´rmulas
lo´gicas sobre X. Sea tambie´n ∗X una hiperextensio´n de X y ∗F las fo´rmulas
lo´gicas sobre ∗X. Definimos la transformada ∗ como la aplicacio´n h : F →
∗F que satisface las siguientes condiciones.
(i) Sea {σ(1), . . . , σ(m)} ⊆ {1, . . . , n} y B ⊆ Xm, la imagen de la fo´rmula
ba´sica (xσ(1), . . . , xσ(m)) ∈ B es la fo´rmula (Xσ(1), . . . , Xσ(m)) ∈ ∗B.
Llamamos la atencio´n sobre el uso de las mayu´sculas para denotar las
variables en la hiperextensio´n.
(ii) Con la misma notacio´n, la imagen de la formula f(xσ(1), . . . , xσ(k)) =
(xσ(k+1), . . . , xσ(m)) es
∗f(Xσ(1), . . . , Xσ(k)) = (Xσ(k+1), . . . , Xσ(m)).
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La transformada ∗ de ϕ(x1, . . . , xn) ∈ F se denotara´ mediante
∗ϕ(X1, . . . , Xn) ∈ ∗F .
Para terminar la parte ba´sica,
(iii) Si ϕ(x1, . . . , xn, y1, . . . , yp) es una fo´rmula ba´sica y a1, . . . , ap ∈ X son
constantes, entonces la imagen de ϕ(x1, . . . , xn, a1, . . . , ap) bajo ∗ es
∗ϕ(X1, . . . , Xn, ∗a1, . . . , ∗ap).
Para la parte inductiva, sean ϕ, ψ ∈ F y ∗ϕ, ∗ψ ∈ ∗F sus respectivas
ima´genes.
(iv) La imagen de la negacio´n ¬ϕ es ¬ ∗ ϕ. La imagen de la disyuncio´n
ϕ ∨ ψ es ∗ϕ ∨ ∗ψ.La imagen de la conjuncio´n ϕ ∧ ψ es ∗ϕ ∧ ∗ψ.
(v) Si x es una variable que toma valores en X, la imagen de la fo´rmula
de ∃xϕ es ∃X ∗ ϕ y la imagen de la fo´rmula ∀xϕ es ∀X ∗ ϕ.
Ciertamente, podemos hacer corresponder fo´rmulas lo´gicas a los conjuntos
del Cap´ıtulo 1 de la forma usual. Es decir, podemos interpretar la negacio´n
como el complemento, la disyuncio´n como la unio´n, la conjuncio´n como la
interseccio´n. Ma´s alla´, podemos incluso dar interpretaciones conjuntistas a
los cuantiﬁcadores existencial y universal. De esta manera se establece la
conexio´n entre lo que estamos haciendo y los desarrollos de los cap´ıtulos
anteriores. Las ventajas de las fo´rmulas lo´gicas son bien conocidas por los
matema´ticos, especialmente cuando se estudian nociones ma´s y ma´s compli-
cadas. Como este trabajo esta´ dirigido principalmente a matema´ticos, nos
permitimos todas las licencias generalmente aceptadas por ellos sobre la in-
terpretacio´n y el uso de las fo´rmulas lo´gicas de primer orden. Como ya lo
hemos hecho ma´s arriba, se usara´n sin mayores explicaciones los conectivos
lo´gicos usuales que se forman a partir de los “ba´sicos”, como la implicacio´n
→, la equivalencia ↔, la disyuncio´n exclusiva ⊻, etc.
El principio de transferencia es un resultado u´til sobre la transformada
∗ de la deﬁnicio´n anterior. En te´rminos intuitivos y en concordancia con
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los cap´ıtulos anteriores, garantiza que las propiedades importantes de un
conjunto X se transfieren a cada hiperextensio´n ∗X de X. El principio de
transferencia es un resultado de la teoria de modelos, un caso particular del
teorema de Lo¨wenheim-Skolem.
Teorema 3.4 (Principio de transferencia). Sean X 6= ∅ y una hiperextensio´n
∗X de X. Las siguientes afirmaciones valen.
a) Sea ϕ(x1, . . . , xm) ∈ F y ∗ϕ(X1, . . . , Xm) ∈ ∗F su imagen bajo la trans-
formada ∗. Si B ⊆ Xm es el conjunto definido por ϕ(x1, . . . , xm), es
decir, B = {(x1, . . . , xm) ∈ Xm|ϕ(x1, . . . , xm) es verdad en X}, en-
tonces ∗B esta´ definido por ∗ϕ(X1, . . . , Xm), es decir,
∗B = {(X1, . . . , Xm) ∈ (∗X)m| ∗ ϕ(X1, . . . , Xm) es verdad en ∗X}.
b) Sea ϕ ∈ F una sentencia y sea ∗ϕ ∈ ∗F su imagen bajo la transformada
∗, entonces ϕ es verdad en X si y solamente si ∗ϕ es verdad en ∗X.
Demostracio´n. Comencemos por demostrar que a) se cumple para todos los
tipos de fo´rmulas.
(i) Sea σ : {1, . . . ,m} → {1, . . . , n} una funcio´n y B ⊆ Xm. La trans-
formada ∗ de (xσ(1), . . . , xσ(m)) ∈ B es (Xσ(1), . . . , Xσ(m)) ∈ ∗B. La
Proposicio´n 1.13 muestra la validez de la aﬁrmacio´n.
(ii) Con las mismas notaciones del item anterior, tomemos 1 < k < m.
Consideremos un subconjunto Γf de B, formado por puntos de la forma
(xσ(1), . . . , xσ(k), xσ(k+1), . . . , xσ(m)),
tales que constituyan la gra´ﬁca de una funcio´n de k variables en m− k
variables. Entonces, aplicando el item (i) a dicha gra´ﬁca, tendremos
que la transformada ∗ de
f(xσ(1), . . . , xσ(k)) = (xσ(k+1), . . . , xσ(m))
es ∗f(Xσ(1), . . . , Xσ(k)) = (Xσ(k+1), . . . , Xσ(m)).
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(iii) Por las proposiciones 1.13 y 1.19 (sobre las relaciones), la transformada
∗ de la fo´rmula ba´sica ϕ(x1, . . . , xn, a1, . . . , ap) es
∗ϕ(X1, . . . , Xn, ∗a1, . . . , ∗ap).
(iv) La transformada ∗ de la negacio´n y los conectivos lo´gicos se siguen
directamente de la parte 2 de la Deﬁnicio´n 1.1 (morﬁsmo de a´lgebras
booleanas).
(v) Si x es una variable que toma valores en X, la transformada ∗ de
∃xϕ es ∃X ∗ ϕ en virtud del Corolario 1.14 (que permite proyectar en
cualquier componente). La transformada ∗ de ∀xϕ es ∀X ∗ϕ porque el
cuantiﬁcador universal se puede escribir en te´rminos de la negacio´n y
el cuantiﬁcador existencial.
En seguida, probaremos que a) implica b). Sea ϕ una sentencia sobre X, es
decir, una fo´rmula sin variables libres. Si denotamos con B el subconjunto de
Xn deﬁnido por esta sentencia, entonces, por a), ∗B sera´ el subconjunto de
(∗X)n deﬁnido por la fo´rmula trasformada ∗ϕ. Ya que ϕ es falsa o verdadera,
A es respectivamente ∅ o Xn. Por lo tanto, Proposicio´n 1.4, ∗A es ∅ o (∗X)n.
La equivalencia lo´gica de ϕ con ∗ϕ es inmediata.
Observamos que este teorema esta´ incluido en la Deﬁnicio´n 1.1 de hiper-
extensio´n dada al comienzo del Cap´ıtulo 1. En verdad, si asumimos la validez
de este principio y deﬁnimos la igualdad convenientemente, recuperamos di-
cha deﬁnicio´n.
La parte b) del Principio de Transferencia pone en claro una ventaja de
la aproximacio´n lo´gica al estudio de las hiperextensiones, que no se aprecia
tan fa´cilmente en la aproximacio´n conjuntista. Este hecho revela la potencia
del resultado, sobre todo en relacio´n con las fo´rmulas lo´gicas que involucran
cuantiﬁcadores.
Para ilustrar la utilidad de este resultado, vamos a tratar algunos de los
hallazgos del Cap´ıtulo 1. Consideremos en primer lugar la Proposicio´n 1.17,
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con sus mismas notaciones. El conjunto f(B) se deﬁne por la equivalencia
(y1, . . . , ym) ∈ f(B)↔∃(x1, . . . , xn)
[(x1, . . . , xn) ∈ B ∧ f(x1, . . . , xn) = (y1, . . . , ym)].
Por lo tanto, el Principio de Transferencia produce
(Y1, . . . , Ym) ∈ ∗ (f(B))↔ ∃(X1, . . . , Xn)
[(X1, . . . , Xn) ∈ ∗B ∧ (∗f)(X1, . . . , Xn) = (Y1, . . . , Ym)].
La fo´rmula en el lado derecho deﬁne a (∗f)(∗B), as´ı que tenemos la igualdad
de la parte (a). Para las partes (b) y (c) usamos respectivamente
(x1, . . . , xn) ∈ f−1(C)↔∃(y1, . . . , ym)
[(y1, . . . , ym) ∈ C ∧ f(x1, . . . , xn) = (y1, . . . , ym)]
y (f |B)(x1, . . . , xn) = (y1, . . . , ym)
↔ [f(x1, . . . , xn) = (y1, . . . , ym) ∧ (x1, . . . , xn) ∈ B].
El Principio de Transferencia arroja lo que necesitamos.
Miremos ahora a la Proposicio´n 1.18, con m = n = 2 por comodidad. La
funcio´n f se caracteriza por
[f(u, v) = (w, z)]↔ [f1(u, v) = w ∧ f2(u, v) = z],
donde u, v, w, z son variables en X. Por el Principio de Transferencia,
[(∗f)(U, V ) = (W,Z)]↔ [(∗f1)(U, V ) = W ∧ (∗f2)(U, V ) = Z],
las variables mayu´sculas respectivas en ∗X. De este modo, ∗f = (∗f1, ∗f2).
Lo mismo pasa con la inyectividad de la parte (a) en la Proposicio´n 1.16.
Por simplicidad, tomemos m = n = 1. f es una aplicacio´n inyectiva si y so´lo
si la sentencia
∀x∀y∀z[[f(x) = z ∧ f(y) = z]→ x = y]
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es verdadera en los conjuntos respectivos. La transformada ∗ de esta sentencia
es
∀X∀Y ∀Z[[∗f(X) = Z ∧ ∗f(Y ) = Z]→ X = Y ].
Esta sentencia vale si y so´lo si la funcio´n ∗f es inyectiva en las ima´genes
correspondientes bajo h. Las partes (b) y (c) se tratan de manera ana´loga.
El lector debera´ estar ya convencido de la utilidad que las fo´rmulas lo´gicas
ofrecen al estudio de las hiperextensiones.
CAPI´TULO 4
Hiperreales
¿Son todos los nu´meros infinitesimales respresentables por sucesiones
convergentes a cero? La respuesta es “si” y “no”, dependiendo de la
escogencia del ultrafiltro con que se construye el cuerpo R∗ de los nu´meros
no-esta´ndar.
Y. Takeuchi en Me´todos anal´ıticos del Ana´lisis no standar.
En este cap´ıtulo veriﬁcamos que ∗R es un campo ordenado que extiende
naturalmente a R. Adema´s, precisamos los ultraﬁltro que se van a usar,
con el ﬁn de descubrir elementos no-esta´ndar de ∗R. Efectivamente, en los
hiperreales existen elementos inﬁnitesimales -que recuerdan a aquellos de
Leibniz- y elementos inﬁnitos.
4.1. ∗R es un cuerpo ordenado
En virtud del Principio de transferencia, nuestra tarea se reduce a veri-
ﬁcar que los axiomas de cuerpo ordenado, que cumplen los nu´meros reales,
se escriben con fo´rmulas lo´gicas de primer orden. Recordemos que la estruc-
tura de cuerpo ordenado consta de los axiomas algebraicos de cuerpo, de
los axiomas de orden y de los axiomas de compatibilidad entre la estructura
algebraica y la estructura de orden.
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4.1.1. Axiomas de cuerpo
La adicio´n o suma de nu´meros reales es una ley de composicio´n interna.
En verdad, existe una funcio´n s : R2 → R, notada usualmente como
s(x, y) = x+ y.
La suma es asociativa. ∀x∀y∀z[x+ (y + z) = (x+ y) + z].
La suma tiene identidad. ∃0∀x[x+ 0 = 0 + x = x].
La suma tiene inversos. ∀x∃(−x)[x+ (−x) = (−x) + x = 0].
La suma es conmutativa. ∀x∀y[x+ y = y + x].
La multiplicacio´n es una ley de composicio´n interna. Existe una funcio´n
m : R2 → R, denotada por m(x, y) = x · y = xy.
La multiplicacio´n es asociativa. ∀x∀y∀z[x · (y · z) = (x · y) · z].
La multiplicacio´n tiene identidad. ∃1∀x[x · 1 = 1 · x = x].
Los reales distintos de 0 (cero) tienen inversos multiplicativos. (∀x 6=
0)∃x−1[x · x−1 = x−1 · x = 1].
La multiplicacio´n es conmutativa. ∀x∀y[x · y = y · x].
4.1.2. Axiomas de orden y de compatibilidad
El conjunto de los nu´meros reales es totalmente ordenado. Es decir, existe
una relacio´n binaria O ⊂ R2, denotada usualmente como
(x, y) ∈ O ↔ x < y,
tal que
Cumple la tricotomı´a: ∀x∀y[[x < y] ⊻ [x = y] ⊻ [y < x]].
Es transitiva: ∀x∀y∀z[[x < y ∧ y < z]→ x < z].
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La compatibilidad entre la estructura de cuerpo y el orden viene dada por
las dos condiciones siguientes:
∀x∀y∀z[x < y → x+ z < y + z].
∀x∀y[[0 < x ∧ 0 < y]→ 0 < x · y].
Concluimos, por el Principio de transferencia, lo que hemos dicho en el
Cap´ıtulo 1 sobre las relaciones: ∗R es un cuerpo ordenado.
Usaremos sin ma´s explicaciones las convenciones y propiedades habituales
en las Matema´ticas: x ≤ y ↔ [x < y ∨ x = y]; ≤ es reﬂexiva y antisime´trica;
x > y ↔ y < x; x es positivo si y so´lo si x > 0; x = y ↔ x ≤ y ∧ y ≤ x, etc.
4.2. Pare´ntesis sobre ultrafiltros
En la seccio´n anterior hemos usado el Principio de transferencia con X =
R. Si se quiere profundizar en las propiedades de ∗R, es preciso dar mayores
detalles sobre la construccio´n de la ultrapotencia ×UR.
Tomemos como conjunto inﬁnito a J = N. Sabemos que N tiene un
ultraﬁltro numerablemente incompleto U , que contiene al ﬁltro de Fre´chet.
Con esto, los hiperreales son las clases de equivalencia -determinadas por U -
de las sucesiones de nu´meros reales.
Este proceder es u´nico por lo siguiente. Consideremos un ideal maximal
I del anillo producto RN. El cuerpo cociente RN/I pueder ser o no isomorfo a
R. No es dif´ıcil encontrar ideales maximales I que realizan el isomorﬁsmo del
cociente con R. Tambie´n es fa´cil encontrar ideales maximales I que realizan
el isomorﬁsmo de este cociente con ∗R. Ma´s precisamente, si I es un ideal
maximal de RN, entonces la coleccio´n
S = {n ∈ N | αn = 0 para alguna αn ∈ I}
es un ultraﬁltro U en N. Si se da por va´lida a la hipo´tesis del continuo, los
cuerpos construidos de esta manera, que no son isomorfos a R, son todos
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isomorfos entre s´ı. Este resultado, probado por Erdo¨s, Guillman y Henriksen
en 1955, constituye el Teorema de unicidad de ∗R.
En ﬁn, para sucesiones cualesquiera αn, βn se tiene que
[αn] + [βn] = [αn + βn],
[αn] · [βn] = [αn · βn].
Tambie´n, [αn] < [βn] ↔ αn < βn, ∀n ∈ S, S ∈ U . De paso, notemos que la
compatibilidad siguiente tambie´n es evidente.[
[αn] < [βn] ∧ [αn] = [γn] ∧ [βn] = [δn]
]
→ [γn] < [δn].
La transferencia de primer orden permite igualmente extender la funcio´n
valor absoluto real a ∗R→ ∗R, α 7→ |α|, de tal modo que
|α| =
{
α si α ≥ 0
−α si α < 0.
Es fa´cil ver que esta funcio´n es una me´trica. En particular, ∀α ∈ ∗R [|α| ≥ 0].
4.3. Infinitesimales e infinitos
En esta seccio´n consideramos algunos tipos de hiperreales, que justiﬁcan
la construccio´n de la teor´ıa que hemos venido desarrollando.
Concentre´monos, para empezar, en la clase de equivalencia de una su-
cesio´n constante ρn = r ∈ R, para todo n ∈ N. Claramente, la clase [ρn]
esta´ formada por las sucesiones que toman el valor r en las posiciones o
ı´ndices determinados por el complemento de un subconjunto ﬁnito de N, o
que toman el valor r en las posiciones de cierto subconjunto inﬁnito S ∈ U .
Los elementos de ∗R de la forma [ρn], para cierto r ∈ R, son los elementos
esta´ndar. Ciertamente, la inyeccio´n R → ∗R, r 7→ [ρn], permite identiﬁcar a
los reales con un subconjunto de los hiperreales.
Ahora bien, si una sucesio´n σn de nu´meros reales es tal que [σn] 6= [ρn],
para cualquier r ∈ R, entonces [σn] es un hiperelemento o hiperreal no-
esta´ndar. Dicha clase de equivalencia esta´ formada por las sucesiones que
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toman u´nicamente el valor r en los ı´ndices determinados por un conjunto
ﬁnito de naturales, o en el complemento Sc de un inﬁnito S ∈ U . Por lo
tanto, hay un representante σn ∈ [σn] tal que σn 6= r, para todo n ∈ N.
Lo importante aqu´ı es que hay hiperelementos que se pueden interpre-
tar como los inﬁnitesimales del suen˜o de Leibniz. Consideremos una sucesio´n
de nu´meros reales ιn que contiene una subsucesio´n convergente a cero, cu-
yos miembros se ubican en las posiciones determinadas por cierto S ∈ U .
Podemos tener incluso S = N, o sea, la subsucesio´n es toda la sucesio´n origi-
nal. Asumamos que todos los te´rminos de ιn son distintos y que ninguno de
ellos es igual a cero. Conviene, pues, pensar en una sucesio´n como ιn = 1/n,
por ejemplo. A este tipo de subsucesiones las llamaremos U -subsucesiones
convergentes a cero. Formalmente, ιn es una sucesio´n que contiene una U -
subsucesio´n convergente a cero, si y so´lo si,
∀ε ∈ R+ ∃S ∈ U ∀n ∈ S ∃N ∈ N[n ≥ N → |ιn| < ε].
La convergencia de una U -subsucesio´n esta descrita, pues, por algu´n S ∈
U . Observemos lo siguiente.
Proposicio´n 4.1. Una sucesio´n de reales ιn contiene una U-subsucesio´n
convergente a cero si y so´lo si
|[ιn]| < ε, ∀ε ∈ R+.
Demostracio´n. Sea ε > 0 ﬁjo cualquiera y usemos notacio´n de intervalos en
los naturales. Entonces,
∃Sε ∈ U ∃Nε,S ∈ N ∀n ∈ (Sε ∩ [Nε,S,∞)) [|ιn| < ε].
Pero, por la construccio´n del ultraﬁltro, Sε ∩ [Nε,∞) ∈ U .
Esto motiva la deﬁnicio´n de hiperreal inﬁnitesimal.
Definicio´n 4.2. ι ∈ ∗R es un infinitesimal si ι 6= 0 y |ι| < ε, ∀ε ∈ R+. Es
decir, ι 6= 0 es la clase de una sucesio´n ιn que contiene una U-subsucesio´n
que converge a cero.
4.3. Infinitesimales e infinitos 46
La segunda parte de la deﬁnicio´n indica la manera de construir inﬁnitos
inﬁnitesimales. Llamemos I a dicho conjunto. E´se se particiona en elementos
positivos y negativos, que forman respectivamente los subconjuntos I+ e I−.
Claramente, si ι ∈ I+, entonces 0 < ι < ε, para todo ε ∈ R+. Es decir, I+ esta
ubicado entre cero y cualquier ε ∈ R+. De manera similar, I− esta ubicado
entre cualquier −ε ∈ R− y cero. Ahora bien, si r ∈ R ⊂ ∗R y ι ∈ I+, la
compatibilidad de la suma con el orden implica que r < r + ι < r + ε, para
cada ε ∈ R+. O sea, el conjunto
r + I+ = {r + l | l ∈ I+}
se ubica entre r y r+ ε, para todo ε ∈ R+. Lo propio sucede para r+ I−. De
esta manera, hemos logrado extender R a un conjunto como el que muestra
la Figura 1.
< >0
ε−ε r r + εr − ε
I+
I−
r + I+
r + I−
Figura 1.
Los hiperreales inﬁnitos se pueden construir de una manera ana´loga a
los inﬁnitesimales. Una sucesio´n µn de nu´meros reales, contiene una U -
subsucesio´n convergente a +∞ (respectivamente a −∞) si y so´lo si
∀M ∈ R∃S ∈ U∃N ∈ N∀n ∈ S ∩ [N,∞)[µn > M ]
(respectivamente ∀M ∈ R∃S ∈ U∃N ∈ N∀n ∈ S ∩ [N,∞)[µn < M ]). Por
lo tanto, µn contiene una U -subsucesio´n convergente a +∞ (respectivamente
−∞) si y so´lo si |[µn]| > M, ∀M ∈ R (resp. |[µn]| < M, ∀M ∈ R). La
demostracio´n calca el procedimiento usado para los inﬁnitesimales.
Definicio´n 4.3. µ ∈ ∗R es un infinito si µ > M o µ < M , ∀M ∈ R.
Es decir, µ es la clase de equivalencia de una sucesio´n µn que contiene una
U-subsucesio´n que converge a +∞ o a −∞.
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Con ayuda de la Figura 2 podemos entender la ubicacio´n del conjunto∞
de los hiperreales no esta´ndar inﬁnitos, que se puede particionar en ∞− e
∞+, segu´n e´stos sean negativos o positivos.
< >
∞− ∞+
M
Figura 2.
De paso, hemos encontrado hiperreales que son mayores que cualquier
entero positivo. En consecuencia, el cuerpo ∗R no cumple la propiedad ar-
quimediana, que juega tan importante papel en el Ana´lisis Cla´sico.
Las proposiciones siguientes se siguen inmediatamente.
Proposicio´n 4.4. ι ∈ I si y so´lo si ι−1 ∈ ∞.
Proposicio´n 4.5. Si r ∈ R ⊆ ∗R y µ ∈ ∞+ entonces r + µ ∈ ∞+. Un
enunciado similar se cumple para los infinitos negativos ∞−.
En el cap´ıtulo siguiente profundizaremos sobre la estructura de los inﬁ-
nitesimales y su utilidad para la construccio´n del Ca´lculo.
CAPI´TULO 5
Ana´lisis infinitesimal
Sit a quantitas data constans, erit da aequalis 0, & d ax erit aequ. adx: si
sit y aequ v (seu ordinata quaevis curvae Y Y , aequalis cuivis ordinatae
respondenti curvae V V ) erit dy aequ. dv.1
G. W. Leibniz en Nova methodus pro maximis et minimis. . ..
Este cap´ıtulo esta´ dedicado al estudio de ciertas estructuras de los inﬁ-
nitesimales, en cuanto subconjunto de los hiperreales. Nos concentraremos
u´nicamente en algunas propiedades algebraicas y topolo´gicas que sirven para
discutir las ventajas que ofrece la construccio´n de ∗R al Ca´lculo inﬁnitesimal.
Concretamente, nos referimos a los conceptos de continuidad, diferenciabili-
dad y sucesio´n. Con esto, termina el trabajo.
5.1. Algunas propiedades algebraicas
Comenzamos por dotar a los inﬁnitesimales con algunas estructuras alge-
braicas evidentes.
Proposicio´n 5.1. (I ∪ {0},+) es un subgrupo del grupo abeliano (∗R,+).
1Sea a una cantidad constante dada. Se tendra´ da = 0 y d(ax) = adx. Tambie´n, si
y = v son ordenadas de curvas, se tendra´ dy = dv.
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Demostracio´n. Sean ι1, ι2 ∈ I ∪ {0}, o sea, |ι1| < ε2 y |ι2| < ε2 , ∀ε ∈ R+. Por
lo tanto, |ι1+ ι2| ≤ |ι1|+ |ι2| < ε2 + ε2 = ε. Es decir, ι1+ ι2 ∈ I∪{0}. Adema´s,
si ι ∈ I ∪ {0}, |ι| = | − ι| < ε, ∀ε ∈ R+. Es decir, −ι ∈ I ∪ {0}.
Proposicio´n 5.2. Si ι ∈ I ∪ {0} y r ∈ R, entonces rι ∈ I. Por lo tanto, si
denotamos rι = r.ι, (I ∪ {0},+, .) es un espacio vectorial sobre R.
Demostracio´n. Sean ι ∈ I ∪ {0} y r ∈ R, o sea, |ι| < ε
|r|+1
, ∀ε ∈ R+. Por lo
tanto, |rι| = |r||ι| < |r| ε
|r|+1
< ε.
Este espacio vectorial juega un papel crucial al momento de deﬁnir el
concepto de derivada de una funcio´n.
Proposicio´n 5.3. (I∪{0, 1}, ·) es un monoide (recordemos que el punto alto
denota multiplicacio´n de hiperreales).
Demostracio´n. Basta comprobarlo para ι1, ι2 ∈ I ∪ {0}, o sea, |ι1| <
√
ε
y |ι2| <
√
ε, ∀ε ∈ R+. Luego, |ι1 · ι2| = |ι1||ι2| <
√
ε
√
ε = ε. Es decir,
ι1 · ι2 ∈ I ∪ {0}.
Proposicio´n 5.4. Si ι ∈ I, entonces ι−1 ∈ ∞. Del mismo modo, si µ ∈ ∞,
µ−1 ∈ I. En consecuencia, (I ∪ {1}, ·) no es un grupo abeliano.
Demostracio´n. Sea ι ∈ I, o sea, |ι| < 1
ε
, ∀ε ∈ R+. Por lo tanto, |ι−1| > ε. Es
decir, ι−1 ∈ ∞.
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La topolog´ıa evidente de ∗R es la del orden. Como ∗R es un conjunto
lineal y totalmente ordenado por la relacio´n ≤, consideramos la coleccio´n de
todos los intervalos abiertos
(α, β) = {γ ∈ ∗R | α < γ < β},
para α, β ∈ ∗R. Ella constituye una base para la topolog´ıa del orden, cuyos
abiertos son los subconjuntos de ∗R que se pueden expresar como uniones
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de elementos de dicha base. Todas las nociones topolo´gicas se desprenden de
aqu´ı: un subconjunto A de ∗R es cerrado si su complemento Ac = ∗R − A
es abierto. As´ı mismo, una funcio´n f : ∗R → ∗R es continua si, para cada
subconjunto abierto V ∈ ∗R, el conjunto f−1(V ) es un subconjunto abierto
de ∗R. Et cetera.
Ahora bien, sean (a, b) ⊆ R un intervalo abierto (real), f : (a, b) → R
una funcio´n y c ∈ (a, b). Denotemos por ∗f : ∗(a, b) → ∗R, como en el
Cap´ıtulo 1, a la extensio´n de f a los hiperreales. Queremos usar el poder de
los hiperreales para obtener una nocio´n elegante y u´til de continuidad de f en
c, con base en el comportamiento de ∗f en c = ∗c. Para ello, sean α, β ∈ ∗R
y comencemos por deﬁnir la relacio´n
α ≃ β ↔ α esta´ inﬁnitamente cerca a β ↔ α− β ∈ I.
Ella es una equivalencia y sus clases de equivalencia se llaman halos. Es decir,
el halo de α es la clase
hal(α) = {β ∈ ∗R | α ≃ β}.
Los halos satisfacen las propiedades siguientes
Proposicio´n 5.5. Si α ≃ β y w ∈ ∗R−∞ (en breve, w es acotado), entonces
wα ≃ wβ y w + α ≃ w + β. Si α ≃ β, con α, β ∈ ∗R −∞ (acotados), se
tiene que α2 ≃ β2.
Demostracio´n. Partamos de wα − wβ = w(α − β). Ya que, por hipo´tesis,
α − β ∈ I, as´ı wα ≃ wβ. Para las sumas, w + α − (w + β) = α − β ∈ I,
as´ı w+α ≃ w+β. Finalmente, si α ≃ β, por lo anterior, βα ≃ β2 y α2 ≃ αβ.
O sea, α2 ≃ β2, por transitividad.
Los halos sirven para caracterizar la continuidad como sigue, lo que coin-
cide con la formulacio´n original del Cauchy en su Cours d’Analyse: . . . la
fonction f(x) restera continue par rappport a` x entre les limites donne´es,
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si, entre ces limites, un accroissement infiniment petit de la variable produit
toujour un accroissement infiniment petit de la fonction elle-meˆme2.
Teorema 5.6. Sean (a, b), c, f y ∗f como ma´s arriba. Las siguientes propo-
siciones son equivalentes:
1. f : (a, b) → R es continua en c en el sentido real. O sea, para cada
intervalo abierto (f(c)− ǫ, f(c) + ǫ), ǫ > 0, alrededor de f(c); existe un
intervalo abierto (c− δ, c+ δ) ⊆ (a, b), δ > 0, alrededor de c; tal que
f(c− δ, c+ δ) ⊆ (f(c)− ǫ, f(c) + ǫ).
Es decir, se verifica la fo´rmula
∀ǫ ∈ R+∃δ ∈ R+∀x ∈ (a, b) [|x− c| < δ → |f(x)− f(c)| < ǫ] .
2. ∗f(ξ) ≃ ∗f(∗c) para todo ξ ∈ ∗(a, b) tal que ξ ≃ ∗c. En otras palabras,
∗f(hal(∗c) ∩ ∗(a, b)) ⊆ hal(∗f(∗c)).
3. Para todo ξ ∈ ∗(a, b) tal que ∗f(ξ) ∈ hal(∗f(∗c)), existe un ι ∈ I+ tal
que |ξ − ∗c| < ι.
Demostracio´n. Veamos que 2. implica 1. Suponemos, pues, que
ξ ∈ ∗(a, b) ∧ ξ ≃ ∗c→ ∗f(ξ) ≃ ∗f(∗c).
Sea ε ∈ R+. Debemos hallar un δ ∈ R+ adecuado. Para ello, sea ι ∈ I+,
entonces si ξ ∈ ∗(a, b) con |ξ − ∗c| < ι, tenemos que ξ ≃ ∗c. Por hipo´tesis,
| ∗ f(ξ) − ∗f(∗c)| es menor que algu´n inﬁnitesimal positivo y, por lo tanto,
menor que ǫ. Resumiendo,
∃ι ∈ I+∀ξ ∈ ∗(a, b)[|ξ − ∗c| < ι→ | ∗ f(ξ)− ∗f(∗c)| < ∗ε].
2. . . la funcio´n f(x) permanecera´ continua con respecto a x entre los l´ımites dados, si,
entre tales l´ımites, un incremento infinitamente pequen˜o de la variable resulta siempre en
un incremento infinitamente pequen˜o de la funcio´n.
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En consecuencia, cuando se regresa a la variable real mediante “transferencia
existencial”,
∃δ ∈ R+∀x ∈ (a, b)[|x− c| < δ → |f(x)− f(c)| < ǫ].
Consideremos ahora 1.→ 2.: asumamos que se cumple la deﬁnicio´n ε− δ de
continuidad en R y tomemos un ε ∈ R+. Tenemos que exite δ ∈ R+ tal que
∀x ∈ (a, b)[|x− c| < δ → |f(x)− f(c)| < ε].
Por el Principio de transferencia (universal),
∀ξ ∈ ∗(a, b)[|ξ − ∗c| < ∗δ → | ∗ f(ξ)− ∗f(∗c)| < ∗ǫ].
Ahora bien, ∗δ es mayor que cualquier inﬁnitesimal positivo y, como ǫ ∈ R+
puede ser cualquiera,
ξ ∈ ∗(a, b) ∧ ξ ≃ ∗c→ ∗f(ξ) ≃ ∗f(∗c).
La equivalencia con 3. es evidente.
A continuacion damos algunos ejemplos del uso de esta caracterizacio´n.
Ejemplo 5.7. Sea id : R→ R la funcio´n identidad y c ∈ R. En vista de que
∗id(hal(∗c)) = hal(∗id(∗c)), id es continua en c.
Ejemplo 5.8. Sean f : R → R, f(x) = x2, y c ∈ R. Entonces, por la
Proposicio´n 5.5,
ξ ≃ ∗c→ ∗f(ξ) = ξ2 ≃ (∗c)2 = ∗f(∗c).
Luego, f(x) = x2 es continua en c. El caso, f(x) = xn, n ∈ Z+, se prueba
por induccio´n matema´tica.
Ejemplo 5.9. Sea sen : R → R el seno trigonome´trico y c ∈ R. Si ι ∈ I,
entonces
∗ sen(∗c+ ι)− ∗ sen(∗c) = ∗ sen(∗c) ∗ cos(ι) + ∗ cos(∗c) ∗ sen(ι)− ∗ sen(∗c)
= ∗ sen(∗c)[∗ cos(ι)− 1] + ∗ cos(∗c) ∗ sen(ι).
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Ahora bien,
∗ cos(ι) = ∗1− ι
2
2!
+
ι4
4!
− . . . ≃ ∗1,
∗ sen(ι) = ι− ι
3
3!
+
ι5
5!
− . . . ≃ ∗0,
por las propiedades algebraicas de I. De este modo,
∗ sen(∗c+ ι) ∈ hal(∗ sen(∗c))
y sen es continua en c.
Ejemplo 5.10. Sea exp : R → R la funcio´n exponencial exp(x) = ex y
c ∈ R. Entonces, por las propiedades de ≃, con ξ acotado,
ξ ≃ ∗c→ ∗ exp(ξ) =
∞N∑
n=0
ξn ≃
∞N∑
n=0
(∗c)n = ∗ exp(∗c).
O sea, exp(x) es continua en c.
Las series de los ejemplos anteriores no ofrecen mayor problema.
Ejemplo 5.11. Consideremos f : R→ R y c ∈ R.
f(x) =
{
0 Si x ∈ Q
1 Si x ∈ Qc.
La densidad de Q y Qc en R implica, para c ∈ R, que
∀ε ∈ R+∃x, y ∈ R[|x− c| < ε ∧ |y − c| < ε ∧ f(x) = 0 ∧ f(y) = 1].
Por el Principio de transferencia,
∀ι ∈ I+∃ ∗ x, ∗y ∈ ∗R[| ∗ x− c| < ι ∧ | ∗ y − c| < ι ∧ ∗f(∗x) = 0 ∧ ∗f(∗y) = 1].
Ahora bien, si c ∈ Q, entonces ∃ ∗ y ∈ hal(c) : ∗f(∗y) = 1. Pero 1 /∈
hal(0). Por lo tanto, f no es continua en c. Un argumento ana´logo prueba
la afirmacio´n para c ∈ Qc. Con ello, f no es continua en ningu´n real.
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5.3. Diferenciacio´n
Todo nu´mero acotado ∗b ∈ ∗R−∞ esta´ inﬁnitamente cerca o es igual a
un u´nico nu´mero real. Llamaremos a dicho nu´mero real la sombra de ∗b y lo
denotaremos como som(∗b). En efecto, existen r, s ∈ R tales que ∗r < ∗b <
∗s. El conjunto A = {r ∈ R | r < ∗b} 6= ∅ es acotado superiormente por s,
luego posee supremum. Pongamos c = sup(A) y probemos que ∗c ≃ ∗b. Sea
ε ∈ R+ cualquiera, se tiene que c+ ε /∈ A. O sea, ∗b ≤ ∗c+∗ε. Por otro lado,
se sigue de las propiedades del supremum que ∗c−∗ε < ∗b y, en consecuencia,
c − ε < b ≤ c + ε. Como para cualquier ε ∈ R+ se tiene | ∗ b − ∗c| < ∗ε,
∗b−∗c ∈ I; es decir, ∗b es inﬁnitamente cercano a ∗c. El supremum es u´nico.
No sobra decir que la sombra se deja entender como una funcio´n som :
∗R−∞→ R.
Proposicio´n 5.12. Sean ∗b, ∗c ∈ ∗R−∞ y n ∈ N. Entonces,
1. som(∗b± ∗c) = som(∗b)± som(∗c),
2. som(∗b · ∗c) = som(∗b) · som(∗c),
3. som(∗b/ ∗ c) = som(∗b)/som(∗c), cuando som(∗c) 6= 0,
4. som(∗bn) = somn(∗b),
5. som(| ∗ b|) = |som(∗b)|,
6. som( n
√∗b) = n√som(∗b), para ∗b ≥ 0,
7. si ∗b ≤ ∗c, entonces som(∗b) ≤ som(∗c).
Demostracio´n. Abreviemos poniendo som(∗b) = r y som(∗c) = r′. Basta
probar las condiciones de cercan´ıa porque la existencia del supremum esta´ ga-
rantizada por la completitud de los reales. As´ı pues, las pruebas usan las
mismas desigualdades usadas para las propiedades de los l´ımites de nu´meros
reales. Por ejemplo, si | ∗ b− ∗r| < ∗ε/2 y | ∗ c− ∗r′| < ∗ε/2, entonces
|(∗b+ ∗c)± (∗r + ∗r′)| ≤ | ∗ b− ∗r|+ | ∗ c− ∗r′| < ∗ε.
La propiedad 4 se demuestra por induccio´n y la 5 por el conocido corolario
de la desigualdad triangular || ∗ b| − | ∗ r|| < | ∗ b− ∗r| < ∗ǫ.
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Teorema 5.13. Sean (a, b) un intervalo abierto en R, f : (a, b) → R una
funcio´n real y ∗f : ∗(a, b) → ∗R su extensio´n a ∗R. Las siguientes proposi-
ciones son equivalentes:
1. f es diferenciable en x ∈ (a, b) en el sentido cla´sico. Es decir,
l´ım
h→0
f(x+ h)− f(x)
h
= L
existe, en cuyo caso se escribe f ′(x) = L y se dice que L es la deri-
vada de f en x. Recordamos que esto equivale a la existencia de una
aplicacio´n lineal L : R→ R tal que, cuando x+ h ∈ (a, b),
f(x+ h) = f(x) + L(h) + ϕ(h),
donde ϕ es una funcio´n tal que
l´ım
h→0
ϕ(h)
|h| = 0.
2. Para todo ι ∈ I, ∗f esta´ definida en x+ ι y
som
(∗f(x+ ι)− ∗f(x)
ι
)
= L ∈ R,
donde hemos identificado a ∗x con x. De este modo,
∗f(x+ ι)− ∗f(x)
ι
≃ ∗L.
3. Existe una aplicacio´n lineal L : I ∪ {0} → I ∪ {0} (Proposicio´n 5.2,
recordemos que e´ste es un espacio vectorial sobre R) tal que, cuando
∗f esta´ definida en x+ ι, ι ∈ I, se tiene
∗f(x+ ι)− ∗f(x) ≃ L(ι).
Demostracio´n. Veamos que 1. implica 2., Sea ε ∈ R+. Sabemos que existe
δ ∈ R+ tal que
∀h ∈ R− {0}
[
x+ h ∈ (a, b) ∧ |h| < δ →
∣∣∣∣f(x+ h)− f(x)h − L
∣∣∣∣ < ε] .
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Por el Principio de transferencia,
∀ι ∈ I
[
x+ ι ∈ ∗(a, b) ∧ |ι| < ∗δ →
∣∣∣∣∗f(x+ ι)− ∗f(x)ι − ∗L
∣∣∣∣ < ∗ε]
Es decir,
∗f(x+ ι)− ∗f(x)
ι
≃ ∗L
y la sombra del “cociente diferencial” de la izquierda es L.
Tambie´n, 2.→ 1. Sea ε ∈ R+ y busquemos un δ ∈ R+ que haga cierta la
tesis. Por hipo´tesis, tenemos que
∃ ∗ δ ∈ ∗R+∀ι ∈ I
[
x+ ι ∈ ∗(a, b) ∧ |ι| < ∗δ →
∣∣∣∣∗f(x+ ι)− ∗f(x)ι − ∗L
∣∣∣∣ < ∗ε] .
Ahora, por transferencia “existencial”,
∃δ ∈ R+∀h ∈ R− {0}
[
x+ h ∈ (a, b) ∧ |h| < δ →
∣∣∣∣f(x+ h)− f(x)h − L
∣∣∣∣ < ε] .
Claramente, 2. y 3. son equivalentes.
El nu´mero L ∈ R (o su elemento dual, cuando se entienda como forma
lineal) es la derivada de f en x. Esta deﬁnicio´n recoge la lucha de Newton
por dar un signiﬁcado a ciertas cantidades y, sobre todo, a los cocientes
de ellas. Comparemos el teorema anterior con el siguente pasaje, tomado
de los Principia: Quantitates, ut quantitatum rationes, quae ad aequalitatem
tempore quovis finito constanter tendum, & ante finem temporis illius propius
ad invicem accedunt quam pro data quavis differentia, sunt ultimo aequales.3
Corolario 5.14. Con las notaciones anteriores, si f es diferenciable en c,
entonces f es continua en c.
Para los ejemplos que siguen supondremos, sin dar mayor detalle, que las
funciones esta´n deﬁnidas en dominios adecuados.
3Quantities and the ratio of quantities which, in any finite time, tend continouslly to
equality, and before the end of that time, approach nearer to each other than by any given
difference, become ultimately equal.
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Ejemplo 5.15. Si f(x) = c es una funcio´n constante, entonces f ′(x) = 0.
Efectivamente,
∗f(∗x+ ι)− ∗f(∗x)
ι
=
∗c− ∗c
ι
= 0
Ejemplo 5.16. La funcio´n lineal f(x) = ax + b, a, b ∈ R, tiene derivada
f ′(x) = a. En verdad,
∗f(∗x+ ι)− ∗f(∗x)
ι
=
∗a(∗x+ ι) + ∗b− (∗a ∗ x+ ∗b)
ι
=
∗a ∗ x+ ∗aι+ ∗b− ∗a ∗ x− ∗b
ι
= ∗a.
Ejemplo 5.17. Ya que, en virtud del Teorema del binomio de Newton,
(∗x+ ι)n − ∗xn
ι
=
∑n
k=0
n!
k!(n−k)!
∗ xn−kιk − ∗xn
ι
,
la derivada de f(x) = xn, n ∈ N, es f ′(x) = nxn−1.
Ejemplo 5.18. Sean u(x) una funcio´n diferenciable, c ∈ R y f(x) = c ·u(x).
Entonces, f ′(x) = c · u′(x). El cociente diferencial es
∗c ∗ u(∗x+ ι)− ∗c ∗ u(∗x)
ι
= ∗c
[∗u(∗x+ ι)− ∗u(∗x)
ι
]
.
Por las propiedades de la sombra,
som(∗c) · som
(∗u(∗x+ ι)− ∗u(∗x)
ι
)
= c · u′(x).
Con ma´s generalidad, si u(x), v(x) son diferenciables y f(x) = a · u(x) + b ·
v(x), entonces f ′(x) = a · u′(x) + b · v′(x).
Ejemplo 5.19. Si f(x) = u(x) · v(x), para ciertas funciones diferenciables
u(x), v(x), entonces f ′(x) = u′(x) · v(x) + u(x) · v′(x). Ciertamente,
∗f(∗x+ι)−∗f(∗x)
ι
=
∗u(∗x+ι) ∗ v(∗x+ι)−∗u(∗x) ∗ v(∗x)
ι
=
[∗u(∗x+ι)−∗u(∗x)]∗ v(∗x)
ι
+
∗u(∗x+ι)[∗v(∗x+ι)−∗v(∗x)]
ι
.
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Y el resultado se sigue de las propiedades de la sombra y de la continuidad.
De manera ana´loga, si f(x) = u(x)
v(x)
y v(x) 6= 0, entonces
f ′(x) =
u′(x)v(x)− u(x) · v′(x)
[v(x)]2
.
Ejemplo 5.20. Si f es diferenciable en x ∈ R y g es diferenciable en f(x),
entonces la funcio´n compuesta g ◦ f es diferenciable en x, con derivada en
g′(f(x))f ′(x). Para ello, basta calcular
∗g(∗f(x+ι))−∗g(∗f(x))
ι
=
∗g(∗f(x+ι))−∗g(∗f(x))
ι
·∗f(x+ι)−∗f(x)∗f(x+ι)−∗f(x)
=
∗g(∗f(x+ι))−∗g(∗f(x))
∗f(x+ι)−∗f(x) ·
∗f(x+ι)−∗f(x)
ι
,
En este punto notamos que ∗f(x+ι) = ∗f(x)+κ, con κ ∈ I. Las propiedades
de la sombra producen el resultado buscado. Este procedimiento no se puede
usar cuando f es constante en una vecindad de x. Sin embargo, la aplicacio´n
directa de la definicio´n produce (g ◦ f)′(x) = 0. En consecuencia, si f es
biyectiva en su dominio y diferenciable en x, se tiene que
(f−1)′(f(x)) =
1
f ′(x)
.
Ejemplo 5.21. Para la funcio´n exponencial exp(x) = ex, aplicamos la fo´rmu-
la de adicio´n para obtener
exp(x+ ι)− exp(x)
ι
=
exp(x)[exp(ι)− 1]
ι
=
exp(x)[
∑∞
n=0
ιn
n!
− 1]
ι
.
Al sacar la sombra, exp′(x) = exp(x). Con esto, por el ejemplo anterior, la
derivada de la funcio´n logaritmica log(x) es 1/x.
Ejemplo 5.22. La fo´rmula de adicio´n tambie´n ofrece un me´todo para calcu-
lar la derivada de sen(x). Tengamos presente el Ejemplo 5.9. En efecto,
∗sen(x+ι)−∗sen(x)
ι
=
∗sen(x) ∗cos(ι)+∗cos(x) ∗sen(ι)−∗sen(x)
ι
=
∗ sen(x)[∗ cos(ι)− 1] + ∗ cos(x) ∗ sen(ι)
ι
=
∗sen(x)[1− ι2
2!
+ ι
4
4!
−· · · −1]+∗cos(x)[ι− ι3
3!
+ ι
5
5!
−· · · ]
ι
.
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Por consiguiente, luego de sacar la sombra, sen′(x) = cos(x). De forma ana´lo-
ga, cos′(x) = − sen(x).
5.4. Sucesiones
Hay ma´s arriba algunos puntos que no hemos explicado totalmente. Nos
referimos a los ejemplos 5.9, 5.10, 5.21 y 5.22, donde se usaron series inﬁnitas.
Como la convergencia de una serie es la convergencia de su sucesio´n de sumas
parciales, debemos estudiar las sucesiones. Tambie´n ser´ıa bueno profundizar
en la naturaleza de ∗N con el ﬁn de entender algunas cuestiones importantes
sobre ∗Q que pasaron desapercibidas en el Ejemplo 5.11.
Ahora bien, cada sucesio´n (de nu´meros reales) es una aplicacio´n s : N→ R
produce por extensio´n una hipersucesio´n (de hiperreales), es decir, una apli-
cacio´n ∗s : ∗N → ∗R. En las hipersucesiones, los te´rminos ∗s(∗n) = ∗s∗n
esta´n deﬁnidos incluso para los ∗n ∈ ∗N − •N, los cuales no son acota-
dos. Volvamos un momento a la construccio´n del ultraﬁltro para recordar el
teorema Fundamental 2.2, donde se probo´ que, en particular, los elementos
no-esta´ndar en ∗N son precisamente las clases de los subconjuntos inﬁnitos
de N (sucesiones, si se quiere) cuyos elementos (te´rminos) son todos distintos.
Nos interesa una caracterizacio´n de la convergencia para las sucesiones.
Teorema 5.23. Sea s : N→ R una sucesio´n con te´rminos (s(n) = sn)n∈N ⊂
R. Sean ∗s y ∗s∗n como ma´s arriba. Las siguientes proposiciones son equiva-
lentes.
1. (sn)n∈N converge a L ∈ R en el sentido usual. O sea, para todo in-
tervalo abierto (L − ε, L + ε), ε > 0, existe una cola de la sucesio´n
sN , sN+1, sN+2, . . . contenida en dicho intervalo abierto. Formalmente,
∀ε ∈ R+∃N ∈ N∀n ∈ N [n > N → |sn − L| < ε] .
2. ∗s∗n ≃ ∗L, para todo elemento no acotado ∗n ∈ ∗N− •N.
5.4. Sucesiones 60
Demostracio´n. Supongamos que (sn)n∈N converge a L y que ∗m ∈ ∗N−•N ⊂
∞+. Para ε > 0 cualquiera, existe N ∈ N, tal que
∀n ∈ N [n > N → |sn − L| < ε] .
Por transferencia (universal) obtenemos
∀ ∗ n ∈ ∗N [∗n > ∗N → | ∗ s∗n − ∗L| < ∗ε] .
Como ∗m > ∗N , por no estar acotado, s∗m ≃ ∗L.
Para el rec´ıproco, ﬁjemos un ∗m ∈ ∗N no acotado. Todo ∗n ∈ ∗N con
n∗ > ∗m tampoco es acotado y s∗n ≃ ∗L. Por tanto, | ∗ s∗n−∗L| < ∗ε, para
todo ε > 0. Esto prueba que
∀ ∗ n ∈ ∗N [∗n > ∗m→ | ∗ s∗n − ∗L| < ∗ε] .
As´ı, se veriﬁca la sentencia
∃ ∗N ∈ ∗N∀ ∗ n ∈ ∗N [∗n > ∗N → | ∗ s∗n − ∗L| < ∗ε] .
Como e´sta es la transformada ∗ de
∃N ∈ N∀n ∈ N [n > N → |sn − L| < ε] ,
obtenemos el resultado por transferencia existencial.
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*
Conclusiones
En la Introduccio´n dijimos que los hiperreales permit´ıan realizar mu-
chas construcciones naturales al Ana´lisis. Sin embargo, dicha “natu-
ralidad” es mucho ma´s profunda. Los hiperreales resultan de estudiar
propiedades menos evidentes de los naturales, en cuanto conjunto inﬁ-
nito. En el Ana´lisis cla´sico bastaba considerar las “colas” de las suce-
siones porque el asunto central era la convergencia. El estudio de los
ultraﬁltros permite detectar detalles ma´s ﬁnos en las sucesiones, a sa-
ber: los hiperreales. Por eso, contrariamente a lo que muchos piensan,
estamos convencidos de que los hiperreales constituyen una teor´ıa que
profundiza naturalmente y va ma´s alla´ de los resultados cla´sicos del
Ana´lisis.
Quedan pendientes muchas tareas: la construccio´n expl´ıcita de un ultra-
ﬁltro para N, la integral de Riemann, todos los dema´s temas del Ana´lisis
cla´sico; profundizar en el estudio de la Lo´gica, la Teor´ıa de Conjuntos,
etc. De particular intere´s para el Ana´lisis ser´ıan las Ecuaciones Dife-
renciales, el Ca´lculo de Variaciones y, en ﬁn, el Ana´lisis Funcional.
Tambie´n queda pendiente la reconstruccio´n histo´rica de la emergencia
de los hiperreales. Hay todav´ıa algunos episodios (que han llamado
nuestra atencio´n) por aclarar: las ideas, heterodoxas para su e´poca,
de du Bois-Reymond y Hadamard; los trabajos de los matema´ticos
que precedieron inmediatamente a Robinson; los de aquellos que lo
sucedieron; entre otros.
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En relacio´n con la ensen˜anza de estos temas, creemos que todo depen-
de del nivel que se quiera alcanzar. Si se acepta la existencia de los
inﬁnitesimales, se puede tratar el tema a` la Leibniz para ensen˜arlo en
los primeros semestres. Si se quiere abordar la existencia de los hiper-
reales, habr´ıa que esperar, por lo menos, hasta el ﬁnal del pregrado. Y
as´ı, para estudiar todo el Ana´lisis con la ayuda de los hiperreales, se
tendr´ıa que esperar otro poco. Claro, tampoco tiene que ser as´ı, pues
todo depende del intere´s y la disciplina de cada quien.
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