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Introduction
0.1. The context. This paper grew out of [GL], where the main construction that we will perform
here was stated erroneously. Let us explain what the paper [GL] aimed to do, and what is the objective
of the present one.
0.1.1. In [GL] our objective was to set up the context for the metaplectic geometric Langlands theory.
Namely, given a connected reductive group G and an algebraic curve X (say, over a field k), it was
proposed that a geometric metaplectic datum for the pair (G,X) should be understood as a factorizable
gerbe on the affine Grassmannian GrG of G over X.
Let us recall that, whatever the geometric Langlands theory is, it has to do with sheaves on various
spaces (here a “space” can mean a scheme, ind-scheme, stack or a general prestack) attached to the
pair (G,X). Thus, when we say “gerbe” we mean a gerbe banded by some group, which has to do with
coefficients of our sheaves.
Let us say that our sheaf theory is that of ℓ-adic sheaves. Then the group in question is (Q
×
ℓ )tors,
the group of roots of unity in Qℓ of order prime to char(k). Having a gerbe G banded by (Q
×
ℓ )tors on
a prestack Y, we can consider the category Shvℓ(Y)G, the stable ∞-category of ℓ-adic sheaves on Y,
twisted by G.
In the metaplectic geometric Langlands theory we wish to have a procedure that attaches (Q
×
ℓ )tors-
gerbes to all the prestacks naturally associated with (G,X) (such as BunG(X), the moduli stack of
principal G-bundles on X if the latter is complete), in a consistent way. And it turns out that a
factorizable gerbe on GrG is precisely a datum that gives rise to such a procedure.
Moreover, if k is a finite field Fq, a geometric metaplectic datum gives rise to a metaplectic extension
of G(Fx), where x is a closed point of X, and Fx is the corresponding local field.
0.1.2. Factorizable gerbes on the affine Grassmannian GrG form what is called a Picard 2-category :
a symmetric monoidal 2-category in which every object is invertible. Now, one of the key observations
is that this Picard 2-category is relatively easy to describe explicitly (see [GL, Sect. 3]):
Namely, it is the category of e´tale 4-cocyles on X × BG (relative to the base point of BG) with
coefficients in (Q
×
ℓ )tors(1)
τ≤4
(
Γet(X ×Bet(G);X × pt, (Q
×
ℓ )tors(1))
)
,
where (1) is the Tate twist. In the above formula Bet(G) is the usual algebraic stack version of the
classifying space, i.e., the sheafification of the prestack quotient pt /G in the e´tale topology; but we can
replace it by either BZar(G) (=sheafification of pt /G in the Zariski topology) or pt /G itself without
changing the answer.
In particular, the set of equivalence classes of such gerbes is
H4et(X ×Bet(G);X × pt, (Q
×
ℓ )tors(1)),
etc.
0.1.3. Here is, however, where the current paper grew out from. Other authors (see, e.g., [We]) used
a different object to parameterize metaplectic extensions.
Namely, they start with what we call a Brylinski-Deligne datum, which means by definition an
extension of the sheaf of groups G ×X over X by K2, where the latter is the Zariski sheafification of
the presheaf that attaches S ∈ Sch/X the group K2(S).
Brylinski-Deligne data form a Picard category (i.e., a symmetric monoidal category in which every
object is invertible). We can tautologically rewrite it as the space of maps between prestacks
(0.1.1) Mapsbased(X ×BZar(G), B
2
Zar(K2)),
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where B2Zar(K2) is the Zariski sheafification of the double classifying space of the commutative group
prestack K2 that attaches to S the group K2(S). In the above formula we could have replaced BZar(G)
by prestack quotient pt /G without changing the answer. The subscript “based” means that we are
considering the space of maps that are required to send X × pt to the base-point of B2Zar(K2).
The paper [BrDe] gives an explicit description of the Picard category (0.1.1), and, in particular, of
its homotopy groups. We recall this description in Sect. 5.1.
Remark 0.1.4. We should emphasize that the Picard category Mapsbased(BZar(G), B
2
Zar(K2)) is quite
sensitive to the topologies we consider.
For example, if we replace replace BZar(G) by Bet(G), we will have a natural map
Mapsbased(Bet(G), B
2
Zar(K2))→ Mapsbased(BZar(G), B
2
Zar(K2)),
which at the level of π0 is an injection with finite cokernel, see Remark 6.5.6. This is essentially taken
from [To].
If we replace B2Zar(K2) by B
2
et(K2), then we will have the (tautological) identification
Mapsbased(Bet(G), B
2
et(K2)) ≃ Mapsbased(BZar(G), B
2
et(K2)),
while the latter is isomorphic (at least after inverting char(p)) with its rationalization
Mapsbased(BZar(G), B
2
et(K2))⊗Q
(indeed, it follows from Suslin’s rigidity that K2 is uniquely n-divisible for any integer n co-prime with
char(p)), and the latter identifies also with
Mapsbased(BZar(G), B
2
Zar(K2))⊗Q,
due to the fact that K2 ⊗Q satisfies e´tale descent.
That said, we shall see that if we replace K2 by motivic cohomology, the answer is less sensitive to
the choice of topology, see Remark 0.2.5 below. This is essentially taken from [EKLV].
0.1.5. The natural question is, therefore, what is the relation between the Picard 2-category
FactGerbe
(Q
×
ℓ )tors
(GrG) ≃ τ
≤4
(
Γet(X ×BZar(G);X × pt, (Q
×
ℓ )tors(1))
)
and the Picard category
Mapsbased(X ×BZar(G), B
2
Zar(K2)).
Ideally, we would like to see that the construction of metaplectic covers strarting from a Brylinski-
Deligne datum passes via a geometric metaplectic datum. And this is what the present paper is about.
0.1.6. We introduce the notion of factorizable line bundle on GrG. The totality of such form a Picard
category, denoted FactLine(GrG).
The main focus of this paper is the construction of a functor of Picard categories
(0.1.2) Mapsbased(X ×BZar(G), B
2
Zar(K2))→ FactLine(GrG).
It is this functor, whose construction in [GL] had an error. Moreover, in Conjecture 6.1.2 we propose
that (0.1.2) is actually an equivalence.
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0.1.7. Here is how the functor (0.1.2) allows to relate Brylinski-Deligne data and factorizable gerbes.
Fix an integer n invertible in k. The Kummer sequence
0→ µn(k)→ O
× → O× → 0
defines a functor map
FactLine(GrG)→ FactGerbeµn(k)(GrG).
Furthermore, in Sect. 6.3 we construct a map
(0.1.3) Mapsbased(X ×BZar(G), B
2
Zar(K2))→ τ
≤4
(
Γet(X ×BZar(G);X × pt, µn(k)(1)
)
,
where we note that µn(k)(1) ≃ µn(k)
⊗2.
We propose a conjecture (which does not seem far-fetched at all) to the effect that the diagram
Mapsbased(X ×BZar(G), B
2
Zar(K2)) −−−−−→ τ
≤4
(
Γet(X ×BZar(G);X × pt, µn(k)(1)
)
y y
FactLine(GrG) −−−−−→ FactGerbeµn(k)(GrG)
commutes.
0.1.8. That said, our construction of the functor (0.1.2) has a small caveat. Namely, we need impose
the condition that char(p) is comprime with a certain integer, denoted N . Here is what this integer is:
Let GC be the complex Lie group corresponding to G. We consider GC as a topological group, and
consider its (topological) classifying space BGtop. Consider the abelian group
H4(BGtop,Z).
Inside we can consider the subgroup spanned by Chern classes of representations, i.e., the span of the
images of the maps
H4(BGL(V )top,Z)→ H
4(BGtop,Z)
for all finite-dimensional representations V of G.
When tensored with Q, this subgroup becomes all of H4(BGtop,Z). Hence, it has a finite index.
We let N be smallest integer that annihilates the quotient.
This integer is tautologically equal to 1 for G = GLn. One can show that it is also equal to 1 for
G = Sp(2n). But it is not equal to 1 for semi-simple simply-connected groups of other types.
0.2. Structure of the paper.
0.2.1. As was explained above, the main goal of this paper is to construct the map (0.1.2). This is
supposed to be very simple:
By unwinding the definitions, what we need to do is the following. Let S be an affine scheme and
let I be a finite set of maps S → X. Let UI ⊂ S ×X be the complement to the union of their graphs.
Suppose we are given a 2-cocycle on S ×X with coefficients in K2, equipped with a trivialization on
UI . To this datum wish to attach its residue or trace, which would be a 1-cocyle on S with coefficients
in K1 ≃ O
×
S , i.e., a line bundle on S.
The problem is, however, that we were not able to construct such a residue map:
(0.2.1) τ≤0
(
Γ(S ×X;UI ,K2[2])
)
→ Γ(S,K1)[1].
Our inability to do so is due to the lack of control of K-theory on schemes that are non-regular (we
need to allow S non-regular, because it will typically be a test-scheme mapping to GrG). This is where
the mistake in [GL] was.
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What we can do is construct some particular cases of (0.2.1), specifically, when S is smooth or a fat
point (=spectrum of local Artinian ring). This is done in Sect. 2.
The combination of these two cases will “almost” give us the desired map (0.1.2), but not quite.
0.2.2. We will need another variant of (0.2.1), where instead of K2 we use the 2-connective truncation
of the K-theory spectrum:
(0.2.2) Γ(S ×X;UI , τ
≤−2(K))→ Γ(S,K1)[1].
The reason we could construct the map (0.2.2) (as opposed to (0.2.1)) is that the full K-theory
spectrum has better functoriality properties than the individual sheaves Ki, see Sect. 3.
The map (0.2.2) still does not give rise (at least, not in a way that we could see) to a map (0.2.1),
because we are not able to prove that it vanishes on Γ(S ×X;UI , τ
≤−3(K)).
However, playing the map (0.2.2) against the cases in which we could construct the map (0.2.1), we
will able to carry out the construction of the map (0.1.2). This is done in Sects. 4 and 5.
0.2.3. In order to use the map (0.2.2), we will have to lift a Brylinski-Deligne datum, which is a based
map
κ : X ×BZar(G)→ B
2
Zar(K2),
to a map
κ′ : X ×BZar(G)→ K≥2.
Here K≥2 is the prestack defined by
Maps(S,K≥2) := Γ(S, τ
≤−2(K)), S ∈ Schaff .
We could not prove that such a lift always exists, and this is where the integer N of Sect. 0.1.8
enters the game:
We show that N ·κ can always be lifted, see Theorem 4.1.4. The fact that it is sufficient to consider
N · κ instead of κ itself is the “raising to the power” trick, suggested to us by A. Beilinson.
0.2.4. Finally, in Sect. 6, we construct the map (0.1.3). The construction is indirect, and it passes
by comparing the Picard category Mapsbased(X × BZar(G), B
2
Zar(K2)) with its motivic cohomology
counterpart (this idea was also suggested to us by A. Beilinson).
Namely, we prove (reproducing an argument from [EKLV]) that the natural map
Γ(X ×BZar(G),Zmot(2)[2])→ K2(X ×BZar(G))
induces an isomorphism on the τ≥0 truncations. We then use the composite
Γ(X ×BZar(G);X × pt,Zmot(2)[4])→ Γet(X ×BZar(G);X × pt,Zmot(2)[4]) →
→ Γet(X ×BZar(G);X × pt,Z/n(2)[4]) ≃ Γet(X ×BZar(G);X × pt, µ
⊗2
n [4])
to obtain the map (0.1.3).
We also reproduce the proof of another result of [EKLV], which says that the map
Γ(X ×BZar(G);X × pt,Zmot(2))→ Γet(X ×BZar(G);X × pt,Zmot(2))
induces an isomorphism on the τ≤4 truncations.
Remark 0.2.5. To summarize, we obtain that the equivalent Picard 2-categories
τ≥−2,≤0
(
Γ(X ×BZar(G);X ×pt,Zmot(2)[4])
)
≃ τ≥−2,≤0
(
Γet(X ×BZar(G);X × pt,Zmot(2)[4])
)
≃
≃ τ≥−2,≤0
(
Γet(X×Bet(G);X×pt,Zmot(2)[4])
)
≃ τ≥−2,≤0
(
Γet(X×(BG)
appr;X×pt,Zmot(2)[4])
)
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(here (BG)appr is the “scheme approximation” of Bet(G) from Sect. 4.3.5), which are also equivalent
to our
Mapsbased(X ×BZar(G), B
2
Zar(K2)).
By contrast, the Picard 2-categories
τ≥−2,≤0
(
Γ(X ×Bet(G);X × pt,Zmot(2)[4])
)
≃ τ≥−2,≤0
(
Γ(X × (BG)appr;X × pt,Zmot(2)[4])
)
and
Mapsbased(X ×Bet(G), B
2
Zar(K2)) ≃ Mapsbased(X × (BG)
appr, B2Zar(K2)),
which are equivalent to each other, but they are, in general, different from the one above, see Remarks
0.1.4 and 6.5.6.
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1. Some background, notation and conventions
1.1. The algebro-geometric setting.
1.1.1. We will be working over a ground field k, assumed algebraically closed. We denote
pt := Spec(k).
We will denote by Schaff ⊂ Sch the category of schemes (resp., affine schemes) over k. We denote
pt := Spec(k).
1.1.2. Higher category theory. In this paper we freely use the language of higher category theory and
higher algebra as developed in [Lu1, Lu2].
We denote by Spc the ∞-category of spaces. Its objects can be thought of as higher groupoids.
For an ∞-category C and objects c1, c2 ∈ C, we let Maps(c1, c2) ∈ Spc denote the space of maps
between them. If C is classical (i.e., an ordinary category), then Maps(c1, c2) are sets (=discrete
spaces), and we will also write Hom(c1, c2).
Given a stable∞-category C with a t-structure, we will denote by τ≥k, τ≤k, etc., the corresponding
truncation functors. We will denote by
Hk(−) : C→ C♥
the functor of k-th cohomology with respect to this t-structure.
Let Sptr denote the stable ∞-category of spectra. It comes equipped with a natural t-structure.
For a spectrum S, we will also use the notation S≥k := τ
≤−k(S) (this is the k-connective truncation of
S), and S≤−k := τ
≥k(S) (this is the k-th Postnikov truncation of S).
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1.1.3. Prestacks. By prestack we shall mean an arbitrary (accessible) functor
(Schaff)op → Spc .
The ∞-category of prestacks is denoted PreStk.
All other algebro-geometric objects that we will encounter (schemes, ind-schemes, algebraic stacks)
are particular cases of prestacks (which means that they are determined by their Grothendieck functors
of points evaluated on affine schemes).
Given prestack Y1 and Y2, following our conventions, we will denote by
Maps(Y1,Y2) ∈ Spc
the space of maps from Y1 to Y2.
1.1.4. The assignement
S 7→ QCoh(S), (S1
f
→ S2) 7→ QCoh(S2)
f∗
→ QCoh(S1)
is a functor
(Schaff )op →∞ -Cat .
Applying the procedure of right Kan extension along
(Schaff)op →֒ (PreStk)op
we obtain a functor
QCoh : (PreStk)op →∞ -Cat .
In particular, for Y ∈ PreStk we have a well-defined category QCoh(Y), and for a map f : Y1 → Y2
we have the pullback functor f∗ : QCoh(Y2)→ QCoh(Y1).
Thus, one can talk about vector (resp., line) bundles on a prestack, etc: an object F ∈ QCoh(Y) is
a vector (resp., line) bundle if for any S → Schaff |/Y, the resulting object FS ∈ QCoh(S) is a vector
(resp., line) bundle.
1.1.5. Let G be a connected reductive group over k.
We will consider several different versions of the classifying space of G. We let pt /G denote the
prestack quotient, i.e.,
Maps(S,pt /G) := B(Maps(S,G)).
We let BZar(G) the Zariski sheafification of pt /G.
We let Bet(G) denote the e´tale sheafification of pt /G; this is the usual algebraic stack version of the
classifying space of G.
1.1.6. We let X be a smooth connected algebraic curve over k. If X is complete, we let BunG(X)
denote the stack of principal G-bundles on X:
Maps(S,BunG(X)) := Maps(S ×X,Bet(G)).
1.1.7. The Ran space. The prestack of particular importance for us is the Ran space (say, of an algebraic
curve X), denoted Ran(X). By definition Maps(S,Ran(X)) is the set (=discrete space) whose elements
are finite non-empty subsets in Hom(S,X).
We can write Ran(X) explicitly as a colimit of schemes:
(1.1.1) Ran(X) ≃ colim
I
XI ,
where the colimit is taken over the category (opposite to that) of finite non-empty sets and surjective
maps.
The operation of union of finite sets defines a map
Ran(X)× Ran(X)→ Ran(X).
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In what follows we will also need the open substack
(Ran(X)× Ran(X))disj ⊂ Ran(X)× Ran(X)
defined as follows:
And S point (I1, I2) ∈ Maps(S,Ran(X)×Ran(X)) = Maps(S,Ran(X))×Maps(S,Ran(X)) belongs
to (Ran(X)×Ran(X))disj if for any i1 ∈ I1 and i2 ∈ I2, the corresponding two maps
S ⇒ X
have non-intersecting graphs (equivalently, for any k-point of S, the resulting two k-points of X are
distinct).
1.2. The affine Grassmannian.
1.2.1. Let I be a finite set. We define the affine Grassmanian GrG,I to be the ind-scheme that classifies
the data of triples
Maps(S,GrG,I) := (xI ,PG, α),
where
• xI ∈ Maps(S,X)
I ;
• PG is a principle G-bundle on S ×X;
• α is a trivialization of PG over the complement to the union of the graphs of the maps that
comprise xI .
Remark 1.2.2. Note that there is a potential ambiguity in the above definition. Namely, we could
perceive GrG,I as a functor on classical affine schemes or derived affine schemes. A priori, we obtain
two different algebro-geometric objects, and the notions of line bundles are different (undoubtedly, the
derived one is the a priori better notion).
However, the above two versions are actually isomorphic (i.e., the derived version is classical as a
prestack, up to Zariski sheafification). This is proved in [GR, Theorem 9.3.4]. This essentially follows
from the fact that GrG,I is formally smooth.
1.2.3. Let I = I1 ⊔ I2, so that X
I ≃ XI1 ×XI2 . Let
(XI1 ×XI2)disj ⊂ X
I1 ×XI2
be the open subset corresponding to the condition that for any i1 ∈ I1 and i2 ∈ I2, the corresponding
two maps
S ⇒ X
have non-intersecting graphs.
A basic feature of the affine Grassmannian is it factorization structure, i.e., a system of isomorphisms:
(1.2.1) (GrG,I1 ×GrG,I2) ×
XI1×XI2
(XI1 ×XI2)disj ≃ GrG,I ×
XI
(XI1 ×XI2 )disj.
These isomorphisms are associative with respect to further partitions, in the natural sense.
1.2.4. We introduce the Ran version of the affine Grassmannian GrG,Ran as follows:
Maps(S,GrG,Ran) := (I,PG, α),
where
• I is a finite non-empty set of maps S → X;
• PG is a principle G-bundle on S ×X;
• α is a trivialization of PG over the complement to the union of the graphs of the maps that
comprise I .
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We have the tautological map GrG,Ran → Ran(X).
We can write
GrG,Ran ≃ colim
I
GrG,I ,
where the colimit is taken over the same index category as for Ran(X) itself, see (1.1.1).
The factorization structure on GrR,Ran is encoded by the isomorphism
(1.2.2) (GrG,Ran ×GrG,Ran) ×
Ran×Ran
(Ran(X)×Ran(X))disj ≃ GrG,Ran ×
Ran
(Ran(X)× Ran(X))disj,
which is associative in the natural sense.
1.2.5. The main object of study in this paper are factorizable line bundles on GrG,Ran. By definition,
these are line bundles LGr on GrG,Ran, equipped with an isomorphism
LGr ⊠ LGr|(GrG,Ran×GrG,Ran) ×
Ran×Ran
(Ran(X)×Ran(X))disj ≃ LGr|GrG,Ran ×
Ran
(Ran(X)×Ran(X))disj
(where we identify the two prestacks over which the isomorphism takes place via (1.2.2)), and such
that the natural compatibility condition holds.
Equivalently, a factorizable line bundle LGr is an assignment for every finite non-empty set I of a
line bundle LIGr on GrG,I , equipped with (a transitive system of) identifications
(1.2.3) LIGr|GrG,J ≃ L
J
Gr for every surjection I ։ J
(this defines a line bundle on GrG,Ran), and the factorization isomorphisms
(1.2.4) LI1Gr ⊠ L
I2
Gr|(GrG,I1×GrG,I2 ) ×
XI1×XI2
(XI1×XI2 )disj
≃ LIGr|GrG,I ×
XI
(XI1×XI2 )disj
,
(where we identify the two prestacks over which the isomorphism takes place via (1.2.1)), such that
the identifications (1.2.4) are associative and compatible with (1.2.3) in the natural sense.
1.3. Presheaves and sheaves.
1.3.1. For a scheme Y we will consider the stable ∞-category PreShv(Y,Ab) of presheaves of chain
complexes abelian groups on Y .
Let the symbol “?” denote either Zariski or e´tale topology on Y . Then PreShv(Y,Ab) contains a
full subcategory
Shv?(Y,Ab) ⊂ PreShv(Y,Ab)
of objects that satisfy ?-descent.
This inclusion has a left adjoint, the sheafification functor. We will denote it by F 7→ F?. By a slight
abuse of notation, for F ∈ PreShv(Y,Ab) and an object U of the ?-site of Y , we will sometimes write
Γ?(U,F) for Γ(U,F?).
1.3.2. The category PreShv(Y,Ab) has a natural t-structure, whose heart PreShv(Y,Ab)♥ is the
abelian category of presheaves of abelian groups. The category Shv?(Y,Ab) acquires a unique t-
structure for which the sheafification functor is t-exact.
Note, however, that the forgetful functor
(1.3.1) oblv? : Shv?(Y,Ab)→ PreShv(Y,Ab)
is not t-exact, but only left t-exact.
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1.3.3. The following seems to be a ubiquitous confusion:
Let F be an object of Shv?(Y,Ab)
♥. We can associate with it two different objects of PreShv(Y,Ab).
One is oblv?(F). The other is
F
0 := H0(oblv?(F)) ∈ PreShv(Y,Ab)
♥.
The functor F 7→ F0
Shv?(Y,Ab)
♥ → PreShv(Y,Ab)♥
is the “usual” (non right-exact) embedding of the abelian category of sheaves into the abelian category
of presheaves. The natural map F0 → oblv?(F) induces an isomorphism of the sheafifications
F ≃ (F0)? ≃ (oblv?(F))?.
Note also that
Γ(U,F) := Γ(U,oblv?(F)) ≃ Γ?(U,F
0),
where the latter is known as the “sheaf cohomology” of F0 over U .
1.3.4. For a map f : Y1 → Y2 between schemes we will denote by
f∗ : PreShv(Y1,Ab)→ PreShv(Y2,Ab)
the corresponding direct image functor.
This functor sends Shv?(Y1,Ab)→ Shv?(Y2,Ab). We will denote the resulting functor by the same
symbol f∗ (and not Rf∗, which may be more traditional).
1.4. Different ways to view the K-theory functor.
1.4.1. First off, for an integer n, we consider the presheaf Kn on the category of affine schemes
S 7→ Kn(S);
this is a presheaf of abelian groups.
1.4.2. We can sheafify this presheaf on the big Zariski site, and obtain a (pre)sheaf of chain complexes
of abelian groups, denoted Kn. Applying the procedure of right Kan extension along
(Schaff)op →֒ PreStkop
we can evaluate Kn on any prestack
Y 7→ Kn(Y).
1.4.3. The restriction of Kn to the small Zariski site of an individual scheme Y will be denoted by
Kn|Y ∈ ShvZar(Y,Ab)
♥.
We have, by definition,
Γ(Y,Kn|Y ) = Kn(Y ).
Note that Kn|Y is canonically isomorphic to the Zariski sheafification of the restriction of Kn to the
small Zariski site of Y .
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1.4.4. The functor
S 7→ H0(Kn(S))
is an abelian group-object in the category of discrete prestacks; we will denote it byKn. For a prestack
Y, we have
πi(Maps(Y,Kn)) =
{
H0(Kn(Y)) for i = 0;
0 for i > 0.
For j ≥ 0, we can consider the i-fold classifying space of Kn, sheafified in Zariski topology, denoted
BjZar(Kn). This is a prestack that takes values in the category of E∞-group objects in the category of
prestacks. For a prestack Y, we have
πi(Maps(Y, B
j
Zar(Kn))) =
{
Hj−i(Kn(Y)) for i ≤ j;
0 for i > j.
2. Construction in particular cases
2.1. What we wish to construct.
2.1.1. We interpret the Brylisnki-Deligne datum as a based map
(2.1.1) κ : X ×BZar(G)→ B
2
Zar(K2).
From this datum we wish to produce a factorization line bundle LGr on the affine Grassmannian
GrG,Ran. In other words, given an affine test-scheme S and a triple
(I,PG, α),
where
• I is a finite set of maps S → G;
• PG is a G-bundle on S ×X;
• α is a trivialization of PG on the open UI ⊂ S ×X equal to the complement of ZI – the union
of the graphs of the maps that comprise I ,
we wish to construct a line bundle LI,PG,α on S. This construction is supposed to be functorial in S
in the natural sense.
2.1.2. The factorization structure on the collection
(2.1.2) (I,PG, α) LI,PG,α
means the following:
Let us be given a partition I = I1 ⊔ I2, such that for any i1 ∈ I1 and i2 ∈ I2, the corresponding two
maps
S ⇒ X
have non-intersecting graphs. The factorization structure on the affine Grassmannian means that the
datum of (I,PG, α) with a given I is equivalent to the data of (I
1,P1G, α
1) and (I2,P2G, α
2).
In this case, we wish to have an isomorphism of line bundles on S:
LI,PG,α ≃ LI1,P1G,α1
⊗ LI2,P2
G
,α2 .
These isomorphisms are supposed to be compatible with further partitions in the natural sense.
2.2. The initial attempt.
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2.2.1. The first glitch comes from the fact that the datum of PG does not define a map S × X →
BZar(G), but rather a map S ×X → Bet(G). However, this is easily overcome using [DS, Theorem 2]:
namely, PG does give a map S ×X → BZar(G) after passing to an e´tale cover of S.
Composing with the map κ of (2.1.1), we obtain a map
S ×X → B2Zar(K2)
that vanishes when restricted to UI .
2.2.2. Let us denote by
UI
j
→ S ×XI
ι
← ZI
the corresponding maps.
Thus, we obtain a section κS of
ι!(K2|S×XI )[2] ∈ Shv(ZI ,Ab).
Consider the projection
π : S ×X → X.
If we had a residue map
(2.2.1) (π ◦ ι)∗(ι
!(K2|S×XI ))[2]→ K1|S[1],
then from κS we would obtain a section of
K1|S[1] ≃ O
×
S [1],
i.e., a line bundle on S.
2.2.3. The problem is, however, that we were not able to define the map (2.2.1) in general.
In the rest of this section we will explain two particular cases in which we can construct such a map.
In Sect. 3 we will construct a variant of the map (2.2.1), where instead of K2 we use the 2-truncated
K-theory spectrum. In Sects 4 and 5 we will combine all these particular cases to produce the desired
system of line bundles (2.1.2).
2.3. The smooth case. Let us assume that S is smooth. In this case, the map (2.2.1) is easy to
construct, using Gersten resolution.
2.3.1. Let us recall that for a regular scheme Y , the object
Kn|Y ∈ Shv(Y,Ab)
can be represented by a complex (called the Gersten resolution)
(2.3.1) C·n := C
0
n → C
1
n → ...→ C
n
n,
where
Cin ≃ ⊕
Yi
(jYi)∗(Kn−i(ηYi)),
where the direct sum is taken over irreducible subvarieties of Y of condimension i and
ηYi
jYi
→֒ Y
denotes the inclusion of the generic point.
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2.3.2. Thus, we obtain that in the situation of Sect. 2.2.2, the object ι!(K2|S×XI )[1] is represented by
the complex
⊕
S′
(jS′)∗(O
×
ηS′
)→ ⊕
v′
Z,
where S′ run over the set of irreducible components of ZI and v
′ run over the set of closed points of
ZI .
Note that each S′ as above is finite over S. From here we obtain that the norm map defines a map
of complexes:
(2.3.2)
⊕
S′
(jS′)∗(O
×
ηS′
) −−−−−→ ⊕
v′
Zy y
O
×
ηS −−−−−→ ⊕
v
Z,
where ηS is the generic point of S (we are assuming for simplicity that S is connected), and v run over
the set of closed points of S. Now, the complex
O
×
ηS → ⊕
v
Z
is a resolution of O×S (in fact, it is a particular case of (2.3.1) for n = 1).
2.3.3. Thus, the map (2.3.2) gives rise to a map
(2.3.3) (π ◦ ι)∗(ι
!(K2|S×XI ))[2]→ K1|S[1],
and thus, does produce from κS a section of O
×
S [1], as desired.
Moreover, it is easy to see that this construction is functorial, and has the required factorization
structure.
2.4. The global case. In this subsection we will assume that X is complete. We will show that in
this case, the system of line bundles (2.1.2) can be constructed, albeit so far without the factorization
structure.
2.4.1. Consider the algebraic stack BunG(X). We will show that the datum of κ gives rise to a
line bundle LBun on BunG(X). The sought-for line bundle LGr on GrG,Ran will then be obtained by
pullback.
The datum of LBun is equivalent to the datum of functorial assignment to any affine scheme S and
a G-bundle PG on S ×X of a line bundle LPG on S.
Since BunG(X) is a smooth algebraic stack, by e´tale descent for line bundles on S, it suffices to
consider the case when S itself is smooth. After further e´tale localization with respect to S, we can
assume that PG comes from a map
S ×X → BZar(G).
Composing with κ we obtain a map
S ×X → B2Zar(K2),
i.e., a section of K2|S×XI [2].
To this datum we will associate a section of K1|S[1] ≃ O
×
S [1], i.e., a line bundle on S. This will be
a variant of the construction in Sect. 2.3. Namely, we will construct a map
(2.4.1) π∗(K2|S×XI )[2]→ K1[1]|S .
2.4.2. We need construct a map
(2.4.2) π∗(K2|S×XI )[1]→ O
×
S .
Since S was assumed smooth, it is enough to construct it outside of codimension 2 in S. Hence,
there are two cases to consider: when S is the spectrum of a field and when S is a spectrum of a DVR.
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2.4.3. Let first S be the spectrum of a field F . We need to construct a map
H1(XF ,K2|XF )→ F
×.
This is well-known, using the Gersten complex on XF . Indeed, we have a map
⊕
v
F×v → F
×
(where the direct sum is taken over the set of closed points v of XF and we denote by Fv the residue
field at v), given by the norm maps NormFv/F : F
×
v → F
×.
Now, the composite
K2(ηXF )→ ⊕
v
F×v → F
×
vanishes by Weil’s product formula.
2.4.4. Let now S = Spec(R) be the spectrum of a DVR with generic point η = Spec(F ) and a closed
point s. We need to show that the composite map
H1(S ×X,K2|S×X)→ H
1(XF ,K2|XF )→ F
×
factors through R× ⊂ F×. Equivalently, we need to show that the composition
H1(S ×X,K2|S×X)→ H
1(XF ,K2|XF )→ F
× → Z,
where the last map is given by the valuation at s, vanishes. In doing so, we can replace R by its
completion.
Let v be a closed point of XF . Taking its normalization in S×X, it corresponds to a DVR, denoted
R′, such that S′ = Spec(R′) is equipped with a finite flat map S′ → S. The required assertion follows,
using the Gersten complex computing H1(S ×X,K2|S×X), from the commutative diagram
F×v −−−−−→ Z
NormFv/F
y ydeg
F× −−−−−→ Z
where the right vertical map is given by multiplication by the degree of the residue field extension.
2.4.5. It is easy to see that the above construction is compatible with the one in Sect. 2.3. I.e., if PG
is the second component of a triple (I,PG, α), then the resulting two line bundles on S are canonically
isomorphic.
3. Construction using the K-theory spectrum
In this section we will now produce a variant of the map (2.2.1) in a different context, where instead
of K2(−) we use the entire K-theory spectrum.
3.1. The K-theory spectrum as a sheaf.
3.1.1. First, we note that the discussion in Sect. 1.3 applies verbatim, where instead of the category
PreShv(Y,Ab) we consider PreShv(Y,Sptr), the category of presheaves of spectra.
3.1.2. Recall that to any scheme Y we can attach the non-connective K-theory spectrum of the
category Perf(Y ), denoted Knc(Y ), see [TT, Sect. 6]. For i ≥ 0, the i-th homotopy group πi(Knc(Y ))
is the usual Ki(Y ).
Recall also that if Y is regular, the spectrum Knc(Y ) is actually connective, i.e., its negative homo-
topy groups vanish.
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3.1.3. The assignment
Y 7→ Knc(Y )
is functorial, and thus defines a presheaf of spectra on the category of schemes.
The key property of Knc that we will use is that it is a Zariski sheaf, see [TT, Theorem 8.1]. We
will also use the notation
Knc(Y ) := Knc(Y ).
Applying the procedure of right Kan extension along
(Schaff)op →֒ PreStkop,
we can evaluate Knc on any prestack
Y 7→ Knc(Y).
Note, however, that the Zariski descent property of Knc implies that if Y = Y is a scheme, the two
definitions of Knc(Y ) are consistent.
3.1.4. For an individual scheme Y , we will denote by
Knc|Y ∈ PreShv(Y,Sptr)
the restriction of Knc to the small Zariski site of Y .
We will also use its truncations
τ≤n(Knc|Y ) and τ
≥n(Knc|Y ) ∈ Shv(Y,Sptr),
with respect to the t-structure on Shv(Y,Sptr).
For n ≥ 0, we have
Hn(Knc|Y ) ≃ Kn|Y .
3.1.5. Let Knc, K≥n and K≤−n denote the E∞-objects in the category of prestacks defined by
Maps(S,Knc) := Ω
∞(Knc(S)) = Ω
∞ (Γ(S,Knc|S))
and
Maps(S,K≥n) := Ω
∞
(
Γ(S, τ≤−n(Knc|S))
)
and Maps(S,K≤n) := Ω
∞
(
Γ(S, τ≥−n(Knc|S))
)
.
Due to Zariski descent, the same isomorphisms hold for S replaced by any scheme Y .
3.1.6. We have the canonical maps
Knc ← K≥n → B
n
Zar(Kn).
3.2. Construction of the trace map.
3.2.1. Consider Knc|S×X , and consider its 2-connective truncation
(3.2.1) τ≤−2(Knc|S×X) ∈ Shv(S ×X,Sptr).
We will now construct a trace map
(3.2.2) τ≤0
(
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))
)
→ K1|S [1].
3.2.2. For every open V ⊂ S ×X we have a triangle of categories
Perf(V )V ∩ZI → Perf(V )→ Perf(V ∩ UI),
where Perf(V )V ∩ZI ⊂ Perf(V ) is the full subcategory spanned by objects with set-theoretic support on
V ∩ ZI ⊂ ZI .
We have the corresponding fiber sequence of spectra (see [TT, Theorem 7.4])
(3.2.3) Knc(V )ZI → Knc(V )→ Knc(V ∩ UI),
where Knc(V )ZI is the non-connective K-theory spectrum of the category Perf(V )V ∩ZI .
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3.2.3. The assignment
V 7→ Knc(V )ZI
defines a sheaf of spectra in the Zariski topology on S ×X; denote it by (Knc|S×X)ZI .
From (3.2.3) we obtain
(3.2.4) (Knc|S×X)ZI ≃ ι∗ ◦ ι
!(Knc|S×X).
3.2.4. Direct image along π gives rise to a functor
Perf(S ×X)ZI → Perf(S)
(also for S replaced by its Zariski open subsets). From here we obtain a map in Shv(S,Sptr)
π∗((Knc|S×X)ZI )→ Knc|S,
and composing with (3.2.4), we obtain a map
(3.2.5) (π ◦ ι)∗(ι
!(Knc|S×X))→ Knc|S .
Lemma 3.2.5. The composition
τ≤0
(
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))
)
→ (π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))→
→ (π ◦ ι)∗(ι
!(Knc|S×X))
(3.2.5)
−→ Knc|S
(uniquely) factors via a map
(3.2.6) τ≤0
(
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))
)
→ τ≤−1(Knc|S).
Proof. The assertion of the lemma is equivalent to saying that the map
H0
(
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))
)
→ H0(Knc|S) ≃ K0|S .
vanishes.
Note that K0|S is the constant sheaf with stalk Z. Hence, it is enough to show that the pullback of
the above composition to any closed point of S vanishes. This allows to replace S by pt = Spec(k).
However, in the latter case, we claim that the object
Γ
(
X, ι∗ ◦ ι
!(τ≤−2(Knc|X))
)
lives in cohomological degrees ≤ −1. Indeed, this follows from the fact that both functors
Γ(X,−) and Γ(UI ,−) : Shv(X,Ab)→ Ab
have cohomological amplitude bounded by dim(X) = 1.

3.2.6. Thus, composing with the projection
τ≤−1(Knc|S)→ K1|S [1],
from (3.2.6), we obtain the desired map (3.2.2).
3.3. Construction of the line bundle from a map to the K-theory spectrum.
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3.3.1. Recall the prestack K≥2, which is equipped with a map
(3.3.1) K≥2 → B
2
Zar(K2).
In particular, instead of talking about a Brylinski-Deligne datum, which was a based map
κ : X ×BZar(G)→ B
2
Zar(K2),
we can talk about a datum of a based map
(3.3.2) κ′ : X ×BZar(G)→ K≥2
(us usual, “based” means that we consider maps whose composition with X × pt → X × BZar(G) is
trivialized).
3.3.2. We claim that a datum of such a κ′ does give rise to a factorizable line bundle on GrG,Ran.
Indeed, given a point (I,PG, α) of GrG,Ran, precomposing with κ
′ we obtain a section κ′S of
τ≤0
(
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X)))
)
, and using (3.2.2), we obtain from κ′S a section of K1|S [1] ≃ O
×
S [1],
i.e., a line bundle on S.
Moreover, this construction is functorial in S, and has the required factorization structure.
3.4. Compatibility for smooth schemes. In this subsection we will assume that S is smooth.
3.4.1. We claim that the constructions in Sect. 3.3 and Sect. 2.3 are compatible in the following sense:
Start with a datum of κ′, and let κ be its projection with respect to the map (3.3.1). Then we claim
that the resulting line bundles on S for every (I,PG, α) are canonically isomorphic. Indeed, this follows
from the next observation:
Lemma 3.4.2. Assume that S is smooth (in particular, Knc|S×X is connective). In this case, we have
a commutative diagram
(π ◦ ι)∗(ι
!(τ≤−2(Knc|S×X))) −−−−−→ (π ◦ ι)∗(ι
!(Knc|S×X))
(3.2.5)
−−−−−→ Knc|Sy y
(π ◦ ι)∗(ι
!(K2|S×XI )[2])
(2.3.3)
−−−−−→ K1|S [1] −−−−−→ τ
≥−1(Knc|S).
The proof is obtained by unwinding the definitions.
3.4.3. Assume now also that X is complete. The construction in Sect. 3.2 has a variant, where we
now use the direct image functor
π∗ : Perf(S ×X)→ Perf(S)
and the corresponding trace map
(3.4.1) π∗(Knc|S×X)→ Knc|S .
Lemma 3.4.4. For i ≥ 2, the object
π∗(Ki(S ×X)) ∈ Shv(S,Ab)
is concentrated in cohomological degrees ≤ i− 1.
For the proof see Sect. 3.6.6. From Lemma 3.4.4, we obtain that for i ≥ 2, the object
π∗(τ
≤−i(Knc|S×X)) is concentrated in cohomological degrees ≤ −1.
Remark 3.4.5. As was explained to us by experts, the object π∗(Ki(S×X)) is actually supposed to be
concentrated in cohomological degrees ≤ 1. A proof outlined for us by S. Bloch and H. Esnault uses a
version of the moving lemma, which does not seem to be present in the literature.
Note that this vanishing would imply that π∗(τ
≤−i(Knc|S×X)) is concentrated in cohomological
degrees ≤ −(i− 1). Using this result would have simplified the proof of Proposition 3.5.6 below.
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3.4.6. From (3.4.1) we obtain a map
(3.4.2) π∗(τ
≤−2(Knc|S×X))→ τ
≤−1(Knc|S),
which we can further compose with the projection τ≤−1(Knc|S)→ K1|S [1] and obtain a map
(3.4.3) π∗(τ
≤−2(Knc|S×X))→ K1|S[1].
Hence, a datum of κ′ as in (3.3.2) gives rise to a line bundle L′Bun on BunG(X), so that the line bundle
constructed in Sect. 3.3 identifies with the pull-back of L′Bun along the map GrG,Ran → BunG(X).
3.4.7. We claim that the above line bundle L′Bun identifies canonically with the line bundle LBun
constructed in Sect. 2.4 from κ corresponding to the image of κ′ under the projection (3.3.1). This
follows from the following analog of Lemma 3.4.2:
Lemma 3.4.8. We have a commutative diagram
π∗(τ
≤−2(Knc|S×X))
(3.4.2)
−−−−−→ τ≤−1(Knc|S)y y
π∗(K2|S×XI )[2])
(2.4.1)
−−−−−→ K1|S[1].
3.5. The case of a fat point. In this subsection we will consider the case when S is the spectrum of
a local Artinian ring, i.e., S is a fat point. For such S, we will be able to construct the map (2.2.1).
3.5.1. Consider the exact triangle
τ≤−3(Knc|S×X)→ τ
≤−2(Knc|S×X)→ K2|S×XI [2],
and the corresponding triangle
(π ◦ ι)∗
(
ι!(τ≤−3(Knc|S×X))
)
→ (π ◦ ι)∗
(
ι!(τ≤−2(Knc|S×X))
)
→ (π ◦ ι)∗
(
ι!(K2|S×XI )
)
[2].
We will presently show that (π ◦ ι)∗
(
ι!(τ≤−i(Knc|S×X))
)
is concentrated in cohomological degrees
≤ −(i− 1). This would imply that the map (3.2.2) uniquely extends to the desired map (2.2.1).
3.5.2. To prove the desired cohomological estimate, we notice that the scheme ZI is Artinian, and
therefore the functor (π ◦ ι)∗ is t-exact. Hence, it remains to show that the cohomological amplitude
of the functor
ι! : Shv(S ×X,Ab)→ Shv(ZI ,Ab)
is bounded on the right by 1. The latter is equivalent to the functor
j∗ : Shv(UI ,Ab)→ Shv(S ×X,Ab)
being t-exact. However, the latter holds, because for any point z ∈ ZI , the scheme (S ×X)x ×
S×X
UI is
local.
3.5.3. Thus, starting from a datum of κ, to S as above and any (I,PG, α) we can associate a line
bundle on S. This construction is functorial in S and has the required factorization structure.
3.5.4. Assume for a moment that S is reduced (i.e., S = pt). Then, on the one hand, the above
construction attaches to κ a line (=line bundle over S). On the other hand, the construction of
Sect. 2.3 also produces a a line (=line bundle over S).
However, it is easy to see from Lemma 3.4.2 that these two lines are canonically isomorphic, in a
way compatible with factorization.
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3.5.5. For the sequel, we will need the following compatibility result between the above construction
and the one in Sect. 2.4:
Proposition 3.5.6. Let X be complete. If S is a fat point, and given a triple (I,PG, α), we have a
canonical isomorphism of line bundles on S
LI,PG,α ≃ (LBun)|S,
where the map S → BunG(X) is given by the datum of PG.
3.6. Proof of Proposition 3.5.6.
3.6.1. Since S ×X is of Krull dimension 1, for any i the object
π∗(τ
≤−i(Knc|S×X))
lives in cohomological degrees ≤ −(i− 1).
Hence, the construction in Sect. 3.5.1 has a variant that shows that the map (3.4.3) extends uniquely
to a map
(3.6.1) π∗(K2|S×XI )[2]→ K1|S [1].
This construction is compatible with one in Sect. 3.5.1 via the commutative diagram
(π ◦ ι)∗
(
ι!(τ≤−2(Knc|S×X))
)
−−−−−→ π∗(τ
≤−2(Knc|S×X))y y
(π ◦ ι)∗
(
ι!(K2|S×XI )
)
[2] −−−−−→ π∗(K2|S×XI )[2]y y
K1|S [1]
Id
−−−−−→ K1|S [1].
The given S-point of BunG(X) can be factored as
S
f
→ S′ → BunG(X)
with S′ smooth. Let us denote by π′ the projection S′ ×X → S′.
Hence, in order to prove the proposition, we need to establish the commutativity of the diagram
(3.6.2)
f∗(π′∗(K2(S
′ ×X)))[2] −−−−−→ π∗(K2|S×XI )[2]
(2.4.1)
y y(3.6.1)
f∗(K1|S [1]) −−−−−→ K1|S [1].
Remark 3.6.2. The above commutativity is not tautological because the maps (2.4.1) and (3.6.1) were
constructed by different procedures.
3.6.3. Note that in the diagram
f∗(π′∗(τ
≤−2(Knc(S
′ ×X)))) −−−−−→ π∗(τ
≤−2(Knc|S×X))y y
f∗(π′∗(K2(S
′ ×X)))[2] −−−−−→ π∗(K2|S×XI )[2]
(2.4.1)
y y(3.6.1)
f∗(K1(S
′)[1]) −−−−−→ K1|S [1].
the outer square is commutative (by Lemma 3.4.8).
Therefore, if we we knew that π′∗(τ
≤−3(Knc(S
′ × X))) lives in cohomological degrees ≤ −2 (see
Remark 3.4.5) we would be done. If we want to avoid using this result, we argue as follows.
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3.6.4. The possible obstruction to the commutativity of (3.6.2) is a map
f∗(π′∗(τ
≤−3(Knc(S
′ ×X))))→ K1|S[1],
i.e., a map
(3.6.3) H0
(
f∗(π′∗(τ
≤−3(Knc(S
′ ×X))))[−1]
)
→ O×S ,
where we know that f∗(π′∗(τ
≤−3(Knc(S
′ ×X))))[−1] lives in degrees ≤ 0.
The map (3.6.3) does vanish when further composed with O×S → O
×
Sred
by Sect. 3.5.4. Hence,
arguing by induction on the length of S, we can assume that S is is the scheme of dual numbers, i.e.,
is isomorphic to Spec(k[ǫ]), where ǫ2 = 0. In this case, the map f : S → S′ can be further factored as
S → S′′ → S′,
where S′′ is smooth of dimension 1. Hence, in checking the commutativity of (3.6.2) we can replace S′
by S′′. So we can assume that dim(S′) = 1.
However, we claim that for dim(S′) = 1, the statement that π′∗(τ
≤−3(Knc(S
′ ×X))) lives in coho-
mological degrees ≤ −2 holds unconditionally. Indeed, π′∗(Ki(S
′ ×X)) lives in degrees ≤ 2 since the
Krull dimension of S′×X equals 2. So it suffices to show that the 2-nd cohomology of π′∗(K3(S
′×X))
vanishes.
3.6.5. To prove the required vanishing, we can replace S′ by its localization at the closed point. Denote
by s′ (resp., η′) the closed (resp., generic) point of S′. Clearly, H2(π′∗(K3(S
′ ×X))) vanishes over η′.
Its stalk at s′ is isomorphic to
H2(S′ ×X,K3(S
′ ×X)).
We use the Gersten resolution (see Sect. 2.3.1) to compute this cohomology. A degree 2 cocycle is
represented by
ai · (s
′ × xi), xi ∈ X(k), ai ∈ k
× = K1(k).
However, such a cocycle is always a coboundary, namely, of the element
{t, ai} · (η
′ × xi),
where t is a uniformizer of S′, and {t, ai} denotes the product of t and ai, viewed as an element of K2
at the generic point of the codimension one subscheme S′ × xi ⊂ S
′ ×X.

3.6.6. Proof of Lemma 3.4.4. We may assume that S is local, and we need to show that
Γ(S ×X,Ki)
vanishes in degrees ≥ i. First off, the Gersten resolution shows that this cohomology vanishes in degrees
≥ i+ 1, so we need to show the vanishing of the i-th cohomology.
The group of i-cochains in the Gersten complex computing Γ(S × X,Ki) is spanned by classes of
codimension-i cycles of two kinds.
The first kind is cycles of the form Z ×X, where Z is an irreducible subvariety of codimension i in
S. The other kind is of the form Z′, where Z′ ⊂ S ×X is an irreducible subvariety of codimension i in
S ×X that projects in a finite way to some Z ⊂ X. Let us show that both kinds are rationally trivial.
For the first kind, it suffices to show that Z is rationally trivial in S. This is obvious: replace S be
the localization S˜ at the generic point of Z, so that Z˜ := S˜ ×
S
Z becomes the closed point of S˜; choose
any regular one-dimensional closed subscheme T ⊂ S˜, and consider the uniformizer on T .
For the second kind, by replacing S by T as above, we can assume that S is one-dimensional, and
Z′ is a closed point in the special fiber. We need to show that such Z′ is rationally trivial. We can
find an irreducible closed subscheme S′ ⊂ S ×X, whose intersection with the special fiber contains Z′
as a connected component. The projection of S′ onto S is finite; in particular S′ is semi-local. Hence,
we can find a regular function on S′ whose subscheme of zeros is Z′.
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
4. Construction in the absolute case
In this section we will assume that (char(p),N) = 1, where N is the integer from Sect. 0.1.8.
We will construct the line bundle LGr associated to an absolute Brylinski-Deligne datum, i.e., a map
κ : BZar(G)→ B
2
Zar(K2).
4.1. The raising to the power trick. The “trick” used in this subsection was suggested to us by
A. Beilinson.
4.1.1. With no restriction of generality we can assume that our curve X is complete. According to
Sect. 2.4, to a datum of κ we can attach a line bundle LBun on BunG(X). We let LGr denote its
pullback onto GrG,Ran. Our task is to endow LGr with a factorization structure.
According to Proposition 3.5.6, when we evaluate LGr on
S → GrG,Ran
with S being a fat point, it does possess the required factorization structure. According to Sect. 2.3
the same holds for S being a smooth scheme.
We will now show that this factorization structure uniquely extends to any S.
4.1.2. First off, the uniqueness statement is clear. Indeed, any two isomorphisms between two given
line bundles on a scheme S coincide if they coincide when pulled back along any S′ → S for S′ being
a fat point.
4.1.3. To prove the existence, we will use a different construction of LGr. Namely, we will use the
following result, proved below:
Theorem 4.1.4. For any κ, its multiple N · κ can be obtained from a (based) map
κ′ : BZar(BG)→ K≥2
by composing with the projection K≥2 → B
2
Zar(K2).
4.1.5. Let κ′ be as in Theorem 4.1.4. By Sect. 3.3, to such κ′ we can associate a factorizable line
bundle, to be denoted L′Gr over GrG,Ran.
By Sect. 3.4.7, we have
(4.1.1) L′Gr ≃ L
⊗N
Gr
as plain line bundles.
The above isomorphism endows L⊗NGr with a factorization structure. By Sect. 3.5, this factorization
structure is compatible with the factorization structure on LGr evaluated on fat points. By Lemma 3.4.2,
this factorization structure is compatible with the factorization structure on LGr evaluated on smooth
schemes.
Hence, it remains to show that the above factorization structure on L⊗NGr comes from a factorization
structure on LGr in a way compatible with evaluation on smooth schemes. (The compatibility with
the given factorization structure on LGr on fat points would follow, because, since (char(k), N) = 1, if
for an element f ∈ O×S we have f
N = 1 and f |Sred = 1, then f = 1.)
Now, the assertion follows from the next general result:
Proposition 4.1.6. For a line bundle LY on a scheme scheme Y , the datum of a line bundle LY
equipped with an isomorphism L⊗NY ≃ L
′
Y is equivalent to the datum of compatible family of line
bundles LS equipped with isomorphisms L
⊗N
S ≃ L
′
Y |S for all smooth affine schemes S over Y .
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Proof. The question is local with respect to the Zariski topology on Y , so we can assume that LY is
trivial. Then the question becomes that of comparing µN -e´tale torsors on Y with compatible families
of such on smooth affine schemes mapping to Y .
The result now follows from the fact that e´tale sheaves with coefficients that are torsion prime to
char(k) satisfy descent with respect to the topology generated by proper surjective maps and Zariski
covers, and affine smooth schemes form form a basis for this topology.

4.1.7. This completes the construction of LGr as a factorization line bundle. The rest of this section
is devoted to the proof of Theorem 4.1.4.
4.2. Reduction to the case of G = GLn.
4.2.1. We will deduce the assertion of Theorem 4.1.4 from its special case when G = GLn. Namely,
we will prove:
Theorem 4.2.2. For G = GLn, any map BZar(BG)→ K2 can be lifted to a map BZar(BG)→ K≥2.
Let us show how Theorem 4.2.2 implies Theorem 4.1.4.
4.2.3. For a representation V of G consider the corresponding map
BZar(BG)→ BZar(BGL(V )),
and the induced map
(4.2.1) π0
(
Maps(BZar(GL(V )), B
2
Zar(K2))
)
→ π0
(
Maps(BZar(G), B
2
Zar(K2))
)
.
Assuming Theorem 4.2.2, in order to prove Theorem 4.1.4, it suffices to prove that the subgroup
in π0
(
Maps(Bet(G), B
2
Zar(K2))
)
, generated by the images of the maps (4.2.1) for all possible V , has a
finite index and the quotient is annihilated by N .
4.2.4. Let us recall the definition of the integer N :
Let GC be the complex Lie group corresponding to G. We consider GC as a topological group, and
consider its (topological) classifying space BGtop. Consider the abelian group
H4(BGtop,Z).
For each representation V of G, consider the induced map
H4(BGL(V )top,Z)→ H
4(BGtop,Z).
The images of these maps generate a subgroup of finite index. We let N be the smallest integer that
annihilates the quotient.
4.2.5. We now prove the required assertion regarding π0
(
Maps(Bet(G), B
2
Zar(K2))
)
.
Let ΛG denote the coweight lattice of G. According to [BrDe, Theorem 6.2], we have an isomorphism
of sets
π0
(
Maps(Bet(G), B
2
Zar(K2))
)
≃ Quad(ΛG,Z)
WG ,
where the latter is the set of Weyl group invariant integer-valued quadratic forms on ΛG. Moreover,
this is bijection respects the natural group structure on both sides, and is functorial with respect to G.
Now, we have a canonical isomorphism
H4(BGtop,Z) ≃ Quad(ΛG,Z)
WG ,
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and for V defined over the integers, we have a commutative diagram
H4(BGL(V )top,Z) −−−−−→ H
4(BGtop,Z)
∼
y y∼
Quad(ΛGL(V ),Z)
WGL(V ) −−−−−→ Quad(ΛG,Z)
WG
∼
x x∼
Maps(BZar(GL(V )), B
2
Zar(K2)) −−−−−→ Maps(BZar(G), B
2
Zar(K2)).
This implies the required assertion.
4.3. Proof for GLn. The goal of this section is to prove Theorem 4.2.2. We set G = GLn.
4.3.1. The key observation that we will use is that for G = GLn the map
BZar(G)→ Bet(G)
is an isomorphism.
In particular, if G acts freely on a scheme Z (i.e., the algebraic stack quotient Y := (Z/V )et is
actually a scheme), the natural map
(Z/G)Zar → (Z/G)et = Y
is an isomorphism, where (Z/G)Zar (resp., (Z/G)et) denotes the sheafification of the prestack quotient
Z/G in the Zariski (resp., e´tale) topology.
4.3.2. First, we note the obstruction to the existence of a lift belongs to
H1(τ≤−3(Knc)(BZar(G))).
Hence, to prove the theorem, it suffices to show the following:
Proposition 4.3.3. The cohomology groups Hj(Ki(BZar(G))) vanish for j > i.
Remark 4.3.4. Note that the assertion of Proposition 4.3.3 would follow from the Gersten resolution
(see Sect. 2.3.1) if instead of BZar(G) we had a smooth scheme. The proof will consist of showing that
BZar(G) behaves in a similar way. The argument below is inspired by [To]. This idea was explained to
us by A. Beilinson.
4.3.5. According to [To, Remark 1.4], for every integer n, we can find a representation V of G with
the following property: V contains an open subset E, such that codim(V − E,E) > n, and such that
the action of G on E is free, i.e., the algebraic stack quotient
(BG)appr := (E/G)et
is a scheme.
We will show that
Ki(BZar(G)) ≃ Ki((BG)
appr)
for i ≤ n. This would imply the assertion of the proposition.
Consider the maps
(4.3.1) Ki(BZar(G))→ Ki((V/G)Zar)→ Ki((E/G)Zar) ≃ Ki((E/G)et) = Ki((BG)
appr).
We will show that the first of these maps is an isomorphism for all i, and the second is an isomorphism
for i ≤ n. (This will be true for any G, not just G = GLn. It is the third isomorphism that uses the
specifics of GLn.)
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4.3.6. To prove that
Ki((V/G)Zar)→ Ki((E/G)Zar)
is an isomorphism, we note that each side is computed as the totalization of the corresponding co-
simplicial complex:
j  Ki(G
j−1 × V ) and j  Ki(G
j−1 × E),
respectively.
However, the assumption that codim(V − E,E) > i implies that the corresponding maps
Ki(G
j−1 × V )→ Ki(G
j−1 × E)
are isomorphisms, by Gersten resolution.
4.3.7. To prove that
Ki(BZar(G))→ Ki((V/G)Zar)
is an isomorphism, it suffices to show that the corresponding maps
Ki(G
j−1)→ Ki(G
j−1 × V )
are isomorphisms.
However, this follows from the A1-invariance of Ki: for a smooth scheme S, the map
Ki(S)→ Ki(S × A
1)
is an isomorphism, according to [Sh, Sect. 2].
Remark 4.3.8. Consider the triple (V,E, (BG)appr) for an arbitrary connected reductive group, and
the maps (4.3.1) for i = 2. Let us take H2(−) of these complexes.
As is shown in [To, Corollary 3.5], the resulting map
H2(K2((BG)
appr))→ H2(K2(BZar(G)))
is injective, but not necessarily an isomorphism, even for G semi-simple simply connected. For example,
it fails to be such for the group Spin(7). However, the fact that the isomorphism holds for GLn shows
that the quotient is annihilated by the integer N . In fact, the image of this map equals the subgroup
generated by the images of the maps (4.2.1) for all V , i.e., the subgroup of
Quad(ΛG,Z)
WG ≃ H4(BGtop,Z)
generated by Chern classes of representations.
5. Construction in the general case
5.1. Recollections from [BrDe].
5.1.1. Let us recall the theorem from [BrDe] (namely, Theorem 6.2) that describes explicitly the Picard
category
Mapsbased(Y ×BZar(G), B
2
Zar(K2))
for any smooth and connected Y .
This theorem says that this Picard category is canonically equivalent to one consisting of the fol-
lowing data:
• A Weyl group invariant quadratic form Q on the coweight ΛG lattice of G;
• A central extension E of ΛG (viewed as a constant Zariski sheaf on Y ) by O
×
Y , such that the
commutator pairing ΛQ ⊗ ΛQ → Γ(X,O
×
X) is given by
λ1, λ2 7→ (−1)
B(λ1,λ2),
where B is the bilinear form corresponding to Q;
• An identification of the the pullback of E to ΛGsc with a canonical one Esc arising from Q|ΛGsc
(here ΛGsc ⊂ ΛG is the coroot lattice of G= coweight lattice of the simply connected cover Gsc
of the derived group of G).
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We will not need the full force of this theorem (in particular, we will not need to know what Esc is).
Rather, we will use some of its consequences.
5.1.2. The description of Mapsbased(Y × BZar(G), B
2
Zar(K2)) given above implies that there exists a
natural map
Mapsbased(Y ×BZar(G), B
2
Zar(K2))→ Quad(ΛG,Z)
WG ,
which is surjective on π0 (because this is so for Y = pt, in which case this map is an isomorphism on
π0).
Let us denote by Mapsbased(Y × BZar(G), B
2
Zar(K2))
0 its fiber. Here is the input from the [BrDe]
description that we will use:
Corollary 5.1.3. The Picard category Mapsbased(Y × BZar(G), B
2
Zar(K2))
0 is canonically equivalent
to the Picard category
Fib
(
TorsZar(Hom(ΛG,O
×
Y ))→ TorsZar(Hom(ΛGsc ,O
×
Y ))
)
.
Note now that we have a canonical equivalence of Picard categories
Fib
(
TorsZar(Hom(ΛG,O
×
Y ))→ TorsZar(Hom(ΛGsc ,O
×
Y ))
)
≃
≃ Fib
(
Torset(Hom(ΛG,O
×
Y ))→ Torset(Hom(ΛGsc ,O
×
Y ))
)
≃
≃ Torset(Hom(π1,alg(G),O
×
Y )),
where π1,alg(G) := ΛG/ΛGsc denotes the algebraic fundamental group of G.
5.1.4. As a consequence, we obtain:
Corollary 5.1.5. There exists a canonical homomorphism of Picard categories
Torset(Hom(π1,alg(G),O
×
Y ))→ Mapsbased(Y ×BZar(G), B
2
Zar(K2)),
and the induced map
Torset(Hom(π1,alg(G),O
×
Y ))
Tors(Hom(π1,alg(G),k
×))
× Mapsbased(BZar(G), B
2
Zar(K2))→
→ Mapsbased(Y ×BZar(G), B
2
Zar(K2))
is an equivalence.
From this corollary, we obtain:
Corollary 5.1.6.
πi(Mapsbased(Y ×BZar(G), B
2
Zar(K2))) ≃
≃
{
Quad(ΛG,Z)
WG ×H1et(Y,Hom(π1,alg(G),O
×
Y )) for i = 0;
H0(Y,Hom(π1,alg(G),O
×
Y )) for i = 1.
5.2. Reduction to the case of tori.
5.2.1. Our goal is to construct a homomorphism of Picard groupoids:
(5.2.1) Mapsbased(X ×BZar(G), B
2
Zar(K2))→ FactLine(GrG,Ran(X)).
Given Corollary 5.1.5 and the already constructed map
Mapsbased(X ×BZar(G), B
2
Zar(K2))→ FactLine(GrG,Ran(X)),
we need to perform the following two steps:
• Construct a homomorphism of Picard categories
Torset(Hom(π1,alg(G),O
×
X))→ FactLine(GrG,Ran(X));
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• Establish the commutativity of the diagram
(5.2.2)
Tors(Hom(π1,alg(G), k
×)) −−−−−→ Torset(Hom(π1,alg(G),O
×
X))y y
Mapsbased(X ×BZar(G), B
2
Zar(K2)) −−−−−→ FactLine(GrG,Ran(X))
5.2.2. We will carry out these two steps using an additional choice. Namely, we will choose a short
exact sequence
(5.2.3) 1→ T → G˜→ G→ 1,
where T is a torus, and G˜ is a reductive group whose derived group G˜′ is simply connected.
The fact that the result is independent of this choice will be evident from the construction.
5.2.3. Note that the torus T , being commutative, can be regarded as a group-object in the category
of groups. Hence, GrT,Ran acquires a structure a relative group ind-scheme over Ran.
We have an action of T , viewed as a group-object in he category of groups, on G˜, and the action
map
T × G˜→ G˜×
G
G˜
is an isomorphism.
Hence, we obtain an action the relative group ind-scheme GrT,Ran over Ran on GrG˜,Ran so that the
resulting map
(5.2.4) GrT×G˜,Ran ≃ GrT,Ran ×
Ran
GrG˜,Ran → GrG˜,Ran ×
GrG,Ran
GrG˜,Ran
is an isomorphism.
Note also that the map
GrG˜,Ran → GrG,Ran
is surjective in the topology where we take as coverings finite surjective maps.
Remark 5.2.4. One can show that the above map is surjective in the e´tale topology, but the proof that
we have in mind is quite involved, so we will avoid using this fact.
5.2.5. Consider the topology of finite surjective maps in the setting of derived schemes. We claim:
Proposition 5.2.6. Let f : S˜ → S be a map of derived schemes (assumed locally almost of finite type),
such that the resulting map of classical schemes S˜cl → Scl is finite an surjective. Then the groupoid of
line bundles on S maps isomorphically to the totalization of the cosimplicial groupoid of line bundles
on the Cˇech nerve of f .
Proof. For any derived affine scheme S (assumed locally almost of finite type) the functor of tensoring
by the dualizing object
F 7→ F ⊗ ωS
defines a fully faithful functor
Perf(S)→ IndCoh(S).
Hence, it suffices to prove the corresponding descent statement for IndCoh. However, in the latter
case, it is given by [Ga, Proposition 8.2.3].

Corollary 5.2.7. There exists an equivalence of categories between FactLine(GrG,Ran) and the category
of objects in FactLine(GrG˜,Ran), factorizably equivariant with respect GrT,Ran.
Remark 5.2.8. Here we are using the fact that the isomorphism (5.2.4) holds at the derived level, see
Remark 1.2.2.
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5.2.9. Hence, if we can perform the two steps in Sect. 5.2.1 for groups of the form G˜ × Tn, in a way
compatible with the maps in the simplicial group that encodes the action of T on G˜, this would imply
the two steps in Sect. 5.2.1 for G.
5.2.10. Let T˜ denote the quotient of G˜ by its derived group. Note that the map
π1,alg(G˜)→ π1,alg(T˜ )
is an isomorphism.
Hence, in order to carry out the two steps in Sect. 5.2.1 for groups of the form G˜ × Tn (in a way
compatible with the simplicial structure), it suffices to so for G˜ replaced by T˜ .
The compatibility with the simplicial structure will be automatically encoded by the functoriality
of the construction with respect to maps of tori.
5.3. Construction for tori. Recall that Torset(Hom(π1,alg(G),O
×
Y )) is a Picard sub-groupoid of
Mapsbased(X × BZar(G), B
2
Zar(K2)). Hence, in order to perform the two steps of Sect. 5.2.1, it would
suffice to construct the initial map
Mapsbased(X ×BZar(G), B
2
Zar(K2))→ FactLine(GrG,Ran(X))
in the case when G = T is a torus.
We will perform this construction in this subsection. In Sect. 5.4 we will describe the resulting
composite functor
Torset(Hom(π1,alg(T ),O
×
X))→ Mapsbased(X ×BZar(T ), B
2
Zar(K2))→ FactLine(GrT,Ran(X))
explicitly (and compare it with the construction in [BD]).
5.3.1. First, we note that for a torus T , any (based) map
κ : X ×BZar(G)→ B
2
Zar(K2)
can be lifted to a (based) map
κ′ : X ×BZar(G)→ K≥2.
Indeed, as in Sect. 4.3.2, it suffices to show that
H−1
(
Fib
(
τ≤−3(K)(X ×BZar(G))→ τ
≤−3(K)(X)
))
= 0.
Since X is a retract of X × BZar(G)), it suffices to show that H
−1
(
τ≤−3(K)(X ×BZar(G))
)
= 0, for
which it suffices to show that for i ≥ 0
Hi+1 (Ki(X ×BZar(G))) = 0.
Let (V,E, (BG)appr) be as in Sect. 4.3.5. Since BZar(T )→ Bet(T ) is an isomorphism, as in Sect. 4.3,
the maps
Ki(X × (BG)
appr)→ Ki(X × (E/G)et)→ Ki(X × (E/G)Zar)←
← Ki(X × (V/G)Zar)← Ki(X ×BZar(G))
are isomorphisms.
Now, X × (BG)appr is a scheme, and hence Hi+1 (Ki(X × (BG)
appr)) = 0 by Gersten resolution.
5.3.2. Thus, choosing a lift κ′ of κ, by Sect. 3.3, we can construct a line bundle L′Gr. It remains to
show that L′Gr only depends on κ (and not on the lift κ
′).
Remark 5.3.3. Note that the evaluation of L′Gr on fat points (and also smooth schemes) is canonically
independent of the choice of κ′. What we need to show is that L′Gr itself is independent of the choice
of κ′. Note that the already known independence on fat points implies that if for two different choice
κ′1 and κ
′
2 there exists an isomorphism L1Gr ≃ L2Gr, then this isomorphism is unique.
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5.3.4. First, assume that X is complete. Then the independence follows as in Sect. 4.1.
If X is not complete, let X denote its compactification. Note that by Corollary 5.1.6, any map
κ : X ×BZar(G)→ B
2
Zar(K2)
can be extended to map
κ : X ×BZar(G)→ B
2
Zar(K2).
By the above, to κ there corresponds a well-defined line bundle LGr on GrT,Ran.
5.3.5. Thus, to finish the proof of the independence, it suffices to show that for any choice of κ′ and
κ, the resulting line bundles L′Gr and LGr are canonically isomorphic. For that it suffices to show that,
given κ′ and κ, we can find a (based) map
κ′ : X ×BZar(G)→ K≥2
compatible with both. I.e., it suffices to prove the following assertion:
Lemma 5.3.6. The map
Mapsbased(X ×BZar(T ),K≥2)→
→ Mapsbased(X ×BZar(T ),K≥2) ×
Mapsbased(X×BZar(T ),K2)
Mapsbased(X ×BZar(T ),K2)
is surjective on π0.
Proof. It suffices to show that the map
τ≤−3(K)(X ×BZar(G))→ τ
≤−3(K)(X ×BZar(G))
is surjective on H0. For that it suffices to show that the maps
τ≤−i(K)(X ×BZar(G))→ Ki(X ×BZar(G))[i]
surjective on H0 and the maps
Ki(X ×BZar(G))→ Ki(X ×BZar(G))
are surjective on Hi.
As in Sect. 5.3.1, we can replace BZar(G) by Y . The first assertion has been proved in Sect. 5.3.1.
The second assertion follows from the Gersten resolution.

5.4. An explicit description.
5.4.1. Let T be a torus. Let Λ denote its coweight lattice, so that π1,alg(T ) = Λ. Let T
∨ denote the
dual torus, i.e., one whose coweight lattice is Λ∨.
Note that the Picard groupoid Torset(Hom(π1,alg(T ),O
×
X)) identifies with that of T
∨-torsors on X.
Thus, we obtain a map
(5.4.1) TorsZar(X,T
∨) ≃ Torset(Hom(π1,alg(T ),O
×
X))→
→ Mapsbased(X ×BZar(T ),K2)→ FactLine(GrT,Ran).
Let us recall that a map
(5.4.2) TorsZar(X,T
∨)→ FactLine(GrT,Ran)
was constructed also in [BD, Sect. 3.10.3].
What follows will show that the maps (5.4.1) and (5.4.2) coincide, In fact, the entire construction
of the map (5.4.1) is a reformulation of [BD, Lemma 3.10.3] using K-theory.
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5.4.2. With no restriction of generality, we can assume that T = Gm, so that Hom(π1,alg(T ),O
×
X) ≃ O
×
X
and
Torset(Hom(π1,alg(T ),O
×
X)) ≃ TorsZar(X,O
×
X).
Thus, we want to describe the composite map
(5.4.3) TorsZar(X,O
×
X)→ Mapsbased(X ×BZar(Gm),K2)→ FactLine(GrGm,Ran).
5.4.3. Let us first describe the map
(5.4.4) TorsZar(X,O
×
X)→ Mapsbased(X ×BZar(Gm), B
2
Zar(K2)),
following [BrDe].
The key input is the multiplication map
(5.4.5) K1 ×K1 → K2,
induced by tensor product operation on QCoh(−). This map is bilinear, thereby giving rise to a map
BZar(K1)×BZar(K1)→ B
2
Zar(K2).
Identifying K1 ≃ Gm, we obtain a map
(5.4.6) TorsZar(X,O
×
X)× (X ×BZar(Gm)) ≃ (Maps(X,BZar(Gm))×X)×BZar(Gm)→
→ BZar(Gm)×BZar(Gm) ≃ BZar(K1)×BZar(K1)→ B
2
Zar(K2),
giving rise to a map
(5.4.7) TorsZar(X,O
×
X)→ Maps(X ×BZar(Gm), B
2
Zar(K2)).
Since the map (5.4.5) is bilinear, the map (5.4.7) gives rise to the desired map (5.4.4) of Picard
groupoids.
5.4.4. Let us note that for any p ∈ TorsZar(X,O
×
X), the corresponding map
κ : X ×BZar(Gm)→ B
2
Zar(K2)
canonically lifts to a map
κ′ : X ×BZar(Gm)→ K≥2.
Indeed, it suffices to show that the map BZar(K1)×BZar(K1)→ B
2
Zar(K2) lifts to a map
BZar(K1)×BZar(K1)→ K≥2.
The desired lift is given by the composition
BZar(K1)×BZar(K1)→ K≥1 ×K≥1 → K≥2,
where the first arrow is given by Zariski sheafifying the canonical map of presheaves of spaces
(5.4.8) TorsZar(S,O
×
S )→ K≥1(S), L 7→ [L]− [OX ].
Note, however, that the map (5.4.8) is a map of spaces (and not a map of spectra, i.e., it is non-
linear). Hence, the assignment p  κ′ is not linear either, and hence is not functorial with respect to
endomorphisms of Gm.
5.4.5. Due to factorization, objects of FactLine(GrGm,Ran) are local in the Zariski topology on X.
Since objects of TorsZar(X,O
×
X) are Zariski-locally trivial, it suffices to describe the resulting map
Γ(X,O×X)→ {Factorizable invertible functions on GrGm,Ran},
obtained by looping the map (5.4.3).
Thus, let us be given an S-point (I,L, α) of GrGm,Ran, where L is a line bundle on S ×X and α is
its trivialization on UI . Given an invertible function f on X, we wish to produce an invertible function
on S.
By unwinding the construction, we obtain that the resulting invertible function on S is given by the
following procedure.
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5.4.6. Shrinking S if necessary, we can assume that L admits a trivialization. Then the datum of α
gives rise to an element of the quotient group
Γ(UI ,O
×
UI
)/Γ(S ×X,O×S×X),
which we subsequently map to
K1(UI)/K1(S ×X).
The differential in the long exact sequence for homotopy groups defines a map
K1(UI)/K1(S ×X)→ K0(S ×X)VI ,
where Ki(S ×X)VI denotes the i-th K-group of the category Perf(S ×X)VI .
Thus, (L, α) gives rise to an element c ∈ K0(S ×X)VI .
5.4.7. The action of Perf(S ×X) on Perf(S ×X)VI defines a map
K1(S ×X)×K0(S ×X)VI → K1(S ×X)VI .
Using
f ∈ Γ(X,O×X)→ Γ(S ×X,O
×
S×X)→ K1(S ×X),
we thus obtain an element f · c ∈ K1(S ×X)VI .
5.4.8. Next, we use the functor π∗ : Perf(S ×X)VI → Perf(S), to obtain a map
Trπ : K1(S ×X)VI → K1(S).
Thus, we obtain an element in Trπ(f ·c) ∈ K1(S). Finally, we obtain the sought-for element Γ(S,O
×
S )
by applying to Trπ(f · c) the map
K1(S)→ Γ(S,O
×
S ).
Remark 5.4.9. The above construction can be rephrased as follows: it amounts to the S-parameterized
local symbol map
(5.4.9) Γ(S ×X,O×S×X)×
(
Γ(UI ,O
×
UI
)/Γ(S ×X,O×S×X)
)
→ Γ(S,O×S ).
5.4.10. Example. Let us take S = XI , where I is a finite set, and let an S-point of GrGm,Ran be given
by (I,OXI×X(D), α), where D ⊂ X
I ×X is the incidence divisor.
Then the resulting map
Γ(X,O×X)→ Γ(X
I ,O×
XI
)
takes f 7→ f ⊠ ... ⊠ f .
Using the arguments of [BD, Sect. 3.10.3], one can deduce the symbol map (5.4.9) from this example.
6. Some conjectures
6.1. Conjecture about equivalence.
6.1.1. In the preceding sections we constructed a map of Picard groupoids:
(6.1.1) Mapsbased(X ×BZar(G), B
2
Zar(K2))→ FactLine(GrG,Ran).
We propose:
Conjecture 6.1.2. The map (6.1.1) is an isomorphism of Picard groupoids.
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6.1.3. Assume for a moment that G = T is a torus. Then one can show that the Picard category
FactLinemult(GrT,Ran) identifies with the category of even θ-data of [BD, Sect. 3.10.3]. In particular,
πi(FactLine(GrT,Ran)) =
{
Quad(Λ,Z)×H1(X,Hom(Λ,O×X)) for i = 0;
Γ(X,Hom(Λ,O×X)) for i = 1.
According to Corollary 5.1.6, the Picard groupoid Mapsbased(X×BZar(T ),B
2
Zar(K2)) has homotopy
groups given by the same expression.
It should not be difficult to see by unwinding the constructions, that in terms of these identifications,
the map (6.1.1) induces the identity maps on Quad(Λ,Z)×H1(X,Hom(Λ,O×X)) and Γ(X,Hom(Λ,O
×
X)),
implying that Conjecture 6.1.2 holds for tori.
6.2. Factorizable line bundes vs factorizable gerbes.
6.2.1. Let ℓ be an integer prime to char(k). Following [GL], we consider the category (in fact, a
Picard 2-category) FactGerbeµℓ(GrG,Ran) of factorizable e´tale µℓ-gerbes on GrG,Ran. According to
[GL, Proposition 3.2.2], we have a canonical equivalance
(6.2.1) Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )) ≃ FactGerbeµℓ(GrG,Ran),
where we also note that
Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )) ≃ Mapsbased(X ×Bet(G), B
4
et(µ
⊗2
ℓ )).
6.2.2. The Kummer sequence of e´tale sheaves (for any scheme Y )
0→ µℓ → O
×
Y
f 7→fℓ
−→ O×Y → 0
defines map
{Line bundles on Y } → {µℓ-gerbes on Y },
and a map of Picard 2-categories
{Line bundles on Y }/ℓ→ {µℓ-gerbes on Y }.
In particular, we have a map
(6.2.2) FactLine(GrG,Ran)/ℓ→ FactGerbeµℓ(GrG,Ran).
6.2.3. Hence, we obtain a canonical map
(6.2.3) Mapsbased(X ×BZar(T ), B
2
Zar(K2))/ℓ→ Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )),
that makes the diagram
(6.2.4)
Maps(X ×BZar(T ),B
2
Zar(K2)))/ℓ
(6.2.3)
−−−−−→ Maps(X ×BZar(G), B
4
et(µ
⊗2
ℓ ))
(6.1.1)/ℓ
y (6.2.1)y∼
FactorLine(GrG,Ran)/ℓ
(6.2.2)
−−−−−→ FactGerbeµℓ (GrG,Ran)
commute.
Remark 6.2.4. Note that above we did constructed the map (6.2.3) by appealing to factorizable line
bundles/gerbes, rather than “abstractly”, i.e., by mapping various target prestacks to one-another. In
fact, we do not know how to construct such a map directly: for example, it is easy to see that there
does not exist a non-trivial map
K2/ℓ→ B
2
et(µ
⊗2
ℓ ).
(indeed, the e´tale sheafification of K2/ℓ is zero, by Suslin’s rigidity).
However, in the next subsection, we will give a construction of the map (that conjecturally equals)
(6.2.3), using motivic cohomology.
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6.2.5. It follows from Corollary 5.1.6 that the homotopy groups of Mapsbased(X×BZar(T ),B
2
Zar(K2))/ℓ
identify with those of
Mapsbased(X ×BZar(G),B
4
et(Zℓ(2)))/ℓ.
In other words, the i-th homotopy group is the cohomology in degree 4− i of the complex(
τ≤4 (Γet(X ×BZar(G);X × pt,Zℓ(2)))
)
⊗
Z
Z/ℓ.
We propose:
Conjecture 6.2.6. In terms of the above identification, the map (6.2.3) induces the identity map on
the homotopy groups.
6.2.7. Note that we have a fully faithful map of gerbes
(6.2.5) Mapsbased(X ×BZar(G), B
4
et(Zℓ(2)))/ℓ→ Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )).
Its essential image corresponds to the subgroup of
H4et(X ×BZar(G);X × pt, µ
⊗2
ℓ )
equal to the image of the map
H4et(X ×BZar(G);X × pt,Zℓ(2))→ H
4
et(X ×BZar(G);X × pt, µ
⊗2
ℓ ,
which is also the kernel of the map
H4et(X ×BZar(G);X × pt, µ
⊗2
ℓ )→ H
5
et(X ×BZar(G);X × pt,Zℓ(2))
in the long exact cohomology sequence associated with the short exact sequence of e´tale sheaves
0→ Zℓ(2)
ℓ
→ Zℓ(2)→ µ
⊗2
ℓ → 0.
From Conjecture 6.2.6 we deduce:
Corollary-of-Conjecture 6.2.8. The map (6.2.3) factors as
Mapsbased(X ×BZar(T ),B
2
Zar(K2))/ℓ→ Mapsbased(X ×BZar(G), B
4
et(Zℓ(2)))/ℓ →֒
→֒ Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )),
and the first arrow is an equivalence.
6.3. Motivic cohomology vs K-theory.
6.3.1. For a smooth scheme Y , let Zmot(n) ∈ ShvZar(Y,Ab) be Voevodsky’s motivic complex, see
[MVW, Lecture 3]. It is known to live in the cohomological degrees ≤ n.
6.3.2. Define the complex
Γ(X ×BZar(G),Zmot(n))
as the totalization of
Γ(X ×B•(G),Zmot(n)),
where B•(G) is the standard simplicial model of B(G)
...G⇒ pt .
6.3.3. Recall that for any smooth scheme Y , we have a canonical map in Shv(S,Ab)
(6.3.1) Zmot(2)[2]→ K2|Y,
which defines an isomorphism on the τ≥0 truncations. This follows, e.g., from [MVW, Theorem 1.5],
combined with the Gersten resolution (see [BV, Corollary 6.3.3]).
From here, we obtain that the resulting map
(6.3.2) Γ(Y,Zmot(2)[2])→ K2(Y)
is also an isomorphism on the τ≥0 truncations.
Note also that the complexes in (6.3.2) have cohomologies in degrees ≤ 2, with H2(−) being CH2(Y ).
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6.3.4. From (6.3.2) we obtain a map
(6.3.3) Γ(X ×BZar(G),Zmot(2)[2])→ K2(X ×BZar(G)).
(Note that it is no longer clear that the two sides in (6.3.3) have cohomologies in degrees ≤ 2.)
In the next theorem, X can be an arbitrary smooth scheme over k.
Theorem 6.3.5. The map (6.3.3) defines an equivalence of the τ≥0 truncations.
This theorem is contained in [EKLV], but may not be stated there explicitly. We will supply a proof,
reproducing the arguments from loc.cit.
6.3.6. Let us assume Theorem 6.3.5 and show how it allows to construct a map
(6.3.4) Mapsbased(X ×BZar(T ),B
2
Zar(K2))/ℓ→ Mapsbased(X ×Bet(G), B
4
et(µ
⊗2
ℓ )),
or, equivalently, a map
(6.3.5) Mapsbased(X ×BZar(T ),B
2
Zar(K2))→ Mapsbased(X ×Bet(G), B
4
et(µ
⊗2
ℓ )),
Indeed, from Theorem 6.3.5 we obtain that
Mapsbased(X ×BZar(T ),B
2
Zar(K2))
identifies with
τ≥−2,≤0
(
Γ(X ×BZar(G);X × pt,Zmot(2)[4])
)
,
while Mapsbased(X ×Bet(G), B
4
et(µ
⊗2
ℓ )) identifies with
τ≤0
(
Γet(X ×BZar(G);X × pt, µ
⊗2
ℓ [4])
)
,
which projects isomorphically to
τ≥−2,≤0
(
Γet(X ×BZar(G);X × pt, µ
⊗2
ℓ [4])
)
.
Now, the required map follows from the canonical assingment for any smooth scheme S of a map
(6.3.6) Γ(S,Zmot(n))→ Γ(S,Z/ℓ(n))→ Γet(S, µ
⊗n
ℓ ).
Indeed, the e´tale sheafification of Z/ℓ(n) is isomorphic to µ⊗nℓ (this is essentially [MVW, Theorem
7.20]).
6.3.7. We propose:
Conjecture 6.3.8. The diagram of equivalences
Maps(X ×BZar(T ),B
2
Zar(K2)))/ℓ
(6.3.4)
−−−−−→ Maps(X ×BZar(G), B
4
et(µ
⊗2
ℓ ))
(6.1.1)/ℓ
y y(6.2.1)
FactorLine(GrG,Ran)/ℓ
(6.2.2)
−−−−−→ FactGerbeµℓ (GrG,Ran)
commutes.
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6.3.9. Proof of Theorem 6.3.5. We essentially reproduce the proof from [EKLV, Sect. 6]. The assertion
of the theorem is valid not just for X ×BZar(G) but for prestacks Y of the following form:
We need Y to be the geometric realization (=colimit) of a smooth simplicial prestack Y • (either
sheafified in Zariski topology or not) over a smooth scheme X, such that each term Y j is a rational
variety over the generic point of X (see [EKLV, Lemma 6.2] for what this means).
Consider again the map (6.3.2). It follows from Gersten resolution that the fiber of this map is of
the form
(jY )∗(LηY ),
where ηY
jY
→֒ Y is the embedding of the generic point, and LηY is a complex of abelian groups living in
degrees ≤ −1.
Hence, it suffices to show that the totalization of the cosimplicial complex that attaches to j
(6.3.7) Lη
Y j
is acyclic in degrees ≥ 0.
The crucial observation is that the above cosimplicial complex is constant with value LηX . This
would imply that its totalization, which is isomorphic to LηX , lives in degrees ≤ −1.
To prove that (6.3.7) is constant, it is enough to show that if Y → X is a morphism of smooth
varieties such that Y is rational over the generic point of X, then the map
LηX → LηY
is an isomorphism. As the assertion only depends on the generic point if Y , we can assume that Y is
of the form X × An.
We have a map of fiber sequences
LηY −−−−−→ Γ(Y,Zmot(2)[2]) −−−−−→ Γ(Y,K2|Y )x x x
LηX −−−−−→ Γ(X,Zmot(2)[2]) −−−−−→ Γ(X,K2|X).
Now, the right and middle vertical arrows are isomorphisms by the A1-invariance of Γ(−,Zmot(n))
and Γ(−,K2), respectively. Hence, the left vertical arrow is an isomorphism, as required.
6.4. Comparing with e´tale motivic cohomology.
6.4.1. Consider now the e´tale motivic cohomology Γet(X × BZar(G),Zmot(2)) of X × BZar(G). I.e.,
this is by definition the totalization of the cosimplicial complex
Γet(X ×B
•(G),Zmot(2)),
where for a smooth affine scheme S we denote by Γet(S,Zmot(n)) the e´tale cohomology of Zmot(n).
6.4.2. Let (V,E, (BG)appr) be as in Sect. 4.3.5. Then
Γet(X ×BZar(G),Zmot(2)) ≃ Γet(X × (V/G)Zar,Zmot(2)) ≃
≃ Γet(X × (E/G)Zar,Zmot(2)) ≃ Γet(X × (E/G)et,Zmot(2)) ≃ Γet(X × (BG)
appr,Zmot(2)).
6.4.3. We will now reproduce another result from [EKLV, Lemma 6.2]:
Theorem 6.4.4. The map
Γ(X ×BZar(G);X × pt,Zmot(2))→ Γet(X ×BZar(G);X × pt,Zmot(2))
is an isomorphism in degrees ≤ 4.
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6.4.5. Theorem 6.4.4 applies more generally than the pair (X × BZar(G), X × pt). Namely, we can
replace X × BZar(G) by a prestack Y that can be realized as the geometric realization of a smooth
simplicial prestack Y • over X, such that Y 0 ≃ X (in particular, the inclusion of 0-simplices provides a
map X → Y).
Proof of Theorem 6.4.4. Let ν∗ denote the direct image functor from the e´tale to the Zariski site for a
given scheme Y . We have
Γet(Y,Zmot(2)) ≃ ΓZar(Y, ν∗(Zmot(2))).
Hence, it suffices to show that the totalization of the cosimplicial complex that attaches to j
(6.4.1) ΓZar
(
Y j ;X, coFib (Zmot(2)→ ν∗(Zmot(2)))
)
lives in cohomological degrees > 4.
The key fact that we will use is that scheme Y , the object
coFib(Zmot(2)→ ν∗(Zmot(2))) ∈ Shv(Y,Ab)
lives in cohomological degrees ≥ 4. See [EKLV, Formula (6.3)] and references therein.
Hence, (6.4.1) a priori lives in degrees ≥ 4.
Furthermore, its 4th cohomology injects into the 4th cohomology of the 0-simplices, while the latter
vanishes by the assumption that Y 0 ≃ X.

Remark 6.4.6. Theorem 6.4.4 (combined with Theorem 6.3.5) can be seen as “explaining” the compu-
tation of the homotopy groups of Mapsbased(X×BZar(T ),B
2
Zar(K2)), given by Corollary 5.1.6. Namely,
we will now show that for ℓ co-prime with char(k), the map (6.3.4) factors as
Mapsbased(X ×BZar(T ),B
2
Zar(K2))/ℓ→ Mapsbased(X ×BZar(G), B
4
et(Zℓ(2)))/ℓ →֒
→֒ Mapsbased(X ×BZar(G), B
4
et(µ
⊗2
ℓ )),
where the first arrow is fully faithful (but combined with Corollary 5.1.6 we actually know that it is an
equivalence). Indeed, we have:
πi
(
Mapsbased(X ×BZar(T ),B
2
Zar(K2))/ℓ
)
= H2−i
(
τ≤2(K2(X ×BZar(G)))/ℓ
)
≃
≃ H4−i
(
τ≤4(Γ(X×BZar(G);X×pt,Zmot(2)))/ℓ
)
≃ H4−i
(
τ≤4(Γet(X×BZar(G);X×pt,Zmot(2)))/ℓ
)
.
We claim now that the natural map
H4−i
(
τ≤4(Γet(X×BZar(G);X×pt,Zmot(2)))/ℓ
)
→ H4−i
(
τ≤4(Γet(X×BZar(G);X×pt,Zℓ(2)))/ℓ
)
=
= πi
(
Mapsbased(X ×BZar(G), B
4
et(Zℓ(2)))/ℓ
)
is an injection for i = 0 and an isomorphism for i > 0. Indeed, this follows from the long exact
cohomology sequences associated with
0→ Zmot(2)
ℓ
→ Zmot(2)→ Zmot(2)/ℓ→ 0 and 0→ Zℓ(2)
ℓ
→ Zℓ(2)→ µ
⊗2
ℓ → 0
and the fact that the map
Hiet(Y,Zmot(n)/ℓ)→ H
i
et(Y, µ
⊗n
ℓ )
is an isomorphism for any n and ℓ over any smooth scheme Y (see [MVW, Theorem 7.20]).
6.5. K-theory and motivic cohomology of the algebraic stack classifying space.
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6.5.1. Let Y be a smooth algebraic stack. We do not a priori know how to define
Γ(Y,Zmot(n)).
This is due to the fact that Zmot(n) does not have e´tale descent, so it is not clear how to justify
that we can probe Y by mapping to it only smooth test-schemes.
6.5.2. Assume, however, that Y admits a map
Y → Y, Y ∈ Sch,
that is smooth, schematic and surjective in the Zariski topology.
We claim that for such Y, we can define Γ(Y,Zmot(n)). Namely, we let Γ(Y,Zmot(n)) be the total-
ization of the cosimplicial complex
Γ(Y •,Zmot(n)),
where Y • is the Cˇech nerve of Y → Y. It is easy to see that this definition is canonically independent
of the choice of Y → Y.
6.5.3. Example. Any quotient stack (Z/G)et, where Z is a smooth scheme and G a linear algebraic
group, has this property: indeed, embed G into GLn and write
(Z/G)et ≃ ((Z × (GLn/G)et)/GLn)et ≃ ((Z × (GLn/G)et)/GLn)Zar,
so the required map is given by Z × (GLn/G)et → (Z/G)et.
6.5.4. Let Y be of the form (Z/G)et, and consider a triple (V,E, (BG)
appr), where codim(V−E, V ) > n.
Note that the action of G on Z × E is free (i.e., the algebraic stack quotient is a scheme) and denote
(Z/G)appr := ((Z × E)/G)et.
We claim:
Proposition 6.5.5. The canonical maps
Γ((Z/G)et,Zmot(n))→ Γ((Z/G)
appr,Zmot(n)) and Kn((Z/G)et)→ Kn((Z/G)
appr)
are isomorphisms.
Proof. We will give a proof for Kn, as the proof for Zmot(n) is similar. We need to show that the maps
Kn((Z/G)et)→ Kn(((Z × V )/G)et)→ Kn(((Z × E)/G)et)
are isomorphisms.
Embedding G into GLn and denoting W := (GLn/G)et, we rewrite the above as
Kn
(
((Z ×W )/GLn)Zar
)
→ Kn
(
((Z × V ×W )/GLn)Zar
)
→ Kn
(
((Z × E ×W )/GLn)Zar
)
,
which comes from a map of cosimplicial complexes that attaches to j
Kn(Z ×W × (GLn)
j−1)→ Kn(Z ×W × V × (GLn)
j−1)→ Kn(Z ×W ×E × (GLn)
j−1).
Now, the first map is a (simplex-wise) isomorphism by A1-invariance, and the second map is a
(simplex-wise) isomorphism by the assumption on the codimension.

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Remark 6.5.6. To summarize, we obtain the following commutative diagram
H4(BGtop,Z)
∼
x
Quad(ΛG,Z)
WG
∼
x
H4et(BZar(G),Zmot(2))
∼
←−−−−− H4Zar(BZar(G),Zmot(2))
∼
−−−−−→ H2(K2(BZar(G)))
∼
x x x
H4et(Bet(G),Zmot(2)) ←−−−−− H
4
Zar(Bet(G),Zmot(2))
∼
−−−−−→ H2(K2(Bet(G)))
∼
y ∼y ∼y
H4et((BG)
appr,Zmot(2)) ←−−−−− H
4
Zar((BG)
appr,Zmot(2))
∼
−−−−−→ H2(K2((BG)
appr))
∼
y(according to the definition of [To])
CH2(BG).
The arrows not marked as isomorphisms are not isomorphisms in general, but correspond to the
embedding of a subgroup of finite index. The corresponding subgroup in H4(BGtop,Z) is one generated
by the Chern classes of representations.
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