Abstract: An echo state network (ESN)-based Q-learning method is developed for optimal energy management of an office, where the solar energy is introduced as the renewable source, and a battery is installed with a control unit. The energy consumption in the office, also considered as the energy demand, is separated into those from sockets, lights and airconditioners. First, ESNs, well known for their excellent modelling performance for time series, are employed to model the time series of the real-time electricity rate, renewable energy and energy demand as periodic functions. Second, given the periodic models of the electricity rate, renewable energy and energy demand, an ESN-based Q-learning method with the Q-function approximated by an ESN is developed and implemented to determine the optimal charging/discharging/idle strategies for the battery in the office, so that the total cost of electricity from the grid can be reduced. Finally, numerical analysis is conducted to illustrate the performance of the developed method.
Introduction
In modern society, the increasingly expanded industrial production, rapid economic development and massive social progress have posed new challenges to the conservation of energy sources. In recent decades, a wide range of studies have been developed on energy management in people's working and living environments. In [1] , a predictive load control method was developed based on subspace identification to integrate refrigeration systems into smart grids. In [2] , a multi-agent-based distributed algorithm was proposed to allocate and manage energies in smart grids in an optimal manner. In [3] , an effective architecture based on the techniques of ZigBee and PLC was proposed to manage energy consumption and generation in smart homes. In [4] , renewable energy was introduced into household energy systems, and a novel approach was developed to achieve smart scheduling of electrical appliances at the demand side. In [5] , energy demand and supply in both buildings and houses were scheduled by a joint energy management scheme. In short, increasing intelligence is required in the energy management in smart grids.
As a powerful modelling tool for complex systems, neural networks (NNs) have been used in a wide variety of fields in the past years, e.g. pattern recognition [6] , signal processing [7] , expert systems [8] , fault diagnosis [9] and robot control [10] . Proposed by Jaeger et al. [11, 12] , echo state networks (ESNs) are a novel recurrent neural network (RNN) which has received substantial attention from researchers in recent decades [13] [14] [15] . The key component of ESNs is a huge reservoir containing a large number of neurons which are connected sparsely and randomly. Only the output weights are tuned in the training process, and therefore the high computational complexity of traditional RNNs is significantly reduced. ESNs have been broadly used in various fields, including feature extraction [16] , speech recognition [17] , signal processing [18] and especially time-series prediction [19, 20] .
Adaptive dynamic programming (ADP), proposed by Werbos [21, 22] , has demonstrated powerful self-learning capability for optimisation of complex non-linear systems [23] [24] [25] [26] [27] [28] [29] [30] [31] . Q-learning is a typical method of ADP proposed by Watkins [32, 33] . In [34] , Qlearning was also noted as action-dependent heuristic dynamic programming. In Q-learning algorithms, the Q-function, which depends on both the system state and control, includes the information of both the system and the utility function. Thus, the optimal control can be obtained directly by minimising the Qfunction [35] . Therefore, Q-learning is preferred for data-based and model-free optimal control of ADP [33, 35] . In the past few years, several Q-learning-based methods were proposed and successfully applied to energy management systems in smart grids. Huang et al. [36] developed a time-based Q-learning (TBQL) method as a solution to optimal energy management in a residential energy system. Boaro et al. [37] and Fuselli et al. [38] included renewable energy into residential energy systems and controlled the renewable energy and battery usage by TBQL algorithms. In these TBQL algorithms, it is required that the time index t reaches infinity to obtain the optimal Q-function, which means that the optimal Q-function and optimal control are time-invariant functions as t → ∞. However, since the energy demand is a timevarying function, the time-invariant functions cannot effectively approximate the optimal Q-function and optimal control. To solve this problem, a dual iterative Q-learning algorithm was developed in [39] to optimise battery management in a smart residential environment. Furthermore, multiple batteries were employed in the residential system in [40] , and a distributed ADP-based method was proposed for coordinated control of the batteries. However, most previous Q-learning-based methods focused on energy management in residential areas, and no relevant research has been carried out on the energy management of an office, which motivates our research.
Inspired by [39] , an ESN-based Q-learning method with the Qfunction approximated by an ESN is developed in this paper to manage the energy consumption in an office. With solar energy introduced as the renewable source and a battery installed inside the room, the total cost of electricity from the grid is significantly reduced with the developed ESN-based Q-learning method. The effectiveness of the developed method is illustrated by numerical results.
The rest of the paper is structured as follows: Basics of ESNs are given in Section 2. In Section 3, the energy management system of an office is elaborated, the formulations of the renewable energy and the battery are described, and the optimisation objective is defined. In Section 4, system transformation is presented, and the ESN-based Q-learning method is derived. In Section 5, the effectiveness of the developed method is shown by numerical analysis. Finally, the paper is concluded and future work is given in Section 6.
Basics of ESNs
As an RNN shown in Fig. 1 , an ESN contains a total of three layers, i.e. an input layer, a reservoir with a large number of interconnected neurons and a linear output layer. v(t), x(t) and y(t) denote the activations of neurons in the input layer, reservoir and output layer at time t, respectively. Connections between different neurons are collected in the input weight matrix W in , reservoir weight matrix W and output weight matrix W out , respectively. Hence, the activation of neurons in the reservoir is given by
where f = tanh is the activation function of the reservoir. The output is computed by
Before training, random initialisation of W in and W is conducted over a continuous probability distribution, and only W out is tuned during the training commonly by the following linear regression:
where
t is the beginning index of training samples, M is the number of training samples and ε is assumed to be a Gaussian noise with mean δ = 0 and variance β. The linear regression (3) is commonly solved by using the pseudoinverse as follows:
In this paper, the role of ESNs is to model the time series of the real-time electricity rate, renewable energy and energy demand as periodic functions, and thus facilitating the implementation of the developed algorithm.
Problem formulations
In this section, the energy management system of an office with solar energy introduced as the renewable source and a battery installed is elaborated, the formulations of the renewable energy and the battery are described, and the optimisation objective is defined.
Energy management system
The energy management system of an office with renewable energy and a battery system is shown in Fig. 2 . The system consists of the power grid, renewable energy, a battery system, an energy management unit and energy demand, where the energy demand contains three parts, i.e. demands from sockets, lights and airconditioners. The energy management unit shall take optimal strategies to control the energy flows among different components of the system. In the energy management system, the renewable energy can be used to satisfy the energy demand or charge the battery, while the battery can be charged by the grid or the renewable energy, discharge to satisfy the energy demand or stay idle. In addition, there are three energy flows to satisfy the energy demand, including the grid, the renewable energy and the battery. Therefore, the energy demand balance is defined as
where P D (t) denotes the total energy demand at time t, P GD (t), P RD (t) and P BD (t) denote the energy to the demand from the grid, the renewable energy and the battery, respectively. On the other hand, the total energy demand P D (t) is determined as
where P Ds (t), P Dl (t) and P Ds (a) denote the energy demands from the sockets, lights and air-conditioners, respectively. The grid balance is defined as
where P G (t) denotes the energy supply from the grid, P GD (t) and P GB (t) denote the energy from the grid to the demand and the battery, respectively.
Renewable energy
Solar energy is introduced as the renewable source in this paper. As regards solar energy, the total solar radiation depends on both the time of a day and the position of the sun which may vary in different seasons. The power output of a typical photovoltaic (PV) panel at a given time [41] is expressed as
where P R (t) is the solar energy at time t, GHI(t) is the global horizontal irradiance (GHI) on a horizontal surface, ρ ∈ 0, 1 is the efficiency of the PV panel and A is the total area of the PV panel. Since the solar energy can satisfy the energy demand and charge the battery, the renewable energy balance is defined as
where P RD (t) and P RB (t) denote the solar energy to the demand and the battery, respectively.
Battery model
Based on the battery model in [36, 42, 43] , where the battery efficiency is taken into account to extend the lifetime of the battery, the model of the battery used in this paper is denoted by
where E B (t) is the storage energy of the battery at time t, η( ⋅ ) is the charging/discharging efficiency and P B (t) is the output power with P B (t) > 0 denoting battery discharging, P B (t) < 0 battery charging and P B (t) = 0 an idle state. The storage limit is defined as
, where E B min and E B max are the minimum and maximum storage energies of the battery, respectively. The charging/discharging power limit is defined as
where P B min and P B max are the minimum and maximum charging/ discharging powers of the battery, respectively. The charging/discharging efficiency of the battery is defined as
where P rate is the rated output power of the battery.
Assumptions and optimisation objective
To facilitate analysis, the research in this paper is based on the following assumptions: Assumption 1: The energy flow from the demand or the battery to the grid is not permitted, i.e. P GD (t) ≥ 0 and P GB (t) ≥ 0, and therefore P G (t) ≥ 0. Assumption 2: The electricity rates denoted by C(t), renewable energy and energy demand are periodic functions with the period ζ = 24 h, i.e.
Considering that generally no power could be sold to the grid at present, Assumption 1 makes practical sense. In addition, as the electricity rate, renewable energy and energy demand commonly vary periodically day by day, Assumption 2 is feasible in practice.
Given the real-time electricity rate, renewable energy and energy demand, the optimisation objective of energy management is to obtain the optimal control strategy of the battery at each time, so that the total cost of electricity from the grid can be minimised. Therefore, the performance index function to be minimised is expressed as
where ω 1 , ω 2 and ω 3 are positive constants, and
The first term of (13) aims to minimise the total cost of electricity from the grid, the second term aims to prevent large charging/discharging of the battery, and the third term aims to keep the storage energy of the battery close to the middle of the storage limit, so as to avoid full charging/discharging of the battery.
ESN-based Q-learning method
In this section, system transformation is presented, and an ESNbased Q-learning method is derived.
System transformation
In the energy management system of an office, as the renewable energy is cost free, it should first satisfy the energy demand, and the remaining energy, if any, should charge the battery. Therefore, it is derived that
and
In this case, based on P R (t) and P D (t), the new energy demand and renewable energy are defined as
Therefore, the energy demand balance (6) is rewritten as
The battery model (11) is rewritten as
For convenience of analysis, delays are introduced to P BD (t) and P GB (t). Define Y (t) = P G (t) + (P BD (t − 1) − P GB (t − 1)) and
, and therefore the energy demand balance becomes
Let x 1 (t) = P G (t) and x 2 (t) = E B (t) − E B 0 be the two system states. Then, the control is defined as
With x(t) = x 1 (t), x 2 (t) T , the energy management system of the office is modelled as
With the utility function defined as U(x(t), u(t), t) = ω 1 (C(t)x 1 (t)) 2 + ω 2 (u(t) − R (t)) 2 + ω 3 (x 2 (t)) 2 , the performance index function (13) is rewritten as
where x(0) denote the initial states, and ũ(t) = (u(t), u(t + 1), …) denotes the control sequence from t to ∞. According to Assumption 2, the electricity rate C(t), original renewable energy P R (t) and energy demand P D (t) are periodic functions, so the new renewable energy R (t) and energy demand D (t) are also periodic functions. Next, the optimal performance index function is defined as
Then, the optimal performance index function is redefined as
. Based on [32, 33] , Q * (x(t), u(t), t) satisfies the equation as follows:
As shown by (24) , the optimal performance index function Q * (x(t), u(t), t), or called Q-function, depends both on the state and control, and the optimal control can be determined directly by minimising the Q-function.
Algorithm derivation
Inspired by [39] , an ESN-based Q-learning method is derived to solve the optimisation problem in this paper. The structural diagram of the ESN-based Q-learning method is shown in Fig. 3 , where the Q-function is approximated by an ESN with the state and control as its inputs. In the following, the derivation of the developed method will be described in detail.
As the electricity rate C(t), new renewable energy R (t) and energy demand D (t) are periodic functions, the period of which is ζ = 24h, ∀ t = 0, 1, …, there exist τ = 0, 1, … and σ = 0, 1, …, 23
, and
Then, ∀ m ∈ 0, ζ, 2ζ, … , a new utility function is defined as
Then, equation (24) is rewritten as
where γ = γ ζ . The optimal control sequence is denoted by * (x(m)) = arg min
With the above preparations, two iterations, i.e. outer iteration and inner iteration, are included in the derived algorithm. i = 0, 1, … is defined as the index of the outer iteration. 
The iterative Q-function is updated as
For i = 1, 2, …, the outer iteration advances between
The outer iteration aims to achieve the optimal Q-function. However, the iterative control sequence cannot be obtained directly by solving (29) and (31) . Therefore, the inner iteration is necessarily required. j = 0, 1, …, 23 is defined as the index of the inner iteration. For i = 0 and j = 0, the initial Q-function is denoted by
For i = 0 and j = 0, 1, …, 23, the inner iteration advances between
. 
and 
Hence, ∀ i = 0, 1, …, the iterative control sequence is obtained by
The inner iteration aims to obtain the optimal control sequence, so that the total cost in each period is minimised. As shown in (37), the iterative control u i j (x(m)) is different for different j. For all i = 1, 2, …, the inner iteration (33)-(38) advances for finite iterations, while the outer iteration (29)-(32) advances for infinite iterations. The iterative Q-function and control are expected to achieve the optimum in accordance with the outer and inner iterations.
Finally, the optimal control sequence (39) is divided into is = ℋ is i , il = ℋ il i and ia = ℋ ia i to satisfy the energy demands from sockets, lights and air-conditioners, respectively, where is , il and ia denote the control sequences for the three types of energy demand, respectively,
The developed ESN-based Q-learning algorithm is different from traditional Q-learning algorithms in the following aspects. First, in traditional Q-learning algorithms, the Q-function is updated in a single iteration as the time index varies for t = 0, 1, … [32, 33] . In the developed ESN-based Q-learning algorithm, two iterations, namely the outer and inner iterations, are introduced, where the outer iteration with the index varying for i = 0, 1, … aims to approximate the optimal Q-function and the inner iteration with the index varying for j = 0, 1, …, 23 aims to obtain the optimal control. Second, in traditional Q-learning algorithms, only one action is selected at each time step and then a reward and a new state that may depend on both the selected action and the previous state are observed [32, 33] . However, the developed ESN-based Q-learning algorithm is an ADP-based selflearning algorithm, where in each iteration the Q-function is updated forward-in-time given all the possible states and controls over the state space. Third, in the implementation of traditional Qlearning algorithms, the Q-function is generally approximated by a BP NN. However, BP NNs usually suffer a complex training process and therefore a low training efficiency [44] . In the implementation of the developed algorithm, the Q-function is approximated by an ESN, where only the output weight matrix is calculated by a linear regression in the training process, and thus the training efficiency of the algorithm is significantly improved [11, 12] .
Numerical analysis
In this section, numerical analysis on an office is conducted to justify the performance of the developed method. It is shown that the developed method can achieve optimal renewable energy scheduling and energy management for the office in different seasons, and the superiority of the developed method in comparison with other methods is presented as well.
Room description
The office concerned in our research is a common room in an office building. The air-conditioning in the room is adjusted by a few switches linked to a central air-conditioning system. Staff in the room generally work from 8:00 in the morning to 17:00 in the afternoon on each working day and rest at weekends. Separate energy consumption from sockets, lights and air-conditioners is measured by three smart meters in the room, respectively, at an interval of 1 h several solar panels are installed outside the room as the source of renewable energy. In addition, a storage battery is installed inside the room as the control unit of energy consumption. The energy consumption is considered as the energy demand. The electricity rate, renewable energy and energy demand vary in different seasons.
Modelling by ESNs
As preparations for the developed ESN-based Q-learning method, the time series of the electricity rate, renewable energy and energy demand are modelled by ESNs as periodic functions.
Electricity rate:
We refer to the real-time electricity rate in [45] . Fig. 4a shows typical data of the electricity rate on five working days in July, from which we can see that the curve presents a quasi-periodic property. An ESN is established with randomly initialised input weight matrix and reservoir weight matrix, and then the ESN is trained with the original data of electricity rate to model the electricity rate as a periodic function. The modelling result is shown in Fig. 4b. 
Renewable energy:
Typical data of solar energy [46] , the renewable source in this paper, on five working days in July are shown in Fig. 4c , from which a quasi-periodic property is observed as well. Similarly, an ESN is initialised and trained with the original data to model the solar energy as a periodic function. The modelling result is shown in Fig. 4d .
Energy demand:
By using the same approach above, the energy demands from sockets, lights and air-conditioners are modelled by three ESNs, respectively. Typical data of the energy demand on five working days in July and the modelling results are shown in Fig. 5 .
Optimal renewable energy scheduling and battery control
The developed ESN-based Q-learning method is implemented to achieve optimal renewable energy scheduling and battery control. In the following, the results in different seasons will be illustrated.
Summer:
The electricity rate, solar energy and energy demand in July and the modelling results by ESNs are shown in Figs. 4 and 5, respectively. From Fig. 5 , two peak values can be noted in all the three types of energy demand on each day in summer. The energy demand is higher at 11:00 in the morning and 16:00 in the afternoon. When staff in the office go out to have lunch at noon, the energy demand is lower because some electric appliances are turned off, some lights are closed and the airconditioning temperature is lowered. In other hours, when nobody works in the office, the energy demand is almost zero. Before the implementation of the developed method, the three types of energy demand are added up as the total energy demand of the office.
The battery installed in the office has a capacity of 10 kWh, the rated power output of 1.5 kW and the initial level of 3.6 kW. The performance index function (13) is initialised with ω 1 = 1, ω 2 = 0.2, ω 3 = 0.1 and γ = 0.98. Given the periodic functions of the electricity rate, solar energy and energy demand, the developed ESN-based Q-learning method is implemented for i = 15 iterations to ensure the computational accuracy at ε = 10 −4
. Given the electricity rate, solar energy and energy demand on five working days, the total optimal renewable energy scheduling and battery control are given in Fig. 6 , which shows that the solar energy first satisfies the energy demand and then charges the battery if any energy remains, while the battery is generally charged at a low electricity rate and discharged to satisfy the demand at a high electricity rate. Moreover, the total cost of electricity from the grid in the office on five working days is reduced from 230.80 to 72.16 cents, equaling a total saving of 68.73%.
Winter:
The original electricity rate, solar energy and energy demand in January are shown in Figs. 7a, c, 8a, c and e, respectively. As shown, given cold mornings in winter, the energy demand for warming is higher in the morning, so the electricity rate is higher then. On the other hand, due to shorter daytime in winter, the solar energy is lower and the energy demand from lights is higher. Therefore, the total demand in winter is higher.
By using the same approach, the developed ESN-based Qlearning method is implemented. The total optimal renewable energy scheduling and battery control of the office are given in Fig.  9a . Similarly, the battery is generally charged at a low electricity rate and discharged to satisfy the demand at a high electricity rate. The total cost of electricity from the grid in the office on five working days is reduced from 246.73 to 119.87 cents, equaling a total saving of 51.42%. As explained before, given a higher electricity rate in the morning, lower solar energy, and higher total energy demand, the total cost in winter is higher and the total saving is not as high as that in summer.
Spring and autumn:
Since the electricity rate, solar energy and energy demand are similar in April and October given as examples of spring and autumn, respectively, relevant results of April are displayed as an example. The original electricity rate, solar energy and energy demand in April are shown in Figs. 7b, d , 8b, d and f , respectively. As shown, the electricity rate in spring and autumn does not vary as violently as that in summer and winter, and the solar energy is higher than that in winter and lower than that in summer. Moreover, the energy demand from airconditioners is zero, so the total energy demand in spring and autumn is the lowest.
The developed ESN-based Q-learning method is implemented, and the optimisation result in April, which is similar to that in October, is given as an example in Fig. 9b . The total cost of electricity from the grid in the office on five working days is reduced from 162.71 to 46.07 cents, equaling a total saving of 71.69%. As indicated, the total cost in spring and autumn is the lowest among the four seasons, and the total saving is the highest.
Cost comparison:
Finally, the superiority of the developed method is illustrated by two comparisons. First, the developed method is implemented on the energy management system, where the renewable energy is removed and only a battery is installed inside the room. The original cost as well as the costs with and without renewable energy for the case of summer in Section 5.3.1 are summarised in Table 1 . The total cost is remarkably reduced when the renewable energy is introduced into the management system.
Next, the time-based Q-learning (TBQL) method in [36] and the particle swarm optimisation (PSO)-based method in [38] are implemented in the above case of summer as well. The original cost and the costs by the three methods concerned are summarised in Table 2 , from which the superiority of the developed Q-learning method to other methods is clarified.
Conclusions and future work
In this paper, with solar energy introduced as the renewable source and a battery installed inside, energy consumption of an office is optimised through optimal renewable energy scheduling and battery control by an ESN-based Q-learning method. Given periodic functions of the real-time electricity rate, renewable energy and energy demand modelled by ESNs, the optimal charging/discharging/idle control strategies of the battery are determined by the developed ESN based Q-learning method, so that the total cost of electricity from the grid is significantly reduced. Numerical analysis illustrates the performance of the developed method.
In this paper, it is assumed that the electricity rate, renewable energy and energy demand are periodic functions with the period ζ = 24 h. However, modelling errors generally exist for the electricity rate, renewable energy and energy demand, which means that the electricity rate, renewable energy and energy demand are actually quasi-periodic functions. In this case, the developed ESN-based Q-learning algorithm cannot guarantee to obtain the optimal control. Therefore, our future research will focus on improving the developed Q-learning algorithm or developing novel Q-learning-based algorithms to cope with the modelling errors. On the other hand, we aim to develop relevant strategies to extend the lifetime of batteries and therefore further reduce the long-term total cost.
