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This work present a numerical simulation of the effects of emitter and collector widths of a 
Bipolar Transistor based on a heterojunction between Silicon and Silicon-Germanium 
(Si/SiGe HBT) on its performance. Firstly the direct and transfer current-voltage 
characteristics are evaluated. Secondly the HBT figures of merit such as the direct current 
(DC) current gain 𝛽F , cutoff frequency 𝑓𝑇 , and maximum oscillation frequency 𝑓𝑀𝐴𝑋  are 
calculated. The drift–diffusion (DD) and energy balance (EB) models used to calculate the 
above characteristics and figures of merit are then compared. The numerical simulation is 
achieved through the use of the different models available from SILVACO technology 
computer-aided design (T-CAD).  
We considered seven SiGe HBTs devices depending on emitter and collector widths. The 
influence of emitter and collector widths on the current gain, the cutoff frequency and the 
maximum oscillation frequency for each device was simulated. The obtained DC current gain 
values using the EB model are much higher than those obtained using the DD model. The 
change in the current gain values for the seven devices was not significant when using either 
the EB or DD model. The cutoff frequency obtained using the EB model was much higher 
than when using the DD model. The maximum oscillation frequency values obtained using 
the EB model were close to those obtained using the DD. Based on the EB simulation results, 
reduction of the emitter width (𝑊𝐸) while keeping the collector width (𝑊𝐶) unchanged causes 
an increase in the cutoff frequency and the maximum oscillation frequency; these results show 
that one can improve both 𝑓𝑇 and 𝑓𝑀𝐴𝑋  with no remarkable change in 𝛽F by making a tradeoff 
between the widths We and Wc without shrinking the transistor regions.    
The effect of the trapezoidal profile shape of the germanium in the base and the base doping 
were also studied. In the case of changing the germanium profile shape, it was found that the 
values of the current gain using EB model are higher than the HD ones and much higher than 
the DD ones. The results of 𝑓𝑀𝐴𝑋  using HD and EB transport models shows that the 
germanium profile shape is of great importance in the design of SiGe HBTs.  
Concerning the doping effects, the simulation results using energy balance model show that 
the base doping affects considerably both the current gain and the frequencies where it 
improves 𝑓𝑀𝐴𝑋  and decreases the current gain. 







Ce travail présente une simulation numérique des effets des largeurs d'émetteur et du collecteur sur 
les performances d'un transistor bipolaire basé sur une hétérojonction entre le silicium et le 
silicium-germanium (Si / SiGe HBT). Premièrement, les caractéristiques de courant continu et de 
transfert courant-tension ont été évaluées. Deuxièmement, les facteurs de mérite HBT telles que le 
gain de courant 𝛽F, la fréquence de coupure 𝑓𝑇 et la fréquence d'oscillation maximale 𝑓𝑀𝐴𝑋  ont été 
calculés. Les modèles de dérive-diffusion (DD) et d’énergie-balance (EB) ont été utilisés pour 
calculer les caractéristiques ci-dessus et les facteurs de mérite ont été ensuite comparés. La 
simulation numérique est réalisée grâce à l’utilisation des différents modèles proposés par la 
technologie de conception assistée par ordinateur (T-CAD) de SILVACO. Nous avons considéré 
sept dispositifs TBH à base de SiGe en fonction de la largeur de l'émetteur et du collecteur. 
L'influence de la largeur de l'émetteur et du collecteur sur le gain de courant, la fréquence de 
coupure et la fréquence d'oscillation maximale de chaque dispositif a été simulée. Les valeurs de 
gain en courant continu obtenues à l'aide du modèle EB sont beaucoup plus élevées que celles 
obtenues à l'aide du modèle DD. La différence entre les valeurs du gain de courant pour les sept 
dispositifs n'était pas significative pour chacun des modèles EB ou DD. La fréquence de coupure 
obtenue avec le modèle EB était beaucoup plus élevée qu'avec le modèle DD. Les valeurs de 
fréquence d'oscillation maximale obtenues avec le modèle EB étaient proches de celles obtenues 
avec le modèle DD. Sur la base des résultats de la simulation EB, la réduction de la largeur de 
l'émetteur 𝑊𝐸  tout en maintenant la largeur du collecteur 𝑊𝐶  inchangée entraîne une augmentation 
de la fréquence de coupure et de la fréquence d'oscillation maximale. Ces résultats montrent que 
l'on peut améliorer à la fois 𝑓𝑇 et 𝑓𝑀𝐴𝑋  sans changement notable de 𝛽F en effectuant un compromis 
entre les largeurs 𝑊𝐸  et 𝑊𝐶  sans miniaturiser les régions du transistor. L'effet de la forme 
trapézoïdal du profil du germanium dans la base et du dopage de la base a été également étudié. 
Dans le cas de la modification de la forme du profil trapézoïdal du germanium, il a été constaté que 
les valeurs du gain de courant en utilisant le modèle EB sont supérieures à celles en utilisant HD et 
beaucoup plus supérieures à celles en utilisant DD. Les résultats de 𝑓𝑀𝐴𝑋  avec l’utilisation des 
modèles de transport HD et EB montrent que la forme trapézoïdal du profile du germanium a une 
grande importance dans la conception des TBHs à base de SiGe. En ce qui concerne les effets du 
dopage, les résultats de la simulation en utilisant le modèle EB montrent que le dopage de base 
affecte considérablement le gain de courant et les fréquences où l’augmentation du dopage améliore  
𝑓𝑀𝐴𝑋  et cause la diminution du gain de courant. 






الترانزستور ثنائي القطب ذي بنية غير  أداءقدم هذا العمل محاكاة عددية لتأثيرات عرض الباعث والجامع على ي
ثانيا ً يتم حساب كسب  جهد.-تيارأولا يتم تقييم الخصائص المباشرة وخصائص تحويل  .eGiSبأساس   )TBH(متجانسة
 -ثم تتم مقارنتها باستخدام نماذج الانجراف 𝑋𝐴𝑀𝑓 و تردد التذبذب الأقصى  𝑇𝑓، تردد القطع  )CD( F𝛽 التيار المباشر
تمت دراسة  .OCAVLIS  )DAC-T(تصميم الكمبيوتر المساعد  من تكنولوجيا  )BE( الطاقة توازنو )DD( الانتشار
جامع على التم محاكاة تأثير عرض الباعث و   .كلا من الباعث والجامع اعتمادًا على عرض sTBH eGiS سبعة أجهزة
لوحظ أن قيم كسب التيار المستمر التي تم الحصول عليها   .و تردد التذبذب الأقصى لكل جهاز كسب التيار، تردد القطع  
التغير في قيم كسب  أن إلىنشير   DD.باستخدام نموذج أعلى بكثير من تلك التي تم الحصول عليها BE باستخدام نموذج
تردد  DD. وكذلك بالنسبة للأجهزة السبعة باستخدام نموذج BE التيار للأجهزة السبعة لم يكن هاًما عند استخدام نموذج
قصى التي تم قيم  تردد التذبذب الأ DD. أعلى بكثير من استخدام نموذج BE القطع الذي تم الحصول عليه باستخدام نموذج
استنادا ًإلى نتائج  DD. كانت قريبة من تلك التي تم الحصول عليها باستخدام نموذج   BEالحصول عليها باستخدام نموذج 
دون تغير  )𝐶𝑊( مع الحفاظ على عرض المجمع )𝐸𝑊( ، يؤدي خفض عرض المرسل  BE المحاكاة باستعمال نموذج 
دون   𝑋𝐴𝑀𝑓 و 𝑇𝑓 أنه يمكن تحسين كلا من إلى الأخيرةبذب الأقصى. تظهر النتائج إلى زيادة في تردد القطع و تردد التذ
 مساحة تقليص  إلىدون اللجوء 𝐶𝑊 و𝐸𝑊 عن طريق إجراء مقايضة بين العرضينوذلك  F𝛽تسجيل انخفاض ملحوظ في 
 مناطق الترانزستور. 
 sTBH تطعيم القاعدة على كفاءة  وتأثيركما تمت دراسة تأثير تغيير شكل مظهر شبه المنحرف للجرمانيوم في القاعدة 
 أعلى من قيم BE في حالة تغيير شكل المظهر الجانبي للجيرمانيوم ، وجد أن قيم كسب التيار باستخدام نموذج  eGiS.
 شبهالجانبي ل مظهرالأن شكل  BE و DH التي تستخدم نماذج نقل  𝑋𝐴𝑀𝑓 . وتبين نتائجDD  وأعلى بكثير من قيم DH
. أما فيما يتعلق بتأثيرات تطعيم القاعدة ، تظهر نتائج sTBH eGiS  لمنحرف للجيرمانيوم له أهمية كبيرة في تصميم
لترددات حيث يعمل على أن تطعيم القاعدة يؤثر بشكل كبير على كل من كسب التيار وا BEالمحاكاة انه باستخدام نموذج 
 ويقلل من كسب التيار.  𝑋𝐴𝑀𝑓 تحسين
تردد التذبذب  ,تردد القطع ,كسب التيار ,ثنائي القطبية هجين البنية جرمانيوم -سيليسيوم ترانزستور  :الكلمات المفتاحية
  سيلفاكو. ,الأقصى
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In 1948 the bipolar junction transistor (BJT) was invented at Bell Telephone Laboratories [1-
2], ahead of the MOS field-effect transistor (MOSFET) by a decade. The BJT’s early 
dominance had been eroded by the high-density and low-power advantages which show the 
MOS technology. In some high-frequency and analog applications, BJTs are still preferred 
regarding high speed, low noise, and high output power advantages such as in some circuits of 
cell phone amplifier. In some applications, a small number of BJTs are integrated into a high-
density complementary MOS (CMOS) chip. This integration between BJT and CMOS is 
known as the BiCMOS technology [3].  
Numerous techniques have been proposed aiming the improvement of bipolar transistor 
performance, one of them is the introduction of a grading germanium into the silicon base [4-
5]. This combining idea of silicon and germanium for use in bipolar transistor engineering is 
old and just in 1987 the first SiGe hetero-structure bipolar transistor (HBT) was reported [6]. 
In the 1990s with the revolution in bipolar transistor design, SiGe HBTs have emerged as 
serious contenders for analog, digital and mixed signal RF application [7]. Previously, hetero-
junction bipolar transistors had only been available in compound semiconductor technologies, 
such as AlGaAs/GaAs [7]. Since the 1990s, with the technology rapid progress used for 
manufacturing silicon germanium based heterojunction bipolar transistors (SiGe HBTs), these 
latter have gradually replaced the III-V compound devices technology for their typical 
applications [8]. This is mainly due to the high performances reached by SiGe based devices, 
and the compatibility between the SiGe and silicon materials which allows to build them in a 
conventional substrate beside CMOS circuits (BiCMOS technology), keeping similar cost of 
manufacturing [9].  
The formation of an effective hetero-junction requires two semiconductors with similar lattice 
spacing. Si and Ge have a relatively large lattice mismatch of 4.2%, so it is very difficult to 
form a hetero-junction between Si and SiGe without misfit dislocations at the interface. 
Fortunately, however, in the 1980s a good hetero-junction was obtained with thin SiGe layers 
and low Ge content (relatively below 30%) [10]. In these cases, the SiGe layer grows under 
strain so that it fits perfectly onto the silicon lattice without the generation of misfit 
dislocations. The vital technology breakthrough that led to the emergence of the SiGe is the 
epitaxial growth of reproducible strained or pseudomorphic SiGe. Strain somehow leads to 
enhance transport properties and this is caused by changes in band structure [11]. Introduction 




dopant from diffusion [12]; reducing the emitter width gives enhancements in SiGe HBTs 
frequencies[13]; changing the material properties improve the carrier transport. Nowadays, 
the market for SiGe HBTs has grown rapidly to satisfy the demand for applications such as 
wireless communications, high-data-rate wireline and automotive radar [14].  
The advanced SiGe heterojunction bipolar transistor device is obtained by the addition of 
germanium (Ge) during the growth; to the silicon base region. Germanium incorporation 
causes a reduction in the bandgap, leading to a transit time reduction in the base. The 
advantage of SiGe heterojunction bipolar transistors is the very high frequency response. SiGe 
HBTs perform well at both room and low temperature conditions [15].Recently, SiGe HBTs 
with cut-off frequencies 𝑓T  of 300 GHz and maximum oscillation frequencies 𝑓MAX  of 500 
GHz were demonstrated [14, 16, 17].  
This work is a simulation study of the effect of emitter and intrinsic collector widths on 
performance of NPN SiGe HBT focusing on the dc current gain, the cut-off frequency, 
maximum oscillation frequency and the forward transit time. To show the widths effects, 
seven SiGe HBTs devices of existing architectures were proposed then investigated by 
ATLAS from SILVACO T-CAD using drift diffusion (DD) and energy balance (EB) models. 
The thesis is divided into four chapters as follows: 
- Chapter one describes the BJT and SiGe HBT theory. 
- Chapter two shows the Si, Ge and SiGe properties. 
- Chapter three is reserved for the software used in the present work, namely SILVACO 
T-CAD 
- Chapter four presents the simulation results for the seven proposed devices with their 
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SILICON BIPOLAR AND SILICON-
GERMANIUM HETERO-JUNCTION 
BIPOLAR TRANSISTORS PRINCIPLES 




The transistor is considered as one of the most important inventions in the last century. Before 
its invention, electronics were expensive and limited in applications. In the fifties, transistors 
affected hugely electronics field.  
The transistor was invented in 1947 at Bell Telephone Laboratories by physicists John 
Bardeen, Walter Brattain, and William Shockley. In 1947, Bardeen and Brattain designed a 
solid-state amplification circuit whose key components were a slab of germanium and two 
gold point contacts just fractions of a millimeter apart. Brattain discovered that putting a 
ribbon of gold around a plastic triangle, slicing it through at one point, and pressing the point 
of the triangle gently down onto the germanium created a dramatic amplification of electric 
current. Thus was the first point-contact transistor made. But two months later, Shockley 
stunned Bardeen and Brattain with a significantly improved design. It consisted of three 
semiconductor layers stacked together, with current flowing through the semiconductor 
material instead of along the surface. As voltage on the middle layer was adjusted up and 
down, it could turn current in the three-layer “sandwich” on and off at will. Introduced in 
1949, the solid-state transistor could amplify an electrical signal much more efficiently than a 
bulky vacuum tube. It became the building block for all modern electronics and the 
foundation for microchip and computer technology. For their work, Shockley, Bardeen, and 
Brattain received the Nobel Prize in physics in 1956. Scientists working at Bell Telephone 
Laboratories were trying to understand the nature of electrons at the interface between a metal 
and a semiconductor (Germanium). They realized that by making two point contacts very 
close to one another, they could make a three terminal device - the first "point contact" 
transistor [1]. Nowadays, silicon dominates the electronics industry (95% of the 
semiconductor market uses the silicon) despite the first transistor was based on germanium. 
This profound market dominance of Si rests on a number of surprisingly practical advantages 
that Si has over the other numerous semiconductors [2, 3]. Transistors were a vital part of 
improvements in existing analog systems, such as radios and stereos. 
I.2 Elemental semiconductors: silicon and germanium 
Silicon is the best-known semiconductor. Together with germanium (Ge), it is the prototype 
of a large class of semiconductors with similar crystal structures. Si and Ge crystal structure is 
the same as that of diamond. In this structure each atom is surrounded by four nearest 
neighbor atoms forming a tetrahedron (each atom is said to be four-fold coordinated). These 
tetrahedrally bonded semiconductors form the mainstay of the electronics industry and the 
cornerstone of modern technology [4]. 
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In electronic devices such as integrated circuits, silicon is the widely used material. This 
importance of Si over other semiconductors is referred to: 
(i) The facility of passivating the surface by oxidizing it and forming a layer of stable 
native oxide that causes a reduction of the surface recombination velocity.  
(ii) Its hardness that allows handling large wafers safely.  
(iii) Up to 1100°C, Si  thermally stable, that allows high-temperature processing related to 
diffusion, oxidation and annealing. 
(iv) Its cost which is relatively low.  
Silicon shows some limitations that are due to: 
(i) The indirect band gap and its magnitude which limit optoelectronic applications of 
this material. 
(ii) The carrier mobility which is relatively low. 
The indirect energy gap of silicon limits the optoelectronic applications of this material.  
However, emerging materials based on layers grown on Si substrate appear to be promising in 
numerous applications.  
Heteroepitaxy involves a single crystal layer growth on a substrate of a different material. The 
objective of heteroepitaxy is to engineer materials and structures with unique properties. 
SiGe/Si hetero-structures give an example of practical applications of energy-band-gap 
engineering, which are very attractive since such systems combine highly developed Si-based 
technology with the benefits derived by Ge incorporation in Si-based devices as in transistors. 
The smaller energy gap and larger refractive index of SiGe make these hetero-structures also 
suitable in optoelectronic applications, such as waveguide detectors that can be employed in 
fiber-optic communication. 
The strained layer heteroepitaxy is an important approach in such structures; here, if the layers 
are sufficiently thin, the lattice mismatch between the dissimilar semiconductors is 
accommodated by strain, and no misfit dislocations at the interface are generated. As a result, 
the lattice distortion leads to band structure changes and hetero-junction band offsets allowing 
flexibility in band-structure engineering. The typical values of the critical thickness in 
mismatch between Si and Ge and about 100 nm for such a material system are between about 
1 nm for pure Ge (note about 4% lattice (i.e., 1 % mismatch)). 
I.2.1 Crystal structure 
The crystal structure of silicon and germanium is that of diamond. In this structure, each atom 
is surrounded by 4 close neighbors to form a tetrahedron; Figure I.1.  




Figure I.1: Crystal structure of Si and Ge. Unit cell defined by bleu atoms [5] 
I.2.2 Band structure 
Figures I.2 and I.3 illustrate band structures of germanium and silicon, respectively. They 
were calculated with a sophisticated method known as the pseudo-potential technique. 
Germanium also has an indirect band structure. The conduction minima are at the L point as 
presented in Figure I.2. For silicon, the minimum of the conduction band is located close to 
the X point as shown in Figure I.3. Thus, it is not at the same point in k-space as the top of the 
valence band. Such a band structure is called indirect.  
 
 
Figure I.2: germanium band structure calculated by pseudo-potential technique [4]  




Figure I.3: band Structure of Si calculated by pseudo-potential technique. Solid and dotted 
lines represent calculations with a nonlocal and a local pseudo-potential, respectively [4] 
 
I.3 PN junction 
A PN junction is formed by the juxtaposition of two regions of different types from a 
semiconductor. When a PN junction is created from the same semiconductor then it is called a 
PN homo-junction diode. On the other hand, in the case of the creation of a PN junction with 
two semiconductor materials having different band gaps and different doping impurities, then 
it is called a PN hetero-junction diode. The difference in densities of donors and acceptors 
passes from a negative or positive value in the region p to the n-type region. The law of 
variation of this magnitude depends mainly on the manufacturing technique. Different models 
can be used to study theoretically the properties of the junction, linear junction, abrupt ...etc. 
The PN junction is a basic structure in the electronic components and nearly all power 
devices. The PN junction has a leading role in device structures in a large variety of electronic 
and photonic devices fabrication. Such as in PN junction structures that used in fabricating 
switching diodes, solar cells, diode rectifiers, laser diodes (LDs), light emitting diodes 
(LEDs), tunnel diodes, photodetectors, bipolar junction transistors (BJTs), junction field-
effect transistors (JFETs), heterojunction bipolar transistors (HBTs), metal–semiconductor 
field-effect transistors (MESFETs), high-electron mobility transistors (HEMTs), multi 
quantum well (MQW) and superlattice (SL) devices. The PN heterojunctions can be created 
from a wide variety of elemental and compound semiconductors such as n-Si/p-SiGe (as in 
the present thesis), p-Ge/n-GaAs, n-ZnSe/p-GaAs, p-AlGaAs/n-GaAs, n-InGaAs/n-InP, p-
GaN/n-InGaN,  p-InAlAs/n-InGaAs, and p-AlGaN/n-InGaN semiconductor heterojunction 
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devices [6]. In components which are formed of differently doped semiconductors, PN 
junctions or PN are present at the interfaces. It is therefore essential to understand the physical 
phenomena that manifest themselves there. The PN junction is also a component in itself. PN 
junctions conduct current only in one direction of the applied voltage, called forward 
direction, whereas in the opposite direction, the blocking direction, the current is extremely 
small. Thus, the function of this component is to let the current flow in one direction. It thus 
makes it possible to transform an alternating signal into a unipolar signal. This function is 
widely used in electronic systems or radio frequency detection. 
Despite the theoretical description of PN junctions has been fulfilled in 1938 [7], only after 
the invention of the transistor a full technological significance became obvious with major 
further advances in theory and technology [8, 9]. In Figure I.4, the application of a positive 
voltage to the region p with respect to the region n, causes a partial injection of the free 
electrons in the n-region and the free holes in the p-region toward the junction into the 
opposite region as excess minority carriers. The PN junction conducts in this condition of bias 
as shown in Figure I.4 (b). If one applies a negative voltage to the region p with respect to the 
region n, then both majority carriers types are withdrawn from the junction and cannot be 
supplied from the adjacent region of opposite conductivity. This is the case of reverse biased 
PN-junction or blocking direction as shown in Figure I.4 (c). 
When the junction is forward biased (a positive voltage is applied on the p-side), there will be 
a rapid increase in current as the voltage increases. However, when the junction is reverse 
biased then practically no current flows. The current remains very small with the increase of 
the reverse bias until reaching a special value known as the critical voltage, at which suddenly 
the current increases. This sudden increase in current is referred to as the junction breakdown. 
The direct voltage which is applied on the PN junction is usually less than 1V, whereas, the 
breakdown voltage varies from few volts to thousands of volts, depending on the device 
parameters and the dose of doping [10]. 
 




Figure I.4: PN junction; a- unbiased, b- forward biased, c- reverse biased. 
 
I.4 Bipolar junction transistor 
The current in a bipolar transistor is caused by holes and electrons transport together, which is 
not the case in JFETs and MOSFETs (unipolar devices) where current is due to transport of 
only one type of carrier. Two PN junctions compose a bipolar transistor and hence is called 
the "Bipolar Junction Transistor" (BJT). It exists two types of bipolar transistors: the NPN 
transistor, where a P-type silicon is located between two N-type regions, and the PNP 
transistor, where N-type region is sandwiched between two P-type regions. We focus here on 
the NPN transistor which is presented in Figure I.5. From the NPN transistors, the PNP 
transistors equations can easily be obtained, provided that the appropriate sign changes are 
made. The two N-type regions in an NPN transistor are called "emitter" and "collector", and 
the "base» is reserved to the P region [11]. 
The illustration shown in Figure I.5 is for a bipolar transistor which operated in the forward 
active region. The emitter/base and the collector/base junctions are forward biased and reverse 
biased, respectively. This biasing leads to the injection of electrons into the base and holes 
into the emitter. During the passage of electrons from the emitter region to the base region, 
some of them will recombine with holes in the emitter/base depletion region; this is known as 
the recombination current, 𝐼𝑟𝑔 . The rest of electrons which reach the base region become 
minor comparing to holes so they are called minority carriers. The number of minority 
carriers is more important at the emitter side of the base than the collector side of the base 
which makes a concentration gradient that encourages them to diffuse towards the collector 
region [12]. 




Figure I.5: Components of  NPN BJT current 
𝐼𝑛𝑒 denotes the diffusion current of electrons at the emitter side of the base. When electrons 
pass through the base region more electrons recombine with holes as a consequence 𝐼𝑛𝑒 
becomes smaller at the collector side of the base so we name it 𝐼𝑛𝑐 . 𝐼𝑟𝑏  current is the 
difference between 𝐼𝑛𝑒 and 𝐼𝑛𝑐 currents which denote the recombination current in the base. 
Due to high electric field across collector/base reverse-biased junction, the recombination in 
the collector/base depletion region is considered to be negligible. When the electrons attain 
the collector region they become majority carriers with no recombination. 
Concerning the holes as shown in Figure I.5, part of them recombines with electrons in the 
depletion region of emitter/base and this makes the recombination current 𝐼𝑟𝑔. The other part 
of holes which reach the emitter region becomes minor regarding electrons so they are called 
minority carriers. These minority carriers diffuse towards the emitter contact and they are 
called the holes diffusion current 𝐼𝑝𝑒 .  
The emitter, collector and base currents components referring to Figure I.5 are: 
𝐼𝐸   = 𝐼𝑛𝑒 + 𝐼𝑟𝑔 + 𝐼𝑝𝑒                                                                  (I-1) 
𝐼𝐶   = 𝐼𝑛𝑐                                                                                    (I-2)  
𝐼𝐵   = 𝐼𝐸 − 𝐼𝐶 = 𝐼𝑟𝑏 + 𝐼𝑟𝑔 + 𝐼𝑝𝑒                                                 (I-3) 
I.4.1 Base current 
Here, we notice two cases. 
a- Thick emitters: the total holes will recombine with electrons in the emitter region as 
Figure I.5 illustrates. 
b- Thin emitters: a large amount of holes attain the emitter metal contact. 
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In bipolar transistors 𝐼𝑝𝑒  which denotes the hole diffusion current is of high importance 
comparing to other components. The hole distribution in thin emitters is linear as shown in 
Figure I.6, due to bulk negligible recombination which can be explained by that the hole 
diffusion length in the emitter is much bigger than the emitter depth 𝑤𝐸. The majority of holes 
attain the emitter contact. 
𝑝𝑒(0) = 𝑝𝑒0𝑒
𝑞𝑉𝐵𝐸
𝑘𝑇                                                                   (I − 4) 
Where 𝑝𝑒(0) is the hole concentration at the emitter/base depletion region edge and 𝑝𝑒0 is the 
hole concentration at the emitter contact [4]. 
 
Figure I.6 Distribution of minority carriers; in the emitter (left) and in the base (right) 









𝑘𝑇 − 1)                          (I − 5)     
 By using:  
𝑝𝑒0𝑛𝑒0 = 𝑛𝑖
2                                            (I − 6)  
𝑝𝑒0𝑁𝑑𝑒 = 𝑛𝑖
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𝑘𝑇                                                  (I − 9)  
From this expression we notice that the base current is inversely proportional 𝑊𝐸𝑁𝑑𝑒  in 
bipolar transistors with thin emitters. 
In the case of heavy doping: 









𝑘𝑇                                                (I − 10) 







𝑘𝑇                                                  (I − 11) 
In this case the holes diffusion length 𝐿𝑝𝑒  is much smaller than emitter depth 𝑊𝐸  which 
causes the recombination of all holes before reaching the emitter contact. 
I.4.2 Collector current 
The high-speed bipolar transistors need the electrons to cross the base so rapidly. This can be 
achieved by making the base-width as small as possible. The base width reduction leads to 
achieve 𝑊𝐵 ≪ 𝐿𝑛𝑏 making a linear distribution of electrons in the base, as shown in FigureI.6.  
At the edge of emitter/base depletion region, the concentration of electrons is: 
𝑛𝑏(0) = 𝑛𝑏0𝑒
𝑞𝑉𝐵𝐸
𝑘𝑇                                         (I − 12) 
At the edge of collector/base depletion region, the electrons concentration is: 
𝑛𝑏(𝑊𝐵) = 𝑛𝑏0𝑒
−𝑞𝑉𝐶𝐵
𝑘𝑇 ≈ 0                           (I − 13)  
For a linear electron distribution across the base, the diffusion current is: 
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𝑘𝑇                                                                            (I − 15) 
By using:  
𝑝𝑏0𝑛𝑏0 = 𝑛𝑖
2                                                                                           (I − 16)  
𝑁𝑎𝑏𝑛𝑏0 = 𝑛𝑖
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𝑘𝑇                                                                            (I − 19)  
This expression shows that the collector current is inversely proportional to 𝑊𝐵𝑁𝑎𝑏  product. 
In the case of heavy doping:  









𝑘𝑇                                                                    (I − 20)  
I.4.3 Current gain 
In a bipolar transistor, the current gain is calculated by the ratio of collector to base currents. 




                                                                             (I − 21) 




                                                                         (I − 22) 
From this equation it is clearly noticed that the gain depends on the doping and widths of both 
emitter and base regions. If a high current gain is desirable, the width of the emitter must be 
larger the base one and the doping concentrations of the emitter should be higher comparing 
to base doping concentration. 
I.5 Silicon-Germanium Hetero-junction Bipolar Transistors  
The concept of combining silicon and germanium into an alloy for use in high speed transistor 
engineering is an old one, and was envisioned by Kroemer in his early research on drift 
transistors discussed above [2, 13]. The Silicon-Germanium hetero-junction bipolar transistor 
(SiGe HBT) has occupied an important place in electronics nowadays. It features high speed, 
low noise, and high linearity in comparison with Si BJT and Si CMOS, making SiGe HBT 
technology more attractive and suitable to the design of ICs. The bipolar transistors (BJT) 
design requires trade-offs between numerous mechanisms. Achievement of a fast base transit 
time, and hence a high cut-off frequency value needs a very small base width which is limited 
by the punch-through mechanism, and this occurs when the emitter/base and collector/base 
depletion regions intersect in the base region. Increasing the base doping concentration has 
consequence thinner depletion regions. High base doping degrades the current gain. The main 
issue that limits the maximum achievable cut-off frequency of Si BJT is the trade-off between 
current gain and base transit time. 
The bandgap engineering technology principle makes the fundamental SiGe HBT 
advantageous over conventional Si BJT. Several key figure-of-merits could be improved by 
this bandgap engineering technology. Germanium addition in the SiGe HBT base causes a 
lowering of the conduction band as illustrates Figure I.7. Various practical Ge profiles designs 
are possible (box, triangular and trapezoid. The Figure I.7 illustrates the differences between 
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Si BJT and SiGe HBT regarding their energy band diagram. Apart from the Ge in the base of 
the SiGe HBT, all the perimeters and doping are the same for both devices. [12-18]. 
 
Figure I.7: Si BJT and graded SiGe HBT energy band diagrams 
 
I.5.1 Current gain 
If the germanium profile is linearly graded and the doping profile in the base is uniform, the 



















1 − 𝑒−(∆𝐸𝐺(𝑔𝑟𝑎𝑑𝑒) 𝑘𝑇⁄ )
      (I − 23) 
∆𝐸𝐺(0)   denotes the narrowing in the bandgap caused by germanium introduction at the 
emitter end of the base and ∆𝐸𝐺(𝑊𝐵)  the bandgap narrowing at collector end of the base, 
∆𝐸𝐺(𝑔𝑟𝑎𝑑𝑒)  is the base germanium grading which equals to ∆𝐸𝐺(𝑊𝐵) − ∆𝐸𝐺(0). 𝐷𝑛𝑏 is the SiGe 
graded base average diffusivity of electrons. 
The introduction of germanium in the base of Si-BJT leads to an enhancement in the dc 













                                                        (I − 24) 
This expression shows that the enhancement is proportional with both ∆𝐸𝐺(0) and ∆𝐸𝐺(𝑊𝐵) −
∆𝐸𝐺(0) leads to an exponentially enhancement while ∆𝐸𝐺(𝑔𝑟𝑎𝑑𝑒) leads a linearly enhancement. 
From the precedent remarks one can notice that the triangular profile of germanium in the 
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base gives a small current gain whereas a germanium box profile gives a significant gain 
enhancement. 
I.5.2 The transit time 
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𝑘𝑇 ]        (I − 27) 
If the germanium grading in the base is finite, the SiGe  and Si base transit times ratio is less 
than unity, and consequently the germanium grading decreases the base transit time and 
increases the frequency.  
I.5.3 Cut-off frequency 𝑓T 
The cut-off frequency 𝑓T of a bipolar transistor at which the gain drops to unity (Figure I.8) is 
considered as the most important parameter at high-frequency. 
 
Figure I.8: AC current gain to determine cut-off frequency 
 
For low injection, the SiGe HBT ac figure-of-merit, the cutoff frequency (𝑓T), can be given as 
follows: 





















 is the intrinsic transconductance gm at low injection, 𝐶𝑗𝑒  is emitter-base depletion 
capacitance, 𝐶𝑗𝑐 is collector-base depletion capacitances, 𝜏𝑏 is the base transit time, 𝜏𝑒 is the 
charge storage delay time of emitter, 𝑊𝐶𝐵  denotes  the 𝐶𝐵 junction space–charge width, 𝑣𝑠𝑎𝑡  
is the saturation velocity, and 𝑟𝑐 is the dynamic resistance of collector. S-parameter permit the 
measure of cutoff frequency (ℎ21= 1), 𝑓T [14]. Equation (I-28) contains 𝜏𝑒𝑐 which represents 
the overall delay time and it controls the bipolar transistor switching speed. Therefore, the 
presence of SiGe improves 𝜏𝑏 and 𝜏𝑒 leading to an enhancement in both 𝑓T and 𝑓MAX of the 
transistor at fixed bias current. 
 The Figure I.9 illustrates the 𝑓T  as a function of collector current. The term of depletion 
capacitance in equation (I-28) is much larger than the other terms at low currents, which 
means that 𝑓T  increases with 𝐼C . The term of depletion capacitance is small at medium 
currents comparing to 𝜏𝐹, and as a consequence 𝑓T stops to increase despite collector current 




                                                         (I − 29) 
 
Figure I.9: Cut-off frequency as a function of Collector current 
 
The cut-off frequency decreases obviously at high collector currents and this is caused by 
high current effects. A clearly defined region of constant 𝑓T  is not discernable in many 






 permits to obtain the forward transit time, as illustrated in 
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Figure I.10. The interception between the extrapolated straight line and the vertical axis gives 




− 𝑅𝐶𝐶𝑗𝑐                                                              (I − 30)  
 
Figure I.10: measure of the forward transit time of a bipolar transistor 
I.5.4 Maximum oscillation frequency 𝑓MAX 
In addition to 𝑓T  for a bipolar transistor, there is another important parameter at high-
frequency which is called the maximum oscillation frequency 𝑓MAX. 𝑓MAX is the frequency at 




                                                               (I − 31) 
From this equation we can notice that 𝑓T, CJC and 𝑅𝐵 affect 𝑓MAX. The latter two parasitics 
influence strongly the bipolar circuits’ performance, which means that fMAX has a circuit 
performance prediction better than 𝑓T. Compromising between 𝑓T, 𝐶𝐽𝐶  and 𝑅𝐵 is needed in the 
design of bipolar transistor. 
I.5.5 Base, collector and emitter resistance 
The transistor is known by its base, collector and emitter series resistances. The influence of 
these series resistances at high-frequency performance of the bipolar transistor is remarkable 
in combination with parasitic capacitances to give 𝑅𝐶 time constants. The emitter resistance is 
negligible. 𝑓T is influenced by the combination of collector resistance with the collector/base 
capacitance as shown in equation (I-28) whereas the combination between the base resistance 
and the collector/base capacitance influences 𝑓MAX as shown in equation (I-31) shows. Thus 
the performance of bipolar circuits is influenced by such resistances. 
Chapter I: Si Bipolar And SiGe Hetero-junction Bipolar Transistors 
19 
 
I.5.5.1 Base Resistance 
The transistor power gain and noise performance is limited by 𝑟𝑏, because it consumes input 
power and gives rise to thermal noise, As a result, the major challenge in SiGe HBT structural 
design, fabrication, and process integration is the minimization of the various components of 
the base resistance. The base resistance is a key parameter in process control and the design of 
the circuit, and requires careful attention. Therefore, the base resistance is considered as one 
of the most important electrical parameters of a BJT. The rate at which the input capacitance 
can be charged is limited by the base resistance and this is why bipolar transistors do not 
operate at the frequencies predicted by the values of forward transit time. The base resistance 
is composed by two parts, intrinsic and extrinsic resistances, as illustrated in Figure I.11. The 
sum of these two parts gives the base resistance. As the same, the collector resistance is 
composed of three parts and this is due to the resistances of the epitaxial collector, buried 
layer and collector sink. 
𝑅𝐵𝑒𝑥𝑡  denotes the extrinsic base resistance component extended between the base contact and 
the edge of the active transistor area. 𝑅𝐵𝑒𝑥𝑡 is calculated from the transistor geometry and the 





 +  𝑅𝐶𝑂𝑁
𝑛𝐵
                                       (I − 32)  
𝑅𝐶𝑂𝑁  denotes the contact resistance and 𝑛𝐵 is the number of base contacts. The resistance of 
the active base region is called the intrinsic base resistance.  The active base region which is 
the region located beneath the emitter. This intrinsic resistance is extracted from the transistor 






2                                                       (I − 33) 
The constant 𝐶 has a value of 1/3 at low currents [20]. The number of base contacts 𝑛𝐵 affects 
considerably the intrinsic base as seen in equation (I-33). If the transistor has only one base 
contact then the current of the base enters from only one side of the emitter and as a 
consequence the complete emitter width is the path length for the current flow. In the case of 
two base contacts, the base current enters from both sides of the emitter, so the path length for 
the current flow is divided. A further halving of 𝑅𝐵𝑖𝑛𝑡   is caused by the parallel of the two 
base contacts. Equations (I-32) and (I-33) confirm the reduction of the base resistance in the 
case of using two base contacts. Unfortunately, the reduction of the intrinsic base resistance is 
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confronted by the increase in collector/base capacitance, because the need of extra area for the 
second base contact. 
 
Figure I.11: extrinsic and intrinsic resistances in a bipolar transistor 
I.5.5.2 Collector Resistance 
In a bipolar transistor, the planar structure causes the appearance of the collector resistance, as 
presented in Figure I.11. The collector current passes through the collector region towards the 
surface arriving to the collector contact. The collector resistance is relatively important and 
this is due to the low amount of doping of the collector. To reach a low collector resistance, 
one can increase the collector doping. The region below the base is called a buried layer of 
collector which must be heavily doped. The collector region which is situated under its 
contact is called the sink helps to reduce the collector resistance. By taking into account the 
previous procedures in the conception and fabrication of the bipolar transistor has a 
consequence a low collector resistance. The only impediment is the resistance of the epitaxial 
collector beneath the base and this is remedied by shrinking this region. Based on the 
geometry of the transistor and the sheet resistances of the epitaxial collector RSC and the 
buried layer RSBL, the collector resistance is as follows: 










+ 𝑅𝐶𝐶                             (I − 34) 
𝑙𝑏𝑙 denotes the length  of the buried layer and 𝑏𝑏𝑙 its width. 𝑙𝑐 is the length of the collector 
region and 𝑏𝑐 is its width. 𝑅𝐶𝐶  is the collector contact resistance. 
I.5.6 Emitter/base and collector/base depletion capacitance 
The fixed charges in the depletion regions of the emitter/base and collector/base junctions 
depletion capacitances give rise to capacitances. 𝐶𝐽𝐸  denotes the emitter/base junction 
capacitance and 𝐶𝐽𝐶  denotes the collector/base junction one. Collector/base capacitance has 
two components, the intrinsic capacitance and the extrinsic one, as illustrated in Figure I.12. 
The size of the emitter leads to determinate the intrinsic collector/base capacitance whereas 
the extrinsic capacitance component of collector/base is determined by the space required to 
make a contact to the base.  








                                             (I − 35) 
𝐶𝐽𝐸0 is the emitter/base capacitance value at zero bias, 𝑉𝐽𝐸 is the junction built-in voltage and 
the factor 𝑀𝐽𝐸 which can be determined by the emitter profile gradient; ½ for an abrupt profile 
and 1/3 for a linearly graded profile.  
 
Figure I.12: depletion capacitances in a bipolar transistor 
 








                                             (I − 36)   
II.6 Strain, dislocations and critical thickness 
In the last decades, the Si/SiGe hetero-structures development permits to engineer band 
structure and strain which improve the use of Si/SiGe in microelectronic field. 
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SiGe HBTs show improvements in their operation and this is due to Germanium incorporation 
in the base. These improvements are confronted by the base maximum Ge amount which is 
limited by the strain. The thickness of SiGe layer is related to a base Ge amount. Once Ge 
content is exceeded, misfit dislocation defects will appear due to SiGe relaxation leading to a 
degradation of the device performance. The germanium lattice constant is larger by 4.2% than 
the silicon one. For Si1−xGex (0 ˂ x ˂ 1) relaxed- or bulk- films, the lattice constant as 
predicted by Vergard’s law shows a linearity despite small variations to the measured one. A 
10−4 nm approximation accuracy is mentioned in [21]: 
𝑎𝑆𝑖1−𝑥𝐺𝑒𝑥 = 0.5431 + 0.01992𝑥 + 0.0002733𝑥
2(𝑛𝑚)       (I-37) 
When growing a thin film of Si1−xGex on a top of a Si1−yGey film, it showed that for x > y the 
top layer is compressively strained (Figure I-13 (b)) but for x < y the layer is tensile strained 
(Figure I-13 (d)).  
 
Figure I.13: A schematic diagram of tensile and compressive strained films 
 
The majority hetero-structures of silicon-germanium in electronics field have only one or two 
strained layers. These strained layers are grown on top of a bulk silicon wafer or a relaxed-
Si1−yGey virtual substrate which is substantially thicker than the epitaxial layers. If the misfit 
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between the substrate and an epilayer is sufficiently small, the first grown atomic layers will 
be strained and latticed matched to the substrate. A hetero-interface pseudomorphic or 
coherent will be formed in which the strained layer will obliged to take the lattice constant of 
substrates in-plane and the epilayer becomes tetragonally distorted. When the epitaxial layer 
thickness is increased, there exists a critical thickness, hc. Additional heterolayers in 
coherence with the substrate will be elastically strained above hc with the necessity of too 
much energy. Misfit dislocations defects appear to relieve the epitaxial film strain. The 
epitaxial layer relaxes and the defects interact with the electrical, optical and thermal 
properties of the material, causing degradation in the devices performance. The strained 
epitaxial layer critical thickness prediction is developed by numerous models; van der Merwe 
[22] and Matthews and Blakeslee [23].  
 
Figure I.14: critical thickness against germanium fraction for pseudomorphic SiGe layers 
grown on bulk Si (100) 
 
Figure I.14 illustrates the critical thickness and shows the borders of stable and meta-stable 
regions. 
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Experiments show that the growth of pseudomorphic layers above the critical thickness is 
possible. This possibility is partly related to the low densities detection difficulty of 
dislocations but predominantly related to a kinetic barrier to the relaxation process which 
allows the meta-stable layers growth. 
The threading dislocation segments high density play a role of nucleation centers for strain 
relaxation and this prevent the growth of meta-stable layers on virtual substrates [24-27].  
A cap layer with the same composition as the substrate does not protect the strained layer 
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Chapter II 
Si AND SiGe PHYSICAL 
MODELS 
 




Physical models are needed for bipolar device simulation. In Atlas, the selection of these 
models is allowed by the MODEL statement. Some default set of bipolar transistor models are 
implanted in Atlas including: bandgap narrowing (BGN), concentration dependent lifetime 
(CONSRH), concentration dependent mobility (CONMOB), field dependent mobility 
(FLDMOB), Fermi statistics (FERMI) and Auger recombination (AUGER). In this chapter, a 
set of al physical models is presented with full description. Figure II.1 illustrates the 
hierarchical transport models. 
 
Figure II.1: Transport models hierarchy [1] 
 
III.2 The energy balance model 
Derivations based upon the Boltzmann transport equation have shown that the current 
densities in the continuity equations may be approximated by a drift-diffusion (DD)  model so 
DD is a Boltzmann transport equation (BTE) low-order approximation. This Drift-Diffusion 
Model is considered as the simplest useful model of carrier transport since no independent 
variables are added to , n and p. This carrier transport conventional model neglects non-local 
transport effects such as velocity overshoot, diffusion associated with carrier temperature 
gradients and dependence of ionization rates on carrier energy distribution. The deep-
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submicrometer devices modeling with the DD model becomes progressively problematic with 
its inaccuracy [2]. Hence, more accurate models named energy balance and hydrodynamic are 
therefore come to be suitable for simulating deep submicron devices. ATLAS supplies both 
drift-diffusion, hydrodynamic and energy balance transport models.  
As discussed previously, the drift–diffusion approximation can lead to device characteristics 
inaccuracy prediction, in the case of base width below 30 nm. In this case, the use of  energy 
balance simulation is needed [3]. A higher-order solution to the generalized BTE is necessary 
to include an additional coupling of the current density to the carrier temperature (energy). 
Therefore, the energy balance model requires the solution of up to five coupled equations. 
The energy balance model (EBM) of Stratton is used in SILVACO‘s ATLAS software for 
non–local carrier transport in semiconductors. The relation between the electrostatic potential 
 and the space charge density  in Poisson’s equation is given as follows [4]: 
𝑑𝑖𝑣(𝜀∇) = −𝜌                               (II-1) 
Where   is the local permittivity and ∇ is Nabla-operator. 












𝑑𝑖𝑣 𝐽𝑝⃗⃗⃗⃗⃗ + 𝐺𝑝 − 𝑅𝑝                (II-3) 
Where n and p are the concentrations of electron and hole,  𝐽𝑛⃗⃗⃗⃗⃗ and  𝐽𝑝⃗⃗⃗⃗⃗ are the current densities 
for electrons and holes, 𝐺𝑛 and 𝐺𝑝 are the electrons and holes generation rates, 𝑅𝑛 and 𝑅𝑝 are 
the recombination rates for electrons and holes, and q is the electron charge. 
Equations (1), (2) and (3)  are used for device simulation. However, more equations are 
required to specify particular physical models for:   𝐽𝑛⃗⃗⃗⃗⃗   𝐽𝑝⃗⃗⃗⃗⃗ , 𝐺𝑛 , 𝐺𝑝 , 𝑅𝑛 and 𝑅𝑝. 
It was explained in [5, 6] that the drift-diffusion model (DDM) is the simplest model for 
describing charge transport in semiconductor devices where the non-local transport effects 
such as velocity overshoot, diffusion associated with carrier temperature gradients, and the 
dependence of impact ionization rates on carrier energy distributions were neglected. 
However, in some cases such as the case of low dimensional structures the DDM is not 
sufficient and more suitable models have to be used in this case, such as the energy balance 
model. The energy balance transport model (EBTM) refers to the Stratton's model and its 
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derivatives based on Boltzmann transport equation (BTE) [4, 7, 8].  The carrier temperature 
for electrons and holes 𝑇𝑛 and 𝑇𝑝 are introduced in the EBTM in order to obtain an energy 
balance equation with the associated equations of current density and energy flux 𝑆𝑛,𝑝. 










∗ 𝑛𝑇𝑛)       (II-4)  
𝐽𝑛⃗⃗⃗⃗ = 𝑞𝐷𝑛∇𝑛 − 𝑞𝜇𝑛𝑛∇𝜓 + 𝑞𝑛𝐷𝑛
𝑇∇𝑇𝑛           (II-5) 
𝑆𝑛 = −𝐾𝑛∇𝑇𝑛 + (
𝑘𝐵𝛿𝑛
𝑞
) 𝐽𝑛⃗⃗⃗⃗ 𝑇𝑛                        (II-6) 
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∗ 𝑝𝑇𝑝)         (II-8) 
𝐽𝑝⃗⃗⃗⃗ = −𝑞𝐷𝑝∇𝑝 − 𝑞𝜇𝑝𝑝∇𝜓 − 𝑞𝑝𝐷𝑝
𝑇∇𝑇𝑝          (II-9) 
𝑆𝑝 = −𝐾𝑝∇𝑇𝑝 + (
𝑘𝐵𝛿𝑝
𝑞
) 𝐽𝑝⃗⃗⃗⃗ 𝑇𝑝                          (II-10)  
Where 𝑆𝑛 and 𝑆𝑝 are the densities of energy flux for electrons and holes, 𝐸 is the electric field, 
𝑘𝐵 is Boltzmann constant, 𝜇𝑛 and 𝜇𝑝  are the electrons and holes mobilities. 𝐷𝑛  and 𝐷𝑝  are 
electrons and holes thermal diffusivities. 𝑊𝑛 and 𝑊𝑝  are electrons and holes rates of energy 
density loss. 𝐾𝑛 and 𝐾𝑝 are the electrons and holes thermal conductivities. 𝛿𝑛 and 𝛿𝑝 are other 


















)                    (II-12) 
𝐷𝑛







 = 𝜇𝑛 (
𝑘
𝑞
) (1 + 𝜉𝑛)                    (II-13) 
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                                                                              (II-24) 
𝜉𝑛 𝑎𝑛𝑑 𝜉𝑝   are in dependence with the carriers temperature. In the high-field saturated 
velocity limit, the mobilities of electrons and holes and their temperature are inversely 
proportional. 𝜉𝑛 = 𝜉𝑝 = −1  corresponds to the energy balance transport model in which the 
term of the thermal diffusion in the current density presented in equation (II-5)  𝑞𝑛𝐷𝑛
𝑇∇𝑇𝑛 is 
eliminated (𝐷𝑛
𝑇  in equation II-13 becomes 0).  
II.3 SiGe empirical material characteristics 
Advances in the growth of Silicon and Si(1-x)Ge(x) alloys have allowed the potential for using 
bandgap engineering to construct heterojunction devices such as HBTs and HEMTs using 
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these materials. BLAZE supports the SiGe material system by providing composition 
dependent material parameters. These parameters are accessed by specifying the material 
name SiGe. 
The following sections describe the functional relationship between Ge mole fraction x, and 
the SiGe material characteristics necessary for device simulation. 
II.3.1 Bandgap  
Bandgap is one of the most fundamental parameters for any material. For SiGe, the 
dependence of the bandgap on the Ge mole fraction, x, is divided into ranges as follows [4, 9]: 
 for     𝑥 ≤ 0,245 
Eg = 1,08 +
𝑥 × (0,945 − 1,08)
0,245
                                                 (II. 25) 
 For     0,245 ≤ 𝑥 ≤ 0,35  
Eg = 0,945 + (𝑥 − 0,245) ×
0,87 − 0,945
0,35 − 0,245
                              (II. 26) 
The temperature dependence of the bandgap of SiGe is calculated the same as for Silicon 
except that 𝐸𝑔𝛼  and 𝐸𝑔𝛽  are a function of Ge mole fraction x as follows: 







]                (II-27) 
𝐸𝑔𝛼 = (4.73 + 𝑥 × (4.77 − 4.73)) × 10
−4         (II-28) 
𝐸𝑔𝛽 = 636 + 𝑥 × (235 − 636)                            (II-29) 
II.3.2 Electron Affinity 
The electron affinity of SiGe is taken to be constant (4.17) with respect to composition. 
II.3.3 Density of States 
The density of states for SiGe is defined differently compared to the previous materials by not 
being a function of the effective masses. Instead the density of states have been made to 
depend upon the Ge mole fraction, x composition, according to: 
NC = 2,8 × 10
19 + 𝑥 × (1,04 × 1019 − 2,8 × 1019)                                  (II-30) 
NV = 1,04 × 10
19 + 𝑥 × (6,0 × 1018 − 1,04 × 1019)                                    (II-31) 
II.3.4 Dielectric Function 
The compositional dependence of the static dielectric constant of SiGe is given by: 
ε = 11,8 + 4,2 × 𝑥                                                                                         (II-32) 
II.3.5 Low Field Mobility 
SiGe low field mobility at room temperature is given by [10] as: 
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   μn ≈ (1396 − 4315 × 𝑥)cm2V−1S−1 0 ≤ 𝑥 ≤ 0,3   à  300K                        (II-33) 
   μP ≈ (450 − 865 × 𝑥)cm2V−1S−1            0 ≤ 𝑥 ≤ 0,3    à  300𝐾                  (II-34) 
II.3.6 Velocity Saturation 
In SiGe, the temperature dependent velocity saturation, used in the field dependent mobility 
model is defined by the following equations. 
VSATN = 1,38 × 10
7 . √tan h (
175
TL
)                       (II-35) 
VSATP = 9,05 × 10
6 . √tan h (
312
TL
)                       (II-36) 
II.4 Si and SiGe physical models 
Atlas gives some physical models concerning Silicon, poly-silicon and silicon-germanium 
compound. 
II.4.1 Band-gap narrowing 
It was shown experimentally that the product pn is doping dependent in silicon, when the 
doping is above 1018cm-3[11]. If there is an increase in the doping amount, the bandgap 






)                                 (II − 37) 
The apparent band gap narrowing in Silicon was presented as empirical expression and this is 
reported for the first time by Slotboom and de Graaff. This was derived from the collector 
current measure of an npn transistor (for p-type Si) [12]. The BGN in Si was theoretically 
predicted by Lanyon and Tuft [13] using the concept of stored electrostatic energy of 
majority–minority carrier pairs. another empirical expression for the in n-type Si was given by 
del Alamo et al. [14]. This latter expression gave 35mV less than Slotboom and de Graaff 
expression. Swirhun et al. [15] are in agreement with Slotboom and de Graaff in that the 
apparent BGN is smaller in n-type than in p-type Si. 
Klaassen [16] modified the Slotboom and de Graaff model [17]. The expression used in 
ATLAS is from Slotboom and de Graaf: 








+ 𝐶 ]              (II − 38) 
𝑉1,𝑉0 , and 𝐶  are defaults values from Slotboom [12] and Klaassen [16] and are shown in 
Table II.1.  
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Table II.1: Bandgap narrowing parameters 




-3) 1.1017 1.3.1017 
C 0.5 0.5 
 
The physical models are influenced by the bandgap norrowing due to the amount of doping 
and this is modeled by subtracting the result of Equation (II-38) from the bandgap, 𝐸𝑔 . The 
electric field is also influenced. The adjustment takes the form: 
?⃗?𝑛 = −∇ (𝜓 +
𝑘𝑇𝐿
𝑞
𝑙𝑛 𝑛𝑖𝑒)                             (II − 39) 
?⃗?𝑝 = −∇ (𝜓 −
𝑘𝑇𝐿
𝑞
𝑙𝑛 𝑛𝑖𝑒)                             (II − 40)  
The effective electron affinity considering the band gap variation is given as follows: 
𝜒𝑒𝑓𝑓 = 𝜒 + Δ𝐸𝑔 × 𝐴𝑆𝑌𝑀𝑀𝐸𝑇𝑅𝑌                (III - 41) 
Where ASYMMETRY is a factor. One can specify the value of the asymmetry factor using 
the ASYMMETRY parameter of the MATERIAL statement in Atlas simulator. 
II.4.2 Shockley-Read-Hall (SRH) Recombination 
The defect presence in the forbidden gap of a semiconductor activates the phonon transitions. 
This phenomenon has two steps and was first derived by Shockley and Read [18] and then by 
Hall [19]. The Shockley–Read–Hall (SRH) and Auger recombination are considered as the 
most dominant recombination processes in Si bulk [20]. Because of the indirect nature of Si 
gap, the radiative recombination is considered negligible. The recombination which requires 
excitons and shallow-level traps needs low temperature. 




𝜏𝑃0[𝑛 + 𝑛𝑖𝑒𝑒𝑥𝑝(𝐸𝑇𝑅𝐴𝑃 𝑘𝑇𝐿⁄ )] + 𝜏𝑛0[𝑃 + 𝑛𝑖𝑒𝑒𝑥𝑝(−𝐸𝑇𝑅𝐴𝑃 𝑘𝑇𝐿⁄ )]
 
(II-42) 
𝐸𝑇𝑅𝐴𝑃  is the difference between 𝐸𝑡 and 𝐸𝑖, where 𝐸𝑡 is the energy level for the recombination 
centres, 𝐸𝑖 is the intrinsic Fermi energy and 𝑛𝑖𝑒 is the effective intrinsic carrier concentration 
including bandgap narrowing effects. The default trap energy level is the intrinsic level, 𝐸𝑖. 
𝜏𝑛0 and 𝜏𝑃0 are the lifetimes of electron and hole, respectively. Table II.2 shows the silicon 
default values. 
 
Chapter II: Si and SiGe Physical Models 
34 
 
Table II.2: Silicon default values 
Parameter Default 
  ET − Ei    (eV) 0 
𝜏𝑛0 (s) 1x10
-7 
𝜏𝑃0  (s) 1x10
-7 
 
II.4.2.1 SRH Concentration-Dependent Lifetime Model 
The impurity concentration (doping) affects the constant carrier lifetimes which becomes 





𝜏𝑝[𝑛 + 𝑛𝑖𝑒𝑒𝑥𝑝(𝐸𝑇𝑅𝐴𝑃 𝑘𝑇𝐿⁄ )] + 𝜏𝑛[𝑃 + 𝑛𝑖𝑒𝑒𝑥𝑝(−𝐸𝑇𝑅𝐴𝑃 𝑘𝑇𝐿⁄ )]
   (II − 43) 
𝜏𝑛 = 𝜏𝑛0 [𝐴𝑁 + 𝐵𝑁 (
𝑁𝑡𝑜𝑡𝑎𝑙
𝑁𝑆𝑅𝐻𝑁





]                                              (II − 44)⁄  
𝜏𝑝 = 𝜏𝑃0 [𝐴𝑃 + 𝐵𝑃 (
𝑁𝑡𝑜𝑡𝑎𝑙
𝑁𝑆𝑅𝐻𝑃





]                                                  (II − 45)⁄  
Where N is the impurity concentration. The 𝜏𝑛0, 𝜏𝑃0, 𝑁𝑆𝑅𝐻𝑃, 𝑁𝑆𝑅𝐻𝑁, 𝐴𝑁, 𝐵𝑁, 𝐶𝑁, 𝐴𝑃, 𝐵𝑃 and 
𝐶𝑃 are constants as shown in table II.3. 
Table II-3: Silicon default values [4] 












𝐵𝑃  1 
𝐶𝑁  0 
𝐶𝑃 0 
𝐸𝑁  0 
𝐸𝑃 0 
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II.4.3 Field dependent mobility 
The electric fields affect the carriers as a consequence they are being accelerated and at the 
same time they lose momentum because of scattering processes (lattice vibrations, impurity 
ions, other carriers, interfaces and material imperfection). The latter mechanisms complicate 
the device modeling; therefore the mobility is considered as a lattice temperature, a local 
electric field and a doping concentration function. 
The mobility is dependent on impurity scattering and phonon (they tend to decrease the low-
field mobility) in the region where the field is low. In the high electric field, the mobility 
decreases. The mean drift velocity rises slowly with the increase of electric field. Finally, the 
velocity saturates to be called 𝑣𝑠𝑎𝑡 and it is a function of 𝑇𝐿. The characterization of 𝜇𝑛0 and 
𝜇𝑝0  as a function of doping and lattice temperature and the description of the transition 
between low-field and high-field regions are involved in the case of modeling the mobility in 
the materials bulk.  
In Atlas, one can characterize the low-field mobility as follows: user defined; a carrier 
scattering model relating mobility to carrier concentration and temperature; a lookup table as 
a function of doping; an analytic function of doping and temperature [24];  or a unified model 
dependent on impurity, lattice and carrier–carrier scattering and temperature [25,26]. The 
unified model dependent on impurity is useful for bipolar device simulation, as it shows 
excellent agreement with available experimental data.  
The velocity of carriers starts to saturate at a high electric field and has to be accounted for by 
a reduction of effective mobility, because the drift velocity is the mobility and electric field 
product in the current flow direction. The following expression [27] is used to implement a 
field-dependent mobility for both holes and electrons, that provides a smooth transition 
between low-field and high-field behavior. 
II.4.4 Low Field Mobility Models 
In Blaze (the used software in simulation in this thesis), a default models are implanted and 
are applicable for the majority of materials in the case of low field mobility; 
𝜇𝑛0(𝑇𝐿) = 𝜇𝑁(𝑇𝐿 300⁄ )
−𝑇𝜇𝑁                                                                  (II-46) 
𝜇𝑃0(𝑇𝐿) = 𝜇𝑃(𝑇𝐿 300⁄ )
−𝑇𝜇𝑃                                                           (II-47)  
Where 𝑇𝐿 is the temperature in degrees Kelvin and the 𝜇𝑁, 𝜇𝑃, 𝑇𝜇𝑁, and 𝑇𝜇𝑃 parameters are 
user-definable as shown in Table II.4. 
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𝑇𝜇𝑁  1.5 
𝑇𝜇𝑃 1.5 
 
II.4.4.1 Parallel Electric Field-Dependent Mobility Models 
The Standard Mobility and the Negative Differential Mobility Models exist in 
ATLAS/BLAZE for electric field-dependent mobility. They contain appropriate default 
values of parameters for several materials. You have the choice to use the mobility type you 
prefer for each material and alter the material parameter. 
By taking into account the saturation velocity, The Standard Mobility Model is defined as 
follows:  







                    (II − 48) 







                       (II − 49) 
Where E is the parallel electric field and μn0 and μp0 are the low-field mobilities of electron 
and hole, respectively. The parameters 𝛽𝑁 = 2 and 𝛽𝑃 = 1 are user definable. The saturation 






1 + 0.8 𝑒𝑥𝑝 (𝑇𝐿 600⁄ )
(𝑐𝑚 𝑠⁄ )                 (II − 50) 
In Blaze, the specification of FLDMOB and EVSATMOD=0 in the MODEL statement 
activates this model. 
When the drift velocity of carrier reach maximum value at specific electric field then reduces 
with the electric field increase, then the Negative Differential Mobility Model of Barnes et. al. 







1 + (𝐸 𝐸0𝑁⁄ )𝛾𝑁







1 + (𝐸 𝐸0𝑃⁄ )𝛾𝑃
                                           (II − 52) 
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𝑣𝑠𝑎𝑡𝑛  and 𝑣𝑠𝑎𝑡𝑝  are the saturation velocities of the electron and hole, 𝜇𝑛0 , 𝜇𝑝0  are the 
mobilities of electron and hole at low-field, the default parameters of previous equation are 
listed in table II.5. The specification of EVSATMOD=1 in the MODEL statement activates 
this model. 
Table II.5: Parameters for equations II-51 and II-52 
Parameter Value 
𝐸0𝑁  (V/cm) 4.10
3 
𝐸0𝑁  (V/cm) 4.10
3 
𝛾𝑁  4 
𝛾𝑃 1 
 
II.4.4.2 Concentration-Dependent Low-Field Mobility 
The conmob parameter in ATLAS gives a doping dependent mobilities empirical data in the 
case of low-field for electrons and holes in silicon at a lattice temperature of 300K. These 
silicon mobility values are extracted from Figures II.2 and II.3. 
 
Figure II.2: Dependant concentration mobility of electrons in Si at 300K 
 




Figure II.3: Dependant concentration mobility of holes in Si at 300K 
 
II.4.5 Statistics of Fermi-Dirac 
Under equilibrium conditions 𝑛𝑝 = 𝑛𝑖
2 , where n is the concentration of electrons, 𝑝 is the 
concentration of holes and ni is the intrinsic carrier concentration which follows from the use 
of the equilibrium Fermi-Dirac distribution functions for electrons and holes: 
𝑓(𝐸) =
1




                                                 (II − 53) 
Where 𝐸𝐹  is a spatially independent reference energy known as the Fermi level and k is 
Boltzmann’s constant. 
Under non equilibrium conditions, the representation of the distribution functions for 
electrons and holes is possible by introducing the quasi-Fermi levels, 𝐸𝐹𝑛 and 𝐸𝐹𝑝 , as follows: 
𝑓𝑛(𝐸) =
1




                         (II − 54) 
 𝑓𝑝(𝐸) =  1 − 𝑓𝑛(𝐸)                                         (II − 55) 
              =
1




                      (II − 56) 
In the limit, 𝐸 − 𝐸𝐹 ≫ 𝑘𝐵𝑇𝐿 , Equation (II-56) can be approximated as: 
𝑓(𝐸) = exp (
𝐸𝐹 − 𝐸
𝑘𝐵𝑇𝐿
)                                      (II − 57) 
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This equation is the base of Boltzmann statistics [29, 30]. Using Boltzmann statistics in place 
of Fermi-Dirac statistics simplifies subsequent calculations. Fermi-Dirac statistics are more 
necessary than Boltzmann statistics because the take into account some properties in very 
highly doped materials (degenerate). 
II.4.6 Auger Recombination 
Auger recombination is a three particle transition phenomena in which the carrier is being 
either emitted or captured [31].  
II.4.6.1 Standard Auger Model 
The modeling of Auger Recombination is as follows [32]: 
𝑅𝐴𝑢𝑔𝑒𝑟 = 𝐶𝑛(𝑝𝑛
2 − 𝑛𝑛𝑖𝑒
2 ) + 𝐶𝑝(𝑝𝑛
2 − 𝑝𝑛𝑖𝑒
2 )                (II − 58) 
𝐶𝑛 and 𝐶𝑝 are parameters given in Table II.6. 
Table II.6: Parameters for equation II.58 
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Chapter III 
SILVACO ATLAS  
T-CAD DEVICE SIMULATOR 
 




In the herein chapter, ATLAS which is a device simulator from SILVACO TCAD and it is 
either two or three dimensional physically-based device simulator is used in the thesis work 
simulation. Atlas has the ability to predict the electrical behavior of different structures with 
specified semiconductor and it provides a preview of the internal physical mechanisms 
associated with the operation of the device operation. 
The present chapter gives a full description of ATLAS focusing on its core functionality [1]. 
III.2 Simulation history  
De Mari [2] reported the first 1D device simulator and Scharfetter et al. [3] for the 2D one. [4] 
gives a device simulation tools early history. 1D programs such as SUPREM and SEDAN 
from Stanford University [5] are considered as the beginning of simulation attemps, since this 
time, the fundamentals of device simulation were established. Programs such as MINIMOS 
[6], BAMBI [7], PISCES [8], BIPOLE [9] and HQUPETS [10] were able to solve the Poisson 
equation and the current continuity in 2D in the 1980s. By means of MINIMOS , Si, SiGe, 
GaAs and AlGaAs devices can be simulated. Heimeier [11] and Slotboom [12] gave 2D 
detailed transistor device simulations. A 2D BIPOLE device simulator predicts the terminal 
electrical characteristics of bipolar transistors. PISCES is also a 2D device simulator 
especially for MOS and bipolar [13]. From the early of the 1980s, some commercial 
simulators show the light such as: SILVACO, ISE-TCAD , TMA and AVENTi [14]. 
A set of physical models are provided by ATLAS from SILVACO such as drift-diffusion, 
hydrodynamic, energy balance transport models and lattice heating. Simulation of hot carrier  
injection, graded or abrupt heterojunctions, non-local impact ionization, band-to-band, 
stimulated emission and radiation, optoelectronic interactions are possible using Atlas.  
III.3 ATLAS device simulator 
In this thesis two 2D-simulations were created using the SILVACO ATLAS software. By the 
mean of this virtual software, the user can analyze the internal operation of semiconductor 
designs graphically without having to go inside growing, designing and testing processes of 
devices. The simulator is consists of interactive tools allowing the numerical simulation and 
electrical testing of devices. 
The modules: ATLAS, DeckBuild, TonyPlot, DevEdit  and LUMINOUS facilitate the 
simulation design. Relation between the previous modules is illustrated in Figure III.1 [1]. 
 




Figure III.1: Inputs and outputs in Atlas 
III.3.1 Operation of ATLAS  
Deckbuild is used in simulations in this thesis providing the information of device structure to 
ATLAS. This latter is able to run in several different modes that are with Deckbuild. Running 
ATLAS inside Deckbuild must use the syntax: 
go atlas 
This syntax will permit the start ATLAS simulator allowing it to input the code in Deckbuild 
with the stated conditions. 
III.4 ATLAS Commands organization 
The order of statements occurrence in ATLAS code is of great important. In Atlas there are 
five groups of statements and they must used in the correct order as presented in Figure III.2. 
The disorder of groups or statements leads to an error message causing incorrect operation or 
termination of the program. As example, the wrong order of the material parameters or 
models causes their elimination in the calculations. The statements order within the mesh 
definition, structural definition, and solution groups is important, too. The non respect of 
order may cause incorrect operation or program termination. 
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            Group              Statements 
1- Structure specification 




2- Material model 
specification 




3- Numerical methode 
selection 
 - Method 
4- Solution specification 




5- Results analysis 
 - Extract 
- Tonyplot 
 
Figure III.2: command groups in Atlas 
 
III.4.1 Structure Specification 
Definition of the mesh, the region, the electrodes and the doping levels permit the 
specification of the structure. 
III.4.1.1 Mesh 
The input file starts by the structure initial mesh specification. The mesh command defines the 
lines location and spacing. x.mesh and y.mesh are used for two dimensional structures and in 
the case of three dimentional structures we add z.mesh.  
X.MESH         LOCATION=<VALUE>         SPACING=<VALUE> 
Y.MESH         LOCATION=<VALUE>         SPACING=<VALUE> 
Example; 
x.m     loc=-0.800    spacing=0.2 
y.m     loc=-0.800     spacing=0.8 
 
If accuracy is desired than small values in these commands yield finer meshing and increased 
accuracy at the expense of fast simulation. The use of large values at the beginning then create 
as fine mesh as possible towards the end is optimal to speed the simulation. In a 2D structure, 
Atlas automatically has a default value of one micrometer length in z direction. Minimizing 
the spacing at the center of the cell in the x direction is preferred. Mesh spacing always 
changes in every region at the y direction, and this depends on the region thickness. 
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In this thesis, meshing in the x direction is specified by the following commands:x.m  
loc=0.00   spacing=0.1 
x.m  loc=0.060   spacing=0.02 
x.m  loc=0.085   spacing=0.01 
x.m  loc=0.105  spacing=0.01 
x.m  loc=0.125  spacing=0.01  
y.m  loc=-0.800     spacing=0.8 
y.m  loc=0.000     spacing=0.1 
y.m  loc=0.060    spacing=0.02 
y.m  loc=0.085    spacing=0.005 
y.m  loc=0.140   spacing=0.04 
 
 
Figure III.3: ATLAS mesh creation 
If one wants remove some lines than ELIMINATE statement is used.  
Example: 
ELIMINATE     COLUMNS   X.MIN=0.0     X.MAX=0.06      Y.MIN=0.0      Y.MAX=0.085  
Automatic meshing gives a simpler method for device structures and meshes defining 
comparing to the manual method. Auto-meshing is particularly suited for epitaxial structures, 
especially device structures with many layers. 




To define a region In Atlas, we must divide the locations of the mesh into numbered areas. 
Region numbers must begin by 1 and are increased for each subsequent region statement. in 
ATLAS, you can define up to 200 different regions.  Each region is associated with a specific 
material from the ATLAS library. Regions syntax is as follows:  
REGION         number=<integer>  <material type>   <position>. 
Example: 
region      num=3      material=Si       y.max=0.270     x.min=-0.190    x.max=0.190 
The materials must be assigned to all mesh points in the structure. If not, ATLAS won’t run 
successfully. 
III.4.1.3 Electrodes 
The definition of the regions and materials is followed by the contacts (electrodes) creation on 
the device. We must specify one contact at least in the code. In Atlas, up to fifty electrodes 
can be specified. The statement ELECTRODE is as follows: 
ELECTRODE NAME = <electrode_name> <position parameters>. 
Example: 
elec    name=emitter       x.min=-0.105    x.max=0.105           y.max=0.0 
X.MIN, X.MAX, Y.MIN, and Y.MAX parameters define the position and have microns units. 
The RIGHT, LEFT, TOP, and BOTTOM parameters in statement is also possible to define 
the location. 
Example: 
elec    name=emitter       top 
 
III.4.1.4 Doping 
Regions with a semiconductor material are allocated a type and level of doping concentration. 
The doping type is either n or p with uniform, linear, or Gaussian distribution. The 
concentration is in cm-3. The doping statement of doping is as follows. 
DOPING <distribution type> <dopant_type>  <position parameters> 
Example: 
doping     uniform     n.type    conc=5.e20   region=4     
Analytical doping profiles can have uniform, gaussian, or complementary error function 
forms. 
doping   gaussian   concentration=1e18   characteristic=0.05    p.type \ 
x.left=0.0        x.right=1.0        peak=0.1 
doping  gauss    p.type  conc=8.e19  peak=0.1675  char=0.002  x.min=-0.170    x.max=0.170 
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This doping statement specifies a p-type Gaussian profile with a peak concentration of 8.1019 
cm-3. This statement specifies that the peak doping is located along a line from x = -0.170    to 
x = 0.170  microns. Perpendicular to the peak line, the doping drops off according to a 
Gaussian distribution with a standard deviation of (0.05 √2⁄  ) μm. At x > -0.17 or x < 0.17, 
the doping drops off laterally with a default standard deviation that is ( 70 √2⁄  )% of 
characteristic as shown in Figure III-4.  
 
Figure III.4: Gaussian doping profile 
III.4.2 Materials Model Specification 
After defining the mesh, geometry, and doping profiles, the modification of electrodes 
characteristics, change the default material parameters, and choosing which physical models 
is possible using the CONTACT, MATERIAL, and MODELS statements respectively.  
Defining customized equations for some models is also possible using SILVACO C-
INTERPRETER (SCI),  
III.4.2.1 Specifying Material Properties 
The specification of the material properties is of high importance and the setting is as follows. 
III.4.2.1.1 Semiconductor, Insulator, or Conductor 
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In Atlas, materials are classified into: semiconductors, insulators and conductors. Each class is 
specified with different set of parameters. For example, electron affinity, band gap, density of 
states and saturation velocities are included for semiconductors. 
Atlas uses some default properties parameters for many materials during device simulation. 
III.4.2.1.2 Setting Parameters 
The specification of the own material parameters is possible in the MATERIAL statement. 
These parameters are applied to a specified material or a specified region.  
Example: 
material     material=SiGe  taun0=1.e-8     taup0=1.e-8       F.CONMUN=mobility.lib \ 
F.CONMUP=mobility.lib 
Sets the Shockley-Read-Hall recombination lifetimes and the electron and hole mobility in a 
SiGe region in the device.  
III.4.2.2 Specifying Physical Models 
To specify physical models the statements MODELS and IMPACT are used. Parameters for 
these models appear on many statements including: MODELS, IMPACT, MOBILITY, and 
MATERIAL. 
There are five classes of physical models: mobility, recombination, carrier statistics, impact 
ionization, and tunneling 
The previous models are specified on the MODELS statement except impact which is 
specified on the IMPACT statement.  
Example: 
model     material=Si          bgn    consrh   auger   fldmob    conmob    fermi   print   
In this statement, the band gap narrowing, the concentration dependent Shockley-Read-Hall 
recombination, the parallel field mobility, the concentration dependent mobility and Fermi 
Dirac statistics models should be used. 
III.4.2.2.1 Using the C-Interpreter to Specify Models 
The use of the C language interpreter permit the specification of several models and this is 
possible by means of  ATLAS .lib file.  
example: 
material material=SiGe  taun0=1.e-8 taup0=1.e-8 F.CONMUN=mobility.lib\ 
F.CONMUP=mobility.lib 
F.CONMUN=mobility.lib contains the C-INTERPRETER function for the specification of 
the electron mobility model. 
III.4.2.3 Contact Characteristics 
Setting the contact characteristics is possible in Atlas. 
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III.4.2.3.1 Workfunction for Gates or Schottky Contacts 
An electrode is by default ohmic in contact with semiconductor material. When a work 
function is mentioned then electrode is treated as a Schottky contact. 
example: 
CONTACT      NAME=anode       WORKFUNCTION=4.9   
Sets the work function of the Schottky contact named anode to 4.9eV. 
III.4.2.3.2 Shorting Two Contacts 
ATLAS gives the possibility to tie two or more contact together. This is very useful such as in 
dual base bipolar transistors as in our work 
Example: 
contact  name=base1          common=base       short 
contact  name=collector1   common=collector  short 
Here, base1 and base will be linked together also collector1 and collector will be linked 
together. The applied 0.1V on base will then appear on base1. ATLAS will calculate and store 
separate currents for both base1 and base. The SHORT parameter in the CONTACT 
statement above indicates that only a single base current will appear combining the currents 
from base and base1.  
III.4.3 Numerical Methods 
In Atlas, there are some numerical calculation methods. 
III.4.3.1 Numerical Solution Techniques 
Several numerical methods exist to calculate solutions of semiconductor device problems. In 
Silvaco Atlas, there are three types of solution techniques: 
a- decoupled (GUMMEL) 
b- fully coupled (NEWTON)  
c- BLOCK.  
The GUMMEL method solves for each unknown and keeping the other variables constant, 
repeating the process until achieving stable solution.  
The NEWTON method solves all the unknowns simultaneously.  
The BLOCK method solves some equations fully coupled while others are de-coupled. 
If the equations system is weakly coupled and has only linear convergence, the GUMMEL 
method is useful. If the system of equations is strongly coupled and has quadratic 
convergence then the NEWTON method is useful, however. NEWTON requires accurate 
initial guess to converge. The BLOCK method is preferable for faster simulations and it is 
much desired for energy balance simulations. Better initial guesses can be provided by 
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GUMMEL so starting a solution with a few GUMMEL iterations to achieve a better guess 
then switching to NEWTON to complete the solution.  
The method is specified as follows: 
METHOD     GUMMEL       BLOCK      NEWTON 
III.4.3.2 Basic Drift Diffusion Calculations 
In the drift diffusion isothermal model, the three equations solution for potential, electron 
concentration, and hole concentration is required. The specification of GUMMEL or 
NEWTON alone gives simple Gummel or Newton solutions. The NEWTON method is the 
default one in all simulations. 
Example: 
METHOD GUMMEL NEWTON 
The precedent statement means that the solution begins with some GUMMEL iterations 
before switching to NEWTON when convergence is not achieved which makes it robust way 
of obtaining solutions for any device despite consuming much time.  
III.4.3.3 Energy Balance Calculations 
In energy balance model, 5 coupled equations needs to be solved. GUMMEL specifies a de-
coupled solution and NEWTON specifies a fully coupled solution. BLOCK method performs 
a coupled solution of potential, carrier continuity equations followed by a coupled solution of 
carrier energy balance, and carrier continuity equations. 
Switching from BLOCK to NEWTON is possible and this is done by specifying multiple 
solution methods in a single line.  
Example: 
METHOD BLOCK NEWTON  
Here, calculation starts with BLOCK iterations. If convergence doesn’t achieved then it 
switches to NEWTON. The previous method is the strongest approach for many energy 
balance applications.  
III.4.4 Solution Specification 
With ATLAS, the calculation of DC, AC small signal, and transient solutions is possible. By 
defining the voltages on each electrode in a device, ATLAS will calculate the current through 
each electrode. In addition to this, ATLAS will calculate carrier concentrations and electric 
fields quantities. During the simulation, the device always begins with zero bias on all 
electrodes. To obtain solutions, the bias is stepped from the initial equilibrium condition.  
III.4.4.1 DC Solutions 
The SOLVE statement is used in DC solutions. 




solve Vbase=0.01  
solve Vbase=0.05 
The solution here begins with 0.01V then 0.05V on the base electrode. In the case of not 
specifying any voltage on any electrode, then ATLAS assumes the value from the last 
SOLVE statement. 
III.4.4.1.1 Sweeping the Bias 
The sweep of the bias is important and required in Atlas for most applications. Ramping the 
voltage of the base from 0.0V to 1.0V with 0.1V steps with a fixed 2.0V collector voltage, use 
we use the syntax: 
SOLVE VCOLLECTOR=2.0 
solve Vbase=0.1    Vstep=0.1     name=base   Vfinal=1.0 
In name=base, the electrode name is quite sensitive. Make sure the initial voltage, the choose 
of the step is important so choosing 0.2V as a step for (Vbase=0.1V to Vfinale=1.1V) is not 
acceptable. 
III.4.4.1.2 Initial Guess Importance 
In Atlas, the good initial guess for the variables is of great importance to achieve 
convergence. For drift diffusion simulations, a poor initial guess leads to convergence 
problems of the solution. 
In many cases, these methods are designed to overcome the problems associated with the 
initial guess. This is particularly important in simulations involving more than the three drift 
diffusion variables. Generally, coupled solutions require a good initial guess, whereas 
decoupled solutions can converge with a poor initial guess. 
III.4.4.1.3 The Initial Solution 
In the case of no previous solutions then from the doping profile the initial guess for potential 
and carrier concentrations is made. This explains the zero bias of the initial solution (thermal 
equilibrium). For that we use the statement: 
SOLVE INIT 
III.4.4.1.4 The First and Second Non-Zero Bias Solutions 
The bias solutions of first and second non-zero are the most difficult in obtaining good 
convergence. If solutions are obtained, the projection algorithm for the initial guess is 
available and solutions should all have a good initial guess. 
solve  init  
solve  local Vcollector=2.0 
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III.4.4.1.5 The Trap Parameter 
In ATLAS exists some methods to overcome the problem of a poor initial guess and other 
convergence difficulties. One way to overcome poor convergence is: 
METHOD TRAP 
If convergence problems exist then trap parameter reduces the bias step. Consider the 
example from the previous section: 
solve  init  
solve  local Vcollector=2.0 
When convergence does not achieved, then the TRAP parameter cuts directly the bias step in 
half Vcollector = 1.0V and begins to solve. If convergence doesn’t achieved again, then the 
bias step will be halved Vcollector = 0.5V. The parameter MAXTRAPS controls the 
maximum number of tries. When convergence is acedhiev, the bias steps are increased again 
to solve up to 2.0V. MAXTRAPS has a default value of 4 and it is not recommended to 
increase it, because the change of the syntax to use smaller bias steps is generally much faster. 
III.4.4.2 Small-Signal AC Solutions 
AC simulations are considered as a simple extension of the DC solution syntax. We 
summarize here two common types of AC simulation. AC simulations results are the 
conductance and capacitance between each pair of electrodes.  
III.4.4.2.1 Ramped Frequency at a Single Bias 
The ramp of frequency is required in some applications, as in determination of bipolar gain 
versus frequency. For this we use the syntax: 
solve ac freq=10    fstep=10     mult.f   nfstep=8    direct 
The first solution starts with f=10Hz. A frequency ramp is used and FSTEP is in Hertz 
(fstep=10). The MULT.F parameter is used to specify that FSTEP is multiplication ramp 
(mult.f) for the frequency. This multiplies the frequency in successive steps from 10Hz to 
1GHz. 
Ramping both the bias and the frequency in Atlas is possible.  
solve v2=0.025 v3=0.025 vstep=0.025 electr=23 nstep=2 ac freq=1e6 \ 
fstep=4    mult.f    nfsteps=5 
III.4.4.3 Run-Time Output 
The Run-time output window is located at the bottom of the DeckBuild. It shows the errors 
appearing in the run-time output. The check of the run-time output of input files at the 
beginning of each new simulation is of great importance. This will help us to avoid any errors. 
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The visualization of the details of material parameters and constants and mobility models in 
the run-time output is gotten by specifying the parameter PRINT in the models statement. The 
use of the PRINT parameter gives us the opportunity of checking the parameters values and 
models used during the simulation as depicted in Figure III.5.  
During SOLVE statements, the error numbers of each equation at each iteration are displayed.  
Examples of the output: 
 
Figure III-5: Run-time output window for materials properties. 
 
Figure III.5 shows us an example of the materials values (gap, density of states, affinity, 
temperature, etc…) applied in the simulation 




Figure III.6: Run-time output window for calculation 
 
The first three column headings: i, j, and m point out the iteration numbers of the solution and 
the solution method. i indicates the number of the outer loop iteration for decoupled solutions. 
J indicates the number of the inner loop.  
The method is indicated by the letter m which can be: 
G (gummel), N ( newton),  B ( block),  A (newton with autonr) or S (coupled Poisson-
Schrodinger solution). 
The results are being listed by ATLAS for each electrode in the case of achieving 
convergence. ATLAS produced also a big number of run-time output for complex 
simulations.  
III.4.4.4 Log Files 
When ATLAS calculates currents and voltages, they will be stored in log files. In DC 
simulations, these characteristics are calculated for each electrode. The time is also stored 
when the simulation is transient. In the case of alternating current simulations, the small 
signal frequency, the capacitances and the conductances can be saved. 
Example: 
log outf=sigehbtDDHBT1-120_1.log  
 
The previous statement is called when we open a log file. DC and AC characteristics obtained 
in  SOLVE statements  which is located after the LOG statement are being stored and saved in 
the log file.. 
Log files contain only the terminal characteristics. They are typically viewed in TONYPLOT. 
Parameter extraction of data in log files can be done in DECKBUILD. Log files cannot be 
loaded into ATLAS to re-initialize the simulation. 
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III.5 Results analysis 
Results in Atlas are allowed using extract and tonyplot parameters. 
III.5.1 Parameter Extraction in DeckBuild 
When solutions have been obtained using the parameter solve, we can display them 
graphically by means of TonyPlot. In addition, one can extract these parameters with the 
EXTRACT statement.  
Example: 
extract name="peak gain" max(i."collector"/ i."base") 
The above example shows that the EXTRACT statement gives the current gain of an HBT. 
The informations of currents and voltages are previously saved in a log file named 
sigehbtDDHBT120.log. 
In the case of ac simulations, the Cut-off frequency and maximum oscillation frequency are of 
great importance. We define them as follows: 
# 
#  Extraction of parameters 
# 
extract init inf="sigehbtDDHBT1-120_1.log" 
# 
# Maximum cutoff frequency 
extract name="Ft_max" max(g."collector""base"/(6.28*c."base""base")) 
# 
# Gummel plot 
extract name="max fT" max(g."collector""base"/(2*3.14*c."base""base")) 
# 
III.5.2 Solution Files (tonyplot) 
Quantities as the device structure, doping profiles, band parameters, electron and hole 
concentrations and electric fields can be plotted and this is done using TONYPLOT. 
The syntax is: 
save outf=sigehbtDDHBT120.str 
tonyplot  sigehbtDDHBT120.str -set sigehbtDDHBT120_doping.set 
Here the structure of the device (HBT) is being plotted with the use of the parameter tonyplot. 
The concentration of electrons and holes, net doping, the bands diagrams and other quantities 
can also be visualized here, too.    
output con.band val.band  
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this expression allowed the visualization of the conduction and valences bands. 
log outf=sigehbtDDHBT120.log master 
tonyplot  sigehbtDDHBT120.log -set sigehbtDDHBT120.set 
tonyplot sigehbtDDHBT120.log -set sigehbtDDHBT120_dccurrentgain.set 
the first tonyplot permits the visualization of the gummel plot while the second one allows the 
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T-CAD SIMULATION RESULTS  
AND DISCUSSIONS 





In the work presented herein, the effects of the emitter and collector widths, the germanium 
trapezoidal profile shapes and base doping of a SiGe HBT on the DC current gain 𝛽F, cutoff 
frequency 𝑓T , and maximum oscillation frequency 𝑓MAX  were investigated with the drift–
diffusion (DD), hydrodynamic (HD) and energy balance (EB) models using two-dimensional 
SILVACO technology computer-aided design (T-CAD) simulations. The SiGe HBT structure 
considered is based on state-of-the-art SiGe HBT technology [1–3].  
 
IV.2 Effect of emitter and intrinsic collector widths on SiGe HBT performance 
Graded introduction of germanium (Ge) into the base of a silicon (Si) bipolar junction 
transistor (BJT) to obtain a bandgap engineered complementary npn silicon–germanium 
(SiGe) heterojunction bipolar transistor (HBT) can have a significant effect on the tradeoffs 
involved in designing npn BJTs with matched performance and reliability [4–7]. Indeed, more 
attention is given to npn SiGe/Si heterojunction bipolar transistors (HBTs) in comparison with 
counterpart BJTs because of their superior frequency response characteristics. On the other 
hand, SiGe HBTs show great potential for use in high frequency and millimeter-wave 
applications [8]. The higher gain, speed, and frequency response of SiGe HBTs make these 
devices more competitive for use in technology areas where high-speed and high-frequency 
response are required [9]. The radiofrequency (RF) performance of SiGe HBTs has strongly 
improved over the last decade due to enhanced transit and maximum oscillation frequencies. 
This performance improvement was driven by shrinkage of lateral and vertical device 
dimensions in combination with innovative device configurations to decrease the parasitic 
effect of capacitances and resistances [10]. Recently, SiGe HBTs with maximum oscillation 
frequency 𝑓MAX of 500GHzand transit frequency 𝑓T of 300GHz were demonstrated [1–3]. 
It has been proved that description of the electrical performance of high-frequency SiGe 
HBTs using the drift–diffusion (DD) transport model is not accurate in the base and collector 
regions due to non-equilibrium carrier transport [11–13], in contrast to the energy balance 
(EB) transport model, which is based on the Boltzmann transport equation (BTE). The effects 
of the emitter and collector widths of a SiGe HBT on the DC current gain 𝛽𝐹 , cutoff 
frequency 𝑓T , and maximum oscillation frequency 𝑓MAX  were investigated with the drift–
diffusion (DD) and energy balance (EB) models using two-dimensional SILVACO 
technology computer-aided design (T-CAD) simulations. 
 




IV.2.1 Device structure 
We carried out simulations to compare seven proposed SiGe HBT devices with different 
emitter and collector widths, as presented in Table IV.1. The device perimeter was the same 
in all seven cases except HBT6 and HBT7. The geometry of the studied SiGe HBTs is shown 
in Figure IV.1. The germanium (Ge) profile in the base and the vertical one-dimensional (1D) 
doping profile used in this work are shown in Figure IV.2. The Ge peak composition of the 
SiGe layer is taken equal to 0.28. A base Gaussian doping concentration of 8 × 1019 cm−3   is 
considered. 
 
Figure IV.1: Simulated SiGe HBT structure. (The germanium profile in the base is 
trapezoidal. Wetop  and We   are the emitter cap and emitter widths, Wc .and Wcext   are the 
intrinsic and extrinsic collector widths) 
 
Table IV.1: Emitter and collector widths for the seven studied HBTs 
 HBT1 HBT2 HBT3 HBT4 HBT5 HBT6 HBT7 
Wetop (nm) 290 290 290 290 290 250 250 
We (nm) 120 100 80 100 80 100 80 
Wc (nm) 120 100 80 120 120 120 210 
Wcext1 (nm) (340nm-Wc)/2 
Wcext2 (nm) (290nm-Wc)/2 
 





Figure IV-2: Germanium profile and doping used in the widths simulation [14] 
 
The parameters used in this simulation such as the bandgap, density of states, effective 
lifetime, low-field mobility, and other parameters were taken from Refs. [15-16]. During all 
simulations, the physical models, doping, structural dimensions, and perimeter were kept 
unchanged, while the emitter and collector widths changed in each case as presented in Table 
IV.1. 
IV.2.2 Effect of emitter and intrinsic collector widths on the current gain 
The effects of the emitter and collector widths on the DC current gain 𝛽𝐹  were studied based 
on drift–diffusion and energy balance Atlas SILVACO T-CAD simulations. Figure IV.3 
shows the effect of germanium incorporation in the base and the doping on the conduction 
and valence bands. As shown in this figure, the trapezoidal germanium profile causes a 
reduction in the energy gap compared with silicon, which has the shape of a slope in the 
conduction band from the emitter to the collector side, accelerating electron transition and 
thereby enhancing the maximum oscillation frequency. The effect of the Gaussian p-type 
doping in the base is clearly visible in the band diagram, presenting a shift in the conduction 
band and especially the valence band.  
 






Figure IV.3: Band diagram for SiGe HBT1 to HBT7 in comparison with the Si BJT using the 
EB model; dimensions are arbitrary 
The DC current gain obtained for devices HBT1, HBT3, HBT5, and HBT7 is shown in 
FigureIV.4. Based on the EB model, the HBT1, HBT3, HBT5, and HBT7 devices exhibited 
maximum current gain of 705, 685.4, 700.6, and 735.4, respectively, values close to the 
experimental data from Ref. [8]. It is clear that changing the emitter and collector widths We  
and Wc led to slight variation in the DC current gain. The lowest current gain of 685.4 was 
obtained for device HBT3 and the highest for device HBT7, presenting a difference in current 
gain of 50, equivalent to an increase of 7.3%. According to the simulations based on the DD 
model, there was no significant difference in the DC current gain as the emitter and collector 
widths were changed, as is clear from Figure IV.4, except for HBT7. The obtained current 
gain values are very small compared with the experimental values in Ref. [8]. The maximum 
DC current gain of 193.2 was obtained for HBT5 device, whereas the minimum DC current 
gain of 163.3 was obtained for device HBT7, a difference of 29.9, equivalent to a decrease of 
15.47%.  





Figure IV.4: DC current gain versus base–emitter voltage for HBT1(squares), HBT3 
(diamonds), HBT5 (stars), HBT7 (up triangles), and experimental results (pluses) [8] for the 
EB (solid lines) and DD model (dashed lines) 
 
Table IV.2 recapitulates the current gain values obtained for the seven simulated devices 
using DD and EB simulations. 
 
Table IV.2: The current gain values obtained for the seven simulated devices 
  HBT1 HBT2 HBT3 HBT4 HBT5 HBT6 HBT7 
EB 705 697.6 685.4 689.7 700.6 702.8 735.4 
DD 189.7 189.6 191.5 190.6 193.2 193.2 163.3 
 
IV.2.3 Effect of emitter and intrinsic collector widths on the gummel plots 
Figure IV-5 shows an overlay of the Gummel plot for devices HBT1 and HBT5 obtained 
using the EB model. The Gummel plots for the two devices depict excellent characteristics for 
both collector and base currents. 





Figure IV.5: Gummel plots according to the EB simulation for HBT1 (open squares) and 
HBT5 (stars) for collector current (solid lines) and base current (dashed lines) 
 
IV.2.4 Effect of emitter and intrinsic collector widths on the cut-off frequency and the 
maximum oscillation frequency 
The effects of the emitter and collector widths on the cutoff frequency 𝑓T , and maximum 
oscillation frequency 𝑓MAX  were studied based on drift–diffusion and energy balance with 
Atlas SILVACO T-CAD simulations. Based on the EB model, the 𝑓T and 𝑓MAX were obtained 
from the alternating-current (AC) current gain and the unilateral power gain U, respectively, 
as shown in Figure IV.6 and IV.7.  





Figure IV.6: AC current gain versus frequency to determine the cutoff frequency 𝑓T  for 
device HBT1 (open squares), HBT5 (stars), and HBT7 (up triangles) using the EB model 
 
Reduction of the emitter and collector widths (widths We  and Wc) had a very limited effect 
on either the cutoff or maximum oscillation frequency. On the other hand, note that reduction 
of the emitter width (We  ) without reducing or increasing the collector width (Wc) led to an 
evident increase of both frequencies (𝑓T and 𝑓MAX). Figure IV-6 shows the cutoff frequencies 
for devices HBT1, HBT5, and HBT7; an improvement of about 30% in 𝑓T from HBT1 to 
HBT5 is noted. Reduction in the emitter width (We  ) with increase in the collector width (Wc) 
results in the highest cutoff frequency, with an increase of about 47.1% obtained from device 
HBT1 to HBT7. Meanwhile, the results for device HBT6 showed that reduction in both We   
and Wetop  without changing the width Wc  gives the best results, with an improvement of 
about 34% in 𝑓T and 22.1% in 𝑓MAX, mainly due to a decrease of the base resistance 𝑅b and 
depletion capacitance 𝐶CB . For the results obtained based on the DD model, the most 
noticeable improvement is for HBT2 device, for which 𝑓T  increases by about 19.49% and 
𝑓MAX by about 16.2% in comparison with HBT1.  





Figure IV.7: Unilateral power gain versus frequency to determine 𝑓MAX  for device HBT1 
(open squares), HBT5 (stars), and HBT7 (up triangles) 
 
Table IV.3 recapitulates the cut-off and maximum oscillation frequencies values obtained for 
the seven simulated devices using drift diffusion and energy balance transport models. 
 
Table IV.3: Cut-off and maximum oscillation frequencies values obtained for the seven 
simulated devices 
  HBT1 HBT2 HBT3 HBT4 HBT5 HBT6 HBT7 
EB 
𝑓T (GHz) 448 451 457 522 583 600 659 
𝑓MAX  (GHz) 312 315 323 342 381 381 369 
DD 
𝑓T (GHz) 313 374 311 324 323 324 342 








IV.2.5 Effect of emitter and intrinsic collector widths on the forward transit time 
The forward transit time τF can be obtained from a graph of ( 𝑙/ 𝑓T  =  𝑓 (𝑙/𝐼C)), as illustrated 
in Figure IV-8. The intercept of the extrapolated straight line with the y-axis can be used to 
calculate 𝜏𝐹 at low and medium current [18]. The 𝜏𝐹0 values simulated using the EB model 
are lower than (about 1.8 times) those obtained when using the DD model. Changing the 
emitter and collector widths (We  and Wc ) affected 𝜏𝐹0 ; these changes in transit time are 
caused by the variation of the time constant 𝑅c𝐶jc which is involved in 𝜏𝐹0. 
Table IV.4 summarizes the forward transit time τF obtained for the seven simulated devices 
using energy balance and drift diffusion simulation with Atlas from SILVACO T-CAD. 
 
Table IV.4: Results of 𝜏𝐹0 for the seven devices from HBT1 to HBT7 
  HBT1 HBT2 HBT3 HBT4 HBT5 HBT6 HBT7 
EB 𝜏𝐹0 (ps) 0.240 0.250 0.265 0.228 0.232 0.233 0.218 
DD 𝜏𝐹0 (ps) 0.425 0.440 0.463 0.415 0.420 0.422 0.408 
 
 
Figure IV.8: Transit time versus inverse of collector current obtained using DD model 
(dashed lines) and EB model (solid lines) for HBT1 (open squares), HBT5 (stars), and HBT7 
(up triangles) 
 




IV.3 Effect of germanium trapezoidal profile shapes on SiGe HBT performance 
The effects of the shape of the trapezoidal profile on the direct current gain 𝛽𝐹 , the cut-off 
frequency 𝑓T  and the maximum oscillation frequency 𝑓MAX  of SiGe hetero-junction bipolar 
transistor were studied. The energy balance, the hydrodynamic and the drift-diffusion 
transport models from SILVACO T-CAD were used to simulate these effects. 
IV.3.1 Device structure 
In this section, a comparison of three SiGe-HBTs is carried out using three different 
germanium trapezoidal profile shapes in the base: profile1 (HBT8), profile2 (HBT9) and 
profile3 (HBT10). Figure IV.1 shows the geometry of the studied SiGe-HBTs where Wc for 
the three devices is fixed to be 120nm, Wetop  is taken to be 290nm and the germanium 
profiles are presented in Figure IV.9. In this study all the perimeters of the three hetero-
junction transistors are kept the same, the unique change is reserved for germanium profile 
shape in the base. The parameters used in this simulation such as the bandgap, density of 




Figure IV.9: Germanium profiles and doping used in the trapezoidal shape simulation 
 
IV.3.2 Effect of germanium trapezoidal profile shapes on the DC current gain 
Effects of the trapezoidal profile shapes on the DC current gain 𝛽𝐹  using drift diffusion, 
hydrodynamic and energy balance simulations of Atlas SILVACO T-CAD are studied. The 
DC current gains versus base-emitter voltage simulations of the three HBTs are shown in 
Figure IV.10. The devices HBT8, HBT9 and HBT10 have maximum current gains of 717, 




705 and 680, respectively using energy balance transport model. The change of the 
germanium profile affects slightly the DC current gain; the gain decreases about 9% for DD 
and 5% for HD and EB transport models from HBT8 to HBT10. The change of the 
trapezoidal profile from profile1 to profile3 causes a small reduction in the collector current, 
base current and the current gain, too and this agrees with the theoretical equation which 
indicates that the gain enhancement varies exponentially with the germanium composition at 
the emitter end of the base, whereas it varies linearly with the grading. The values of 𝛽𝐹  using 
EB simulation are higher than HD simulation (higher about 1.67 times) and much higher than 
DD ones (higher about 3.5 times). This difference in gain values between the models is due to 
non-local transport effects such as velocity overshoot, diffusion associated with carrier 
temperature gradients, and the dependence of impact ionization rates on carrier energy 
distributions which are neglected by the drift diffusion model. The current gain values of the 
three devices using the three transport models are exhibited in table IV.5. 
 
Figure IV.10: DC current gain versus base-emitter voltage. Half up diamond for 
experimental results from [8], dashed lines for HBT8, thin solid lines for HBT9 and thick 










Table IV.5: Results of 𝛽𝐹  for the three devices HBT8, HBT9 and HBT10. 
 
DD HD EB 
HBT8 HBT9 HBT10 HBT8 HBT9 HBT10 HBT8 HBT9 HBT10 
𝛽𝐹  212.7 204.8 194.8 427.8 429.4 407.2 717.1 705 680.7 
 
IV.3.3 Effect of germanium profile shapes on the gummel plots 
Figure IV.11 shows the overlay of the gummel plots of the three devices using EB simulation 
in comparison to experiment from reference [8].  HBT8 gummel plots exhibits excellent 
characteristics for both collector and base currents. The current gain and the gummel plots of 
HBT8 using EB model matched exactly the experimental measurement. 
 
Figure IV.11: EB simulation gummel plots. Stars for experimental results [8], open squares 
for HBT8, triangles for HBT9 and circles for HBT10 
IV.3.4 Effect of germanium profile shapes on the cut-off frequency and the maximum 
oscillation frequency 
The cut-off frequency 𝑓T  was calculated according to  𝑓T =  gcb/(6.28 × 𝑐bb)   using drift 
diffusion , hydrodynamic and energy balance transport models with Atlas from SILVACO T-
CAD and they are presented in Figure IV.12. The maximum oscillation frequency 𝑓MAX was 
obtained from the unilateral power gain U, as shown in Figure IV.13.  





Figure IV.12: The cut-off frequency fT for device HBT8 (dashed lines) and HBT10 (solid 
lines). Squares denote EB model, up triangles denote HD model and stars denote DD model 
 
The cut-off frequency 𝑓T decreases using HD and EB models from HBT8 to HBT10 
and shows no significant change. The maximum oscillation frequencies extracted directly 
from unilateral power gain, increases from HBT8 to HBT10 using HD and EB transport 
models. This increase in figures of merit could be explained by that the reduction in the 
germanium concentration at the emitter side and the shifting of the germanium peak towards 
the base-collector junction has as consequence a decrease in the transit time leading to an 
enhancement in the frequencies, particularly in the maximum oscillation frequency 𝑓MAX. 
 
Figure IV.13: The unilateral power gain against frequency to determine 𝑓MAX  for device 
HBT10. Stars denote DD model, up triangles denote HD model and squares denote EB model. 
𝑓MAX is taken where gain tends to unity 




Table IV.6 recapitulates and compares the cut-off and the maximum oscillation frequencies of 
the three devices under load using DD, HD and EB transport models. 
Table IV.6: Results of  𝑓T and 𝑓MAX for the three devices HBT8, HBT9 and HBT10 
 
DD HD EB 
HBT8 HBT9 HBT10 HBT8 HBT9 HBT10 HBT8 HBT9 HBT10 
𝑓T (GHz) 354 311 268 566 538 527 559 547 531 
𝑓MAX (GHz) 312 314 312 304 411 434 163 312 361 
 
IV.4 Effect of base doping on SiGe HBT performance 
The effects of the base doping on the direct current gain  𝛽𝐹 , the cut-off frequency 𝑓T and the 
maximum oscillation frequency 𝑓MAX of SiGe hetero-junction bipolar transistor are studied. 
The energy balance transport model from SILVACO T-CAD was used to simulate these 
effects. 
IV.4.1 Device structure 
To study the effects of base doping, we consider three SiGe-HBTs with the same structure as 
of HBT1 presented in Figure IV.1 (Wc=120nm). The germanium profile of the three HBTs is 
the same as of HBT10 of figure IV-9. The HBTs base doping concentration is as follows: 
8.1019 for HBT11, 9.1019 for HBT12 and 1.1020 for HBT13. The parameters used in this 
simulation such as the bandgap, density of states, effective lifetime, low-field mobility, and 
other parameters are the same as in the previous parties. 
IV.4.2 Effect of base doping on current gain 
The Figure IV.14 depicts the current gain versus the emitter-base voltage of the three HBTs 
previously considered. From the figure one can notice that the base doping affects 
considerably the current gain. Increasing the base doping (from HBT11 to HBT13), degrades 
the gain, and this is in agreement with equation (I-21). The values of current gain are 408, 358 
and 326 for HBT11, HBT12 and HBT13, respectively. A reduction of about 20% from 




HBT11 to HBT13 is noticed due to increase in base doping. Table IV.7 presents the values of 
the current gain of HBT11, HBT12 and HBT13. 
 
Figure IV.14: DC current gain versus base-emitter voltage. Squares for HBT11, stars for 
HBT12 and up triangles for HBT13 using EB model 
IV.4.3 Effect of base doping on gummel plots 
Figure IV.15 shows the overlay of the gummel plots of HBT11, HBT12 and HBT13 using EB 
simulation.  The three devices gummel plots exhibit an excellent characteristics for both 
collector and base currents. 
 
Figure IV.15: EB simulation gummel plots. Open squares for HBT11, stars for HBT12 and 
up triangles for HBT13 
 




IV.4.4 Base doping effect on cut-off frequency and maximum oscillation frequencies 
Increasing the base doping leads to a diminution in cut-off frequency as depicted in 
FigureIV.16. The cut-off frequencies of HBT11, HBT12 and HBT13 are: 517, 499 and 487, 
respectively. On the other side, the maximum oscillation frequencies of HBT11, HBT12 and 
HBT13 are: 500, 515 and 540 respectively. Figure IV.17 presents the unilateral power gain to 
extract the maximum oscilation frequency. We remark an enhancement in 𝑓MAX  which is 
mainly caused by the base doping increment. The 𝑓MAX   depends inversely on the base 
resistance 𝑅𝑏 and the base-collector depletion capacitance 𝐶𝑗𝑐 as mentioned in equation (I-31). 
So high base doping causes a reduction in the base resistance and as a consequence an 
amelioration in 𝑓MAX   is obtained. Table IV.7 recapitulates the frequencies for the considered 
three devices. 
 
Figure IV.16: The cut-off frequency 𝑓T for devices: HBT11 (open squares), HBT12 (stars) 
and HBT13 (up triangles) using EB simulation 
 
Figure IV.17: The unilateral power gain against frequency to determine 𝑓MAX for devices: 
HBT11 (open squares) and HBT13 (up triangles) using EB simulation 




IV.4.5 base doping effect on the forward transit time 
Figure IV.18 shows the forward transit time τF which can be obtained from a graph of 𝑙/ 𝑓T  =
 𝑓 (𝑙/𝐼C). 𝜏𝐹 is calculated from the intercept of the extrapolated straight line with the y-axis at 
low and medium current. The 𝜏𝐹0values simulated using the EB model increase from HBT11 
to HBT13. The base doping affected 𝜏𝐹0and this is due to the variation of the base resistance 
which is involved in 𝜏𝐹0. 
 
Table IV.7: Results of 𝛽𝐹 ,  𝑓T and 𝑓MAX for the three devices HBT11, HBT12 and HBT13 
 
EB 
HBT11 HBT12 HBT13 
𝛽𝐹  408 358 326 
𝑓T (GHz) 517 499 487 
𝑓MAX (GHz) 500 515 540 
𝜏𝐹0 (ps) 0.245 0.254 0.263 
 
 
Figure IV.18: Transit time versus inverse of collector current obtained using EB model for 
HBT11 (open squares), HBT12 (stars) and HBT13 (up triangles) 





The effects of the emitter and collector widths, the base germanium profile shapes and the 
base doping on the DC current gain 𝛽𝐹 , cutoff frequency 𝑓T  and maximum oscillation 
frequency 𝑓MAX  of SiGe HBTs were investigated using two dimensional (2D) energy balance 
(EB), hydrodynamic (HD) and drift–diffusion (DD) models. It was found that the DC current 
gain values obtained using the EB model were higher than the hydrodynamic ones and much 
higher than those obtained using the DD model. It is noticed that the base doping affects 
considerably the current gain whereas the change of emitter and collector widths and base 
doping profile shapes has little effect on the current gain. 
Concerning the frequencies, it is remarked that the base doping and the base doping profile 
shape has a significant effect on the maximum oscillation frequency.  Increasing the base 
doping and shifting the base germanium profile from the emitter side of the base towards the 
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In this thesis, the effects of emitter and intrinsic collector widths, the base germanium 
trapezoidal profile shape and the base doping of SiGe heterojunction bipolar transistors 
operating at room temperature have been investigated. The drift diffusion, the hydrodynamic 
and the energy balance were used in the herein simulation. First, the physical operating 
principles of Si BJT and SiGe HBTs are reviewed. In the second part of the thesis, ATLAS 
device simulator from SILVACO T-CAD used in the present work is presented. The third 
chapter contains both general physical properties of Si and SiGe and physical models used in 
this work. In the final chapter, the results of the simulation are presented and discussed. The 
results of this study are of great importance; since they provide practical information which 
allows the developing an the understanding of physical changes of SiGe HBT caused by 
emitter and collector widths changes,  germanium profile shape in the base and base doping. 
The effects of the emitter and collector widths on the DC current gain 𝛽𝐹 , cutoff frequency 
𝑓MAX , and maximum oscillation frequency 𝑓MAX  of SiGe HBTs were studied using two 
dimensional (2D) energy balance (EB) and drift–diffusion (DD) models. It was found that the 
DC current gain values obtained using the EB model were much higher than (more than 3 
times) those obtained using the DD model. It was found that the change in the current gain 
values for the seven devices was not significant when using either the EB or DD model. The 
cutoff frequency obtained using the EB model was much (about 20–90%) higher than when 
using the DD model. The maximum oscillation frequency values obtained using the EB model 
were close to those obtained using the DD model, except for HBT5 and HBT6, for which the 
EB values were about 18% higher compared with those obtained using the DD model. Based 
on the EB simulation results, reduction of the emitter width (W𝐸) while keeping the collector 
width (W𝐶) unchanged causes an increase in the cutoff frequency (by up to 30% for HBT5 
compared with HBT1) and the maximum oscillation frequency (by up to 22.11% for HBT5 in 
comparison with HBT1); these results show that one can improve both 𝑓T and 𝑓MAX with no 
remarkable change in 𝛽F  by making a tradeoff between the widths W𝐸  and W𝐶  without 
shrinking the transistor regions. On the other hand, it is important to note that reduction in 
both emitter ( W𝐸 ) and collector (W𝐶 ) widths had no significant effect on 𝑓T  or 𝑓MAX . 
However, it was found that increase of the collector width (W𝐶) while reducing the emitter 
width (W𝐸) gave an important improvement in 𝑓T (by up to 47.1% from HBT1 to HBT7). 
In the case of changing the germanium trapezoidal profile shape, it was found that the values 




higher than the DD ones (more than 3.5 times). For DD transport model, the 𝑓T decreases 
from HBT8 to HBT10. The 𝑓MAX remain the same for the three devices. The cut-off frequency 
increases remarkably using HD and EB models from HBT8 to HBT10. The 𝑓MAX extracted 
from the unilateral power gain augments from HBT8 to HBT10 using HD and EB transport 
models which shows that the germanium profile shape is of great importance since it affects 
noticeably the maximum oscillation frequency. 
The simulation results using energy balance model show that the base doping affects 
considerably both the current gain and the frequencies. The obtained current gain values 
decrease from HBT11 to HBT13 inversely with the base doping augmentation. The cut-off 
frequency decreases also from HBT11 to HBT13. We remark the amelioration of maximum 
oscillation frequency with the base doping increment and this is due to a reduction in the base 
resistance caused by base doping augmentation.   
These results highlight remarkable differences between the three transport models. The causes 
leading to these differences must be determined and analyzed to keep using device simulation 
and develop promising compact models to understand the physical effects occurring in such 
devices.  
