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We present a dual weighted residual-based a posteriori error estimate for a discontinuous Galerkin (DG)
approximation of a linear second-order elliptic problem on compact smooth connected and oriented sur-
faces in R3 which are implicitly represented as level sets of a smooth function. We show that the error in
the energy norm may be split into a “residual part” and a higher order “geometric part”. Upper and lower
bounds for the resulting a posteriori error estimator are proven and we consider a number of challenging
test problems to demonstrate the reliability and efficiency of the estimator. We also present a novel “ge-
ometric” driven refinement strategy for PDEs on surfaces which considerably improves the performance
of the method on complex surfaces.
Keywords: discontinuous galerkin; interior penalty; a posteriori error estimation; adaptive refinement;
surface PDEs.
1. Introduction
Partial differential equations (PDEs) on manifolds have become an active area of research in recent years
due to the fact that, in many applications, models have to be formulated not on a flat Euclidean domain
but on a curved surface. For example, they arise naturally in fluid dynamics (e.g. surface active agents
on the interface between two fluids, James & Lowengrub (2004)) and material science (e.g. diffusion of
species along grain boundaries, Deckelnick et al. (2001)) but have also emerged in areas as diverse as
image processing and cell biology (e.g. cell motility involving processes on the cell membrane, Neilson
et al. (2011) or phase separation on biomembranes, Elliott & Stinner (2010)).
Finite element methods (FEM) for elliptic problems and their error analysis have been successfully
applied to problems on surfaces via the intrinsic approach in Dziuk (1988) based on interpolating the
surface by a triangulated one. This approach has subsequently been extended to parabolic problems
in Dziuk & Elliott (2007b) as well as evolving surfaces in Dziuk & Elliott (2007a). The literature on
the application of FEM to various surface PDEs and geometric flows is now quite extensive, reviews
of which can be found in Dziuk & Elliott (2013) and Deckelnick et al. (2005). However, there are a
number of situations where FEM may not be the appropriate numerical method, for instance, advection
dominated problems which lead to steep gradients or even discontinuities in the solution.
DG methods are a class of numerical methods that have been successfully applied to hyperbolic,
elliptic and parabolic PDEs arising from a wide range of applications. Some of its main advantages
compared to ‘standard’ finite element methods include the ability of capturing discontinuities as arising
in advection dominated problems, and less restriction on grid structure as well as on the choice of basis
functions, which make them ideal for a posteriori error estimation and hp-adaptive refinement. The
main idea of DG methods is not to require continuity of the solution between elements. Instead, inter-
element behaviour has to be prescribed carefully in such a way that the resulting scheme has adequate
consistency, stability and accuracy properties. A short introduction to DG methods for both ODEs and
PDEs is given in Cockburn (2003). A history of the development of DG methods can be found in
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Cockburn et al. (2000) and Arnold et al. (2002). Arnold et al. (2002) provides an in-depth analysis of a
large class of discontinuous Galerkin methods for second-order elliptic problems.
DG methods have first been extended to surfaces in Dedner et al. (2013), where an interior penalty
(IP) method for a linear second-order elliptic problem was introduced and optimal a priori error esti-
mates in the L2 and DG norms for piecewise linear ansatz functions and surface approximations were
derived. Larsson & Larson (2013) have considered a continuous/discontinuous Galerkin method for a
fourth order elliptic PDE on surfaces. Ju & Du (2009), Lenz et al. (2011) and Giesselmann & Mu¨ller
(2013) have also derived a priori error bounds for finite volume methods on (evolving) surfaces via the
intrinsic approach.
The literature on a posteriori error estimation and adaptivity on surfaces is significantly less extensive
than its a priori counterpart. Demlow & Dziuk (2008) derived an a posteriori error estimator for the finite
element discretisation of the Laplace-Beltrami operator on surfaces, showing that the error can be split
into a residual indicator term and a geometric error term. In a similar fashion, Ju et al. (2009) derived
an estimator for the finite volume discretisation of a steady convection-diffusion-rection equation on
surfaces. Mekchay et al. (2011) have considered an adaptive finite element method for the Laplace-
Beltrami operator on C1 graphs. In light of the benefits of DG methods for hp-adaptivity, it is natural to
extend the DG framework to surfaces and this is a first step towards that direction.
This paper is organised in the following way. We consider a linear second-order elliptic equation
on a compact smooth connected and oriented surface Γ ⊂ R3 and consider an interior penalty (IP)
method on a triangulated surface Γh, introduced in Dedner et al. (2013). We derive a dual weighted
residual-based a posteriori error estimator, and show its reliability and efficiency in the energy norm.
The estimator has a similar structure to the one derived for surface FEM in Demlow & Dziuk (2008),
with both a standard residual term and a higher order geometric residual.
We then present some numerical results, making use of the Distributed and Unified Numerics Envi-
ronment (DUNE) software package (see Bastian et al. (2008b), Bastian et al. (2008a)) and, in particular,
the DUNE-FEM module described in Dedner et al. (2010) (also see dune.project.org/fem for more de-
tails on this module). We consider a number of test problems which numerically verify the reliability
and efficiency of the estimator. In the process, we also present a computationally efficient adaptive
refinement strategy which makes use of the geometric residual of the estimator.
2. Notation and Setting
The notation in this section closely follows that used in Demlow & Dziuk (2008) and Dedner et al.
(2013).
2.1 Smooth surface Γ and problem formulation.
Let Γ be a connected C2 compact smooth and oriented surface in R3 given by the zero level set of
a signed distance function |d(x)| = dist(x,Γ ) defined on an open subset U of R3. For simplicity we
assume that ∂Γ = /0 and that d < 0 on the interior of Γ and d > 0 on the exterior. The outward unit
normal ν of Γ is thus given by
ν(ξ ) = ∇d(ξ ), ξ ∈ Γ .
With a slight abuse of notation we also denote the projection to Γ by ξ , i.e. ξ : U → Γ is given by
ξ (x) = x−d(x)ν(x) where ν(x) := ν(ξ (x)). (2.1)
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It is worth noting that such a projection is (locally) unique provided that the width δU > 0 of U satisfies
δU <
[
max
i=1,2
‖κi‖L∞(Γ )
]−1
where κi denotes the ith principle curvature of the Weingarten map given by H(x) :=∇2d(x). Through-
out this paper, we denote by
P := I−ν⊗ν ,
the projection onto the tangent space TξΓ on Γ at a point ξ ∈ Γ . Here ⊗ denotes the usual tensor
product.
DEFINITION 2.1 For any function η defined on an open subset of U containing Γ we can define its
tangential gradient on Γ by
∇Γη := ∇η− (∇η ·ν)ν = P∇η
and then the Laplace-Beltrami operator on Γ by
∆Γη := ∇Γ · (∇Γη).
DEFINITION 2.2 We define the surface Sobolev spaces
Hm(Γ ) := {u ∈ L2(Γ ) : Dαu ∈ L2(Γ ) ∀|α|6 m}, m ∈ N∪{0},
with corresponding Sobolev seminorm and norm respectively given by
|u|Hm(Γ ) :=
(
∑
|α|=m
‖Dαu‖2L2(Γ )
)1/2
, ‖u‖Hm(Γ ) :=
(
m
∑
k=0
|u|2Hk(Γ )
)1/2
.
We refer to Wloka (1987) for a proper discussion of Sobolev spaces on manifolds.
The problem that we consider in this paper is the following second-order elliptic equation:
−∆Γ u+u = f (2.2)
for a given f ∈ L2(Γ ). Using integration by parts on surfaces the weak problem reads:
(PΓ ) Find u ∈ H1(Γ ) such that
aΓ (u,v) =
∫
Γ
f v dσ ∀v ∈ H1(Γ ) (2.3)
where
aΓ (u,v) :=
∫
Γ
∇Γ u ·∇Γ v+uv dσ .
Existence and uniqueness of a solution u follows from standard arguments. See Aubin (1982) and Wloka
(1987) for further details.
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2.2 Discrete problem on Γh
The smooth surface Γ is approximated by a polyhedral surface Γh ⊂U composed of planar triangles.
Let Th be the associated regular conforming triangulation of Γh i.e.
Γh =
⋃
Kh∈Th
Kh.
Let νh denote the outward unit normal on Γh, and letN denote the set of nodes of triangles in Th. The
vertices are taken to sit on Γ , i.e. N ⊂ Γ . We assume that ξ : Γh→ Γ is bijective and that ν ·νh > 0
everywhere on Γh. We also denote by hKh the largest edge of Kh ∈ Th. Given p ∈N , we define the
patch wp = interior(∪Kh|p∈K¯hK¯h) and let hp = maxKh⊂wp hKh . Let Eh denote the set of all codimension
one intersections of elements K+h ,K
−
h ∈Th (i.e., the edges) and denote by heh the length scale associated
with an edge eh ∈ Eh. We define the conormal n+h on such an intersection eh ∈ Eh of elements K+h and
K−h by demanding that
• n+h is a unit vector,
• n+h is tangential to (the planar triangle) K+h ,
• in each point x ∈ eh we have that n+h · (y− x)6 0 for all y ∈ K+h .
Analogously one can define the conormal n−h on eh by exchanging K
+
h with K
−
h . Note that, in general,
n+h 6=−n−h .
Let Kˆ ⊂ R2 be the reference element and let FKh : Kˆ → Kh ⊂ R3 for Kh ∈ Th. We define the DG
space associated with Γh by
Vh = {vh ∈ L2(Γh) : vh|Kh = vˆ◦F−1Kh for some vˆ ∈ Pk(Kˆ) ∀Kh ∈Th}.
In addition, we define the vector-valued function space
Σh := {τh ∈ [L2(Γh)]3 : τh|Kh = ∇F−TKh
(
τˆ ◦F−1Kh
)
for some τˆ ∈ [Pk(Kˆ)]2 ∀Kh ∈Th}.
Here, ∇F−1Kh refers to the (left) pseudo-inverse of ∇FKh i.e.
∇F−1Kh =
(
∇FTKh∇FKh
)−1∇FTKh .
For vh ∈Vh, let
v+/−h := vh
∣∣
∂K+/−h
.
DEFINITION 2.3 Let n˜ ∈ R3. For q ∈ΠKh∈ThL2(∂Kh), let {q} and [q] by given by
{q} := 1
2
(q++q−), [q] := q+−q− on eh ∈ Eh.
For ϕ ∈ [ΠKh∈ThL2(∂Kh)]3, {ϕ; n˜} and [ϕ; n˜] are given by
{ϕ; n˜} := 1
2
(ϕ+ · n˜+−ϕ− · n˜−), [ϕ; n˜] := ϕ+ · n˜++ϕ− · n˜− on eh ∈ Eh.
We now formulate our discrete problem on Γh for a given function fh ∈ L2(Γh) (note that, in general,
this is not a finite element function, it will be related to the function f given in problem (PΓ ) later on,
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see (2.6) below):(
PIPΓh
)
Find uh ∈Vh such that
aIPΓh (uh,vh) = ∑
Kh∈Th
∫
Kh
fhvh dσh ∀vh ∈Vh (2.4)
where
aIPΓh (uh,vh) := ∑
Kh∈Th
∫
Kh
∇Γhuh ·∇Γhvh+uhvh dσh− ∑
eh∈Eh
∫
eh
[uh]{∇Γhvh;nh}+[vh]{∇Γh uh;nh} dsh
+ ∑
eh∈Eh
∫
eh
βeh [uh][vh] dsh (2.5)
is the (symmetric) IP method considered in Dedner et al. (2013). Note that our definition of the jump
and average operators depend on the a-priori choice of K+h ,K
−
h but the bilinear form is independent
of this choice since only products of these operators occur. The penalty parameters βeh are given by
βeh = ωehh
−1
eh where heh is some length scale associated with the intersection eh (for instance, the edge
length). The interior penalty parameters ωeh are uniformly bounded with respect to h := maxeh∈Eh heh .
We now define a norm on the space of piecewise smooth functions:
DEFINITION 2.4 For uh ∈Vh we define
|uh|21,h := ∑
Kh∈Th
‖uh‖2H1(Kh) , |u|
2
∗,h := ∑
eh∈Eh
h−1eh ‖[uh]‖
2
L2(eh)
.
The DG norm on Γh is given by
‖uh‖2DG(Γh) := |uh|21,h+ |uh|2∗,h.
Boundedness and stability of (2.5) follow in a similar fashion as for the classical, planar IP method
(see Arnold et al. (2002) for more details) provided that the penalty parameters ωeh are large enough.
This is because Γh is composed of planar triangles.
2.3 Surface lifting onto Γ
DEFINITION 2.5 For any function w defined on Γh we define the surface lift onto Γ by
wl(ξ ) := w(x(ξ )), ξ ∈ Γ ,
where x(ξ ) is defined as the unique solution of
x = ξ +d(x)ν(ξ ).
In particular, we
define fh such that f lh = f on Γ . (2.6)
We also denote by w˜−l the inverse surface lift onto Γh of some function w˜ defined on Γ , satisfying
(w˜−l)l = w˜. Furthermore, for every Kh ∈ Th, there is a unique curved triangle Klh := ξ (Kh) ⊂ Γ . We
now define the regular, conforming triangulation T lh of Γ such that
Γ =
⋃
Klh∈T lh
Klh.
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The triangulation T lh of Γ is thus induced by the triangulation Th of Γh via the surface lift. Similarly,
elh := ξ (eh) ∈ E lh are the unique curved edges.
The appropriate function space for surface lifted functions are given by
V lh := {vlh ∈ L2(Γ ) : vlh(ξ ) = vh(x(ξ )) for some vh ∈Vh}
and
Σ lh := {τ lh ∈ [L2(Γ )]3 : τ lh(ξ ) = ∇ξ−T τh(x(ξ )) for some τh ∈ Σh}.
Note that the DG norm for functions ulh ∈ V lh is the same one as in Definition 2.4 but with the triangu-
lation T lh instead and corresponding length scale helh
associated with elh. We will denote this norm by
DG(Γ ).
We define for x ∈ Γh
Ph(x) = I−νh(x)⊗νh(x)
so that, for vh defined on Γh and x ∈ Γh,
∇Γhvh(x) = Ph∇vh(x).
Finally, one can show that for x ∈ Γh and vh defined on Γh, we have
∇Γhvh(x) = Ph(x)(I−dH)(x)P(x)∇Γ vlh(ξ (x)) (2.7)
and
∇Γ vlh(ξ (x)) = Fh(x)∇Γhvh(x) (2.8)
where Fh(x) := (I−dH)(x)−1
(
I− νh⊗ννh·ν
)
. Next we state integral equalities which we shall use repeat-
edly. For x ∈ Γh, let
δh(x)dσh(x) = dσ(ξ (x)), δeh(x)dsh(x) = ds(ξ (x)). (2.9)
Note that, by construction, δh(x),δeh(x)> 1 for all x. Also, let
Ah(x) = Alh(ξ (x)) =
1
δh(x)
P(x)(I−dH)(x)Ph(x)(I−dH)(x)P(x). (2.10)
Then one can show that ∫
Γh
∇Γhuh ·∇Γhvh dσh =
∫
Γ
Alh∇Γ u
l
h ·∇Γ vlh dσ .
It is worth noting that the geometric quantities d and H in (2.10) are always evaluated on the discrete
surface Γh. Finally, we define
Bh :=
√
δh(P−Ah)Fh (2.11)
which will be used in the error estimates later on.
We can derive explicit formulas for the quantities δh and δeh defined above.
LEMMA 2.1 Assume that x ∈ Γh. Then
δh(x) = (1−d(x)κ1(x))(1−d(x)κ2(x))ν ·νh, (2.12)
δeh(x) = ‖∇ξ (x)τh(x)‖l2 (2.13)
where τh is the unit tangent on eh.
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Proof. See Demlow & Dziuk (2008) for the first expression. To prove the second expression, we do
the following: let eˆ ⊂ R be a reference edge for codimension one entities. Let f : eˆ→ eh ⊂ Γh be the
linear transformation from the reference edge to the edge eh ∈ Eh. F := f ′ ∈R3×1 is tangent to eh and so
F = λτh where λ ∈R. Hence we have that ds=
√|FT∇ξ T∇ξF |dsˆ= |λ ||∇ξτh|dsˆ where ∇ξ ∈R3×3 is
the gradient of the projection mapping ξ given in (2.1) and dsˆ is the Lebesgue measure on eˆ. Similarly,
we have that dsh = |λ |dsˆ and the second expression follows. 
2.4 Cle´ment interpolant
We now define a quasi-interpolant and state some estimates that it must satisfy. Given z ∈ L1(Γ ) and
p ∈N , we let
z−lp :=
1∫
wp ϕp dσh
∫
wp
ϕpz−l dσh (2.14)
where ϕp ∈Vh∩H1(Γh) denotes the Lagrange nodal basis function associated with p, and define
Ihz−l = ∑
p∈N
z−lp ϕp. (2.15)
We note a useful property that the weights z−lp satisfy (see (2.2.33) in Demlow & Dziuk (2008)):∥∥∥z−lp ∥∥∥L2(wp) 6
√
3
2
∥∥∥z−l∥∥∥
L2(wp)
6
√
3
2
∥∥∥√δh∥∥∥
L∞(wp)
‖z‖L2(wlp) . (2.16)
Since {ϕp} is a partition of unity i.e. ∑p∈N ϕp = 1, we also have the following:∫
Γh
(z−l− Ihz−l) dσh = ∑
p∈N
∫
wp
(z−l− z−lp )ϕp dσh = 0. (2.17)
The Clement interpolant satisfies the following estimates.
LEMMA 2.2 Let z ∈H1(Γ ). Assume that the mesh Th is shape-regular and that the number of elements
sharing the node p is bounded. Let wlp be the surface lift of the patch wp onto Γ . Then for each p ∈N ,
we have ∥∥∥z−l− z−lp ∥∥∥L2(wp) 6Chp ‖Ah‖ 12l2,L∞(wp) ‖∇Γ z‖L2(wlp) . (2.18)
Let also p ∈ e¯h ⊂ Eh. Then∥∥∥z−l− z−lp ∥∥∥L2(eh) 6Ch 12p ‖Ah‖ 12l2,L∞(wp) ‖∇Γ z‖L2(wlp) . (2.19)
Note that C does not depend on any essential quantities. Here ‖Ah‖l2,L∞(wp) := ‖‖Ah‖l2→l2‖L∞(wp).
Proof. See Demlow & Dziuk (2008). 
3. Dual weighted residual equation
We derive a residual equation for some quantity of interest J(u− ulh) where J is some bounded, linear
functional acting on H1(Γ )+V lh .
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3.1 Bilinear form on Γ
Before we state the bilinear form we consider on Γ , we require the following DG lifting operators.
DEFINITION 3.1 Let w∈H1(Γ )+V lh . Define the operators L : H1(Γ )+V lh→ Σ lh and, for every eh ∈ Eh,
Leh : H
1(Γ )+V lh → Σ lh by respectively
∑
Klh∈T lh
∫
Klh
L(w) ·φ dσ = ∑
elh∈E lh
∫
elh
[w]{φ ;n} ds, ∑
Klh∈T lh
∫
Klh
Lelh(w) ·φ dσ =
∫
elh
[w]{φ ;n} ds (3.1)
for all φ ∈ Σ lh, where n+ and n− are respectively the unit surface conormals to Kl+h and Kl−h on elh ∈ E lh ,
satisfying n+ =−n−.
REMARK 3.1 Note that w ∈ H1(Γ )⇒ L(w) = 0 and Lelh(w) = 0 for all eh ∈ Eh.
REMARK 3.2 Note that, for each eh ∈ Eh, Lelh(w) vanishes outside the union of the two triangles con-
taining eh and that L(w) = ∑eh∈Eh Lelh(w) for all w ∈ H
1(Γ )+V lh .
The DG lifting operator Lelh satisfies the following stability estimate:
LEMMA 3.1 Let weh = K
+
h ∪K−h . Then for each elh = Kl+h ∩Kl−h ∈ E lh , there exists a constant CL > 0
such that∥∥∥Lelh(w)∥∥∥2L2(wleh ) 6CL ‖Fh‖2l2,L∞(eh) ‖Ph(I−dH)P‖2l2,L∞(weh )
∥∥δeh∥∥2L∞(eh)∥∥∥√βeh [w−l ]∥∥∥2L2(eh)
for every w ∈V lh +H1(Γ ). The constant CL depends solely on the shape-regularity of the mesh and on
the upper bound for the penalty parameters ωeh .
Proof. The proof will follow a similar argument to the one found in Scho¨tzau et al. (2003). Let Σ lh(w
l
eh)
denote the space of all functions in Σ lh restricted to w
l
eh . For w ∈V lh +H1(Γ ), making use of Remark 3.1
and (2.8), we have∥∥∥Lelh(w)∥∥∥L2(wleh ) = supφ∈Σ lh(wleh )
∫
wleh
Lelh(w) ·φ dσ
‖φ‖L2(wleh )
= sup
φ∈Σ lh(wleh )
∫
elh
[w]{φ ;n} ds
‖φ‖L2(wleh )
6 sup
φ∈Σ lh(wleh )
(∫
elh
δehβeh |[w]|2 ds
) 1
2
(∫
elh
δ−1eh β
−1
eh |{φ ;n}|2 ds
) 1
2
‖φ‖L2(wleh )
6 sup
φ∈Σ lh(wleh )
(∫
eh
δ 2ehβeh |[w−l ]|2 dsh
) 1
2
(∫
eh
β−1eh |Fhφ˜ |2 dsh
) 1
2
‖φ‖L2(wleh )
where φ˜ ∈ Σh. Applying the trace theorem on Γh and lifting back onto Γ using (2.7), we have for all
φ ∈ Σ lh(wleh):∫
eh
β−1eh |Fhφ˜ |2 dsh 6 ‖Fh‖2l2,L∞(eh)
∫
eh
β−1eh |φ˜ |2 dsh 6C‖Fh‖2l2,L∞(eh)
∫
weh
ω−1eh |φ˜ |2 dσh
6C‖Fh‖2l2,L∞(eh) ‖Ph(I−dH)P‖
2
l2,L∞(weh )
‖φ‖2L2(wleh )
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where we have used that δ−1h < 1. Here C depends on the shape-regularity of the mesh and on the upper
bound for the penalty parameters ωeh but not on any other essential quantity like h. This provides the
desired estimate. 
We can now define a bilinear form onΓ which is well-defined in the space (H1(Γ )+V lh)×(H1(Γ )+
V lh) by making use of the DG lifting. Let
AIPΓ (v,z) := ∑
Klh∈T lh
∫
Klh
∇Γ v ·∇Γ z+ vz dσ − ∑
Klh∈T lh
∫
Klh
L(v) ·∇Γ z+L(z) ·∇Γ v dσ
+ ∑
elh∈E lh
∫
elh
βelh [v][z] ds (3.2)
where βelh := δ
−1
eh βeh . Provided that the penalty parameters ωeh are large enough, boundedness and
stability of AIPΓ in H
1(Γ )+V lh follow from Lemma 3.4 in Dedner et al. (2013). The bilinear form A
IP
Γ is
related to the original problem (PΓ ) in the following way:
LEMMA 3.2 Let uh ∈Vh denote the solution to (PIPΓh ) and ulh ∈V lh its surface lift onto Γ . Let zlh ∈V
l,c
h :=
V lh ∩H1(Γ ). Then we have
AIPΓ (u
l
h,z
l
h) = ∑
Klh∈T lh
∫
Klh
f zlh dσ −Eh(zlh)
where
Eh(zlh) := ∑
Klh∈T lh
∫
Klh
(Alh−P)∇Γ ulh ·∇Γ zlh+
(
δ−1h −1
)
ulhz
l
h+
(
1−δ−1h
)
f zlh dσ
+ ∑
elh∈E lh
∫
elh
[ulh]
(
{∇Γ zlh;n}−
{
Plh(I−dH)P∇Γ zlh;nlh
}
δ−1eh
)
ds
Proof. We notice that AIPΓ (u
l
h,z
l
h) = A
IP
Γ (u
l
h− u,zlh) +AIPΓ (u,zlh). Since u,zlh ∈ H1(Γ ) we have that
AIPΓ (u,z
l
h) = aΓ (u,z
l
h) = ∑Klh∈T lh
∫
Klh
f zlh dσ by Remark 3.1 and (2.3). Also, we have that A
IP
Γ (u−
ulh,z
l
h) = Eh(z
l
h) by Lemma 4.2 in Dedner et al. (2013). 
3.2 Residual equation
In order to derive the residual equation, we consider the following dual problem: find z ∈ H1(Γ ) such
that
AIPΓ (v,z) = J(v) ∀v ∈ H1(Γ ). (3.3)
In a similar fashion to Houston et al. (2007), we decompose the error eh := u−ulh using ulh = ul,ch +ul,⊥h
with ul,ch ∈V l,ch and ul,⊥h ∈V l,⊥h where V l,⊥h denotes the orthogonal complement in V lh of V l,ch with respect
to the DG norm. Thus ech = u−ul,ch ∈ H1(Γ ). Let zlh ∈V l,ch , from the dual problem (3.3) we have
J(eh) = J(ech)− J(ul,⊥h ) = AIPΓ (ech,z)− J(ul,⊥h )
= AIPΓ (eh,z)+A
IP
Γ (u
l,⊥
h ,z)− J(ul,⊥h )
= AIPΓ (u,z)−AIPΓ (ulh,z− zlh)−AIPΓ (ulh,zlh)+AIPΓ (ul,⊥h ,z)− J(ul,⊥h )
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Using the fact that AIPΓ (u,z) = a(u,z) (by Remark 3.1), (2.3) and Lemma 3.2, we get
J(eh) = ∑
Klh∈T lh
∫
Klh
f (z− zlh) dσ −AIPΓ (ulh,z− zlh)+AIPΓ (ul,⊥h ,z)− J(ul,⊥h )+Eh(zlh).
Using the fact that z− zlh ∈ H1(Γ ) so that [z− zlh] = 0 holds, we have
J(eh) = ∑
Klh∈T lh
∫
Klh
f (z− zlh) dσ − ∑
Klh∈T lh
∫
Klh
∇Γ ulh ·∇Γ (z− zlh)+ulh(z− zlh) dσ
+ ∑
Klh∈T lh
∫
Klh
L(ulh) ·∇Γ (z− zlh) dσ +AIPΓ (ul,⊥h ,z)− J(ul,⊥h )+Eh(zlh).
Moving the first two integrals in the above onto Γh and integrating by parts, we get
J(eh) = ∑
Kh∈Th
(∫
Kh
( fhδh+∆Γhuh−uhδh)(z−l− zh) dσh−
∫
∂Kh
∇Γhuh ·nKh(z−l− zh) dsh
)
− ∑
Klh∈T lh
∫
Klh
(P−Alh)∇Γ ulh ·∇Γ z dσ + ∑
Klh∈T lh
∫
Klh
(
δ−1h −1
)
(ulh− f )zlh dσ
+ ∑
Klh∈T lh
∫
Klh
L(ulh) ·∇Γ (z− zlh) dσ
+ ∑
elh∈E lh
∫
elh
[ulh]
(
{∇Γ zlh;n}−
{
Plh(I−dH)P∇Γ zlh;nlh
}
δ−1eh
)
ds+AIPΓ (u
l,⊥
h ,z)− J(ul,⊥h ).
We now wish to move all the terms in the above onto the discrete surface. Making use of (2.8), we have
the following:
− ∑
Klh∈T lh
∫
Klh
(P−Alh)∇Γ ulh ·∇Γ z ds =− ∑
Kh∈Th
∫
Kh
δehF
T
h (P
−l−Ah)Fh∇Γhuh ·∇Γhz−l dsh
and
∑
Klh∈T lh
∫
Klh
L(ulh) ·∇Γ (z− zlh) dσ = ∑
Kh∈Th
∫
Kh
L−l(ulh) ·δhFh∇Γh(z−l− zh) dσh.
Furthermore, making use of the fact that Pl+/−h n
l+/−
h = n
l+/−
h on each e
l
h ∈ E lh and HP = H, we have
∑
elh∈E lh
∫
elh
[ulh]
({
∇Γ zlh;n
}
−
{
Plh(I−dH)P∇Γ zlh;nlh
}
δ−1eh
)
ds
= ∑
elh∈E lh
∫
elh
[ulh]
({
∇Γ zlh;n
}
−
{
∇Γ zlh;δ
−1
eh P(I−dH)nlh
})
ds
= ∑
elh∈E lh
∫
elh
[ulh]
({
∇Γ zlh;(n−δ−1eh Pnlh)
}
+δ−1eh d
{
∇Γ zlh;Hn
l
h
})
ds
= ∑
eh∈Eh
∫
eh
[uh]
({
Fh∇Γhzh;(δehn
−l−P−lnh)
}
+d
{
Fh∇Γhzh;Hnh
})
dsh.
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Making use of the above and writing all terms as element-wise computations, we derive the following
residual equation:
J(eh) = ∑
Kh∈Th
∫
Kh
( fhδh+∆Γhuh−uhδh)(z−l− zh) dσh︸ ︷︷ ︸
I
−1
2 ∑Kh∈Th
∫
∂Kh
[∇Γh uh;nh](z
−l− zh) dsh︸ ︷︷ ︸
II
− ∑
Kh∈Th
∫
Kh
δehF
T
h (P
−l−Ah)Fh∇Γhuh ·∇Γhz−l dσh︸ ︷︷ ︸
III
+ ∑
Kh∈Th
∫
Kh
(1−δh)(uh− fh)zh dσh︸ ︷︷ ︸
IV
+ ∑
Kh∈Th
∫
Kh
L−l(ulh) ·δhFh∇Γh(z−l− zh) dσh︸ ︷︷ ︸
V
+ ∑
Kh∈Th
1
2
∫
∂Kh
[uh]
({
Fh∇Γhzh;(δehn
−l−P−lnh)
}
+d
{
Fh∇Γhzh;Hnh
})
dsh︸ ︷︷ ︸
V I
+AIPΓ (u
l,⊥
h ,z)− J(ul,⊥h )︸ ︷︷ ︸
V II
. (3.4)
REMARK 3.3 With the exception of term V II, the residual equation (3.4) is fully computable and can be
used to estimate an arbitrary bounded linear functional J in H1 +V lh of the error eh with high accuracy.
In practice, we may deal with term V II by bounding it as in (4.9) (making use of a suitable stability
estimate for the dual solution z). The main drawback of performing error estimation based on (3.4) is
that it requires approximating the weights z−l − zh, which typically involves finding an approximation
of the solution z to the dual problem (3.3) and thus requires an additional solve step at each iteration.
From here on we will only focus on deriving estimates in the energy norm and will do so by bounding
all of the terms in the residual equation (3.4), including the weights z−l− zh.
4. A posteriori upper bound (reliability)
In this section we derive a reliable estimator for the error in the energy norm.
THEOREM 4.1 Suppose that Th is shape-regular and let
ηKh = hKh
∥∥ fhδh+∆Γhuh−uhδh∥∥L2(Kh)+h1/2Kh ∥∥[∇Γhuh;nh]∥∥L2(∂Kh) (4.1)
be the sum of the scaled element and jump residuals, then
∥∥∥u−ulh∥∥∥DG(Γ ) 6C
(
∑
Kh∈Th
R2Kh +R
2
DGKh
+G 2Kh +G
2
DGKh
) 1
2
with
R2Kh := ‖Ah‖l2,L∞(wKh )η
2
Kh , (4.2)
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R2DGKh
:=
(
1+‖Fh‖2l2,L∞(∂Kh) ‖Ph(I−dH)P‖
2
l2,L∞(wKh )
∥∥δeh∥∥2L∞(∂Kh)
+‖Ah‖l2,L∞(wKh ) ‖δh‖L∞(wKh ) ‖Fh‖
2
l2,L∞(∂Kh) ‖Ph(I−dH)P‖
2
l2,L∞(wKh )
∥∥δeh∥∥2L∞(∂Kh))∥∥∥√βeh [uh]∥∥∥2L2(∂Kh) ,
(4.3)
G 2Kh :=
∥∥Bh∇Γhuh∥∥2L2(Kh)+‖(1−δh)(uh− fh)‖2L2(Kh) , (4.4)
G 2DGKh
:= ‖δh‖L∞(wKh ) h
−2
Kh
(∥∥∥[uh]{|(FhPh)T (δehn−l−P−lnh)|}∥∥∥2L2(∂Kh)
+
∥∥∥d[uh]{|(FhPh)T Hnh|}∥∥∥2
L2(∂Kh)
)
, (4.5)
where C depends only on the shape regularity of the mesh and wKh =
⋃
p∈Kh wp. The operators Ah,Bh
are defined in (2.10) and (2.11), respectively.
The proof of Theorem 4.1 will require the following norm equivalence result:
LEMMA 4.1 Assuming that ωeh is sufficiently large, the expression
vl,⊥h →
 ∑
elh∈E lh
∫
elh
βelh |[v
l,⊥
h ]|2 ds
1/2
is a norm on V l,⊥h . This norm is equivalent to the norm ‖·‖DG(Γ ) and there is a constant C⊥ such that
∥∥∥vl,⊥h ∥∥∥DG(Γ ) 6C⊥
 ∑
elh∈E lh
∫
elh
βelh |[v
l,⊥
h ]|2 ds
1/2 6C⊥∥∥∥vl,⊥h ∥∥∥DG(Γ )
for all vl,⊥h ∈V l,⊥h . The constant C⊥ is independent of h and depends on the shape-regularity of the mesh.
Proof. See Theorem 2.2 in Karakashian & Pascal (2003). 
To prove Theorem 4.1, we begin by bounding term I of (3.4). Let zh = Ihz−l , R := fhδh +∆Γhuh−
uhδh, r := [∇Γhuh;nh]. Recalling that {ϕp}p∈N is a partition of unity, recalling (2.17) and applying
(2.18), we then have
I = ∑
p∈N
∫
wp
R(z−l− z−lp )ϕp dsh 6C ∑
p∈N
hp ‖Ah‖
1
2
l2,L∞(wp)
∥∥Rϕp∥∥L2(wp) ‖∇Γ z‖L2(wlp) . (4.6)
Next we turn to bounding term II. Applying (2.19), we find
II =− ∑
p∈N
∑
e¯h3p
∫
eh
r(z−l− z−lp )ϕp dsh 6C ∑
p∈N
∑
e¯h3p
h
1
2
p ‖Ah‖
1
2
l2,L∞(wp)
∥∥rϕp∥∥L2(eh) ‖∇Γ z‖L2(wlp) . (4.7)
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Let
ηp = hp
∥∥Rϕp∥∥L2(wp)+ ∑
e¯h3p
h
1
2
p
∥∥rϕp∥∥L2(eh) .
Combining (4.6) and (4.7) and noting that each element Hh has only three nodes, we thus find that
I+ II 6C ∑
p∈N
‖Ah‖
1
2
l2,L∞(wp)
ηp ‖∇Γ z‖L2(wlp) 6C
(
∑
p∈N
‖Ah‖l2,L∞(wp)η2p
) 1
2
‖z‖H1(Γ ) (4.8)
where C does not depend on Th or any other essential quantities.
In order to bound term III in (3.4) we first surface lift the integral back to Γ , and making use of (2.8)
we get
III =− ∑
Klh∈T lh
∫
Klh
(P−Alh)∇Γ ulh∇Γ z ds6
(
∑
Kh∈Th
∥∥Bh∇Γhuh∥∥2L2(Kh)
)1/2
‖z‖H1(Γ ) .
Next we bound term IV . First we note that, for p ∈N and with z−lp defined as in (2.14), we have
∥∥∥√ϕpz−lp ∥∥∥L2(wp) =
√∫
wp
ϕp dsh
1∫
wp ϕp dsh
∣∣∣∣∫wp ϕpz−lp dsh
∣∣∣∣6 ∥∥∥√ϕpz−l∥∥∥L2(wp) .
Making use of the above, we have the following:
IV = ∑
Kh∈Th
∫
Kh
(1−δh)(uh− fh)zh dσh 6 ∑
p∈N
∥∥√ϕp(1−δh)(uh− fh)∥∥L2(wp)∥∥∥√ϕpz−lp ∥∥∥L2(wp)
6 ∑
p∈N
∥∥δ−1h ∥∥1/2L∞(wp)∥∥√ϕp(1−δh)(uh− fh)∥∥L2(wp)∥∥∥√ϕ lpz∥∥∥L2(wlp)
6
(
∑
p∈N
∥∥√ϕp(1−δh)(uh− fh)∥∥2L2(wp)
)1/2
‖z‖H1(Γ ) .
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Making use of Remark 3.2, we may bound term V in the following way:
V = ∑
p∈N
∫
wp
L−l(ulh) ·δhFh∇Γh((z−l− z−lp )ϕp) dσh
= ∑
p∈N
∫
wp
L−l(ulh) ·
(
δhFh∇Γhz
−lϕp+δhFh(z−l− z−lp )∇Γhϕp
)
dσh
= ∑
p∈N
∫
wlp
L(ulh) ·∇Γ zϕ lp dσ +
∫
wlp
L(ulh) ·∇Γϕ lp(z− zp) dσ
6 ∑
p∈N
∥∥∥L(ulh)√ϕ lp∥∥∥L2(wlp)
∥∥∥∇Γ z√ϕ lp∥∥∥L2(wlp)+ ∑p∈N
∥∥∥L(ulh) ·∇ϕ lp∥∥∥L2(wlp) ‖δh‖1/2L∞(wp)∥∥z− zp∥∥L2(wp)
6
 ∑
p∈N
∫
wlp
 ∑
elh⊂w¯lp
Lelh(u
l
h)
2ϕ lp dσ

1/2(
∑
p∈N
∥∥∥∇Γ z√ϕ lp∥∥∥2L2(wlp)
)1/2
+C
√
2 ∑
p∈N
h−1p
∥∥∥L(ulh)∥∥∥L2(wlp) ‖δh‖1/2L∞(wp) hp ‖Ah‖ 12l2,L∞(wp) ‖∇Γ z‖L2(wlp)
6C
 ∑
p∈N
∫
wlp
∑
elh⊂w¯lp
L2elh
(ulh)ϕ
l
p dσ
1/2 ‖z‖H1(Γ )
+C
√
2
 ∑
p∈N
‖Ah‖l2,L∞(wp) ‖δh‖L∞(wp)
∫
wlp
∑
elh⊂w¯lp
L2elh
(ulh) dσ
1/2 ‖z‖H1(Γ ) .
Using again Remark 3.2 and the DG lifting estimate in Lemma 3.1, we have that
∑
p∈N
∫
wlp
∑
elh⊂w¯lp
L2elh
(ulh)ϕ
l
p dσ 6 ∑
elh∈E lh
∫
Γ
L2elh
(ulh) dσ = ∑
elh∈E lh
∫
wleh
L2elh
(ulh) dσ
6CL ∑
eh∈Eh
‖Fh‖2l2,L∞(eh) ‖Ph(I−dH)P‖
2
l2,L∞(weh )
∥∥δeh∥∥2L∞(eh)∥∥∥√βeh [uh]∥∥∥2L2(eh) .
Similarly, we have
∑
p∈N
∫
wlp
∑
elh⊂w¯lp
L2elh
(ulh) dσ 6C ∑
Klh∈T lh
∫
Klh
∑
elh⊂∂Klh
L2elh
(ulh) dσ
6C ∑
Klh∈T lh
∑
elh⊂∂Klh
∫
Γ
L2elh
(ulh) dσ =C ∑
Klh∈T lh
∑
elh⊂∂Klh
∫
w
elh
L2elh
(ulh) dσ
6CCL ∑
Kh∈Th
∑
eh⊂∂Kh
‖Fh‖2l2,L∞(eh) ‖Ph(I−dH)P‖
2
l2,L∞(weh )
∥∥δeh∥∥2L∞(eh)∥∥∥√βeh [uh]∥∥∥2L2(eh) .
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For term V I we have the following,
V I = ∑
eh∈Eh
∫
eh
[uh]
({
Fh∇Γhzh;(δehn
−l−P−lnh)
}
+d
{
Fh∇Γhzh;Hnh
})
dsh
= ∑
p∈N
∑
e¯h3p
∫
eh
z−lp [uh]
{
Fh∇Γhϕp;(δehn
−l−P−lnh)
}
+ z−lp [uh]d
{
Fh∇Γhϕp;Hnh
}
dsh.
Making use of (2.16) and recalling that ∇Γhϕp = Ph∇ϕp, the first term of V I becomes
∑
p∈N
∑
e¯h3p
∥∥∥[uh]{Fh∇Γhϕp;(δehn−l−P−lnh)}∥∥∥L2(eh)
∥∥∥z−lp ∥∥∥L2(eh)
6
√
3
2 ∑p∈N
∥∥∥√δh∥∥∥
L∞(wp)
∑
e¯h3p
∥∥∥[uh]{∇ϕp;(FhPh)T (δehn−l−P−lnh)}∥∥∥L2(eh) ‖z‖L2(wlp)
6
√
3 ∑
p∈N
∥∥∥√δh∥∥∥
L∞(wp)
∑
e¯h3p
h−1eh
∥∥∥[uh]{|(FhPh)T (δehn−l−P−lnh)|}∥∥∥L2(eh) ‖z‖L2(wlp)
6C
√
3
(
∑
p∈N
‖δh‖L∞(wp) ∑
e¯h3p
h−2eh
∥∥∥[uh]{|(FhPh)T (δehn−l−P−lnh)|}∥∥∥2L2(eh)
)1/2
‖z‖H1(Γ ) .
Similarly, for the second term of V I, we get
C
√
3
(
∑
p∈N
‖δh‖L∞(wp) ∑
e¯h3p
h−2eh
∥∥∥d[uh]{|(FhPh)T Hnh|}∥∥∥2
L2(eh)
)1/2
‖z‖H1(Γ ) .
To bound the final term V II in our residual equation, we first prescribe the functional J as follows:
J(v) = ‖eh‖−1DG(Γ )
 ∑
Klh∈T lh
(eh,v)H1(Klh)
+ ∑
elh∈E lh
h−1
elh
([eh], [v])L2(elh)

which is in fact a functional on H1(Γ )+V lh . Note that J(eh) = ‖eh‖DG(Γ ). For such a functional, the
solution z of the dual problem (3.3) satisfies
‖z‖2H1(Γ ) 6 J(z)6 ‖z‖DG(Γ ) = ‖z‖H1(Γ ) ,
where we have used that L(z) = 0 and [z] = 0 since z ∈H1(Γ ). Hence ‖z‖H1(Γ ) 6 1. Making use of this
stability estimate, the lifting estimate given in Lemma 3.1 and the norm equivalence result in Lemma
4.1, we have
V II := AIPΓ (u
l,⊥
h ,z)− J(ul,⊥h )6C
(
∑
Kh∈Th
∥∥∥√βeh [uh]∥∥∥2L2(∂Kh)
+‖Fh‖2l2,L∞(∂Kh) ‖Ph(I−dH)P‖
2
l2,L∞(wKh )
∥∥δeh∥∥2L∞(∂Kh)∥∥∥√βeh [uh]∥∥∥2L2(∂Kh)
)1/2
. (4.9)
Combining all of the estimates in this section and writing them in terms of element-wise computations
completes the proof of Theorem 4.1.
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LEMMA 4.2 Let Γ be an oriented C2 surface in R3 and Γh its linear interpolation with outward unit
normal νh. Then we have
‖d‖L∞(Γh) 6Ch2, ‖1−δh‖L∞(Γh) 6Ch2,
∥∥∥P−l−Ah∥∥∥
l2,L∞(Γh)
6Ch2,
‖Bh‖l2,L∞(Γh) 6Ch2,
∥∥1−δeh∥∥L∞(Γh) 6Ch2 and ∥∥∥{|n−l−P−lnh|}∥∥∥L∞(Eh) 6Ch2.
Proof. See Dziuk (1988) for the first three estimates and Lemma 3.3 and 3.5 in Giesselmann & Mu¨ller
(2013) for the fifth and sixth estimate, respectively. The fourth estimate follows straightforwardly from
the third estimate.

REMARK 4.1 The geometric estimates in Lemma 4.2 make it clear that, if Γ is sufficiently smooth, GKh
and GDGKh are of higher order compared toRKh andRDGKh i.e.
(
∑
Kh∈Th
R2Kh +R
2
DGKh
)1/2
6Ch and
(
∑
Kh∈Th
G 2Kh +G
2
DGKh
)1/2
6Ch2.
5. A posteriori lower bound (efficiency)
We now show that the estimator in Theorem 4.1 is efficient up to higher-order terms.
THEOREM 5.1 Suppose that Th is shape-regular. As before, let R := fhδh +∆Γhuh− uhδh and r :=
[∇Γhuh;nh]. Then for each Kh ∈Th we have
ηKh +
∥∥∥√βeh [uh]∥∥∥L2(∂Kh) 6C max
{
1,‖Ah‖1/2l2,L∞(wKh )
}(∥∥∥u−ulh∥∥∥DG(wlKh )+
∥∥Bh∇Γhuh∥∥L2(wKh )
)
+ChKh ‖R− R¯‖L2(wKh )+Ch
1/2
Kh
‖r− r¯‖L2(∂Kh) .
where ηKh is given in Theorem 4.1. Here C depends on the number of elements in wKh , the minimum
angle of the elements in wKh and on the upper bound for the penalty values ωeh . R¯ and r¯ are respectively
piecewise linear approximations of R and r.
Proof. The proof will follow the bubble function approach considered in Verfu¨rth (1989), which was
then straightforwardly applied to the DG framework in Scho¨tzau & Zhu (2009). First we bound the
element residual ‖R‖L2(Kh). Let p∈N and Kh ⊂wp. Letting pi, 16 i6 3 be the nodes of Kh, we define
the bubble function φKh = ∏
3
i=1ϕpi . Integrating by parts on Kh, lifting the resulting integral onto Klh,
making use of the fact that the exact solution satisfies ( f +∆Γ u−u)|Klh = 0 and integrating by parts on
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Klh, we get ∫
Kh
RR¯φKh dσh =
∫
Kh
fhδhR¯φKh +∇Γhuh ·∇Γh(R¯φKh)−uhδhR¯φKh dσh
=
∫
Klh
f R¯lφ lKh +A
l
h∇Γ u
l
h ·∇Γ (R¯lφ lKh)−ulhR¯lφ lKh dσ
=
∫
Klh
∇Γ (u−ulh) ·∇Γ (R¯lφ lKh) dσ +
∫
Klh
(u−ulh)R¯lφ lKh dσ
+
∫
Klh
(P−Alh)∇Γ ulh ·∇Γ (R¯lφ lKh) dσ .
Note that we have used the fact that φKh = 0 on ∂Kh so that all boundary terms resulting from the
integration by parts vanish. We then have∫
Kh
RR¯φKh dσh 6C
(∥∥∥u−ulh∥∥∥DG(Klh)+
∥∥∥(P−Alh)∇Γ ulh∥∥∥L2(Klh)
)∥∥∥∇Γ (R¯lφ lKh)∥∥∥L2(Klh)
6C
(∥∥∥u−ulh∥∥∥DG(Klh)+‖Bh∇Γ uh‖L2(Kh)
)
‖Ah‖1/2L∞(Kh)
∥∥∇Γh(R¯φKh)∥∥L2(Kh)
where we have used Poincare’s inequality. Since R¯φKh is a polynomial, it satisfies the inverse inequality∥∥∇Γh(R¯φKh)∥∥L2(Kh) 6Ch−1Kh ‖R¯‖L2(Kh)
where C depends only on the shape-regularity of Kh. Applying this inverse inequality, we get∫
Kh
RR¯φKh dσh 6Ch−1Kh ‖Ah‖
1/2
L∞(Kh)
(∥∥∥u−ulh∥∥∥DG(Klh)+‖Bh∇Γ uh‖L2(Kh)
)
‖R¯‖L2(Kh) .
Applying Theorem 2.2 in Ainsworth & Oden (2011), we have
‖R¯‖2L2(Kh) 6C
∥∥√φKh R¯∥∥2L2(Kh)
6C
(∫
Kh
RR¯φKh dσh+
∫
Kh
R¯(R¯−R)φKh dσh
)
6C
(∫
Kh
RR¯φKh dσh+‖R− R¯‖L2(Kh)
∥∥R¯φKh∥∥L2(Kh)
)
6C
(∫
Kh
RR¯φKh dσh+‖R− R¯‖L2(Kh) ‖R¯‖L2(Kh)
)
.
Combining this with the previous inequality, we get
‖R¯‖2L2(Kh) 6
(
‖R− R¯‖L2(Kh)+Ch−1Kh ‖Ah‖
1/2
L∞(Kh)
(∥∥∥u−ulh∥∥∥DG(Klh)+‖Bh∇Γ uh‖L2(Kh)
))
‖R¯‖L2(Kh) .
Dividing both sides by ‖R¯‖L2(Kh) and making use of the triangle inequality, we obtain
hKh ‖R‖L2(Kh) 6C
(
‖Ah‖1/2L∞(Kh)
(∥∥∥u−ulh∥∥∥DG(Klh)+‖Bh∇Γ uh‖L2(Kh)
)
+hKh ‖R− R¯‖L2(Kh)
)
.
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Next we bound the jump residual ‖r‖L2(∂Kh). Let eh be an edge which is shared by elements K1h =Kh and
K2h and whose closure contains the nodes p1 and p2. Let λi, j, i, j = 1,2, be the barycentric coordinate on
triangle i corresponding to vertex p j, and define φeh |Kih = λi,1λi,2. Thus φeh ∈ H
1
0 (K
1
h ∪K2h ), and φeh > 0
on eh. Finally let weh = K
1
h ∪K2h . Applying similar arguments as for the element residual ‖R‖L2(Kh), we
have ∫
eh
rr¯φeh dsh =
∫
weh
∆Γh uhr¯φeh +∇Γh uh ·∇Γh(r¯φeh) dσh
=
∫
weh
Rr¯φeh dσh+
∫
wleh
Alh∇Γ u
l
h ·∇Γ (r¯lφ leh) dσ +
∫
wleh
(ulh− f )r¯lφ leh dσ
=
∫
weh
Rr¯φeh dσh+
∫
wleh
∇Γ (ulh−u) ·∇Γ (r¯lφ leh) dσ +
∫
wleh
(ulh−u)r¯lφ leh dσ
+
∫
wleh
(Alh−P)∇Γ ulh ·∇Γ (r¯lφ leh) dσ
where again we have used the fact that φeh = 0 on ∂weh so that all boundary terms resulting from the
integration by parts vanish. We now proceed to bounding the terms as done previously to obtain
∫
eh
rr¯φeh dsh 6C
(
‖R‖L2(weh )
∥∥r¯φeh∥∥L2(weh )
+
(∥∥∥u−ulh∥∥∥DG(wleh )+
∥∥Bh∇Γhuh∥∥L2(weh )
)
‖Ah‖1/2L∞(weh )
∥∥∇Γh(r¯φeh)∥∥L2(weh )
)
where again the constant C depends only on the shape regularity of the mesh. Since r¯φeh is a polynomial,
it satisfies the inverse inequalities∥∥r¯φeh∥∥L2(weh ) 6Ch1/2Kh ‖r¯‖L2(eh) , ∥∥∇Γh(r¯φeh)∥∥L2(weh ) 6Ch−1/2Kh ‖r¯‖L2(eh) .
Applying these inverse inequalities, we get
∫
eh
rr¯φeh dsh 6C
(
h−1/2Kh ‖Ah‖
1/2
L∞(weh )
(∥∥∥u−ulh∥∥∥DG(wleh )+‖Bh∇Γ uh‖L2(weh )
)
+h1/2Kh ‖R‖L2(weh )
)
‖r¯‖L2(eh) .
Applying Theorem 2.4 in Ainsworth & Oden (2011), we have
‖r¯‖2L2(eh) 6C
∥∥√φeh r¯∥∥2L2(eh)
6C
(∫
eh
rr¯φeh dσh+‖r− r¯‖L2(eh)
∥∥r¯φeh∥∥L2(eh)
)
6C
(∫
eh
rr¯φeh dσh+‖r− r¯‖L2(eh) ‖r¯‖L2(eh)
)
.
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Combining this with the previous inequality, we get
‖r¯‖2L2(eh) 6C
(
‖r− r¯‖L2(eh)+h
−1/2
Kh
‖Ah‖1/2L∞(weh )
(∥∥∥u−ulh∥∥∥DG(wleh )+‖Bh∇Γ uh‖L2(weh )
)
+h1/2Kh ‖R‖L2(weh )
)
‖r¯‖L2(eh) .
Dividing both sides by ‖r¯‖L2(eh) and making use of the triangle inequality, we obtain
h1/2Kh ‖r‖L2(eh) 6C
(
‖Ah‖1/2L∞(Kh)
(∥∥∥u−ulh∥∥∥DG(Klh)+‖Bh∇Γ uh‖L2(Kh)
)
+hKh ‖R‖L2(weh )
+h1/2Kh ‖r− r¯‖L2(eh)
)
.
For the jump term in our estimator, we note that since [u] = 0 we have∥∥∥√βeh [uh]∥∥∥L2(∂Kh) =
∥∥∥√βelh [ulh]∥∥∥L2(∂Klh) =
∥∥∥√βelh [u−ulh]∥∥∥L2(∂Klh) 6C
∥∥∥u−ulh∥∥∥DG(Klh) .

6. Numerical Tests
In this section we present some numerical tests which verify the reliability and efficiency of the a pos-
teriori estimator given in Theorem 4.1. In addition, we look at the benefits of using adaptive refinement
for PDEs posed on surfaces and present our own adaptive strategy based on the geometric residual of
the estimator.
6.1 Implementation Aspects
All tests are performed using DUNE-FEM, a discretization module based on the Distributed and Uni-
fied Numerics Environment (DUNE), (further information about DUNE can be found in Bastian et al.
(2008a), Bastian et al. (2008b) and Bastian et al. (2012)). In all our numerical tests we choose the poly-
nomial order on each element Kh ∈Th to be 1, the penalty parameters to be equal to 10 and the constant
C appearing in the estimator given in Theorem 4.1 to be equal to 1. The initial mesh generation for each
test case is performed using the 3D surface mesh generation module of the Computational Geometry
Algorithms Library (CGAL) (see Rineau & Yvinec (2009)).
It is worth mentioning that for both test problems discussed below, the lifted point ξ (x) cannot be
computed exactly and thus has to be approximated. Details of the algorithm used to do so and further
implementational aspects regarding the numerical scheme and the estimator can be found in Demlow &
Dziuk (2008) and Dedner et al. (2013).
6.2 Test Problem on Dziuk Surface
The first test problem will consider (2.2) on the Dziuk surface, given by Γ = {x ∈ R3 : (x1− x23)2 +
x22+ x
2
3 = 1.}. As a test solution, we took the function
u(x,y,z) = e
1
1.85−(x−0.2)2 siny
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which has sharp gradient changes, as shown in Figure 1(a). In Figure 2(a) we plot each of the con-
tributions of our error estimator against the number of degrees of freedom when performing global
refinement for the Dziuk surface. Note that we plot the standard residual with its geometric scaling
term i.e.
(
∑Kh∈Th ‖Ah‖l2,L∞(wKh )η
2
Kh
)1/2
. Notice how both the geometric residual
(
∑Kh∈Th G
2
Kh
)1/2
and
the DG geometric residual
(
∑Kh∈Th G
2
DGKh
)1/2
converge with higher order as suggested by Lemma 4.2.
Figure 2(b) confirms that our estimator is efficient, with an efficiency index of about 5.6.
(a) (b)
FIG. 1: Front and rear view of the initial mesh for the Dziuk surface.
(a) (b)
FIG. 2: Residual components (left) and efficiency index (right) for the Dziuk surface.
Despite the geometric residual being asymptotically of higher order, it is often the case that initial
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grids poorly resolve areas of high curvature. This is in fact the case with our initial mesh of the Dziuk
surface as can be seen in Figure 1(b). Hence, in practice, the geometric residual can be very large for
coarser meshes and even remain dominant after multiple global refinements. What we now aim to show
is that adaptive refinement strategies based on our estimator are not only useful for problems with sharp
changes in the solution, but are also a way of rapidly decreasing the geometric residual for meshes with
poorly resolved high curvature areas compared to global refinement.
Figure 3(a) shows the plots of the estimator and the true error when performing global and adaptive
refinement against the number of degrees of freedom for the Dziuk surface. The adaptive refinement
strategy used here is the so-called fixed fraction strategy, detailed for example in Section 3.2 in Ran-
nacher & Suttmeier (1999), with rate θ = 0.3. Notice how the estimator and the true error decrease
at a faster rate for coarser meshes when using adaptive refinement, which is due to it rapidly reducing
the initially dominant geometric residual. In addition, our estimator appears to attain a given error with
approximately a third of the number of degrees of freedom required by global refinement. Figure 3(b)
shows an adaptively refined mesh for the Dziuk surface colour coded by element size. Notice how our
estimator captures both the region with exponential peaks (right) and the regions with high curvature
(left).
(a) (b)
FIG. 3: Estimated/true errors for uniform and adaptive refinement (left) and an adaptively refined
mesh (right) for the Dziuk surface colour coded by element size.
6.3 Test Problem on Enzensberger-Stern Surface
Our second test problem, taken from Dedner et al. (2013), considers (2.2) on the Enzensberger-Stern
surface given by Γ = {x ∈ R3 : 400(x2y2 + y2z2 + x2z2)− (1− x2− y2− z2)3− c = 0} where c = 40
and whose exact solution is chosen to be given by u(x) = x1x2. This is a more extreme example of a
surface with high curvature areas whose initial mesh poorly resolves them, as shown in Figure 4(a).
In fact, it is worth noting that as c→ 0 the width δU of the open subset U required for the one-to-one
property of (2.1) to hold locally tends to zero. In Figure 4(b) we plot each of the contributions of our
error estimator against the number of degrees of freedom when performing global refinement for the
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Enzensberger-Stern surface. Notice how the geometric residual term remains the dominant source of
error all the way through our computations despite converging with higher order.
(a) (b)
FIG. 4: Initial mesh (left) and residual components (right) for the Enzensberger-Stern surface.
Figure 5(a) shows the plots of the estimator and the true error when performing global and adaptive
refinement against the number of degrees of freedom for the Enzensberger-Stern surface. The estimator
decreases at a much faster rate for coarser meshes when using adaptive refinement by rapidly reducing
the geometric residual.
Figure 5(b) shows the efficiency of the estimator when performing respectively uniform and adaptive
refinement, the latter converging significantly faster to an efficiency index of 5.9. Figure 5(c) shows
an adaptively refined mesh for the Enzensberger-Stern surface colour coded by element size. Again,
our estimator manages to capture the regions of high curvature which were the cause of the dominant
geometric residual occuring for global refinement.
We also consider an adaptive refinement strategy based on the geometric residual, as numerics have
suggested that it is the dominant contribution for grids that poorly resolve the underlying surface. This
strategy only computes the DG approximation uh if the geometric residual statisfies(
∑Kh∈Th G
2
Kh
)1/2
(
∑Kh∈ThR
2
Kh
+R2DGKh
+G 2Kh +G
2
DGKh
)1/2 6 tolgeometric
where tolgeometric ∈ (0,1) is some user-defined tolerance which prescribes how small the geometric
residual should be relative to the full estimator. Otherwise, we recompute the estimator and adaptively
refine the grid until the criteria is satisfied. In Figures 5(a) and 5(b) we also show respectively the plots
of the estimator/true error and the efficiency index when performing our geometric adaptive refinement
strategy. Highlighted are the iterations at which the DG approximation is recomputed; the true error is
only plotted for those iterations. Our estimator reaches a similar error as the standard adaptive strategy
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as we increase the number of degrees of freedom but requires far less recomputations of the DG ap-
proximation (11 for the standard adaptive strategy compared to 5 for the geometric adaptive strategy),
hence significantly more computationally efficient. It is also worth mentioning that although we do not
have a rigorous proof that the stopping criteria for our geometric adaptive refinement strategy would be
satisfied, it appears that this is in fact the case for all of our test problems, with the number of iterations
required to satisfy the stopping criteria decreasing as expected. Note also that after a number of refine-
ment steps the curves for both refinement strategies seem to collapse but that we are in fact reaching the
same error with slightly fewer elements in addition to requiring fewer computations of uh.
7. Conclusions
In this paper, we derived a dual weighted residual-based a posteriori error estimate for a surface DG dis-
cretisation of a model second-order elliptic problem posed on a smooth surface in R3. We proved both
reliability and efficiency of the error estimator in the energy norm and showed that the error may be split
into a “residual part”, made up of the standard resdidual term along with the jump of the DG approxi-
mation, and a higher order “geometric part” which arises from the lack of Galerkin orthogonality. These
were then verified numerically for a number of test problems and, in the process, we showed the benefits
of using adaptive refinement for problems on surfaces with poorly resolved regions of high curvature.
We then described and tested an adaptive refinement strategy which was based on the “geometric part”
of the residual and showed that we may obtain similar errors to the standard adaptive refinement strategy
for a fraction of the computational cost. We have recently derived higher-order a priori error estimates
for a large class of surface DG methods in Antonietti et al. (2013) and will naturally be looking at ex-
tending our estimator to encorporate both anisotropic DG space order and surface approximation order
in the future.
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