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71 Einleitung
1.1 Motivation
”
A display connected to a digital computer gives us a chance
to gain familiarity with concepts not realizable in the physical
world. It is a looking glass into a mathematical wonderland.“
-Ivan Sutherland (1965)
Zu den Meilensteinen der Informatik-Forschung za¨hlt sicherlich das von
Ivan Sutherland 1968 entwickelte, erste funktionsfa¨hige Head-Mounted-
Display (HMD). Es ermo¨glichte mit einem semi-transparenten Display die
real wahrgenommene Welt um virtuell projizierte Objekte zu erweitern, die
auf Vera¨nderungen der Kopfposition ihre Lage vera¨nderten. Das von ihm
entwickelte Optical-See-Through HMD gilt daher als Wegbereiter dessen
was heute unter dem Begriff Augmented Reality (AR) bekannt ist. Der
Apparat war allerdings so schwer, dass er von der Decke getragen werden
musste. Der Rechner hatte die Gro¨ße eines Wohnzimmerschrankes. Auf-
grund dieser Restriktionen verweilte Augmented Reality lange Zeit in For-
schungslaboren, die Praxistauglichkeit war schlichtweg nicht gegeben.
In den darauf folgenden Jahren machte die Rechnertechnik enorme Fort-
schritte. Computer-Hardware wurde kleiner und leistungsfa¨higer. So brach-
ten vor allem mobile Gera¨te wie Smartphones und Tablets, die notwendigen
Voraussetzungen mit um Augmented Reality zu ermo¨glichen, wie etwa eine
Kamera, Intertialsensorik oder GPS.
Stand heute jedoch, scheint sich die Vision Sutherland’s, die reale Welt
in ein mathematisches Wunderland zu verwandeln nicht erfu¨llt zu haben.
Zwar finden sich zahlreiche AR Anwendungen im mobilen Bereich wie Orts-
basierte Apps, die Umgebungsinformationen ortsabha¨ngig einblenden oder
Marker-basierte Apps, die in Zeitschriften fu¨r Werbezwecke eingesetzt wer-
den. Ein wichtiger Aspekt der AR bleibt jedoch aus: Die ga¨nzliche Ver-
schmelzung der Realita¨t mit der Virtualita¨t. Dies ist zum einen auf die
technischen Herausforderungen zuru¨ckzufu¨hren. So ko¨nnen Trackingkom-
ponenten noch nicht die erforderlichen Antwortzeiten erfu¨llen, Bewegungen
wirken im Bild dadurch zeitlich versetzt, oder 3D-Bilder wirken aufgrund
der falschen Lichteinwirkungen unecht etc.. Zum anderen liegt die Ursache
aber auch in der Akzeptanz der Nutzer. Head-Mounted-Displays, die be-
reits speziell fu¨r die Industrie eingesetzt werden, wirken klobig und sind in
der Bedienung nicht intuitiv genug, um sie im Alltag einzusetzen.
Im Jahr 2012, also 44 Jahre nachdem Sutherland das erste HMD vorstell-
te, wagt das Unternehmen Google mit der Google Glass den Versuch das
8HMD als ein massentaugliches Produkt zu etablieren. Die Google Glass ist
ein 43 Gramm leichtes Brillengestell, bestehend aus einem speziellen Rah-
men mit Miniaturcomputer und einem Prisma zur Projektion des Bildes
auf die Retina des Auges. Die Brille ermo¨glicht Optical-See-Through. Diese
AR-Methode ermo¨glicht die reale Welt mit eigenen Augen wahrzunehmen,
wa¨hrend ein optischer Kombinierer diese um virtuelle Bilder erweitert. Da-
mit gilt sie auch als Aufschwung dessen, was Sutherland als Vision formu-
lierte.
Google musste sich jedoch schnell Kritik aussetzen, die Brille sei nicht aus-
gereift, bzw. funktional sehr eingeschra¨nkt und ko¨nne durch das Prisma im
oberen rechten Sichtbereich nicht als Augmented Reality-Brille bezeichnet
werden. Tatsa¨chlich wurde die Brille nur fu¨r Test- und Entwicklungszwecke
an ausgewa¨hlte Personen freigegeben, wodurch das Potenzial und der Nut-
zen der Brille bislang noch nicht vollsta¨ndig ausgescho¨pft werden konnte.
Zahlreiche Entwickler haben bereits erste Prototypen fu¨r die Datenbril-
le entwickelt, wie etwa Apps fu¨r Gesichtserkennung, Spiele oder nu¨tzliche
Tools fu¨r den Alltag. Darunter auch einige ortsabha¨ngige AR-Apps, die
Umgebungsinformationen zu Geba¨uden oder alten Besichtigungssta¨tten an-
zeigen ko¨nnen. Diese Art der AR wird auch ortsbasierte AR genannt und
dient dazu kontextabha¨ngige Informationen aus der aktuellen Position und
dem Sichtfeld des Benutzers zu ermitteln. Im Indoor-Bereich gab es hierzu
bisher jedoch wenige Ansa¨tze, mit der Google Glass bisher gar keine.
Die folgende Arbeit stellt einen ortsbasierten AR Ansatz innerhalb von Ge-
ba¨uden vor, bei dem die Google Glass als Optical-See-Through-Device zum
Einsatz kommt. In Form einer Machbarkeitsstudie soll der Nutzen der Goo-
gle Glass im Alltag und dessen Potenzial als AR-Brille anhand eines Fallbei-
spiels einer AR-Navigationsapplikation an der TH Ko¨ln aufgezeigt werden.
Hierfu¨r wird ein Konzept zum Aufbau eines geeigneten Umgebungsmodells
vorgestellt und mo¨gliche Verfahren zur Positionsbestimmung innerhalb von
Geba¨uden evaluiert. Anhand der Position sollen Kontext-abha¨ngige virtu-
elle Objekte in das Sichtfeld des Benutzers eingeblendet werden.
1.2 Szenario und Problemstellung
Der Campus Gummersbach der Technische Hochschule besteht aus etwa 60
Lehrra¨umen, die sich in 3 Etagen erstrecken und kann circa 3200 Studen-
ten aufnehmen. Fu¨r das Auffinden von Ra¨umen innerhalb des Geba¨udes
stehen Raumpla¨ne zur Verfu¨gung, jedoch stellt sich oftmals die Suche nach
dem richtigen Raum, besonders fu¨r Erstsemester-Studenten oder Besucher,
als Herausforderung dar. Dies gilt insbesondere fu¨r die Suche nach freien
Ra¨umen, da diese als solche in der Regel nicht gekennzeichnet sind.
Aus dieser Problemstellung heraus wurde entschieden, eine ortsbasierte AR-
9Navigations-App zu implementieren, die es Benutzern erlaubt innerhalb
des Geba¨udes zu navigieren. Als geeignetes Fallbeispiel fu¨r den Nutzen von
Augmented Reality sollen dem Benutzer Kontextinformationen in seiner
Umgebung, wie z. B. zu Ra¨umlichkeiten angezeigt werden. Hierbei sollte zu
einem Lehrraum die Raumnummer und die aktuelle und na¨chste Vorlesung
erkennbar sein, sodass der Benutzer freie von besetzten Ra¨umen unterschei-
den kann. Des Weiteren sollte man von einer gewissen Ausgangsposition zu
einem Raum bzw. Flur des gesuchten Raumes navigieren ko¨nnen.
1.3 Aufbau der Arbeit
Die Masterarbeit ist wie folgt strukturiert: Im zweiten Kapitel wird Aug-
mented Reality definiert und dessen Grundbausteine erla¨utert. Des Wei-
teren wird die Google Glass vorgestellt und die grundlegenden Konzepte
der Indoor-Navigation dargelegt. Das dritte Kapitel umfasst die Analyse-
Phase, in welcher auf Basis der Anforderungen eine AR Methodik gewa¨hlt
und damit die Grundvoraussetzungen beschrieben werden. Zugleich befasst
sich das Kapitel mit dem Grundkonzept der Augmented Reality Applikati-
on sowie mit der Evaluation der zu verwendeten Verfahren und Methoden.
Kapitel 4 beschreibt die Implementierung, wobei die Gesamtarchitektur
des Systems und dessen Hauptkomponenten erla¨utert werden. Im darauf-
folgenden Kapitel erfolgt die Evaluation anhand eines Testfalls. Die Arbeit
schließt mit einem Fazit und einem Ausblick ab.
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2 Grundlagen
Das folgende Kapitel gibt, basierend auf der Arbeit
”
Augmented Reality
Definition, Realisierung und Nutzen“1, einen Einblick in die Grundlagen
der erweiterten Realita¨t und fu¨hrt fundamentale Definitionen und Begriffe
ein, die fu¨r das Versta¨ndnis der Arbeit notwendig sind. Ferner werden we-
sentliche Konzepte und der Standortbestimmung beleuchtet und der Stand
der Technik vorgestellt. Zuletzt wird die Google Glass eingefu¨hrt.
2.1 Augmented Reality
2.1.1 Definition
Der Begriff
”
Augmented Reality“, oder zu deutsch
”
erweiterte Realita¨t“,
wurde erstmalig in der Flugzeugindustrie verwendet. Die Boeing Mitar-
beiter Tom Caudell und David Mizell entwickelten im Rahmen eines For-
schungsprojektes ein Head-Up Display2, um Flugzeugbauern das Verlegen
von Kabelba¨umen auf sogenannten Formboards zu vereinfachen. Die Head-
Up Displays markierten auf den Formboards die Stellen, an denen sie die
Kabel verlegen mussten. Auf diese Weise konnten Flugzeugbauer ihre Effi-
zienz erheblich steigern.
Eine allgemein anerkannte Definition fu¨r Augmented Reality existiert zum
jetzigen Stand nicht. Die meist zitierte Definition stammt von Ronald T.
Azuma. In seiner 1997 erschienenen Schrift
”
A Survey of Augmented Rea-
lity“3 fu¨hrt dieser drei grundlegende Merkmale auf, die ein Augmented
Reality-System auszeichnet.
1. Combines Real And Virtual (Kombiniert Realita¨t mit Vir-
tualita¨t)
2. Interactive In Real Time (In Echtzeit interaktiv)
3. Registered In Three Dimensions (Registrierung in drei Di-
mensionen)
Das erste und auch das wichtigste Merkmal das Azuma beschreibt,
charakterisiert das Grundprinzip von Augmented Reality: Die Realita¨ts-
wahrnehmung des Menschen wird durch virtuelle Inhalte angereichert. Im
Idealfall ist dabei das virtuelle Bild mit dem real wahrgenommenen Bild
vollsta¨ndig verschmolzen.
Das zweite Merkmal besagt, dass sich die virtuell angereicherten Inhalte
1Vgl. Scheinmann, Augmented Reality - Definition, Realisierung und Nutzen, S.5-S.22
2Vgl. Caudell und Mizell, Augmented Reality: An Application of Heads-Up Display
Technology to Manual Manufacturing Processes, S.659-669
3Vgl. Azuma, Presence: Teleoperators and Virtual Environments, Nr. 4, Bd. 6, 1997,
S.2
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in Echtzeit, abha¨ngig vom Kontext des Blickfeldes stets aktualisieren. Im
Idealfall geschehe dies in einem Zeitraum, der geringer sei, als der zeitliche
Abstand zum na¨chsten Bild4, damit der Eindruck entstehe, die virtuellen
Objekte seien real.
Das letzte Merkmal setzt voraus, dass sich die virtuell erzeugten Inhalte im
dreidimensionalen Raum einfu¨gen mu¨ssen.
Azuma’s Definition nimmt wenig Bezug auf die technische Realisierung von
Augmented Reality, sodass hier ein gro¨ßerer Interpretationsspielraum ent-
steht. So ko¨nnte man sowohl Head-Mounted-Displays, die am Kopf getragen
werden, wie auch weitere Techniken wie Fernseher, Smartphones oder Ta-
blets zur Realisierung von AR genutzt werden. Als Beispiel wa¨re hier die
bei einer Freistoßsituation angezeigte Entfernung von einem Fußballspieler
zum Tor bei einer Fußballu¨bertragung im Fernsehen zu nennen. Hierbei
wird na¨mlich das Live-Bild um virtuelle Inhalte wie bspw. ein Pfeil und die
entsprechende Entfernung erweitert. Prinzipiell wu¨rden damit alle Voraus-
setzungen von Azuma erfu¨llt werden. Handelt es sich wiederum um eine
angezeigte Abseitslinie in der Wiederholung, so wu¨rde dies dem zweiten
Kriterium, na¨mlich der Echtzeitu¨berlagerung widersprechen, da die auf-
genommenen Kamerabilder nachbearbeitet wurden. Da Echtzeit in Azu-
ma’s Definition jedoch nicht spezifiziert wird, ko¨nnte genauso das Freistoß-
Szenario mit Live-Bild U¨bertragung dem Kriterium widersprechen, da eine
Live-U¨bertragung immer zeitversetzt beim Empfa¨nger ankommt.
Das letzte Kriterium muss in der Praxis nicht zwangsla¨ufig erfu¨llt sein. Hier
gibt es durchaus Anwendungsfa¨lle, in denen die Registrierung eine unterge-
ordnete Rolle spielt und vielmehr der Bezug zum dreidimensionalen Raum
relevant ist. Zum Beispiel wird eine App, die beim Blick auf den Himmel, je
nach Blickrichtung jeweilige Informationen zu Sternenbilder darstellt, auch
als AR App bezeichnet.
Schließlich stellt sich bei Azuma’s Definition die Frage, wie viel Virtualita¨t
die Realita¨tswahrnehmung zula¨sst, d.h. ab welchem Grad der Virtualita¨t
noch von erweiterter Realita¨t gesprochen werden kann. Es ist daher eine
klare Abgrenzung zur Virtuellen Realita¨t notwendig, bei welcher die Wahr-
nehmung der Realita¨t in einer in Echtzeit virtuellen Umgebung stattfindet.
Paul Milgram und Fumio Kishino haben sich dieser Problematik angenom-
men und 1994 das sogenannte Realita¨ts-Virtualita¨ts-Kontinuum definiert5.
Die Abbildung 1 stellt das Realita¨ts-Virtualita¨ts-Kontinuum grafisch
4Vgl. To¨nnis, Augmented Reality , S.2
5Vgl. Milgram und Kishino, IEICE Trans. Information Systems, Nr. 12, Bd. E77–D,
1994, S.283
7A. a. O.
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Abbildung 1: Das Realita¨ts-Virtualita¨ts-Kontinuum. Eigene Darstellung in
Anlehnung an Milgram und Kishino7
dar. Es erstreckt sich u¨ber die beiden Endpunkte der Realita¨t und Virtua-
lita¨t und illustriert die dazwischen liegenden U¨berga¨nge. Man kann sich
das Kontinuum also als einen Raum aus Definitionsmengen vorstellen, wo-
bei die Grenzen eher fließend ineinander u¨berlaufen. Nach links hin wa¨chst
der Grad der Realita¨t, wa¨hrend nach rechts hin der Grad die Virtuali-
ta¨t steigt. Wiegt der Teil der Realita¨t u¨ber, spricht man von Augmented
Reality. Wiegt der Teil der Virtualita¨t u¨ber, spricht man von Augmented
Virtuality. Sowohl Augmented Reality als auch Augmented Virtuality fal-
len nach Milgram und Kishino unter die Definition
”
Mixed Reality”, welche
alle Systeme umfasst die Realita¨t und Virtualita¨t miteinander vermischen.
Zuletzt sei noch erwa¨hnt, dass Augmented Reality nicht zwangsla¨ufig auf
die visuelle Ebene beschra¨nkt ist. So existieren auch Anwendungsfa¨lle in
denen andere Sinnesreize virtuell erweitert werden. In dieser Arbeit be-
schra¨nkt sich die Definition auf die visuelle Variante.
2.1.2 Technische Voraussetzungen
Nachdem Augmented Reality definiert wurde, stellt sich noch die Frage
nach der Art und Weise der technischen Realisierung. Es existieren zahlrei-
che Ansa¨tze um Augmented Reality zu erreichen. Das System ha¨ngt hierbei
stark vom Anwendungsfall ab. Prinzipiell kann man jedoch ein AR-System
grob in die folgenden Komponenten aufteilen8:
8Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.242
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Benutzer
Darstellung & Ausgabe
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Eingabe und Interaktion Videoaufnahme
TrackingRegistrierung & Kalibrierung
Abbildung 2: Die Grundbausteine eines AR-Systems. Eigene Darstellung in
Anlehnung an Dorner10.
Die wichtigste Komponente eines Augmented Reality Systems ist das
Tracking. Es hat die Aufgabe die Position, Orientierung und die Lage des
Betrachters zu ermitteln. Eine weitere wichtige Komponente ist die Re-
gistrierung und Kalibrierung. Nachdem die Lage des des Betrachters er-
mittelt wurde, mu¨ssen die virtuellen Inhalte generiert und auf Basis der
Tracking-Informationen an der richtigen Stelle und in der richtigen Lage
in das Blickfeld des Benutzers platziert werden. Schließlich muss das Bild
auf einem Ausgabegera¨t gerendert werden. Optional existiert eine Eingabe-
schnittstelle, mit welcher der Benutzer interagieren kann. Auch eine Kamera
zur Videoaufnahme ist nicht zwingend notwendig. Sie wird meistens beno¨-
tigt um Video-See-Through zu ermo¨glichen (siehe 2.1.2.1) oder um bildba-
sierte Trackingverfahren einzusetzen. Im Folgenden werden die wichtigsten
Komponenten eines AR-Systems genauer erla¨utert.
2.1.2.1 Darstellung & Ausgabe
Die Ausgabe eines Augmented Reality Systems charakterisiert die Art und
Weise, in welcher dieses die Verschmelzung von Realita¨t und Virtualita¨t
erreicht. Man unterscheidet die folgenden Arten der Ausgabe1112:
1. Optisches See-Through
2. Video See-Through
3. Ra¨umlich
Beim optischen See-Through Verfahren nimmt der Benutzer die reale
Welt mit den eigenen Augen wahr. Ein optischer Kombinierer sorgt dafu¨r,
10Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.242
11Vgl. a. a. O., S.248
12Vgl. Bimber und Raskar, Spatial Augmented Reality: Merging Real and Virtual
Worlds: A Modern Approach to Augmented Reality , S.6
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dass die reale Welt durch virtuelle Inhalte u¨berblendet werden13. Es exis-
tieren verschiedene technische Ansa¨tze fu¨r optische Kombinierer. Oftmals
werden solche mithilfe von semi-transparenten, reflektierenden Displays rea-
lisiert, die nur einen Teil der von vorne einfallenden Lichtstrahlen passieren
lassen, um einen Teil des Lichtes aus dem Anzeigegera¨t heraus in das Auge
reflektieren zu ko¨nnen14.
Position / Lage
Virtuelle Objekte
Reale Welt
Optischer
Tracker
Szenengenerator
Kombinator
Anzeigegera¨t
Abbildung 3: Optisches See-Through Verfahren. Eigene Darstellung in An-
lehnung an Azuma 16.
Der Hauptvorteil dieser Methode liegt darin, dass der Benutzer immer
die reale Welt mit eigenen Augen sieht und daher kein verzo¨gertes Bild
der Realita¨t erha¨lt. Dies geht allerdings mit dem Nachteil daher, dass das
virtuelle Bild sehr kurze Antwortzeiten liefern muss um bei der U¨berla-
gerung keine Verzo¨gerungen zu erzeugen. Aufgrund dieser Tatsache stellt
diese Form der Ausgabe deutlich ho¨here Anforderungen an das Tracking,
Rendering und die Verarbeitungszeit des Rechners.
Ein weiterer Nachteil bei der Nutzung von semi-transparenten Displays ist
das transparente Bild, wodurch virtuelle Inhalte unecht wirken. Dies macht
sich insbesondere bei besonders hellen und besonders dunklen Umgebungen
bemerkbar. Entweder ist das natu¨rliche Licht zu stark und die virtuellen
Inhalte verblassen, oder es ist zu schwach und das Licht der Anzeigekom-
ponente u¨berstrahlt die reale Umgebung.
Ein Beispiel fu¨r die Realisierung von Optical-See-Through sind Head-Mounted-
Displays. Diese werden direkt am Kopf getragen und das Bild wird in der
Na¨he des Auges projiziert. Ein anderes Beispiel sind Head-Up-Displays
(HUD), die ha¨ufig in Flugzeugen oder neuerdings auch in Autos zu fin-
den sind. Hierbei befindet sich der optische Kombinierer ha¨ufig weiter vom
13Vgl. Azuma, Presence: Teleoperators and Virtual Environments, Nr. 4, Bd. 6, 1997,
S.455-464
14Vgl. a. a. O.
16A. a. O.
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menschlichen Auge entfernt.
Beim Video-See-Through sieht der Benutzer immer nur ein aufgenommenes
Echtzeit-Video der Realita¨t17. Ein solches AR-System besteht zwingend aus
einer Video-Kamera, die das aktuelle Live-Bild erfasst und einem Tracking-
System, welches die Lage und Position ermittelt. Anhand der Trackingdaten
werden die virtuellen Objekte korrekt berechnet und mithilfe eines Video-
kombinierers mit dem Videobild verschmolzen. Das finale Bild wird dann
im Anzeigegera¨t ausgegeben.
Position / Lage
Video der realen Welt
Reale Welt
Tracker
Szenen
Anzeigegera¨t
generator
Video Kamera
Videokombinierer
Virtuelle
Objekte
Kombiniertes Video
Abbildung 4: Video See-Through Verfahren. Eigene Darstellung in Anleh-
nung an Azuma 19.
Durch die Mo¨glichkeit, das von der Video-Kamera aufgenommene Bild
Pixel-genau modifizieren zu ko¨nnen20, gestaltet sich die Verschmelzung von
Virtualita¨t und Realita¨t deutlich einfacher. Die U¨berlagerung von virtuel-
len Inhalten wird nicht durch a¨ußere Lichteinflu¨sse beeinflusst, so wie das
beim optischen See-Through-Verfahren der Fall ist. Zudem kann eine durch
Tracking- und CPU-Rechenzeit verursachte Bearbeitungsverzo¨gerung mit-
hilfe einer geringeren Bildrate kompensiert werden. Auf diese Weise kann
erreicht werden, dass die virtuellen Inhalte sich zwangsla¨ufig im Live-Bild
korrekt einfu¨gen. Dies hat jedoch zur Folge, dass der Benutzer das Ge-
samtbild verzo¨gert erha¨lt. Es muss daher stets ein Kompromiss zwischen
niedriger Bildrate und Schwimmeffekten gefunden werden.
Es gibt verschiedene Mo¨glichkeiten Video-See-Through zu realisieren. In der
Praxis ko¨nnen hierfu¨r HMD’s, HUD’s oder herko¨mmliche PCs oder PDA’s
17Vgl. Azuma, Presence: Teleoperators and Virtual Environments, Nr. 4, Bd. 6, 1997,
S.455-464
19A. a. O.
20Vgl. a. a. O., S.455-464
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zum Einsatz kommen. Besonders ha¨ufig finden sich Video-See-Through An-
wendungen aber auf Tablet-PCs oder Smartphones.
Ra¨umliche oder umgebungsfixierte21 Verfahren unterscheiden sich von den
vorherigen vorgestellten Verfahren dadurch, dass die virtuellen Inhalte vom
Betrachter losgelo¨st im freien Raum visualisiert werden. Mithilfe spezieller
Projektionstechniken lassen sich auf beliebige Oberfla¨chen virtuelle Inhalte
projizieren. Der Vorteil solcher Systeme liegt in der Mo¨glichkeit diese kol-
laborativ zu nutzen. Aufgrund der aufwendigen Apparatur sind sie fu¨r den
mobilen Einsatz jedoch nicht geeignet.
2.1.2.2 Tracking
Das Tracking stellt die wichtigste Grundlage eines AR-Systems dar. Im Ide-
alfall liefert es alle sechs Freiheitsgrade einer Pose, also drei Koordinaten
fu¨r die Position und drei Winkel fu¨r die Lage. Durch diese kann ein Be-
zug zum realen dreidimensionalen Raum hergestellt und virtuelle Inhalte
Kontext-abha¨ngig registriert und visualisiert werden.
Die Wahl eines oder mehrerer geeigneter Trackingverfahren ist eine De-
signentscheidung, die vom Anwendungsfall abha¨ngt. Ortsgebundene AR-
Anwendungen werden in der Regel mit laufzeitbasierten in Kombinati-
on mit sensorbasierten Systemen realisiert, um ortsabha¨ngig Inhalte in
der Umgebung zu visualisieren. Objektabha¨ngige AR-Anwendungen wer-
den meist mit optischen Verfahren realisiert.
Man unterscheidet generell zwischen den folgenden Tracking-Verfahren:
1. Mechanisch
2. Optisch (markerbasiert oder markerlos)
3. Laufzeitbasiert
4. Sensorbasiert
Das mechanische Tracking wurde bereits 1965 von Ivan Sutherland ein-
gesetzt22. In der Regel werden hierfu¨r aus mehreren Gelenken und Metall-
stangen bestehende mechanische Arme eingesetzt. In jedem Gelenk wird
der Rotationswinkel kontinuierlich gemessen. Im Zusammenhang mit den
La¨ngeninformationen der Metallsta¨be wird daraus die relative Position der
Gelenke zur Basis ermittelt23.
21Vgl. To¨nnis, Augmented Reality , S.25
22Vgl. Sutherland, A Head-mounted Three Dimensional Display
23Vgl. Bormann, Virtuelle Realita¨t: Genese und Evaluation, S.57-71
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Der Nachteil solcher Konstruktionen ist die eingeschra¨nkte Bewegungsfrei-
heit und Mobilita¨t. Neben solchen feststehenden Konstruktionen, werden
daher auch tragbare Systeme wie bspw. Exoskellete24 eingesetzt.
Unter dem optischen Tracking versteht man das Ermitteln der Pose mit-
tels Videobildanalyse. Eine Videokamera erfasst dabei das Bild entweder
relativ zum Objekt (inside-out) oder vom Objekt losgelo¨st (outside-in)25.
Ein Beispiel fu¨r ein Inside-Out-System wa¨re ein Video-See-Through HMD.
Ein Outside-In-System ko¨nnte beispielsweise eine Fußballu¨bertragung mit
AR-Elementen sein.
Beim optischen Tracking werden prinzipiell zwischen markerbasiertem und
markerlosem Tracking2627 unterschieden.
Das markerbasierte Tracking ist ein optisches Tracking-Verfahren wel-
ches die Pose relativ zur Kamera ermittelt. Um die Pose zu bestimmen,
werden sogenannte Marker eingesetzt. Marker sind Objekte, die durch ih-
re Art und Form leicht durch eine Kamera identifiziert werden ko¨nnen28.
Solche Marker weisen daher eindeutige Merkmale wie z. B. Helligkeit, Re-
flektioncharakteristiken, Farbe oder Kontrast auf, um diese im Videobild
von anderen Objekten unterscheiden zu ko¨nnen. Dabei unterscheidet man
wiederum zwischen aktiven und passiven Markern. Aktive Marker erzeugen
selbst ku¨nstliches Licht um diese im Videostrom herausfiltern zu ko¨nnen. In
der Regel wird hierfu¨r Infrarotlicht eingesetzt, da dieses vom menschlichen
Auge nicht sichtbar ist. Passive Marker bestehen entweder aus retroreflek-
tiven Materialien, sodass kein zusa¨tzliches Licht beno¨tigt wird, oder aus
bestimmten Mustern, die mittels Bildanalyse identifiziert werden29. Letz-
tere sind besonders kosteneffizient zu realisieren.
Markerbasierte Trackingsysteme setzen zwingend Marker voraus, die vor-
her an den jeweiligen Stellen platziert werden mu¨ssen. Da dies nicht im-
mer wu¨nschenswert bzw. realisierbar ist, mu¨ssen ha¨ufig auch markerlose
Verfahren zum Einsatz kommen. Eines dieser Verfahren ist das Feature-
Tracking30. Solche Trackingsysteme verwenden natu¨rliche Merkmale, soge-
nannte
”
Features“, wie Kanten, Ecken um die Pose zu bestimmen31. An-
24Vgl. o. V., Gypsy Motion capture system technology explained
25Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.107-109
26Vgl. To¨nnis, Augmented Reality , S.45-52
27Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.104-107
28Vgl. Mehler-Bicher, Reiß und Steiger, Augmented Reality: Theorie und Praxis, S.29
29Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.104
30Vgl. Furht, Handbook of Augmented Reality , S.255
31Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.107
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hand von Eck-, Kanten-, oder Blobdetektoren werden Merkmale im Bild
ausfindig gemacht. Canny-Detektoren werden eingesetzt, um die Kanten
aus dem Bild zu extrahieren. Featuredetektoren wie FAST, um Ecken zu
markieren, oder SIFT, um sogenannte Keypoints herausfiltern ko¨nnen32.
Die Merkmalregionen werden anschließend durch aussagekra¨ftige, eindeu-
tige und invariante Eigenschaften beschrieben (sogenannte Deskriptoren),
die unabha¨ngig von ihrer Position, Rotation oder Skalierung miteinander
vergleichbar sind (Feature Description)33. Auf diese Weise ko¨nnen die De-
skriptoren in jedem weiteren Bild im Videostrom verfolgt werden (Feature
Matching).
Ein weiteres Beispiel fu¨r ein markerloses Verfahren ist die Analyse durch
Synthese. Hierbei wird ein reales Objekt nahezu identisch als virtuelles
dreidimensionales Objekt nachgebildet. Durch die Mo¨glichkeit, das virtu-
elle Modell beliebig rotieren zu ko¨nnen, und das daraus gerenderte Bild
mit dem realen Objekt vergleichen zu ko¨nnen, ist ein solches System in der
Lage die Pose des Objektes zu ermitteln34.
Neben optischen, markerbasierten Tracking ist das laufzeitbasierte Tracking
das am ha¨ufigsten verwendete Tracking-System. Darunter versteht man
Systeme, die die gemessene Zeit eines Signals von einer Sendequelle zum
Empfa¨nger nutzen um die Position eines Objektes zu bestimmen35. Das
wohl bekannteste laufzeitbasierte Tracking-System ist das Global Positio-
ning System (GPS) . Dabei senden Satelliten ein Signal mit einem exak-
ten Zeitstempel an einen Empfa¨nger aus. Anhand eines Zeitstempels zur
Empfangszeit kann der Empfa¨nger die U¨bertragungszeit der Signale und
somit die Entfernung des Satelliten zum Empfa¨nger berechnen. Mit den
entsprechenden Entfernungen zu allen Satelliten erha¨lt der Empfa¨nger Ra-
diuskurven, dessen Schnittpunkt die Position darstellt36. Ein Beispiel fu¨r
ein laufzeitbasiertes System innerhalb von Geba¨uden ist das Wireless Lo-
cal Area Network. Auch hier kann die Position anhand der Signallaufzeit
von AccessPoints ermittelt werden. Zudem ko¨nnen Ultraschall- oder In-
frarotsensoren genutzt werden, um die Entfernung zwischen Sender und
Empfa¨nger zu berechnen.
Sensorbasierte Trackingsysteme ermitteln die Pose eine Objektes mithilfe
von spezieller Sensorik. Hierunter fa¨llt die Inertialsensorik, also Gyroskope
oder Beschleunigungssensoren, die die Drehraten und Beschleunigung mes-
32Vgl. Furht, Handbook of Augmented Reality , S.257-258
33Vgl. o. V., CS-9645 Introduction to Computer Vision Techniques Winter 2014, S.1-2
34Vgl. Schumann, Achilles und Mu¨ller, Analysis by Synthesis Techniques for Markerless
Tracking, S.4
35Vgl. To¨nnis, Augmented Reality , S.54
36Vgl. a. a. O., S.55
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sen, wie auch Magnetometer, die in der Lage sind magnetische Stro¨me zu
erfassen.
Intertialsensoren machen vom Massentra¨gheitsgesetz Gebrauch, um die ro-
tatorischen und translatorischen Bewegungsa¨nderungen eines Objektes zu
ermitteln. In der Regel werden mehrere Inertialsensoren zu einer Inertial
Measurement Unit (IMU) zusammengefasst. Diese bestehen meist aus drei
orthogonal ausgerichteten Beschleunigungs- und Gyroskopsensoren, die die
lineare Beschleunigung und die Drehrate in allen drei Achsen (x,y,z) mes-
sen37.
Magnetfeldsensoren, sogenannte Magnetometer, richten sich entweder dem
Magnetfeld der Erde oder nach einem ku¨nstlich erzeugten Magnetfeld aus,
woraus ein Richtungsvektor ermittelt werden kann38. In der Regel wer-
den jedoch ku¨nstliche Magnetfelder erzeugt, da das Erdmagnetfeld durch
sto¨rende Faktoren wie z.B. die Sonne keinen extakten Verlauf hat.39. Iner-
tialsensoren liefern immer nur eine relative Messung zum Ausgangspunkt.
Durch die zweifache Integration der Beschleunigung akkumulieren sich die
Fehler der relativen Messung quadratisch auf, sodass schnell ein sogenannter
Drift entsteht. Dieser la¨sst sich durch einen magnetischen Referenzpunkt
kompensieren. Magnetometer werden daher oftmals in Kombination mit
Inertialsensorik eingesetzt.
2.1.2.3 Kalibrierung & Registrierung
Eine weitere wichtige Komponente eines AR-Systems ist die Kalibrierung
& Registrierung. Unter Registrierung versteht man das korrekte und mo¨g-
lichst exakte Einfu¨gen von virtuellen Inhalten in das reale Bild. Hierfu¨r
ist es notwendig die Ausgabedaten der Tracking-Systeme genau aufeinan-
der abzustimmen. Dies stellt eine besondere Herausforderung dar, da jedes
Tracking System einem eigenen Koordinatensystem unterliegt. Es mu¨ssen
also geeignete Parameter gefunden werden, um die Posedaten der Tracking-
Systeme in das Koordinatensystem des Renderingsystems zu u¨berfu¨hren40.
Bei Optical-See Through Displays kann es zusa¨tzlich notwendig sein, die
Koordinaten der Augen mit denen der Kamera abzustimmen, da sich der
Koordinatenursprung des Auges bspw. durch Bewegungen des Nutzers ver-
schieben ko¨nnte. Es mu¨ssen also rechtzeitig Divergenzen identifiziert und
korrigiert werden. So ko¨nnen beispielsweise auch radiale oder tangentiale
Verzerrungen durch die Kameralinse entstehen, die durch entsprechende
Transformationsparameter kompensiert werden mu¨ssen. In der Literatur
37Vgl. To¨nnis, Augmented Reality , S.52-53
38Vgl. a. a. O., S.54
39Vgl. a. a. O., S.52-53
40Vgl. Suthau, Augmented Reality - Positionsgenaue Einblendung ra¨umlicher Infor-
mationen in einem See Through Head Mounted Display fu¨r die Medizin am Beispiel der
Leberchirurgie, S.64
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wird dieser Prozess gelegentlich auch als
”
Kalibrierung“ bezeichnet. Gene-
rell geht die Definition der Kalibrierung und Registrierung jedoch fließend
u¨ber.
Bei optischen Trackingsystemen unterscheidet man zwischen zwei For-
men von Faktoren: intrinsische (bzw. geometrische) und extrinsische41 Pa-
rameter. Bei intrinsischen Faktoren wird der Zusammenhang zwischen 3D-
und 2D-Bildkoordinaten wiederhergestellt. Hierunter fallen zum Beispiel
Faktoren, die Verzeichnungen bei der Kameralinsenverzerrung42 korrigieren
oder solche, die die Brennweite der Kamera und die Lage des Bildzentrums
ausgleichen43. Extrinsische Parameter wiederum, stellen den Zusammen-
hang zwischen Welt- und dem Kamerakoordinatensystem her44.
2.1.2.4 Eingabe und Interaktion
Oftmals setzt ein Augmented Reality System auch eine Benutzerschnittstel-
le voraus, um eine Benutzerinteraktion zu ermo¨glichen. Einfache Eingabe-
gera¨te wie die Tastatur oder Maus eignen sich fu¨r AR-Systeme in den meis-
ten Anwendungsfa¨llen nur bedingt, da AR Systeme oftmals Anforderungen
an Mobilita¨t und dreidimensionaler Interaktivita¨t stellen. Es wurden daher
neue Ansa¨tze entwickelt, um eine Benutzer-Interaktion zu realisieren.
Die meist verbreitete Form der AR-Interaktion ist das Tangible User In-
terface45. Wie der Name schon vermuten la¨sst, handelt es sich hierbei um
eine
”
anfassbare“ Form der Interaktion. Oftmals wird diese mithilfe von op-
tischen Trackingverfahren realisiert, wodurch reale Objekte als Anker fun-
gieren, um virtuelle Objekte beliebig manipulieren zu ko¨nnen. Sollen nur
einfache Operationen, wie Verschiebung und Rotation mo¨glich sein, sind
hierfu¨r einfache Marker als Ankerpunkt bereits ausreichend. So kann aus
mehreren Markern bereits ein vollsta¨ndiges Graphical User Interface(GUI)
erzeugt werden. Bei komplexeren Operationen eignen sich z. B. mit aktiven
oder passiven Markern versehene Datenhandschuhe, mit welchem durch
Hand- bzw. Fingerbewegungen virtuelle Inhalte selektiert und manipuliert
werden ko¨nnen. Auch eine Gestensteuerung ist denkbar.
Bei Video-See-Through Systemen, die auf Smartphones oder Tablets zum
Einsatz kommen, bieten sich Touch-Gesten zur Interaktion an. Feststehen-
de Systeme verwenden oft 3D-Ma¨use oder mechanische Konstruktionen, die
bereits in 2.1.2.2 beschrieben wurden.
41Vgl. o. V., 3DReco Homepage
42Vgl. o. V., Vektorgrafik, Verschlusszeit, Verzeichnung, Vignettierung, Vollautomati-
scher Weißabgleich bei Digitalkameras, Vollformatsensor
43Vgl. o. V., 3DReco Homepage
44Vgl. a. a. O.
45Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.285 ff.
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Grundsa¨tzlich kann neben der klassischen Handsteuerung auch der gesam-
te Ko¨rper zur Interaktion genutzt werden. So ko¨nnte z. B. ein Exoskelett
durch Erkennung von bestimmten Bewegungsmuster fest definierte Events
auslo¨sen, sodass das AR-System kontextbezogene Informationen generieren
kann. Zudem werden auch Eye-Tracking-Systeme eingesetzt, um die Blick-
richtung des Benutzers zu erfassen. Auf diese Weise kann ein la¨ngerer ver-
harrter Blick auf ein Objekt als Selektion interpretiert werden. Da jedoch
Eye-Tracking Systeme immer ho¨here Anforderungen an die Kalibrierung
stellen, kann stattdessen die Orientierung des Kopfes bzw. HMD’s oder des
Handheld Gera¨tes genutzt werden um eine Interaktion zu ermo¨glichen46.
Beispielsweise ko¨nnte durch das Vera¨ndern Kopfrichtung das Objekt mit-
tig im Bild anvisiert und durch la¨ngeres Verharren selektiert werden.
Zuletzt kann die menschliche Sprache als Eingabemedium dienen. Da die
automatische Spracherkennung heute eine hohe Genauigkeit erreicht stellt
sie eine geeignete Alternative dar. Auf diese Weise ko¨nnen Funktionen frei-
ha¨ndig ausgefu¨hrt werden. Solche Systeme gehen jedoch mit dem Nachteil
daher, dass die Qualita¨t der Benutzereingaben von Umgebungsgera¨uschen
beeintra¨chtigt werden.
2.2 Auspra¨gungen der AR auf mobilen Gera¨ten
Wie bereits im letzten Kapitel dargelegt, gibt es unza¨hlige Methoden Aug-
mented Reality zu realisieren. Es wurden hier jahrelang vielversprechende
Ansa¨tze vorgestellt, die sich jedoch im Alltag aufgrund der aufwendigen,
schweren und auffa¨lligen Apparatur nur bedingt eigneten. Bedingt durch
den rasanten Fortschritt der Rechnertechnik und der damit einhergehende
Aufstieg des mobilen Marktes, konnte sich Augmented Reality im mobilen
Umfeld erstmals als alltagstaugliche Technologie etablieren.
Generell, bringen heute Handhelds, also Smartphones und Tablets neben
einer Kamera standardma¨ßig viele Komponenten mit, um ein Video-See-
Through Augmented Reality System zu realisieren. Als Beispiele seien hier
die Inertialsensorik, wie Gyroskope, Accelerometer, als auch die Magnet-
feldsensoren oder GPS zu nennen.
Dennoch wurden bis heute nicht alle Tracking-Technologien unterstu¨tzt,
genauso ist die Leistung der Smartphone-Hardware noch nicht in allen Fa¨l-
len ausreichend. Diese Entwicklung hatte zur Folge, dass AR-Systeme im
mobilen Bereich auf die technischen Gegebenheiten der Gera¨te beschra¨nkt
waren und sich daher an solche entsprechend anpassen mussten.
Aus diesen Rahmenbedingungen heraus haben sich im mobilen Umfeld ge-
46Vgl. Dorner, Virtual und Augmented Reality (VR/AR): Grundlagen und Methoden
der Virtuellen und Augmentierten Realita¨t (eXamen.press) (German Edition), S.285 ff.
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nerell zwei Auspra¨gungen der AR entwickelt, die im Folgenden vorgestellt
werden sollen.
2.2.1 Objektbasierte AR
Die objektbasierte Form der erweiterten Realita¨t wird durch visuelle Tracking-
verfahren erreicht. Grundlegend unterscheidet sich das objektorientierte
Tracking vom ortsbasierten Tracking darin, dass die Erweiterung der visu-
ellen Realita¨tswahrnehung nicht durch Informationen u¨ber dem ra¨umlichen
Kontext erfolgt, sondern reale Objekte als Anhaltspunkt und Posebestim-
mung genutzt werden. Hierfu¨r kommen die markerbasierten oder marker-
losen Verfahren zum Einsatz, die zuvor in 2.1.2.2 beschrieben wurden.
Im Bereich der Printmedien haben sich besonders Marker zur Erweiterung
der Realita¨t durch multimediale Inhalte bewa¨hrt. Diese Unterform wird
auch als
”
Augmented Printing “47 bezeichnet. Doch auch ohne Marker ko¨n-
nen virtuelle Objekte bereits korrekt registriert werden. Sicherlich kann hier
als Beispiel aus der Praxis eine App zur Einrichtung von Mo¨beln in Ra¨u-
men herangezogen werden.
2.2.2 Ortsbasierte AR
Bei der ortsbasierten AR werden virtuelle Inhalte u¨ber den ra¨umlichen
Kontext bezogen. Der ra¨umliche Bezug erfolgt dabei losgelo¨st von physi-
kalischen Objekten, u¨ber die Position und Pose des mobilen Gera¨ts. Bei
dieser Form der AR liegt der Schwerpunkt daher vor allem auf Verfahren
zur Positionsbestimmung. Die Funktionsweise eines solchen AR-Systems
ist wie folgt: Zuna¨chst werden an verschiedenen Positionen bzw. Punkte in
einem ra¨umlichen Koordinatensystem Informationen hinterlegt. Anhand ei-
nes standortbezogenen Dienstes wird die Position des Benutzers innerhalb
des Koordinatensystems ermittelt. Mithilfe der Position und der hinter-
legten Informationen im Koordinatensystem, kann der Peilwinkel ermittelt
werden. Zudem kann vom Standort aus, mithilfe der in Handhelds vorhan-
denen Sensorik, die Blickrichtung des Handheld-Gera¨tes erfasst werden.
Alle Informationen werden schließlich zusammengefu¨hrt, um die Position
der virtuellen Objekte im Bild berechnen zu ko¨nnen.
Unter den Beispielen fu¨r ortsbasierte AR finden sich zahlreiche Apps fu¨r
das Auffinden von sogenannten Points of Interests(POI’s), wie Restaurants,
Taxen oder Informationen zu Sehenswu¨rdigkeiten, wie auch AR-Spiele, dar-
unter das von Google entwickelte Spiel Ingress.
47Vgl. Rose M., Augmented Reality und Printmedien
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2.3 Indoor-Navigation
Die Navigation bezeichnet die optimale Wegfindung von einer gegebenen
Position zu einem bestimmten Zielort. Diese setzt sich aus den folgenden
drei Teilbereichen zusammen:
1. Das Bestimmen der Position innerhalb eines zwei- bzw. drei-
dimensionalen Koordinatensystems
2. Das Berechnen eines optimalen Pfades zum gewu¨nschten
Ziel
3. Das Fu¨hren des Benutzers zum gewu¨nschten Ziel
Im allgemeinen Sinne wird die Navigation auch als das Zurechtfinden
innerhalb eines topographischen Raums verstanden. Darunter fallen auch
bspw. Beschilderungen, die einem Benutzer helfen, sich innerhalb eines
Einkaufzentrums zurechtzufinden und dazu beitragen, dass dieser sein ge-
wu¨nschtes Ziel erreicht. Die ersten beiden Teilbereiche mu¨ssen also nicht
zwangsla¨ufig erfu¨llt sein, um Navigation zu ermo¨glichen. Diese Arbeit be-
trachtet auch diesen Aspekt. Die Indoor Navigation beschra¨nkt sich dabei
ausschließlich auf die Navigation innerhalb von geschlossenen Ra¨umen. Dies
stellt eine besondere Herausforderung dar, da auf engerem Raum deutlich
ho¨here Anforderungen an die Genauigkeit gestellt werden. Wa¨hrend es im
Outdoor-Bereich bei der Suche nach einem Geba¨ude auf eine Abweichung
von 5 Metern nicht ankommt, wu¨rde man im Indoor Bereich mit einer der-
artigen Abweichung u. U. bereits mehrere Ra¨ume weiter lokalisiert werden.
Selbstversta¨ndlich ha¨ngt die Genauigkeit auch von dem jeweiligen Anwen-
dungsfall ab.
2.3.1 Standortbestimmung
Zum jetzigen Zeitpunkt existiert noch kein einheitlicher Standard zur In-
door Positionierung. Im Außenbereich ist GPS in Verbindung mit GSM
und WLAN der de-facto Standard. Im Indoor-Bereich eignet sich GPS al-
lerdings nicht. Zum einen liegt die Genauigkeit eines GPS-Systems bei etwa
5-20 Metern und reicht daher fu¨r den Indoor Einsatz nicht aus. Zum an-
deren wird das GPS-Signal der Satelliten innerhalb von Geba¨uden je nach
Baumaterial des Geba¨udes geda¨mpft. Um also eine pra¨zise Lokalisierung
innerhalb von Geba¨uden zu erreichen, mu¨ssen alternative Verfahren zum
Einsatz kommen. Die Abbildung 5 gibt eine U¨bersicht u¨ber mo¨gliche Ver-
fahren.
Die meisten in der Literatur existierenden Verfahren basieren auf Funk.
Dies ist sicherlich auf die Tatsache zuru¨ckzufu¨hren, dass Funknetze in den
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Indoor-Positionsbestimmung
InfrarotBilderkennung Funk Ultraschall
markerbasiert markerlos TOA / TDOA AOACOO
RSS
Trilateration Fingerprint
Probabilistisch Deterministisch
Trilateration Triangulation
Abbildung 5: U¨bersicht u¨ber mo¨gliche Verfahren zur Indoor-
Positionsbestimmung. Eigene Darstellung.
meisten Geba¨uden bereits zur Verfu¨gung stehen. Infrarot basierte Verfah-
ren haben den Nachteil, dass sie sehr Lichtanfa¨llig sind und dass der Sender
immer Sichtkontakt zum Empfa¨nger haben muss. Ultraschall-basierte Ver-
fahren sind wiederum von Umgebungsgera¨uschen abha¨ngig. Zwar existieren
Ansa¨tze mit Schall oder Infrarot, die sich jedoch aufgrund der beno¨tigten
Infrastruktur in der Praxis nicht durchgesetzt haben. Bei Funk-basierten
Verfahren unterscheidet man oftmals zwischen Infrastruktur-basierten oder
Endgera¨te-basierten Verfahren, je nachdem an welchem Endpunkt die Ver-
arbeitung stattfindet.
O
bj
ek
t
Empfa¨nger
Reflektion
Objekt
Beugung & Streuung
Absorbtion
Brechung
Abbildung 6: Mehrwegeausbreitungen bei Funk-basierten Verfahren
Die gro¨ßte Herausforderung an funkbasierten Verfahren sind allerdings
die Pfadverluste48, die Funksignale auf dem Weg vom Sender zum Empfa¨n-
ger erleiden. Hier wa¨re zuna¨chst der Effekt der Absorption zu nennen. Dabei
48Vgl. Popovic, Fachhochschule Wedel – Informatikseminar WS2004 2004, S.1 ff.
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werden Signale beim Versuch Objekte zu durchqueren von bestimmten Ma-
terialien vollsta¨ndig absorbiert, wie bspw. Regentropfen oder Menschen, die
zum Großteil aus Wasser bestehen. Ein weiteres Problem ist die Reflexion.
Objekte mit reflektiven Eigenschaften, wie etwa metallischen Gegensta¨n-
de fu¨hren dazu, dass sich Signale von Objekt zu Objekt hangeln, bis sie
den Empfa¨nger erreichen, wobei die Sta¨rke Signals immer weiter abnimmt.
Ferner entstehen durch Objekte Beugungsverluste, bei denen Signale von
Objekten abgelenkt werden, oder Streuverluste, bei denen ein Signal in
kleinere, schwa¨chere Signale aufteilt wird. In der Praxis treten alle Effekte
in Kombination auf und verursachen unza¨hlig viele Ausbreitungspfade der
Signale. Diese Mehrfachausbreitung der Signale erschwert daher die exakte
Positionsbestimmung maßgeblich. Insbesondere innerhalb von Geba¨uden,
sind solche Effekte aufgrund der engen Dichte der Objekte wie Wa¨nde und
Raumgegensta¨nde sta¨rker ausgepra¨gt.
Im Folgenden sollen die verbreitetsten Verfahren im Detail erla¨utert,
und dazu bereits existierende Arbeiten vorgestellt werden.
2.3.1.1 Time of Arrival / Time Difference of Arrival
Time of Arrival (zu deutsch “Ankunftszeit
”
, kurz TOA) bezeichnet Verfah-
ren, die die Entfernung zwischen einer Sendestation und einem Empfangs-
gera¨t auf Basis der Signallaufzeit ermitteln. TOA nutzt dabei die absolute
Ankunftszeit eines Signals um die Entfernung ermitteln zu ko¨nnen. In der
Praxis wird das Signal jedoch durch a¨ußere Faktoren wie Reflexion oder
Da¨mpfung beeinflusst. Wichtig bei diesem Verfahren ist eine exakte Zeit-
messung von ≤ 1ns, da ansonsten die Genauigkeit um mehrere 100 Meter
abweicht. Ferner mu¨ssen Empfa¨nger und Sender immer zeitlich synchro-
nisiert werden. TOA wird in der Regel bei GPS verwendet, da im Frei-
en die Ausbreitungsgeschwindigkeit relativ konstant ist. Im Indoor-Bereich
existieren bereits Ansa¨tze TOA mit WLAN oder Bluetooth zu realisieren,
allerdings scheitern sie meist aus Kostengru¨nden. Izquierdo et al.49 haben
gezeigt, dass eine Indoor-Positionierung mittels WLAN und TOA mo¨glich
ist. Dabei wurde die Round Trip Time von RTS-Frames als Signallaufzeit
definiert. Ihr System erreichte eine Genauigkeit von etwa zwei Metern. Al-
lerdings mussten hierfu¨r Anpassungen an den Access Points vorgenommen
werden. Auch mit Bluetooth konnte u¨ber TDOA eine Genauigkeit von etwa
1 Meter nachgewiesen werden50. Ein in der Literatur existierendes Beispiel
fu¨r den Einsatz von TDOA mit Ultraschall ist das System Active Bat51.
49Vgl. Izquierdo F. und E., Performance evaluation of a TOA-based trilateration me-
thod to locate terminals in WLAN, S.1 ff.
50Vgl. Fischer G., Bluetooth Indoor Localization System, S.1 ff.
51Vgl. o. V., Active Bat | Indoor-Ortung.de
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Analog zu Time of Arrival existiert das Time Difference of Arrival (kurz
TDOA). Dieses unterscheidet sich von TOA dadurch, dass nicht die ab-
solute Ankunftszeit sondern die Zeitdifferenz zwischen dem Absenden des
Signals bis zum Empfang gemessen wird. Dies wird mithilfe eines Zeitstem-
pels realisiert, der die Sendezeit im Signal codiert. Grundsa¨tzlich gelten hier
die selben Voraussetzungen wie bei TOA, die eine Synchronisation und ge-
naue Zeitmessung notwendig macht.
Die Entfernung zu einer einzigen Basisstation reicht fu¨r die Positionsbe-
stimmung allerdings nicht aus, da dadurch lediglich die ungefa¨hre Position
im Umkreis der Station ermittelt wird. Dies la¨sst sich bildlich (siehe Abb.
7) durch einen Kreis visualisieren, dessen Radius die Entfernung vom Gera¨t
zur Basisstation darstellt. Wenn nun die Entfernung zu mehreren Basissta-
tionen bekannt ist entstehen bildlich auch mehrere Kreise. Schneiden sich
mindestens drei dieser Kreise, dann stellt der Schnittpunkt die theoretische
Position des Empfangsgera¨tes dar.
r1
r2
r3
Abbildung 7: Lateration und Multilateration. Eigene Darstellung.
Diese Methode wird als Lateration bzw. Multilateration bezeichnet.
Ausgangspunkt fu¨r die Berechnung ist die Kreisgleichung
r2 = (x−m1)2 + (y −m2)2 (1)
mit dem Radius r, welcher den Abstand zwischen Basisstation und Emp-
fangsgera¨t beschreibt und dem Punkt M = (m1|m2), der die Position der
Basisstation darstellt. Die Position der Basisstation und die Distanz muss
also bekannt sein. Die unbekannte Position des Empfangsgera¨ts P = (x|y)
auf dem Kreisrand ermittelt man durch Berechnung der Schnittpunkte aller
Kreise in untereinander. Pro Paar wird ein Gleichungssystem aufgestellt,
somit entstehen drei Gleichungssysteme mit jeweils zwei Kreisgleichungen.
Daraus resultieren maximal sechs Schnittpunkte, also jeweils zwei pro Kreis.
Da nur genau ein Schnittpunkt pro Kreis als Position in Frage kommen
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kann, muss der andere Punkt mithilfe einer speziellen Heuristik ausge-
schlossen werden. Beispielsweise werden die Schnittpunkte hinzugezogen,
die sich vom Abstand untereinander am na¨chsten liegen. Der Schwerpunkt
zwischen den drei ermittelten Schnittpunkten stellt schließlich die Position
des Endgera¨ts dar. Da sich ein Funksignal i.d.R. kugelfo¨rmig ausbreitet,
ist es denkbar eine zusa¨tzliche Dimension aufzunehmen. Gerade im Indoor-
Bereich, der sich oftmals u¨ber mehrere Etagen erstreckt, kann eine dritte
Dimension sinnvoll sein, um die Genauigkeit zu verbessern. Die Standort-
bestimmung u¨ber die Lateration erreicht in der Regel eine Genauigkeit von
15 Metern. Die Ungenauigkeit ergibt sich vor allem durch die oben erwa¨hn-
ten Sto¨rfaktoren, die sich durch Da¨mpfungs- bzw. Reflektionseigenschaften
der jeweiligen Objekte in der Umgebung ergeben.
2.3.1.2 Angle of Arrival
Beim Angle of Arrival (AOA wird der Eingangswinkel eines Signals ge-
nutzt um die Position eines Gera¨ts zu ermitteln. Dabei mu¨ssen zwangsla¨ufig
zwei Basisstationen mit ihren Entfernungen zueinander bekannt sein. Sol-
che Basisstationen besitzen spezielle Antennen-Arrays, bestehend aus meh-
reren unterschiedlich ausgerichteten Einzelantennen, die zu einem gleichen
Zeitpunkt den Phasenunterschied zwischen den Signalen messen. Anhand
der Phasenlage der Signale zueinander kann daraus der Eingangswinkel
ermittelt werden. Das Angle of Arrival-Verfahren wird vor allem im GSM-
Bereich genutzt, da hierfu¨r spezielle Funkantennen mit Antennen-Arrays
ausgestattet sind. Ein Praxisbeispiel von AOA ist Ubisense52. Es basiert
auf Ultrabreitband-Technologie (UWB) und verwendet aktive Tags, die der
Benutzer mit sich tra¨gt. Diese senden in regelma¨ßigen Absta¨nden UWB-
Impulse aus. Spezielle Sensoren empfangen die Signale und ko¨nnen anhand
des Eingangswinkel die Position des Benutzers ermitteln.
Ist der Eingangswinkel α einer Basisstation A, Eingangswinkel β der Ba-
sisstation B und die Entfernung AB der Basisstationen untereinander be-
kannt, so la¨sst sich daraus u¨ber Triangulation die Position bestimmen. Die
Triangulation bedient sich dabei des einfachen Sinussatzes im Dreieck, um
schließlich die Position C zu bestimmen:
A
sin(α)
=
B
sin(β)
=
C
sin(γ)
(2)
2.3.1.3 Cell of Origin
Das Cell of Origin (kurz COO) Verfahren ermittelt die Position eines Ge-
ra¨tes anhand der angemeldeten Basisstation. Hierbei wird davon ausgegan-
gen, dass jede Basisstation eine eindeutige ID und Position besitzt und ein
52Vgl. K. et al., An Evaluation of Indoor Location Determination Technologies
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Gera¨t ist immer nur an genau einer Basisstation angemeldet ist. Ist zudem
noch die Zellgro¨ße des Funksignals bekannt, la¨sst sich auf diese Weise die
ungefa¨hre Position des Gera¨tes ableiten. Das Verfahren la¨sst sich mit GSM,
wie auch mit Bluetooth und WLAN realisieren setzt jedoch voraus, dass ei-
ne fla¨chendeckende Zellenstruktur aus mehreren Basisstationen besteht, um
einen nahtlosen U¨bergang von einer Zelle in die andere zu ermo¨glichen, da
ohne Anmeldung an einer Zelle folglich keine Positionsbestimmung mo¨glich
ist. Die Genauigkeit des COO-Verfahrens ha¨ngt stark von der Zellgro¨ße und
Zelldichte ab. Prinzipiell la¨sst sich COO mit so gut wie allen Funktechno-
logien realisieren, sofern das System eine ausreichende Zelldichte aufweist.
Abbildung 8: Cell of Origin. Eigene Darstellung.
Ein Beispiel aus der Praxis ist das Infrarot-basierte System ActiveBad-
ge, das in den 90er Jahren in den AT&T Laboratories in Cambridge entwi-
ckelt wurde53. Es basiert auf einen Badge, den der Benutzer bei sich tra¨gt
und alle 15 Sekunden einen Infrarotimpuls an umliegende Sensoren ver-
schickt. Die Daten werden Server-seitig ausgewertet. Das System erreicht
allerdings nur eine Genauigkeit, die sich auf Ra¨ume beschra¨nkt. Ein Beispiel
fu¨r ein Bluetooth-basiertes Verfahren ist das System TOPAZ von der Firma
Tadlys54. Der Benutzer tra¨gt hierbei einen Tag bei sich, der im Umkreis von
stationa¨ren Bluetooth AccessPoints lokalisiert wird. Die Genauigkeit wird
zudem durch die hybride Nutzung mit Infrarot verbessert.
2.3.1.4 RSSI
RSSI steht fu¨r Received Signal Strength Indicator und misst die Empfangs-
feldsta¨rke die ein Gera¨t von einer Funk-basierten Infrastruktur zu einer
bestimmten Zeit und einem bestimmten Ort empfa¨ngt. Der Wert hat kei-
ne vorgegebene Einheit, wird jedoch meist mit einem Gera¨teabha¨ngigem
53Vgl. o. V., Active Badge | Indoor-Ortung.de
54Vgl. Dr. Weissman, Indoor Location
29
Skalierungsfaktor in dBm angegeben. RSSI-basierte Lokalisierungsverfah-
ren nutzen den RSSI als Anhaltspunkt, um die Entfernung vom Sende-
station zum Gera¨t ableiten zu ko¨nnen. In der Regel mu¨ssen hierfu¨r die
Sendeleistungen von mehreren Access Points an einer bestimmten Position
gesammelt und ausgewertet werden. Um schließlich die Signalsta¨rke fu¨r die
Indoor-Positionsbestimmung verarbeiten zu ko¨nnen, existieren wieder un-
terschiedliche Verfahren. Zum einen die oben beschriebene Lateration und
zum andern das sogenannte Tabellen-basierte Verfahren.
Geht man davon aus, dass sich durch Entfernen von der Basisstation die
Sendeleistung abnimmt und durch Na¨hern entsprechend zunimmt, so ist es
mo¨glich hieraus ein theoretisches Distanzmaß zu bilden. Die Distanz von
der Sendestation zum Empfangsgera¨t stellt dann gleichzeitig den Radius
eines Kreises dar, entlang welchem man in der Theorie immer die gleiche
Signalsta¨rke empfa¨ngt und daher die Distanz zur Sendestation konstant
bleibt. In der Praxis wird jedoch die Sendeleistung immer durch verschie-
dene Sto¨rfaktoren wie Streuung, Brechung oder Da¨mpfung beeinflusst. Die
Schwierigkeit besteht daher darin ein Distanzmaß zu finden, welches mo¨g-
lichst alle Sto¨rfaktoren beru¨cksichtigt, da diese immer von der Umgebung
abha¨ngig sind. Sind nun die Distanzen zu mindestens drei Sendern bekannt,
so la¨sst sich daraus mittels Trilateration die Position des Gera¨ts ermitteln.
Das Verfahren wurde bereits in 2.3.1.1 ausfu¨hrlich beschrieben. Ein aus
der Praxis entnommenes Beispiel ist der von Apple eingefu¨hrte Bluetooth-
Lokalisierungsstandard iBeacon55. Die dafu¨r eingesetzten Funkbaken wer-
den im Raum an verschiedenen Stellen platziert und senden in regelma¨ßigen
Absta¨nden Funksignale aus, die mit einer eindeutigen Beacon-ID versehen
sind. Kommt ein mobiles Gera¨t in die Na¨he der Funkbaken, empfa¨ngt es
die Funksignale, wertet die jeweiligen Signalsta¨rken aus, errechnet daraus
die Distanz und kann schließlich mittels Trilateration die eigene Position
bestimmen. Voraussetzung fu¨r die Trilateration sind mindestens drei (bei
drei Dimensionen vier) Funkbaken die in Reichweite sein mu¨ssen.
Neben der Lateration verwendet auch das Tabellen-basierte Verfahren die
Signalsta¨rke zur Positionsbestimmung. Allerdings wird im Gegensatz dazu
kein Distanzmaß gebildet, sondern lediglich Umgebungsprofile an einer be-
stimmten Position aufgezeichnet. Als Profilparameter wird die gemessene
Signalsta¨rke der entsprechenden Basisstation herangezogen. Die Positions-
bestimmung erfolgt dabei u¨ber den Vergleich des aktuellen Umgebungs-
profils mit den in einer Datenbank gespeicherten Profilen. Das Verfahren
ist daher wesentlich unabha¨ngiger von Sto¨rfaktoren wie Da¨mpfung oder
Reflexion. Vielmehr macht es sich die Sto¨rfaktoren zunutze, da diese das
Umgebungsprofil noch weiter charakterisieren, wodurch das Profil fu¨r den
55Vgl. o. V., iBeacon for Developers - Apple Developer
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spa¨teren Vergleich eindeutiger wird. Aus diesem Grund wird die Metho-
de auch oftmals als
”
Fingerprinting“ bezeichnet, da Fingerabdru¨cke immer
eindeutig sind. Das Fingerprinting besteht aus zwei Phasen: Die Oﬄine-
Phase und die Online-Phase. In der Oﬄine-Phase wird zuna¨chst die ge-
samte Zielumgebung in ein Raster aus mehreren Zellen unterteilt und an
jeder Zelle zu jeder Basisstation Umgebungsprofile, sogenannte Fingerprints
aufgezeichnet. Solche bestehen in der Regel aus einer eindeutigen ID (z. B.
die MAC-Adresse der Sendestation) um die Basisstation eindeutig identifi-
zieren zu ko¨nnen und den dazugeho¨rigen Messdaten. In der Online-Phase
werden an einer unbekannten Zelle im Raster Signalsta¨rken in Echtzeit ge-
sammelt. Diese werden mit allen Oﬄine-Referenzdaten verglichen. In wel-
cher Art und Weise die Messdaten gesammelt und schließlich verarbeitet
werden, kann nochmals in probabilistische und deterministische Methoden
unterteilt werden.
Bei deterministischen Verfahren wird in der Oﬄine-Phase der Median aus
allen gesammelten Signalsta¨rken je Basisstation und je Position berechnet
und als Tupel in die Datenbank gespeichert. Der Median neutralisiert dabei
zufa¨llig aufgetretene Messspitzen und erzeugt daher ein eindeutiges Umge-
bungsprofil. In der Online-Phase wird jede gesammelte Signalsta¨rke mit den
Referenzdaten und einem Vergleichsmaß wie die euklidische Distanz d
di =
√∑
j
(sij − smj)2 (3)
verglichen, wobei sij die gespeicherte Signalsta¨rke an der Referenzpositi-
on i und Basisstation j beschreibt, und smj die Signalsta¨rke von der sel-
ben Basisstation an der Position m darstellt. Ein oft zitiertes Beispiel fu¨r
ein deterministisches Fingerprint-Verfahren ist das von Microsoft entwi-
ckelte RADAR56. Besonderheit des Systems ist der Hybridansatz der das
Fingerprint-Verfahren mit Trilateration kombiniert, um die Genauigkeit er-
ho¨hen zu ko¨nnen. Die Datensammlung und Auswertung erfolgt dabei immer
am AccessPoint selbst. Dies erfordert jedoch spezielle Hard- und Software
und ist mit handelsu¨blichen AccessPoints nicht realisierbar. Die Genauig-
keit wird mit 5 m angegeben.
Neben deterministischen kommen auch probabilistische Verfahren zum Ein-
satz. Bei probabilistischen Verfahren werden bei der Oﬄine-Phase nicht
der Median bzw. Durchschnittswerte gebildet, sondern fu¨r jede Basisstati-
on und jeder Position die Ha¨ufigkeitsverteilungen der Signalsta¨rken in der
Datenbank gespeichert. Ausgehend von einem neuen, in der Online-Phase
aufgezeichneten Vektor S mit den Signalsta¨rken (s1, ..., sk) von k AP’s wird
56Vgl. Bahl und Padmanabhan, RADAR: an in-building RF-based user location and
tracking system, S. 3 ff.
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dann in der Datenbank eine Position x gesucht, bei der die Wahrscheinlich-
keit P mit P (x | S) am ho¨chsten ist. Der wohl bekannteste Vertreter fu¨r
probabilistische Fingerprint Verfahren ist das von Youssef et al. entwickelte
System Horus57. Es konnte gezeigt werden, dass mit einer probabilistischen
Methode in 97% der Fa¨lle eine Genauigkeit von 2 Metern erreicht wird.
Ein großer Nachteil von Fingerprint-Verfahren ist die aufwendige Kalibrie-
rungsphase. Bei den meisten Fingerprint-Systemen ha¨ngt die Genauigkeit
von der Anzahl der Messdaten ab, die in der Kalibrierungsphase gesammelt
wurde. Um die Kalibrierungsphase zu minimieren existieren auch mathe-
matische Modelle, die es erlauben die Signalausbreitungen zu simulieren.
Die Schwierigkeit besteht allerdings darin die genannten Sto¨rfaktoren im
Indoor-Bereich in der Simulation zu beru¨cksichtigen.
2.3.1.5 Bilderkennung
Neben den vorgestellten Funk-basierten Verfahren wird auch Bilderkennung
eingesetzt, um die Lokalisierung innerhalb von Geba¨uden zu ermo¨glichen.
Solche Systeme beno¨tigen freilich eine Kamera, die heutzutage in jedem mo-
bilen Gera¨t zu finden ist. Analog zum bildbasierten Tracking im Kontext der
Augmented Reality (siehe Kapitel 2.1.2.2), existieren hier wieder verschie-
dene Methoden um aus Bildern die notwendigen Informationen ziehen zu
ko¨nnen. Denkbar sind Marker-basierte Methoden, welche eindeutige Mus-
ter aus Bildern erkennen und auswerten ko¨nnen. QR-Codes werden hierfu¨r
ha¨ufig verwendet, da dafu¨r bereits zahlreiche Implementierungen existieren.
Solche Marker werden dann i.d.R. an mehreren Positionen innerhalb eines
Geba¨udes verteilt und kodieren dann eine eindeutige Position, die durch
das Einlesen ermittelt werden kann.
Ferner werden auch markerlose Feature-Matching-Verfahren eingesetzt um
eindeutige Merkmale aus dem Bild zu extrahieren und vergleichbar zu ma-
chen. Auch hier finden sich Parallelen zu Bild-basierten Tracking-Verfahren,
die in 2.1.2.2 beschrieben wurden, sodass diese hier nicht na¨her erla¨utert
werden. Solche Systeme erfordern, a¨hnlich wie beim Fingerprint-Verfahren,
eine Oﬄine-Phase, in der initial die Bilder aufgenommen und Features im
Bild extrahiert und gefiltert werden. In einer Datenbank werden dann die
Features mit einer eindeutigen Position gespeichert. In der Online-Phase
werden erneut die Features aus dem Live-Bild extrahiert und mit den Fea-
tures aus der Datenbank verglichen. Als Beispiel aus der Literatur sei hier
auf das Verfahren von Kawaji et al.58 verwiesen, welches sich vor allem
57Vgl. Youssef und Agrawala, The Horus WLAN Location Determination System, S.1
ff.
58Vgl. Kawaji et al., Image-based Indoor Positioning System: Fast Image Matching
Using Omnidirectional Panoramic Images, S.2 ff.
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durch hohe Genauigkeit und Verarbeitungszeit auszeichnet.
2.3.2 Wegfindung
Die letzte wichtige Komponente einer Navigation ist die Wegfindung, auch
Pathfinding genannt. Dabei geht es um die computergestu¨tzte Suche nach
dem optimalen Pfad (i.d.R. der ku¨rzeste) von einem Startpunkt zu ei-
nem Zielpunkt. Fu¨r dieses Problem existieren in der Informatik sogenannte
Pathfinding-Algorithmen. Diese bilden Probleme dieser Art als einen ge-
wichteten gerichteten Graphen ab. Dieser Graph G entha¨lt dann mehrere
Knoten V und Kanten E = (v, w) mit v, w ∈ V , die v und w miteinander
verbinden. Jede Kante hat eine La¨nge l(v,w)>0, der im Kontext der Naviga-
tion die Entfernung von einem Knoten v zu w darstellt. Um nun innerhalb
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Abbildung 9: Beispiel eines Graphen zur Bestimmung der ku¨rzesten Pfades
des Graphen den ku¨rzesten Pfad von einem Startknoten s zu einem Ziel-
knoten z zu bestimmen, existieren verschiedene Algorithmen. Der wohl am
ha¨ufigsten verwendete Pathfinding-Algorithmus ist Dijkstra59. Dieser be-
ginnt bei einem Startknoten und berechnet sukzessive Knoten fu¨r Knoten
den ku¨rzesten Weg von s zu allen Nachbarknoten, wobei der ku¨rzeste Weg
immer unter Beru¨cksichtigung des Vorga¨ngers vorg(v) und einer bereits er-
reichten Distanz dist(v) bestimmt wird. Ferner verwendet der Algorithmus
zwei Listen: S, um Knoten festzuhalten, von denen der ku¨rzeste Weg von s
aus bekannt ist und K, fu¨r Knoten, deren Distanz zu s am geringsten ist.
Grundsa¨tzlich ist der Dijkstra-Algorithmus mit einem Aufwand von
O(m log n) relativ effizient. Der Nachteil des Verfahrens ist jedoch, dass der
Graph nicht zielfu¨hrend durchlaufen wird, sondern sich sternfo¨rmig aus-
breitet. Bei sehr vielen Knoten und Kanten wie bspw. einem Straßennetz
im Outdoor-Bereich kann dies hohe Laufzeiten zur Folge haben. Als Er-
weiterung zum Dijkstra Algorithmus bietet sich daher der A*-Algorithmus
an. Dieser erweitert Dijkstra um eine spezielle Heuristik, die zielgerichteter
den Graph durchsucht und nur die Knoten betrachtet, die wahrscheinlicher
59Vgl. Cormen et al., Algorithmen - Eine Einfu¨hrung -, S.598 ff.
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zum Ziel fu¨hren.
Die beiden Algorithmen Dijkstra und A* setzen zwingend einen Graph als
Datenstruktur voraus um den ku¨rzesten Pfad von einem Punkt zum an-
deren ermitteln zu ko¨nnen. Im Outdoor-Bereich werden aus Straßennetzen
Graphen konstruiert, wobei Kreuzungen als Knoten und Straßen als Kanten
mit einer bestimmten La¨nge abgebildet werden. Zudem steht ein geogra-
phisches Koordinatensystem zur Verfu¨gung, um eine Position im freien zu
ermitteln. Im Inneren sind die genauen Koordinaten jedoch nicht bekannt
und ko¨nnen nur gescha¨tzt werden. Zudem gibt unza¨hlige Mo¨glichkeiten,
wie der Benutzer sich im Raum bewegen ko¨nnte.
Daher bedient man sich im Indoor-Bereich digitaler Grundrisse eines
Geba¨udes, um daraus ein Umgebungsmodell konstruieren zu ko¨nnen. Das
daraus resultierende Wegenetz kann entweder ha¨ndisch oder automatisiert
durch verschiedene Verfahren erzeugt werden. Beispielhaft zu nennen wa¨ren
hier die sogenannten
”
Regular Grids“60, die Geba¨udepla¨ne in Raster unter-
teilen. Solche Raster bestehen dann aus quadratischen bzw. hexagonalen
Feldern, die bis zu 8 Verknu¨pfungen untereinander erlauben. Jedes Feld
stellt dann einen Knoten in einem Graph dar, wogegen jede Verknu¨pfung
zwischen den Feldern eine Kante beschreibt. Eine andere Mo¨glichkeit zur
Konstruktion eines Wegenetzes sind Wegpunktgraphen. Solche Wegpunkte
ko¨nnen manuell festgelegt, durch Eckpunkte an Hindernissen definiert oder
durch Mittelpunkte von Kreisen konstruiert werden, die sich an Fla¨chen
bis zum Hindernis aufspannen lassen. Ferner besteht die Mo¨glichkeit, die
Geba¨udefla¨che in Polygonen zu unterteilen. Solche Wegenetze bezeichnet
man als
”
Navigation Meshes“. Die Mittelpunkte der Polygone stellen dann
die Knoten dar, welche durch Verbinden ein Wegenetz bilden.
2.4 Google Glass
Am 28. Juni 2012 stellte Google erstmals offiziell seine mobile Datenbrille
Google Glass auf der ja¨hrlich stattfindenden Entwicklerkonferenz Google
I/O vor61. Das Gera¨t sollte in der Lage sein, den Computer noch mehr als
es bereits mit einem Smartphone der Fall ist, in die reale Welt zu integrie-
ren und die Informationen immer dann bereitzustellen, wenn sie beno¨tigt
werden62. Damit wagte sich Google in einen Markt, welcher bis dato als
Nische galt. Zuvor hatte es viele gescheiterte Ansa¨tze gegeben eine alltags-
taugliche Datenbrille zu etablieren. Und obwohl die Brille nur als Explorer
Edition fu¨r Test- bzw. Entwicklungszwecke herausgegeben wurde, gewann
sie hohe mediale Aufmerksamkeit.
60Vgl. Remus, Fachhochschule Wedel – Informatikseminar SS2007 2007, S.671 ff.
61Vgl. Volpe, Sergey Brin demos Project Glass onstage at Google I/O
62Vgl. Brin, Sergey Brin: Why Google Glass?
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Rechner+Sensorik
Akku
Lautsprecher Mikro
Kamera+Projektor
Prisma
Abbildung 10: Die Google Glass. 63
Die Google Glass besteht aus einem Miniaturcomputer, der auf der rech-
ten Seite eines Brillenrahmens montiert ist. Der Computer wird a¨hnlich wie
bei einem Smartphone durch Sensoren wie einer Kamera, Inertialsensorik,
Helligkeits- und Na¨herungssensoren erga¨nzt. Ferner beinhaltet die Daten-
brille eine WLAN- und Bluetooth-Schnittstelle, um die Kommunikation mit
dem Internet und dem Smartphone zu ermo¨glichen. Der Akku befindet sich
am rechten Ohrbu¨gel, die Audio-Ausgabe erfolgt u¨ber einen Knochenlei-
tungslautsprecher. Besonders aus technischer Sicht hervorzuheben ist das
im oberen rechten Sichtbereich eingesetzte Prisma, das in Kombination mit
einem Projektor das virtuelle Bild produziert.
Abbildung 11: Glasprisma der Google Glass (links)65und virtuell erzeugtes
Bild (rechts).
Das Prisma entha¨lt einen semi-transparenten Spiegel, der die Licht-
strahlen eines Projektors in einem bestimmten Winkel so spiegelt, dass die-
se direkt in die Retina des Auges projiziert werden, um scharfes sehen auf
naher Sicht zu ermo¨glichen66. Ferner wirkt der Spiegel als Filter fu¨r natu¨r-
liches Licht, sodass dieses das ku¨nstlich erzeugte Licht aus dem Projektor
nicht u¨berblendet. Das virtuell erzeugte Bild sieht der Benutzer nur scharf,
wenn dieser leicht in den oberen rechten Bereich blickt. Die Bedienung der
63Siimon, Why Google Glass Failed: A Marketing Lesson
65Vision, Google Glass - Was ist das eigentlich?
66Vgl. a. a. O.
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Brille erfolgt entweder u¨ber Kopfbewegungen, Sprachbefehle oder mit dem
im Geha¨use befindlichen Touchpad. Ferner ist ein Eye-Tracker integriert,
welcher die Steuerung mittels Zwinkern ermo¨glicht.
Das Betriebssystem der Google Glass basiert auf Android und profitiert
damit von dessen Abstraktionsmodell. Android stellt einen vollsta¨ndigen
Architektur-Stapel von hardwarenaher Treiber-Programmierung bis hin zum
Applikations-Framework bereit, dazwischen Schichten fu¨r das Betriebssys-
tem, native Bibliotheken, Middleware und eine Java Laufzeitumgebung auf
welcher das Android-SDK (Software Development Kit) zum Entwickeln von
Applikationen aufsetzt. Die Art der Interaktion und User Experience mit
der Google Brille unterscheidet sich jedoch stark von einem handelsu¨blichen
Smartphone, sodass Android entsprechend modifiziert werden musste. So
ist das am Bu¨gel befestigte Touchpad kein Display, welches man bedient.
Zudem ist dieses relativ schmal, sodass es nur drei Arten von Interaktio-
nen erlaubt: Das Wischen nach links und rechts, um einen Kontextwechsel
durchzufu¨hren, das Wischen nach unten, um zum vorherigen Kontext zu-
ru¨ckzukehren und schließlich das Auswa¨hlen durch leichtes antippen. Da-
her wird statt einem Dialogfeld mit mehreren Eingabekomponenten im-
mer nur eine Liste von Dialogen angeboten. Diese Liste wird Timeline ge-
nannt und stellt die Hauptbenutzerschnittstellenkomponente der Google
Glass dar67. Sie besteht aus mehreren 640x360 Pixel großen Karten (so-
genannten Cards), durch welche der Benutzer navigieren kann. Es werden
grundsa¨tzlich zwischen den folgenden Arten von Cards unterschieden:
1. Static Cards - Visualisieren Informationen die sich nicht, oder nur
sehr selten a¨ndern z.B. ein Bild mit einer Beschreibung.
2. Live Cards - Stellen Echtzeit-Informationen dar, die zur Gegenwart
oder in der Zukunft relevant sein ko¨nnten z.B. ein Aktienkurs.
3. Settings - Diese Cards ermo¨glichen die Google Glass zu konfigurieren.
4. Immersion - Sogenannte Immersions sind eine Menge von Cards, die
unabha¨ngig von der Timeline als eigene Glassware auftreten z.B. eine
Lagerverwaltungsapplikation.
5. Menu Items - Jede Immersion oder Card kann ein Menu¨ beinhalten
mit welchen Aktionen wie bspw. Teilen oder Lo¨schen durchgefu¨hrt
werden ko¨nnen.
Die Timeline ist in mehreren Abschnitten organisiert (siehe Abb. 12). Im
linken Bereich befinden sich die Cards, die Echtzeit-relevante Informationen
und Informationen zu anstehenden Ereignissen visualisieren. Im rechten
67Vgl. o. V., Google Developers
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Bereich werden Cards gelistet, die in der Vergangenheit aufgetreten sind.
Diese werden dabei nach Datum des Auftretens sortiert. Beide Abschnitte
werden durch eine Home-Karte getrennt. Diese Card ist der Einstiegspunkt
der Google Glass und erlaubt es mittels Sprache und Touch-Gesten neue
Glassware auszufu¨hren.
Gegenwart und Zukunft Vergangenheit
Abbildung 12: Die Google Glass Timeline
Es gibt prinzipiell drei Arten von Glassware und damit auch drei Mo¨g-
lichkeiten solche zu entwickeln68.
Bei der ersten Variante werden Web-basierte Dienste u¨ber eine Cloud-
basierte REST-API69 , die sogenannte Mirror API entwickelt. Der Quellco-
de befindet sich dabei nicht auf dem Gera¨t sondern auf einem Server, der
mit der Google Glass kommuniziert. Dies la¨sst sich mit Webseiten im World
Wide Web vergleichen. Die Vorteile dieser Variante ist die Plattform- und
Programmiersprachenunabha¨ngigkeit, und die Mo¨glichkeit eine gemeinsa-
me Infrastruktur zu nutzen. Nachteilhaft ist zum einen, dass die API dauer-
haft einen Internetzugang voraussetzt. Zum andern, dass sich die Hardware,
wie Sensoren, Kamera etc. nicht direkt von der REST-API ansprechen la¨sst.
Will man also native und unter Umsta¨nden Oﬄine-basierte Apps auf der
Google Glass entwickeln, beno¨tigt man das Glass Development Kit (kurz
GDK ). Bei dieser Variante lassen sich Apps fu¨r die Google Glass entwi-
ckeln, die direkt auf dem Gera¨t ausgefu¨hrt werden. Grundsa¨tzlich setzt das
GDK auf das Android SDK auf, wobei es dieses um die Standardkompo-
nenten, wie Cards und Immersions oder Spracherkennung und Wischges-
tenerkennung erweitert. Ansonsten steht dem Entwickler derselbe Umfang
an Bibliotheken bereit, um Applikationen zu entwickeln. Als dritte Varian-
te, hat man als Entwickler die Mo¨glichkeit, die Vorteile beider Varianten
kombinieren, in dem einen hybriden Ansatz wa¨hlt.
68Vgl. o. V., Google Developers
69Representational State Transfer - Zustandslose, auf HTTP basierende Webservices
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3 Analyse und Konzept
Im folgenden Kapitel sollen aufbauend auf den Grundlagen, die Analyse-
Phase und der konzeptuelle Teil der Arbeit beschrieben werden. Dabei wer-
den ausgehend von den gegebenen Anforderungen mo¨gliche Verfahren eva-
luiert und auf ihre Machbarkeit untersucht. Schließlich soll ein Konzept fu¨r
eine Optical-See Through basierte Augmented Reality Navigationsapplika-
tion entstehen, welches die Basis fu¨r die Implementierung stellt.
3.1 Anforderungsanalyse
Eines der Hauptziele der Arbeit, ist den Hauptnutzen der erweiterten Reali-
ta¨t, na¨mlich die Minimierung der Zeit zur Informationsbeschaffung, anhand
eines Beispielszenarios zu demonstrieren. In erster Linie soll daher der kon-
krete Anwendungsfall der Technischen Hochschule Ko¨ln untersucht werden.
Man stelle sich grundsa¨tzlich zwei mo¨gliche Szenarien vor:
1. Ein Student oder Dozent befindet sich in einem bestimmten Flur des
Geba¨udes und sucht einen freien Raum.
2. Ein neuer Student, Dozent oder Besucher mo¨chte eine bestimmte Vor-
lesung besuchen bzw. sucht einen spezifischen Raum innerhalb des
Geba¨udes.
Im ersten Fall wa¨re es erforderlich, dass der Benutzer sich vorher in-
formiert, welche Ra¨ume frei sind oder jeden Raum von Tu¨r zur Tu¨r o¨ffnet
um einen freien Raum auszumachen. Um an dieser Stelle die Informati-
onsbeschaffung auf Abruf zu ermo¨glichen und damit die Minimierung der
Zeit zur Informationsbeschaffung zur reduzieren, wa¨re es von Nutzen, wenn
jeder Raum eine virtuelle Beschilderung, wie in Abbildung 13 dargestellt
erhielte, die dem Nutzer Informationen zu diesem visualisiert. Ein solcher
Raum wu¨rde dann mit einer eindeutigen Raum-Nr. und der aktuellen und
na¨chsten Vorlesung beschildert werden. Auf diese Weise ko¨nnte der Nutzer
erkennen, ob es sich um einen freien oder besetzten Raum handelt.
Im zweiten Fall mo¨chte der Benutzer von einer gegebenen Position zur
na¨chsten navigieren. Auch hier ha¨tte er die Mo¨glichkeit sich vorher zu infor-
mieren, einen Raumplan auszudrucken, Personen im Geba¨ude zu befragen
usw. Um jedoch erneut auf Anforderung und minimalem Zeitaufwand die
Navigation innerhalb des Geba¨udes zur ermo¨glichen, wa¨re eine IT gestu¨tzte
Wegfindung denkbar. Dabei ko¨nnte der Benutzer ein Ziel wie bspw. einen
Raum auswa¨hlen und die Anwendung den Benutzer zum gewu¨nschten Flur
navigieren. Durch die Anzeige der Rauminformationen in seiner Umgebung
findet er zudem den gesuchten Raum und erha¨lt dazu Informationen zur
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Abbildung 13: Kontextabha¨ngige Informationen als Erweiterung der Rea-
lita¨t
aktuellen und na¨chsten Vorlesung.
Durch Nutzung der Datenbrille Google Glass soll der Nutzeffekt noch
weiter versta¨rkt werden. Bei einem Smartphone wa¨re es erforderlich zu-
na¨chst die App zu starten, das gewu¨nschte Ziel einzugeben und zu besta¨ti-
gen. Mithilfe der Google Glass la¨sst sich die Zeit zur Informationsaufnahme
durch Sprachbefehle noch weiter reduzieren. So ko¨nnte durch einen Befehl
wie
”
Navigiere zum Raum X“ bereits die Navigation angestoßen werden.
Ferner sollen virtuelle Informationen mittels Optical-See-Through unmit-
telbar und in Echtzeit visualisiert werden. Wenn der Benutzer also den
Flur betritt, werden diesem beim Blick auf die Tu¨ren der Ra¨ume umge-
hend Kontext-abha¨ngige Informationen zu diesen eingeblendet. A¨ndert sich
der Raum einer Vorlesung, wird der Benutzer dennoch zum richtigen Ziel
geleitet. Auf diese Weise erha¨lt der Benutzer immer die beno¨tigten Infor-
mationen zur richtigen Zeit am richtigen Ort. Letztlich gilt es sicherzustel-
len, dass die Benutzerschnittstelle intuitiv bedienbar ist und der Benutzer
durch mo¨glichst kurze und pra¨gnante Informationen nicht unter Informati-
onsu¨berflutung leidet.
3.2 Wahl der AR Methodik
Aus der Anforderung heraus, eine Augmented Reality Applikation zur Navi-
gation innerhalb von Geba¨uden zu implementieren, ergeben sich zahlreiche
Realisierungsmo¨glichkeiten. Die in den Grundlagen beschriebenen Verfah-
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ren zur Positionsbestimmung haben bereits verwandte Arbeiten aufgezeigt,
die reine Indoor-Navigation ermo¨glichen. Ferner wurde gezeigt, welche tech-
nischen Implementierungsmo¨glichkeiten fu¨r eine Augmented Reality-App
existieren und dessen Auspra¨gungen auf mobilen Gera¨ten vorgestellt. Einen
Anwendungsfall, bei welchem beide Anwendungsbereiche im Indoor-Bereich
kombiniert und mittels Optical-See-Through realisiert werden, existiert in
der Literatur allerdings nicht. Die besondere Herausforderung besteht al-
so darin unter Beru¨cksichtigung der gegebenen Anforderungen, die beiden
Anwendungsfelder der Indoor Navigation und Augmented Reality zusam-
menzufu¨hren.
In den Grundlagen wurde bereits zwischen objektbasierter und ortsba-
sierter AR unterschieden. Im ersten Schritt gilt es zu untersuchen, welche
Methode sich fu¨r die Umsetzung der Indoor-AR-Navigation mit der Google
Glass am ehesten eignet. Wie im Kapitel 2.3 beschrieben, definiert sich die
Navigation aus den Aspekten der Wegfindung und Orientierung im topo-
graphischen Raum. Fu¨r eine optimale Wegfindung ist ein ra¨umlicher Be-
zug und daher eine Positionsbestimmung unabdingbar. Es liegt nahe, dass
durch die ortsbasierte AR bereits die notwendigen Voraussetzungen gege-
ben sind, da diese ebenfalls auf Positionsbestimmung basiert, wa¨hrend fu¨r
die objektbasierte Variante zusa¨tzlicher Aufwand notwendig ist, um diese
zu realisieren. In dieser Hinsicht lassen sich also durch Nutzung der ortsba-
sierten AR bereits Synergieeffekte erzeugen.
Die Orientierung im topographischem Raum, soll in dieser Arbeit durch
virtuelle Informationserweiterung erreicht werden. Auf diese Weise wird die
Verknu¨pfung zur erweiterten Realita¨t hergestellt. Fu¨r den beispielhaften
Anwendungsfall an der Technischen Hochschule am Campus Gummersbach,
erfolgt hierfu¨r die Informationserweiterung durch virtuelle Beschilderungen
von Ra¨umen, die am Tu¨rbereich platziert werden. Virtuelle Beschilderun-
gen lassen sich zwar mit objektbasierten Verfahren realisieren, haben jedoch
den Nachteil, dass sie auf eindeutige und vergleichbare Merkmale im Bild
angewiesen sind. Hier wurden wa¨hrend der Evaluationsphase bereits mo¨gli-
che Verfahren erprobt, um eindeutige Features aus Bildern von Fluren und
Tu¨ren des Geba¨udes zu extrahieren. Man konnte jedoch feststellen, dass
aufgrund des recht a¨hnlichen Aussehens der Flure und Tu¨ren, die Featu-
res nicht eindeutig genug waren, um einen Vergleich zu ermo¨glichen. Ein
weiterer Nachteil solcher Verfahren ist die hohe Anforderung an der Re-
chenleistung. Es konnte gezeigt werden, dass die Bildwiederholungsrate auf
einem handelsu¨blichen Smartphone aufgrund des Mustererkennungsalgo-
rithmus deutlich reduziert wurde. Daher ist anzunehmen, dass die virtuelle
Erweiterung der Realita¨tswahrnehmung stark unter Schwimmeffekten lei-
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den wu¨rde.
Eine Alternative sind Marker, die an jeder Tu¨r platziert werden. Solche
Marker sind in der Lage eine eindeutige ID des Raumes kodieren, mit wel-
chem man Informationen aus einer Datenbank abrufen kann. Diese Bild-
basierte Variante la¨sst sich mit geringen Kosten und Aufwand mit gedruck-
ten Markern realisieren. Zudem werden die virtuellen Inhalte exakt an der
Stelle des Markers platziert, und damit eine hohe Genauigkeit erreicht.
Ein solches Verfahren wurde daher wa¨hrend der Evaluationsphase an ei-
nem existierenden Marker-Tracker erprobt. Es wurde deutlich, dass fu¨r eine
Entfernung von bis zu 3 Metern mindestens ein Marker mit der Große von
25x25 cm notwendig wa¨re, um das eindeutige Muster des Markers aus dem
Bild extrahieren zu ko¨nnen. Folglich wa¨re die erweiterte Realita¨t nur auf
kurzer Distanz realisierbar, was fu¨r den konkreten Anwendungsfall nicht in
Frage kam.
Ein ortsbasiertes System dagegen, bezieht die Informationen aus dem ra¨um-
lichen Kontext. Auf diese Weise ko¨nnen auch Informationen im Indoor-
Bereich aus gro¨ßerer Entfernung und sogar ohne direkten Sichtkontakt(z. B.
innerhalb eines Flurs) visualisiert werden. Dies ist ein entscheidender Vor-
teil der ortsbasierten Methode. Ein solches System erfordert allerdings ein
Umgebungsmodell und die Mo¨glichkeit, die Position des Benutzers zu er-
mitteln. Letzteres stellt im Indoor-Bereich eine besondere Herausforderung
dar, mu¨sste allerdings fu¨r eine Indoor-Navigation ohnehin realisiert werden.
Der Unterschied liegt allerdings im Anspruch auf Genauigkeit. Fu¨r das Na-
vigationssystem reicht eine Genauigkeit von 3-5 Metern zur Wegfindung
aus. Die AR-Komponente muss allerdings mindestens eine Genauigkeit von
1-2 Metern aufweisen, damit virtuelle Inhalte nicht vollsta¨ndig verrutscht
platziert werden.
Die Synergieeffekte, die durch ein ortsbasierendes System mit Navigation
erreicht werden ko¨nnen, die Fa¨higkeit, auch aus gro¨ßerer Entfernung AR zu
ermo¨glichen und schließlich die geringere Anforderung an Rechenleistung
waren schließlich ausschlaggebend ein ortsbasiertes System als Grundlage
fu¨r die Entwicklung einer Indoor-basierten AR Navigationsanwendung zu
nutzen.
3.3 Grundkonzept
Angesichts der Entscheidung ein ortsbasierendes AR-System im Indoor-
Bereich zu entwickeln, ergeben sich einige Grundvoraussetzungen. Die grund-
legende Funktionsweise eines ortsbasierenden AR-Systems wurde in Kapitel
2.2.2 bereits beschrieben. Einen Ansatz ortsbasierte AR im Indoor Bereich
zu realisieren wurde in der Literatur nicht gefunden. Prinzipiell sollten je-
doch die gleichen Voraussetzungen gelten wie im Outdoor-Bereich. In erster
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Linie geht es darum zu ermitteln, wo sich der Benutzer aktuell aufha¨lt (Wo
bin ich?). Dafu¨r muss ein Koordinatensystem bekannt sein, in welchem re-
lative Koordinaten bestimmt werden ko¨nnen. Ist die Position bekannt, ko¨n-
nen Standort-bezogene Informationen ermittelt werden (Was ist in meiner
Na¨he?). Hierfu¨r mu¨ssen vorher Informationen im Koordinatensystem hin-
terlegt sein. Im letzten Schritt kommt der AR-Aspekt hinzu. Hierbei geht es
darum Kontext-abha¨ngige Informationen zu visualisieren, also zu ermitteln
welche Informationen im Blickfeld eingeblendet werden sollten (Was sehe
ich?). Um alle genannten Aspekte zu realisieren wurde ein Grundkonzept
erarbeitet, welches im Folgenden erla¨utert wird.
3.3.1 Aufbau eines Koordinatensystems
Der erste Prozessschritt setzt voraus, dass ein ra¨umliches Koordinatensys-
tem existiert, in welches Informationen an ausgewa¨hlten Punkten hinter-
legt werden ko¨nnen. Im Zusammenhang mit GPS wird im Outdoor-Bereich
ein geographisches Koordinatensystem aus den Informationen La¨ngen- und
Breitengrad genutzt, um die Lage eines Punktes auf der Erde beschrei-
ben zu ko¨nnen. Im Indoor-Bereich wa¨ren geographische Koordinaten zwar
denkbar, jedoch deutlich aufwendiger, da die geographischen Koordinaten
zuna¨chst ermittelt werden mu¨ssten, bevor ein Umgebungsmodell konstru-
iert werden kann. Dies wa¨re wiederum nur theoretisch mo¨glich, da die ge-
naue geographische Position nicht ermittelbar ist. Daher mu¨sste man wahr-
scheinlich auf virtuelle Koordinaten zuru¨ckgreifen. Stattdessen wurden fu¨r
diese Arbeit relative Koordinaten verwendet. Um ein System zu finden,
welches zusa¨tzlich den Anforderungen der Indoor-Navigation genu¨gt, wur-
de zudem ein entsprechendes Umgebungsmodell konstruiert. Dabei wurde
ein bestehender Geba¨udeplan mit einem einfachen Regular Grid, bestehend
aus quadratischen Feldern versehen, welches die Navigation in 4 Richtungen
erlaubt.
Das Raster beschreibt ein zweidimensionales kartesisches Koordinaten-
system P aus n ·m Punkten (x1, x2). Der Ursprung O(0,0) des Koordina-
tensystems liegt im oberen linken Bereich (siehe Abb. 14), die Y-Achse ist
daher gespiegelt. Die Positionsbestimmung muss dann immer einen spezi-
fischen Punkt innerhalb des Koordinatensystems zuru¨ckgeben. Dabei gilt
x1 ∈ N und x2 ∈ N. Die Positionierung erfolgt also diskret in einem Raum
von natu¨rlichen Zahlen. Zudem wird jeder Raum an einer spezifischen Ko-
ordinate mit Informationen versehen. Solche Standortinformationen werden
im Kontext der ortsbasierten AR auch Points of Interests (POIs) genannt.
Jeder POI kann ein Raum, ein Aufzug, eine Treppe etc. sein und dient dazu,
dem Benutzer die Orientierung an seiner aktuellen Position zu ermo¨glichen.
Im Rahmen dieser Arbeit, werden lediglich Vorlesungsra¨ume als POIs be-
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Abbildung 14: Regular Grid fu¨r ein Indoor Umgebungsmodell
trachtet.
Ein dreidimensionales Koordinatensystem wa¨re eine sinnvolle Erweiterung,
um mehrere Etagen des Geba¨udes abzubilden. Diese Arbeit beschra¨nkt sich
allerdings auf den zweidimensionalen Fall. Um mehrere Etagen abzubilden,
mu¨ssen daher mehrere Karten pro Etage erzeugt werden. Dies hat den
Nachteil, dass U¨berga¨nge zwischen Karten, wie etwa Treppen bzw. Auf-
zu¨ge nicht abbildbar sind. Da jedoch in einem Treppenhaus oder Aufzug
keine POIs zu erwarten sind, beeintra¨chtigt dies nicht die Funktionalita¨t
des ortsbasierten AR Systems. Eine zweidimensionale Karte ist daher fu¨r
diesen Anwendungsfall ausreichend.
3.3.2 Positionsbestimmung
Die wichtigste Komponente eines ortsbasierten AR-Systems ist die Positi-
onsbestimmung. Wie im Kapitel 2.3.1 beschrieben, stellt die Positionsbe-
stimmung im Indoor-Bereich eine besondere Herausforderung dar, da ho¨-
here Anforderungen an die Genauigkeit und Wiederholrate gestellt wer-
den. Ferner kann GPS nicht genutzt werden, da die meisten GPS-Signale
vom Geba¨ude geda¨mpft oder reflektiert werden. Im Kapitel wurden zudem
mo¨gliche Verfahren vorgestellt, mit welchen Indoor-Positionsbestimmung
ermo¨glicht werden kann. Wa¨hrend der Konzeptphase wurden hieraus drei
mo¨gliche Verfahren zur Evaluation ausgewa¨hlt. Im Folgenden sollen diese
gegenu¨bergestellt werden.
3.3.2.1 WLAN Fingerprinting
Das Fingerprinting-Verfahren wurde in Kapitel 2.3.1 eingefu¨hrt. Im kon-
kreten Fall von WLAN stellen die sogenannte Basisstationen AccessPoints
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(AP’s) dar. Jeder AP sendet in regelma¨ßigen Absta¨nden einen Beacon-
Frame, damit umgebende Gera¨te den AP erkennen und eine anfa¨ngliche
Verbindung mit diesem herstellen ko¨nnen. Ein solcher Beacon-Frame ent-
ha¨lt unter anderen eine eindeutige SSID (i.d.R. die MAC-Adresse des AP’s),
einen Timestamp und das Intervall in welchem der AP einen Beacon sen-
det. Die Signalsta¨rke wird am Empfangsgera¨t gemessen.
Wie bereits in den Grundlagen behandelt, kann mit einem probabilistischen
Verfahren prinzipiell eine ho¨here Genauigkeit der Positionsbestimmung er-
reicht werden. Deterministische Verfahren haben den Nachteil, dass durch
die Mittelung der Signalsta¨rken u. U. charakteristische Merkmale verloren
gehen. In dieser Arbeit wird daher ein probabilistischer Ansatz nach Yous-
sef et al.70 gewa¨hlt.
Dabei werden in der Oﬄine-Phase an q Referenzpunkten P = {p1, ..., pq}
im erzeugten Raster, die zu jedem Referenzpunkt zugeho¨rigen Messwer-
te Mj = {m1, ...,mk}, j ∈ {1, ..., q} als Stichproben mit k mo¨glichen
AP’s in einer Datenbank gesammelt. Zu jeder Stichprobe mi = (si, wi),
i ∈ {1, ..., k} wird jeweils die empfangene Signalsta¨rke si und eine ein-
deutige MAC-Adresse wi gespeichert. Die MAC-Adresse ist eine aus dem
Beacon-Frame entnommene 48-Bit große Identifikation, die vom Hersteller
vorgegeben ist und sich i.d.R. nicht a¨ndert. Sie dient zur eindeutigen Iden-
tifizierung des AP’s und vereinfacht die spa¨tere Zuordnung. Sie wird als
RSSI-Wert in dBm ausgedru¨ckt, wobei das angegebene Messintervall vom
Hersteller vorgegeben wird. Es wird von einem Intervall zwischen [-100;0]
ausgegangen, wobei 0 eine optimale Empfangsleistung ausdru¨ckt. Es gilt
daher si ∈ {−100, ..., 0}.
In der Online-Phase wird an einer unbekannten Position j eine Stichpro-
be M mit (m1, ...,mk) fu¨r k AP’s gesammelt. Ziel eines probablistischen
Fingerprint-Verfahren ist es, fu¨r pj die Position zu finden, die die Wahr-
scheinlichkeit fu¨r das Auftreten der Stichprobe M maximiert71. Nach dem
Satz von Bayes la¨sst sich dies folgendermaßen formulieren72:
arg max
pj
(P (pj |M)) = arg max
pj
(
P (M | pj) · P (pj)
P (M)
) (4)
P(M) ist bei Variation von j immer konstant und spielt fu¨r die Berechnung
des argmax Ausdruck daher keine Rolle. Man erha¨lt also:
arg max
pj
(P (pj |M)) = arg max
pj
(P (M | pj) · P (pj)) (5)
70Vgl. Youssef und Agrawala, The Horus WLAN Location Determination System, S.
1 ff.
71Vgl. a. a. O., S.3
72Vgl. a. a. O., S.5
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Da außerdem das no¨tige Vorwissen fehlt um die a-priori-Wahrscheinlichkeit
fu¨r das Auftreten eines Referenzpunkts P (pj) zu bestimmten, muss eine
Gleichverteilung angenommen werden. Letztlich muss also nur P (M | pj)
betrachtet werden. Daraus entsteht die Maximum-Likelihood-Hypothese:
arg max
pj
(P (pj |M)) = arg max
pj
(P (M | pj)) (6)
Youssef et al. treffen dabei die Annahme, dass die Signalsta¨rken der AP’s
voneinander unabha¨ngig sind, da sich in einem gut konzipierten WLAN-
Netzwerk die WLAN Kana¨le grundsa¨tzlich untereinander nicht u¨berlappen
und somit auch gegenseitig nicht sto¨ren. Aufgrund der Unabha¨ngigkeit der
auftretenden Signalsta¨rken, la¨sst sich die Gesamtwahrscheinlichkeit P (pj |
M) fu¨r eine Position unter Annahme einer empfangenden Stichprobe M
fu¨r jeden in der Oﬄine-Phase gespeicherten Messpunkt j folgendermaßen
bestimmen:
P (M | pj) =
k∏
i=1
P (mi | pj) =
k∏
i=1
P ((si, wi) | pj) (7)
P ((si, wi) | pj) bezeichnet dabei die Einzelwahrscheinlichkeit fu¨r das auf-
treten eines Messwertes (si, wi) an der Position pj . Ein probabilistisches
Fingerprint-Verfahren speichert also nicht je AP und Position die gemit-
telte Signalsta¨rke, sondern ermittelt fu¨r jede Signalsta¨rke die relative Ha¨u-
figkeit. Dies kann entweder die tatsa¨chliche Ha¨ufigkeit, oder ein durch eine
Funktion approximierter Wert sein. Die Ha¨ufigkeitsverteilung wird klassi-
scherweise in einem Histogramm visualisiert. Abbildung 15 veranschaulicht
ein Histogramm fu¨r einen AP an einer gemessenen Position.
Das Histogramm wurde aus 20 gesammelten Signalsta¨rken-Stichproben
eines AP’s gebildet, die an einer festen Position ohne Bewegung des Emp-
fangsgera¨tes entnommen wurden. Man kann feststellen, dass bereits bei ei-
ner sehr kleinen Stichprobenmenge die Signalsta¨rken stark abweichen bzw.
schwanken. Diese Schwankungen ergeben sich aus den in dem vorherigen
Kapiteln erwa¨hnten Mehrwegeausbreitung der Funksignale. In dem obigen
Beispiel streuen sich die Signalsta¨rken in einem Intervall von [-84;-77] mit
einer Standardabweichung von 1,74.
Aus dem Histogramm der Abbildung 15 la¨sst sich vermuten, dass die Ha¨u-
figkeitsverteilung bei wenigen Stichproben durch eine Normalverteilung be-
schrieben werden ko¨nnte. Aus dem Quantil-Quantil-Plot im rechten Schau-
bild la¨sst sich schließen, dass die Quantile der beobachteten Werte ungefa¨hr
mit den Quantilen der Normalverteilung korrelieren. Eine Normalverteilung
ha¨tte den Vorteil, dass die relativen Ha¨ufigkeiten zur Laufzeit nicht bekannt
sein mu¨ssten, um die Wahrscheinlichkeit fu¨r das Auftreten einer Signalsta¨r-
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Abbildung 15: Ha¨ufigkeitsverteilung eines AP’s an einer Position
ke abzuleiten. Somit ko¨nnten die Einzelwahrscheinlichkeiten mittels einer
Normalverteilungsfunktion zur Laufzeit berechnet werden.
Betrachtet man jedoch Abbildung 16, wird deutlich, dass durch Erho¨hung
der Stichproben die Annahme einer Normalverteilung nicht mehr zutrifft.
Hierbei wurden 1576 Signalsta¨rke-Stichproben eines AP’s an einer Position
aufgenommen. Besonders auffa¨llig ist hierbei die ho¨here Streuung (im Inter-
vall [-46;-30]) und die Mehrfachspitzen. Zudem konnten Lu¨cken beobachtet
werden, in denen Signalsta¨rken gar nicht oder nur in seltenen Fa¨llen auftre-
ten, wie etwa bei der Signalsta¨rke -36. Sollte diese in der Online-Phase ein-
mal auftreten, wu¨rde die Normalverteilungsfunktion eine stark abweichende
Wahrscheinlichkeit zuru¨ckliefern, was wiederum zur Fehlpositierung fu¨hren
wu¨rde. Zwar wurden in der Literatur zur Approximation zweier Normalver-
teilungen bei doppelten Spitzen bereits Ansa¨tze vorgestellt73, jedoch mu¨s-
sen hierbei verschiedene Fa¨lle, wie etwa Ein- oder Mehrfachspitzen beru¨ck-
sichtigt werden, die die Komplexita¨t des Systems weiter erho¨hen. Aufgrund
dieser Unzula¨nglichkeiten wa¨re eine Approximation durch eine Normalver-
teilung daher nur mit ho¨herem Optimierungsaufwand vertretbar. Weitere
Mo¨glichkeiten zur Approximation werden im Rahmen in dieser Arbeit nicht
weiter verfolgt.
Stattdessen werden die tatsa¨chlich aufgetretenen relativen Ha¨ufigkeiten
betrachtet. Dabei wird nach der Oﬄine-Phase fu¨r jeden AP und jede Posi-
tion ein Histogramm, wie in Tabelle 1 dargestellt, generiert. Das bedeutet
auch, dass fu¨r jede mo¨gliche Signalsta¨rke, je Position und AP eine Wahr-
73Vgl. Chen et al., Sensors, Nr. 8, Bd. 13, 2013, S. 3 ff.
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Abbildung 16: Beispiel-Histogramms eines AP’s, dem die Verteilung der
Signalsta¨rken von der Normalverteilung abweichen
Feld AP Signalsta¨rke Abs. Ha¨ufigkeit Rel. Ha¨ufigkeit
...
101 4 -77 1 0.027
101 4 -76 1 0.027
101 4 -75 0 9.80909e-45
101 4 -74 0 9.80909e-45
101 4 -73 2 0.0541
101 4 -72 8 0.2162
101 4 -71 2 0.0541
101 4 -70 1 0.027
...
Tabelle 1: Gespeichertes Histogramm fu¨r einen AP 4 an der Position 101
scheinlichkeit gespeichert werden muss. Zwar ist hierfu¨r ein deutlich ho¨herer
Speicherplatzbedarf notwendig, jedoch ist bei der Abfrage der Wahrschein-
lichkeiten der Rechenaufwand geringer, da die Wahrscheinlichkeiten bereits
vorliegen. So kann beispielsweise die Wahrscheinlichkeit fu¨r das Auftreten
der Signalsta¨rke -73 an Position 101 und AP 4 also P ((−73, 4) | 101) =
0.0541 direkt vom Histogramm ausgelesen werden. Die Berechnung der Ge-
samtwahrscheinlichkeit einer Stichprobe erfolgt dann nach der Formel (7).
Man erkennt zudem an Tabelle 1, dass die Wahrscheinlichkeiten mit ei-
nem initialen Schwellwert λ = 9.80909e− 45 belegt werden. Es besteht das
Risiko, dass AP’s in Stichproben fehlen durch den Ausfall eines AP’s. Ist
dies der Fall, wird grundsa¨tzlich immer von einer Einzelwahrscheinlichkeit
P ((si, wi) | pj) = 0 ausgegangen, wodurch die Gesamtwahrscheinlichkeit
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durch die Multiplikation der Einzelwahrscheinlichkeiten stets 0 ergibt. Die
Vergleichbarkeit ist dann nicht mehr gegeben und verfa¨lscht die Ergebnisse.
Daher wird ein hinreichend kleiner Schwellenwert λ definiert, der zu allen
Wahrscheinlichkeiten hinzuaddiert wird, sodass in der Gesamtheit die Pro-
portionen gleich bleiben und immer gleich viele Einzelwahrscheinlichkeiten
aggregiert werden.
Zur Evaluation des Fingerprintings, wurde eine Testumgebung mit 12
Positionen konstruiert, die jeweils 1 Meter voneinander entfernt waren. An
jeder Position wurden in der Oﬄine-Phase 30 WLAN-Scan-Durchla¨ufe (4
Sekunden pro Scan) aufgezeichnet und in der Online-Phase 16 (4 pro Test).
Die Beacons wurden mit einem handelsu¨blichen Smartphone (Galaxy SII)
aufgezeichnet. Da das Gera¨t dasselbe Funkmodul (BCM4330), wie die Goo-
gle Glass verbaut hat, war dies ein ideales Testszenario. Um eine Vergleich-
barkeit mit anderen Testergebnissen zu ermo¨glichen, wurden stets die glei-
chen Voraussetzungen geschaffen. So wurden die Stichproben nur in einer
Richtung und immer an den selben Stellen entnommen. Zudem wurden
Tests mit gleichen Daten am selben Tag und unmittelbar hintereinander
durchgefu¨hrt. Die Testergebnisse werden in Tabelle 2 zusammengefasst.
(a) (b)
Pos T1 T2 T3 T4 ∅
1 0,75 0,00 1,00 0,25 0,50
2 0,75 1,75 0,25 0,25 0,75
3 1,00 0,75 0,00 0,75 0,63
4 0,25 0,50 0,75 0,75 0,56
5 2,00 0,00 0,50 1,75 1,06
6 0,25 1,25 0,75 0,50 0,69
7 0,50 1,75 1,50 2,00 1,44
8 0,50 1,50 0,50 2,00 1,13
9 0,50 0,25 0,00 0,00 0,19
10 0,75 0,50 1,00 1,00 0,81
11 0,25 0,25 0,75 1,00 0,56
12 1,00 0,75 0,50 0,25 0,63
Tabelle 2: Versuchsaufbau (a) und Versuchsergebnisse - Fehler in m(b)
Die Tabelle zeigt die durchschnittlichen Fehler pro Testdurchgang fu¨r
jede Position und der durchschnittlichen Fehler pro Position insgesamt.
Der Fehler berechnet sich anhand der euklidischen Distanz zwischen der
tatsa¨chlichen und der ermittelten Position.
Der maximale durchschnittliche Fehler betra¨gt hier 1,44 m. Betrachtet
man jedoch die Durchschnittswerte der einzelnen Felder, fa¨llt auf, dass teil-
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weise gro¨ßere Spru¨nge (bis zu 2 m) aufgetreten sind.
Um zu verdeutlichen, welche Auswirkung solche Spru¨nge auf die Position
der virtuellen Elemente haben, stelle man sich vor, man stu¨nde einem POI
direkt gegenu¨ber und die Informationen wu¨rden im besten Fall in der Mit-
te des Bildschirms visualisiert. Wu¨rde man aufgrund einer Fehlerkennung
na¨her zum POI hin oder weiter vom POI weg positioniert werden, ha¨tte
dies zuna¨chst keine Auswirkung auf die Position des POIs, denn die Rich-
tung ist durch Entfernungsa¨nderungen konstant. Sobald man jedoch seitlich
falsch positioniert werden wu¨rde, wu¨rden die POI-Informationen entspre-
chend versetzt im Bild visualisiert werden. Bereits bei einem halben Meter
wa¨re ein Pixelunterschied von 119 px (ca. 19% des Bildschirms der Google
Glass) denkbar, bei 1 Meter 225 px(ca. 35%), bei 2 Metern wa¨re das POI
nur noch teilweise bzw. bei 3 Metern gar nicht mehr auf dem Bildschirm
sichtbar74. Daran wird deutlich, welche hohen Anforderungen eine Indoor-
ortsbasierte AR Anwendung an die Positionsbestimmung stellt.
Das Hauptproblem sind jedoch nicht die Spru¨nge selbst, sondern vielmehr
die Ha¨ufigkeit ihres Auftretens. Ein Benutzer empfindet seltene weite Spru¨n-
ge weitaus weniger sto¨rend, als ha¨ufige kleinere, denn das Bild wirkt nicht
fließend sondern eher stockend und wird vom Benutzer als nicht real wahr-
genommen. Wurde also eine Position erkannt, sollte sich diese mo¨glichst
stabil fortsetzen, um den Verschmelzungsgrad zwischen Realita¨t und Vir-
tualita¨t zu unterstu¨tzen. Um weitere Stabilita¨t zu gewinnen sind daher
sicherlich noch weitere Optimierungen notwendig.
Um große Spru¨nge durch Ausreißer zu reduzieren, wa¨ren verschiedene Ver-
fahren denkbar. King et al. verwenden einen Wahrscheinlichkeitsvektor, der
alle ermittelten Wahrscheinlichkeiten in der Online-Phase speichert und bei
jedem Durchlauf aktualisiert. Dabei werden vor allem Wahrscheinlichkeits-
daten aus der Vergangenheit zur Berechnung der aktuellen Position beru¨ck-
sichtigt:
pi′i =
pi ∗ P (M | pi)∑n
j=1 pij ∗ P (M | pj)
(8)
Diese Variante wurde wa¨hrend der Analysephase implementiert und getes-
tet. Die empirischen Ergebnisse zeigten, dass mit Erho¨hung der Stichproben
in der Online-Phase unter Einbeziehung der Daten aus der Vergangenheit
die Genauigkeit erho¨ht wurde, die Wahrscheinlichkeits-Folge einer Positi-
on jedoch bereits nach 6-8 Stichproben gegen die Wahrscheinlichkeit 1,
wa¨hrend die Restwahrscheinlichkeiten gegen 0 konvergierten. Dies hat zur
Folge, dass der Algorithmus schnell terminiert, da eine vorherige ermittelte
0-Wahrscheinlichkeit in der obigen Formel letztlich immer zu 0 fu¨hrt. Eine
Erkennung eines Positionswechsels ist dann nicht mehr mo¨glich. Grund-
sa¨tzlich musste festgestellt werden, dass die Warscheinlichkeitsverteilungen
74Ausgehend von einer Bildschirmbreite von 640 px und 75,7°, siehe Kapitel 3.3.3
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zu schnell konvergieren, sodass Positionsa¨nderungen nur verzo¨gert sichtbar
wurden. Allerdings wurde auch deutlich, dass durch Einbeziehung von Ver-
gangenheitsdaten die Positionsbestimmung noch weiter optimiert werden
konnte.
Oft gelten viele Referenzpunkte um den gesuchten Punkt herum als wahr-
scheinlich, sodass die gesuchte Position durch das arithmetische Mittel der
k-wahrscheinlichsten Positionen ermittelt werden kann:
p∗ =
1
k
∗
k∑
i=0
pmax(i,P (M |pj) (9)
Eine weitere Ursache fu¨r Fehlerkennungen, ko¨nnte die Zelldichte sein. Die
obigen Tests wurden in einem Geba¨ude mit drei AccessPoints durchge-
fu¨hrt, wobei zusa¨tzlich die AP’s der nebenstehenden Geba¨uden beru¨ck-
sichtigt wurden. Dies fu¨hrte dazu, dass ein Großteil der Signalsta¨rken in
einem sehr tiefen Bereich aufgetreten sind, da sie von AP’s aufgenommen
werden, die weiter entfernt waren. Aufgrund der Empfa¨ngerempfindlichkeit
des Adapters ist denkbar, dass ein Großteil der AP’s in den Stichproben
gar nicht oder nur zum Teil vorkamen. Die Empfa¨ngerempfindlichkeit liegt
beim Galaxy SII bei -90 und beschreibt die Grenze an der der Empfang ei-
nes Beacon-Frames noch wahrscheinlich ist. Anhand der Messdaten konnte
man feststellen, dass 35% der Signalsta¨rken im Intervall [-100;-91] aufgetre-
ten sind. In diesem recht kleinen Intervall traten jedoch Signalsta¨rken von
17 AP’s (80%) auf, so dass man davon ausgehen kann, dass in der gege-
benen Testumgebung immer ho¨chstens nur die Signale von 2-3 AP’s sicher
empfangen werden konnten.
An dieser Stelle sei nochmal zu erwa¨hnen, dass zur Vergleichbarkeit der Tes-
tergebnisse, die Stichproben immer in Gehrichtung aufgenommen wurden.
Es fiel auf, dass sich die Ergebnisse zum Teil verbesserten, wenn die Daten
in der Online-Phase aus der gleichen Himmelsrichtung aufgenommen wur-
den, wie in der Oﬄine-Phase. Laut King et al.75 entstehen diese Differenzen
durch Absorptionseffekte des menschlichen Ko¨rpers, der mindestens zu 50%
aus Wasser bestehe. Je nachdem, wie also das Empfangsgera¨t zum Benutzer
und dem AP steht, wu¨rden ein Teil der Signale mit einer geringeren Emp-
fangsfeldsta¨rke den Empfa¨nger erreichen. So ergeben sich schließlich auch
unterschiedliche Umgebungsprofile. Grundsa¨tzlich empfiehlt es sich also die
Messdaten nicht nur in einer Richtung zu sammeln, d.h. in der Oﬄine-Phase
o¨fters die Position zu wechseln. King et al. stellen einen Ansatz vor, bei dem
in der Oﬄine-Phase mit jedem Signalsta¨rkevektor zusa¨tzlich die Orientie-
rung gespeichert wird, die das Gera¨t misst. In der Online-Phase werden nur
75Vgl. King et al., COMPASS: A Probabilistic Indoor Positioning System Based on
802.11 and Digital Compasses, S. 2 ff.
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die Messdaten beru¨cksichtigt, die eine a¨hnliche Orientierung haben, wie die-
se der Stichprobe. Voraussetzung ist dabei ein Gera¨t mit Magnetfeld- und
Inertialsensoren.
Zu den Vorteilen der WLAN-Fingerprinting Methode za¨hlt sicherlich die
Nutzung der bestehenden Infrastruktur der Technischen Hochschule. Da-
durch ko¨nnten die Kosten gering gehalten werden. Ein wesentlicher Nachteil
des WLAN-Fingerprinting ist die Notwendigkeit der Oﬄine-Phase, die sich
in einem großem Geba¨ude, wie das der TH, als sehr aufwendig darstellt. Es
wurde deutlich, dass mindestens 30 Scandurchla¨ufe (4 Sekunden pro Scan-
durchlauf) pro Position in der Oﬄine-Phase aufgenommen werden mu¨ssen,
um eine hohe Genauigkeit zu erreichen. Hier wa¨ren noch Ansa¨tze zu verfol-
gen, die weniger Messdaten beno¨tigen. Man kann jedoch davon ausgehen,
dass sich die gesamte Infrastruktur immer nur geringfu¨gig und sukzessive
a¨ndert. Zudem erho¨hen die physischen Eigenschaften von Funkwellen und
die Mehrwegeausbreitungen zu stark streuenden Signalsta¨rken, die Komple-
xita¨t, ein eindeutiges Umgebungsprofil zu generieren erheblich. Besonders
die Instabilita¨t, also die ha¨ufigen Positionswechsel beeintra¨chtigen die Qua-
lita¨t der ortsbasierten AR-Anwendung maßgeblich.
3.3.2.2 iBeacons Fingerprinting
Der von Apple eingefu¨hrte, proprieta¨re Standard iBeacon basiert auf Blue-
tooth Low Energy (BLE) und beschreibt kleine Bluetooth-basierte Funk-
baken, die in festgelegten Zeitintervallen Funksignale aussenden. Diese ent-
halten in der Regel eine eindeutige UUID mit welcher die Bake identifiziert
werden kann. Grundsa¨tzlich ergeben sich hierfu¨r zahlreiche Anwendungs-
mo¨glichkeiten. Im Rahmen dieser Arbeit dienen Bluetooth-basierte iBea-
cons als Alternative zu WLAN. Dabei soll a¨hnlich verfahren werden wie
beim WLAN-Fingerprinting und dem gegenu¨ber Optimierungsmo¨glichkei-
ten aufgezeigt werden. Die Arbeit beschra¨nkt sich dabei ausschließlich auf
die Funkbaken vom Hersteller Estimote. Diese sind mit einem eigenen Pro-
zessor, Flashspeicher, einem Bluetooth 4.0 Chip und einer Knopfbatterie
ausgestattet, um die Platine mit Strom zu versorgen. Die Knopfbatterie
ist nicht austauschbar und im Plastikgeha¨use fest verbaut. Sie soll laut
Estimote etwa 3 Jahre halten.
Estimote liefert zu den iBeacons zudem eine eigene Programmierschnitt-
stelle mit, um mit diesen zu kommunizieren. Zudem eine speziell fu¨r die
Indoor-Positionierung entwickelte API, die jedoch nur fu¨r IOS Gera¨te un-
76o. V., Adding Real-world Context with Estimote Beacons and Stickers | Xamarin
Blog
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Abbildung 17: Estimote Beacon Hardware 76
terstu¨tzt wird. Da die Google Glass jedoch auf Android basiert, kann die
API vorerst nicht genutzt werden. Zudem gibt der Hersteller hier eine Ge-
nauigkeit von bis zu 4 m an, die fu¨r ein ortsbasiertes System nicht tragbar
wa¨re. Da es sich bei iBeacon um einen Apple Standard handelt, stellt Esti-
mote fu¨r Android grundsa¨tzlich nur eine stark eingeschra¨nkte API zur Ver-
fu¨gung, mit der sich lediglich Informationen von den Funkbaken abfragen
lassen. Fu¨r das Fingerprinting-Verfahren reicht die MAC-Adresse und die
empfangene Signalsta¨rke jedoch aus. Das Fingerprinting-Verfahren unter-
scheidet sich bei Bluetooth nur geringfu¨gig. Die Signalsta¨rken der iBeacons
werden im gleichen Signalsta¨rke-Intervall [−100; 0] wie bei WLAN gemes-
sen, wobei man feststellen kann, dass bei Werkseinstellung der Baken die
Signalsta¨rke selbst bei 1 cm Entfernung nicht u¨ber -50 reicht.
Jeder Beacon besitzt mehrere Konfigurationseigenschaften, darunter ein
Name, eine UUID, die Sendeleistung (Transmit Power Tx) und das Sendein-
tervall (Advertising Interval). Letztere beiden haben laut Hersteller Einfluss
auf die Genauigkeit der Abstandserkennung.
Die Sendeleistung beschreibt die Leistung der iBeacon-Antenne, von wel-
chem das Signal ausgeht. Hierzu schreibt der Hersteller77:
”
The more power,
the longer the range.“ (Umso mehr Leistung, umso gro¨ßer die Reichweite).
Sendet also der iBeacon mit ho¨herer Leistung, ko¨nnen Pfadverluste redu-
ziert werden, wobei nach wie vor gilt: Umso weiter man vom iBeacon ent-
fernt ist umso instabiler das Signal. Die Konfiguration reicht von -30 dBm
bis 4 dBm. Estimote weist allerdings darauf hin, dass durch Erho¨hung der
Leistung der Batterieverbrauch steigt. Tabelle 3 stellt die Leistung zur ma-
ximalen Distanz und Batterieverbrauch gegenu¨ber.
Das Sendeintervall beschreibt den Zeitabstand zwischen den Broadcast-
Beacons, die die iBeacons regelma¨ßig senden. Der Hersteller a¨ußert sich da-
77Vgl. o. V., What are Broadcasting Power, RSSI and other characteristics of beacon’s
signal? – Estimote Community Portal
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Leistung (dBm) Distanz (m) Lebensdauer Batterie (Monate)
-30 1,5 38
-20 3,5 37
-16 7 37
-12 15 36
-8 30 34
-4 40 33
0 50 30
4 70 26
Tabelle 3: Angaben von Estimote zu Leistung, Distanz und Batteriever-
brauch (Ausgehend von Werkseinstellung)
zu wie folgt:
”
The shorter the interval, the more stable the signal“78 (Umso
ku¨rzer das Intervall umso stabiler das Signal). Sendet zudem der iBeacon in
sehr kurzen Absta¨nden soll es mo¨glich sein, Ausreißer, die durch Mehrwege-
ausbreitungen entstehen entsprechend zu kompensieren. Das Sendeintervall
reicht von 2000 ms bis zu 100 ms und hat erheblichen Einfluss auf den Bat-
terieverbrauch. Beim ho¨chsten Sendeintervall ist die Batterie erst nach 70
Monaten verbraucht. Bereits durch Senkung des Sendeintervalls um 20 ms,
ha¨lt der Akku jedoch bereits 1 Monat weniger. Es muss also ein Kompro-
miss zwischen Batterieverbrauch und Genauigkeit der Positionsbestimmung
gefunden werden.
Insgesamt wurden zur Evaluation 3 Versuche durchgefu¨hrt. Im ersten Ver-
such blieb die Konfiguration der iBeacons unvera¨ndert mit Werkseinstellung
-8 dBm und 450 ms. Ausgehend von der Werkseinstellung wurde im zwei-
ten Versuch der Einfluss der Sendeleistung auf die Positionsbestimmung
untersucht. In dem letzten Versuch, wurde wiederum die Auswirkung des
Sendeintervalls getestet. Es wurden also immer jeweils nur die Parameter
Sendeintervall und Sendeleistung einzeln vera¨ndert um die beiden Testrei-
hen voneinander unabha¨ngig zu halten.
Die Untersuchungen wurden mit 6 iBeacons durchgefu¨hrt. Diese wurden
auf eine große Fla¨che in mo¨glichst gleich großen Absta¨nden verteilt, wobei
in allen Versuchen die Beacons jeweils mit hoher Zelldichte relativ geringer
Zelldichte (max. 7 m) getestet wurden. Um einen direkten Vergleich zum
WLAN-Fingerprinting herstellen zu ko¨nnen, wurde die gleiche Testumge-
bung gewa¨hlt und in der Oﬄine-Phase die Stichproben an den gleichen
Messpunkten und in Laufrichtung entnommen. Zudem wurden wieder 30
Scandurchla¨ufe durchgefu¨hrt. Die Dauer des Scandurchlaufs musste fest auf
4 Sekunden konfiguriert werden, da ansonsten auch damit eine Vergleich-
barkeit zum WLAN-Fingerprinting nicht gegeben wa¨re.
78Vgl. o. V., What are Broadcasting Power, RSSI and other characteristics of beacon’s
signal? – Estimote Community Portal
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Pos T1 T2 T3 T4 ∅
1 1,20 1,20 1,20 0,40 1,00
2 0,20 0,20 0,40 0,40 0,30
3 0,80 0,80 0,80 0,40 0,70
4 1,00 1,40 1,20 1,00 1,15
5 0,60 1,00 0,00 0,20 0,45
6 1,20 1,40 0,80 1,80 1,30
7 1,80 0,80 0,80 1,60 1,25
8 1,80 1,40 1,00 1,20 1,35
9 1,60 1,20 1,80 0,80 1,35
10 0,60 0,40 0,60 0,60 0,55
11 0,80 0,80 0,00 1,20 0,70
12 1,40 0,40 0,80 2,60 1,30
Tabelle 4: Testergebnisse Werkseinstellung (-8 dBm, 450 ms) - Fehler in m
(a)
Pos T1 T2 T3 T4 ∅
1 1,60 1,20 1,40 0,80 1,25
2 0,60 1,40 2,60 0,20 1,20
3 0,60 0,80 0,80 0,00 0,55
4 0,40 1,20 1,60 1,40 1,15
5 0,60 1,00 1,40 1,80 1,20
6 1,00 0,80 0,00 1,20 0,75
7 0,00 1,00 0,40 3,00 1,10
8 1,20 1,00 0,20 0,80 0,80
9 0,40 0,60 0,60 1,60 0,80
10 0,80 0,40 0,40 0,60 0,55
11 1,60 0,80 0,60 0,00 0,75
12 0,40 0,60 0,80 2,00 0,95
(b)
Pos T1 T2 T3 T4 ∅
1 0,40 1,80 0,60 0,80 0,90
2 0,20 0,40 0,80 0,40 0,45
3 0,40 0,80 0,40 0,20 0,45
4 0,20 1,60 0,60 1,60 1,00
5 0,40 1,20 1,20 0,80 0,90
6 0,00 0,20 0,00 0,00 0,05
7 0,60 0,00 0,00 0,00 0,15
8 0,60 0,20 0,80 0,20 0,45
9 0,00 0,60 0,00 0,20 0,20
10 0,80 0,80 0,80 1,00 0,85
11 0,40 0,80 1,00 0,20 0,60
12 0,60 1,20 1,20 1,40 1,10
Tabelle 5: Testergebnisse Erho¨hung Sendeleistung (4 dBm, 450 ms) (a) und
Testergebnisse Verringerung Sendeintervall (-8 dBm, 220 ms) (b) - Fehler
in m
In den Ergebnissen des ersten Versuchs (Tabelle 4) kann man feststellen,
dass der maximale durchschnittliche Fehler von 1,35 m tendenziell besser
ausfa¨llt, als bei dem WLAN-Fingerprinting. Die ho¨here Genauigkeit ko¨nn-
te auf die Anzahl der Beacons zuru¨ckzufu¨hren sein, die mehr Testdaten als
die drei AP’s im Haus liefern. Trotz allem, ist die Verbesserung gegenu¨ber
des WLAN-Fingerprintings nur minimal. Vergleicht man die Verteilung der
durchschnittlichen Fehler aus den beiden Tabellen, stellt man fest, dass
beim Bluetooth-Fingerprinting sogar ha¨ufiger durchschnittliche Fehler u¨ber
einem Meter entstehen als beim WLAN-Fingerprinting.
Eine Ursache ko¨nnte die geringe Sendeleistung der Funkbaken sein. Wa¨h-
rend die Sendeleistung von WLAN bei etwa 13 bis 18 dBm liegt, wurden
die Funkbaken auf -8 dBm konfiguriert. So erkennt man in Tabelle 5b, dass
durch Erho¨hung der Sendeleistung (auf 4 dBm) bessere Ergebnisse erzielt
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wurden, auch wenn nur geringfu¨gig. Der maximale durchschnittliche Fehler
liegt bei 1,25 m. Allerdings wird aufgrund dieser Konfiguration ca. 20% der
Akkulaufzeit reduziert.
Zuletzt kann man erkennen, dass durch Verringerung des Sendeintervalls,
bei gleichbleibender Sendeleistung von -8 dBm die besten Ergebnisse er-
zielt werden konnten (max. durchschnittlicher Fehler 1,1). Dies la¨sst sich
vor allem auf die gro¨ßere Stichprobenmenge zuru¨ckfu¨hren, da in der Oﬄine-
Phase innerhalb eines 4 Sekunden-Scandurchlaufs deutlich mehr Broadcast-
Beacons empfangen wurden (da sie o¨fters gesendet werden) und dadurch
die Wahrscheinlichkeit fu¨r Ausreißer in der Ha¨ufigkeitsverteilung weiter re-
duziert wurde. Zum Vergleich: Beim Testdurchgang mit Werkseinstellung
wurden insgesamt 1803 Strichproben entnommen, wa¨hrend durch Reduzie-
rung des Sendeintervalls 2614 Stichproben entnommen wurden. Letztlich
geht jedoch die leichte Verbesserung der Genauigkeit mit einem hohen Bat-
terieverbrauch (nur mehrere Monate) aufgrund des ha¨ufigeren Aussenden
der Broadcast-Beacons einher.
Insgesamt konnte gezeigt werden, dass mithilfe von Bluetooth eine hohe
Genauigkeit bei der Positionserkennung im Indoor-Bereich erreicht werden
kann, teilweise sogar eine ho¨here als beim WLAN-Fingerprinting, wenn
auch nur geringfu¨gig. Zudem wurde deutlich, dass eine Erho¨hung der Sen-
deleistung und Verringerung des Sendeintervalls zur weiteren Optimierung
beitragen kann. Allgemein ist der wesentliche Nachteil der Estimote iBea-
cons die im Geha¨use verbaute Batterie, die bei normalen Verbrauch nach
3 Jahren verbraucht ist. Spa¨testens nach 3 Jahren, mu¨sste also ein Wech-
sel der gesamten Infrastruktur erfolgen und erneut die Oﬄine-Phase des
Fingerprintings durchgefu¨hrt werden. Dazu kommt, dass die einmaligen
Anschaffungskosten fu¨r den Aufbau der gesamten Infrastruktur des TH-
Geba¨udes bereits sehr hoch sind. Der Aufwand der hierfu¨r notwendig wa¨re,
wird dem Nutzen, durch die Verwendung der iBeacons, daher keinesfalls
gerecht. Vielmehr sollte in Maßnahmen investiert werden, die das WLAN-
Fingerprinting mit der bestehenden WLAN-Infrastruktur optimieren.
3.3.2.3 LLA Marker
Sollte das Geba¨ude keine oder keine ausreichend dichte WLAN oder iBeacon-
Infrastruktur besitzen, bzw. diese aufgrund eines technischen Defekts nicht
zur Verfu¨gung stehen, sollte es dennoch mo¨glich sein, eine Positionsbestim-
mung innerhalb des Geba¨udes zu ermo¨glichen. Eine Mo¨glichkeit besteht
darin sogenannte LLA Marker79(Latitude, Longitude, Altitude) zu verwen-
den. Der Begriff des LLA Markers wurde erstmals von Metaio, einem auf
79Vgl. metaio, Indoor Location Based Channels
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AR spezialisierten Unternehmen eingefu¨hrt. Man versteht darunter speziel-
le Marker, die geoda¨tische Daten kodieren und somit erlauben, die genaue
Position eines Gera¨tes zu erkennen.
Das Prinzip der Positionsbestimmung mit LLA Markern ist wie folgt:
Innerhalb des Geba¨udes werden LLA Marker an verschiedenen Positionen
angebracht z.B. an Wa¨nden oder Tu¨ren, am Boden usw. Jeder Marker
codiert seine eindeutige Position in Form von Koordinaten. Metaio verwen-
det hierbei den Breiten- und La¨ngengrad als geographische Koordinaten,
daher die Bezeichnung LLA. Ein Markendetektor im Gera¨t erkennt den
LLA-Marker u¨ber ein optisches Bilderkennungsverfahren und erha¨lt damit
seine Position. Eine Kamera ist also zwingend notwendig. Abbildung 18
veranschaulicht einen solchen LLA Marker. Das von Metaio entwickelte
Framework Junaio verwendet einen 9x9 Raster. Jedes Feld kann dabei den
bina¨ren Wert 1 oder 0 kodieren, wodurch sich 281 Mo¨glichkeiten ergeben.
Wa¨hrend ein Teil der Bits fu¨r die Parita¨t verwendet werden, reichen die
restlichen Bits zur Kodierung des Breiten- und La¨ngengrades.
Abbildung 18: LLAMarker
Wie in den Grundlagen behandelt, werden Marker u¨ber ein optisches
Verfahren eingelesen. Zur optimalen Erkennung des Markers spielen mehre-
re Faktoren eine Rolle. Hierzu za¨hlt die Auflo¨sung der Kamera, die Distanz
zum Marker, die Gro¨ße des Rasters und die Gro¨ße des Markers selbst. Soll
also ein Marker aus einer gro¨ßeren Distanz erkennbar sein, sollte bei einer
geringen Auflo¨sung der Kamera immer ein gro¨ßeres Raster bzw. ein gro¨ße-
rer Marker verwendet werden. Dies hat zur Folge, dass u. U. nicht genu¨gend
Daten kodiert werden ko¨nnen. Es muss also ein Kompromiss zwischen dem
maximalen Leseabstand eines Markers bzw. dessen Lesbarkeit und dessen
Datenkapazita¨t gefunden werden. Die Marker des Frameworks Junaio ha-
ben den Nachteil, dass sie ein recht kleines Raster verwenden, sodass sich
die maximale Lesedistanz je nach Kamera auf etwa 30 cm beschra¨nkt. Be-
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trachtet man ein solches Szenario aus rein ergonomischen Gesichtspunkten,
wa¨re ein Smartphone bei einer solchen Distanz noch aufgrund der hin-
zukommenden Armla¨nge denkbar. Stellt man sich das Szenario mit einer
Datenbrille, wie die Google Glass vor, wird deutlich, dass ein gro¨ßerer Le-
seabstand erforderlich wa¨re.
Das C++ basierende Open-Source Framework AR-Framework ArUco ver-
wendet standardma¨ßig ein gro¨ßeres Marker-Raster und eignet sich fu¨r die
Arbeit daher nicht nur durch seine Schlankheit und Integrationsfa¨higkeit.Dieses
verwendet standardma¨ßig ein 5x5-Raster, wodurch 25 Bit kodiert werden
ko¨nnen. Wobei 10 Bit fu¨r Daten und 15 Bit fu¨r die Fehlerbehandlung vor-
gesehen sind. Auf die Kodierung der Position in x,y-Koordinaten muss auf-
grund der geringeren Datenkapazita¨t also verzichtet werden. Stattdessen
wird jedem Marker eine eindeutige Identifikationsnummer (ID) zugewiesen.
Innerhalb der Datenbank wird jede ID einer festen Position zugeordnet. Auf
diese Weise ko¨nnen 210 = 1024 Positionen kodiert werden.
Die Funktionsweise der Markererkennung soll im Folgenden grob umrissen
werden80:
1. Zuna¨chst wird das von der Kamera aufgenommene Bild in Graustu-
fen konvertiert. Da ein Marker nur aus einem schwarz-weiß-Raster
besteht, sind Farbinformationen u¨berflu¨ssig. Eine Vielzahl von Bil-
derkennungsalgorithmen arbeiten in der Regel mit Graustufen, da
diese die Anzahl an Farb-Informationen pro Pixel (0-255) deutlich
reduzieren und sich somit positiv auf die Performance auswirken.
Abbildung 19: Bild in Graustufen umgewandelt 81
2. Im zweiten Schritt wird das Bild binarisiert, d.h. jedem Pixel statt 0-
255 einen Wert zwischen 0 oder 1 zugeordnet. Auf diese Weise ko¨nnen
spa¨ter Umrisse und Formen besser klassifiziert werden. Zudem werden
die Marker besser vom Hintergrund abgehoben. Je nach Verteilung
der Grauwerte, die auch vom natu¨rlichen Licht beeinflusst werden,
stehen fu¨r die Umwandlung verschiedene Schwellwertmethoden zur
Verfu¨gung.
80Vgl. Baggio et al., Mastering OpenCV with Practical Computer Vision Projects -,
S.69
81A. a. O.
82A. a. O.
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Abbildung 20: Binarisiertes Bild82
3. Durch die Binarisierung im zweiten Schritt lassen sich Schwarz-Weiß-
U¨bergange als Konturen erkennen, wodurch im na¨chsten Schritt mit
einem speziellen Verfahren zur Konturfindung alle Polygone im Bild
erkannt werden ko¨nnen. Hier werden bereits Schwellwerte definiert
um zu kleine Konturen auszuschließen. Nachdem die Polygone vom
Algorithmus zuru¨ckgegeben wurden, ko¨nnen solche eliminiert werden,
die weniger oder mehr als 4 Punkte besitzen.
Abbildung 21: Bild nach Konturfindung83
4. Zum Schluss wird ein Ausschnitt, welcher durch das Polygon definiert
wird, aus dem Bild entnommen und per Koordinatentransformation
in ein zweidimensionales und immer gleich großes Bild u¨berfu¨hrt. Auf
diese Weise la¨sst sich ein gleichbleibendes Gitter aufbauen, in welchem
jedes Feld entweder mit einer u¨berwiegenden Anzahl an schwarzen
oder weißen Pixel entha¨lt. Das Gitter besteht aus 5 x 5 Bit langen
Abbildung 22: Bild nach Koordinatentransformation84
Hamming Codes85, wobei nur das 2. und 4. Bit die eigentlichen Daten
speichert, wa¨hrend die restlichen Bits Parita¨tsbits darstellen. Ferner
wird das 1. Parita¨tsbit invertiert, um einen vollsta¨ndig schwarzen Kas-
ten und damit die Anzahl falscher Negative bei der Markererkennung
zu minimieren. Die hohe Anzahl an Parita¨tsbits soll zudem gewa¨hr-
leisten, stets die Orientierung des Markers ermitteln und den Marker
83Baggio et al., Mastering OpenCV with Practical Computer Vision Projects -
84A. a. O.
85Vgl. o. V., ARUCO How to create markers | iplimage
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entsprechend transformieren zu ko¨nnen.
Abbildung 23: ArUco Marker86
Da jeder LLA Marker immer genau eine Position kodiert, mu¨sste theore-
tisch an jeder Position ein Marker angebracht werden. Da dies zu aufwendig
wa¨re, werden die LLA Marker nur an einigen Stellen angebracht, an welchen
dann eine Positionsbestimmung mo¨glich ist. Da man grundsa¨tzlich jedoch
einen umfangreichen U¨berblick aller POIs in der Umgebung erhalten mo¨ch-
te, sollten sich diese mo¨glichst zentral im Raum befinden, sodass man diese
in der Regel nur auf dem Boden platzieren kann.
Zu den Vorteilen der LLA Markern za¨hlt sicherlich die Einfachheit und
der geringe Aufwand, die Marker herzustellen und an den jeweiligen Stellen
zu platzieren. Zudem weißt die Positionsbestimmung eine hohe Stabilita¨t
auf, da bis zum Scan des na¨chsten Markers kein Positionswechsel stattfin-
det. Dies geht jedoch mit dem Nachteil einher, dass aufgrund des Aufwands
nicht jede Position im Koordinatensystem abgebildet werden kann und die
Position nur solange korrekt ist, bis der Benutzer von der Position abweicht.
3.3.3 Einblendung von Point of Interests
In den vorherigen Kapiteln wurde ein Koordinatensystem als Umgebungs-
modell aufgestellt, welches jede Position in Form von x,y-Koordinaten be-
schreibt. Ferner wurden Verfahren untersucht, um die Position des Benut-
zers innerhalb des Koordinatensystems zu bestimmen. Zum jetzigen Stand
ko¨nnten damit also theoretisch alle naheliegenden POIs, relativ zur aktu-
ellen Position ermittelt werden. Damit ko¨nnen die Fragen
”
Wo bin ich?“
und
”
was ist in meiner Na¨he?“ beantwortet werden. Im letzten Schritt geht
es darum diese Informationen im Blickfeld des Benutzers zu visualisieren
(
”
Was sehe ich?“) und damit erweiterte Realita¨t zu ermo¨glichen.
Eines der Ziele dieser Arbeit ist die Realisierung von Optical-See-Through
AR mit der Google Glass. Betrachtet man erneut die Definition von Optical-
See-Through aus Kapitel 2.1.2.1 ergeben sich daraus einige Grundvoraus-
setzungen. Zum einen wird ein Anzeigegera¨te mit einem optischen Kom-
86o. V., ARUCO How to create markers | iplimage
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binierer beno¨tigt, um die reale Welt mit dem virtuellen Bild zusammen-
zufu¨hren. Das Prisma der Google Glass ist ein semi-transparentes Display,
welches ein Teil des natu¨rlichen Lichtes mit einem Teil des ku¨nstlich erzeug-
ten Lichtes aus einem Projektor zusammenfu¨hrt und damit die Funktion
eines optischen Kombinierers erfu¨llt. Auf diese Weise ist das Hauptmerkmal
eines Optical-See-Through-Systems gegeben, denn die real wahrgenommene
Welt kann um Virtualita¨t erweitert werden. Allerdings besitzt die Google
Glass in diesem Kontext einige Einschra¨nkungen:
Zuna¨chst befindet sich das virtuelle Bild im oberen rechten Sichtbereich und
wird erst scharf, wenn der Benutzer den Blick zum Bild richtet. Das Regis-
trieren, also das Einfu¨gen des virtuellen Bildes in das real wahrgenommene
Bild wird dadurch sichtlich erschwert. Dies stellt vor allem bei objektba-
sierten AR Applikationen ein Problem dar, da die virtuellen Inhalte in Ab-
ha¨ngigkeit eines realen Objektes pra¨zise positioniert werden mu¨ssen. Dies
ist einer der wahrscheinlichsten Gru¨nde, warum bisher fu¨r die Google Glass
nur Video-See-Through AR Apps entwickelt wurden, die das reale Bild mit
der Kamera aufnehmen, dieses mit virtuellen Objekten kombinieren und
schließlich im Display ausgeben. Bei einer ortsbasierten AR-Applikationen
hingegen, spielt eine pra¨zise Registrierung eher eine untergeordnete Rolle.
Vielmehr geht es bei ortsbasierter AR darum, ortsabha¨ngige Informationen
zu visualisieren. Dies setzt jedoch voraus, dass ein Umgebungsmodell exis-
tiert und eine Positionsbestimmung mo¨glich ist.
Die zweite Einschra¨nkung ergibt durch das semi-transparente Display. Da
das Prisma der Google Glass nur einen Teil des Lichtes fu¨r das virtuel-
le Bild in die Retina des Betrachters projiziert, wirkt das Bild oft blass.
Zudem geht das von der Brille erzeugte Bild nicht mit der Realita¨t inein-
ander u¨ber, da es immer einem 640x360 großen Bereich, oft mit schwarzem
Hintergrund abgebildet wird. Aufgrund dieser Tatsache, wird auch eine
direkte Verschmelzung des realen und virtuellen Bildes erschwert. Da die
Verschmelzung einen Qualita¨tsfaktor eines AR-Systems darstellt, mussten
zuna¨chst einige Optimierungen vorgenommen werden.
Grundsa¨tzlich wird die Transparenz des Bildes durch drei Faktoren beein-
flusst: die Lichtintensita¨t des natu¨rlichen Lichtes, die des Projektors und
der Farbwert des Pixels. Auf die letzten beiden, hat man grundsa¨tzlich
Einfluss. Schwarze Pixel erscheinen besonders transparent, wa¨hrend weiße
Pixel das natu¨rliche Licht u¨berblenden. Aus diesem Grund wurde fu¨r die
AR-Applikation ein schwarzer Hintergrund gewa¨hlt, um den Hintergrund
mo¨glichst Transparent zu halten. Zudem kann das vom Projektor, virtuell
erzeugte Licht reduziert werden. Dies geht jedoch mit dem Nachteil einher,
dass das virtuelle Bild in der Gesamtheit noch blasser erscheint. Es muss
also ein Kompromiss zwischen der Sichtbarkeit des Bildes und der Grad der
Verschmelzung gefunden werden.
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Eine weiterer Grundbaustein eines Optical-See-Through Systems ist die
Tracking-Komponente. Wie in den Grundlagen beschrieben, dient sie zur
Erfassung der Pose, um damit Kontext-abha¨ngige Informationen zu visua-
lisieren. Im Rahmen dieser Arbeit beschra¨nkt sich dabei der Kontext auf
Informationen, die einen Bezug zur aktuellen Position innerhalb eines Ge-
ba¨udes und zum aktuellen Blickfeld haben. Richtet etwa der Benutzer den
Blick auf einen Point of Interest, also einen bestimmten Raum o.a¨. im Flur
des Geba¨udes, sollen ihm bestenfalls nur Informationen zu diesem visua-
lisiert werden. Eine Grundvoraussetzung wurde hierfu¨r bereits durch ein
Umgebungsmodell und die Positionsbestimmung geschaffen, mit welcher
die x- und y-Position und damit bereits zwei Freiheitsgrade gemessen wer-
den ko¨nnen.
Um jedoch vollsta¨ndig die reale Umgebung zu erfassen, mu¨ssen theoretisch
alle 6 Freiheitsgrade bekannt sein. Da in dieser Arbeit von einem zwei-
dimensionalen Koordinatensystem ausgegangen wird, werden also noch die
Roll-Nick-Gier-Winkel beno¨tigt, um die Pose zu ermitteln. Der Roll-Winkel
beschreibt dabei die Neigung nach links und rechts, Nick-Winkel nach oben
und unten und Gier-Winkel die Kopf- bzw. Ko¨rperdrehung, also die Blick-
richtung.
Abbildung 24: Roll-Nick-Gier87
Auch hierfu¨r stellt die Google Glass bereits die notwendigen technischen
Voraussetzungen bereit. Mithilfe des eingebauten Accelerometers kann die
lineare Beschleunigung (m/s2) Richtung x,y,z-Achse gemessen und damit
bereits die Orientierung aus den Winkelunterschieden des Gera¨ts bestimmt
87o. V., Virtual Reality Tracking Systems - HowStuffWorks
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werden. Ferner besitzt die Google Glass ein Gyroskop, das zur Messung
der Winkela¨nderungsgeschwindigkeit dient. U¨ber die A¨nderung des Win-
kels um eine Achse in der Zeit, kann durch Integration nach Zeit der A¨n-
derungswinkel um alle Achsen bestimmt werden. Durch die Einbeziehung
des Gyroskops kann die Genauigkeit deutlich erho¨ht werden. Das Accele-
rometer und Gyroskop befinden sich im vorderen Sockel der Google Glass
und liefern die Messwerte in einem eigenen Koordinatensystem zuru¨ck, in
welchem die Y-Achse nach oben, die X-Achse nach rechts und Z-Achse in
Richtung des Betrachters zeigt (siehe Abb. 25). Allerdings ko¨nnen hieraus
noch nicht die Roll-Nick-Gier Winkel abgeleitet werden, da beide Sensoren
zum driften neigen, wenn sich Fehler akkumulieren, sodass zusa¨tzlich ein
Referenzsystem beno¨tigt wird. Erst durch Nutzung eines Magnetometers,
welcher die Ausrichtung zum magnetischen Norden (Gier) bestimmt, stehen
alle Informationen zur Verfu¨gung, um die Rotation um alle Achsen und da-
mit die Roll-Nick-Gier-Winkel zu ermitteln. Die Android API stellt hierfu¨r
bereits die notwendigen Funktionen bereit, um die Fusion aller Sensoren zu
ermo¨glichen.
Abbildung 25: Unterschiedliche Koordinatensysteme88
Zuru¨ckgegeben wird schließlich ein Rotationsvektor ~r = (α, β, γ), der
die Rotation des Gera¨tekoordinatensystems um das Weltkoordinatensys-
tem beschreibt. In Abbildung 25 kann man erkennen, dass jedoch das Ko-
ordinatensystem der Google Glass gegenu¨ber dem Weltkoordinatensystem
um 90 Grad gekippt ist. Wu¨rde man die Google Glass mit dem Sockel
auf einen flachen Tisch stellen, wu¨rden die Gier-Werte grundsa¨tzlich kor-
rekt zuru¨ckgegeben werden, da in diesem Falle die Z-Achse als Gier-Achse
u¨bereinstimmen wu¨rde. Da jedoch beim Tragen der Brille die Y-Achse die
Gier-Achse ist, muss diese auf die Z-Achse abgebildet werden. Die Android
API stellt auch hierfu¨r Methoden bereit um eine solche Koordinatentrans-
formationen durchfu¨hren zu ko¨nnen.
Nachdem die drei weiteren Freiheitsgrade ermittelt wurden, mu¨ssen die
Winkelinformationen in Bildschirmkoordinaten abgebildet werden. Abbil-
dung 25 veranschaulicht das Display-Koordinatensystem. Hierbei stellt die
88o. V., Locations and Sensors | Glass | Google Developers, o. V., SensorManager |
Android Developers
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X-Achse die horizontale und Y die vertikale Achse dar, wobei der Ursprung
oben links liegt.
Die horizontale Positionierung der virtuellen Inhalte erfolgt u¨ber den Gier-
Winkel α, da eine Drehung des Kopfes nach links und rechts eine Bewegung
der Inhalte auf der Horizontalen bewirken soll. Damit eine horizontale Posi-
tionierung in Abha¨ngigkeit des Gier-Winkels ermo¨glicht werden kann, muss
im ersten Schritt die Richtung zum umliegenden POI, auch Peilung ge-
nannt, ermittelt werden. Die Peilung beschreibt einen Winkel zwischen der
Richtung eines gepeilten Objektes und der gemessenen Himmelsrichtung.
Im Falle der Google Glass ist die Blickrichtung mit der Himmelsrichtung
identisch. Nur auf diese Weise la¨sst sich aus der Blickrichtung ermitteln,
welche POIs sich aktuell im Sichtfeld befinden. Die Peilung ϕ von der ak-
tuellen Position (xp, yp) zu einem POI (xpoii , ypoii) errechnet sich wie folgt:
ϕ−−→
ppoii
= ((90− 180
pi
∗ atan2 (yp − ypoii , xpoii − xp))− δ) mod 360 (10)
Die atan2-Funktion berechnet den Winkel zwischen dem Richtungsvek-
tor, der geographisch gesehen nach Norden zeigt und dem Vektor
−−→
ppoii.
Die y-Werte der aktuellen Position und die des POIs wurden in der For-
mel vertauscht, da der Ursprung des erzeugten Koordinatensystems oben
links statt oben rechts beginnt. Der Wert wird anschließend in Grad umge-
rechnet. Da das Polarkoordinatensystem seinen Ursprung bei der X-Achse
des kartesischen Koordinatensystems hat, muss der von atan2 errechnete
Winkel nochmals um 90 Grad in den Ursprung des kartesischen Koordina-
tensystems verschoben werden. δ bezeichnet die Abweichung zwischen dem
magnetischen Norden und dem relativen Norden im erzeugten zweidimen-
sionalen Gitternetz. Damit wird gewa¨hrleistet, dass das erzeugte Umge-
bungsmodell immer mit dem Weltkoordinatensystem u¨bereinstimmt, auch
wenn ein Geba¨udeplan nicht gegen Norden zeigt. Ferner muss das horizonta-
le Sichtfeld (FOV) im Verha¨ltnis zum Display eingeschra¨nkt werden, damit
nur virtuelle Objekte visualisiert werden, die sich innerhalb des Sichtfelds
befinden. Das Sichtfeld ist also fu¨r die Anzeige von Kontext-abha¨ngigen In-
formationen entscheidend. Hierbei wurde das Sichtfeld der Kamera gewa¨hlt,
welches bei der Google Glass etwa 75,7° betra¨gt. Schließlich errechnet sich
die horizontale Bildschirmkoordinate (in Pixel) wie folgt:
xpoii =
Bildschirmbreite
FOVh
∗ (α− ϕ−−→
ppoii
) +
Bildschirmbreite
2
(11)
Zuna¨chst wird die Anzahl der Pixel pro Grad aus der Bildschirmbreite,
die bei der Google Glass 640 Pixel betra¨gt, und dem horizontalen FOV be-
rechnet. Dieser Wert wird mit der Differenz aus dem ermittelten Gierwinkel
des Sensors und der Peilung zum jeweiligen POI multipliziert. Als Bezugs-
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-FOV2
FOV
2
α
Winkeldifferenz
Abbildung 26: Horizontale Positionierung in Abha¨ngigkeit der Winkeldiffe-
renz vom Gierwinkel zur POI-Peilung
punkt wird die Position des Zentrums hinzu addiert. Die Bildschirmbreite
und FOV ist konstant, daher entscheidet die Winkeldifferenz vom Gierwin-
kel zur Peilung des POIs, wie das virtuelle Objekt positioniert wird.
Der Nick-Winkel β bestimmt wiederum die vertikale Positionierung, denn
durch Beugung des Kopfes nach vorne oder hinten sollen die virtuellen
Objekte vertikal ihre Position vera¨ndern. Zur Berechnung der vertikalen
Position der virtuellen Elemente wird wiederum immer vom Zentrum aus-
gegangen, wenn der Nick-Winkel 0° betra¨gt. Das vertikale Sichtfeld FOVv
der Google Glass Kamera betra¨gt 58.3°.
ypoii =
Bildschirmbreite
FOVv
∗ β + Bildschirmbreite
2
(12)
Mithilfe des Roll-Winkels γ wird schließlich die Rotation ζ der virtuellen
Objekte bestimmt. Hier gilt ohne Umrechnung ζ = γ.
Zum jetzigen Konzeptstand wu¨rden alle POIs visualisiert werden, die
sich im aktuellen Sichtfeld befinden und damit u. U. auch POIs, die in der
realen Welt von Hindernissen verdeckt werden. Beispielsweise wu¨rden beim
Blick auf einen Raum in einem Flur auch Informationen zu anderen Ra¨u-
men visualisiert werden, wenn sich diese etwa im Parallelflur befinden. Um
dies zu vermeiden mu¨ssen zusa¨tzliche Informationen zum Umgebungsmo-
dell herangezogen werden. Daher wird das in Kapitel 3.3.1 Umgebungsmo-
dell zusa¨tzlich um Hindernisinformationen erweitert. Jede Position kann
dann ein Hindernis, wie z.B. eine Wand sein. Um zu bestimmen, ob ein
POI sich hinter oder vor einem Hindernis befindet, wird aus der aktuellen
Position und der Position des ausgewa¨hlten POIs eine Gerade
~x = ~p+ s ~u (13)
ermittelt. Da das definierte Koordinatensystems nur diskrete Werte erlaubt,
ko¨nnen die n Punkte zwischen den beiden Punkten innerhalb der Gerade
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durchlaufen werden. Handelt es sich bei einem der Punkte um ein Hinder-
nis, wird das POI nicht als virtuelles Objekt visualisiert.
Wie erwa¨hnt, werden die virtuellen Objekte einem zweidimensionalen Koor-
dinatensystem abgebildet. Also wird die vom Auge wahrgenommene, dreidi-
mensionale Realita¨t durch zweidimensionale Inhalte erweitert. Um dennoch
die virtuellen Elemente korrekt in den dreidimensionalen Raum einzufu¨gen
und damit eine Tiefenwirkung zu erzeugen, werden die virtuellen Objekte
je nach Distanz zum POI entsprechend skaliert. Die Distanz zwischen der
aktuellen Position und dem POI ergibt sich aus dem euklidischem Abstand
zwischen zwei Punkten:
Di =
√
(xp − xpoii)2 + (yp − ypoii)2 (14)
Je nach Distanz werden die virtuellen Objekte also gro¨ßer bzw. kleiner
abgebildet, sodass vorrangig die na¨chsten POIs im Fokus stehen. Ferner
werden ab einem bestimmten Schwellwert die Objekte nicht mehr visuali-
siert, damit der Benutzer nicht an Informationsu¨berfluss leidet.
3.4 Navigation
Damit der Benutzer nicht nur Informationen zu seiner Umgebung erha¨lt,
sondern auch innerhalb des Geba¨udes zu Ra¨umen navigieren kann, wird
zusa¨tzlich eine Indoor-Navigation beno¨tigt. Dabei soll sich der Benutzer
anhand von virtuellen Inhalten von einer Position zur anderen leiten lassen
und immer der ku¨rzeste Pfad gewa¨hlt werden. Die notwendigen Voraus-
setzungen der Indoor-Navigation wurden bereits mit dem Konzept fu¨r das
AR-System geschaffen. Mit den Verfahren zur Positionsbestimmung sollte
man in der Lage sein, die ungefa¨hre Position des Benutzers innerhalb des
Geba¨udes zu ermitteln. Im zweiten Schritt muss ein optimaler Weg zum
Ziel ermittelt werden. Um dies zu ermo¨glichen, muss das bestehende Um-
gebungsmodell nochmals erweitert werden.
Das bestehende Umgebungsmodell ist ein Regular-Grid bestehend aus n∗m
Feldern, die entweder Positionsdaten, POIs und Hindernisse speichern. Da-
mit ein Pathfinding-Algorithmus in der Lage ist, das ku¨rzeste-Pfad-Problem
zu lo¨sen, muss das bestehende Raster in einen Graph transformiert werden,
in welchem jedes Feld als Knoten und der U¨bergang von einem Feld zum
anderen als Kante betrachtet wird. In dem erzeugten Raster, bestehen an
jedem Feld vier Traversierungsmo¨glichkeiten. Der Aufwand von einem Feld
zum anderen zu gelangen betra¨gt immer 1. Werden zusa¨tzlich die Dia-
gonalen beru¨cksichtigt, wu¨rden sich weitere vier Kanten mit dem Aufwand√
12 + 12 = 1.41 ergeben. Damit Hindernisse bei der Ermittlung des Pfades
nicht traversiert werden, werden nur die Felder bzw. Knoten miteinander
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verknu¨pft, wenn diese keine Hindernisse darstellen. Mithilfe des Dijkstra-
Algorithmus, wird anschließend der ku¨rzeste Pfad von einem Knoten zum
anderen ermittelt.
Abbildung 27 veranschaulicht, wie der Dijkstra-Algorithmus an der Karte
verlaufen wu¨rde. Der gesamte Pfad besteht hier aus 10 zu traversierenden
Knoten. Wu¨rde nun der Benutzer den Pfad entlanggehen, wa¨ren insgesamt
3 Aktionen notwendig: rechts abbiegen, links abbiegen, rechts abbiegen.
Dies stellt sich problematisch dar, wenn sich die Richtungsa¨nderungen auf
sehr engem Raum, also in kurzen Zeitabsta¨nden ergeben. Man stellt al-
so fest, dass sich diese Wegfu¨hrung relativ aufwendig und kontraintuitiv
darstellt.
Abbildung 27: Links: Dijkstra Algorithmus mit allen Feldern. Rechts: Di-
jkstra Algorithmus mit Waypoints
Beru¨cksichtigt man zudem die verwendeten Methoden zur Positionsbe-
stimmung, wird deutlich, dass diese Art der Wegfu¨hrung in Kombination
nicht sinnvoll ist. Um den aktuellen Knoten im Graph zu bestimmen, und
damit den Dijkstra-Algorithmus jedes mal neu zu initialisieren ist eine ver-
la¨ssliche und kontinuierliche Positionsbestimmung unabdingbar. Geht man
jedoch davon aus, dass die LLA Marker zur Positionsbestimmung genutzt
werden, mu¨sste an jeder erdenklichen Position ein Marker positioniert wer-
den. Wu¨rde wiederum die Positionsbestimmung u¨ber Fingerprinting erfol-
gen, mu¨sste diese so exakt sein und so kurze Antwortzeiten liefern, dass
der Dijkstra-Algorithmus erneut initialisiert werden kann. Da beide Fa¨lle
nicht realisierbar erscheinen, wurden stattdessen Versuche unternommen,
die Anzahl der Knoten zu reduzieren.
Das Konzept der Arbeit sieht daher vor, nicht alle freien Felder bei der Weg-
findung zu beru¨cksichtigen, sondern nur solche, die einen Richtungswechsel
veranlassen. In erster Linie wird hierfu¨r ein Wegenetz konstruiert, welches
die wichtigsten Laufwege beru¨cksichtigt. Ein solches Wegenetz wird von
mehreren sogenannten Waypoints aufgespannt. Waypoints stellen Punkte
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innerhalb des Rasters dar, welche immer eine Aktion des Benutzers erfor-
dern, wie bspw. das Einscannen eines neuen LLA Markers, oder der Rich-
tungswechsel. Abbildung 27 veranschaulicht beispielhaft ein solches Wege-
netz. Die hellgrauen Felder visualisieren das Wegenetz, die violetten Felder
stellen die Waypoints dar. Die dunkelgrauen Felder veranschaulichen den
Weg, den der Benutzer gehen wu¨rde. Zwar wird in der Theorie nie der
ku¨rzeste Weg gewa¨hlt, jedoch erfordert es in der Praxis letztlich nur eine
Aktion und einen Richtungswechsel, um zum gewu¨nschten Ziel zu kom-
men. U¨bertra¨gt man dieses Konzept auf die Geba¨udestruktur des Campus
Gummersbach, stellt man fest, dass besonders durch die langen Flure und
wenigen Verzweigungen diese Art der Wegfu¨hrung sinnvoll erscheint.
3.5 Benutzerschnittstelle und Interaktion
Mit dem Grundkonzept wurde die Basis fu¨r ein ortsbasiertes AR-System
im Indoor-Bereich geschaffen. Damit der Benutzer auch mit dem System
interagieren kann, ist eine Benutzerschnittstelle unabdingbar.
Die Benutzerschnittstelle sollte dabei so konzipiert sein, dass sie den
Anspru¨chen des Zielgera¨ts gerecht wird. Hierbei gilt zu beru¨cksichtigen,
dass sich die Art der Mensch-Computer-Interaktion bei der Google Glass
nochmals erheblich von anderen Zielgera¨ten unterscheidet. Da der Benut-
zer stets die Datenbrille im Blickfeld hat und diese daher maßgeblich Anteil
daran hat, wie der Benutzer mit der realen Welt interagiert, werden durch-
aus ho¨here Anforderungen an die Bedienbarkeit gestellt. Aus dieser Heraus-
forderung heraus entstanden die von Google entwickelten, fu¨nf elementaren
Design-Richtlinien, welche grundlegend die Nutzererfahrung beeinflussen89:
1. Design for Glass - Bei diesem Designprinzip geht es in erster Linie
darum, die Art der Interaktion der Google Glass von anderen Ge-
ra¨ten wie bspw. Smartphones oder Tablets klar zu unterscheiden.
Informationen der Google Glass werden immer zeitnah und aktuell
visualisiert. Im Vordergrund stehen sogenannte Mikrointeraktionen,
bei welchen der Benutzer auf schnellste Weise an sein Ziel gelangt.
Dies deckt sich wiederum mit dem Ziel eines AR-Systems, die Zeit
der Informationsbeschaffung zu reduzieren.
2. Don’t get in the way - Die Grundidee der Google Glass sieht vor, nur
Informationen anzuzeigen, die aktuell beno¨tigt werden und den Be-
nutzer interessieren. Alle anderen Informationen sollten ausgeblendet
werden, um den Nutzer nicht unno¨tig zu verwirren.
89Vgl. Firstenberg und Salas, Designing and Developing for Google Glass - Thinking
Differently for a New Platform, S.78 ff.
67
3. Keep it relevant - Informationen sollten Kontext-abha¨ngig visualisiert
werden. D.h. die richtige Information, sollte zur richtigen Zeit am
richtigen Ort verfu¨gbar sein.
4. Avoid the unexpected - Da das Display der Google Glass fu¨r den
Benutzer immer sichtbar ist, sollten unerwartete Ereignisse mo¨glichst
vermieden werden.
5. Build for people - Die Benutzerschnittstelle sollte fu¨r Menschen ent-
wickelt sein. Die Bedienung sollte daher einfach und intuitiv sein. Bil-
der, natu¨rliche Gesten oder Sprache sollen zur Kommunikation und
Interaktion dienen. Komplizierte Menu¨s und Einstellungsmo¨glichkei-
ten sollten vermieden werden.
Wie bereits im Grundlagenteil erwa¨hnt, besitzt die Google Glass ein
Touchpad, mit welchem Wischgesten nach links/rechts und oben/unten
mo¨glich sind. Die Art der Interaktion mit dem Touchpad, la¨sst sich aller-
dings nicht mit einem klassischen Touchpad eines Smartphones vergleichen,
da der Beru¨hrungspunkt auf der Displayfla¨che nicht bekannt ist. U¨bertra¨gt
man den die Problematik auf den Anwendungsfall der AR-Applikation, wird
deutlich, dass die Interaktion mit den virtuellen Objekten auf diese Wei-
se nicht realisierbar ist. Grundsa¨tzlich ergeben sich hierdurch verschiedene
Realisierungsmo¨glichkeiten, die bereits in Kapitel 2.1.2.4 vorgestellt wur-
den. Eine reale Mo¨glichkeit, bestu¨nde durch die Nutzung eines Tangible
User Interfaces, in welchem die virtuellen Objekte bspw. mit dem Finger
selektiert werden ko¨nnten. Dies setzt jedoch wieder ein Tracking-Verfahren
voraus, dass die Komplexita¨t des Systems deutlich erho¨ht. Fu¨r ein Eye-
Tracking-System fehlt wiederum eine Kamera, die das Auge erfasst.
Im Rahmen dieser Arbeit wurde die Selektion durch Blickrichtung als viel-
versprechender Ansatz gesehen, da dieser mit geringem Aufwand realisier-
bar ist und die Bedienung fu¨r den Benutzer deutlich vereinfacht. Dabei stellt
die Blickrichtung die Rotation des Kopfes um die Gier-Achse dar. Durch
gezieltes Ausrichten des Kopfes, werden virtuelle Objekte innerhalb des
Displays an der richtigen Stelle positioniert. Befindet sich der Mittelpunkt
des Displays innerhalb eines festgelegten Bereiches des virtuellen Objektes,
wird das Objekt selektiert.
Um schließlich innerhalb der Applikation navigieren zu ko¨nnen, stellt die
Google Glass spezielle Cards bereit, mit welchen Menu¨s zur eigentlich AR-
Applikation entwickelt werden ko¨nnen. Die Bedienung erfolgt hier u¨ber
Wischgesten am Touchpad des Bu¨gels oder u¨ber Sprache. Die Bedienung
u¨ber Sprache eignet sich besonders fu¨r Microinteraktionen, da hierdurch mit
wenigen Befehlen die notwendige Aktion abgeleitet werden kann. Nachteil-
haft ist, dass die Spracherkennung zum Stand der Arbeit nur in englischer
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Sprache mo¨glich ist. U¨bertragen auf den Anwendungsfall an der Techni-
schen Hochschule, wa¨re folgender Interaktionsablauf denkbar:
Navigations-Modus
1. Antippen (Aktivschaltung Spracherkennung)
2.
”
OK, Glass“
3.
”
Guide me to room <Raum>“ oder
”
Guide me to lecture <Vorle-
sung>“
POI-Modus
1. Antippen (Aktivschaltung Spracherkennung)
2.
”
OK, Glass“
3.
”
Show room information“
Die Informationen, die im Sichtfeld visualisiert werden, sollten einfach
sein und sich zwingend auf das wesentliche beschra¨nken, um den Benutzer
nicht mit Informationen zu u¨berfluten. Informationen sollten nur angezeigt
werden, wenn sie beno¨tigt werden. Das Konzept sieht vor, nur POIs zu vi-
sualisieren, die sich in einem bestimmten Radius befinden, sodass sich die
POIs nicht gegenseitig verdecken. Ferner werden nur die wichtigsten Da-
ten in den POIs visualisiert. Durch die Selektion anhand des Blickwinkels,
werden nicht interessante Informationen fu¨r den Benutzer grundsa¨tzlich
ausgeblendet. Nur wenn der Benutzer diese Informationen explizit anfragt,
wird ein zusa¨tzliches Kontextmenu¨ eingeblendet. Das Kontextmenu¨ kann
beliebige Informationen, wie bspw. aktuelle oder na¨chste Vorlesung bein-
halten.
Abbildung 28: Virtuelle Objekte
Die virtuellen Objekte haben dabei folgende Attribute:
1. POI-Name z.B. Raumnummer (2110)
2. Entfernung z.B. 12 m
3. Bild
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Das Bild des POIs, soll den POI-Typ durch Symbole eindeutig identifizie-
ren. Auf diese Weise kann der Benutzer verschiedene POI-Typen schnell
voneinander unterscheiden.
Informationen sollten immer sowohl im zeitlichen, wie auch im ra¨umli-
chen Sinne relevant sein. Sie sollten also immer zur richtigen Zeit Kontext-
abha¨ngig visualisiert werden. Diese Anforderung wurde bereits durch das
Grundkonzept realisiert. Hierbei definiert die Position, wie auch der Blick-
winkel des Betrachters den Kontext. Zudem werden nur Objekte visuali-
siert, die in der realen Welt sichtbar sind und nicht durch Hindernisse, wie
bspw. Wa¨nde verdeckt werden.
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4 Implementierung
Mit einem Grundkonzept wurde im letzten Kapitel die Basis fu¨r die Im-
plementierung einer Optical-See-Through-basierten Indoor-AR Applikation
geschaffen. In folgendem Kapitel wird das bestehende Konzept aufgegriffen
und auf dessen Basis die Umsetzung beschrieben. Dabei wird die grundle-
gende Architektur und die daraus bestehenden Komponenten erla¨utert.
4.1 Architektur
Grundsa¨tzlich wurde eine klassische 3-Tier Client-Server-Architektur rea-
lisiert, wobei ein hybrider Ansatz gewa¨hlt wurde. Die Clients sind fu¨r die
Pra¨sentation der Informationen verantwortlich und dienen als Benutzer-
schnittstelle. Zugleich beinhalten diese einen Teil der Applikationslogik,
um die Serverkomponenten zu entlasten und eine hohe Verfu¨gbarkeit zu
unterstu¨tzen. Die Server-Komponenten bestehen nur aus Applikationslogik
und sind fu¨r die Aufbereitung und Weitergabe der Daten verantwortlich.
Die Datenbanken persistieren die Daten und sind daher in der Datenschicht
einzuordnen.
ServerClient
ARService
Datenbank Datenbank
L
og
ik
D
at
en
P
ra¨
se
n
ta
ti
on
AR-App MapEditor
JSON-Stundenplan
(FH-Ko¨ln)
StundenplanJob
FingerprintRec
Abbildung 29: Gesamtarchitektur des AR-Systems
Das Ziel der hybriden Architektur ist die permanente Verfu¨gbarkeit des
Systems. So ist das System zwar auf eine permanente Online-Nutzung aus-
gerichtet, jedoch nicht zwingend auf diese angewiesen. Im Normalfall ver-
wendet also die AR-Applikation im Online-Fall alle Daten vom Server, die
aus der Applikationslogik heraus geliefert werden. Die gleiche Applikati-
onslogik befindet sich in der AR-Applikation. Bricht die Verbindung ab,
71
so kann die AR-Applikation mit der eigenen Applikationslogik weiterarbei-
ten. Dies erfordert allerdings zum einen eine Client-Datenbank, die Server-
seitige Daten fu¨r eine gewisse Dauer persistieren kann und zum andern
einen Synchronisationsmechanismus, der in regelma¨ßigen Absta¨nden die
Daten aus der Server-seitigen Datenbank in die Client-seitige Datenbank
u¨bertragt. Dies geht mit dem Nachteil einher, dass viele Daten u¨bertragen
werden mu¨ssen, also hohe Anforderungen an die Bandbreite gestellt werden.
Bei der Wahl der Architektur wurde jedoch die Annahme getroffen, dass
sich die Daten nicht regelma¨ßig a¨ndern. U¨bertragende Datenobjekte sind
hierbei Karteninformationen und Fingerprints, die sich grundsa¨tzlich sel-
ten a¨ndern. Lediglich POI-Informationen zu Raumpla¨nen und Vorlesungen
werden regelma¨ßig gepflegt. Hierfu¨r wurde daher ein regelma¨ßiger Upda-
tezyklus vorgesehen, sodass der Benutzer immer aktuelle Informationen zu
POIs erha¨lt.
Die Architektur des Systems setzt sich aus mehreren Komponenten zusam-
men, die u¨ber den AR-Service miteinander verknu¨pft sind. Im ersten Schritt
sammelt die App
”
FingerprintRec“ die Wifi- bzw. Bluetooth-Fingerprints
und u¨bergibt diese an den ARService. Zudem la¨dt der StundenplanJob in
zyklischen Absta¨nden Stundenplandaten aus einem externen Webservice
und speichert diese in der Datenbank. Diese Informationen werden an den
MapEditor weitergegeben und erlauben die Hinterlegung von POIs auf der
Karte. Nachdem Karteninformationen im MapEditor gepflegt wurden, wer-
den diese an den AR-Service u¨bertragen. Der AR-Service nimmt die Kar-
teninformationen entgegen und speichert diese wieder in der Datenbank.
Die Kommunikation erfolgt u¨ber offene Standards.
4.2 Software-Komponenten
Im letzten Kapitel wurde die Gesamtarchitektur des AR-Systems beschrie-
ben. Im Folgenden soll jede Software-Komponente mit ihren Funktionalita¨-
ten und Schnittstellen innerhalb der beschriebenen Architektur im Detail
erla¨utert werden.
4.2.1 ARService
Der ARService stellt die Basiskomponente des gesamten AR-Systems. Sie
ist die Schnittstelle zur AR-Datenbank und damit zugleich zwischen al-
len Applikationen. Zudem entha¨lt der AR-Service einen Teil der Applika-
tionslogik zur Positionsbestimmung mittels Wifi bzw. Bluetooth. Der Ser-
vice wurde vollsta¨ndig in Java entwickelt. Zur Nutzung der Webservice-
Funktionalita¨t wurde das Jersey-Framework verwendet. Dieses erlaubt das
Erstellen von REST-Schnittstellen und verfu¨gt u¨ber Annotationen, mit wel-
chen DTO-Objekte einfach serialisiert und deserialisiert werden ko¨nnen.
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Zur Kommunikation mit der Datenbank, wurde ein JDBC MySQL Connec-
tor eingesetzt.
Der ARService ist ein REST-basierter Webservice. Er weist daher die
folgenden Merkmale auf:
1. Jede URI weißt auf eine explizite Ressource
2. Die Daten ko¨nnen in unterschiedlicher Weise repra¨sentiert werden (in
dieser Arbeit im JSON-Format)
3. Die Kommunikation erfolgt zustandslos. Es werden keine Informatio-
nen zum Zustand zwischen dem Webservice und dem Client ausge-
tauscht. Damit ist jede Anfrage an den Webservice stets unabha¨ngig
und in sich geschlossen.
4. Der Webservice nutzt bestehende Web-Standards, um die Kommuni-
kation zu ermo¨glichen. Fu¨r den AR-Service wird das HTTP-Protokoll
zur Kommunikation mit den Clients verwendet. Dabei werden folgen-
de Operationen unterstu¨tzt:
GET - Bei dieser Operation wird die angegebene Ressource vom
Webservice angefragt. Es handelt sich hier lediglich um eine Leseope-
ration, wodurch die Ressource nicht vera¨ndert wird. Beispielsweise
werden von der AR-App Karteninformationen angefragt.
POST - Die Operation POST vera¨ndert eine bestehende Ressour-
ce. Hierfu¨r werden in der Anfrage die zu a¨ndernden Daten u¨bergeben.
Die Informationen werden im JSON-Format u¨bermittelt. Beispiel: Ei-
ne Karte wird um zusa¨tzliche POIs erweitert.
PUT - Legt ein neues Objekt an. Eine U¨berpru¨fung von Duplika-
ten erfolgt nicht und ist nicht notwendig, da beim Anlegen die Karte
eine neue eindeutige Identifikationsnummer (ID) erha¨lt. Zum Anlegen
eines Objektes mu¨ssen die erforderlichen Informationen per JSON in
der Anfrage mitgeliefert werden.
DELETE - Lo¨scht die angegebene Ressource.
Die HTTP-Nachricht unterteilt sich in den Nachrichtenkopf, in welchem die
Operation und Informationen zu Kodierungen oder Inhaltstyp u¨bergeben
werden, und dem Nachrichtenrumpf, in welchem sich die zu u¨bertragenden
Daten befinden. Diese liegen einem REST-Service i.d.R. im JSON-Format
vor.
Der ARService verwaltet die Haupt-Entita¨ten Field, Map, Room, Measu-
rement und Waypoint. Fu¨r jede Entita¨t wird sowohl ein eigenes Transfer-
objekt (DTO) als auch ein Datenzugriffsobjekt (DAO) bereitgestellt. Das
Transferobjekt ist ein reines Datenobjekt, welches keine Logik entha¨lt und
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nur fu¨r die Speicherung der Daten und zur Datenu¨bertragung zwischen
dem ARService und den Clients vorgesehen ist. Mithilfe des DTO ko¨nnen
die Daten auf einfache Weise serialisiert und deserialisiert werden. Die Vor-
aussetzung ist, dass die DTO’s sowohl Client-seitig, wie auch Server-seitig
bekannt sind. Die DAO-Objekte stellen die Schnittstelle zur Datenbank
dar. Sie stellen Methoden bereit, um die zu den Entita¨ten entsprechenden
Tabellen aus der Datenbank zu lesen und zu schreiben. Diese nutzen ein
gemeinsames DatabaseHandler-Objekt, welches die Grundoperationen zur
Datenbank bereitstellt und damit eine abstrakte Schicht u¨ber das Daten-
bankschema darstellt.
Die Kommunikation erfolgt u¨ber Schnittstellen-Klassen, sogenannte
”
Ser-
MapServiceClient
PUT: /Maps
MapDAO Database Handler Datenbank
create(MapDTO)
connect()
execute()
INSERT INTO Map (...)
INSERT INTO Field (...)
Neues Objekt erzeugen
Objekt anfragen
GET: /Maps/<id>
get(id)
connect()
execute()
SELECT ... FROM Map
[1,90,”Flur 2.OG”,23,22]
ResultSet
SELECT ... FROM Field
[2,1,19,8,-1,5],[...],...
ResultSet
execute()
MapDTO
200 OK
200 OK
{
id:1,
northAngle:90,
Name:”Flur 2.OG”,
x:23,
y:20,
fields:{
id:2,type:1,x:19,
y:8,poiId:-1,wpId:5
. . .
}
WHERE id=<id>
WHERE idMap=<id>
VALUES (...)
VALUES (...)
Abbildung 30: Sequenzdiagramm zur Veranschaulichung der Kommunika-
tion mit dem ARService
vices“, die jeweils einer eindeutigen URI zugewiesen werden. Jeder Service
wird u¨ber die Standart-Operationen GET, POST, PUT, DELETE aufge-
rufen.
Abbildung 30 veranschaulicht die Kommunikation zwischen dem Client und
dem ARService anhand der Entita¨t Map (Karte). Will der Client eine Kar-
teninformation anfragen, fu¨hrt dieser eine GET-Operation auf den Map-
Service aus. Hierbei wird als Pfad die eindeutige ID u¨bergeben. Der Map-
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Service nimmt die ID entgegen und reicht diese weiter an die MapDAO.
Die MapDAO nutzt den DatabaseHandler, um zuna¨chst eine Datenbank-
verbindung aufzubauen. Im zweiten Schritt fu¨hrt die MapDAO, mithilfe
des DatabaseHandlers eine SELECT-Anfrage in der Datenbank aus. Als
Filterkriterium wird die ID u¨bergeben. Existiert das Objekt, wird es an die
MapDAO als ResultSet zuru¨ckgereicht. Die MapDAO erzeugt aus den Da-
ten im ResultSet ein neues MapDTO-Objekt. Der MapService serialisiert
das MapDTO-Objekt in das JSON-Format und liefert es in den Nachrich-
tenrumpf der HTTP-Antwort zuru¨ck.
Neben der Datenbankschnittstelle, besitzt der ARService Applikationslo-
gik zur Positionsbestimmung mittels WLAN und Bluetooth. Der ARSer-
vice stellt hierfu¨r zwei Schnittstellen bereit: StoreWifiService und Deter-
minePositionService. Der StoreWifiDataService erha¨lt von den Clients ei-
ne Liste von MeasurementDTO’s, die Messdaten zu WLAN/Bluetooth-
Signalsta¨rken enthalten. Ein MeasurementDTO entspricht dabei ein Fin-
gerprint, bestehend aus Signalsta¨rken mehrerer AP’s. Fu¨r jeden AP wird in
der MeasurementDTO ein BeaconDTO Objekt gespeichert. Alle BeaconD-
TO’s werden zuna¨chst in die dafu¨r vorgesehene Datenbanktabelle
”
Beacon“
abgespeichert. Zudem werden die Feld- und AP-Informationen in separate
dafu¨r vorgesehende Tabellen abgelegt.
Nachdem ein neuer Messwert gespeichert wurde, fu¨hrt der ARService eine
Aktualisierung der RadioMap-Tabelle aus. Diese ist eine Aggregationsta-
belle, die fu¨r jeden AP, an jeder Position, fu¨r eine bestimmte Blickrich-
tung und fu¨r jede Signalsta¨rke die absolute und relative Wahrscheinlichkeit
aggregiert. Die zusa¨tzliche Speicherung der Blickrichtung dient dazu, Ab-
sorptionseffekte durch den menschlichen Ko¨rper zu reduzieren und damit
Ausreißer zu minimieren. Je nach dem, wie oft die die App FingerprintRec
zum Einsatz kommt, wird die RadioMap stetig aktualisiert. Dies geschieht
immer, wenn ein neuer Messwert aufgezeichnet wurde. Auf diese Weise stellt
die RadioMap-Tabelle stets ein aktuelles Histogramm aller Signalsta¨rken ei-
nes AP’s an einer bestimmten Position bereit, welches in der Online-Phase
abgefragt werden kann. Die gesamte Berechnungs- bzw. Aggregationslogik
wurde daher in die Datenbank verlagert, da davon ausgegangen wurde, dass
die Datenbank Operationen mit sehr vielen Daten bereits hochperformant
durchfu¨hrt. Im Anhang kann der dafu¨r beno¨tigte SQL-Quellcode eingese-
hen werden.
Zuna¨chst wird die Anzahl der Stichproben N pro Feld und AP berechnet
und ein hinreichend kleiner λ-Wert gesetzt. Anschließend werden aus der
Beacon-Tabelle alle Ha¨ufigkeitsverteilungen der aufgetretenen Signalsta¨r-
ken nach AP, Position und Blickrichtung gruppiert, aggregiert und mit einer
statischen Tabelle Space, die alle Signalsta¨rken entha¨lt, ein Join ausgefu¨hrt,
damit alle Signalsta¨rken im Histogramm vertreten sind. Null-Werte werden
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mit lambda belegt. Im zweiten Schritt wird das erzeugte Histogramm in
der Tabelle RadioMap gespeichert.
Der DeterminePositionService wird mit einem MeasurementDTO aufgeru-
fen, der in der Online-Phase erzeugt wurde. Das u¨bergebene Objekt entha¨lt
mehrere BeaconDTO’s die Informationen zur MAC-Adresse des AP’s bzw.
Bluetooth-Beacons, die Blickrichtung und die aufgezeichnete Signalsta¨rke
enthalten. Der dazugeho¨rige SQL-Code ist ebenfalls im Anhang zu finden.
Im ersten Schritt iteriert der DeterminePositionService durch alle BeaconD-
TO’s und sammelt die Einzelwahrscheinlichkeiten aller mo¨glichen Felder zu
der MAC-Adresse, Signalsta¨rke und Orientierung des jeweiligen Beacons in
der RadioMap-Tabelle. Im zweiten Schritt werden die Daten aggregiert,
in dem die Einzelwahrscheinlichkeiten von gleichen Positionen miteinan-
der multipliziert werden. Da Standard-SQL keine Multiplikationsfunktion
anbietet, wurde dies mithilfe der Logarithmus- und Exponentialfunktion
gelo¨st. Auf diese Weise kann schließlich die Gesamtwahrscheinlichkeit aller
Positionen errechnet werden. Die Liste aller Gesamtwahrscheinlichkeiten
wird schließlich an den Client zuru¨ckgegeben.
4.2.2 FingerprintRec
FingerprintRec ist eine im Rahmen dieser Arbeit, mit dem Android SDK
entwickelte, Smartphone-Applikation (App), die dazu dient an verschiede-
nen Positionen Bluetooth- bzw. WLAN-Fingerprints zu sammeln und diese
an den AR-Service zu u¨bertragen. Auf diese Weise ko¨nnen Fingerprint-
Daten zur Oﬄine-Phase gespeichert werden, die spa¨ter in der Online-Phase
zur Positionsbestimmung herangezogen werden ko¨nnen.
Abbildung 31: Haupt-Activity der FingerprintRec-Applikation
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Beim Starten der App stehen dem Benutzer alle verfu¨gbaren Karten
zur Auswahl. Wurde eine Karte ausgewa¨hlt, wird diese vom ARService
heruntergeladen und visualisiert (siehe Abbildung 31). U¨ber Toucheinga-
ben, kann der Benutzer sich in alle Richtungen auf der Karte bewegen.
Zum Aufnehmen von Fingerprints, dru¨ckt der Benutzer auf die jeweili-
ge Position und auf den Button
”
Record“. Das Programm beginnt damit
in zyklischen Absta¨nden nach Bluetooth bzw. WLAN-Beacons zu horchen
und bei Empfang dessen Quell-MAC-Adresse, empfangene Signalsta¨rke und
die aktuell ausgewa¨hlte Position in einer Liste von BeaconDTO’s zu spei-
chern. Des Weiteren wird die Blickrichtung des Benutzers ermittelt und als
zusa¨tzliche Information jedes Beacons im BeaconDTO-Objekt gespeichert.
Dabei werden nur die BeaconDTO-Objekte in die Liste aufgenommen, die
im Blickwinkel (0° bzw. 360°,45°,90°,135°,180°,225°,270°,315°) aufgezeichnet
wurden. Diese Einschra¨nkung erlaubt spa¨ter bei der Positionsbestimmung
eine Aggregation u¨ber a¨hnlich viele Messdaten. Dabei wurde eine Toleranz
von ±8 konfiguriert, um Schwankungen der Inertialsensorik zu kompensie-
ren.
Der Scan geschieht so lang, bis der Benutzer die Aufnahme abbricht.
Unterbricht der Benutzer die Aufnahme, werden die Beacons als Measure-
mentDTO an den ARService u¨bertragen. Die Applikation verwendet hier-
fu¨r die StoreWifiService-Schnittstelle des ARService, um die Objekte in der
Datenbank zu speichern.
4.2.3 Stundenplan-Job
Zur Visualisierung der Rauminformationen der Technischen Hochschule
Ko¨ln am Campus Gummersbach, werden Informationen zu Vorlesungen,
wie Uhrzeit, Dauer, Vorlesungsraum und ggf. Dozent beno¨tigt. Da diese
Informationen nicht ohne Weiteres in der Datenbank zur Verfu¨gung ste-
hen, mu¨ssen diese extern beschafft werden. Die TH-Ko¨ln hat hierfu¨r einen
Webservice bereitgestellt, der zur Abfrage der Stundenpla¨ne am Campus
Gummersbach genutzt werden kann. Zum Stand der Arbeit lieferte der
Webservice allerdings immer nur alle Vorlesungen als JSON-Objekt zuru¨ck
(siehe dazu Anhang). Zudem lagen die Daten in einer denormalisierten
Form vor, wodurch die spa¨tere Kombination mit Feldern und dessen Ab-
frage erschwert geworden wa¨re. Um die Datenmenge fu¨r mobile Gera¨te
mo¨glichst klein zu halten und normalisierte Daten zu speichern, wurde ein
Stapelverarbeitungsprogramm entwickelt, welches in zyklischen Absta¨nden
die Stundenplan-Daten aus dem Stundenplan-Webservice anfragt und in
die AR-App-eigene Datenbank u¨bertra¨gt. Der Stundenplan-Job wurde voll-
sta¨ndig in Java entwickelt. Er besteht aus einer Schnittstelle WSInterface,
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die fu¨r die HTTP-Kommunikation mit dem Webservice verantwortlich ist
und einer Datenbankschnittstelle DatabaseHandler, die eine Verbindung
zur Datenbank aufbaut und die Daten per SQL-Insert in die Datenbank
speichert. Das WSInterface stellt eine HTTP Anfrage an den Webservice,
erha¨lt eine Liste von JSON-Objekten und zerlegt diese in DTO-Objekte.
Die Daten werden an den DatabaseHandler u¨bergeben. Hier werden die Da-
ten nochmals normalisiert und per INSERT-Befehl in die beiden Tabellen
Room und Lecture u¨bertragen. Auf diese Weise ko¨nnen sie per Foreign-Key-
Beziehung mit den jeweiligen Feldern verknu¨pft werden. Die Applikation ist
auf dem AR-Service eigenen Server lokalisiert und ist daher befugt direkt
auf die interne Datenbank zuzugreifen.
4.2.4 MapEditor
Der MapEditor ist eine mit Java-Swing entwickelte, Dialog-basierte Ap-
plikation, die dazu dient die Karteninformationen zu pflegen, die von der
AR-App vorausgesetzt werden. Der Editor ermo¨glicht dabei bestehende
Raumpla¨ne in das von der AR-App erforderliche Koordinatensystem zu
u¨berfu¨hren. Im ersten Schritt la¨dt der Benutzer ein Bild eines Raumpla-
nes und wa¨hlt die Rastergro¨ße. Das Programm teilt das Bild schließlich
in ein zweidimensionales Raster. Innerhalb des Rasters ko¨nnen schließlich
folgende Informationen hinterlegt werden:
1. Freifeld - Jedes Feld, das nicht belegt wurde ist grundsa¨tzlich ein
Freifeld. Fu¨r die spa¨tere Berechnung der ku¨rzesten Pfade zwischen
Waypoints bzw. die Berechnung der Peilung zur POIs haben die-
se Felder keine Bedeutung. Aus diesem Grund werden diese Felder
nicht zwischen dem AR-Service und dem MapEditor bzw. der AR-
App ausgetauscht. Hierbei reicht die Information, wieviel Felder ein
solches Raster besitzt. Der Benutzer kann ein durch Hindernis, POI
bzw. Waypoint belegtes Feld jederzeit durch ein Freifeld ersetzen.
2. Hindernis - Mithilfe von Hindernissen, ko¨nnen Wa¨nde und andere Ge-
gensta¨nde innerhalb des Koordinatensystems platziert werden. Diese
sind vor allem fu¨r die Berechnung des ku¨rzesten Pfades zwischen zwei
Wegpunkten relevant. Ferner wird die Information genutzt, um in der
AR-App POIs hinter Wa¨nden oder anderen Gegensta¨nden auszublen-
den, um den Benutzer nicht mit unno¨tigen Informationen zu sto¨ren.
Hindernisfelder werden in der Regel also an den Stellen gesetzt, wo
der importierte Raumplan Wa¨nde und Tu¨ren entha¨lt. Auf diese Weise
kann schnell und intuitiv ein Umgebungsmodell konstruiert werden.
Jedes Hindernisfeld wird mit roter Farbe visualisiert und la¨sst sich
durch Klick auf das jeweilige Feld setzen.
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3. POI - Dieser Feldtyp dient dazu Informationen zu POIs innerhalb
des Koordinatensystems zu hinterlegen. Jeder POI entha¨lt die Infor-
mationen wie Raum-Nr., Raum-Bezeichnung, aktuelle Vorlesung etc.
Zu den als POI markierte Felder werden spa¨ter die jeweilige Peilung
berechnet und je nach Blickwinkel des Betrachters als virtuelle Ob-
jekte im Sichtfeld visualisiert. Mo¨chte der Benutzer ein neues POI im
Raster hinterlegen, wa¨hlt er eines aus der Liste im Rechten Bereich
(siehe Abbildung 32) aus und klickt auf das jeweilige Feld. Das POI
wird in der Liste blau markiert und kann nicht ein zweites mal in die
Karte eingefu¨gt werden. Soll dieses wieder entfernt werden, steht dem
Benutzer das Freifeld zur Verfu¨gung.
4. Waypoint - Das Waypoint-Feld erlaubt es Wegpunkte fu¨r die spa¨te-
re Navigation und damit die Laufwege innerhalb des Koordinaten-
systems festzulegen. Die Wegpunkte werden spa¨ter in einen Graphen
u¨berfu¨hrt und schließlich der ku¨rzeste Weg von einem Wegpunkt zum
anderen ermittelt. Um einen Wegpunkt zu erzeugen, selektiert der Be-
nutzer den Feldtyp und klickt auf ein beliebiges Feld. Das Feld wird
zuna¨chst gelb markiert. Bewegt der Benutzer den Zeiger u¨ber ein
anderes Feld wird der von einem Pathfinding-Algorithmus ermittelte
Pfad vom Quell- zum Zielpunkt ermittelt. Die gelbe Markierung stellt
den ku¨rzesten Laufweg zum na¨chsten Wegpunkt dar. Diese dient als
Hilfestellung, um jeweils den na¨chsten Wegpunkt auf einem geraden
Laufweg zu platzieren. Auf diese Weise ko¨nnen mit wenigen Weg-
punkten schnell alle wichtigen Laufwege abgebildet werden.
Abbildung 32: Mapeditor zur Pflege der Karteninformationen
Jeder Wegpunkt besitzt eine eindeutige Identifikationsnummer (ID).
Diese ID spiegelt den Prima¨rschlu¨ssel in der Datenbank dar. Jede ID wird
79
also mit einer eindeutigen Position in der Datenbank gespeichert. Um die
LLAMarker basierte Positionsbestimmung zu unterstu¨tzen, wurde der Ma-
pEditor um einen Marker-Generator erweitert. Die ID wird vom Marker
Generator in einen 5x5 großen Marker kodiert. Der Marker-Generator be-
sitzt eine Druck-Funktion, um den generierten Marker auf einem DIN-A4
Blatt auszudrucken. Auf diese Weise kann der Marker spa¨ter an den je-
weiligen Stellen platziert und von der AR-App eingescannt und dekodiert
werden.
Neben dem Marker-Generator und den Feldtypen, verfu¨gt der MapEditor
im unteren rechten Bereich u¨ber ein rundes Steuerelement, mit der die
Himmelsrichtung der Karte angegeben werden kann. Die Angabe der Him-
melsrichtung ist fu¨r die spa¨tere Ermittlung der Peilung relevant, da sie das
δ, also die Deklination zwischen magnetischen Norden und dem relativen
Nordens im erzeugten Gitternetz darstellt. Hier sei nochmals auf die Formel
10 verwiesen.
Des Weiteren besitzt der Editor eine Speichern- und Laden-Funktion, mit
der die gesamte Karte mitsamt der Informationen in der Datenbank ge-
speichert wird. Zum Speichern und Laden der Karteninformationen dient
der AR-Service als Schnittstelle zur Datenbank. Gespeichert werden die
Informationen
1. Name der Karte
2. Himmelsrichtung
3. Alle nicht leeren Felder d.h. Waypoints, POIs und Hindernisse
4. Rastergro¨ße - Anhand der Rastergro¨ße mu¨ssen nicht alle Felder in der
Datenbank gespeichert werden, wodurch schließlich auch weniger Da-
ten u¨bertragen werden mu¨ssen. Durch Kombination der Rastergro¨ße
und den nicht leeren Feldern kann so die vollsta¨ndige Karte am Client
rekonstruiert werden.
Zuletzt ko¨nnen mithilfe der Navigationsfunktion alle Laufwege getestet
werden. Bei Klick auf den Reiter
”
Navigate“ im Menu¨, schaltet die Appli-
kation in den Navigationsmodus. Im ersten Schritt markiert der Benutzer
durch Klick auf einen beliebigen Waypoint die Startposition. Der Waypoint
erscheint gru¨n. Im zweiten Schritt klickt der Benutzer auf die Zielposition.
Mithilfe des Dijkstra Algorithmus wird nun der ku¨rzeste Weg u¨ber die Way-
points ermittelt. Jeder zu besuchende Waypoint wird gru¨n markiert. Der
Algorithmus greift nur, wenn die Waypoints untereinander auf einer Li-
nie angeordnet sind. Auf diese Weise kann man schließlich die gesetzten
Laufwege u¨berpru¨fen.
80
4.2.5 AR-App
Die AR-App stellt die Hauptkomponente des AR-Systems dar, da sie die
wichtigste Applikationslogik zur Realisierung der erweiterten Realita¨t be-
reitstellt. Die Anwendung wurde auf Android 4.4, der Auslieferungsplatt-
form der Google Glass entwickelt. Ferner wurde zum entwickeln das von
Google bereitgestellte Glass Development Kit (GDK) verwendet. Das GDK
erweitert das aus Android bereits bekannte Android SDK um neue UI-
Elemente wie Cards oder Immersions, wie auch erweiterte Funktionen, wie
etwa die Spracherkennung oder Touchgesten. Das Android SDK entha¨lt be-
reits eine Reihe von Programmierschnittstellen und Bibliotheken, um die
Hardware der Google Glass ansprechen zu ko¨nnen.
Anders als die klassische Android App, die nach der Installation auto-
matisch registriert wird und damit die Haupt-Activity 90 aus dem Haupt-
menu¨ heraus aufgerufen werden kann, steht bei einer GDK-App stets die
Timeline im Vordergrund. Der Benutzer ruft die Home-Karte durch An-
tippen des Displays auf, von wo aus per Sprache bzw. Touch-Gesten die
App aufgerufen wird. Hierfu¨r muss ein sogenannter Intent-Filter registriert
werden. Damit wird dem Betriebssystem mitgeteilt, dass die App anhand
eines Intents91 gestartet werden kann. Der Intent-Filter verwendet eine
sogenannte Voice-Trigger-Action, zum Aufruf der App per Sprache u¨ber
die Home-Karte. Das GDK legt zudem als Ru¨ckgriff einen Menu¨punkt im
Home-Kontextmenu¨ mit dem Namen der App an, somit kann der Benutzer
die App auch per Touchgesten ausfu¨hren.
Die Home-Karte verwendet einen Intent um den AppService zu starten.
Dieser la¨uft im Hintergrund und dient dazu, die App jederzeit zu pau-
sieren und wieder aufzunehmen, wenn der Benutzer diese beno¨tigt. Der
App Service hat die Aufgabe, die Hauptkarte der App zu verwalten d.h.
zu erzeugen und zu entfernen, wenn no¨tig. Fu¨r die AR-App wurde eine
Immersion als Hauptkarte gewa¨hlt, da sie unabha¨ngig von der Timeline al-
le UI-Komponenten der Android API bereitstellt und daher den ho¨chsten
Grad an Anpassungsmo¨glichkeiten zur interaktiven Erfahrung bietet. Die
Immersion ist im wesentlichen eine Activity, die bereits durch das Android
SDK bereitgestellt wird. Der Service startet also die MainActivity welche
wiederum mit der AR-Activity fu¨r das Rendering der virtuellen Objekte
zusta¨ndig ist und zudem eine MenuActivity, die das Menu¨ beinhaltet.
Die Applikation umfasst folgende Aufgaben bzw. Funktionalita¨ten:
90Stellt eine Bildschirmseite, und daher die wichtigste Komponente in Android dar.
91Intents werden aus dem Android SDK bereitgestellt und dienen dazu Funktionalita¨-
ten u¨ber Applikationskomponenten auszutauschen. Oft werden sie dazu genutzt, Activi-
ties untereinander zu starten. Dafu¨r muss die Applikation einen Intent-Filter registriert
haben.
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Abbildung 33: Google Glass Architektur
1. Positionsbestimmung
2. Darstellung von POIs mit Optical-See-Through-Technik
3. Navigation
4. Schnittstelle zur Benutzer-Interaktion
Zur Positionsbestimmung stellt die Android-API bereits sogenannte Lo-
cationManager bereit, die mittels WLAN, Mobilfunk und GPS die Positi-
on ermitteln ko¨nnen. Diese sind allerdings hauptsa¨chlich fu¨r den Outdoor-
Bereich konzipiert und ko¨nnen daher fu¨r die AR-Applikation nicht genutzt
werden. Das System wurde daher um drei zusa¨tzliche LocationManager er-
weitert. Diese setzen voraus, dass mithilfe des MapEditors bereits Kartenin-
formationen gepflegt wurden und der AR-Service als Schnittstelle fungieren
kann:
WifiLocationManager
Der WifiLocationManager zeichnet alle drei Sekunden die empfangenen
WLAN-Beacons der umgebenden AccessPoints auf und ermittelt anhand
der Sensoren die Blickrichtung des Benutzers. Fu¨r das Scannen der umge-
benden Access Points stellt das Android SDK den WifiManager bereit. Der
OrientationManager hat die Aufgabe alle Sensoren miteinander zu fusio-
nieren und daraus einen Rotationsvektor zu bestimmen. Dieser verwendet
den SensorManager des Android SDK’s. Schließlich wird aus den Infor-
mationen AP, Signalsta¨rke und Orientierung je ein Beacon-Objekt erzeugt
und in eine Liste eingefu¨gt. Die Liste wird an den AR-Service u¨bergeben,
welcher eine Liste von mo¨glichen Positionen mit ihrer Eintrittswahrschein-
lichkeit zuru¨ckliefert. Ferner entha¨lt der LocationManager eine Liste von
WifiListener, fu¨r welche sich die Applikation, d.h. die Hauptklasse ARActi-
vity registrieren kann. Wird eine neue Position zuru¨ckgeliefert, werden die
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Listener benachrichtigt. Auf diese Weise kann bei einem Positionswechsel
immer eine Aktion erfolgen. Um diesen Mechanismus zu implementieren,
wurde das Observer-Pattern92 angewandt.
BluetoothLocationManager
Der BluetoothLocationManager sammelt alle drei Sekunden empfangene
Bluetooth Beacons und die Blickrichtung und sendet diese, analog zum Wi-
fiLocationManager, als Liste von Beacon-Objekten zum AR-Service. Auch
dieser Manager verwendet Listener, um die ARActivity bei Positionswech-
sel zu benachrichtigen.
LocationTagManager
Der LocationTagManager verwendet LLA-Marker um die Position des Be-
nutzers zu bestimmen. Wa¨hrend bei den Funk-basierten Methoden die Po-
sitionserkennung in regelma¨ßigen Absta¨nden automatisiert durchgefu¨hrt
wird, muss diese u¨ber LLA-Marker manuell angestoßen werden. Dies kann
durch das Hauptmenu¨ der Applikation geschehen. Wa¨hlt der Benutzer die-
se Option, wird u¨ber einen sogenannten Intent eine neue Activity erzeugt,
die den Benutzer auffordert einen Marker einzuscannen. Die Kamera der
Google Glass nimmt zu diesem Zeitpunkt permanent das Bild auf. Die
Erkennung des Markers und das Ermitteln der kodierten eindeutigen Id
erfolgt u¨ber das ArUco-Framework. Ist die Id bekannt, wird diese an den
AR-Service u¨bergeben. Der AR-Service ermittelt schließlich aus der Id eine
eindeutige Position und liefert diese an die AR-Applikation zuru¨ck. Die ge-
samte Kommunikation mit dem AR-Service erfolgt u¨ber den WSHandler.
Dieser baut eine Verbindung mit dem Webservice auf und fu¨hrt Operatio-
nen auf diesen aus.
OrientationManager
LLAMarker
LocationManager
Wifi
LocationManager
LocationManager
Bluetooth
WSHandler
LocationManager ARActivity
registrieren
informieren(x,y)
registriereninformieren(α, β, γ)
ARView (SurfaceView)Aktualisiere UI
DrawThread
Start() doDraw()
Abbildung 34: Hauptkomponenten der AR-App und deren Zusammenspiel
Nachdem die Position ermittelt wurde, wird diese nochmals von der
92Vgl. Gamma et al., Design Patterns - Elements of Reusable Object-Oriented Software,
S.326
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ARActivity u¨ber den WSHandler an den AR-Service u¨bergeben, um die
dazugeho¨rige Karte zu ermitteln. Die vom AR-Service zuru¨ckgeliefert Kar-
te entha¨lt alle vom MapEditor erzeugten Felder mit hinterlegten Informa-
tionen wie Hindernisse, Waypoints und POIs als DTO-Objekte. Die ARAc-
tivity wandelt schließlich die mit POI hinterlegten Datenobjekte in View-
Objekte mit den folgenden Informationen um:
1. Bild
2. Rotation
3. Bildschirmkoordinaten (x,y)
4. Sichtbarkeit (ja/nein)
5. Breite/Ho¨he
Die View-Objekte enthalten alle notwendigen Informationen, die zum Zeich-
nen der POI-Objekte auf dem Bildschirm vorgesehen sind. Die Rotation
wird direkt aus dem Roll-Winkel ermittelt, die Bildschirmkoordinaten nach
Formel 11 und 12. Das Attribut Sichtbarkeit legt fest, ob sich das Objekt
hinter oder vor einem Hindernis befindet. Die Breite und Ho¨he eines View-
Objekts ist zuna¨chst statisch und wird je nach Distanz zum entsprechenden
POI skaliert. Bei der Skalierung wird das Seitenverha¨ltnis beibehalten. Das
POI-Bild ist statisch und wird je nach POI-Typ gewa¨hlt.
Nachdem die View-Objekte erzeugt worden sind, werden sie an die AR-
View u¨bergeben. Diese ist fu¨r den gesamten Zeichenprozess verantwortlich.
Sie erweitert die Android SurfaceView, die dazu dient, UI-Elemente au-
ßerhalb des Haupt-UI-Thread bearbeiten und anzeigen lassen zu ko¨nnen.
Zudem ist die SurfaceView fu¨r rechenintensive Animationen optimiert und
unterstu¨tzt bei der Zeichnung der POIs hohe Bildwiederholungsraten zu
erreichen und das Bild flu¨ssig wirken zu lassen. Die AR-View verwendet
einen eigenen Thread
”
DrawThread“, der in einer Schleife regelma¨ßig die
doDraw()-Methode der ARView aufruft, mit welcher anhand der neuen In-
formationen der POIs, wie Rotation, Bildschirmkoordinaten etc. die Ob-
jekte auf der SurfaceView neu gezeichnet werden.
Die Navigation erfolgt u¨ber den NavigationProvider. Dieser wird zu-
na¨chst mit allen Wegpunkten, die im MapEditor definiert wurden initiali-
siert. Im ersten Schritt erzeugt der NavigationProvider aus den Wegpunkten
einen nicht-negativen kantengewichteter Graph, bestehend aus Kanten und
Knoten, wobei die Knoten die Wegpunkte und die Kanten die Wege zum
den jeweiligen Wegpunkten speichern. Die Kantengewichtungen werden an-
hand der Entfernung zwischen den jeweiligen Wegpunkten ermittelt. Diese
errechnet sich durch die euklidische Distanz. Es werden nur die Wegpunkte
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mit einer Kante verknu¨pft, die durch eine Gerade ohne Winkela¨nderung
abbildbar sind und keine Hindernisse auf der Strecke enthalten.
Zur Berechnung des ku¨rzesten Pfades wird dem Provider ein Ursprungs-
waypoint und eine Zielposition u¨bergeben. Im ersten Schritt ermittelt der
NavigationProvider den na¨chsten Wegpunkt zur u¨bergebenen Zielposition.
Damit hierbei auch die tatsa¨chliche Distanz erechnet werden kann, mu¨ssen
Hindernisse beru¨cksichtigt werden. Daher verfu¨gt der NavigationProvider
u¨ber einen Dijkstra-Algorithmus, der alle Wegpunkte durchla¨uft, die Pfad-
la¨nge vom jeweiligen Wegpunkt zur Zielposition errechnet. Der Wegpunkt
mit der ku¨rzesten Pfadla¨nge wird selektiert.
Im zweiten Schritt berechnet der NavigationProvider den ku¨rzesten Pfad
zwischen dem Ursprungs-Wegpunkt und dem Ziel-Wegpunkt. Die Berech-
nung erfolgt u¨ber einen Dijkstra-Algorithmus, welcher auf den vorher er-
zeugten Graph ausgefu¨hrt wird. Der Pfad wird als Liste von Feldern zuru¨ck-
gegeben. Relevant fu¨r die Visualisierung eines Wegpunktes ist schließlich
das erste Element der Liste. Wird ein neuer Wegpunkt besucht, startet der
NavigationProvider den gesamten Prozess neu und berechnet einen neuen
Pfad.
Abbildung 35: Ablauf der AR-App im Glassware Flow-Designer
Die Bedienung der AR-App gestaltet sich durch die Verwendung der
Google Glass Cards. Zum Starten der App tippt der Benutzer auf die
Touchoberfla¨che der Google Glass. Es erscheint der gewohnte Startbild-
schirm, von welchem die Applikation entweder per Sprache oder Auswahl
gestartet werden kann. Beim Starten der App wird zuna¨chst die Haupt-
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activity geo¨ffnet und der POI-Modus aktiviert, bei welchem alle POIs der
Umgebung visualisiert werden. Ferner wird standardma¨ßig der LLAMarker-
LocationProvider zur Bestimmung der Position verwendet. Durch Tippen
auf die Touchoberfla¨che, erha¨lt der Benutzer ein Kontextmenu¨, in welchem
er den LocationProvider auswa¨hlen oder den Navigationsmodus aktivieren
kann. Die Navigation zu einem Raum kann zudem per Sprache (
”
Navigate
to ...“) erfolgen.
4.3 Datenbank
Zur persistenten Speicherung der Hauptentita¨ten wird eine MySQL-Datenbank
eingesetzt. Diese kommuniziert direkt mit dem ARService. Die Struktur der
Datenbank wird im ER-Diagramm in Abbildung 36 veranschaulicht.
Lecture
idPK
description
lecturerName
lecturerFirstname
subject
weekday
time
roomFK
Room
idPK
ukey
description
revision
Map
idPK
name
x
n
1
y
northAngle
revision
RadioMap
idPK
x
y
macaddress
signalstrength
frequency
probability
Field
idPK
x
y
idMap
type
poiId
Beacon
idPK
idAP
idField
orientation
signalstrength
n
1
n
1
1
1
1
n
AP
idPK
macaddress
1
n
1
n
attribute name
wpId
Abbildung 36: ER-Diagramm der Datenbankstruktur
Zur Speicherung der Kartendaten sind vor allem die Tabellen Map und
Field relevant. Die Tabelle Map entha¨lt u. a. Informationen zur Rastergro¨ße
und der Himmelsrichtung der Karte. Letzteres ist fu¨r die Bestimmung der
Peilung unabdingbar. Die Tabelle Map besitzt eine Menge von Feldern, die
jeweils durch ihre Position innerhalb des Rasters und der dazugeho¨rigen
MapId eindeutig identifiziert wird. Diese speichert zudem den Feldtyp und
je nach Feldtyp eine eindeutige POI-ID und eine Waypoint-ID. Der POI ist
in diesem Fall ein Raum dem wiederum mehrere Vorlesungen zugewiesen
sind.
Zur Positionsbestimmung wurden zusa¨tzlich die Tabellen Beacon, AP und
RadioMap erzeugt. Jeder Beacon stammt von einem bestimmten AP, wurde
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an einem bestimmten Feld und in einer bestimmten Orientirung aufgezeich-
net und besitzt eine Signalsta¨rke. Die Orientierung wird gespeichert, um so
die spa¨tere Filterung nach a¨hnlichen Orientierungswinkeln zu ermo¨glichen.
Fu¨r jeden AP existiert eine eigene Tabelle, die jeweils nur die MAC-Adresse
einmalig speichert. Auf diese Weise erha¨lt man eine normalisierte nicht-
redundante Form. Eine Ausnahme bildet die Tabelle
”
RadioMap“. Um eine
hohe Performance bei der Server-seitigen Positionsbestimmung zu ermo¨g-
lichen, werden die Daten aus Field, Beacon und AP in einer gemeinsamen
Tabellen zusammengefu¨hrt. Dabei werden die Signalsta¨rken aller Beacon-
Datensa¨tze mit der gleichen Feld-ID, AP-ID und Signalsta¨rke aggregiert,
um die relative Wahrscheinlichkeit zu berechnen. Auf diese Weise kann der
ARService die Wahrscheinlichkeiten einer Signalsta¨rke pro Feld und AP
direkt auslesen und bedarf zur Online-Phase keiner weiteren Applikations-
logik. Neben den genannten Tabellen wurde zusa¨tzlich eine View
”
Space“
erzeugt, die alle Signalsta¨rken von -100 bis 0 auflistet. Diese ist allerdings
nur eine Hilfstabelle, die dazu dient, bei der Aggregation der Datensa¨tze
in der RadioMap-Tabelle alle Signalsta¨rken zu beru¨cksichtigen, auch wenn
keine Daten zu Signalsta¨rken existieren. Auf diese Weise ist immer garan-
tiert, dass fu¨r jeden AP, jedes Feld und jede Orientierung ein eigenes Histo-
gramm mit eigener Ha¨ufigkeitsverteilung gespeichert wird. Dies erfordert
hohen Speicherplatz und Rechenaufwand in der Oﬄine-Phase, verringert
jedoch den Rechenaufwand in der Online-Phase.
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5 Evaluation
Nachdem das Konzept und die Implementierung der AR-Anwendung be-
schrieben wurde, soll in diesem Kapitel die finale Lo¨sung nochmals evaluiert
werden. Dabei sollen vor allem die Grundvoraussetzungen eines AR-System
und damit die wichtigsten Grundkomponenten und Funktionen untersucht
werden. Die Evaluation fand in Form eines Praxistests statt, bei welchem ei-
ne vollsta¨ndige Testumgebung konstruiert wurde. Hierfu¨r wurde eine 70m2-
große Fla¨che in ein 20x26-großes Regular-Grid unterteilt. Zur Erstellung
des Regular Grids wurde im MapEditor der Raumplan importiert und dar-
u¨ber ein Gitter mit der Gittergro¨ße 1 m erzeugt. In Abbildung 37 ist zu
Abbildung 37: Versuchsaufbau im MapEditor
erkennen, dass im MapEditor die Wa¨nde, als Hindernisse markiert wur-
den. Zudem bilden acht Wegpunkte die Laufwege auf der gesamten Fla¨che.
Die Wegpunkte sind so platziert, dass gerade Laufwege ermo¨glicht werden.
Insgesamt unterteilt sich die Fla¨che in vier Ra¨umen, die durch Wa¨nde von-
einander getrennt sind. Jeder Raum wurde im Koordinatensystem als eine
POI abgebildet.
Fu¨r den Praxistest wurden zwei Testreihen durchgefu¨hrt. Fu¨r die erste
Testreihe wurden zur Positionsbestimmung WLAN-Fingerprinting einge-
setzt, um damit die Tauglichkeit der Fingerprint-Methode fu¨r eine ortsba-
sierte AR Anwendung zu untersuchen. Bei der zweiten Testreihe wurden
LLA-Marker eingesetzt, um die AR-Anwendung im Einsatz mit einer ex-
akten Positionsbestimmung zu untersuchen. Fu¨r beide Testreihen wurden
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folgende Kriterien evaluiert:
1. Funktioniert die Positionsbestimmung? Ist damit eine pra¨zise Anord-
nung von virtuellen Objekten mo¨glich?
2. Wenn die Position korrekt bestimmt wurde und virtuelle Objekte kor-
rekt positioniert wurden: Sind die angezeigten Informationen Kontext-
abha¨ngig, d.h. haben sie einen Bezug zur aktuell wahrgenommenen
Realita¨t?
3. Wie hoch ist der Grad der Verschmelzung? D.h.: Werden die virtuel-
len Objekte korrekt Registriert und zur Realita¨t u¨berlagert ? Hierbei
sollten die Grundaspekte eines AR-Systems beru¨cksichtigt werden:
- Registrierung
- Tracking
- Darstellung & Ausgabe
4. Erfu¨llt die Navigation ihren Zweck - D.h. wird immer der na¨chste
Wegpunkt zum Ziel visualisiert? Wird das gewu¨nschte Ziel erreicht?
Im ersten Schritt wurden die oben genannten Kriterien in Verbindung
mit dem WLAN-Fingerprint-Verfahren untersucht. Hierbei wurden in der
Oﬄine-Phase an jeder 2. Position u¨ber die Laufwege, 20 Scandurchla¨ufe
pro Richtung (0°,90°,180°,270° Grad), also insgesamt 16 Positionen aufge-
zeichnet. Schließlich wurden die Testreihe mithilfe der AR-App durchge-
fu¨hrt. Dabei wurden im POI-Modus an verschiedenen Positionen (siehe
Abbildung 37) die POIs in der Umgebung betrachtet. Hierbei konnte man
feststellen, dass die Positionsbestimmung, nach Erho¨hung der Feldanzahl
und Reduzierung der Scandurchla¨ufe tendenziell etwas schlechter ausfiel,
jedoch immer noch im Rahmen der 1-2 Meter-Grenze. Es fiel zudem auf,
dass die Positionsbestimmung an Instabilita¨t litt, die sich durch ha¨ufige
Spru¨nge der virtuellen Elemente auf dem Bildschirm bemerkbar machte.
Nur wenige Spru¨nge fu¨hrten allerdings dazu, dass die virtuellen Elemente
vollsta¨ndig verschwanden. Diese Spru¨nge wurden als sehr sto¨rend empfun-
den und sind fu¨r ein ortsbasiertes AR-System nicht tragbar. Man kann
daher zusammenfassen, dass zwar die Fingerprinting-Methode fu¨r den Ein-
satz eines ortsbasierten AR-Systems eine denkbare Lo¨sung ist, jedoch noch
weiterer Optimierungen bedarf, um eine Pra¨zise Positionierung von virtu-
ellen Objekten zu ermo¨glichen.
Schließlich wurde die AR-App mit Markern getestet. Fu¨r jeden Waypoint
wurde hierfu¨r zuna¨chst im MapEditor ein Marker generiert. Anschließend
wurden diese ausgedruckt und an den jeweiligen Positionen, entsprechend
ihrer ID, auf der Fla¨che verteilt. Die Marker wurden auf dem Boden po-
sitioniert, so dass eine metergenaue Positionsbestimmung mo¨glich ist. Die
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Positionsbestimmung mit Markern wurde insgesamt als sehr stabil bewer-
tet, da in in 18 von 20 Fa¨llen, der Marker korrekt erkannt, die ID an den
ARService u¨bergeben und schließlich die Position vom ARService richtig
zuru¨ckgegeben wurde. In den zwei anderen Fa¨llen wurde die Markererken-
nung vor allem bei schlechten Lichtverha¨ltnissen getestet. Gerade bei sehr
hellen bzw. sehr dunklen Umgebungen werden sehr kontrastarme Bilder er-
zeugt, die durch eine Normalisierung nicht mehr aufzuheben sind. In diesen
Fa¨llen ist die AR-App nicht in der Lage die Position korrekt zu bestimmen.
In beiden Fa¨llen, der Fingerprint-Methode und Markererkennung, bei de-
nen die Position korrekt bestimmt wurde, wurden die virtuellen Objekte
in den meisten Fa¨llen kontext-abha¨ngig visualisiert, d.h. alle Ra¨ume wur-
den korrekt erkannt und mit entsprechenden POI-Informationen versehen.
Es wurden hier allerdings Einzelfa¨lle beobachtet, bei denen die virtuellen
Elemente leicht versetzt positioniert wurden. Es stellte sich heraus, dass
der Magnetsensor in der Na¨he von metallischen Gegensta¨nden oder elektri-
schen Komponenten, die magnetische Felder produzieren, stark beeintra¨ch-
tigt wurde. Daher wurden teilweise abweichende Werte geliefert, die nicht
mehr in Abha¨ngigkeit zum Norden standen. Generell konnten im Inneren ei-
nes Geba¨udes Sto¨rungen beobachtet werden, die sich u. a. durch metallische
Gegensta¨nde in Baumaterialien erkla¨ren lassen. Auch bei der vorinstallier-
ten Kompass-App der Google Glass konnten diese Sto¨rungen reproduziert
werden. Sie waren bei der Google Glass im Vergleich mit dem Smartphone
besonders signifikant. Dies ko¨nnte daher auch auf die eingebaute Hardware
zuru¨ckzufu¨hren sein. Da Platinen und Hardwarekomponenten eines mobi-
len Gera¨ts, wie die Google Glass auch aus metallischen bzw. elektrischen
Komponenten zusammengesetzt ist, sind Sto¨rungen aufgrund der Bauweise
der Datenbrille nicht auszuschließen.
Eine entsprechende Kompasskalibrierung kann bei mobilen Gera¨ten helfen,
das Auftreten von ferromagnetischen Materialien, wie die oben genann-
ten, zu kompensieren. Bei Smartphones empfiehlt man z. B. , das Gera¨t
in Form einer acht zu rotieren. Da das Magnetfeld der Erde unabha¨ngig
von der Orientierung des Sensors relativ konstant ist, bewegen sich in der
Theorie die Ausgabe-Werte des Magnetometers konstant auf einer Spha¨re
im dreidimensionalen Raum. In der Praxis entstehen jedoch durch die oben
genannten Faktoren Ausreißer. Umso mehr das Gera¨t in alle drei Richtung
bewegt wird, umso mehr Daten kann dieses sammeln, um die Ausreißer zu
kompensieren und korrekt auszugeben. Google stellt allerdings hinsichtlich
der Kalibrierung des Magnetometers fu¨r die Google Glass keine entspre-
chenden Informationen zur Verfu¨gung. Zur Kalibrierung wurde daher die
Datenbrille abgenommen und a¨hnlich wie bei einem Smartphone in Form
einer Acht rotiert. Hierdurch konnten bereits signifikante Verbesserungen
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erzielt und virtuelle Objekte exakter platziert werden.
Als na¨chstes wurde die U¨berlagerung der Realita¨t und der Grad der Ver-
schmelzung der virtuellen Objekte mit dieser evaluiert. Der wichtigste Fak-
tor fu¨r die Verschmelzung von realer und virtueller Realita¨t ist die Regis-
trierung. Dabei spielen im Grunde drei Faktoren eine Rolle: Zum einen muss
gewa¨hrleistet sein, dass die virtuellen Objekte im Raum korrekt eingefu¨gt
werden. Da im Kontext dieser Arbeit zweidimensionale Inhalte visualisiert
werden, ist eine geometrische Registrierung, d.h. das Einfu¨gen virtueller
Inhalte in die dreidimensionale Welt schlicht nicht realisierbar. Ungeachtet
dessen haben die Objekte dennoch einen direkten Bezug zur dreidimen-
sionalen Welt, da die Objekte Kontext-abha¨ngig, d.h. abha¨ngig von der
jeweiligen Position, stets an der gleichen Stelle visualisiert werden (z. B.
Raum-Informationen vor einer Tu¨r). Ferner werden Objekte in Abha¨ngig-
keit ihrer Entfernung entsprechend skaliert, wodurch die dritte Dimension
nicht ungeachtet bleibt und fu¨r den Benutzer zumindest eine Tiefenwirkung
entsteht.
Ein weiterer Faktor ist sicherlich die Antwortzeit des AR-Systems. In dem
Zusammenhang fiel auf, dass bei schnellen Bewegungen des Kopfes mini-
male Schwimmeffekte, also Verzo¨gerungen des virtuellen Bildes wahrgenom-
men werden. Diese zeitlichen Verzo¨gerungen setzen sich aus der Antwort-
zeit des Sensors, also der Tracking-Rate und der Zeit zur Berechnung und
Ausgabe der virtuellen Objekte zusammen. Selbst bei minimalen Verzo¨-
gerungen im Millisekunden-Bereich, werden diese vom menschlichen Auge
wahrgenommen. Wie bereits in den Grundlagen beschrieben, ist dies ein
bekanntes Problem der Optical-See-Through Technik. Die Tracking-Rate
ist zu stark von der Hardware abha¨ngig, als dass man auf diese Software-
seitig Einfluss nehmen bzw. Optimierungen vornehmen ko¨nnte. Fu¨r die
Verarbeitungszeit wurden bereits wa¨hrend der Konzeptphase entsprechen-
de Optimierungen vorgenommen, wodurch die Verarbeitungszeit bis zur
Darstellung der POIs reduziert werden konnte. Um die Antwortzeit des
AR-Systems noch weiter zu reduzieren wa¨ren zudem spezielle Algorithmen,
wie der Kalman-Filter denkbar, mit welchen man die Bewegungen voraus-
berechnen ko¨nnte93.
Zudem wurden bei den virtuellen Objekten ein leichtes
”
zittern“ wahrge-
nommen, die als sehr sto¨rend empfunden worden sind. Diese entstanden
durch die sehr empfindliche Intertialsensorik, die ein leichtes Messrauschen
verursachte. Um das Messrauschen zu kompensieren wurde daher ein ein-
facher Tiefpassfilter eingesetzt. Der Filter erha¨lt als Eingabe die Messwerte
als Liste. Fu¨r jeden Messwert berechnet der Filter mithilfe eines Gewich-
tungsfaktors und des alten Werts einen neuen Wert. Der Gewichtungsfaktor
93Vgl. To¨nnis, Augmented Reality: Einblicke in die Erweiterte Realita¨t , S.83
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entscheidet, wie stark der neue Wert den alten gegla¨tteten Wert beeinflus-
sen soll.
Der letzte Faktor, der den Grad der Verschmelzung beeinflusst, ist die Art
der Darstellung und Ausgabe. Zur Realisierung der Optical-See-Through
Augmented Reality war ein optischer Kombinierer, wie bspw. ein Prisma
notwendig, weshalb die Google Glass schließlich zur Verwendung kam. Zu-
dem wurde ein schwarzer Hintergrund gewa¨hlt, um die Transparenz gegen-
u¨ber dem Hintergrund zu erreichen, und die Lichtintensita¨t des Projektors
reduziert, um die Konturen des virtuellen Bildes verblassen zu lassen und
damit einen hohen Verschmelzungsgrad zu erreichen. In den Tests konnte
man beobachten, dass dies bei sehr hellen Umgebungen (z. B. bei Tages-
licht) sehr gut funktioniert, jedoch bei dunklen Umgebungen das Licht des
Projektors immer noch zu hell ist, wodurch die Konturen sichtbar blei-
ben. Eine noch geringere Lichtintensita¨t ist aufgrund der Einschra¨nkung
der Android API nicht realisierbar. Ungeachtet dessen, wu¨rde eine noch
geringere Lichtintensita¨t womo¨glich dazu fu¨hren, dass das Gesamtbild und
damit auch die virtuellen Objekte noch blasser erscheinen. Hierbei muss
beru¨cksichtigt werden, dass umso blasser die virtuellen Objekte dargestellt
werden, der Verschmelzungsgrad mit der Realita¨t umso geringer ausfa¨llt.
Einen optimalen Kompromiss zwischen beiden Faktoren konnte schließlich
nicht gefunden werden, wodurch der Verschmelzungsgrad um einiges ein-
bu¨ßt. Ferner stellte sich aus den Tests das Problem heraus, dass beim Ver-
lassen der virtuellen Objekte aus dem Blickfeld der Google Glass, diese am
Rand nur teilweise visualisiert werden, wogegen die reale Welt u¨ber das
Display der Brille hinaus weiterhin sichtbar bleibt. Dies ist ein weiterer Ef-
fekt, wodurch der Realita¨tsgrad schwindet.
Zuletzt wurde in den Tests untersucht, in wie weit die Anforderungen ei-
ner Indoor-basierten AR-Navigation erfu¨llt wurden. Hierzu za¨hlt sicherlich
die Genauigkeit der Positionsbestimmung. Diese wurden bereits in den ers-
ten Tests ausgiebig untersucht, wobei zum finalen Stand der Arbeit beson-
ders die markerbasierte Methode eine hohe Genauigkeit versprach. Daher
wurden die Tests ausschließlich auf diese Methode beschra¨nkt. Schließlich
galt es zu untersuchen, ob immer der optimale Pfad zum gewu¨nschten Ziel
berechnet wurde. Hierfu¨r wurden immer fu¨r jeden Test zwei festgelegte
Wegpunkte als Quelle und Ziel ausgewa¨hlt. Von einem bestimmten Start-
punkt aus, wurde die ARApp ausgefu¨hrt und in den Navigationsmodus
versetzt. Insgesamt kann man sagen, dass eine optimale Wegfindungsquote
von 100% erreicht wurde. Dabei muss beru¨cksichtigt werden, dass vorher
optimale Wegpunkte und Laufwege im Mapeditor gesetzt und damit auch
optimale Voraussetzungen geschaffen wurden. Die Qualita¨t der Navigation
ha¨ngt also stark von der zugrundeliegenden Karte ab. Zudem wurden Pfade
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stets mit sehr geringer Gesamtlaufzeit berechnet, sodass der Nutzer nicht
beeintra¨chtigt wird.
Ferner wurde die Art der Wegfu¨hrung untersucht. Insgesamt war das Ergeb-
nis zufriedenstellend. In allen Fa¨llen wurde nach Bestimmung der jeweiligen
Position der Weg zum na¨chsten Waypoint korrekt ausgegeben. In einigen
Fa¨llen, waren die Symbole jedoch versetzt, bedingt durch die oben genann-
ten Sto¨rungen.
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6 Fazit & Ausblick
Zum Schluss sollen nochmals die Kernpunkte der Arbeit zusammengefasst
und ein Ausblick fu¨r mo¨gliche Optimierungen gegeben werden. Ziel der Ar-
beit war es, den Nutzen der Google Glass im Alltag und ihr Potenzial als
AR-Brille aufzuzeigen. Mit der Arbeit wurde ein ortsbasierter AR Ansatz
vorgestellt, der innerhalb von Geba¨uden zum Einsatz kommt. Als Beispiels-
zenario diente die AR-basierte Navigation innerhalb des Geba¨udes der TH
Ko¨ln. Hierbei wurde ein Umgebungsmodell in Form eines Regular Grids
konstruiert, welches eine diskrete Positionsbestimmung im Raum erlaubt.
Ferner wurden verschiedene Verfahren zur Positionsbestimmung innerhalb
von Geba¨uden gegenu¨bergestellt und dessen Vor- und Nachteile evaluiert.
Hierbei wurden die Erkentnisse gewonnen, dass die Positionsbestimmung
mittels LLA Markern die ho¨chste Stabilita¨t, jedoch die geringste Kontinui-
ta¨t aufweist, da Marker zuna¨chst erkannt werden mu¨ssen, bevor die Position
bestimmt werden kann.
Mit WLAN-Fingerprinting konnte eine Genauigkeit auf 1-2 Metern erreicht
werden. Jedoch leidet die Positionserkennung nach wie vor unter Instabi-
lita¨t, die sich durch ha¨ufigen Positionswechsel und Springen der virtuellen
Objekte bemerkbar macht. Es wurde deutlich, dass aufgrund der Mehr-
wegeausbreitungen der Funksignale eine hohe Streuung der Signalsta¨rken
vorliegt, die nur durch komplexere Verfahren zu kompensieren sind. Beson-
ders die Instabilita¨t, also die ha¨ufigen Positionswechsel beeintra¨chtigen die
Qualita¨t der ortsbasierten AR-Anwendung maßgeblich. Zur Optimierung
des Systems ist also vor allem eine ho¨here Stabilita¨t der aktuell ermittel-
ten Position anzustreben. Dies gilt besonders dann, wenn der Benutzer an
einer Stelle stehen bleibt und seine Position nicht a¨ndert. Wu¨nschenswert,
wa¨re es jedoch in der Praxis auch, wenn kleinere Bewegungen kontinuier-
lich erkannt und die virtuellen Objekte entsprechend verschoben wu¨rden.
Denn bisher wurde vorausgesetzt, dass das zugrundeliegende Umgebungs-
modell ein diskretes Koordinatensystem ist, welches nur einen Positions-
wechsel von einem Feld zum anderen erlaubt. Zur sinnvollen Erweiterung
dieser Arbeit ist also neben der Stabilita¨t auch eine gewisse Kontinuita¨t
der Positionserkennung anzustreben. Dies muss vor allem unter Hinzunah-
me von weiteren Sensoren erfolgen, wodurch Schritte bzw. Bewegungen
und die Blickrichtung erkannt und daraus ein Bewegungsmodell abgelei-
tet werden kann. Dieses Verfahren wird auch Dead Reckoning genannt.
Um wiederum die ermittelte Position aus dem Fingerprinting mit der des
Dead Reckoning Algorithmus zusammenzufu¨hren, bieten sich sogenannte
Partikel-Filter94 an. Hier ko¨nnten mehrere wahrscheinliche Positionen, die
94Vgl. Reisig und Freytag, Informatik - Aktuelle Themen im historischen Kontext , S.42
ff.
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aus dem Fingerprinting-Algorithmus ermittelt wurden, als sogenannte Par-
tikel initialisiert werden. In dem Zeitintervall zwischen zwei Fingerprint-
Messungen, ko¨nnte mittels Dead Reckoning, die gescha¨tzte neue Position
der Partikel ermittelt werden (Scha¨tzung oder Vorhersage). Erha¨lt man
dann die na¨chste Fingerprint-Messung, wa¨re man in der Lage die Partikel
anhand der Distanz zu den na¨chsten Fingerprint-Messungen zu gewichten
(Korrektur). Ferner werden in jeder Phase Partikel mit einem Gewicht,
das unter einem bestimmten Schwellwert liegt, eliminiert. Zudem werden
Partikel, die u¨ber dem Schwellwert liegen erho¨ht, um damit auch die Wahr-
scheinlichkeitsdichte zu erho¨hen. Zuletzt besteht die Mo¨glichkeit des Map
Matchings, bei welchem die Karteninformationen bei der Positionsbestim-
mung hinzugezogen werden.
Beim Bluetooth-Fingerprinting mittels iBeacons, konnte die Genauigkeit
nur auf Kosten des Batterieverbrauchs verbessert werden. Die Verbesse-
rung ist so minimal, dass sie dem Aufwand fu¨r ha¨ufigere Oﬄine-Phasen
aufgrund der Gesamtkapazita¨t der Batterie nicht gerecht werden wu¨rde.
Auf Basis der Positionsbestimmung, wurde schließlich ein Konzept zur orts-
basierten AR mit der Google Glass vorgestellt. Hierbei wurde gezeigt, dass
die Google Glass fu¨r Optical-See-Through AR die notwendigen Vorausset-
zungen bereitstellt und in der Lage ist, ortsbasierte, d.h. Kontext-abha¨ngige
Informationen in das Sichtfeld des Benutzers zu visualisieren. Durch die
Einblendung von Belegungsinformationen der Ra¨ume im Sichtfeld des Be-
trachters und die Navigation von einer Position zur anderen, konnte einer
der Hauptnutzen der AR, die Minimierung der Zeit zu Informationsbeschaf-
fung, verdeutlicht werden.
Das Konzept wurde schließlich in Form einer geeigneten Software-Architektur
entsprechend realisiert. Diese zeichnet sich durch offene Standards, hohe
Verfu¨gbarkeit und moderne Technologien aus. Zudem konnte die ortsbasier-
te AR im Indoor-Bereich erfolgreich mit der Google Glass getestet werden.
Bei der Evaluation wurde jedoch deutlich, dass die AR-Applikation durch
Faktoren wie Zweidimensionalita¨t, Schwimmeffekte aufgrund der Verarbei-
tungszeit, Zittern, Verblassen und U¨berblenden der Objekte an Verschmel-
zungsgrad einbu¨ßt. Einige dieser Faktoren sind optimierbar, andere durch
die technischen Gegebenheiten bedingt. Schlussendlich konnte jedoch das
Potenzial der Google Glass als AR-Brille verdeutlicht werden. Eine denk-
bare Verbesserung zur Erho¨hung des Verschmelzungsgrades wa¨re etwa eine
dreidimensionale Konstruktion der Karte, wodurch sich virtuelle Objekte
durch die genauen Tiefeninformationen noch realistischer in die Realita¨t
einfu¨gen wu¨rden und die Positionsbestimmung auf mehrere Etagen einfa-
cher zu realisieren wa¨re. Zudem wa¨ren Filtermechanismen zur Vorhersage
der Blickrichtung sinnvoll, um Schwimmeffekte reduzieren zu ko¨nnen. Fer-
ner ko¨nnte man die Lichtintensita¨t des Projektors je nach Helligkeit anpas-
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sen, um optimale Lichtverha¨ltnisse zu erhalten.
Die vorliegende Arbeit hat lediglich mit einem speziellen Anwendungsszena-
rio den Nutzen und das Potenzial der Google Glass und Augmented Reality
im Alltag aufgezeigt. Hingegen ist die Lo¨sung so generisch, dass sie auch
fu¨r andere Anwendungsbereiche anwendbar wa¨re. Beispielweise ko¨nnte die
AR-App fu¨r die Lagerhaltung in der Industrie eingesetzt werden. So ko¨nn-
ten etwa Stapelfahrer schneller mithilfe der Navigation zu den jeweiligen
Waren gelangen und Informationen zu Waren in das Sichtfeld eingeblendet
bekommen. In einer Bibliothek ko¨nnten Besucher schneller zum Bu¨cher-
regal gefu¨hrt werden, um ein bestimmtes Thema oder gar ein bestimmtes
Buch zu finden. A¨hnlich ko¨nnte man in einem Museum Informationen zu
Objekten in das Sichtfeld des Benutzers einblenden. Je nach Anwendungs-
fall kann eine pra¨zisere Positionsbestimmung notwendig sein. Hierfu¨r sind
sicherlich noch die genannten Optimierungen notwendig. Der Nutzen einer
solchen Anwendung ist jedoch vielfa¨ltig.
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Anhang
Aktualisierung der RadioMap-Tabelle
1
2 SET @N = (SELECT COUNT (*) n FROM Beacon WHERE
idField =311 and idAP=2 );
3 SET @lambda =
0.00000000000000000000000000000000000000000001;
4 INSERT INTO RadioMap (idField ,idAP ,signalstrength ,
frequency ,probability)
5
6 (SELECT s.idField ,s.idAP ,s.signalstrength ,
orientation ,IFNULL(frequency ,0),IFNULL(
probability+@beta ,@lambda) FROM
7 (SELECT idField ,idAP ,signalstrength ,orientation ,
COUNT(signalstrength) AS frequency ,COUNT(
signalstrength)/@N AS probability FROM Beacon
WHERE idField =311 AND idAP=2
8 GROUP BY idField ,idAP ,signalstrength ,orientation) b
9 RIGHT JOIN
10 (SELECT 311 as idField ,2 as idAP , signalstrength
FROM Space) s ON s.signalstrength = b.
signalstrength AND b.idField=s.idField AND b.
idAP=s.idAP)
11
12 ON DUPLICATE KEY UPDATE frequency = VALUES(
frequency),probability = VALUES(probability);
Aggregation von Einzelwahrscheinlichkeiten
1 SELECT r.x,r.y,exp(sum(log(coalesce(r.probability ,1
e-20))))
2 FROM (
3
4 (SELECT f.x,f.y,r.probability FROM fhkoelnar.Field
f LEFT JOIN fhkoelnar.RadioMap r ON f.x = r.x
AND f.y = r.y AND r.signalstrength =-71.0 AND r.
macaddress=’EC:9E:3A:D6 :60:78 ’ AND abs((
orientation + 180 - 35.332) \% 360 - 180) <=
70)
5
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6 union all
7
8 (SELECT f.x,f.y,r.probability FROM fhkoelnar.Field
f LEFT JOIN fhkoelnar.RadioMap r ON f.x = r.x
AND f.y = r.y AND r.signalstrength =-74.0 AND r.
macaddress=’D5:26:4C:E9:F4:2A’ AND abs((
orientation + 180 - 35.332) \% 360 - 180) <=
70)
9
10 union all
11 ...
12 )
13 r GROUP BY r.x,r.y
JSON Objekt vom TH-Ko¨ln Stundenplan Webservice
1 [
2 {"fbnr":"20",
3 "bezeichnung":"Oberseminar fu¨r Doktoranden",
4 "kurzbez":"OB",
5 "pruefung_typ":"FP",
6 "raum_kz":"2112",
7 "raum_bezeichnung":"PC-Pool Mathe fu¨r Ingenieure",
8 "fachkuerzel":"OB",
9 "semester_nr":"1",
10 "fach_typ":"V",
11 "wochentag":"2",
12 "zeit":"10",
13 "sg_kz":"ZV",
14 "zeit_string":
15 "17.00-17.45",
16 "dozent":"BI Thomas Bartz -Beielstein",
17 "wochentag_string":"Dienstag"
18 },
19 {...},
20 ...
21 ]
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