




A. Jenis Penelitian 
Jenis penelitian yang digunakan dalam penelitian ini adalah penelitian 
deskriptif. penelitian deskriptif yakni penelitian yang berusaha 
mendeskripsikan suatu gejala, peristiwa, kejadian yang terjadi saat sekarang. 
Penelitian deskriptif memusatkan perhatian kepada masalah-masalah aktual 
sebagaimana adanya pada saat penelitian berlangsung. Melalui penelitian 
deskriptif, peneliti berusaha mendeskripsikan peristiwa dan kejadian yang 
menjadi pusat perhatian tanpa memberikan perlakukan khusus terhadap 
peristiwa tersebut 
B. Jenis dan Sumber Data 
Jenis data dalam penelitian ini adalah data sekunder, yaitu data yang 
diperoleh atau dikumpulkan oleh peneliti dari sumber yang telah ada. Data 
dalam penelitian ini didapat dari publikasi resmi yang bersumber dari Bursa 
Efek Indonesia dan dapat diambil melalui website www.idx.co.id. 
C. Teknik Pengumpulan Data 
Metode pengumpulan data yang digunakan dalam penelitian ini adalah 
metode dokumentasi, yaitu metode yang menghimpun informasi untuk 
menyelesaikan masalah yang ada dalam penelitian. Informasi yang dibutuhkan 
dalam penelitian ini adalah informasi tentang laporan keuangan. Informasi 
tersebut peneliti dapatkan dari laporan keuangan perushaan yang dipublikasikan 




D. Populasi dan Sampel 
1. Populasi 
Populasi dalam penelitian ini adalah perusahaan manufaktur yang 
terdapat dalam periode 2011-2015 yang terdaftar di Bursa Efek Indonesia. 
Pemilihan perusahaan manufaktur sektor makanan (food and beverages) karena 
perusahaan pada industri ini merupakan emiten pada Bursa Efek Indonesia 
dengan jumlah terbanyak yaitu 20 perusahaan.  
2. Metode Sampling 
Pengambilan sampel dalam penelitian ini menggunakan metode 
purposive sampling. Metode purposive sampling adalah salah satu teknik 
dalam pengambilan sampel non random sampling yaitu cara pengambilan 
sampel yang tidak semua anggota populasi diberi kesempatan untuk dipilih 
menjadi sampel. 
Kriteria dalam pengambilan sampel dalam penelitian ini adalah sebagai 
berikut: 
a. Tercatat di Bursa Efek Indonesia sebagai emiten selama 5 tahun berturut-
turut dari tahun 2011 sampai dengan tahun 2015. 
b. Saham aktif diperdagangkan selama periode pengamatan yaitu tahun 2011 
sampai dengan tahun 2015. 
c. Mempublikasikan laporan keuangan periodik selama periode pengamatan 
dari tahun 2011 hingga tahun 2015 dengan lengkap. 
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d. Perusahaan yang aktif mempublikasikan laporan keuangan periodik 
selama periode 2011 hingga tahun 2015 dengan lengkap sebanyak 14 
perusahaan. 
E. Definisi Operasional Variabel. 
1. Variabel Dependen 
Varibel dependen dalam penelitian ini adalah struktur modal yang diproksikan 
dengan Debt To Equity Ratio (DER). DER merupakan rasio untuk mengukur 
kemampuan perusahaan dalam mengembalikan biaya hutang melalui modal 
sendiri yang di milikinya yang diukur melalui hutang dan total equity dihitung 
dengan formulasi sebagai berikut: 
 
 
2. Variabel Independen 
Variabel independen dari penelitian ini adalah Tingkat penjualan, Struktur 
aktiva dan Profitabilitas. Penelitian ini memilikki tiga variabel independen 
yaitu: 
1. Tingkat Penjualan 
Tingkat penjualan dilihat dari pertumbuhan penjualan dengan rumus 








2. Struktur Aktiva 
Struktur Aktiva dalam penelitian ini diukur dengan melakukan 
perbandingan antaraaktiva tetap dengan total aktiva tetap perusahaan. 
Skala yang digunakan adalah rasio, dan dirumuskan sebagai berikut: 
 
3. Profitabilitas 
Profitabilitas suatu perusahaan dalam menghasilkan laba selama 
periode tertentu pada tingkat penjualan, dan modal saham tertentu. Skala 




F. Teknik Analisis Data 
Regresi merupakan suatu alat ukur yang digunakan untuk mengukur ada 
atau tidaknya korelasi antar variabel. Analisis regresi berguna untuk mendapatkan 
hubungan fungsional antara dua variabel atau lebih. Selain itu analisis regresi 
berguna untuk mendapatkan pengaruh antar variabel terikat (Y) terhadap variabel 
bebas (X). Teknik analisis data yang digunakan dalam penelitian ini adalah analisis 








Y = Struktur Modal 
a = Konstanta 
b1-b3 = Koefisien Regresi 
X1 = Pertumbuhan Penjualan 
X2 = Struktur Aktiva 
X3 = Profitabilitas 
e = Variabel Pengganggu (residual) 
 
G. Uji Asumsi Klasik 
Penelitian ini menggunakan uji asumsi klasik sebelum menguji hipotesis 
dengan menggunakan analisis regresi berganda. Pengujian asumsi klasik ini 
digunakan agar variabel bebas sebagai estimator atas variabel terikat tidak bisa. Uji 
asumsi klasik yang digunakan dalam penelitian ini adalah sebagai berikut: 
a. Uji Normalitas 
(Ghozali, 2013:160) Uji normalitas bertujuan untuk menguji apakah 
dalam model regresi, variabel terikat dan variabel bebas keduanya mempunyai 
distribusi normal atau tidak. Model regresi yang baik adalah apabila keduanya 
mempunyai distribusi normal atau mendekati normal. Pada prisnsipnya 
normalitas dapat dideteksi dengan melihat penyebaran data (titik) pada sumber 
dari grafik normal probability plot. jika titik-titik menyebar disekitar garis 
diagonal maka data tersebut berdistribusi normal. 
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Normalitas suatu data dapat diuji dengan uji normalitas menurut 
kolmogorov-Smirnov satu arah atau analisis grafis. Uji Kolmogorov-Smirnov 
dua arah menggunakan kepercayaan 5 %. Dasar pengambilan keputusan normal 
atau tidaknya data yang akan diolah adalah sebagai berikut: 
1) Apabila hasil signifikansi lebih besar (>) dari 0,05 maka data terdistribusi 
normal. 
2) Apabila hasil signifikansi lebih kecil (<) dari 0,05 maka data tersebut 
terdistribusi secara normal. 
b. Uji Autokorelasi 
Uji Autokorelasi bertujuan untuk menguji apakah dalam model regresi 
linier ada korelasi antara kesalahan pengganggu pada periode t dengan 
kesalahan pengganggu pada periode t-1 (periode sebelumnya), jika terjadi 
korelasi, maka dinamakan ada problem autokorelasi. Autokorelasi muncul 
karena observasi yang berurutan sepanjang waktu berkaitan satu sama lain 
(Ghozali, 2013:110). Mendeteksi adanya autokorelasi adalah dari besaran 
Durbin Watson. Secara umum nilai Durbin Watson yang bisa diambil patokan 
adalah: 
1) Angka Durbin Watson dibawah -2 berarti ada autokorelasi positif. 
2) Angka Durbin Watson diantara -2 sampai +2 berarti tidak ada autokorelasi. 
3) Angka Durbin Watson diatas +2 berarti autokorelasi negatif. 
c. Uji Heteroskedasitisitas 
Uji heteroskedasitistas bertujuan untuk menguji apakah dalam model 
regresi terjadi ketidaksamaan variance dari residual satu pengamatan ke 
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pengamatan yang lain. Jika variance dari residual satu pengamatan ke 
pengamatan lain tetap, maka disebut homokedastisitas dan jika berbeda disebut 
heteroskedistisitas (Ghozali, 2013:139). 
Cara untuk mendeteksi ada atau tidaknya heteroskedastisitas adalah 
dengan menggunakan metode grafik. Metode grafik dapat dilakukan dengan 
melihat dari ada tidaknya pola tertentu pada grafik scaterplot disekitar nilai X 
dan Y. Jika ada pola termeregresi nilai absolut residual tertentu, maka telah 
terjadi gejala heterokedastisitas. 
d. Uji Multikolinearitas.
Uji multikolinearitas bertujuan untuk mengetahui apakah dalam model 
regresi ditemukan adanya korelasi antar variabel bebas atau tidak, model yang 
baik seharusnya tidak terjadi korelasi yang tinggi diantara variabel bebas 
(Ghozali 2013;105), untuk mendeteksi ada atau tidaknya multikolinearitas 
didalam model regresi adalah sebagai berikut: 
1) Memilikki korelasi antar variabel bebas yang sempurna (lebih dari 0,9),
maka terjadi problem multikolinearitas.
2) Memilikki nilai VIF lebih dari 10 (> 10) dan nilai tolerance kurang dari 0,10
(< 0,10), maka model terjadi problem multikolinearitas.
H. Pengujian Hipotesis
1. Uji Hipotesis 1
a. Uji F (Uji Simultan)
Uji F (uji simultan) dilakukan untuk mengetahui apakah variabel 
bebas, Tingkat Penjualan, Struktur Aktiva, dan Profitabilitas secara 
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bersama-sama (simultan) berpengaruh terhadap variabel dependen struktur 
modal (DER). Pengujian hipotesis ini dirumuskan sebagai berikut: 
Ho = b1,b2,b3, = 0, artinya bahwa tidak terdapat pengaruh yang signifikan 
(nyata) dari seluruh variabel bebas (X1 sampai X3) terhadap variabel terikat 
(Y) 
Ha = b1,b2,b3, = 0, artinya bahwa terdapat pengaruh yang signifikan (nyata) 
dari seluruh variabel bebas (X1 sampai X3) tehadap variabel terikat (Y). 






 = Koefisien determinasi 
n = Jumlah sampel 
k = Jumlah Variabel 
Kriteria pengujian: 
1) Bila F hitung > F tabel maka Ho ditolak dan Ha diterima artinya variabel 
bebas secara bersama-sama berpengaruh terhadap variabel terikat. 
2) Bila F hitung < F tabel maka Ho diterima dan Ha ditolak artinya variabel 




Gambar 3.1 : Kurva uji F 
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b. Uji t (Uji Parsial) 
Pengujian parsial (t test) regresi dimaksudkan untuk melihat apakah 
variabel bebas (independen) secara individu mempunyai pengaruh 
terhadap variabel tidak bebas (dependen), dengan asumsi variabel bebas 
lainnya konstan. Pengujian dilakukan dengan uji dua arah dengan hipotesa: 
Ho : βi = 0, (variabel Pertumbuhan Penjualan, Struktur Aktiva, dan 
Profitabilitas tidak berpengaruh signifikan terhadap Struktur Modal). 
Ha : βi = 0, (variabel Pertumbuhan Penjualan, Struktur Aktiva, dan 
Profitabilitas berpengaruh signifikan terhadap Struktur Modal). 




b = Koefisien Kolerasi 
sb = Standar deviasi dari variabel bebas 
menentukan keputusan dengan membandingkan t hitung dengan t table 
dengan kriteria sebagai berikut: 
jika t hitung > t tabel atau t hitung < -t maka Ho ditolak dan Ha diterima 




      Gambar 3.2 : Kurva uji t 
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2. Uji hipotesis 2 
Untuk mengetahui variabel yang berpengaruh dominan terhadap 
variabel dependen, cara yang dapat dilakukan yaitu dengan melihat nilai 
signifikansi yang tertinggi dari variabel independen yang digunakan. 
 
