Fine scale maps of vegetation biophysical variables are useful status indicators for monitoring and managing national parks and endangered habitats. Here, we assess in a comparative way four different retrieval methods for estimating leaf area index (LAI) in grassland: two radiative transfer model (RTM) inversion methods (one based on look-up-tables (LUT) and one based on predictive equations) and two statistical modelling methods (one partly, the other entirely based on in situ data). For prediction, spectral data were used that had been acquired over Majella National Park in Italy by the airborne hyperspectral HyMap instrument. To assess the performance of the four investigated models, the normalized root mean squared error (nRMSE) and coefficient of determination (R 2 ) between estimates and in situ LAI measurements are reported (n = 41). Using a jackknife approach, we also quantified the accuracy and robustness of empirical models as a function of the size of the available calibration data set. The results of the study demonstrate that the LUT-based RTM inversion yields higher accuracies for LAI estimation (R 2 = 0.91, nRMSE = 0.18) as compared to RTM inversions based on predictive equations (R 2 = 0.79, nRMSE = 0.38). The two statistical methods yield accuracies similar to the LUT method. However, as expected, the accuracy and robustness of the statistical models decrease when the size of the calibration database is reduced to fewer samples. The results of this study are of interest for the remote sensing community developing improved inversion schemes for spaceborne hyperspectral sensors applicable to different vegetation types. The examples provided in this paper may also serve as illustrations for the drawbacks and advantages of physical and empirical models.
Introduction
Maps of leaf traits and vegetation biophysical characteristics such as leaf area index (LAI) are useful in ecological research and for modelling of surface energy balance, vegetation productivity, water and CO 2 exchange, as well as biodiversity assessment (Pereira et al., 2013; Pu et al., 2003; Turner et al., 1999) . Compared to classical multi-spectral instruments, the quality of such maps has been
In the statistical approach, regression models are developed from in situ data to relate the parameter(s) of interest to the spectral data. To minimize topographic, soil background and atmospheric effects most studies involve the use of spectral vegetation indices (e.g., Haboudane et al., 2004; Khanna et al., 2007; Mutanga and Skidmore, 2004; Thenkabail et al., 2000; Yu et al., 2013) . Other studies focus on the analysis of the red edge inflection point (Cho and Skidmore, 2009; Darvishzadeh et al., 2009; Haboudane et al., 2008; Horler et al., 1983) or the use of spectral transformations such as band depth analysis (Im and Jensen, 2008; Schlerf et al., 2010) . In addition, several studies investigate the usefulness of full spectrum methods such as partial least square regression (PLSR), principal component regression (PCR), Bayesian model averaging or spectral un-mixing approaches (Asner and Martin, 2008; Atzberger, 2010; Hu et al., 2004; Mirzaie et al., 2014; Zhao et al., 2013) . Beside these parametric models, non-parametric approaches such as k-NN are also used (Chirici et al., 2008; Corona et al., 2014; McRoberts et al., 2007; Rivera et al., 2014b) .
Statistical models have some advantages fostering their widespread use. For example, some of the mentioned statistical models are easy to apply. Also, suitable software is often readily available (Rivera et al., 2014a) . It is well known, however, that developed models sometimes lack transferability to other sites with different vegetation, or transferability to other type of image or acquisition conditions (Baret and Guyot, 1991; Vuolo et al., 2013) . Another drawback of statistical models is that they require a set of in situ data and that their robustness depends on the properties of this data set (i.e., number, quality and representativeness of available reference samples). A systematic investigation of sample size effects would be informative as the collection of ground truth is usually associated with high costs.
To minimize the reliance on in situ data, the physical approach involves the use of radiative transfer models (RTM). These models describe the spectral variation of canopy reflectance as a function of viewing and illumination geometry, canopy, leaf and soil background characteristics and are founded on physical principles. RTM, thus, offer an explicit (and physically based) connection between the vegetation biophysical and biochemical properties and the canopy reflectance as measured by a sensor (Houborg et al., 2007) . This enables the simultaneous use of all spectral bands acquired by multi-to hyper-spectral sensors and in particular the most sensitive ones. However, for reasonable retrieval performance, RTM usually require the specification of some input parameters (e.g., average leaf angle, soil background reflectance). For structurally heterogeneous vegetation with multiple canopy layers and leaf clumping at different organization levels, canopy reflectance models require additional parameterization often not readily available (Demarez and Gastellu-Etchegorry, 2000) . For structurally less complex grass and crop canopies, suitable results were reported using the relatively simple PROSAIL canopy reflectance modela combination of the models PROSPECT (Jacquemoud and Baret, 1990) and SAIL (Verhoef, 1984) -as reviewed by Jacquemoud et al. (2009) .
RTM do not directly yield estimates of the sought vegetation biophysical parameters. Instead, such models need to be inverted using an appropriate inversion strategy (Kimes et al., 2000; Weiss and Baret, 1999) . Available methods include iterative optimization methods (Jacquemoud et al., 1995; Le Maire et al., 2011; Richter et al., 2009 ), look-up-table (LUT) based inversions (Darvishzadeh et al., 2008a; Rivera et al., 2013; Weiss et al., 2000) , and neural networks (Bacour et al., 2006; Schlerf and Atzberger, 2006; Verger et al., 2011) . Many studies rely on look-up-tables which are relatively easy to implement, and which provide a search across the entire parameter space in a step width solely limited by the available processing power.
To increase the predictive power and robustness of RTM inversions, feature selection approaches are recommended . Published feature selection methods vary in complexity and range from the use of previously identified absorption wavelengths (Darvishzadeh et al., 2008a; Meroni et al., 2004) to more advanced methods based on statistical selection and elimination criteria (Atzberger, 2010; Atzberger et al., 2013; Verger et al., 2011) .
To combine the advantages of physical and statistical approaches, Le Maire et al. (2012 Maire et al. ( , 2008 ,) and Haboudane et al. (2004) amongst others proposed the development of hyperspectral vegetation indices calibrated on RTM-generated synthetic data (e.g., so called predictive equations) for model inversion. No studies evaluating such predictive equations over grasslands are known. Nor are studies evaluating systematically different statistical and physically based approaches over grassland canopies for better understanding their respective advantages and limits.
To address these research gaps, the study presents the results of a comparative assessment of four retrieval methods against in situ LAI measurements in Mediterranean grassland:
• Inversion of the PROSAIL radiative transfer model based on LUT.
• Use of predictive equations solely calibrated on PROSAIL generated data.
• Use of predictive equations partly trimmed using available in situ (LAI) data.
• Use of narrow-band vegetation indices based solely on available in situ (LAI) data.
Mediterranean grasslands are characterized by heterogeneous canopies with a combination of different plant species in varying proportions (Darvishzadeh et al., 2011) . This poses challenges for remote sensing applications (Fisher, 1997; Röder et al., 2007) . As little is known about heterogeneous (multiple species) grassland canopies (Darvishzadeh et al., 2008b; Vohland and Jarmer, 2008) , more research is warranted to better understand the capabilities and limits of different retrieval algorithms. For illustration purpose, the study also addresses the effect of sampling size on the accuracy and robustness of statistical models.
Material
The study focuses on the mapping of LAI in Majella National Park, Italy. To collect the in situ LAI data, a field campaign was conducted during the summer of 2005 roughly corresponding to peak vegetation density. Parallel to the measurement campaign, the HyMap sensor was flown providing the corresponding airborne imaging spectrometer data (Darvishzadeh et al., 2011 (Darvishzadeh et al., , 2008a . The time of airborne data collection and the field campaign are indicated in Fig. 1 together with average annual growth profiles (NDVI) of major land cover classes in the study region.
Study area
The study site is located in Majella National Park, Italy (latitude 41 • 50 -42 • 14 N, longitude 13 • 50 -14 • 14 E, Fig. 2 ). The park covers an area of 74,095 ha. The landscape is composed of bare rock outcrops, shrubby bushes, and patches of grass/herb vegetation. The present study is focused on grassland. The dominant grass and herb species include Brachypodium genuense, Briza media, Bromus erectus, Festuca sp., Helichrysum italicum, Galium verum, Trifolium pratense, Plantago lanceolata, Sanguisorba officinalis and Ononis spinosa (Cho, 2007) . In situ measurements
The field campaign for collecting the in situ data was carried out in July 2005 during peak vegetation density (Fig. 1) . Vegetation characteristics such as LAI, leaf chlorophyll content and species composition were collected within grassland areas using stratified random sampling and excluding forests, shrublands and bare rock outcrops. Care was taken to ensure sample plots were located at least 500 m (120 pixels) away from strip borders. Strata were derived from a land cover map provided by the management of Majella National Park. Coordinates (x, y) were randomly generated in the grassland stratum to select plots. Forty-five plots of 30 m × 30 m were generated and a GPS was used to locate them in the field. Table 1 summarizes the statistics of the measured variables. For each plot, vegetation parameters were measured in situ within four to five randomly selected subplots (1 m × 1 m). From the 4-5 subplots, averages per plot was calculated and used throughout this paper.
LAI was measured non-destructively using the LAI-2000 instrument (Welles and Norman, 1991) . The uncertainty of LAI-2000 measurements is typically 15-20% (Chen et al., 1997; Welles and Norman, 1991) . Measurements were taken either under overcast conditions or alternatively within two hours after sunrise or before sunset. Direct sunlight on the sensor was prevented using a view restrictor of 45 • and shading the sensor. For each subplot, one reference measurement of above-canopy radiation was taken. Next, five below-canopy measurements were performed from which the average subplot LAI was calculated. No corrections for leaf clumping were applied as the necessary information was not available. Likewise, no attempts were made to distinguish between photosynthetic and non/photosynthetic components. This implies that the measurement corresponds strictly speaking to the plant area index (PAI) (Chen et al., 1997) . Nevertheless, in the following, these measurements are abbreviated as LAI.
Besides LAI, leaf chlorophyll content was assessed in each 1 m × 1 m subplot. This variable was used for restricting the range of plausible leaf chlorophyll values in the construction of the LUT (see Section "PROSAIL-based LUT generation"). From the dominant grass species, 30 leaves were randomly selected and measured by a SPAD-502 Leaf Chlorophyll Meter (Minolta, 2003) . The 30 recorded SPAD readings were averaged. The averaged SPAD readings were converted into leaf chlorophyll contents (g cm −2 ) by means of the Markwell et al. (1995) equation. As the Markwell calibration functions were developed for corn and soybean this possibly leads to some bias when applied to grass leaves (Le Maire et al., 2008; Si et al., 2012) .
Image acquisition and pre-processing
Airborne HyMap data of the study site were acquired during the field campaign on July 4th, 2005 covering an area of about 40 km × 7 km (four strips with 30% overlap, Fig. 2 ). The flight was carried out by DLR, Germany's Aerospace Research Centre and Space Agency. The HyMap sensor contains 126 wavelengths, operating over the spectral range of 436-2485 nm. The average spectral resolution is between 13 and 17 nm. At an average flight height of 1983 m above ground, the spatial resolution of the data is 4 m. The image acquisition was close to solar noon and the solar zenith and azimuth angles for the four image strips ranged between 30.0-33.7 • and 111.5-121.0 • , respectively.
The image strips were atmospherically and geometrically corrected by DLR, Germany. The geometric accuracy of the images was reported by DLR with 2 m (0.5 pixel). The atmospheric correction was performed using ATCOR4-r (rugged terrain). Effects related to the sensor's large field of view were not accounted for, resulting in some visible artefacts towards the borders of the strips. This was deemed acceptable as the sample plots were located mainly in the central parts of the images (Fig. 2) .
From the corrected strips, sample plot spectra were retrieved. Owing to cloud coverage in some areas, the spectra of four of the fourty-fiveplots were unreliable and removed. As the pixel size of the imagery was 4 m, a 7 × 7 pixel window (i.e., 28 m × 28 m) centred around the central position of a plot was determined (plot size 30 m × 30 m). By taking only pixels located entirely in the plot, border effects were minimized. From the 7 × 7 pixel window, the average spectrum was calculated. Only these spectra were analysed in this study without any further smoothing or filtering.
Methods
To obtain a comprehensive comparison of LAI retrieval algorithms, this study evaluates four different LAI retrieval methods in a comparative way (Table 2) : two RTM inversion methods (one based on look-up-tables, the other based on predictive equations) and two statistical modelling methods (one partly, the other entirely based on in situ data). The four methods were chosen because they are the most widely used by the remote sensing community. All procedures were implemented in Matlab (The Mathworks ® ). Detailed descriptions are given in Sub-sections "Physical based modelling" and "Statistical modelling".
All methods were evaluated against the LAI in situ measurements. For the validation of the two PROSAIL inversions (LUT and PE physical ), the LAI measurements were used as independent observations. The accuracy of the retrievals was characterized by the root mean square error (RMSE) and the coefficient of determination (R 2 ) between the in situ data and the estimates. To evaluate the performance of the two statistical methods (PE re-adjust and VI), a jackknife sampling procedure was used (see Sub-section "Jackknife sampling"); part of the available in situ data was used for model calibration, while the remaining samples were used for independent assessment of the retrieval accuracy. By varying the size of the calibration samples, the effect of sample size on RMSE and R 2 was quantified. Table 2 Overview of four modelling methods for estimating LAI compared in the present study. The first two methods belong to the category of physical based approaches and the two last methods are statistical approaches making use of in situ data for model development. LUT is a standard LUT inversion of radiative transfer models. PE physical and PE re-adjust are both predictive equations with the difference that the second uses the in situ data for fitting the polynomials, whereas the first is entirely calibrated on RTM-generated data. In both cases, the two best wavebands are identified from the RTM-generated data base. VI is similar to PE re-adjust but entirely calibrated on the experimental (in situ) data. Category The 107 most suitable wavelengths were identified without making use of in situ data.
Physical based modelling
The PROSAIL radiative transfer model The widely used PROSAIL radiative transfer model was selected for the physically based canopy parameter retrieval (Jacquemoud et al., 2009) . PROSAIL is relatively simple and needs only a limited number of input parameters. This makes model inversion for retrieval of leaf and canopy parameters feasible. PROSAIL has been inverted over a large range of vegetation canopies (Darvishzadeh et al., 2011; Jacquemoud et al., 1995; Le Maire et al., 2011; Meroni et al., 2004; Richter et al., 2009 Richter et al., , 2011 Si et al., 2012) with varying levels of success. The capacity of PROSAIL to simulate grassland spectra in forward mode was investigated in Darvishzadeh et al. (2008a Darvishzadeh et al. ( , 2011 ,) and in more detail in Atzberger et al. (2013) . The general suitability of PROSAIL for grassland studies was also shown by Vohland and Jarmer (2008) .
PROSAIL-based LUT generation
Look-up-tables (LUT) provide an easy and robust way for inverting radiative transfer models (Knyazikhin et al., 1999; Weiss et al., 2000) . Compared to numerical optimization methods, LUT are much faster and permit a global search (avoiding local minima).
To achieve high accuracy for the estimated parameters, the dimension of the table must be large enough (Combal et al., 2002; Weiss et al., 2000) . For our study, a LUT size of 100,000 parameter combinations was chosen. Working with the same RTM, the selected LUT size was found by Weiss et al. (2000) and Richter et al. (2009) to be a good compromise between computation time and the accuracy of the estimates. Following recommendations of Le Maire et al. (2008) the PROSAIL parameter combinations were randomly drawn from uniform distributions and a small white noise component was added to the LUT spectra.
The sensor viewing angle (t 0 ) and the relative azimuth angle (phi) were fixed at 0 • as most plots were in vicinity of the nadir line of the image strips. The sun zenith angle was fixed at 31.5 • . With respect to the fraction of diffuse incoming solar radiation (skyl), a fixed value of 0.1 across all wavelengths was used. This simplification seems justified by the fact that skyl has only a very small influence on canopy reflectance (Clevers and Verhoef, 1991) .
The eight remaining input parameters of PROSAIL (i.e., LAI, ALA, scale, hot, N, Cab Cm and Cw) were sampled within pre-described ranges. This increases the sampling density in the parameter space and helps to regularize ill-posedness of the inverse problem (Combal et al., 2003) . Restricting the parameter space is a recommended procedure used in many similar studies (Verger et al., 2011) . The ranges (minimum and maximum) for each of the eight "free" model parameters are reported in Table 3 . Note that the ranges of Cab and ALA were selected based on information from field data collection. This implies that the implemented physical approach was not completely independent from field observations.
To represent soil optical properties bare soil pixels were identified within the HyMap scenes. From these pixels spectra were extracted and used to calculate an average soil spectrum (rsl). A multiplicative scale parameter was used to mimic soil brightness changes (Table 4) . Concerning the leaf structural parameter N in PROSPECT, we selected a range of 1.5 to 1.9 since grasses have relatively thin leaves. This range was used in a previous study by Darvishzadeh et al. (2008a) and is in agreement with the mean value (N = 1.6) that Vohland and Jarmer (2008) used for grassland species. The ranges of the remaining input parameters (Cw, Cm and hot) were similarly selected based on existing literature (Darvishzadeh et al., 2011; Haboudane et al., 2008 Haboudane et al., , 2004 Houborg and Boegh, 2008; Le Maire et al., 2008) .
PROSAIL inversion using LUT
To find the solution to the inverse problem, the mean square error ( ) between measured and modeled (LUT) spectra is calculated for each HyMap spectrum according to:
where R measured is the measured HyMap reflectance at wavelength , R lut is the modeled reflectance at the same wavelength in the LUT, and n is the number of wavebands.
Following recommendations of Combal et al. (2003) and Baret and Buis (2008) , the average of the ten parameter sets yielding the lowest is taken as the solution to the inverse problem. For the remainder of this paper, the technique is abbreviated as LUT.
Feature selection using recursive band elimination
A drawback of the physical approach is that corrupted spectral measurements and poorly modeled wavebands negatively affect the model inversion. For this reason, an appropriate band selection is known to improve radiative transfer model inversion (Meroni et al., 2004; Schlerf and Atzberger, 2006) . The drawback arises from the fact that RTM inversion uses all the provided spectral information simultaneously. In the case of a LUT-based model inversion, for example, the parameter set is selected as final result, which minimizes the overall error between the simulated and the observed spectra. Hence, any corrupted spectral band will have a negative effect on the selected parameter set as the "solution" is driven into its direction. Similarly, a band which is not well simulated by a RTM receives as much weight as a well simulated wavelength; therefore, deteriorating the inversion results.
Feature selection approaches aim minimizing the negative impacts of poorly modeled wavebands as well as of corrupted spectral data. However, neither the selection of an optimal spectral subset, nor the weighting of spectral bands, are trivial problems but are still open issues within the remote sensing community (Lavergne et al., 2007; Meroni et al., 2004; Rivera et al., 2014b) . In Darvishzadeh et al. (2011) , the problem of feature selection was addressed by restricting the LUT search to a small number of pre-defined bands that are related to leaf chlorophyll, LAI and leaf dry mass. However, results were not promising. For this reason, in the current paper preference was given to an alternative approach called recursive band elimination Darvishzadeh et al., 2011) . The recursive band elimination technique discards successively wavelengths poorly modeled by PROSAIL. The scene-based approach is fully automatic and does not make use of in situ measurements. The reader is referred to the mentioned papers for more details.
PROSAIL inversion using predictive equations
Predictive equations (PE physical ) are investigated in this study as an interesting alternative means to invert the PROSAIL radiative transfer model (Dorigo et al., 2007; Le Maire et al., 2012 Rivera et al., 2014a) . To ensure a perfect comparability, both PRO-SAIL inversion methods (LUT and PE physical ) use the same LUT.
Using predictive equations, one may identify a suitable narrow band vegetation index and band combination and fit the spectral data against the corresponding vegetation characteristic (here LAI). Three types of common vegetation indices were analyzed for this study: difference index (D), ratio index (R) and normalized difference index (ND). For each index, all possible 126 × 126 HyMap wavelength combinations between 436 and 2485 nm were systematically calculated: Parameterization of the PROSAIL radiative transfer model for generating the LUT used for model inversion. Parameter values were drawn randomly (uniform distributions) within the specified ranges. For all simulations, the fraction of diffuse incoming radiation (skyl) was fixed at 0.1. The sun zenith angle was fixed at 31.5
• . Nadir viewing was assumed. To represent soil optical properties, bare soil pixels were identified within the HyMap scenes. From these pixels spectra were extracted and used to calculate an average soil spectrum (rsl). A multiplicative scale parameter was used to mimic soil brightness changes. Concerning the leaf structural parameter N in PROSPECT we selected a range of 1.5 to 1.9 since grasses have relatively thin leaves. This range was used in a previous study by Darvishzadeh et al. (2008a) and is in agreement with the mean value (N = 1.6) that Vohland and Jarmer (2008) used for grassland species. The ranges of the remaining input parameters (Cw, Cm and hot) were similarly selected based on existing literature (Darvishzadeh et al., 2011; Haboudane et al., 2008 Haboudane et al., , 2004 Houborg and Boegh, 2008; Le Maire et al., 2008 
where 1 is the reflectance at wavelength 1, and 2 is the reflectance at wavelength 2 with 1 / = 2. For each wavelength combination, a second order polynomial was fit between the index values and the corresponding LAI in the synthetic data base (n = 100,000). With the fitted polynomial, the LAI was estimated from the HyMap spectra and the RMSE calculated between the estimated and the field measured LAI (n = 41) for all possible band combinations. For a given index type, the lowest RMSE in the 2-D plot corresponds to the "best" combination of wavelengths. Because the in situ data was not used for model calibration, the field measurements can be considered as independent observations, very similar to the LUT approach. Note that the same set of wavelengths is used in the statistical version of the predictive equation (Section "Statistical modelling") called PE re-adjust (Table 2) .
Statistical modelling
Two statistical modelling methods were tested for comparison with the two physically based methods. Both methods relate 2-band vegetation indices to LAI using 2nd order polynomial fits. The first statistical approach (PE re-adjust ) uses the "best" wavelength combination and index-type found in the PE physical approach (Section "PROSAIL inversion using predictive equations"). In contrast, the second statistical technique (VI) finds the best wavelength combination (and index-type) using the in situ data. The main difference compared to PE physical is that the polynomials are fitted against the in situ data and not against synthetic data. This implies that the in situ data is used for calibration and validation issues (Table 2) . To ensure comparability with the physical based methods which are no making use of in situ data for model calibration, the accuracy of the statistical methods had to be assessed from independent samples. This was achieved using a classical leave-one-out jackknife approach.
Jackknife sampling
To assess the robustness of the two statistical models to calibration sample and sample size, jackknife procedures (without replacement) were used (Table 4) . Stratified sampling was used to make sure that the calibration data covers the entire range of LAI values (0 < LAI < 7). For this purpose the full data set was split in five equal parts, each with 8-9 observations. Calibration samples (VI: 20; PE re-adjust : 5-35) were drawn making sure that at least one observation was found in all five LAI-classes. Polynomials were only fitted to these balanced samples.
In the case of the VI modelling, the "best" wavelength set is not known beforehand. Each time new random samples is selected for model calibration, all wavelength combinations are scanned within the training data set. The "best" performing set of wavelength (combination of "optimum" wavelengths) is then applied to the left-out samples and the RMSE is determined. Hence, "best" wavelengths may change from iteration to iteration in the case of VI modelling. The whole process was repeated 20,000 times ensuring stability of the results. For practical reasons, only one sample size of twenty samples was assessed. Model accuracy (RMSE, 5% and 95% percentiles) was always calculated from the (twenty-one) left-out samples. For each repetition, the best wavelength combination was stored to assess the robustness of its determination.
A slightly different approach was adopted for PE re-adjust , where the best set of wavelengths is found through analysis of the synthetic data obtained from RTM simulations (Section "PROSAIL inversion using predictive equations"). Hence, this wavelength set will not change during the jackknife sampling. The focus for this method was, therefore, on the sample size. The jackknife sampling was repeated 500,000 times for each sample size between 5 and 35 samples. The corresponding RMSE was calculated between the observed and the estimated (left-out) LAI samples. From the 500,000 repetitions, the median RMSE and the 5% and 95% percentiles were derived for all sample sizes between 5 and 35 samples. The selected number of repetitions ensures stability of the results.
Results

LAI from LUT inversion of PROSAIL
The PROSAIL radiative transfer model was inverted (LUT) for the entire study area covered by the HyMap imagery. From the field plot locations, the forty-one modeled grassland LAI values were extracted and compared to the in situ measurements. A scatterplot between the measured and estimated LAI is shown in Fig. 3 (left). The R 2 and the (normalized) RMSE between the measured and estimated LAI are listed in Table 5 (first line).
The comparison between observed and modeled LAI shows that -after feature selection and using the multiple LUT solutions -LAI was estimated with an accuracy of 0.53 m 2 m −2 , representing 18% of the average field measured LAI (nRMSE), respectively, 8% of the range of field measured LAI (0.7 ≤ LAI ≤ 7.5). In total, 91% of the observed variance in LAI was explained using this approach.
The LAI map obtained from the LUT-based RTM inversion is presented in Fig. 4 . Pixels not corresponding to grassland strata were left blank. The mean LAI obtained for all grassland pixels was Table 4 Set-up of the jackknife experiments to evaluate the robustness of the two statistical methods (PE re-adjust and VI) to calibration sample. The focus of PE re-adjust is on sample size. The focus of VI is on the robustness of the selected "best" wavelengths. 2.9 m 2 m −2 , which approximates an average of 2.8 m 2 m −2 that was obtained for the field measurements (Table 2) . Most modeled (and observed) LAI were found between 1 and 4 m 2 m −2 (Fig. 5) . In both data sets, we observe only a few cases with very high LAI (>4-5).
Comparison of LUT approach with other methods
The results from the three other methods (see Table 2 ) are presented in the following Sub-sections. A statistical overview of all four methods is provided in Table 5 together with some information regarding the spectral setting and the employed validation.
RTM inversion using predictive equations (PE physical )
From the synthetic (PROSAIL simulated) data set, we found that the D-index with wavelengths at 846 and 1698 nm was the best performing index for LAI retrieval. The results were obtained by testing all possible band combinations and the three index types (Eqs. (3a)-(3c) ). Using reflectances at the two mentioned wavelengths, the D-index gave for the synthetic data set a RMSE of 1.08 LAI. Normalized difference and ratio-type indices gave lower performances with RMSE (synthetic data) of ∼1.16 LAI (both using wavelengths 756 and 1698 nm).
Subsequent application of the predictive equation developed for the D-type index to the experimental (HyMap) data gave the results shown in Fig. 3 (right) . Compared to the LUT-based RTM inversion (Fig. 3, left) , the LAI retrievals are less accurate (Table 5 , second row). The RMSE doubled from 0.53 (LUT RTM ) to 1.10 m 2 m −2 (PE physical ). The increased RMSE was the result of a strong offset and an (slightly) increased scatter.
Re-adjusting predictive equations against experimental data (PE re-adjust )
In the statistical PE re-adjust approach, the polynomial describing the relation between vegetation index and LAI is re-adjusted using the experimental data, while keeping the same index and wavelengths as in PE physical . Results obtained with this approach are summarized in Table 5 (third row). A scatterplot between measured and modeled LAI is shown in Fig. 6 (left) . Table 5 Statistics (R 2 , RMSE and normalized RMSE) obtained between field measured and estimated LAI (n = 41) from PROSAIL inversion (LUT) and three other methods using airborne HyMap spectra. For the two physically based methods (LUT and PE physical ) the validation is done directly against the independent in situ data. For the two experimental methods (PE re-adjust and VI) two validation results are provided: cross-validated results and (in parentheses) the range (5% and 95% percentiles) from the repetitions of the jackknife sampling with twenty samples Re-adjusting the polynomials against in situ data improved the results compared to the PROSAIL inversion based on predictive equations (PE physical ) ( Fig. 3; right) . Using the D-index with wavelengths optimized on the synthetic data and coefficients fitted to observed data, we obtained a cross-validated RMSE of 0.46 (R 2 cv : 0.75). Hence, using the in situ data for calibration issues, the accuracy of the standard LUT inversion could be reached. Compared to LUT, the RMSE of PE re-adjust was (slightly) lower while the R 2 indicated a reduced precision (0.75 against 0.91). In particular, LAI values >4 seem to be estimated with a higher explained variance using LUT ( Fig. 3; left) compared to PE re-adjust ( Fig. 6; left) . Table 5 (third row in parentheses) gives the expected accuracy range of PE re-adjust if the calibration size were only twenty samples. As expected, a higher RMSE is observed (RMSE between 0.53 and 0.79 for PE re-adjust compared to 0.53 for LUT). This highlights the impact of sample size when dealing with statistical approaches even if the samples were well balanced from low to high values as in this study. A more detailed assessment of this issue is presented in Section "Impact of sample and sample size on PEre-adjust and VI".
Optimization of vegetation indices against experimental data (VI)
In the second statistical approach (VI method), narrow band D-, ND-and R-like indices were calculated from the HyMap reflectance spectra. The in situ LAI data were sequentially regressed (polynomials) against all possible (126 × 126) two-band combinations of each index type. This allowed us to determine and fix the optimum wavelength combination for each index.
With the optimum wavelength combination, LAI was estimated in cross-validation mode. The optimum indices of the three index types gave similar results for estimating LAI (RMSE cv between 0.59 and 0.62; R 2 cv between 0.85 and 0.86). The R-index using wavelengths at 543 and 1953 nm had a higher R 2 compared to D-and ND-like indices. The statistics of this index are summarized in Table 5 (last row) together with the three other methods. A scatterplot of measured and cross-validated LAI is shown in Fig. 6 (right) . . Accuracy (RMSE) of grassland LAI retrieval using different modellingmethods. Results of the two physically based methodsare shown in blue (LUT), respectively, in yellow (PE physical ). As no calibration step was involved for inverting the RTMs, the reported RMSE do not depend on the calibration sample size. For the statistical model PE re-adjust (black dotted line), results obtained with the D-index (with 1: 846 nm and 2: 1698 nm) are shown. For each calibration sample size (between 5 and 35 samples) 500,000 replicates were randomly selected and used to predict the left-out samples. The shaded dark gray area indicates the 5-95% percentiles of the statistical model when stratified sampling was used. In light gray are shown the results when sampling was completely random. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The VI method yielded comparative results with RMSE as low as for LUT and PE re-adjust .
Again, a strong impact of sample size has to be mentioned. Compared to the cross-validated results -which gave a RMSE of 0.59 m 2 m −2 -the jackknife sampling with twenty calibration samples resulted in a RMSE between 0.50 and 0.76 m 2 m −2 . However, this estimate is overoptimistic. Indeed, in practice, one does not know beforehand the "optimum" wavelength combination. In the present case, the jackknife sampling was run keeping the waveband combination from the leave-one-out approach. This issue will be further developed in the next Sub-section.
Impact of sample and sample size on PE re-adjust and VI The impact of sampling was further quantified for the two statistical methods (PE re-adjust and VI). The developed jackknife sampling (see Table 4 for details) tries to mimic in a realistic way what would happen (in terms of accuracy and model robustness) if few(er) samples would be available for model calibration (e.g., only twenty samples).
Sampling effects on PE re-adjust
The variability of the LAI retrieval error (RMSE) as a function of the size of the calibration sample is illustrated in Fig. 7 (in gray) for the D-index (D 846/1698 ). Whereas in Table 5 (third row in parentheses), only the range of RMSE for a sample size of twenty samples was indicated (e.g., 0.53-0.79), here all values for sample sizes between 5 and 35 samples are graphically shown. As expected, with decreasing sample size the average (median) error shows a steady increase (dashed black line). At the same time, the variability in the RMSE strongly increases, both for the stratified sampling to cover the observed LAI range (in dark gray) and (even more pronounced) for the un-stratified sampling (in light gray). Note that these variabilities are observed despite the fact that the two wavelengths entering the D-index were fixed.
Sampling effects on VI EXP
Using the purely statistical approach (VI), the "optimum" wavelength set is not known beforehand but is found from the calibration data. While doing the (stratified) jackknife sampling, the "opti- Fig. 8 . Results of the jackknife sampling (VI method) with twenty randomly selected calibration samples and the R-index. The 2-dimensional plot shows the probability of a 2-band combination being selected. To ease interpretations, the results were recoded in four log 10-spaced classes. For the calculations 20,000 random iterations were run each testing all 126 × 126 band combinations. The inlet shows the frequency distribution of the RMSE for the 20,000 validation samples (each calculated over twenty-one left-out LAI observations and for the best band combination).
mum" wavelengths may, therefore, change from iteration to iteration adding uncertainty to the retrievals.
To remedy this issue, the jackknife approach was run using the R-index with twenty calibration samples (20,000 replicates). At each iteration, the optimum wavelength combination was stored as well as the corresponding RMSE (LAI) obtained over the remaining twenty-one left-out samples of the experimental data base. The number of times a given wavelength combination was selected during 20,000 replicates is shown in Fig. 8 . The inlet in Fig. 8 shows the resulting frequency distribution of the RMSE.
The figure demonstrates that using twenty calibration samples (even if balanced), the "optimum" waveband combination may be located in quite different parts of the 2-dimensional feature space. Amongst the possible (15,750) two-band combinations, 1068 were at least selected once. The top 20 (top 200) two-band combinations account for 48.5% (87.2%) of the cases. Hence, not only the polynomials are subject to variation but also the "optimum" wavelengths. The fact that the wavelength positions are to be determined from the calibration sample in a purely statistical (VI) approach was not considered in Table 5 (last row). In Table 5 , only the RMSE range (5-95% percentiles) for a fixed (optimum) wavelength combination was reported. Our examples demonstrate that in reality one should expect larger errors than those reported in Table 5 , in particular for smaller sample size (e.g., the RMSE distribution shown in the inlet of Fig. 8 for a sample size of twenty).
Despite this wide scatter in optimum wavelength combinations, two broad regions appear in Fig. 8 with a higher density of selected cases. The areas depict a broad region between 900 and 1400 nm and another one combining visible wavelengths (550 nm) with SWIR bands (1950 nm). These are spectral regions generally well suited for statistical modelling (Le Maire et al., 2008; Rivera et al., 2014a) .
Discussion
Inversion of the PROSAIL radiative transfer model yielded RMSE values between in situ and modeled LAI of 0.53 m 2 m −2 (Table 5 and Fig. 5 ). This finding supports previous studies, which demonstrated that inversion of a radiative transfer model may yield accuracies comparable to those of statistical approaches Gemmell et al., 2002; Le Maire et al., 2012 . The modelling results have been obtained despite the fact that the field • Requires a well-chosen data set for model calibration (i.e., must be representative for all potential conditions, not only LAI)
• Lacks sometimes generalization and reproducibility and therefore impeding transfer to other images or conditions • Information available in additional wavebands is neglected measured (in situ) data from the LAI-2000 instrument correspond strictly speaking to plant area index (PAI) and not LAI. It also confirms the general validity of PROSAIL for grassland studies as shown in Vohland and Jarmer (2008) and Atzberger et al. (2013) . In our study, a combination of scene-based feature selection (i.e., recursive band elimination) and the use of multiple LUT solutions was used for RTM inversion (Table 2) , and it was demonstrated that this inversion approach yields good results. Other inversion schemes were not tested.
One of the benefits of using physical rather than statistical methods is that comprehensive field measurements are not required for model calibration. Using physical methods, field measured LAI are only needed for proper validation. In addition, developed RTMs can in principle be directly applied to other images, with different band settings and/or measurement geometries, etc. (Darvishzadeh et al., 2011) . Although statistical models have been developed and successfully applied across time and space, this is not always possible.
Drawbacks of physical approaches relate to the fact that results are sometimes not consistent especially where one deals with multiple species in semi-natural environments. The inversion of physically based models is also hampered by the ill-posed inverse problem (Combal et al., 2002; Meroni et al., 2004 ). In the current work, this problem was alleviated by using multiple solutions in a LUT approach. This reduces the problems obtained when focusing only on the best fitting spectra as final solution. In addition, parameter ranges in the LUT were restricted according to available field measurements (Table 2 ). Several alternative approaches exist for further regularizing the inverse problem but were not considered in this study : (i) approaches using statistical models for deriving a priori information for RTM inversion (Houborg et al., 2007) , (ii) approaches using spatial (color texture) features in the RTM inversion in addition to classical spectral-directional signatures (Atzberger and Richter, 2012) , (iii) approaches based on the inversion of multi-temporal patch ensembles (Koetz et al., 2005; Lauvernet et al., 2008) , and (iv) boot-strap methods for making use of the reflectance uncertainty matrix in the cost function (Lavergne et al., 2007) .
The imposed upper/lower boundaries in the LUT had a logical consequence that parameters reached the bounds (not shown). This contradicts somewhat the physical approach as the prior information may have a stronger effect on the retrieved canopy parameters compared to the observed signature . On the other hand, this is what one expects in the case of an illposed inverse problem, which may lead to solutions far away from the "true" parameter combination. Alternative ways of imposing expected parameter values in the search function exist but were not further exploited (e.g., Combal et al., 2002; Haboudane et al., 2008; Houborg and Boegh, 2008; Jacquemoud et al., 2009 ). For example, it is possible to specify in the cost function the expected value of each parameter together with its associated uncertainty. This yields a smooth(er) influence of the a priori information on the retrieved parameters. As the aim of the present study was to use a minimum of available in situ information, we restricted ourselves to specifying only lower and upper boundaries of the PROSAIL parameters.
In addition to the aforementioned problems, one should note that relatively simple RTM such as the PROSAIL model are not equally applicable to all vegetation types. Canopies such as forests with strong leaf clumping at several scales and with (depth) gradients are more challenging compared to (structurally) still relatively simple grass canopies (Gemmell et al., 2002; Lee et al., 2004; Yang et al., 2011) . For the Mediterranean grasslands in the Majella National Park, it was verified in another paper ) that the PROSAIL model yields spectral signatures close to the HyMap measurements when model parameters were specified according to field observations. This fully justifies its use within the current study.
The results of our study do not favor the use of predictive equations (PE physical ) entirely calibrated on synthetic (RTM-generated) data bases (Table 5 ). In our study, this approach yielded models with significantly lower accuracies as compared to the LUT-based inversion (RMSE of 1.10 as compared to 0.53 m 2 m −2 ) probably because the selected wavebands (846 and 1698 nm) were not well simulated by the model. For example, in another study, PROSAIL simulated reflectances at these two wavelengths, did not match well observed HyMap reflectances . The reasons for the observed disagreement are not fully clear but are probably related to the absorption coefficients used in the PROSPECT model. Hence, although PE physical selected two wavebands which were generally well suited for LAI modelling, the (polynomial) regression coefficients calibrated using the synthetic data yielded a significant bias in the modeled LAI. Additional problems may arise from the fact that for generating the synthetic data base, possible cross-correlations between model parameters were not considered. Instead, the parameter distributions were drawn independently from each other. The problem can be circumvented by using experimental data for re-adjusting the polynomials while keeping the previously identified wavelengths (Le Maire et al., 2008) . Using this PE re-adjust approach, the study demonstrated accurate retrievals. The cross-validated RMSE (0.46 m 2 m −2 ) was as low as the one using the LUT approach, with however a somewhat reduced R 2 (0.75 instead of 0.91) ( Table 5) .
The (semi-empirical) PE re-adjust approach has the advantage that it keeps the robustness of the index choice because of its identification within a (large) synthetic dataset. This should result in more generic results, whereas the model fine-tuning is done on the experimental data yielding (locally) highly accurate results.
Regarding the VI approach, LAI was retrieved with high accuracy. The selected wavelength at 1953 nm is sensitive to LAI and leaf water content. This spectral region was found useful in a number of studies even when other vegetation types or sensors were studied (Darvishzadeh et al., 2008a (Darvishzadeh et al., ,b, 2009 (Darvishzadeh et al., , 2011 Le Maire et al., 2008) . In particular, there is good evidence from physical as well as empirical studies that this so-called 'water feature' is sensitive to LAI as the total leaf area is highly correlated with the canopy water content (as plants aim maintaining a relatively constant leaf water content). Similar findings were obtained in forests (Schlerf et al., 2005) where the "best" hyperspectral VI (in relation to LAI) were typically based on wavebands related to prominent water absorption features.
An important drawback of methods such as PE re-adjust and VI relates to the reproducibility and stability of the fitted models. A strong impact of sampling and sample size was demonstrated in Fig. 7 for the PE re-adjust method. Indeed, a relatively small calibration sample (e.g., twenty samples) may yield excellent results in one case, but may yield up to 50% higher RMSE in another case; and this despite the fact that sampling was made in a stratified (balanced) manner. For VI this problem is further amplified as the optimum waveband combination is also determined from the experimental data. We have shown (Fig. 8 ) that for a sample size of twenty calibration samples, the selected "best" band combination lacks robustness.
Summary and conclusions
In our communication, we have demonstrated advantages and drawbacks of four widely used statistical and physical modelling approaches. The key differences between the different modelling methods are summarized in Table 6 . The table aims informing practitioners and researchers to identify the most suitable approach for their study. The table also highlights key research questions. As any study that makes reference to a particular data set, our findings are necessarily restricted. Nevertheless, we believe that our key findings are of general validity.
The study has demonstrated that radiative transfer models and hyperspectral airborne imaging can be successfully linked for mapping and assessing leaf area index in Mediterranean grasslands (nRMSE = 0.18; R 2 = 0.91). The employed inversion procedure and recursive band elimination scheme are of interest for the remote sensing community working in different spectral regions and vegetation types. With the launch of spaceborne hyperspectral sensors such as EnMap the availability of suitable data sets will increase. Hence, the application of the developed methods to other vegetation types can be evaluated for assessing their robustness for mapping important vegetation biophysical properties.
The study also demonstrated that grassland LAI can be estimated through the inversion of the PROSAIL radiative transfer model with accuracies comparable to statistical approaches based on vegetation indices. Although still necessary, ground-measured biophysical data may be almost entirely used for validating the retrieved model parameters. Field measurements are not required for model calibration. In our study, in situ data were only used for restricting the range of parameters in the look-up-tables (LUT). Additionally, soil optical properties had to be specified according to local conditions. This information is, however, readily obtained from the imagery itself.
The use of radiative transfer models for vegetation biophysical parameter retrieval is sometimes described as something overly complicated. We do not believe that this is really the case. For example, in our study, model inversion was done using LUT. These can be built easily for all kinds of RTM. Also it is quite easy to find within a LUT the simulated spectrum closest to the spectrum being inverted -and thus the solution to the inverse problem. Nonetheless, such approaches are of course still more complicated compared to the calibration and application of LAI-VI models.
In our view, the main drawback of RTM relates to the availability of suitable radiative transfer models for the studied ecosystem and the need to atmospherically correct the remotely sensed imagery. Suitable RTM are not equally available for all types of vegetation (e.g., forests with multiple canopy layers, row crops). Also, the chosen RTM may not incorporate the particular biophysical parameter a researcher might be interested in. For example, adding absorption coefficients of polyphenols (tannin) into PROSPECT for studying tea quality (Bian, 2013) was only partly successful.
One key research question coming out of this study relates to the use (or not) of the full spectral resolution provided by imaging spectrometers. Indeed, one important difference between radiative transfer models and the other methods relates to the number of spectral bands used for LAI retrieval. Whereas the physical modelling approach considers the entire spectral shape in each pixel, the other three methods rely only on two spectral bands (albeit selected from the entire band set). This has implications in terms of computer resources but also noise sensitivity, robustness, generalization and reproducibility. Although generally it might be preferable to make use of the full spectral resolution, our study demonstrated that even with two spectral bands one may (locally) obtain very good results. Hence, it still has to be proven that the detailed spectral shape of a pixel contains information going beyond that of narrow band vegetation indices. On the other hand, if only two spectral bands are to be used, our study showed a clear advantage of using the PE Re-adjust method which combines some advantages of physical and statistical approaches.
