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This paper is concerned with the existence of homoclinic solutions for the following second
order non-autonomous system
q¨ + cq˙ + Uq(t,q) = 0, (FHS)
where q ∈ Rn , c  0 is a constant and U (t,q) ∈ C1(R × Rn,R). Under some reasonable
assumptions, for the ﬁrst time we introduce the concept of fast homoclinic solutions of
(FHS) and establish some criteria to guarantee the existence of fast homoclinic solutions
of (FHS). Besides that, in some particular case, the uniqueness of homoclinic solutions of
(FHS) is also obtained. Recent results in the literature are generalized and signiﬁcantly
improved.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The purpose of this work is to deal with the existence of homoclinic solutions for the following second order non-
autonomous system
q¨ + cq˙ + Uq(t,q) = 0, (FHS)
where q ∈ Rn , c  0 is a constant and U (t,q) ∈ C1(R × Rn,R). We say that a solution q(t) of (FHS) is homoclinic (to 0) if
q ∈ C2(R,Rn), q(t) → 0 and q˙(t) → 0 as t → ±∞. If q(t) ≡ 0, q(t) is called one nontrivial homoclinic solution.
When c = 0, (FHS) is just the following second order non-autonomous Hamiltonian system
q¨ + Uq(t,q) = 0. (HS)
Suppose that U is of the form
U (t,q) = −1
2
(
L(t)q,q
)+ W (t,q), (1.1)
where L(t) ∈ C(R,Rn2 ) is a symmetric matrix for all t ∈ R, W (t,q) ∈ C1(R × Rn,R) and (·,·) : Rn × Rn → R denotes the
standard inner product in Rn and | · | is the induced norm, the existence of homoclinic solutions of (HS) has been intensively
studied by many mathematicians.
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a limit of 2kT -periodic solutions of (HS). Subsequently, by the same method, many authors have studied the existence of
homoclinic solutions for the Hamiltonian system (HS) via critical point theory and variational methods, see for instance [7,
8,10,11,13,25] and the references therein and some more general Hamiltonian systems are considered in the recent papers
[14,30–32]. The related results can refer to [2,12,23,26] in the case that L(t) and W (t,q) are independent of t .
If L(t) and W (t,q) are neither autonomous nor periodic in t , the problem of the existence of homoclinic solutions of
(HS) is quite different from the ones just described, because of the lack of compactness of the Sobolev embedding. In [27],
Rabinowitz and Tanaka studied (HS) without a periodicity assumption on both L and W and obtained the existence of
homoclinic solutions of (HS) by using a variant of the Mountain Pass Theorem without the Palais–Smale condition, under
the following conditions:
(L) L(t) ∈ C(R,Rn2 ) is a symmetric and positive deﬁnite matrix for all t ∈ R and there is a continuous function α : R → R
such that α(t) > 0 for all t ∈ R and (L(t)q,q) α(t)|q|2 and α(t) → +∞ as |t| → +∞;
(AR) there is a constant η > 2 such that, for every t ∈ R and q ∈ Rn\{0},
0 < ηW (t,q)
(
Wq(t,q),q
)
.
(AR) is the so-called global Ambrosetti–Rabinowitz condition due to Ambrosetti and Rabinowitz (see e.g. [3]), which implies
that W (t,q) is superquadratic as |q| → +∞. Assuming that (L) and (AR) hold and introducing a new compact embedding
theorem, Omana and Willem [21] showed that the Palais–Smale condition is satisﬁed and obtained the existence and mul-
tiplicity of homoclinic solutions of (HS) using the usual Mountain Pass Theorem. However, in mathematical physics, it is of
frequent occurrence in (HS) that the global positive deﬁniteness of L(t) is not satisﬁed. Deﬁne the smallest eigenvalue of
L(t) as follows
l(t) ≡ inf|q|=1
(
L(t)q,q
)
,
and make the following assumption on l(t):
(Lξ ) there exists a constant ξ  2 such that
l(t)|t|ξ−2 → +∞ as |t| → +∞.
Ding [9] investigated the existence and multiplicity of homoclinic solutions of (HS) for the case where L(t) is unnecessary
uniformly positively deﬁnite for all t ∈ R. In the recent paper [22], the authors improved the results in [27] under a new
class of superquadratic assumptions on W which need not satisfy (AR) condition, where they did not assume that L(t) is
uniformly positively deﬁnite for all t ∈ R and substituted for (Lξ ) as follows:
(Lλ) there exists a constant λ < 1 such that
l(t)|t|λ−1 → +∞ as |t| → +∞.
However, it is worth pointing out that all of the assumptions on L in the works mentioned above indicate that the
smallest eigenvalue l(t) of L(t) is coercive, i.e., l(t) → +∞ as |t| → +∞. The above condition does not seem to be natural.
In [15], the authors showed that it can be dropped in the case that L(t) and W (t,q) are even in t and (AR) is assumed,
and obtained the existence of even homoclinic solutions of (HS) by the method of approximating the homoclinic orbit from
solutions of boundary problems, this result has been generalized in [16] without assuming evenness on L and W , but (AR)
is supposed. More recently, in [17], the authors obtained the existence of one even homoclinic solutions of (HS), assuming
that L(t) = 0 and, especially, W (t,q) is even in t and satisﬁes a kind of new superquadratic condition on W (t,q) which is
different from (AR). For the existence of homoclinic solutions for more general Hamiltonian systems, we refer the reader
to the recent paper [29] in which the condition (L) is also supposed. By the way, recently, the concentration-compactness
principle has been widely used for treating the perturbations of periodic or autonomous problems, for example, [1,4].
When c = 0 in (FHS), as far as the authors know, there is no research about the existence of homoclinic solutions of
(FHS). In this paper we are mainly interested in the case where c  0, U is neither autonomous nor periodic in t . However,
before stating the novelty of this paper, we must mention some results on the study of heteroclinic solutions. In recent years,
the study of heteroclinic solutions for boundary value problems on the whole real line had a certain impulse, motivated
by applications in various biological, physical and chemical models, such as phase-transition, physical processes in which
the variable transits from an unstable equilibrium to a stable one, or front-propagation in reaction–diffusion equations, see
for instance [6,18,19,28,33] and the references listed therein for information on this subject. Especially, in [4,5], the authors
introduced and discussed the concept of fast heteroclinic solutions for the following second order ordinary differential
equation
u′′ + cu′ + f (u) = 0
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lim
t→−∞u(t) = −1 and limt→+∞u(t) = 0,
which arises in connection with Fisher–Kolmogorov’s equation
ut = uxx + f (u),
when one looks for traveling waves with speed c, by solving a minimum or constrained minimum problem.
Motivated by the works mentioned above, in this paper, we are concerned with the existence of homoclinic solutions of
(FHS) with c  0. Assume that U is of the form (1.1) and some reasonable conditions on L and W , for the ﬁrst time we
introduce the concept of fast homoclinic solutions of (FHS) and establish some criteria to guarantee the existence of fast
homoclinic solutions for (FHS). Here we must point out that we only investigate the existence of fast homoclinic solution
of (FHS) for c > 0. So the ﬁrst aim of this paper is to introduce and investigate the concept of fast homoclinic solutions of
(FHS) in the case c > 0. Another goal of this article is to show that we can relax the coercive assumption on the smallest
eigenvalue l(t) of L(t) which pays a crucial role in the variational approach present in the previous works. In this direction,
it is unnecessary to restrict that c > 0. This in particular allows us to consider the case where c = 0, the smallest eigenvalue
l(t) of L(t) is not coercive and W (t,q) is subquadratic as |q| → +∞ which to our knowledge has not been considered
before. So, in the present paper, we are naturally led to consider two scenarios on L:
(I) L satisﬁes the condition (L);
or
(II) L is bounded in the sense that there exist two constants −∞ < K1 < K2 < +∞ such that
K1|q|2 
(
L(t)q,q
)
 K2|q|2 for all t ∈ R and q ∈ Rn.
In the following, in order to introduce the concept of the fast homoclinic solutions of (FHS) conveniently, we ﬁrstly
describe some properties of the weighted Sobolev’s space Ec on which the certain variational associated with (FHS) is
deﬁned and the fast homoclinic solutions are minimizers of the certain functional. For c  0, we deﬁne the weighted
Sobolev’s space Ec as follows
Ec =
{
q ∈ H1(R,Rn): ∫
R
ect
[∣∣q˙(t)∣∣2 + (L(t)q(t),q(t))]dt < +∞}.
Then, for the case that L satisﬁes (I), Ec (c  0) is a Hilbert space with the inner product
(x, y) =
∫
R
ect
[(
x˙(t), y˙(t)
)+ (L(t)x(t), y(t))]dt (1.2)
and the corresponding norm ‖x‖2Ec = (x, x). On the other hand, for any q ∈ H1(R,Rn) satisfying∫
R
ect
[∣∣q˙(t)∣∣2 + (q(t),q(t))]dt < +∞,
where c > 0, we have (see (7) in [5]),
+∞∫
−∞
ect
∣∣q˙(t)∣∣2 dt  c2
4
+∞∫
−∞
ect
∣∣q(t)∣∣2 dt,
which implies that if we take
K1 > −c
2
4
(1.3)
in (II), then Ec (c > 0) is a Hilbert space. For the case that c = 0, if L satisﬁes (II) with K1 > 0, then E0 is a Hilbert space.
From now on, whatever L satisﬁes (I) or (II), we always assume that the weighted Sobolev’s space Ec (c  0) deﬁned
above is a Hilbert space. For c  0, it is obvious that
Ec ⊂ L2
(
ect
)
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spaces of functions on R with values in Rn under the norms
‖q‖p :=
(∫
R
ect
∣∣q(t)∣∣p dt)1/p and ‖q‖H1 := (‖q‖22 + ‖q˙‖22)1/2,
respectively.
Remark 1.1. For two cases that L satisﬁes (I) and (II), there exists a constant β > 0 such that
β‖q‖22  ‖q‖2Ec , ∀q ∈ Ec . (1.4)
In fact, in case of assuming (I), β = min{α(t): t ∈ R}; when (II) is satisﬁed, β = c24 + K1 > 0.
Now we can give the deﬁnition of fast homoclinic solution of (FHS).
Deﬁnition 1.1. For c > 0, a homoclinic solution q of (FHS) is called one fast homoclinic solution if q ∈ Ec .
In this paper we are mainly interested in the case where W (t,q) is of the form W (t,q) = a(t)V (q). Now we present the
basic hypothesis on W in order to announce the ﬁrst result.
(U) W (t,q) = a(t)|q|γ , i.e., V (q) = |q|γ , where a : R → R is a continuous function such that a(t1) > 0 for some t1 ∈ R and
a ∈ L 22−γ (ect), 1 < γ < 2 is a constant.
Here, in order to avoid some more notations, we still use the notation a ∈ L 22−γ (ect), although a is a function on R with
values in R. The norm of a is also denoted by ‖a‖ 2
2−γ
.
Remark 1.2. For c = 0, since a ∈ L 22−γ (ect) is continuous, we have inft∈R |a(t)| = 0. On the other hand, it is obvious that
W (t,q) is subquadratic as |q| → +∞ and
Wq(t,q) = γ a(t)|q|γ−2q. (1.5)
Now we state our ﬁrst result.
Theorem 1.1. If c > 0 and suppose that (I) and (U) are satisﬁed, then (FHS) has at least one nontrivial fast homoclinic solution. If c = 0,
(I) and (U) are supposed, then (FHS) has at least one nontrivial homoclinic solution.
If we substitute for (U) as follows:
(U)′ W (t,q) = a(t)V (q), where a : R → R is a continuous function such that a(t2) > 0 for some t2 ∈ R and a ∈ L2(ect),
V ∈ C1(Rn,R) and V (0) = 0. Moreover, there exist constants M0 > 0, M1 > 0, 1< θ < 2 and 0 < r  1 such that
V (q) M1|q|θ for all q ∈ Rn and |q| r (1.6)
and ∣∣Vq(q)∣∣ M0 for all q ∈ Rn, (1.7)
then we have the following theorem.
Theorem 1.2. If c > 0 and suppose that (I) and (U)′ hold, then (FHS) has at least one nontrivial fast homoclinic solution. If c = 0,
(I) and (U)′ are supposed, then (FHS) has at least one nontrivial homoclinic solution.
In addition, if we assume that there exist constants M2 > 0 and ω > 0 such that
sup
t∈R
∣∣a(t)∣∣ M2 (1.8)
and V ∈ C2(Rn2 ,R) such that
M2
∥∥Vqq(q)∥∥M ω < β for all q ∈ Rn, (1.9)
where ‖Vqq(·)‖M denotes the matrix norm, then (FHS) (c  0) has one and only one nontrivial homoclinic solution.
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sup
t∈R
∣∣a(t)∣∣ M3, (1.10)
and inft∈R |a(t)| = 0. On the other hand, by V (0) = 0 and (1.7), we have
∣∣V (q)∣∣=
∣∣∣∣∣
1∫
0
Vq(μq)qdμ
∣∣∣∣∣ M0|q|, (1.11)
which implies that W (t,q) is subquadratic as |q| → +∞.
For the case that L satisﬁes (II), we have
Theorem 1.3. For c > 0, under the conditions of (II) with (1.3) and (U), (FHS) has at least one nontrivial fast homoclinic solution. For
c = 0, if (II) and (U) are satisﬁed, then (FHS) at least one nontrivial homoclinic solution.
Theorem 1.4. For c > 0, under the assumptions of (II)with K1 > 0 and (U)′ , (FHS) has at least one nontrivial fast homoclinic solution.
For c = 0, assume that (II) and (U)′ hold, then (FHS) has at least one nontrivial homoclinic solution.
Moreover, if we assume that (1.8) and (1.9) hold, then the homoclinic solution of (FHS) (c  0) obtained above is unique.
Remark 1.4. For c = 0, compared with the case that W (t,q) is superquadratic as |q| → +∞, there is less literature available
for the case that W (t,q) is of subquadratic growth as |q| → +∞. As far as the authors know, only some parts of the paper
[9] dealt with this case, see Theorems 1.2 and 1.3 of [9]. Explicitly, suppose that L(t) need not to be positive deﬁnite for all
t ∈ R and satisﬁes (Lξ ) with ξ < 2 and the following assumption:
(L′) for some a1 > 0 and r1 > 0 one of the following is true:
(i) L ∈ C1(R,Rn2 ) and |L′(t)| a1|L(t)|, ∀|t| r1, or
(ii) L ∈ C2(R,Rn2 ) and L′′(t) a1L(t), ∀|t| r1,
where L′(t) = (d/dt)L(t) and L′′(t) = (d2/dt2)L(t) and for two symmetric matrices S1 and S2, by S1  S2 (|S1| |S2|,
respectively) we mean that ζ T (S2 − S1)ζ  0 (|S1ζ | |S2ζ |, respectively) for all ζ ∈ Rn with |ζ | = 1, where ζ T is the
transposition of ζ ;
and W (t,q) (not necessarily of the kind W (t,q) = a(t)|q|γ ) satisﬁes the following conditions:
(W1) there is 1< ϑ ∈ ((4− ξ)/(3− ξ),2) such that
0 <
(
Wq(t,q),q
)
 ϑW (t,q), ∀t ∈ R and q ∈ Rn\{0};
(W2) there are e1, r2 > 0 and 1 < β¯ ∈ (2/(3− ξ),ϑ] such that
W (t,q) e1|q|β¯ , ∀t ∈ R and |q| r2;
(W3) W (t,0) = 0, and there are e2, r3 > 0, 12  ν ∈ (1/(3− ξ),ϑ − 1] such that∣∣Wq(t,q)∣∣ e2|q|ν, ∀t ∈ R and |q| r3;
(W4) 0< W0 = inft∈R, |q|=1 W (t,q)W 0 = supt∈R, |q|=1 W (t,q) < +∞.
Then the author proved that (HS) has at least one nontrivial homoclinic solution, see Theorem 1.2 in [9].
However, in Theorem 1.1, we only assume that L satisﬁes (L) (note that if L(t) is positive deﬁnite for all t ∈ R and L
satisﬁes (Lξ ), then (L) holds), (L′) and (Lξ ) need not to be satisﬁed. In the following we give an example to illustrate that
our main result improves Theorem 1.2 in [9]. Let
L(t) = (t2 + 1)In,
where In is the unit matrix of order n. Then L satisﬁes (L), (L′) and (Lξ ) for 0 < ξ < 2. Taking ξ = 1, then for any given
1 < γ < 32 in (U), we see that (W1) holds and (W3) does not hold. Moreover (W2) and (W4) do not hold either, since
inft∈R |a(t)| = 0. So if we take L(t) = (t2 + 1)In and 1 < γ < 32 in (U), we could not obtain the existence of homoclinic
solution of (HS) by use of Theorem 1.2 of [9]. However, our Theorem 1.1 guarantees that (HS) has at least one nontrivial
homoclinic solution for all 1< γ < 2. Therefore, we generalize Theorem 1.2 of [9] in some sense.
Moreover, supposing that L(t) is positive deﬁnite for all t ∈ R and satisﬁes (Lξ ) with ξ < 1 and W (t,q) (not necessarily
of the kind W (t,q) = a(t)V (q)) satisﬁes (W3) with ν ∈ [ 1 ,1) and the following conditions:2
56 Z. Zhang, R. Yuan / J. Math. Anal. Appl. 376 (2011) 51–63(W5) there is M4 such that |Wq(t,q)| M4 for all t ∈ R and q ∈ Rn;
(W6) there are e3, r4 > 0 and ϑ ∈ [1+ ν,2) such that
W (t,q) e3|q|ϑ , ∀t ∈ R and |q| r4,
the author proved that (HS) has at least one homoclinic solution (see Theorem 1.3 in [9]).
It is obvious that if L(t) is positive deﬁnite for all t ∈ R and L satisﬁes (Lξ ) then (L) holds, but the reverse is not true.
We can give an example on L such that (L) holds but (Lξ ) does not. For example, let
L(t) = (|t| + 1)In,
where In is the unit matrix of order n. Then it is easy to check that (L) holds but (Lξ ) does not. Moreover, combining
(1.9) with (1.10), we have that (W5) holds. However, (W6) does not hold under the assumptions of Theorem 1.2, since
inft∈R |a(t)| = 0.
We conclude the Introduction by giving an outline of the paper. After introducing some notations and preliminary results
in Section 2, in Section 3 we give the proofs of our main results. Finally, in the last section, we give some further discussion
on some related topics.
2. Notations and preliminary results
In this section, we give some notations and preliminary results to establish the proofs of our main results. All of the
following lemmas are valid for c  0, so it is no need respectively considering them for c > 0 and c = 0.
Firstly, using the same idea of Lemma 1 of [21], we obtain the following compact embedding lemma. In fact, in [21] the
authors proved the following lemma for c = 0. Here, for the reader’s convenience, we give the details of its proof.
Lemma 2.1. Suppose that L satisﬁes (I), then the embedding of Ec in L2(ect) is compact.
Proof. Let {qk} ⊂ Ec be a sequence such that qk ⇀ q (weakly) in Ec . We show that qk → q in L2(ect). Suppose, without loss
of generality, that qk ⇀ 0 in Ec . The Banach–Steinhaus Theorem implies that
A = sup
k
‖qk‖Ec < +∞.
For any ε > 0, there is T0 < 0 such that 1α(t)  ε for all t such that t  T0. Similarly, there is T1 > 0 such that
1
α(t)  ε for
all t  T1. Since α(t) β > 0 (where β is deﬁned in (1.4)) on (T0, T1) = Ω , the operator deﬁned by S : Ec → H1(Ω,Rn) :
q → q|Ω is a linear continuous map. So qk ⇀ 0 in H1(Ω,Rn). Sobolev’s theorem implies that qk → 0 uniformly on Ω¯ , so
there is a k0 such that∫
Ω
ect
∣∣qk(t)∣∣2 dt  ε for all k k0. (2.1)
Since 1α(t)  ε on (−∞, T0], we have
T0∫
−∞
ect
∣∣qk(t)∣∣2 dt  ε
T0∫
−∞
ectα(t)
∣∣qk(t)∣∣2 dt  εA2. (2.2)
Similarly, since 1α(t)  ε on [T1,+∞), we have
+∞∫
T1
ect
∣∣qk(t)∣∣2 dt  εA2. (2.3)
Combining (2.1)–(2.3), we get qk → 0 in L2(ect). 
Hereafter, we denote by W (t,q) = a(t)V (q) unless otherwise is speciﬁed. To prove our main results, we shall need the
following technical lemmas.
Lemma 2.2. Assume that (I) and (U) are satisﬁed. If qk ⇀ q (weakly) in Ec , then Wq(t,qk) → Wq(t,q) in L2(ect).
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which yields that∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣2  2γ 2∣∣a(t)∣∣2(∣∣qk(t)∣∣2γ−2 + ∣∣q(t)∣∣2γ−2). (2.4)
Multiplying ect on the both sides of (2.4) and integrating on R, by (1.4) and the Hölder inequality, we obtain that∫
R
ect
∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣2 dt
 2γ 2
∫
R
ect
∣∣a(t)∣∣2(∣∣qk(t)∣∣2γ−2 + ∣∣q(t)∣∣2γ−2)dt  2γ 2‖a‖2 2
2−γ
(‖qk‖2γ−22 + ‖q‖2γ−22 )
 2γ 2β1−γ ‖a‖2 2
2−γ
(‖qk‖2γ−2Ec + ‖q‖2γ−2Ec ). (2.5)
Moreover, since qk ⇀ q in Ec , there exists a constant M5 > 0 such that, by the Banach–Steinhaus Theorem,
‖qk‖Ec  M5, ‖q‖Ec  M5. (2.6)
Combining (2.5) and (2.6), we obtain that∫
R
ect
∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣2 dt  4γ 2β1−γ M2γ−25 ‖a‖2 2
2−γ
.
On the other hand, by Lemma 2.1, qk → q in L2(ect), which yields that ectqk(t) → ectq(t) for almost every t ∈ R, i.e.,
qk(t) → q(t) for almost every t ∈ R since ect > 0 for every t ∈ R. Then, using the Lebesgue’s Convergence Theorem, the
lemma is readily proved. 
Lemma 2.3. Suppose that (I) and (U)′ are satisﬁed. If qk ⇀ q (weakly) in Ec , then Wq(t,qk) → Wq(t,q) in L2(ect).
Proof. By (U)′ , we have∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣ 2M0∣∣a(t)∣∣,
which yields that
ect
∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣2  4M20ect∣∣a(t)∣∣2.
Integrating the above inequality on R and by the Hölder inequality, we obtain that∫
R
ect
∣∣Wq(t,qk(t))− Wq(t,q(t))∣∣2 dt  4M20‖a‖22,
since a ∈ L2(ect). On the other hand, by Lemma 2.1, qk → q in L2(ect), which yields that ectqk(t) → ectq(t) for almost every
t ∈ R, i.e., qk(t) → q(t) for almost every t ∈ R since ect > 0 for every t ∈ R. Consequently, using the Lebesgue’s Convergence
Theorem, we ﬁnish the proof of this lemma. 
Remark 2.1. In Lemma 2.1, we show that if L satisﬁes (I), then, for c  0, the embedding of Ec in L2(ect) is compact which
plays a crucial role in proving Lemmas 2.2 and 2.3. However, this is not true for the case that L(t) satisﬁes (II).
Whereas, from the proofs of Lemmas 2.2 and 2.3, it is obvious that if qk → q in Ec , then Wq(t,qk) → Wq(t,q) in L2(ect),
which is also valid for the case that L satisﬁes (II). So we obtain the following lemmas.
Lemma 2.4. Suppose that (II) and (U) are satisﬁed. If qk → q in Ec , then Wq(t,qk) → Wq(t,q) in L2(ect).
Lemma 2.5. Assume that (II) and (U)′ hold. If qk → q in Ec , then Wq(t,qk) → Wq(t,q) in L2(ect).
In the following we are going to establish the corresponding variational framework to obtain the existence of homoclinic
solutions of (FHS). Deﬁne the functional I : Ec → R by
I(q) =
∫
R
ect
[
1
2
∣∣q˙(t)∣∣2 + 1
2
(
L(t)q(t),q(t)
)− W (t,q(t))]dt = 1
2
‖q‖2Ec −
∫
R
ectW
(
t,q(t)
)
dt. (2.7)
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I ′(q)v =
∫
R
ect
[(
q˙(t), v˙(t)
)+ (L(t)q(t), v(t))− (Wq(t,q(t)), v(t))]dt, ∀q, v ∈ Ec . (2.8)
Moreover, I ∈ C1(Ec,R), i.e., I is a continuously Fréchet-differentiable functional deﬁned on Ec , and any critical point of I on Ec is a
classical homoclinic solution of (FHS).
Proof. Firstly we show that I : Ec → R. By (1.4) and the Hölder inequality, we have
0
∫
R
ect
∣∣W (t,q(t))∣∣dt  ∫
R
ect
∣∣a(t)∣∣∣∣q(t)∣∣γ dt  β− γ2 ‖a‖ 2
2−γ
‖q‖γEc . (2.9)
Combining (2.7) and (2.9), we show that I : Ec → R.
Next we prove that I ∈ C1(Ec,R). Rewrite I as follows
I = I1 − I2,
where
I1 :=
∫
R
ect
[
1
2
∣∣q˙(t)∣∣2 + 1
2
(
L(t)q(t),q(t)
)]
dt, I2 :=
∫
R
ectW
(
t,q(t)
)
dt.
It is easy to check that I1 ∈ C1(Ec,R) and
I ′1(q)v =
∫
R
ect
[(
q˙(t), v˙(t)
)+ (L(t)q(t), v(t))]dt.
So it is suﬃcient to show that this is the case for I2. In the process we will see that
I ′2(q)v =
∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt, (2.10)
which is deﬁned for all q, v ∈ Ec . For any given q ∈ Ec , let us deﬁne J (q) : Ec → R as follows
J (q)v =
∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt, ∀v ∈ Ec.
It is obvious that J (q) is linear. Now we show that J (q) is bounded. Indeed, for any given q ∈ Ec , by (1.4) and the Hölder
inequality, we obtain that
∣∣ J (q)v∣∣= ∣∣∣∣
∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt
∣∣∣∣
∫
R
ect
∣∣a(t)∣∣∣∣q(t)∣∣γ−1∣∣v(t)∣∣dt

(∫
R
ect
∣∣a(t)∣∣2∣∣q(t)∣∣2γ−2 dt)
1
2
‖v‖2  ‖a‖ 2
2−γ
‖q‖γ−12 ‖v‖2
 β−
γ
2 ‖a‖ 2
2−γ
‖q‖γ−1Ec ‖v‖Ec . (2.11)
Moreover, for q and v ∈ Ec , by the Mean Value Theorem, we have∫
R
ectW
(
t,q(t) + v(t))dt − ∫
R
ectW
(
t,q(t)
)
dt =
∫
R
ect
(
Wq
(
t,q(t) + h(t)v(t)), v(t))dt,
where h(t) ∈ (0,1). Therefore, by Lemma 2.2 and the Hölder inequality, we have∫
R
ect
(
Wq
(
t,q(t) + h(t)v(t)), v(t))dt − ∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt
=
∫
ect
(
Wq
(
t,q(t) + h(t)v(t))− Wq(t,q(t)), v(t))dt → 0 (2.12)R
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q → q0 in Ec and note that
I ′2(q)v − I ′2(q0)v =
∫
R
ect
(
Wq
(
t,q(t)
)− Wq(t,q0(t)), v(t))dt.
By Lemma 2.2 and the Hölder inequality, we obtain that
I ′2(q)v − I ′2(q0)v → 0 as ‖q‖Ec → ‖q0‖Ec ,
which yields the continuity of I ′2 and we show that I ∈ C1(Ec,R).
On the other hand, if q is one critical point of I , by (2.8), we have ect[L(t)q − Wq(t,q)] is the weak derivative of ectq˙(t).
Since L(t) ∈ C(R,Rn2 ), W (t,q) ∈ C1(R × Rn,R) and Ec ⊂ C0(R,Rn) (the space of continuous functions q on R such that
q(t) → 0 as |t| → +∞), we see that q˙ and q¨ are continuous and it is easy to check that critical points of I are classical
solutions satisfying q(t) → 0 and q˙(t) → 0 as |t| → +∞. 
Lemma 2.7. Under the conditions of Theorem 1.2, we have that (2.8) holds and I ∈ C1(Ec,R). Moreover, any critical point of I on Ec
is a classical homoclinic solution of (FHS).
Proof. According to (1.11), we have
0
∫
R
ect
∣∣W (t,q(t))∣∣dt  M0
∫
R
ect
∣∣a(t)∣∣∣∣q(t)∣∣dt  M0‖a‖2‖q‖2  β− 12 M0‖a‖2‖q‖Ec ,
which together with (2.7) implies that I : Ec → R. Moreover, according to the proof of Lemma 2.6, it is suﬃcient to show
that for any given q ∈ Ec , the operator J (q) : Ec → R deﬁned as follows
J (q)v =
∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt, ∀v ∈ Ec
is linear and bounded. It is obvious that J (q) is linear. Furthermore, by (1.7) and the Hölder inequality, we obtain that
∣∣ J (q)v∣∣= ∣∣∣∣
∫
R
ect
(
Wq
(
t,q(t)
)
, v(t)
)
dt
∣∣∣∣ M0
∫
R
ect
∣∣a(t)∣∣∣∣v(t)∣∣dt  M0‖a‖2‖q‖2  β− 12 M0‖a‖2‖q‖Ec ,
which implies that J (q) is bounded.
Using Lemma 2.3, the remainder is similar to the proof of Lemma 2.6, so we omit the details of its proof. 
For the case that L satisﬁes (II), under the conditions of Theorems 1.3 and 1.4 and by Lemmas 2.4 and 2.5, we have the
same conclusion. Since their proofs are just the repetition of Lemmas 2.6 and 2.7, so we omit the details of their proofs.
Lemma 2.8. Assume that all the conditions of Theorems 1.3 and 1.4 are satisﬁed, we have that (2.8) holds and I ∈ C1(Ec,R). Moreover,
any critical point of I on Ec is a classical homoclinic solution of (FHS).
To conclude this section, in the following we introduce some necessary deﬁnitions and some well-known results in the
variational methods and critical point theory. Let E be a real Banach space.
Deﬁnition 2.1. (See [20].) I : E → R is coercive if I(u) → +∞ for ‖u‖ → +∞.
Deﬁnition 2.2. (See [24].) I ∈ C1(E,R) is said to satisfy the (PS) condition if any sequence {u j} j∈N ⊂ E , for which {I(u j)} j∈N
is bounded and I ′(u j) → 0 as j → +∞, possesses a convergent subsequence in E .
The proofs of our main results will be the applications of the following well-known theorems.
Lemma 2.9. (See [24, Theorem 2.7].) Let E be a real Banach space and I ∈ C1(E,R) satisfying the (PS) condition. If I is bounded from
below, then
c0 ≡ inf
E
I
is a critical point of I .
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equation
I ′(u) = 0.
3. Proofs of the main results
In order to make use of Lemma 2.9 to get the proofs of Theorems 1.1 and 1.2, we ﬁrstly verify that I satisﬁes the (PS)
condition.
Lemma 3.1. Under the conditions of Theorem 1.1, I satisﬁes the (PS) condition.
Proof. Assume that {u j} j∈N ⊂ Ec is a sequence such that {I(u j)} j∈N is bounded and I ′(u j) → 0 as j → +∞. Then there
exists a constant C1 > 0 such that∣∣I(u j)∣∣ C1 for every j ∈ N. (3.1)
We ﬁrstly prove that {u j} j∈N is bounded in Ec . By (1.4), (2.7), (3.1), (U) and the Hölder inequality, we obtain that
1
2
‖u j‖2Ec = I(u j) +
∫
R
ectW
(
t,u j(t)
)
dt  C1 +
∫
R
ect
∣∣a(t)∣∣∣∣u j(t)∣∣γ dt  C1 + β− γ2 ‖a‖ 2
2−γ
‖u j‖γEc . (3.2)
Since 1 < γ < 2, the inequality (3.2) shows that {u j} j∈N is bounded in Ec . By Lemma 2.1, the sequence {u j} j∈N has a
subsequence, again denoted by {u j} j∈N , and there exists u ∈ Ec such that
u j ⇀ u, weakly in Ec,
u j → u, strongly in L2
(
ect
)
.
Hence(
I ′(u j) − I ′(u)
)
(u j − u) → 0,
and by Lemma 2.2 and the Hölder inequality, we have∫
R
ect
(
Wq
(
t,u j(t)
)− Wq(t,u(t)),u j(t) − u(t))dt → 0
as j → +∞. On the other hand, an easy computation shows that(
I ′(u j) − I ′(u),u j − u
)= ‖u j − u‖2Ec −
∫
R
ect
(
Wq
(
t,u j(t)
)− Wq(t,u(t)),u j(t) − u(t))dt.
Consequently, ‖u j − u‖Ec → 0 as j → +∞, i.e., {u j} j∈N converges strongly to u in Ec . 
Lemma 3.2. Assume that all the hypotheses of Theorem 1.2 are satisﬁed, then I satisﬁes the (PS) condition.
Proof. From the proof of Lemma 3.1, we see that it is suﬃcient to show that for any sequence {u j} j∈N ⊂ Ec such that
{I(u j)} j∈N is bounded and I ′(u j) → 0 as j → +∞, then {u j} j∈N is bounded in Ec .
In fact, since {I(u j)} j∈N is bounded, there exists C2 > 0 such that∣∣I(u j)∣∣ C2 for every j ∈ N. (3.3)
By (1.4), (1.11), (2.7), (3.3) and the Hölder inequality, we have
1
2
‖u j‖2Ec = I(u j) +
∫
R
ectW
(
t,u j(t)
)
dt  C2 + M0
∫
R
ect
∣∣a(t)∣∣∣∣u j(t)∣∣dt  C2 + M0β− 12 ‖a‖2‖u j‖Ec ,
which implies that {u j} j∈N is bounded in Ec .
Using Lemma 2.3, the remainder is just the repetition of the proof of Lemma 3.1, we omit the details of its proof. 
Remark 3.1. From the proofs of Lemmas 3.1 and 3.2, we see that Lemma 2.1 plays a crucial role. However, for the case that L
satisﬁes (II), we could not obtain that the embedding Ec in L2(ect) is compact. So we are unable to show that I satisﬁes the
(PS) condition under the conditions of Theorems 1.3 and 1.4. However, we will present the proofs of Theorems 1.3 and 1.4
by Lemma 2.10. Therefore, we need the following technical lemmas.
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Proof. By (U) and the Hölder inequality, we have
I(q) = 1
2
‖q‖2Ec −
∫
R
ectW
(
t,q(t)
)
dt  1
2
‖q‖2Ec − β−
γ
2 ‖a‖ 2
2−γ
‖q‖γEc ,
which yields that I is coercive, since 1< γ < 2. 
Lemma 3.4. Assume all the hypotheses of Theorem 1.4 are satisﬁed, I is coercive.
Proof. By (1.11) and the Hölder’s inequality, we obtain that
I(q) = 1
2
‖q‖2Ec −
∫
R
ectW
(
t,q(t)
)
dt  1
2
‖q‖2Ec − β−
1
2 M0‖a‖2‖q‖Ec ,
which implies that I is coercive. 
Up to now, we are in the position to complete the proofs of our main results. Note that there is no difference between
the proofs of the fast homoclinic solutions and the usual homoclinic solutions, except that we consider them in different
weighted Sobolev’s spaces. So, in the following proofs of our main results, we do not consider them for c > 0 and c = 0,
respectively. Firstly, we establish the proof of Theorem 1.1.
Proof of Theorem 1.1. By (1.4), (2.7), (U) and the Hölder inequality, we have, for every m ∈ R \ {0} and q ∈ Ec \ {0},
I(mq) = m
2
2
‖q‖2Ec −
∫
R
ectW
(
t,mq(t)
)
dt  m
2
2
‖q‖2Ec − β−
γ
2 |m|γ ‖a‖ 2
2−γ
‖q‖γEc . (3.4)
Since 1 < γ < 2, the inequality (3.4) implies that I(mq) → +∞ as |m| → +∞. Consequently, I is a functional bounded from
below. By Lemmas 2.9 and 3.1, I possesses a critical value c0 = infq∈Ec I(q), i.e., there is a critical point q ∈ Ec such that
I(q) = c0, I ′(q) = 0.
In the following, we show that the critical point obtained above q ≡ 0. By (U), there exists δ1 > 0 such that a(t) > 0 for
any t ∈ [t1 − δ1, t1 + δ1]. Take c1 ∈ Rn with |c1| = 0, and let ϕ ∈ Ec be given by
ϕ(t) =
{
c1 sin[ 2π2δ1 (t − t1)], if t ∈ [t1 − δ1, t1 + δ1],
0, if t ∈ R \ [t1 − δ1, t1 + δ1].
Then, by (2.7), we obtain that
I(mϕ) = m
2
2
‖ϕ‖2Ec − |m|γ
t2∫
t1
ecta(t)
∣∣ϕ(t)∣∣γ dt,
which yields that I(mϕ) < 0 for |m| small enough since 1 < γ < 2, i.e., the critical point q ∈ Ec obtained above is nontriv-
ial. 
Although the proof of ﬁrst part of Theorem 1.2 is very similar to the proof of Theorem 1.1, for the reader’s convenience,
we give its complete proof.
Proof of Theorem 1.2. By (1.4), (1.11), (2.7) and the Hölder inequality, we have, for every m ∈ R \ {0} and q ∈ Ec \ {0},
I(mq) = m
2
2
‖q‖2Ec −
∫
R
ectW
(
t,mq(t)
)
dt  m
2
2
‖q‖2Ec − β−
1
2 M0|m|‖a‖2‖q‖Ec ,
which implies that I(mq) → +∞ as |m| → +∞. Consequently, I is a functional bounded from below. By Lemmas 2.9
and 3.2, I possesses a critical value c0 = infq∈Ec I(q), i.e., there is a critical point q ∈ Ec such that
I(q) = c0, I ′(q) = 0.
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any t ∈ [t2 − δ2, t2 + δ2]. Take c2 ∈ Rn with 0 < |c2| = r where r is deﬁned in (U)′ , and let ϕ ∈ Ec be given by
ϕ(t) =
{
c2 sin[ 2π2δ2 (t − t2)], if t ∈ [t2 − δ2, t2 + δ2],
0, if t ∈ R \ [t2 − δ2, t2 + δ2].
Then, |ϕ(t)| r  1 for all t ∈ R. Furthermore, by (1.6) and (2.7), we obtain that
I(mϕ) m
2
2
‖ϕ‖2Ec − M1|m|θ
t2∫
t1
ecta(t)
∣∣ϕ(t)∣∣θ dt,
which yields that I(mϕ) < 0 for |m| small enough since 1< θ < 2, i.e., the critical point q ∈ Ec obtained above is nontrivial.
Finally, we show that if (1.8) and (1.9) hold, then (FHS) has one and only one nontrivial homoclinic solution. Suppose by
the contradiction that there would be at least two distinct homoclinic solutions q1 and q2. By Lemma 2.7, we would have
0 = (I ′(q1) − I ′(q2),q1 − q2)= ‖q1 − q2‖2Ec +
∫
R
ect
(
Wq
(
t,q1(t)
)− Wq(t,q2(t)),q1(t) − q2(t))dt.
By the Mean Value Theorem and the Hölder inequality, we have
0 ‖q1 − q2‖2Ec −
ω
β
‖q1 − q2‖2Ec ,
which implies that ‖q1 − q2‖Ec = 0 by (1.9), i.e., q1(t) ≡ q2(t) for all t ∈ R. 
Proof of Theorem1.3. By Lemmas 2.8 and 3.3, we have showed that I satisﬁes all the assumptions of Lemma 2.10. Moreover,
according to Lemma 2.8, the minimum of I is a classical homoclinic solution of (FHS). So it is suﬃcient to prove that the
minimum is nontrivial. Indeed, under the conditions of Theorem 1.3, similar to the proof of Theorem 1.1, we can readily
check this fact. 
Proof of Theorem 1.4. Using the same idea of the proof of Theorem 1.3, it is easy to verify the existence of homoclinic
solutions. As for the uniqueness of the homoclinic solutions of (FHS), it is just the same as the last part of Theorem 1.2. So
we omit the details of its proof. 
4. Further discussion
In our results, we mainly deal with the case that W is subquadratic as |q| → +∞. So a natural question is that whether
we can treat the case that W (t,q) is of superquadratic growth as |q| → +∞ and obtain the existence of fast homoclinic
solutions of (FHS) for c > 0. For example, we can take γ > 2 in (U) or in more general case we assume that W (t,q) satisﬁes
(AR) which implies that W (t,q) is superquadratic as |q| → +∞. Similarly to the case that c = 0 in [21], we hope to use the
Mountain Pass Theorem. However, for the case that c > 0, we are unable to verify the (PS) condition.
So, for c > 0, it is open to obtain the existence of fast homoclinic solutions of (FHS) for the case that W is superquadratic
at inﬁnity.
References
[1] C.O. Alves, P.C. Carrião, O.H. Miyagaki, Existence of homoclinic orbits for asymptotically periodic systems involving Duﬃng-like equation, Appl. Math.
Lett. 16 (5) (2003) 639–642.
[2] A. Ambrosetti, V. Coti Zelati, Multiple homoclinic orbits for a class of conservative systems, Rend. Semin. Mat. Univ. Padova 89 (1993) 177–194.
[3] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (4) (1973) 349–381.
[4] M. Arias, Fast and heteroclinic solutions for a second order ODE, in: Proceedings of the 2005 Oujda International Conference on Nonlinear Analysis,
Electron. J. Differ. Equ. Conf. 14 (2006) 119–124.
[5] M. Arias, J. Campos, A.M. Robles-Péres, L. Sanchez, Fast and heteroclinic solutions for a second order ODE related to Fisher–Kolmogorov’s equation,
Calc. Var. Partial Differential Equations 21 (3) (2004) 319–334.
[6] B. Biancini, F. Panalini, Non-autonomous boundary value problems on the real line, Discrete Contin. Dyn. Syst. 15 (3) (2006) 759–776.
[7] P. Caldiroli, P. Montecchiari, Homoclinic orbits for second order Hamiltonian systems with potential changing sign, Comm. Appl. Nonlinear Anal. 1
(1994) 97–129.
[8] V. Coti Zelati, P.H. Rabinowitz, Homoclinic orbits for second order Hamiltonian systems possessing superquadratic potentials, J. Amer. Math. Soc. 4
(1991) 693–727.
[9] Y. Ding, Existence and multiplicity results for homoclinic solutions to a class of Hamiltonian systems, Nonlinear Anal. 25 (1995) 1095–1113.
[10] Y. Ding, M. Girardi, Periodic and homoclinic solutions to a class of Hamiltonian systems with the potentials changing sign, Dynam. Systems Appl. 2
(1993) 131–145.
[11] Y. Ding, C. Lee, Homoclinics for asymptotically quadratic and superquadratic Hamiltonian systems, Nonlinear Anal. 71 (2009) 1395–1413.
[12] P.L. Felmer, E.A. De, B.E. Silva, Homoclinic and periodic orbits for Hamiltonian systems, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 26 (2) (1998) 285–301.
Z. Zhang, R. Yuan / J. Math. Anal. Appl. 376 (2011) 51–63 63[13] A. Flavia, Periodic and homoclinic solutions to a class of Hamiltonian systems with indeﬁnite potential in sign, Boll. Unione Mat. Ital. B (7) 10 (2)
(1996) 303–324.
[14] M. Izydorek, J. Janczewska, Homoclinic solutions for a class of the second order Hamiltonian systems, J. Differential Equations 219 (2005) 375–389.
[15] P. Korman, A.C. Lazer, Homoclinic orbits for a class of symmetric Hamiltonian systems, Electron. J. Differential Equations(01) (1994) 1–10.
[16] P. Korman, A.C. Lazer, Y. Li, On homoclinic and heteroclinic orbits for hamiltonian systems, Differential Integral Equations 10 (2) (1997) 357–368.
[17] Y. Lv, C. Tang, Existence of even homoclinic orbits for a class of Hamiltonian systems, Nonlinear Anal. 67 (2007) 2189–2198.
[18] L. Malaguti, C. Marcelli, N. Partsvania, On transitional solutions of second order nonlinear differential equations, J. Math. Anal. Appl. 303 (2005) 258–
273.
[19] C. Marcelli, F. Papalini, Heteroclinic solutions for second order non-autonomous boundary value problems on the real line, Differential Equations
Dynam. Systems 11 (2003) 333–353.
[20] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Appl. Math. Sci., vol. 74, Springer-Verlag, New York, 1989.
[21] W. Omana, M. Willem, Homoclinic orbits for a class of Hamiltonian systems, Differential Integral Equations 5 (1992) 1115–1120.
[22] Z. Ou, C. Tang, Existence of homoclinic solutions for the second order Hamiltonian systems, J. Math. Anal. Appl. 291 (2004) 203–213.
[23] E. Paturel, Multiple homoclinic orbits for a class of Hamiltonian systems, Calc. Var. Partial Differential Equations 12 (2) (2001) 117–143.
[24] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBMS Reg. Conf. Ser. Math., vol. 65, American
Mathematical Society, Providence, RI, 1986.
[25] P.H. Rabinowitz, Homoclinic orbits for a class of Hamiltonian systems, Proc. Roy. Soc. Edinburgh Sect. A 114 (1990) 33–38.
[26] P.H. Rabinowitz, Periodic and heteroclinic orbits for a periodic Hamiltonian systems, Ann. Inst. H. Poincaré Anal. Non Linéaire 6 (5) (1989) 331–346.
[27] P.H. Rabinowitz, K. Tanaka, Some results on connecting orbits for a class of Hamiltonian systems, Math. Z. 206 (1991) 473–499.
[28] L. Sanchez, A note on nonautonomous ODE related to the Fisher equation, J. Comput. Appl. Math. 113 (2000) 201–209.
[29] X. Tang, X. Lin, Homoclinic solutions for a class of second order Hamiltonian systems, J. Math. Anal. Appl. 354 (2009) 539–549.
[30] X. Tang, L. Xiao, Homoclinic solutions for a class of second-order Hamiltonian systems, Nonlinear Anal. 71 (2009) 1140–1152.
[31] X. Tang, L. Xiao, Homoclinic solutions for ordinary p-Laplacian systems with a coercive potential, Nonlinear Anal. 71 (2009) 1124–1132.
[32] X. Tang, L. Xiao, Homoclinic solutions for nonautonomous second-order Hamiltonian systems with a coercive potential, J. Math. Anal. Appl. 351 (2009)
586–594.
[33] V.A. Volpert, Y.M. Suhov, Stationary solutions of non-autonomous Kolmogorov–Petrovsky–Piskunov equations, Ergodic Theory Dynam. Systems 19
(1999) 800–835.
