Abstract-In this paper, two techniques based on Q-learning and action dependent heuristic dynamic programming (ADHDP) are demonstrated for the demand-side management of domestic electric water heaters (DEWHs). The problem is modeled as a dynamic programming problem, with the state space defined by the temperature of output water, the instantaneous hot water consumption rate, and the estimated grid load. According to simulation, Q-learning and ADHDP reduce the cost of energy consumed by DEWHs by approximately 26% and 21%, respectively. The simulation results also indicate that these techniques will minimize the energy consumed during load peak periods. As a result, the customers saved about $466 and $367 annually by using Q-learning and ADHDP techniques to control their DEWHs (100 gallons tank size) operation, which is better than the cost reduction that resulted from using the state-of-the-art ($246) control technique under the same simulation parameters. To the best of the authors' knowledge, this is the first work that uses the approximate dynamic programming techniques to solve the DEWH's load management problem.
18% as shown in Fig. 1 . This share did not change during the last decade according to the U.S. Energy Information Administration [1] . The average annual cost of energy consumed by each DEWH is about $500 according to the office of energy and renewable energy [2] . Previous and current researches show that the total energy consumed in a city is highly dependent on the amount of power that the DEWHs consume [3] [4] [5] [6] [7] . For example, in the city of Quebec, Canada, the peaks in the grid load depends on the water heaters load, as illustrated in Fig. 2 . The data plotted in Fig. 2 , are from the field studies performed in two different cities [3] , [4] . There is a clear relationship between the peaks in the grid load demand and those in the energy consumed for heating water in London and Quebec City. As a result, governmental agencies, policy makers, and of course energy companies, focus on domestic energy consumption with high priority for the water heaters. On April 30, 2015 , president Obama signed into law S535, The Energy Efficiency Improvement Act, which established a new product category for large-capacity (75 + gallons) electric resistance "grid-enabled" water heaters for residential demand-response applications. Before that in the 15th of April, the Department of Energy provided new rule that requires all large capacity (55+ gallons) DEWH 0278-0070 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. . Similarity in load peak periods between grid load demand and energy consumed by DEWH in the city of Quebec, Canada, and London, U.K. [2] .
would have to be integrated electric heat pump water heaters. The current trend of research according to the peak load management agency is to design efficient grid enabled water heater, which is exactly what we have produced in this paper [8] . The attention to water heaters and load management is not only in the U.S. According to the reports of the Ministry of Power in India, DEWHs consumes nearly 23% of the electricity in the domestic sector [9] . The DEWHs are often selected for demand side management projects because both their load profiles and their average daily load profiles almost follow the same pattern as shown in Fig. 2 . Furthermore, DEWH loads are easier to control than other domestic appliances, because of their energy storage ability. Although many researches have been conducted on DEWHs, most of them failed to be widely applied to the DEWH industry for various reasons. There are different demand side management strategies for controlling DEWH loads. In 1998, Nehrir et al. [6] introduced a fuzzy logic controller that can shift the DEWH load outside the peak demand period. Some of the suggested approaches significantly affected the temperature of the DEWH's output water, resulting in customer dissatisfaction, plus the complex modeling process it needs [7] . In 2007, Atwa et al. [10] used Elman neural network to control the power consumed by water heaters. Some researchers, used detailed analytical methods for modeling the DEWH and provided control strategies based on dividing the load into groups and control them through the thermostats [10] [11] [12] [13] [14] [15] [16] [17] . In 2011, Moreau [3] described control strategies aimed at distributing and shifting DEWH's operation to within one or two hours outside the peak periods. The new coming technology in water heaters industry is the use of electric heat pump and gas condensing technology for water heaters with tanks that are larger than 55 gallons [18] . However, there are three concerns raised on this new technology, first it needs new installations, second it tends to be used in water heaters with large tanks only. The third concern and the most important one is low temperature operation when the heat pump water heater operates in electric resistance mode, it does not save energy or money compared to a conventional unit [19] . Even if the new heat pump water heaters dominated the market, the approaches demonstrated in this paper still can be used to improve the performance because they are designed to adapt with the user activities, grid load and the temperature of the output water as discussed next.
In this paper, we used action dependent heuristic dynamic programing (ADHDP) [20] and Q-learning approaches to solve the DEWH management problem, which is a multiobjectives optimization problem. The objectives of optimization are: minimizing the total cost of the energy consumed, reducing the load demand during peak periods, and achieving customer's satisfaction. The Q-learning algorithm and the ADHDP approach are both approximate dynamic programming (ADP) techniques [20] , [21] . It should be pointed out that this paper is the first study using ADP techniques in the DEWH's load management.
The novelty of this paper lies in the way that the system is modeled. Three factors were used to define and control a DEWH: 1) the temperature of the water delivered to the customers; 2) instantaneous hot water consumption; and 3) estimated grid load demand (i.e., instantaneous energy price). In the Q-learning based approach, the three factors are considered linguistic variables. They are categorized as either "high," "medium," or "low." The problem was modeled as a semi-Markov decision process (SMDP) with two possible actions in each state: 1) "ON" and 2) "OFF." Specific fuzzy rules are used to determine the system's current state. Each DEWH is considered to be an artificial agent that was trained to adapt to the diversity within a user's consumption profile and grid load demand. The agent learns how to adapt, in the Q-learning approach, after finding the final Q-factors that specified the operating's policy during real time operation. In the ADHDP approach, the adaptation process consists of two phases: 1) critic training and 2) action training. The system learns to estimate the correct cost value during training the critic network, and then uses that cost in training the action network. The system tries to minimize the cost by adapting the weights of the action network [20] .
These techniques can be applied to any DEWH, regardless of its capacity, heating elements, or operating environment. Furthermore, according to the simulation results, the approaches are able to reduce the energy consumed by DEWH more than the existing state-of-the-art methods [3] . The experiments show that the Q-learning and ADHDP controllers have reduced the cost of the energy consumed by the DEWHs by approximately 26% and 21%, respectively when using large (100 gallon tank) DEWH. As a result, both techniques will save about $466 and $367 per year, respectively, for the customers who use them to control their DEWH's operation. In comparison, only $246 would be saved annually by using the state-of-the-art control strategy [3] , as illustrated in Table III. II. SYSTEM MODELING AND THE APPROXIMATE DYNAMIC PROGRAMMING ADP techniques have been used effectively in solving optimization problems that consist of sequences of control actions whose efficiency remains unknown until the end of sequence. For the demand side management problem of DEWH, two ADP techniques: 1) ADHDP and 2) Q-learning (which is a special case of ADHDP) [20] , were considered. The system modeling, and the training and controlling processes of both techniques are explained in the following sections.
A. System Model
The DEWH model is defined by three variables: the output water temperature (T h ), hot water consumption rate (W hc ), and the grid load (G L ). W hc is generated randomly (see Section III-C), T h is calculated using (2) and (3) based on the selected action, and G L depends on the city grid load profile. Therefore, the three variables are not correlated. However, the values of these variables were used differently for the two approaches presented in this paper.
In the Q-learning-based approach, the variables were converted into linguistic values using fuzzy membership functions, as illustrated in Fig. 3 . The variables (T h and W hc ) have three possible values (low "L," medium "M," or high "H") while G L has only two possible values low or high. [This assumption was based on the time-of-use (ToU) pricing profile that is used in this paper where there is no medium grid load or in other word medium power cost also it is meaningless practically to describe grid load as medium.] Therefore, a discrete state system can be defined with 3 × 3 × 2 = 18 different states. The demand side management problem is to decide whether to turn the DEWH ON or OFF at each event time, which refers to the time when user consumes any quantity of water from the DEWH's tank. In practice, the numeric value of each variable should be fuzzified and mapped 
The system states are encoded as listed in Table I . Equation (1) is used to determine the system's current state during the training phase. It is used during the simulation as well. The linguistic values are vital for calculating the immediate reward during training (see Section III). Actions are selected randomly with equal probability during the training phase in order to provide stochastic value iterations and update the Q-factors accordingly, as discussed in Section III-B.
Variable T h 's numeric value at time (t + 1), denoted by v 1 (t + 1) can be estimated based on the action decision made at time (t). From the law of energy conservation [23] , [24] , we derive
where v 1 (t) is the current temperature of the water, a(t) is the current action, 1 means ON, and 2 means OFF. m 1 is the total mass of water in the DEWH tank, m 2 (t) is the mass of water consumed at the time (t), and m 2 (t) = v 2 (t) × 3.785 [25] . C hw and C cw represent the heat capacity of hot water and cold water, respectively [23] . T c is the temperature of the water supplied to the DEWH, typically 10 ∼ 13 • C [26] . P is the power rating of the heating element (4500, 2800, or 36 000 Watts per hour in this paper). K j = 2.42 W*h/gal* • F, which is the recovery rate calculation constant [27] , [28] , and V is the total volume of the DEWH tank. τ is the sampling period (30 min in this paper). v 1 (t) and v 1 (t + 1) are in unit of • F. Heat dissipation and heat exchange between the DEWH metal surface and air is negligible (less than 0.25 • C/ h) [19] . These two equations are to estimate the water temperature using energy saving formula. According to the behavior and ranges of the calculated temperature at each time step in compare with field studies [3] [4] [5] , the model was acceptable. However, accurate performance to these models have not presented in this paper. Due to the involvement of several random functions in profiles generation and the absence of real data. An event driven simulator was designed to generate users' profiles. The simulator mimics the data that were collected in [3] and [4] . The distribution fitting toolbox in MATLAB was used in this paper to determine the random variable distribution. The designed event driven simulator generates the time of the events (which specifies the current grid load G L ) and the quantity of hot water used in each event W hc . The linguistic value of the grid load factor (G L ) is determined based on the event time since previous studies have shown that there are specific periods during the day when the load demand becomes high [3] [4] [5] [6] [7] , [13] . However, a ToU pricing profile is used to calculate the real cost of the consumed power [29] , as illustrated in Section III-C. The instantaneous output water temperature, T h , is calculated using (2) and (3) when the selected action at time (t) is OFF and ON, respectively. One of the advantages of the approach is that it avoids the complicated thermodynamic and heat transfer operations, which occur inside the DEWH's tank, by using (2) and (3) to estimate the value of T h at time (t + 1). Furthermore, this paper does not require any complex calculations such as that described in previous studies [7] to solve the optimization problem.
In the ADHDP approach, the system is modeled as a continuous state space system. The system's state is also defined by the same variables (T h , W hc , and G L ) used in the Q-learning approach, but there is no fuzzification/defuzzification process. The state variables are the inputs of the critic and the action neural networks in the ADHDP controller. Their normalized numeric values are used to train the neural networks. This will be explained in more detail in Section III-A.
B. Approximate Dynamic Programming
Approximate or adaptive dynamic programming (ADP), also known as the reinforcement learning, simulation-based dynamic programming, stochastic programming, and neurodynamic programming, refers to a group of algorithms designed to solve the problem of Markov and SMDPs given by [30] 
where J * (i) is the ith element of the vector value function associated with the optimal policy. A(i) is the set of all actions allowed in state i, p(i, a, j) represents the transition probability of going from states i to j under the influence of action a. r(i, a, j) is an immediate reward earned when action a is selected in state i and the system transfers to state j as a result. S represents the set of states in the Markov chain, and λ is the discounting factor.
Algorithm 1 Q-Learning
1 Set up the training parameter: imax, and initialize Q-factors = 0 and t = 0. 2 Randomly select initial state and action (S 0 ,a 0 ).
Repeat until (number of iterations > imax).
• Apply action a(t) on DEWH model and read the current and the estimated values of vi(t) and vi(t+1), respectively.
• Determine S (t+1) using (1).
• Calculate immediate Reward r(S t ,a t ,S t+1 ) • Update Total Reward R t =R t + r(S t ,a t ,S t+1 ).
• Update: t = t + 1;
• a Update learning rate: α = α t+1 .
• Update Q-factors using (6) . 4 Construct the final policy from (S, a) pairs with higher Q-factors using the following formula on each state (i): P(i) = arg max b∈A(i) Q(i, b); P(i) is the policy at state (i) (i.e. action that lead to maximum reward on the long run). 5 Record P(optimum policy for all states) and stop.
a There are multiple ways to update the learning rate (α) [21] . In this work, we update α using:
, where the positive constants c 1 and c 2 fulfils c 1 < c 2 . (e.g. we set c1 = 200 and c2 = 220. More discussion on learning rate selection can be found in [21] ).
C. Q-Learning Algorithm
Watkins published the Q-learning algorithm in 1989. He defined this method as "a form of model free reinforcement learning and it can be viewed as a method of asynchronous dynamic programming" [31] . The Q-learning algorithm associates a scalar value, the Q-factor, with each state action pair. It solves (4) by updating the Q-factors associated with an optimal policy instead of approximating the cost function of a particular policy. Furthermore, it uses policy iteration (PI), as described in (5), to avoid the evaluation of multiple policies. The PI serves as the Q-factor version of the Bellman equation [21] , [30] 
where Q(i, a) and Q( j, b) are the Q-factors associated with state-action pairs (i, a) and ( j, b), respectively. Equation (5) still requires the transition probabilities. Therefore, the Robbins-Monro algorithm [32] was used to estimate the optimal Q-factors. The optimal Q-factors' estimation was achieved by expressing every Q-factor as an average of a random variable. Equation (6) represents the Q-factor version of the value iteration, which is the Q-learning algorithm for a discounted MDP. The derivation of (6) from (5) can be found in [30] 
where α n+1 represents the adaptive learning rate and attenuating with time. Q n+1 is the updated Q-factor and n is the time step.
In this paper, the Q-learning version of the value iteration was used to solve the predescribed SMDP problem, which can be viewed as a discounted reward for the reinforcement X is a vector of observables, and A is a control vector. We use the constant ∂J/∂J = 1 as the error signal in order to train the action network to minimize J. This figure is adapted from [20] .
learning based on the stochastic value iteration. However, the Q-learning version used in this paper uses a specific cost function to generate the immediate cost/reward for each system state transition, as illustrated in Section III-A. This cost function eliminates the need for the transition reward matrix (TRM), which is usually used in Q-learning algorithms. The same cost function was used to evaluate the system's transition in the ADHDP approach as well (see Section II-D).
D. Action Dependent HDP
The family of adaptive critic design controllers has been presented by Werbos [33] . HDP, and its action dependent ADHDP forms, have a critic network that estimates the costto-go function J * in (4) which calculates the Bellman equation of dynamic programming [20] . The standard structure of HDP and ADHDP is illustrated in Fig. 4 . ADHDP is a generalization of Q-learning for the continuous domain system. In ADHDP, the critic is trained to provide an accurate estimation for the cost-to-go function J and to minimize the following error E(t):
where X(t) is the vector of observations/variables that define the system's current state. The ADHDP controller adaptation process consists of two phases: 1) critic and 2) action networks training. These two processes are implemented continuously in sequence but not in parallel.
The critic network is designed to minimize a back propagated error signal (7) , and the gradient of J with respect to the weights of the critic Wc is given by
where η c is a positive learning rate (0 < η c = 1). The action network is connected as shown in Fig. 4 (b) in order to minimize J in the next time step and optimize the total cost over the entire domain. In the action network's adaptation phase, the gradient of J with respect to A (i.e., ∂J/∂A) is back propagated, 
where
is the gradient of the cost-to-go function J with respect to the weights of the action network W A . η a is the action network learning rate [η a does not have to be equal to η c in (8)]. In HDP the immediate cost or the utility function U(t) is approximated as well using neural networks, while in ADHDP, U(t) is calculated using a model and the action network is connected directly to the critic [20] . The approaches described in this paper were designed to overcome the limitations presented by previous solutions. These improvements focused on the following. 1) Reducing the need for permanent communications and synchronizations between DEWHs and the smart grid infrastructure [7] , [12] . 2) Either shifting or eliminating the peaks with in the grid load [3] . 3) Reducing power consumption during peak periods and as a result minimizing the cost of the power consumed without sacrificing customer satisfaction.
III. TRAINING AND IMPLEMENTATION
This section contains the discussion on the processes required to transform a normal DEWH into a smart appliance. The discussion clarifies and compares the technical implementation of the presented approaches: the ADHDP and the Q-learning.
A. ADHDP Implementation
The ADHDP controller is illustrated in Fig. 5 . It consists of the following components.
1) The DEWH system module: which was described in (2) and (3) is the same module used during Q-learning Algorithm 2 Utility Function and the final simulation (to be discussed further in Sections III-B and IV).
2) The critic network used in this paper consists of: one input layer with four neurons (for each state variable and the action network output), one hidden layer with 30 neurons each of which has a hyperbolic tangent sigmoid activation function, and one neuron in the output layer with a linear activation function. The output of the critic is J(t), if the inputs were X(t) and A(t) or J(t+1) if the inputs were X(t + 1) and A(t + 1).
3) The action network is almost identical to the critic network, but it only has three neurons in the input layer, and the sigmoid activation function is used in the hidden and also the output layer. The action network generates the control action (On or Off) during normal operation and simulation. The transition evaluation module (or utility function) was designed to replace the TRM, as illustrated in Section II-C. This utility function (in some literature called a cost function) calculates the immediate transition reward/cost for each system's state transition. The same function was used in Q-learning as well. The utility function provides a more efficient evaluation than the TRM. The utility function calculates the immediate transition cost based on the energy consumed during the transition and all the other control variables (T h (t), W hc (t), G L (t)), as illustrated in Algorithm 2. The pseudo code of the cost function illustrated in Algorithm 2 is of major importance because it highly reduced the complexity of the training process for both ADHDP and Q-learning compared to previous work [34] . The utility function rewarded the agent for each gallon of output water supplied with T h > 120 • F and penalized failure to do so. It also considers each consumed kWh as a penalty, but that penalty depends also on whether it was consumed during peak or normal load. If G L is low, the penalty will be mitigated through dividing the kWh by (a) and vice versa, as illustrated in Algorithm 2. The guidance factors (a and b) provide control over the multiobjective optimization process (i.e., they encourage the agent to turn the heating element on during low load periods and to reduce the effect of the different scale between energy and output water units). Experimental results showed that: choosing a and b such that (a ≥ 2b, ∀b ≥ 1), provides better performance for the ADHDP controller. However, these factors have no effect at all on the Q-learning performance, as illustrated later in Table III .
The adaptation of the presented ADHDP controller was implemented in two phases.
1) Offline Training: In the offline training, the critic network was trained first using the data generated from the Q-learning algorithm. The critic training stops when the back propagated error signal from (7) becomes less than a prespecified small value, or when the training lasts for the maximum number of iterations. The critic training of the presented ADHDP is illustrated in Fig. 6 . Furthermore, the action network is also trained during the offline phase using the same data used in critic adaptation. The size of the data sets depends on for how many simulation days Q-learning was trained, and each day contained about 150 samples. It was noted during experiences that repeating the offline training after the online training enhances the ADHDP controller's performance. The selection of the guidance factors has major effect on the ADHDP performance too, as illustrated in Sections V and VI. 2) Online Training: The online training is executed during the simulation phase. The action network keeps adapting during the simulation to minimize the system's cost to go (i.e., J). Simulation here is the same as real time operation, because of the use of the event driven simulator that explained in Section IV. The adaptation of the action network is illustrated in Section II-D. The presented ADHDP controller showed better performance in cost reduction as the number of iterations increased. The critic adaptation is illustrated in Fig. 6 and was recorded during training for 100 simulation days with a total data set size of about 15 000 samples.
B. Q-Learning Implementation
The second optimization approach implemented in this paper is the Q-learning algorithm. The actions are selected Q-learning's schematic. Q n+1 : new value of Q-factor, R(S t , a t ,S t+1 ): immediate reward due to system's transition from current state S t to S t+1 using the current action a t , E[. . . ] estimating the values of the enclosed factors, and Q-factors' matrix is an 18 × 2 matrix. randomly with equal probability at each time step to achieve better exploration of the solution space during the training phase. The algorithm then receives the control variables' estimated values at (t + 1) from the DEWH model and evaluates the performed action based on the utility function illustrated in Algorithm 2, which is the same utility function used in ADHDP. In step 3 from Algorithm 2, the calculated cost is negated. This is because Q-learning selects the optimum policy based on the Q-factor with the maximum value, unlike ADHDP which seeks to minimize the cost. The Q-factor associated with (S t , a t ) was last updated using (6) . This algorithm repeats the same procedures and continues until the maximum number of iterations are performed. The Q-factors have been stored in an (18 × 2) scalar matrix. The optimum policy is then derived, as illustrated in Algorithm 1 and Fig. 7 .
Each iteration here represents a one-day simulation that contains about 150 time steps based on the event driven simulator used. The best value for the discount factor ë was derived heuristically as 0.9. Note that the same notation used in Fig. 5 , to indicate the fact the same discount factor was used in ADHDP as well. The training phase for both of the presented approaches (ADHDP and Q-learning) was conducted using a DEWH's module with the following parameters.
1) The heating element power = 36, 4.5, 4.5, or 2.8 kWh.
2) Tank size = 120,100, 70, or 40 gallons, respectively. 3) Discount factor λ = 0.9. The state's variables linguistic values were derived, as illustrated in Fig. 3 , for Q-learning. The same specifications were used with in the simulation for all the other simulated approaches as well.
C. Data Processing
This section includes discussion on the process of generating the control variables' numerical values (T h , W hc , and G L ) and illustrates the event driven simulator.
The event driven simulator presented in this paper provided comparable results with those obtained from previous field studies [3] , [7] . The simulator is designed to mimic human activities in consuming hot water. This simulation was required to provide a reliable assessment for the presented DEWH's Fig. 8 . Sample user profile generated from the event driven simulator. Where the profile generated using embedded code (see Section III-C).
control approaches. The simulator generates (per simulation day) unique and random profiles for each DEWH used in the simulation as shown in Fig. 8 . The simulator assumes four occupants in each house, for simplicity we avoided considering the ages, gender, and other social factors for the occupants that may affect their hot water consumption rate. The generated profile shown in Fig. 8 , is comparable to the profiles obtained from the field studies in the British Department for Environment, Food and Rural Affairs' report [4] .
The simulation consists of two phases: 1) profile generation which was used in training and in performance evaluation or comparison and 2) comparator simulator, in which an evaluation process implemented among the presented approaches and the state-of-the-art approaches [3] . The profile's generator also provides the time of using the hot water and how much hot water was used. In the evaluation phase, different models for the DEWHs were used, uncontrolled "reference," scenarios 0, 1, and 2, Q-learning, and ADHDP. Each group of DEWH have the same number of DEWHs units, the same tank size (120, 100, 70, or 40 gallons) and heating element (36, 4.5, or 2.8 kWh). The simulator assumes that, we are creating six parallel universes or copies from every house dwelling and give each copy different brand (i.e., version) of DEWH. The performance of each group is evaluated during the simulation based how much energy each group can save with respect to the uncontrolled scenario (all scenarios operated for the same period of time and using the same user profile).
This criteria is used to guarantee a fair comparison among the different approaches. Otherwise, it is difficult to present an accurate comparison among the different control strategies. The user profiles which includes events' time indices and the consumed hot water quantities were generated using special combination of Poisson random variables. The choice of these variables is based on using the distribution fitting tool box from MATLAB on the previous studies' data. The profile generator function was adjusted empirically till it provides user profiles similar to the actual user profiles obtained by previous studies [3] [4] [5] . Artificial profiles needed due to the limitations of real data profiles. The numerical variables used for calculating the variables are explained as follows.
1) Water Temperature: In this paper, instead of diving deep inside the thermodynamic operations of the DEWH, we utilized the law of energy preservation to provide a reasonable estimation for the temperature of the output water at the hot water faucet, as in (2) and (3). Since calculating the output water's exact instantaneous temperature is almost impossible without using an expensive embedded system to calculate the temperature of the DEWH's output water [23] [24] [25] . 2) Hot Water Consumption Rate: Estimating or predicting any human activity is extremely difficult. This paper relied on statistics from field surveys, which have been performed in London, U.K., and Quebec City, Canada [3] , [4] . However, to generate the required data, an embedded event driven simulator was designed, as illustrated in the previous section. 3) Grid Load "Energy Cost": The estimated instantaneous grid load can be obtained from the local utility companies, and they are time dependent, as illustrated in Fig. 3(c) . As mentioned earlier the grid load characteristics used in this paper are based on data obtained from Quebec City and London [3] , [4] . However, the numeric values of this factor are the time indices of the operation. The load peak periods occurred approximately between 5:30 and 10:00 A.M. and between 4:30 and 10:00 P.M. Furthermore, the final comparison was conducted using a ToU profile [29] .
4) Energy Consumed by the DEWH's Heating Element:
The amount of the consumed energy is calculated using the module described in (2) and (3). The values of the immediate energy consumption in kWh were used to calculate the value of the utility function at each system transition, as illustrated in Figs. 5 and 7. The control variables' numerical values are normalized before being used as inputs for the action and the critic networks in the ADHDP controller. The same profiles generated during the Q-learning process were used in the ADHDP approach as well.
IV. SIMULATION AND EVALUATION
The simulation process was designed to provide the same operating conditions for all the simulated scenarios as discussed in the previous section. Five different approaches were simulated under the same operating conditions. These operating conditions are as follows.
1) The DEWH specifications as listed in Section III-B.
2) All DEWHs must supply water in a temperature higher than 120 • F. 3) A soft threshold specified to be 125 • F. This soft threshold was used to prevent the output water's temperature to fall below 120 • F for all the compared approaches [22] (to maintain customers' satisfaction). The DEWH heating element should be turned ON whenever the water temperature fell below the soft threshold. However, the simulator recorded even the quantities of water outputted to users below thresholds to provide more accurate evaluation to each of the control strategies, as illustrated in Tables III and IV . The evaluation comparison is performed among five groups of DEWHs plus the uncontrolled operation as a reference. Each group has the same number of identical DEWHs. The results in this paper were derived from simulating the operation of 100 DEWHs in each group. Any number of DEWHs can be used and from experiences no effect on the comparison. Since the same user profiles is being used for the different groups. In other words, the same group of DEWHs were simulated using five different control scenarios and the uncontrolled scenario. The final assessment was presented based on the percentage cost reduction of the consumed energy cost using a ToU pricing profile. The ToU profile gives three different prices for the kWh during the day: 5.62, 10.29, and 23.26 ¢ [29] . These prices were applied to the load profile of the city of Quebec that used in this paper and the state-of-the-art work that is compared with. As a result, the pricing profile that was used in our comparison simulator is as follows for the energy unit price. (load peak 2). 3) 5.62 ¢ for each kWh consumed other times of the day (low grid load period). The different scenarios presented in the state-of-the-art work in the field (i.e., scenarios 0, 1, and 2 in the list) [3] , the uncontrolled scenario (i.e., scenario 4), and our scenarios (scenarios 3 and 6) are all discussed below. 1) Scenario 0: The demand pick-up at the end of the load shifting period is not controlled. 2) Scenario 1: The pick-up is controlled according to a prioritized random function that was spread over a range of 1 h after the peak period ended. In this scenario, the agent turn the heating element off during the peak period. 3) Scenario 2: The pick-up is controlled according to a prioritized random function that is spread over a range of 2 h after the peak period ended. The success of the simulator can be verified by looking at the energy consumption curves in Figs. 10-13.
4) Scenario 3 (Q-Learning):
The entire operation of every DEWH in the group is controlled according to the policy selected after the presented Q-learning algorithm (also known as the trained group in the comparison charts), which is used to train the agent.
5) Scenario 4 (Ref. or Uncontrolled Scenario):
The DEWHs that are simulated under this scenario are operating under no artificial control. The heating element is turned ON whenever the water temperature became less than the specified soft threshold and OFF if it exceeds 
140
• F. This scenario (also known as the uncontrolled group in the comparison charts) is used as a reference to calculate the performance of all other scenarios. 6) Scenario 5 (ADHDP): All the DEWHs simulated with in this group are trained, as illustrated in Section III-A, using the adaptive critic technique ADHDP. Scenarios 3 and 5 are the techniques implemented in this paper. Both scenarios (Q-learning and ADHDP) perform well and even better than the state-of-the-art strategies (scenarios 0, 1, and 2) in the existing work [3] .
In scenario 0, the agent simply deactivated the heating element during peak periods unless T h fell below the soft threshold, which is in this paper was 125 • F. The controller turned the heating element ON all the time it was outside the specified peak periods unless their (T h ) exceeded the maximum allowed temperature (140 • F). New peaks appeared when the heating elements for all DEWHs were reactivated simultaneously. In scenarios 1 and 2, the agent randomly reactivated the water heaters at the end of the load shifting period, giving priority to those that were having the lowest water temperature to be turned ON first. The time required for the water heaters to reactivate at the end of the shifting load was based on a random function. It was also based on the water's temperature at the end of the load shifting period.
Scenarios 3 and 5 represented the control approaches that were presented in this paper. In scenario 3, the operation of the DEWH's heating element was entirely controlled by the suboptimal policy that was achieved during the Q-learning's training phase. The same simulator that generated the control variables during training was used to calculate them during comparison as well.
Furthermore, in all scenarios, the DEWH controller overrode its control scenario on two occasions: when T h either decreased below or exceeded the prespecified soft-threshold (125 • F) or maximum (140 • F) thresholds, respectively. The soft threshold was used in the comparator simulator in order to guarantee the same degree of customer's satisfaction for all scenarios (when all scenarios maintained their water's temperature above the hard threshold of 120 • F. It also provided clear performance measurement for the different scenarios, based on the consumed power cost only. The cost of the consumed power was calculated using a ToU pricing profile [29] , as illustrated in Section III-C.
V. RESULTS
The event driven simulator, the described system's modeling, the Q-learning process, ADHDP controller back propagation training, and the simulator used for evaluating the performance of all approaches were all designed using MATLAB. Many simulations were conducted in this paper using different training parameters. As a result, the best learning schemes for Q-learning in terms of distance between Q-factors and policy stability were obtained using a discount factor of λ = 0.9. FIG. 9 IN EVALUATION   Fig. 9 . Extreme user profile used in experiments 6 and 7. In this profile higher rate of hot water consumption is assumed for users.
selected by Q-learning for 30 and 100 iterations for DEWH with tank size 70 gallons.
The Q-learning agent showed the best performance in all experiences. The Q-learning approach implemented here is more advanced and comprehensive than that presented in previous work [34] . This paper uses realistic time events as generated by the event driven simulator. (In the previous work [34] , the controller made a decision every 30 min.) The ADHDP approach is also conducted in all experiments and it outperformed the state-of-the-art approaches [3] when setting the appropriate values for the guidance parameters (a and b, see Section III-A). The ADHDP approach is based on the continuous state space version of the problem, not a discrete state space like Q-learning [20] , [21] , [30] , [31] , [35] . Several experiments were implemented, as illustrated in Tables III and IV. Table III contains results for the experiments that were implemented using the same profiles during training and evaluation, with user profiles illustrated in Fig. 8 . Table III also includes the results for different values for the guidance parameters (a and b) and clearly shows their effect on the ADHDP performance. Table IV contains results for experiments that uses extreme profiles during the evaluation phase, as illustrated in Fig. 9 . All the experiments in Table III were implemented twice using two different combinations of the guidance factors (a and b) . The results are recorded twice for Q-learning and ADHDP, since these are the only approaches that may get affected by the influence of the guidance factors on the cost function. The remaining results were recorded when using (a = 2 * b). There were slight fluctuations in the values due to the random profile generation.
In experiment 1, a 100 typical DEWH with tank size of 70 gallons and 4.5 kWh heating element were simulated for 100 iterations (i.e., simulation days). Experiment 2 repeats experiment 1 but using 30 iterations only. Experiment 3 evaluates the performance of all approaches for smaller tank size DEWH. DEWH of 40 gallons tank was used in this experiment. Experiments 4 and 5 show and compare the performance of all the different scenarios using DEWHs with larger tanks (i.e., 100 and 120 gallons). In experiment 5, a commercial DEWH model with 36 kWh heating element was simulated. The experiments listed in Table IV (experiments 6 and 7) were performed using extreme user profiles during the evaluation process, in order to measure the robustness of the presented approaches. The results obtained from experiments 1-5, showed outstanding performance for the Q-learning approach regardless of the guidance factors (a and b). The ADHDP approach outperformed the state-of-the-art techniques when a = 2 * b; b = 2. But it performed poorly when setting a = b = 1. It was observed during some additional experiments that ADHDP has shown better performance in cost reduction when setting a b (e.g., a = 8 * b; b = 1). The comparison simulation was implemented, as illustrated in Section IV. The simulation parameters were the same for the different scenarios, and each scenario had the same number of DEWHs. Furthermore, the ADP approaches were tested using more extreme user profiles than those they were trained with, yet the Q-learning method was able to provide better cost reduction rates than those presented in the state-of-the-art techniques, as illustrated in Table IV and Fig. 13 .
Tables III and IV compare the performance of the ADP approaches with the state-of-the-art control strategies [3] in terms of energy cost reduction and customers satisfaction. The amounts in the first row of each experiment were calculated in the code by accumulating the instantaneous costs of energy consumed in all the 100 dwellings. The cost is based on the ToU profile described earlier [29] . The percentage cost reduction rates (i.e., numeric values in the second row) were calculated using the following equation: where approach's total saving = (Cost of energy consumed using the uncontrolled approach "Ref." − the cost of energy consumed using the approach). The uncontrolled scenario is used as an index for comparison or to evaluate between all the control strategies. The estimated annual saving was calculated from multiplying the per-day saving by 365, as illustrated in (11) . The customer's satisfaction evaluation was based on the quantities of the output water with temperature less than "th" (i.e., 120 • F) and the number of times that happened in the entire 100 dwellings EAS = Approach's Total saving # DEWHs × 365 # simulation days .
The results illustrated in Figs. 10-13 and Tables III and IV indicate that, in most cases, using Q-learning to control the 100 DEWHs reduced the cost of the consumed power by 22% which is twice the cost reduction resulted from the stateof-the-art technique "scenario 0." The ADHDP approach also outperforms the state-of-the-art techniques, through reducing the total cost by 16% and 12% when trained for 100 and 30 days, respectively. In experiment 3, Q-learning reduced the total cost by 6.6% which is still higher than the reduction from other techniques (e.g., 5.7% for scenario 0). ADHDP in this experiment reduced the cost by only 5.5% only which is less than scenario 0, but higher than scenarios 1 and 2. However, the best performance recorded was in experiment 4 with tank size = 100 gallons and heating element of 4.5 kWh. The percentage cost reduction rates were ∼ 26% and 21% for the Q-learning and ADHDP, respectively. The annual savings were approximately $453 and $367 for Q-learning and ADHDP, respectively.
In experiments 6 and 7 (Table IV) , a higher user profile was used in the evaluation than that used during training. The Q-learning also outperformed all other scenarios by producing about 15% cost reduction. According to the simulation results, the Q-learning controller maintained the temperature of the output water above the prespecified threshold (120 • F), except when the 40 gallons tank size was used, it provided a small amount of water slightly below the threshold, th. The ADHDP approach outperformed the state-of-the-art scenarios if the training was performed on the same data used during evaluation and a large tank size (70 gallons) was used.
VI. CONCLUSION
In conclusion, the Q-learning approach can at least save a family of four persons between $102, $393, and $453 annually if they are using a DEWH with 40, 70, and 100 gallons, respectively. Even for the commercial product the ADP approaches provide excellent annual saving of ($394) for DEWH with larger heating element (36 kWh) and tank size of 120 gallons. Furthermore, the simulation showed that the Q-learning controller maintained the water temperature above 120 • F, indicating an opportunity to enhance the system further by designing a flexible threshold. The simulation results shown in Tables III and IV clearly illustrate that Q-learning has the best performance in terms of cost reduction, customer's satisfaction, and even in terms of load peak elimination or shifting, as illustrated in Figs. 10-13.
Another opportunity for further enhancement would be using real user profiles to control DEWH in real time. ADP may also be used to improve the most recent heat pump water heaters. The presented techniques do not depend on the technology used in the DEWH, but depend only on the grid load demand (i.e., instantaneous energy cost), the temperature of the output water, and the user profile. The authors therefore believe that various ADP approaches are worth further investigation. Q-learning outperformed ADHDP and previous state-of-the-art methods in these experiments. The authors speculate that ADHDP will still prove useful in scenarios that play to its strengths in continuous state spaces and dynamic environments such as adaptive thresholds. The authors are also aware that some of the references cited in this paper demonstrated better performance with ADHDP than with Q-learning. However, for these experiments, Q-learning outperformed it and all other methods, probably due to the reduced state space and the limited complexity of the implemented state space model. This is encouraging; for Q-learning is a simple and robust, easily deployable ADP approach. The results presented here strongly suggest it should not be difficult to use simple machine learning techniques to achieve substantial cost savings and environmental benefits. 
