We study those commutation relations between finite convolution integral operator K and differential operators, that have implications for spectral properties of K. This includes classical commutation relation KL = LK, as well as new commutation relations, such as KL 1 = L 2 K. We obtain a complete characterization of finite convolution operators admitting the generalized commutation relations.
Introduction
The need to make a detailed study of the spectral structure of the convolution type integral operator u(x) → Ku(x) = acting on L 2 (−1, 1) arises in a number of applications, including optics [4] , radio astronomy [2] , [3] , electron microscopy [5] , x-ray tomography [7] , [13] and medical imaging [1] , [8] , [9] , [10] . For certain such operators, it is possible to find a differential operator L which commutes with K (cf. [14] , [8] ),
In this case eigenfunctions of K can be chosen to be solutions of ordinary differential equations. More precisely, (C1) implies that eigenspaces E λ of K are invariant under L, i.e. L : E λ → E λ . Now if L is diagonalizable (e.g. self-adjoint), then one can choose a basis for E λ consisting of eigenfunctions of L. This permits to bring the vast literature on asymptotic properties of solutions of ordinary differential equations to bear on obtaining analytical information about the eigenvalues and eigenfunctions of integral operators. For example, using comparison with special operators, that commute with differential operators in [14] Widom obtained asymptotic behavior of the eigenvalues of a family of integral operators with real-valued even kernels. A complete characterization of such special operators commuting with symmetric second order differential operators was achieved by Morisson [12] (see also [15] , [6] ). We are interested in the possibility of extension of these ideas to the case of complex-valued k(z). In this more general context the property of commutation must also be generalized, so as to permit the characterization of eigenfunctions as solutions of an eigenvalue problem for a second or fourth order differential operator. Thus, in this paper we consider extensions of the notion of commutation, that also link integral equations with ordinary differential equations. An application of this idea is given in [1] , [8] . Let L j , j = 1, 2 be differential operators with complex coefficients and let
it is easy to check that this reduces to a commutation relation for K * K and therefore singular functions of K satisfy ODEs, in the sense explained above. Indeed we have
We will also consider a new kind of commutation relation
We will refer to (C3) as sesqui-commutation. Again, it can be easily checked that in this case
let now λ be a singular value of K corresponding to singular function u, i.e. K * Ku = λu, clearly λ ∈ R and therefore we find λL 1 u = K * KL 1 u. It follows that L 1 u is either zero, or an eigenfunction of K * K with the same eigenvalue λ. If the corresponding eigenspace of K * K is one-dimensional, then there exists a complex number σ such that
otherwise, applying (1.2) to L 1 u we find that where the indicated boundary conditions are necessary for the above commutation relations to hold. In case of (C3), operators L j have to be of Sturm-Liouville type, since
Recall that 
a ∈ R and w.l.o.g. a > 0
the listed conditions in particular imply that L 0 is self adjoint and L 1 is skew-adjoint. We assume that zk(z) ∈ L 2 ((−2, 2), C) is analytic in a neighborhood of 0. This includes two cases: regular, when k is analytic at 0, and singular, when k has a simple pole at 0, in which case the integral is understood in principal value sense.
In this paper we analyze the commutation relation (C1), under the assumption that k is analytic at the origin as in [12] , [15] . As a particular case we recover Morrison's result, see Remark 3. Further, with the same analyticity assumption we consider (C3), under the assumption that K is self-adjoint. In Theorem 2 we show that if k is nontrivial (see
The results in the former case are listed in Theorem 3. The latter case yields only trivial kernels (cf. Theorem 4).
When k is smooth in [−2, 2], due to the imposed boundary conditions it is a matter of integration by parts to rewrite (C1) ,(C2) and (C3), respectively as
where a j , b j , c j denote the coefficients of L j for j = 1, 2. We characterize solutions of (R1) when k(z) has a simple pole at the origin (cf. Theorems 1 case (ii), the proofs are given in the appendix). Such operators are not compact anymore and may have continuous spectrum (cf. [11] ). For the kernel k(z) = 1 z , this type of singular commutations were considered in [1] , [8] , [9] and [10] to obtain singular value decompositions for truncated Hilbert transform operators under various settings.
The main idea of the proofs is to analyze relations (R1)-(R3) by taking sufficient number of derivatives in z and evaluating the result at z = 0. This allows one to find relations between the coefficient functions of the differential operators, and an ODE for the highest order coefficient, which determines its form, and as a result we find the forms of all the coefficient functions. In all cases the coefficient functions satisfy linear ODEs with constant coefficients, and therefore are equal to linear combinations of polynomials multiplied by exponentials. We then substitute these expressions into the original relations (R1)-(R3) and using the linear independence of functions y j e yλ l , obtain equations for k.
Then the task becomes to analyze how many of these equations can be satisfied by k and how its form changes from one relation to another.
Remark 1. The analysis of (C2) is postponed to a future work. We remark that in this case too it can be shown that either k is trivial or the coefficients of L 1 and L 2 are linear combinations of polynomials multiplied by exponentials. However, in contrast to (C3), the reduction to L 1 = ±L 2 is not possible. The main reason that the reduction argument of Section 4.1 works for (C3) is that the self-adjointness assumption on K induces symmetry in (R3). More precisely, (R3) becomes a relation involving the even and odd parts (and their derivatives) of the function k(z)e λ 2 z . And as a result the relations for even and odd parts separate. We then prove that if L 1 = ±L 2 , then both even and odd parts of k are determined in a way that k becomes trivial.
Main Results
Definition 1. We will say that k (or operator K) is trivial, if it is a finite linear combination of exponentials e αz or has the form e αz p(z), where p(z) is a polynomial. Note that in this case K is a finite-rank operator.
In theorems below all parameters are complex, unless specified otherwise.
Commutation
For given K the space of differential operators that commute with it, is a complex vector space referred to as commutator space. Below we list the operators K and give bases for their commutator spaces.
Theorem 1
Let K, L be given by (1.1) and (1.3) with a, b, c smooth in [−2, 2]. Assume k is smooth in [−2, 2]\{0} and either it (i) is analytic at 0, not identically zero near 0 and is nontrivial in the sense of Definition 1.
(ii) has a simple pole at 0.
If (R1) holds, then (in case λ or µ = 0 appropriate limits must be taken)
For some special choices of parameters, the commutator space of K is not described by a single operator. Below are listed differential operators that together with (2.2) form a basis for this space.
Remark 2. If λ ∈ iR, then either
• |λ| < π (in which case k is smooth in [−2, 2]\{0} if α 2 = 0 and is smooth in [−2, 2] if α 2 = 0, so k satisfies the hypothesis of the theorem)
• π ≤ |λ| < 2π and
for some m ∈ Z (in which case the denominator of k has zeros at ± 2πi λ and the numerator cancels out these zeros iff α 1 , µ are as indicated)
Remark 3.
(i) If k is analytic at 0, then α 2 = 0 in (2.1) and if it has a pole at 0, then α 2 = 0. Note that all the special cases (items 1 -4) correspond to k having a pole at 0.
(ii) Morrison's result corresponds to τ = α 2 = 0, k(z) even and real-valued. Note that when τ = 0 the operator L becomes symmetric, i.e. of Sturm-Liouville type. We also see that if a = 0, then so is b, showing that there is no first order differential operator commuting with K in the analytic case (i.e. when α 2 = 0).
(iii) The new class of operators, when α 2 = 0, is similar to Morrison's, namely K = mMm −1 , where M denotes Morrison's operator and m is multiplication by e τ x . Thus, the more general set of K does not give any new information compared to Morrison's.
(iv) In Theorem 1 k, as well as L, can independently be multiplied by arbitrary complex constants. Moreover, one can add any complex constant to c(y).
(v) The commutator space corresponding to k(z) = e τ z /z (item 3) is described by four differential operator, considering a linear combination of these we can obtain that the differential operator
where a 3 = −σ 1 − σ 2 , a 2 = σ 1 σ 2 − 1, commutes with k(z) = e τ z /z. In this case, for the choice τ = 0, β = − Remark 4. When k has a pole at zero, the commutation is understood in the principal value sense, namely
k(x − y)u(y)dy = 0 after integrating by parts, this can be rewritten as
where F (x, y) is the left-hand side of (R1) with z = x − y and
We see that lim ǫ→0 Φ(u, x, ǫ) = 0, because the first two lines in the definition of Φ satisfy ∼ − 2 ǫ a ′ (x)u(x) as ǫ → 0, and the third line:
. Therefore we conclude F (x, y) = 0 for y = x. This shows that in presence of a pole considering the same relation (R1), as in smooth case is natural.
Sesqui-commutation
The relation (C3) and (1.4) imply that
. Assume k is nontrivial, (A) holds, and k is analytic at 0, but not identically zero near 0.
For given K the space of differential operators that sesqui-commute with it (i.e. KL = LK), is a complex vector space. Below we list the operators K and give bases for their commutator spaces. . Further, assume k is nontrivial, (A) holds, k is analytic at 0, but not identically zero near 0. Then (C3) implies (all the used parameters are real, unless stated otherwise)
where µ ∈ R ∪ iR and 
z then in addition to (2.5),
), with µ ∈ R, then in addition to (2.5),
Remark 5.
(i) In items 1 and 3, if µ, µ j or γ = 0, one takes appropriate limits.
(ii) Using the same proof techniques one can easily check that under the given assumptions of the theorem, no kernel would satisfy the sesqui-commutation relation, when L 1 = L 2 is a first order operator.
(iii) k, as well as L 1 = L 2 , can independently be multiplied by arbitrary real constants.
(iv) Widom's theory of asymptotics of eigenvalues applies only if k(z) has an even extension to R such thatk(ξ) is nonnegative and monotone decreasing, at least when ξ → ∞.
The prefactor e iβz only shifts the Fourier transform. Item 2 corresponds tok(ξ) being a characteristic function of an interval plus a delta-function, centered anywhere one likes. Item 3 is the most puzzling, it is unknown if there is an extension whose FT is nonnegative and monotone decreasing. Item 1 are all shifts of even kernels. Remark 6. As we have already mentioned, in all of the above theorems the connections between the coefficient functions of the differential operators are obtained by differentiating the relations (R1)-(R3) appropriate number of times, and setting z = 0. Smoothness of coefficients, analyticity of k at zero (the fact that k(z) = e αz and k doesn't vanish near 0) are used at this stage, to argue that the differentiation procedure can be terminated at some point and the connections between the coefficient functions will follow. Thus, the original assumptions can be replaced by requiring appropriate degree of smoothness on k and the coefficient functions and that some expression(s) involving k (j) (0) is not zero. This expression can be easily found from our analysis. For example the hypotheses of Theorem 1 (case (i)) can be replaced by a, b, c, k ∈ C 3 and k
. Analogous changes can be made in case (ii) of Theorem 1.
Commutation
Assume the setting of Theorem 1 case (i). Write k(z) = ∞ n=0 kn n! z n near z = 0. The n-th derivative of (R1) w.r.t. z evaluated at z = 0 reads
where
. When n = 0, we find
Assume first k 0 = 0, then k 1 = 0 (otherwise the boundary conditions imply a = 0). We see that by induction one can conclude k j = 0 for any j. Indeed, let k j = 0 for j = 0, ..., n, then (3.1) reads
hence the boundary conditions imply k n+1 = 0. Thus if k 0 = 0, then k(z) is identically zero near z = 0. But we excluded such functions by our hypothesis. Hence we may assume k 0 = 0. Taking into account the boundary conditions, from (3.2) we obtain
now we substitute this expression in (3.1) with n = 1, integrate the result to find
When n ≥ 2, we can rewrite (3.1) as
this relation for n = 2, 3 reads
The first equation implies α 1 = 0. If α 2 = 0, then from the second equation α 3 = 0, hence
Induction argument shows that k j = k 0
. Indeed, assume the formula holds for j = 2, ..., n, in particular if we set σ =
, then τ = −2σ and ν = σ 2 . Let us substitute the expressions for b, c in terms of a in (3.5), dividing the resulting expression by k 0 we obtain
It is straightforward to show that the last sum of the above relation is equal to
substituting this expression back and collecting similar terms we obtain (n + 2)
and hence k n+1 = k 0 σ n+1 . Thus, α 2 = 0 implies k j = k 0 σ j for any j and hence k(z) = k 0 e σz , which is excluded by our assumption of nontriviality of k(z). So we may assume α 2 = 0, in which case a solves an ODE of the form a ′′′ (y) + αa ′ (y) = 0, therefore it has one of the following forms, with a j ∈ C I. a(y) = a 1 e λy + a 2 e −λy + α 0 , with 0 = λ ∈ C II. a(y) = a 2 y 2 + a 1 y + a 0
• Assume case I holds, replacing the expressions for a, b, c; (R1) becomes a linear combination of exponentials e ±λy with coefficients depending only on z, hence each coefficient must vanish. These can be simplified as
Of course, at least one of a 1 , a 2 is different from zero and so we get
u = 0. Upon reparametrization we obtain the formula (2.1), when α 2 = 0 and λ = 0. Because a(y) satisfies the boundary conditions we must have a 1 = a 2 or λ ∈ πin for some n ∈ Z. If λ = πin, then for k to be smooth in [−2, 2] we must have µ = 0, moreover sinh for some l ∈ Z, which in turn implies that k is a trigonometric polynomial, and hence is trivial. Thus we may assume λ / ∈ πiZ, and so a 1 = a 2 . Now if λ ∈ iR and |λ| ≥ π we see that the denominator of k(z) has zeros at z = ± 2πi λ ∈ [−2, 2], in order for k to be smooth, we require that its numerator also vanishes at these points. So sinh 2πi λ µ = 0 and hence µ = λ 2 m for some m ∈ Z. But then, again k is a trigonometric polynomial.
• Assume case II holds, then a(y) = a 2 (y 2 − 1) and substituting into (R1) we find
setting u(z) = zk(z) the ODE turns into u ′′ + τ u ′ + νu = 0, which corresponds to the limiting case λ = 0 in the formulas for k and a and concludes the proof of Theorem 1 case (i).
Sesqui-commutation
In this section we consider (C3) with L 1 , L 2 given by (2.4). We assume (A) holds, k is analytic at 0, but not identically zero near 0 and finally k is not of the form e αz . We aim to find the relations that the coefficient functions b j , c j must satisfy. Write k(z) = ∞ n=0 kn n! z n near z = 0, the n-th derivative of (R3) w.r.t. z at z = 0 gives
, when n = 0 we get
and because of BC we conclude k 3 = k 4 = 0. By induction argument one can conclude that all k j = 0. Indeed, assume k j = 0 for j = 0, .., n with n ≥ 2, then (4.1) becomes •
and α ∈ C. From (4.1) with n = 1 we find c 2 = β 1 e τ y − b
where β j are constants depending on k j 's and the particular expressions are not important. Using the obtained expressions, from the relation corresponding n = 2 we get, for some constants β j , cancel out, and we obtain an ODE for b 1 : for some constants α j ,
b, using this in (4.1) with n = 1, we get c 
and we consider three cases
, the relation for n = 3 gives (k 
the latter is a first order recurrence relation for c
, solving which we find
performing some simplifications we can rewrite the above expression as
substituting c 2 in (4.1), the result can be simplified to
In the last sum we now substitute the expression for c (n−j) 1 from (4.2), the coefficient of c 1 in the resulting expression is
so we see that c 1 cancels out and only b 1 , b 2 remain. Then the result reads
.., n, an analogous (but simpler) argument shows that (4.1) becomes
c) b 1 = −b 2 , this case can be treated as the previous one, leading to the same conclusion.
If α 2 = 0 and
and some α ∈ C. From (4.1) with n = 3 (again replacing c 
with different constants λ j in f , and γ 3 = −k 
Reduction of the general case
Here we prove that if k is nontrivial, then
The above analysis shows that b j , c j are linear combinations of polynomials multiplied with an exponential, moreover the polynomials have degree at most five. So let us consider a typical such term: z and let
substituting these into (R3), the relation corresponding to y 5 e λy reads
because κ + is even, and κ − is odd we can add the above relation, with z replaced by −z, to itself. Like this we separate the above relation into two ODEs, one for κ + and the other for κ − . If b 5 = ±b 5 , then κ + = cosh(µz) and κ − is either z or sinh(µz), therefore k is trivial.
• , the left-hand side of the above relation becomes u ′′ − µ 2 u, therefore using the expression for κ − and the evenness of κ + we find
if κ + is given by the first formulas, then k is trivial. Therefore, we assume µ = 0 and the second formula holds. The even part of the relation for y 3 e λy is (−10z
when we substitute the formulas for κ ± and multiply the relation by z 3 , the result has the form , otherwise k is trivial. If b 5 = 0, the same procedure applies, we only need to relabel the coefficients in the above equations. Thus our conclusion is that L 1 = L 2 .
• b 5 = −b 5 , this case is analogous to the previous one and the conclusion is
In
The above analysis shows that b solves a linear homogeneous ODE with constant coefficients of order at most 4. Hence b(y) is a linear combination of terms like y l e λ j y , where λ j (called also a mode) is a root of fourth order polynomial. We will see that there are two major cases: Re λ j = 0 (type 1) or Re λ j = 0 (type 2). In the former case k(z) is given in three possible forms featuring a free real-valued and even function (cf. (4.11) ). In the latter case k(z) is determined and has two possible forms (cf. (4.12) ). We then analyze the multiplicity of the mode λ j , in particular type 2 mode cannot have multiplicity larger than one, as is shown in Lemma 6, while type 1 root can have multiplicity at most 3 as established in Lemma 9.
Finally we turn to the question of analyzing possibilities of having multiple modes, i.e. distinct roots λ j . Throughout this section, until Section 4.3 we will be working with k(−z) and with an abuse of notation it will be denoted by k(z). We will remember about this notational abuse when collecting the results in Theorem 3. In particular (R3) becomes
Equation for k(z), boundary conditions
The analysis in the beginning of the Section 4 shows that b solves a linear homogeneous ODE with constant coefficients of order at most 4, and that
so b has the following form
where λ 1 , ..., λ ν are distinct complex numbers and p d j are polynomials of degree d j , so that
Then c(y) satisfying (4.5) must also have the same form, except the polynomials are different and there could be an extra exponential term e 2k 1 y , if 2k 1 / ∈ {λ 1 , ..., λ ν }. Because we also require b(±1) = 0, then either
iβy sin(πn(y − 1)/2) for some β ∈ R and n ≥ 1 IV. ν ≥ 3
Single mode and multiplicities
In this section we concentrate on the single mode λ and analyze its multiplicity. So suppose p(y)e λy is one of the terms in (4.6), while q(y)e λy is one of the terms in c(y). Where p(y) = 4 j=0 p j y j and q(y) = 4 j=0 q j y j . After substitution into (4.4), we collect the coefficients of y j e λy and from linear independence conclude that they must be zero. Like this we obtain 5 relations involving k. Let us first change the variables k(z) = κ(z)e λz/2 , then the relation corresponding to y j e λy can be conveniently written
with the convention that p 5 = 0, and the notation
Let deg(p) = m and deg(q) = n, and κ ± be given by (4.3), if n > m the relation in (4.7) for j = n reads q n κ − (z) = 0, so k(z) = κ + (z)e λz/2 , the symmetry (A) implies λ = 2iβ for some β ∈ R and that κ + is real valued.
Let now n ≤ m, then (4.7) for j = m reads
then there are two possibilities: if µ = 0, then κ − (z) = αz + β and if µ = 0, then κ − (z) = αe µz + βe −µz , using that κ − is an odd function we conclude
Thus, k(z) = e λz/2 (κ + (z) + κ − (z)), where κ + is a free even function. Now the symmetry condition (A) says
this equation can be solved uniquely for κ + if and only if Re λ = 0. If λ = 2iβ, then κ + can be arbitrary real and even function, while solvability implies that
where α, µ ∈ R. Observe that the case n > m is included here when we take α = 0, therefore we may assume m ≥ n.
Remark 7.
When κ − is given by the second formula of (4.9), then (4.10) implies that there are two cases, either α ∈ iR and µ ∈ R which gives the second formula of (4.11), or α ∈ R and µ ∈ iR, which gives the third one, where with the abuse of notation we denoted the imaginary part of µ again by µ.
If λ = 2γ + 2iβ with γ = 0, then
where α, µ ∈ C.
Proposition 5. Let Re λ = 0 and m ≥ 1, then with λ = 2iβ and α, µ, κ, κ 0 ∈ R we have (in fact κ = iαω with ω given below)
cos µz, µ = 0 (4.13)
Proof. So we see that the function κ + in (4.11) is not arbitrary and we are going to find it from the relation (4.7) with j = m − 1 (because m = 0 we can consider the index m − 1). Recall that wlog we assumed m ≥ n, note that λp m so we obtain
now using (4.8) we can rewrite the above relation as
where κ − appears in the three formulas from (4.11).
According to Remark 7, when κ − (z) = iα sin µz, in the above relation µ should be replaced by iµ, which changes the sign of the last term on RHS from negative to positive. This explains the difference of the sign in the second and third formulas of (4.13). Solving the obtained ODE, recalling that κ + is even and real valued, we find (4.13) with κ = iαω. Lemma 6. Let Re λ = 0 and m ≥ 1, then k = 0.
Proof. Let λ = γ + iβ, with γ = 0, (4.10) implies
where the second equation was obtained by conjugating the first one, then
We know that both of the relations (4.8) and (4.14) hold. Assume first µ = 0, then from (4.9), κ − (z) = α sinh(µz), hence solving the ODE (4.14) we get
substitute this into (4.15) divide the result by sinh(µz) to get When m ≥ 2, we can consider (4.7) with j = m − 2, moreover we know that (4.8) and (4.14) also hold, and using these and p − ε m−1 and the expression for η 1 is not important. In fact, with ω defined by (4.14), one can see that
Proposition 7. Let Re λ = 0 and m ≥ 2, then with λ = 2iβ and α, κ 0 , µ ∈ R
Proof. By Proposition 5 we know what are the functions κ − and κ + that satisfy the two relations (4.7) with j = m, m − 1 (they are given in the three formulas in (4.13), with κ = iαω). Here we want to see which of these satisfy the third relation (4.16). First note that κ ∈ R implies ω and hence also η 2 = ω 2 are purely imaginary. The case (4.13)a implies that k has rank at most three and so, is trivial.
If (4.13)b holds, then (4.16) after multiplying by 2µ reads
by linear independence we conclude that the two coefficients must vanish: 2iαµ 2 − η 2 κ = 0 and iαη 1 − η 2 κ 0 = 0. Let us ignore the second equation (it just gives some restrictions on q j 's), using the expression for κ the first one becomes α(µ 2 − η 2 2 ) = 0. If α = 0, because η 2 ∈ iR, we conclude µ = η 2 = 0 which contradicts to µ = 0, or in other words this results in having k = 0. Thus α = 0, which gives the first formula of (4.18).
If (4.13)c holds, then (4.16) reads
again the two coefficients must be zero, we ignore the second one and the first one gives α(µ 2 + η . These cases can be unified in the second formula of (4.18).
Corollary 8. When ν = 1, m = 2 and λ = 2iβ, we obtain item 1 (in the limiting case γ = 0) and item 2 of Theorem 3.
Proof. Using the boundary conditions b(y) = (y 2 − 1)e λy , we know k from the above proposition so it only remains to find c. Because of (4.5), c(y) = 3 j=0 c j y j e λy + c 4 e τ y with τ = λ. Clearly µ = 0 and we may assume also λ = 0, because otherwise k is real valued and sesqui-commutation reduces to the commutation case analyzed in Theorem 1 case (i). We substitute these expressions into (4.4), the relation corresponding to e τ y says that the product of c 4 and combination of linearly independent exponentials is zero (eg. when k is given by the second formula these exponentials are exp{±iµ − λ 2 + τ } and exp{±iµ + λ 2 }, and since τ = λ these are linearly independent). So our conclusion is that c 4 = 0.
Assume now k is given by the first formula, from the relations corresponding to y 2 e λy , ye λy and e λy we conclude c 3 = 0, c 2 =
− µ 2 and c 1 = λ, respectively. We note that c 0 remains free.
When k is given by the second formula one can check that again c 3 = 0, in the above expression for c 2 the minus sign changes to a plus. If α = 0 we get c 1 = λ, c 0 is free, if α = 0, then c 1 = 2iµ + λ and c 0 = −
Lemma 9. Let Re λ = 0 and m ≥ 3, then k is trivial.
Proof. By the previous proposition we know that κ(z) has two possible forms coming from (4.18). The goal is to show that it cannot solve (4.7) with j = m − 3. Using the equations (4.8), (4.14) and (4.16) we can rewrite the relation for j = m − 3 as
where the expressions for η j , j = 2 are not important. The only important things are the form of the equation and that the coefficient in front of z 2 at κ − is exactly η 2 . When k is given by the second formula of (4.18) as we saw in the previous proposition κ − (z) = iα sin(µz) and
cos(µz) with η 2 = ±iµ. Let first η 2 = iµ, then substituting κ ± into (4.19) we get
but then α(iη 2 + µ) = 0, if α = 0 from the coefficient of cos(µz) we conclude that µκ 0 = 0 which leads to a trivial kernel k. So α = 0, hence iη 2 + µ = 0, but because η 2 = iµ we conclude µ = 0, hence k is trivial. The case η 2 = −iµ is done analogously. Remains to consider the case when k is given by the first formula of (4.18), but in that case κ − (z) = 0 and κ + (z) = κ 0 sinh(µz) z so (4.19) implies µ = 0 and hence k = 0.
Multiple modes
Before we start to analyze the possibilities of having multiple distinct modes λ j in (4.6), we state that in view of Lemmas 9 and 6 the cases I and II can be rewritten
The case I was analyzed in Corollary 8, so it remains to consider cases IIa,b and III, IV. We will see that as a corollary from Lemmas 12 and 16 the cases IIa,b lead to trivial kernels k. When λ j = 2iβ j (of course β 1 = β 2 ) then (4.11) holds true for both of the modes λ j and we determine the free functions and conclude
where all the constants are real, µ j = 0 and k r is given by
Proposition 10. Let k be given by (4.20), then β 1 and β 2 are determined by k.
Proof. W.l.o.g. let β 1 − β 2 > 0, otherwise swap β 1 with β 2 ; r with s; µ 1 with µ 2 and replace (α 1 , α 2 ) by (−α 2 , −α 1 ). There are six cases to consider.
• If (s, r) = (3, 3) ; we have k(it) = e −β 1 t ·
When (s, r) = (1, 1) the same formulas hold with sin(µ j t) replaced by t for j = 1, 2. And when (s, r) = (1, 3) the same formulas hold with sin(µ 1 t) replaced by t. The above asymptotics immediately conclude the proof in this case.
• If (s, r) = (2, 3), we may assume µ 1 > 0, otherwise negate α 1 , so
if α 2 = 0 clearly β 1 and β 2 are determined. So assume α 2 = 0, then from the above asymptotics we conclude that α 1 , µ 1 + β 2 and β 1 are determined. But note that k 0 := k(0) =
, so we have a system (k 1 denotes a parameter determined by k)
which is not solvable w.r.t. µ 1 and β 2 iff k 0 = α 1 , but in this case the first equation implies β 1 − β 2 = µ 1 , therefore k(z) = α 1 e iβ 1 z which is trivial. When (s, r) = (2, 1) the asymptotic formulas hold with sin(µ 2 t) replaced by t and the same argument applies.
• If (s, r) = (2, 2), we may assume
if α 1 , α 2 = 0, clearly β 1 and β 2 are determined. Assume α 1 = 0, then from the above asymptotics we conclude that α 2 , µ 2 − β 1 and β 2 are determined. Next, as above we look at
, and conclude that β 1 , µ 2 are not determined iff µ 2 = β 1 − β 2 in which case k is trivial. Analogous conclusion holds in the case α 2 = 0. 
This equation can hold in three cases (r, s) = (2, 2), (2, 3) or (1, 2). Let us consider the first one, the other two can be analyzed similarly, and in fact are simpler. The solutions of the above equation for r = s = 2 are
In both of these cases k is a trigonometric polynomial. But if k is given by (4.13) and is a trigonometric polynomial, then k(z) = e iβz (iα sin µz + α ′ cos µz) for some constants α, α ′ , β and µ. Showing that k is trivial.
Lemma 13. Let k be given by (4.12), then the pair (|γ|, β) is determined by k.
Proof. Let k is given by the first formula, assume γ > 0, otherwise replace (γ, α) with (−γ, −α), then
−γz e iβz , as z → +∞ (4.22) so α, γ, β are determined by k. But note that the sign of γ is not determined. Let now k be given by the second formula, write µ = µ 1 + iµ 2 and α = α 1 + iα 2 , 1. let µ 1 = 0, we may assume µ 1 > 0, otherwise we replace (α, µ) with (−α, −µ). Also assume γ > 0, otherwise we replace (γ, α, µ) with (−γ, −α, µ), then
so α, −γ + µ 1 and β − µ 2 are determined by k. We then note that k(0) =
Because of the symmetry of k, we know that k(0) ∈ R and k ′ (0) ∈ iR, so let us set k 0 = k(0) and
, then we obtain the system
where the unknowns are µ 1 , µ 2 , γ, β and k 2 , k 3 are parameters determined by k. The system is linear and one can compute det(A) = (
. If det(A) = 0, then the system has a unique solution and all the constant µ 1 , µ 2 , γ, β are determined by the function k. Of course we see that the signs of γ and µ 1 are not determined.
When det(A) = 0, we get α 1 = k 0 and α 2 = 0, then (note that k 0 = 0, because otherwise k = 0). Now we must have k 2 = 0 and k 3 = k 1 k 0 and the above system reduces to
So α is real and µ 1 = γ, and in this case one can check that the formula reduces to k(z) = αe i(β+µ 2 )z which is trivial.
2. µ 1 = 0, we may assume γ > 0, otherwise replace (γ, α) by (−γ, α), then
so α, γ, β, µ 2 ar determined by k. And again we see that the sign of γ is not determined.
Proof. For each λ j , k can be given by two formulas from (4.12), let us refer to them as a and b. There are three cases to consider: (a,a); (b,b) and (a,b). By comparing the asymptotics (4.23) and (4.24) with (4.22) we see that they cannot be matched, hence the third case is impossible. Consider the first one, then
as we saw |γ j | and β j are determined by k, hence we conclude |γ 1 | = |γ 2 | and β 1 = β 2 . Because λ 1 = λ 2 we have γ 1 = −γ 2 . The second cases is done analogously.
Corollary 15.
Having three distinct modes λ 1 , λ 2 , λ 3 / ∈ iR leads to trivial k..
Lemma 16. If k(z) can be written in the form (4.13) and (4.12), then k is trivial.
Proof. So λ 1 = i2β 1 and λ 2 = 2γ + i2β 2 with γ = 0. All the functions in (4.13) are entire, and one can easily check that the first function of (4.12) is entire iff α = 0, which leads to k = 0. So let us consider the case when k is given by the second formula:
−γz sinh(µz) + α 2 e γz sinh(µz) sinh(2γz) (4.25) where µ 0 ( = 0), α 1 , κ 0 , κ ∈ R, and write µ = µ 1 + iµ 2 .
Case 1: if µ 1 = 0, may assume µ 1 > 0 and γ > 0. If k is given by the 1. 1st formula, then comparing the asymptotics we see that α 1 = κ = 0, then for the LHS k(z) ∼ κ 0 e iβ 1 z . Again comparing we find α 2 = κ 0 , −γ + µ 1 = 0 and β 2 − µ 2 = β 1 . The last two conditions can be rewritten as λ 2 − λ 1 = 2µ, and so k(z) = κ 0 e iβ 1 z , which is trivial.
2. 2nd formula, we may assume µ 0 > 0, otherwise negate (α 1 , κ 0 , κ), then
)e µ 0 z e iβ 1 z , comparing with (4.23) we conclude
with these, in (4.25) we express sinh and cosh in terms of exponentials, by linear independence we conclude that κ 0 = 0, and obtain
hence µ 2 = 0, then using that γ, µ 1 = 0 we deduce that the above relation is possible (with α 2 = 0) iff µ 1 = 2γ. Thus k(z) = e iβ 1 z iα 1 sinh µ 0 z + κ 2µ 0 cosh µ 0 z is trivial.
3. 3rd formula, we may assume µ 0 > 0, otherwise negate (α 1 , κ 0 , κ), then
)e −iµ 0 z , comparing this with (4.23) we conclude −γ + µ 1 = 0 and
let us consider the first option, in that case (4.25) simplifies to κ 0 e iβ 1 z sin µ 0 z z = 0 which implies κ 0 = 0, and we conclude k(z) = α 1 e i(β 1 +µ 0 ) . The other case is done analogously.
Case 2: if µ 1 = 0, we may assume γ > 0. If k is given by the 1st or 3rd formulas, comparing the asymptotics of LHS with (4.24) we conclude γ = 0, which is a contradiction, so these cases lead to k = 0. Now let k be given by the second formula, again w.l.o.g let µ 0 > 0, then we see that the asymptotics cannot be matched because in (4.24) e i(β 2 ±µ 2 )z are linearly independent, hence k = 0.
Lemma 17. Let λ 1 = i2β 1 and λ 2 = 2γ + i2β 2 , with γ = 0, then β 1 = β 2 =: β and
where α, µ ∈ R and k r is defined in (4.21).
Proof. So k is given by both of the forms (4.12) and (4.11). Assume k is given by the first formula of (4.12), then we can find
It is easy to check that κ + as above satisfies κ + (−z) = κ + (z), hence κ + is real valued iff it is even, and with α = α 1 + iα 2 the imaginary part of κ + being zero reads
we may assume γ > 0, otherwise replace (γ, α 1 ) with (−γ, −α 1 ). Assume k = 0, note that
comparing this with the asymptotic of RHS for r=1,2,3 we conclude that (4.27) is possible iff ∆β = 0 and α 2 = α ′ = 0. And we see that k is given by (4.26) with r = 1. Assume now k is given by the second formula of (4.12), then
write µ = µ 1 + iµ 2 and α = α 1 + iα 2 , w.l.o.g. let γ > 0, assume µ 1 = 0 then we can assume µ 1 > 0; again κ + being even and real valued are equivalent and Im κ + = 0 reads
we note that as z → ∞
comparing this with the asymptotic of RHS for r=1,2,3 we conclude that (4.28) is possible for non-trivial k iff ∆β = µ 2 and α 2 = α ′ = 0. (For example when r = 2, (4.28) is also possible when µ 1 = γ, α 2 = 0, α ′ = α 1 and ∆β − µ 2 = µ ′ but in this case one easily checks that k is trivial). Now (4.28) reduces to sin(2µ 2 z)
if the second factor is zero, we must have γ = µ 1 and in this case k reduces to trivial kernel. So µ 2 = 0, and k is given by (4.26) with r = 3. Let now µ 1 = 0, then (4.28) becomes
comparing this with the asymptotic of RHS for r=1,2,3 we find that (4.29) is possible for non-trivial k iff ∆β = 0 and α 1 = α ′ = 0. And k is given by (4.26) with r = 2.
Corollary 18. Having three distinct modes λ 1 , λ 2 ∈ iR and λ 3 / ∈ iR is impossible.
Item 1, γ = 0
The previous analysis shows that case IV is only possible when we have exactly three modes λ 1 , λ 2 / ∈ iR and λ 3 ∈ iR with multiplicities 1, that is d j = 0 for j = 1, 2, 3. Moreover, by Corollary 14 and Lemma 17 we conclude that
and k(z) is given by (4.26), moreover b(y) = e 2iβy [cosh(2γy) − cosh(2γ)]. Because of (4.5), c has the following form
where τ is different from all λ j . Substituting these expressions into (4.4) and looking at linearly independent parts it is easy to conclude that c 1 = c 2 = c 3 = c 4 = 0, and
if in the formula for k we have r = 2. When r = 3 in the expressions of d 1 , d 2 ; µ should be replaced by iµ and when r = 1, in those formulas µ = 0.
Item 3
Finally we consider the case III, because of the boundary conditions one can find that λ 2 − λ 1 = iπn with 0 = n ∈ Z, therefore λ 1 , λ 2 ∈ iR (otherwise by Corollary 14 and Lemma 17 the difference λ 2 −λ 2 is real). Let us now take λ 1 = 2i(β + 
The analysis in the beginning of Section 4 shows that (in the case L 2 = −L 1 ) b(y) solves second order, linear homogeneous ODE with constant coefficients, and because of the boundary conditions it must be of the form
where c is of the same form as b because it satisfies c
b. Clearly both b j are different from zero, and from boundary conditions
With these formulas, (4.33) becomes a linear combination of functions e λ j y with coefficients depending on z, hence each coefficient must vanish. Let us concentrate on the coefficient of e λ 1 y , making the change of variables k(z) = κ(z)e −λ 1 z/2 we rewrite it as
where κ + is the even part of κ, because it is an even function we get
the symmetry of k implies
If λ 1 = 2iβ with β ∈ R, then κ − is an arbitrary odd and purely imaginary function. Moreover, κ + must be real valued, hence
where α, µ ∈ R. If λ 1 = 2γ + 2iβ with γ = 0, then (recalling that k is smooth at 0), with κ 0 ∈ R k(z) = αe −iβz e γz cosh(µz) − e −γz cosh(µz) sinh(2γz) Now k should come from two distinct modes λ 1 , λ 2 , and from (4.34) we see that Re λ 1 = Re λ 2 =: 2γ, so if γ = 0 we must have
which implies β 1 = β 2 , leading to a contradiction. Indeed, the function on LHS (denoted by f (z)) determines β 1 , because with µ = µ 1 + iµ 2
as z → +∞, hence β 1 + µ 2 is determined by f , but by looking at the asymptotics as z → −∞ we see that also β 1 − µ 2 is determined, hence so is β 1 . The case µ 2 ≤ 0 is done analogously.
Thus λ j = 2iβ j ∈ iR and k is given by (4.35), then κ − is determined and we can find
where all the constants are real, and k ′ r is the derivative of function k r defined in (4.21). Moreover because k is smooth at 0, we must have α 2 = −α 1 . The denominator of the above function vanishes at z = 2m n with m ∈ Z, since k is smooth in [−2, 2] we should require
because n = 0, this condition should hold at least for m = 1. One can easily check that this implies that the functions given by (4.36) are either zero, or trigonometric polynomials, and therefore: trivial.
Appendix
Here we prove Theorems 1 case (ii). In the first subsection below we obtain the possible forms for the functions a, b and c. In the second one we do reduction of these forms, and finally in the third one we find k.
Forms of a, b and c
By the assumption k(z) = z −1 (k 0 + k 1 z + ...), with k 0 = 0. Multiply (R1) by z 3 and refer to the resulting relation by (E). Differentiate (E) three times w.r.t. z and let z = 0 to get c(y) = − ) and the expression for α 4 is not important. Now if α 3 = 0 we got an ODE for a, otherwise we substitute the obtained expression in (5.2) and again obtain an ODE for a, more precisely, for some constants β j ∈ C, either (A) α 3 = 0 and a (4) + β 1 a ′′ + β 2 a = β 0 (B) α 3 = 0 and a (6) + β 3 a (4) + β 1 a ′′ + β 2 a = β 0
Therefore, a has one of the following forms, with p j , a j ,ã j ∈ C; λ j , λ, µ ∈ C\{0} and λ = ±µ and λ j = ±λ l for j = l,
a j e λ j y +ã j e −λ j y + a 0
2) a(y) = IV. a(y) = those differ from all the exponentials appearing in a, otherwise if one of them coincides, say with e λy , then the polynomial multiplying the latter gets one degree higher. Finally, c is of the same form as b.
Reduction
In 1,2 and 3 below, we show that if the coefficient functions a, b, c contain an exponential term, the polynomial multiplying it must be a constant. In 5, we show that the coefficient functions cannot contain two exponentials e λy , e µy with µ = ±λ. In 6, we show that they cannot contain an exponential and a polynomial at the same time. Let us concentrate on a typical exponential term in a, b and c, namely b j y j , c ↔ e λy the same argument will apply), write µ = µ 1 + iµ 2 and λ = λ 1 + iλ 2 . Assume λ 1 = 0 andbecause λ = 0, the exponentials on RHS are linearly independent, hence we conclude that β 2 = 0, which contradicts to k having a pole at zero. When f is given by the second formula the same argument applies. Thus, a 4 = 0, if b 4 = 0 we find k(z) = e ωz /z, but now ω = −c 4 /b 4 . This has the same form as (5.10), hence again it is incompatible with (5.8). Therefore, b 4 = 0 and obviously c 4 = 0. With this information, the equation corresponding to y 2 is as (5.9) with all subscripts changed from 4 to 3. Hence, the same procedure works and eventually we conclude a j = b j = c j = 0 for j = 1, ..., 4.
Finding k
The analysis of the previous subsection shows that we have two possible forms (λ = 0) I. a(y) = a 1 e λy + a 2 e −λy + a 0 II. a(y) = 6 j=0 a j y j moreover we also showed that in each case b, c are exactly of the same form as a, only with possibly different constants b j , c j instead of a j .
• Assume case I holds, k must solve two ODEs corresponding to the terms e ±λy . More precisely, these ODEs are: the first equation of (5.5) with subscripts changed from 2 to 1, and the same equation with λ replaced by −λ. Consider the following cases 2 a 2 . It is easy to check that λ = πin, with n ∈ Z contradicts to the smoothness assumption on k, so a 1 = a 2 should hold. Because of the same reason, when λ ∈ iR we need |λ| < π.
If k is given by the second formula, we substitute it into the second ODE and conclude that either α 1 = α 2 and c 2 = −(µ + λ + ν)[(µ + λ + ν)a 2 + b 2 ], or α 1 = −α 2 and c 2 = −(µ − λ − ν)[(µ − λ − ν)a 2 − b 2 ]. In this case if λ ∈ iR with |λ| ≥ 2π, then the denominator of k has zeros at ± 2πi λ , ± 4πi λ ∈ [−2, 2], which cannot be canceled out by the numerator. Thus |λ| < 2π. Further, when |λ| < π then k is smooth in [−2, 2]\{0} and when π ≤ |λ| < 2π then the denominator of k has zeros at ± now if we take α 1 = 0 and α 2 = 1 in (2.1) we obtain the same k(z) as in (5.11) . Multiplying
