We have also exhibited the fact that it can be good practice to use a quasi-Newton method in nonsmooth optimization [as] convergence is rather rapid, and often a reasonably good approximation of the optimum is found; this, in our opinion, is essentially due to the fact that inaccurate line-searches are made. Of course, there is no theoretical possibility to prove convergence to the right point (in fact counterexamples exist), neither are there any means to assess the results. ...this raises the question: is there a well-defined frontier between quadratic and piecewise linear, or more generally, between smooth and nonsmooth functions?
For a related discussion, see [19, Ch. VIII, Sec. 3.3].
Lemaréchal's observation was noted in several papers of Lukšan and Vlček [34, 35, 48] . They wrote in [48] : "standard variable metric methods are relatively robust and efficient even in the nonsmooth case…. On the other hand, no global convergence has been proved for standard variable metric methods applied to nonsmooth problems, and possible failures or inaccurate results can sometimes appear in practical computations". Motivated by the low overhead of quasi-Newton methods, Lukšan and Vlček proposed new methods intended to combine the global convergence properties of bundle methods [19, 22] with the efficiency of quasi-Newton methods; Haarala [18] gives a good overview. Other papers that combine ideas from bundle and quasi-Newton methods include [4, 33, 38, 43] .
Our interest is in standard quasi-Newton methods, particularly BFGS, with an inexact Armijo-Wolfe line search, applied directly to nonsmooth functions without any modifications. Despite indications to the contrary in the quotes above, the only counterexamples to convergence of which we are aware are either dependent on specialized initial conditions or can be explained by the limitations of rounding errors, and, as we explain later, a simple termination test, similar to that used by bundle methods and the gradient sampling method, can be used to detect approximate Clarke stationarity. Although we are motivated by our successful experience with BFGS as a practical tool for nonsmooth optimization, especially in the nonconvex case, we look closely at one particularly simple convex example: the Euclidean norm · . Our hope is that this will lead the way toward a more complete understanding of the behavior of quasi-Newton methods for general nonsmooth problems.
The paper is organized as follows. We begin with some definitions in Sect. 2. Then, in Sect. 3, we give an analysis of the Broyden class of quasi-Newton methods on the norm function for n = 2 when the line search is exact. We show that they converge to the origin, spiraling in with a Q-linear rate 1 2 with respect to the number of line searches, independent of the initial Hessian approximation. Numerical evidence indicates that this property extends to n > 2, with a rate of convergence of approximately 1 − 1/ √ 2n. The remainder of the paper is devoted to methods using an inexact line search. Line searches used by quasi-Newton methods for smooth optimization normally impose an Armijo condition on the function value and a Wolfe condition on the directional derivative. Often, a "strong" version of the Wolfe condition is imposed, insisting on a reduction in the absolute value of the directional derivative, in contrast to the standard condition that requires only an algebraic increase. The latter is all that is required to 123 ensure positive definiteness of the updated inverse Hessian approximation; nonetheless, it is popular both in textbooks and software to require the "strong" condition, despite the substantial increase in implementation difficulty, perhaps because this is the traditional route to proving convergence results for nonlinear conjugate gradient methods on smooth functions. For nonsmooth optimization, it is clear that enforcing the "strong" Wolfe condition is not possible in general, and it is essential to base the line search on the less restrictive condition. The line search we describe in Sect. 4 is similar to earlier methods in the literature, but our analysis differs. We prove that the line search generates a sequence of nested intervals containing a set of points of nonzero measure that satisfy the Armijo and Wolfe conditions, assuming that f is absolutely continuous along the line. We also prove that the line search terminates under slightly stronger assumptions, in particular covering all semi-algebraic functions (not necessarily locally Lipschitz), and we give a complexity analysis for the case that f is convex. In order to obtain these results we make the idealized assumption that the "oracle" that returns function and gradient values at a given point x is able to detect whether or not f is differentiable along the line at the point x, in contrast to the usual oracle that returns a subgradient instead of a gradient in the nondifferentiable case.
The success of quasi-Newton methods when f is sufficiently smooth with nonsingular Hessian at a minimizer is in large part because inexact line searches quickly find an acceptable step: eventually the method always accepts the unit step and converges superlinearly. The behavior of these methods with an inexact line search on nonsmooth functions is complex: it is far from clear whether the direction will be well scaled. As a first analysis of this crucial but difficult question, we carefully consider the univariate case. In Sect. 5 we prove that, for f (x) = |x|, the function values computed by a quasi-Newton method converge to zero R-linearly with convergence rate 1 2 . Numerical evidence indicates that this result extends to the norm function with n > 1, with a rate of convergence for BFGS of approximately 1 − 1/(2n).
In Sect. 6, we summarize our numerical experience with BFGS on nonsmooth functions. We focus on a specific example that illustrates several interesting points: a function defined by a product of eigenvalues. Systematic investigations of other classes of nonsmooth examples appear elsewhere [31] . We have found consistently that, provided the method is initialized randomly, points where f are nondifferentiable are not encountered by the line search and, more surprisingly, cluster points of the algorithm always seem to be Clarke stationary (typically local minimizers). Furthermore, the computed function values converge R-linearly to the Clarke stationary value, with a rate of convergence that varies in an unexpectedly consistent way with the dimension and parameters defining the problem in each class. For some problems, convergence may not be observed, but this seems to be due to rounding error caused by ill-conditioning, not a failure of the method to converge in exact arithmetic. Comparisons with other methods for nonsmooth optimization may be found in [46, 47] . A particularly interesting class of examples, Nesterov's nonsmooth ChebyshevRosenbrock functions, for which BFGS finds non-minimizing Clarke stationary points, is discussed in [17] and [20] . We give references documenting the successful use of BFGS in several nonsmooth applications, particularly the design of low-order 123 controllers for linear dynamical systems. We conclude in Sect. 7 with some challenging open questions.
An intuitive, although far from complete, argument for the success of quasiNewton methods on nonsmooth problems goes as follows. Because the gradient differences may be enormous compared to the difference of the points where they are computed, the inverse Hessian approximation typically becomes very ill-conditioned in the nonsmooth case. Eigenvectors corresponding to tiny eigenvalues of H k are directions along which, according to the quadratic model constructed by the method, the function has a huge second derivative. In fact, of course, f is not differentiable at the local optimizer being approximated, but can be arbitrarily well approximated by a function with a sufficiently ill-conditioned Hessian. As is familiar from interior-point methods for constrained optimization, it is this ill-conditioning of H k that apparently enables the method to work so well. Remarkably, if the method is not terminated earlier, it is typical that the condition number of H k approaches the inverse of the machine precision before rounding errors cause a breakdown in the method, usually failure to obtain a reduction of f in the inexact line search. The spectral decomposition of the final H k typically reveals two subspaces along which the behavior of f is very different: the eigenvalues that are not relatively tiny are associated with eigenvectors that identify directions from the final iterate along which f varies smoothly, while the tiny eigenvalues are associated with eigenvectors along which f varies nonsmoothly. More specifically, when applied to partly smooth functions [28] , it seems typical that quasi-Newton methods automatically identify the U and V-spaces associated with f at the approximate minimizer. Furthermore, even when H k is very ill-conditioned, the BFGS direction is typically relatively well scaled, and this property does not deteriorate as the iteration count k increases. Mysteries that remain include the mechanism that prevents the method from stagnating, the reason for the relative well-scaledness of the BFGS direction, and the condition measure of f that determines the surprisingly consistent linear rates of convergence that we observe.
Comments in the literature observing that the popular limited-memory variant of BFGS sometimes works well in practice on nonsmooth problems have appeared occasionally: see [25, 54] as well as the comparisons in [47] . Negative comments have also appeared [18, p. 83 ], [52] , leading the authors to propose modifications to the method. Although we have much less experience with the limited-memory variant, we speculate that some of the failures that have been observed may be due to the use of a "strong" Wolfe line search, which can cause failure on simple examples.
Definitions
By a quasi-Newton method for minimizing a function f : R n → R we mean the following. Let x k denote the current point at iteration k = 0, 1, . . . The gradient of f at x k is denoted ∇ f (x k ) and abbreviated to ∇ f k . We use H k to denote a positive definite matrix which is an estimate of the inverse Hessian ∇ 2 f (x k ) −1 .
Algorithm 2.1 (quasi-Newton method)
Choose x 0 with f differentiable at x 0 , set H 0 to a positive definite matrix and
to be a positive definite matrix satisfying the secant condition
If f is not differentiable at x k+1 we say that the algorithm breaks down (in theory). If ∇ f k+1 = 0 we say it terminates at a smooth stationary point. A more practical stopping criterion will be introduced in Sect. 6.
The BFGS update is defined by
Note that H k+1 can be computed in O(n 2 ) operations since V k is a rank one perturbation of the identity. There are alternative implementations, notably those that update a factorization of the estimate of ∇ 2 f (x k ) instead of its inverse, but no compelling advantage to these has been established when f is smooth [39] .
The Broyden family of quasi-Newton updates is defined by a parameter φ: when φ = 0, the Broyden update reduces to BFGS, while for φ = 1, it reduces to the Davidon-Fletcher-Powell (DFP) update [39, Sec. 6.3] . The updated matrix H k+1 is guaranteed to be positive definite for all φ ∈ [0, 1] as long as the line search enforces the Wolfe condition. Powell's result on the convergence of BFGS with an ArmijoWolfe inexact line search was extended in [8] to the Broyden class for φ ∈ [0, 1).
Let A be an invertible n × n matrix. Applying any method in the Broyden class to the function g defined by g(x) = f (Ax) using starting point x 0 and initial inverse Hessian approximation H 0 is equivalent to replacing g, x 0 and H 0 by f, Ax 0 and AH 0 A T , respectively. This well-known and desirable invariance property of quasiNewton methods holds regardless of whether f is smooth or not.
When we refer to initializing x and H randomly, we mean generating x 0 from the normal distribution and H 0 from the Wishart distribution, that is H 0 = X T X , where the entries of the square matrix X are normally distributed.
We use ∂ f (x) to denote the Clarke subdifferential [9, 45] of f at x, which for locally Lipschitz f is simply the convex hull of the limits of gradients of f evaluated at sequences converging to x [6, Theorem 6. A regular function f is partly smooth at x relative to a manifold M containing x [28] if (1) its restriction to M is twice continuously differentiable near x, (2) ∂ f is continuous on M near x, and (3) par ∂ f (x), the subspace parallel to the affine hull of the subdifferential of f at x, is exactly the subspace normal to M at x. For convenience we refer to par ∂ f (x) as the V-space for f at x (with respect to M), and to its orthogonal complement, the subspace tangent to M at x, as the U-space for f at x. When we refer to the V-space and U-space without reference to a point x, we mean at a minimizer. For nonzero y in the V-space, the mapping t → f (x + t y) is necessarily nonsmooth at t = 0, while for nonzero y in the U-space, t → f (x + t y) is differentiable at t = 0 as long as f is locally Lipschitz. For example, the Euclidean norm is partly smooth at 0 with respect to the trivial manifold {0}, the V-space at 0 is R n , and the U-space is {0}. When f is convex, the partly smooth nomenclature is consistent with the usage of V-space and U-space in [32] . Most of the functions that we have encountered in applications are partly smooth at local optimizers with respect to some manifold, but many of them are not convex.
The graph of a semi-algebraic function is a finite union of sets, each defined by a finite list of polynomial inequalities.
If a sequence {τ k } converges to a limit μ with lim k→∞ |τ k+1 − μ|/|τ k − μ| = r, we say that the convergence of τ k is Q-linear with rate r . If a sequence {υ k } satisfies |υ k − μ| ≤ |τ k − μ| where {τ k } converges to μ with Q-linear rate r , then we say that the convergence of υ k is R-linear with rate r .
The norm function, with an exact line search
Suppose that the line search in Algorithm 2.1 is exact: t k minimizes the function t → f (x k + t p k ). For many nonsmooth functions, the consequence may be that f is not differentiable at x k+1 , in which case Algorithm 2.1 breaks down (in theory). The standard approach to nonsmooth optimization allows for the use of a subgradient instead of the gradient at such a point, possibly leading to a null step (t k = 0), but if Algorithm 2.1 is generalized in this way, then using an exact line search it may fail on simple examples [30] .
However, such concerns do not apply to the Euclidean norm function f = · , which has only one point where f is not differentiable: the minimizer. We therefore focus our analysis in this section on the norm function.
We first note a well-known property of quasi-Newton methods with an exact line search.
Proposition 3.1 If the function t → f (x k + t p k ) has a local minimizer at t k and the function f is differentiable at x k+1 , then p
Proof The updated matrix H k+1 satisfies the secant condition
as required.
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The analysis in the next subsection is limited to two variables, but we will make some experimental observations for n > 2 in Sect. 3.2.
The case n = 2
We use the previous result to develop a recursive relationship for the angle defined by the vector x k , and prove the following result. The quasi-Newton algorithm terminates only if it generates an iterate x k = 0, which can happen only if H k−1 is a multiple of the identity, since ∇ f (x) = x −1 x. 
We seek to express θ k+1 in terms of θ k . Without loss of generality we can suppose
since the line search is exact. By Lemma 3.1, the search direction p k+1 is orthogonal to the vector
Let ψ denote the magnitude of the angle between y k and −x k+1 . Then
Now elementary calculus shows that the mapping s → 2 , ] T , and since it must be a descent direction at x k+1 , the sign must be negative. It follows that the next iterate x k+2 results from another counterclockwise rotation of approximately π 3 from x k+1 , so the orientation of rotation is indeed eventually consistent.
A more detailed analysis for BFGS [30] shows that the step t k satisfies
Furthermore, the inverse Hessian approximation H k satisfies
In fact, it is easy to check directly that the following holds: 
Experiments with n > 2
We do not know how to extend the analysis of the previous subsection to n > 2. However, numerical experiments implementing the BFGS iteration, or equivalently any method in the Broyden class (see Sect. 3.3), using the easily computed minimizing step t k , indicate that similar results surely hold for n > 2. In Fig. 1 , the left panel shows the evolution of f k = x k for typical runs for n = 2, 4, 8 and 16, with both x and H initialized randomly. The right panel displays estimated Q-linear convergence rates for the sequence { f k } for varying n. Each asterisk plots the mean of 10 observed convergence rates, each computed by a least squares fit to a different randomly initialized sequence. Since the convergence rates are close to 1 for large n, we plot − log 2 (1 − r ) against log 2 (n), where r is the average estimated convergence rate. The observed rates grow consistently with n, somewhat faster than 1 − 1/ √ 2n. Furthermore, the rate of convergence is apparently independent of H 0 unless the method terminates at the origin. Dixon's theorem [13] , that all methods in the Broyden family generate the same sequence of iterates {x k } when an exact line search is used, applies to the Euclidean norm function without modification. Thus, the convergence rates in Theorem 3.2 and Fig. 1 apply to the whole Broyden family. However, the steps t k (and the matrices H k ) do depend on the Broyden parameter φ.
Numerical experiments on f = · show that the minimizing steps t k converge for all φ ∈ [0, 1], and Fig. 2 shows their limiting values as a function of φ. The left panel shows results for n = 2 and the right panel for n = 16. Each circle shows the experimentally determined limiting steps, averaged over 10 randomly initialized runs. Experiments were carried out for φ ranging from −0.5 to 1.5. When φ < 0, the updated matrix H k may not be positive definite, and hence t k may be negative; nonetheless, as long as H k is never singular, the steps converge to a positive value. For values of φ that are sufficiently large, the steps diverge.
The solid curve plots the function 1/(2 − n(φ − 1)), which approximates the limiting step well for n = 2 and seems to be a reasonably good upper bound when n > 2. This implies, in the case φ = 0 (BFGS), that 1/(2 + n) is an upper bound on the limiting step. For the case φ = 1 (DFP), the upper bound is 1 2 . The results might suggest that DFP is more favorable for use with an inexact line search as fewer function evaluations would be needed, at least on this example. However, this conclusion overlooks the fact that the limiting step diverges when φ is not much greater than 1, specifically somewhat more than the pole in the upper bound formula, φ = 1 + 2/n. This indicates a possible instability for DFP, which is perhaps not surprising, given its well known relatively poor performance, with respect to BFGS, for smooth functions [39] . 
An inexact line search for nonsmooth functions
We consider here an inexact line search for nonsmooth optimization very close to one suggested by Lemaréchal [26] , and similar to analogous methods of Wolfe [51] (for the convex case) and Mifflin [37] . This line search imposes an Armijo condition on reduction of the function value and a Wolfe condition requiring an algebraic increase in the directional derivative along the line. Our algorithm differs from previous ones in one key respect: how the "oracle" that computes the function and gradient at a given point handles the nondifferentiable case.
Letx be an iterate of an optimization algorithm andp be a search direction. It is convenient to define the line search objective h : R + → R by
The standard approach to line searches for nonsmooth optimization requires that when f is nondifferentiable atx +tp for a givent, the oracle computes a subgradientḡ of f atx +tp instead of the gradient, resulting in the subgradientḡ Tp of h att instead of h (t). In contrast, we assume that the oracle determines whether or not h is differentiable att, and if so, it returns h (t). This allows us to focus in this section entirely on the properties of the univariate function h without being concerned about the properties of the underlying function f .
We seek a method for selecting a step under the following assumption. If f is differentiable atx, then the quantity s is ∇ f (x) Tp , but we do not need to assume this for the results that follow. 
Since the condition A(α) holds,
so the condition A(t * ) holds. Since the condition A(β) fails, t * = β, so in fact t * < β. By the definition of t * , for all small δ > 0, condition W must hold on a subset of the interval [t * , t * + δ] of positive measure. But by continuity, the condition A holds throughout this interval for small δ, giving a contradiction. In fact, for the purposes of the above result, the "lim sup" in Assumption 4.1 could be replaced by "lim inf".
Definition of the inexact line search
We now define the line search.
Algorithm 4.6 (line search)
Each execution of the repeat loop involves trying one new choice of the step t, calling the oracle to evaluate h(t) and, when it exists, its derivative h (t). We call such an execution a trial. Next, notice that eventually the lower bound α is positive. Otherwise, α is always zero, and after the upper bound β becomes finite the trial step t keeps halving and the condition A(t) keeps failing, contradicting the "lim sup" condition in Assumption 4.1. Notice also that after any update to the lower bound α, the condition A(α) must hold.
Let us denote by [α k , β k ] the sequence of intervals generated by the iteration. Once α k > 0 and β k < ∞, the intervals are positive, finite, and halve in length at each iteration, and the sequences {α k } and {β k } are monotonic increasing and decreasing respectively. Hence there must exist a pointt > 0 such that α k ↑t and β k ↓t. Furthermore, we know that the condition A(α k ) holds and the condition A(β k ) fails.
We deduce several consequences. First, by the continuity of the function h at the pointt, we must have h(t) = c 1 st, so the condition A(t) fails. On the other hand, the condition A(α k
On the other hand, h is continuous, so by the Mean Value Theorem there exists a point
Since γ k converges tot from the left, this contradicts inequality (4.10).
The convergence result above is not restricted to Lipschitz functions. In particular, assumption (4.8) holds for any semi-algebraic function h. In contrast with our result, [26] restricts attention to locally Lipschitz functions with a "semismoothness" property. As we now sketch, a very similar argument to the proof above covers that case too.
Suppose the function h is weakly lower semismooth at every pointt > 0: in other words, it is locally Lipschitz aroundt and satisfies lim inf
for d = ±1 and any sequence of subgradients {g k } of h att + τ k d where τ k ↓ 0. In the language of [37] , this is equivalent to the function −h being "weakly upper semismooth". Suppose in addition that h is differentiable at every trial step. We then claim that the line search terminates.
To see this, assume as in the proof that the iteration does not terminate, so we obtain a sequence of positive numbers {α k } increasing to a pointt > 0 such that h(t) = c 1 st, the condition A(α k ) holds, the condition W (α k ) fails, and h is differentiable at α k , for each k = 1, 2, 3, . . .. We deduce the inequalities lim inf
which contradicts the definition of weak lower semismoothness.
Complexity of the line search on a convex function
Unlike the method of [26] , due to our different treatment of points where h is not differentiable, our line search method may fail to terminate on some pathological functions, even assuming convexity. For example, consider the function h : R + → R defined by h(t) = t 2 − t for any number t of the form
− j , and for t equal to 0 or 2 3 or larger than 1. On the closed intervals between neighboring points of this form, define h by linear interpolation. Then h is convex (although not semi-algebraic), and has a piecewise linear graph with corners (η k , h(η k )) accumulating at the point ( (c 1 , 1) , the sequence of trial points is then the sequence of partial sums {η k } given above. The condition A(η k ) fails for even integers k and holds for odd k, and condition W (η k ) always fails due to nondifferentiability. Hence the line search does not terminate.
However, in the convex case we can bound the number of function trials that are needed to generate a point inside an interval in which almost every point satisfies the Armijo and Wolfe conditions. 
123
Then after a number of trials between
(interpreted in the natural way when a = +∞), the line search tries a step in I .
Proof By convexity, it is easy to see that the interval of interest is given by
The line search starts by doubling the search direction until the trial satisfies t > b. Assuming this step does not lie in the interval I , the condition A(t) must fail, so the interval [α, β] used by the line search to bracket an Armijo-Wolfe step is [0, t]. After this doubling phase, the method moves to a bisection phase, repeatedly trying a point t equal to the midpoint of the current bracketing interval. As long as this point lies outside I , the trial t replaces either the left or right endpoint of the bracket, depending on whether
It is easy to see that the number of doublings is d, so the number of trials needed in this phase is d + 1. After this phase, the bracketing interval has length 2 d . In fact, if the method continues, the interval I must be contained within the bracket
and has length a. To find a point in I , the bisection phase repeatedly halves the length of the current bracket. Notice 2 d−1 is a previous trial point. Hence we need at most
further trials before trying a point in I . The result follows.
In the above result, consider the special case where b is large but a = 1, so the interval I is (b, b + 1).
Then the line search will perform a large number, 2 d ] , the expected number of trials until we try a point in I is then
Thus the expected number of trials in the bisection phase is roughly log 2 b, so the expected total number of trials is about 2 log 2 b.
The norm function, with the inexact line search
We now consider the behavior of quasi-Newton methods using the line search of Algorithm 4.6 to minimize the Euclidean norm function · . Our analysis in the next subsection is limited to the most trivial case: n = 1, but we discuss experimental results for n > 1 in Sect. 5.2.
The absolute value
When n = 1, the matrix H k+1 is completely defined by the secant equation, so we use the terminology "secant method" instead of quasi-Newton method. Since f (x) = |x|, the line search objective is defined by
and Assumption 4.1 is satisfied with
Setting the Armijo parameter c 1 to zero simplifies our analysis (we discuss the implications of this choice further below). Since the only point where h is nonsmooth is the minimizer, it also simplifies our analysis to replace the check for differentiability in the Wolfe condition (4.3) by a termination condition. The inequality in (4.3) reduces to t > −x k / p k for all c 2 ∈ (0, 1), so the line search conditions become
with the secant method to be terminated if the line search returns t k = −x k / p k . For the analysis that follows, when we refer to the inexact line search we mean Algorithm 4.6 with the Armijo and Wolfe conditions redefined as above.
The behavior of the secant method is fundamentally different from that of the steepest descent (gradient) method even on this simple example. In both cases, the iterates converge to zero, but, as we show below, the complexity of the secant method, measured in terms of the total number of function trials, is essentially that of a bisection method. In contrast, using the steepest descent method, the search direction is always p k = ±1, so the closer the iterate x k is to zero, the more bisections are required to satisfy the Armijo condition in a single line search.
Clearly properties A and W guarantee |x k+1 | < |x k | and x k x k+1 < 0, providing x k = 0 = x k+1 . The inverse Hessian approximation H k+1 is defined by the secant equation H k+1 = |x k+1 − x k |/2 and hence the search direction for the next line search is
Thus, the iterates alternate signs, and the search direction has size half the distance to the previous iterate. This search direction leads to the immediate satisfaction of the Wolfe condition, but one or more bisections may be required until one is found satisfying the Armijo condition (they all satisfy the Wolfe condition). Now assume for convenience that H 0 = 1 and x 0 ∈ ( 1 2 , 1) so that x 1 = x 0 − 1 satisfies both conditions. It is straightforward to check that, with this initialization, the secant method using the inexact line search algorithm on the absolute value function | · | is equivalent to the following algorithm:
The points {x k } are those where the Armijo condition is satisfied: these are a subsequence of all trial points {z j }. Furthermore, it is easy to check that the interval lengths w j = |x k − z j | computed inside the while loop are precisely 2 1− j , a sequence converging to zero with Q-linear rate 1 2 . Since x k and z j have opposite sign within the while loop, we have |z j | < w j , and it follows that the sequence of all function trial values |z j | converges to zero with R-linear rate 1 
.
A more detailed analysis [31] shows that the process just described is equivalent to computing an "alternating binary expansion" of the initial point x 0 . This is summarized in the following result. 
After one trial in the line search, we arrive at the point x 1 = −3/7. One more trial takes us to the point x 2 = 1/14. The next line search takes two trials before terminating at the point x 3 = −3/56. This pattern now repeats: the line search between
takes just one trial, but from x 2 j+1 to x 2 j+2 takes two trials. It is easy to confirm that this is exactly the behavior predicted by Theorem 5.2.
Thus, for any initial point x 0 ∈ ( 1 2 , 1), after a k trials the secant method guarantees an error less than 2 −a k , and hence the error is reduced to > 0 after about log 2 (1/ ) trials. By contrast, it is easy to check that steepest descent on f (x) = |x|, starting with x 0 = 2 3 , needs k(k + 1)/2 trials to reduce the error to 2 1−k /3: consequently, reducing the error to requires about (log 2 (1/ )) 2 /2 trials.
It is interesting to briefly consider a "tilted" variant of the absolute value function defined by
for a given parameter u > 0. When compared with the absolute value, a striking difference emerges: as we let u become large, the Armijo parameter c 1 becomes crucially important. Consider first the case where we apply the secant method with the inexact line search to f , with the Armijo parameter c 1 = 0 as above. Then, an informal analysis and supporting numerical experiments [31] suggest that if the method does not terminate at zero, it generates a sequence of function trial values converging to zero with R-linear rate r (u) satisfying log 2 r (u) ∼ − 1 log 2 u as u → +∞.
A very condensed explanation is as follows. Assume that x k > 0. Then, after of the order of log 2 u trials, the ratio x k+2 /x k may be close to 1 2 , giving a poor convergence rate.
However, restoring the Armijo parameter c 1 to a more standard strictly positive value avoids this slow asymptotic behavior for large u for the following simple reason. The Armijo condition requires
from which we deduce
Thus, for large u and fixed c 1 > 0, the ratio x k+2 /x k has an upper bound behaving like 1 u .
Experiments with n > 1
It would be interesting to extend the analysis of Sect. 5.1 to the norm function for n > 1, but this seems difficult. Numerical experiments indicate, however, that similar results hold. Figure 3 shows the behavior of BFGS with the inexact line search on f = · when n is varied. The left panel shows all function values computed by the algorithm, including trial values in the line search, for typical runs with n = 1, 2, 4 and 8. The sequences of function trial values appear to be R-linear: in terms of a semi-log plot such as this, the convergence of a sequence is R-linear with rater if log 10r is the infimum of the slopes of all lines that bound the points from above. However, our real interest is in the rate of convergence of those function values that are accepted by the line search, taking into account nonetheless the number of function evaluations required by the line search: this rate is r if log 10 r is the infimum of the slopes of all lines bounding the points corresponding to accepted function values from above. We see from the figure that, for these sequences, the ratesr and r are approximately equal. For this reason we estimate the convergence rate of the function trial values using a least squares fit to the pairs (ν k , f k ), where f k = x k is the function value at the end of the kth line search and ν k is the cumulative number of function trials up to that point. The right panel of Fig. 3 shows the estimated linear convergence rates r computed in this way, averaged over 10 runs, plotting − log 2 (1 − r ) against log 2 (n). The observed convergence rates are remarkably consistent and we see that r is approximately 1−1/(2n). It is interesting to compare this to the convergence rate with respect to the number of exact line searches for the same problem, which was observed from Fig. 1 to be somewhat greater than 1 − 1/ √ 2n. The discrepancy between these rates is due to the fact that the average number of function trials needed in an inexact line search grows with n, as can be seen in the left panel of Fig. 3 .
For more details on how the experiments were carried out, see the next section.
Practical experience
In this section we briefly discuss our practical experience with the BFGS method applied to nonsmooth problems.
Implementing the inexact line search
For structured functions and initial conditions, the line search might indeed encounter points where h is not differentiable, but in practice this is very unlikely as long as the algorithm is initialized randomly. In any case, in the presence of rounding error, for all but the simplest functions it makes little sense to attempt to check whether either f or h is differentiable at a point, and our line search implementation is based on the assumption that f and therefore also h is differentiable at every point where it is evaluated. For the same reason, while in principle traditional methods for nonsmooth optimization compute subgradients instead of gradients in the nondifferentiable case, in practice they almost always return gradients. Thus, despite the theoretical difference between our line search and more traditional ones, there is virtually no practical difference, and the result is that our line search behaves like the one in [26] in practice.
If the line search is unable to satisfy the Armijo and Wolfe conditions within a prescribed number of trials, or if the computed value h (0) = ∇ f (x k ) T p k is nonnegative, we say that Algorithm 2.1 breaks down (in practice). Although in principle such breakdown might occur because f is not differentiable at x k , in practice breakdown seems to simply be a consequence of the limitations of machine precision.
The results reported here use the value zero for the Armijo parameter c 1 , but they are essentially the same when c 1 is set to a small positive value. We used the value 1/2 for the Wolfe parameter c 2 .
An example: minimizing a product of eigenvalues
We have found that the BFGS algorithm with the inexact line search converges consistently to Clarke stationary points (usually, local minimizers) on many different kinds of examples [31] . Here we present results for one illustrative example: an entropy minimization problem arising in an environmental application [2] . Let S N denote the space of real symmetric N by N matrices. The function f to be minimized is
where E K (X ) denotes the product of the K largest eigenvalues of a matrix X in S N , A is a fixed matrix in S N , and • denotes the Hadamard (componentwise) matrix product, subject to the constraints that X is positive semidefinite and has diagonal entries equal to 1. If the requirement were to minimize the sum of the largest eigenvalues instead of the product, this would be equivalent to a semidefinite program, but the product of the largest K eigenvalues is not convex. This problem was one of the examples in [7] ; in the results reported there, the objective function was defined without the logarithm and we enforced the semidefinite constraint by an exact penalty function. Here, we impose the constraint by the substitution X = V V T , where V is square. The constraint on the diagonal of X then translates to a requirement that the rows of V have norm one, a constraint that can be removed from the problem by replacing each row v of V by v/ v . Thus, the problem is converted to the unconstrained minimization of a nonsmooth function f over R n with n = N 2 (the variable being x = vec(V ), the vector representation of the matrix V ). In principle, one might expect multiple local minimizers with different minimal values, but at least with the data we have been using, this rarely happens. 
wherex is a minimizer of f . To conclude that f is partly smooth with respect to M atx, and that the codimension of M is m(m + 1)/2 − 1, where m = |I (A • vec(x)vec(x) T )|, requires a transversality condition [28] ; let us assume that this holds. For the results reported below, A is set to the leading N × N submatrix of a 63 × 63 covariance matrix [2] , scaled so that the largest entry is 1, with N = 20 (n = 400) and K = 10. Figure 4 shows results obtained by running BFGS with the inexact line search 10 different times, each with both x and H initialized randomly, and with each run terminated when the algorithm breaks down (in practice). All 10 runs generated the same final value of f to about 14 digits (−4.3793775559927), with the function trial values converging R-linearly at a consistent rate. Repeated experiments with other problem variants and other nonsmooth optimization methods indicate that this value is, almost certainly, a locally minimal value, although all we can conclude from an a posteriori analysis (see the stopping criterion in the next section) is that the final value of x is approximately Clarke stationary. At the top left of Fig. 4 , the values of f after each line search are plotted, shifted by f opt , an estimate of the optimal value defined to be the best value found in these 10 runs; the apparent superlinear convergence of f to the optimal value in one run is an artifact of this choice. At the top right, we see the eigenvalues of A • X as a function of the iteration count. Observe that after just a few iterations, λ 6 (A • X ), . . . , λ 14 (A • X ) have coalesced together to plotting accuracy (λ 15 , λ 16 and λ 17 are slightly smaller). This computed multiplicity-9 eigenvalue suggests that the manifold M(x) has codimension 9(10)/2 − 1 = 44; if so, this is the dimension of the V-space atx. Indeed, this is confirmed by the bottom left plot: exactly 44 eigenvalues of the inverse Hessian approximation matrix H k converge to zero! Furthermore, at the bottom right we see the function f − f opt plotted along lines through the computed minimizer x opt parallel to the eigenvectors corresponding to the jth smallest eigenvalue of the final computed H , for j = 10, 20, . . . , 60. We see that f is V-shaped in the first four of these directions and U-shaped in the last two, again consistent with our conclusion that the V-space has dimension 44. This is compelling evidence that BFGS automatically identifies the U and V-spaces at the local minimizer, without any a priori information about the manifold M.
Most important of all is the observation that, regardless of the initial conditions, BFGS generates sequences of function values that converge to Clarke stationary values and with final iterates x which are extremely close to points where f is not differentiable. Indeed, all 10 runs produce a final point x for which A • X has an eigenvalue with multiplicity 9 to about 14 digits (nearly the full precision of 16 digits carried by IEEE floating point arithmetic). Steepest descent generates sequences of function values for which the final iterates x are also very close to points where f is not differentiable, but neither the final function values, nor the multiplicity of the eigenvalues of the final A • X , agree from one run to another, indicating that, as mentioned in Sect. 1, steepest descent routinely generates sequences that converge to points at which f is not differentiable but which are not Clarke stationary.
For an example for which BFGS finds Clarke stationary points that are not necessarily local minimizers, see [17, 20] . It might be thought that a disadvantage of using a quasi-Newton method for nonsmooth optimization is that there is no obvious way to decide how to terminate the method: ill-conditioning of H k proves nothing and computing the eigenvalues or condition number of H k would add far too much computational overhead to the iteration. However, the following simple approach can be used to detect approximate Clarke stationarity. Let J be a positive integer and let τ x and τ d be two small positive tolerances, all specified by the user or given default values. Define j 0 = 1 and G 0 = {∇ f 0 } and, for k = 1, 2, . . . , define
By construction, G k is a set of j k ≤ J gradients evaluated at points near x k . The smallest vector in the convex hull of this set,
is obtained (as in bundle methods) by solving a convex quadratic program in j k variables, an inexpensive computation if j k is small and in any case one whose cost can be reduced by exploiting the information available from iteration k − 1. Algorithm 2.1 may then be terminated if d k ≤ τ d , as this inequality is an approximate Clarke stationarity condition when τ x and τ d are small. Note that if J = 1, the test reduces to ∇ f k ≤ τ d , the usual stopping condition in practice when f is smooth.
Suppose f is partly smooth at a Clarke stationary point to which the iteration converges. If J is larger than the dimension of the V-space at the minimizer, we typically find that the termination condition just described is satisfied eventually as long as τ x and τ d are not so small that breakdown (in practice) occurs first. Appropriate choices for J, τ x and τ d are problem dependent. For example, consider the eigenvalue product example of Sect. 6.2, with n = 400, for which we argued that the dimension of the V-space at the minimizer found by BFGS is 44. Using J = 50 and τ x = τ d = 10 −4 , BFGS typically terminates successfully in 600-1,000 iterations.
Software
Our Matlab package hanso (Hybrid Algorithm for Non-Smooth Optimization) is based on BFGS and freely available. 1 Version 2.0 of hanso uses the stopping criterion just described. If the algorithm breaks down (in practice) without satisfying the desired termination condition, the user has the option to continue the optimization using the gradient sampling method of [7] . The gradient sampling method is far more computationally intensive than BFGS, but it does enjoy convergence guarantees with probability one [7, 23] .
Our BFGS implementation in hanso has been used to solve a variety of practical nonsmooth problems, such as a condition geodesic problem [3] and shape optimization for spectral functions of Dirichlet-Laplacian operators [40] .
Together with D. Henrion, M. Millstone and S. Gumussoy, we have also developed a more specialized package hifoo (H-Infinity Fixed-Order Optimization) [5, 14] , also freely available. 2 Its purpose is to design low-order feedback controllers for linear dynamical systems. Hifoo sets up certain small-dimensional but challenging nonsmooth, nonconvex optimization problems and then solves them by calling hanso.
The effectiveness of hifoo in designing low-order controllers is benchmarked in [1, [14] [15] [16] . Recently published applications of hifoo include design of teleoperations for minimally invasive surgery [11] , design of an aircraft nose landing gear steering system [41] , design of an aircraft controller for improved gust alleviation and passenger comfort [50] , robust controller design for a proton exchange membrane fuel cell system [49] , design of power systems controllers [12] and design of winding systems for elastic web materials [21] .
A challenge
This paper raises far more questions than it answers. We hope that we have made a convincing case that quasi-Newton methods are practical and effective methods for nonsmooth optimization, and we have tried to give insight into why they work so well, but a general analysis seems to be difficult.
In our experience with functions with bounded sublevel sets, BFGS essentially always generates function values converging linearly to a Clarke stationary value, with exceptions only in cases that we attribute to the limits of machine precision. We speculate that, for some broad class of reasonably well-behaved functions, this behavior is almost sure. In framing our challenge, let us first rule out the worst kinds of pathology by considering objective functions whose graphs stratify into analytic manifolds. (A variety of dynamical systems associated with such functions are known to behave well.) To be concrete, we restrict our attention to the class of semi-algebraic functions. Now let us consider appropriately random initial data: the precise distributions are irrelevant, providing they are absolutely continuous with respect to Lebesgue measure. Again to be concrete, let us assume a normally distributed initial point and an initial positive definite inverse Hessian approximation sampled from a Wishart distribution. We now consider the BFGS method, in exact arithmetic, using the inexact line search with any fixed Armijo and Wolfe parameters satisfying 0 < c 1 < c 2 < 1. Theorem 4.7 guarantees that the line search must always terminate because of the semi-algebraic assumption, but it does not guarantee that f is differentiable at the new iterate x k+1 (only that its derivative along the previous direction p k exists). 
