The purpose of the work presented in this paper is to present a novel optimisation approach for path planning based on dynamic programming and to integrate it into a proposed navigation strategy. The proposed navigation strategy is a finite-state machine that integrates three navigation aspects. This strategy falls in the category of hybrid architectures. The two aspects other than path planning discussed in this paper are path tracking and obstacle avoidance. Other aspects and behaviours can easily be added. For path tracking, a fuzzy control technique is suggested. The fuzzy controller is used to drive the robot through a set of waypoints leading to the destination. The curvature velocity method is proposed for obstacle avoidance. The testing was conducted on a P3-AT all-terrain mobile robot equipped with encoders, a gyroscope and sonar sensors for localisation and environment perception. The test results validate the theoretical analysis.
Introduction
In many applications, a model of the environment in which the robot operates is often available. It would be quite advantageous to use this information to plan an optimal path even if some changes in the environment might occur in real time owing to the presence of some dynamic obstacles. In Pruski (1996, Chapter 3) , a few techniques used in modelling static environments are described. In a commonly used approach, the environment is sampled at regular intervals and projected on a two-dimensional space. The discrete samples are referred to as nodes, with each node linked to all adjacent nodes through links as in a graph. Each link is assigned a weight that would be calculated based on some optimisation criteria, such as the safety of the robot, the time needed to travel between two nodes and other criteria that are task-dependent.
A path-planning algorithm is used to determine an optimal path from the current (start) position of the robot to the desired destination position, also modelled as nodes. There are numerous optimisation algorithms that can be used for path planning. The most widely used is the A * search algorithm (Pruski, 1996) and some of its variants (hierarchical, differential, D * and parallel A * ). Other algorithms that can be used include the Dijkstra algorithm and numerous tree-searching techniques (Pruski, 1996) . In this paper, a new algorithm based on dynamic programming that is developed will be described. The creation and development of this algorithm is inspired from the work of Gifford and Murphy (1996) . The advantage of this approach is that an optimal path is guaranteed, and the optimal paths from all nodes (positions) in the environment towards the destination nodes are determined in the process, which is useful in the case of a multirobot system. Another advantage is the ability to use parallelism when implemented on a parallel processor without any compromise in the optimality of the solution.
In mobile robot navigation, a path-tracking controller is usually implemented at a low level of the control hierarchy. Its role is to execute a path planned by the higher-level path planner with the least possible error in position and with a minimal control effort. The high-level planner's function is planning a path either offline or online, depending on the environment changes. The pathfollowing problem is highly non-linear, and several approaches have been developed to solve the problem of path tracking through direct control of the robot's dynamics (Caracciolo et al., 1999; DeSantis et al., 2002; Koh and Cho, 1995; Xu and Yang, 2001; Zhang et al., 2001; Zhang et al., 2002) .
Irrespective of the performance of these approaches, they cannot be implemented if the robot dynamics is inaccessible. If no direct control on motor torques and traction forces is done, such techniques cannot be used. A controller at a higher level can be used to solve this problem. Motion is controlled using the kinematic model of the robot as the system. The control law has to respect the kinematic constraints. The variables calculated by the control law are the translational and rotational velocities, based on the position, orientation and the current values of the translational and rotational velocities.
In Xu and Yang (2001) , a controller is implemented using a biologically inspired shunting model integrated into a bang-bang controller. In another approach (Weiguo et al., 1999) , a controller is designed using a backstepping technique. A generalisation of the quadrature curve approach (Yoshizawa et al., 1996) has been implemented. The robot follows a quadratic curve to a reference point on a desired path. The reference pointis moved in time until the goal destination reached. A path-tracking algorithm that uses a scalar controller (Davidson and Bahl, 2001 ) based on static path geometry with position feedback has been implemented on three types of wheeled mobile robots, one of which is differentially steered.
Despite the interesting features of all these controllers, they are difficult to tune, in contrast to the flexibility that Fuzzy Logic Control (FLC) provides. FLC is an interesting tool to be applied to the problem of path tracking since the output varies smoothly as the input changes. In this paper, an approach that is developed and tested on the P3-AT mobile robot is suggested for use in the navigation strategy (Maalouf et al., 2005) . The rules are based on reasoning similar to that of a human driving his car on a road that is free of obstacles and other vehicles. If the road is straight, the driver can run at higher speeds. When faced with a curvature, he slows down to make a smooth turn.
A real-time approach is needed so that the robot can avoid obstacles in real time and reach the destination. Real-time obstacle avoidance techniques often drive the robot in non-optimal paths; however, it is necessary to compromise optimality for safety. In the curvature velocity method (Simmons, 1996) , an objective function in the curvature-velocity space is optimised in terms of speed of navigation, safety and goal seeking. This technique can be used if the environment is unknown and no reference trajectory is available, and can be used for exploration purposes as well. This method is suggested for implementation in the navigation strategy proposed in this paper.
According to Driankov and Saffiotti (2001) , navigation architectures that are used to control robot navigation can mainly be classified into two architectures: hierarchical and hybrid. In hierarchical architectures, exteroceptive sensors (sensors used to perceive the environment, such as cameras, sonar arrays, laser range finders, etc. in contrast to proprioceptive sensors used to perceive the robot state such as encoders, gyroscope, etc.) feed their output directly to the higher planning level, such as path planning. Planning in this case would be performed in real time, which would be very costly in terms of computation time.
In the case of a hybrid architecture, exteroceptive sensors feed their outputs to both the higher-level functions and to the lower-level execution layer. This would necessarily lead to the separation of the task into behaviours (actions) and the need to coordinate behaviours according to their priority. In this paper, the proposed navigation architecture can be classified as hybrid and is implemented in the form of a state machine depending on sonar perception as input.
The organisation of the rest of the paper is as follows. In Section 2, the kinematic model for a differentially steered mobile robot is briefly stated. The novel dynamic programming approach for path planning is fully explained and discussed in Section 3, and the fuzzy path-tracking controller is presented in Section 4. The proposed curvature velocity method and the proposed navigation strategy are presented in Sections 5 and 6, respectively. In Section 7, the simulation and experimental results for the path-planning algorithm and the path-tracking controller are presented and discussed.
Kinematic modelling
The modelling of the kinematics of differentially steered wheeled mobile robots in a two-dimensional (2D) plane can be done using either cartesian or polar coordinates. The modelling in cartesian coordinates is the most widely used and the discussion here will be limited to modelling in cartesian coordinates. The robot has four wheels and is differentially driven by skid steer motion.
The motors that drive the wheels at each side are geared internally to ensure that the velocity of the two adjacent wheels at each side are synchronised (having the same angular velocity) and thus have the same velocity at ground contact.
The posture of the robot in the 2D plane at any instant is defined by the position in cartesian coordinates and the heading with respect to a global frame of reference (Figure 1 ). The kinematic model is given as follows:
where x and y are the coordinates of the centre of the robot, θ the heading and is positive counter-clockwise, V and ω are the linear and angular velocities, respectively. The kinematic model is useful for path tracking and obstacle avoidance.
Dynamic programming
The environment is modelled using a graph structure consisting of nodes with weighted links. The nodes correspond to discrete positions in the environment that is itself sampled at regular intervals and fitted into a cost matrix. A node is usually linked to eight nodes that correspond to the eight positions around it. The links carry a weight that corresponds to the cost of travel between two positions. The cost of travel can be a function of the distance, slope, ruggedness, traversability or other factors. The cost of travel between two nodes needs not to be the same in the two directions as is the case in an outdoor three-dimensional (3D) terrain. Two adjacent nodes are thus connected by two links that correspond to travel in the two opposite directions. If the node corresponds to a position where there is an obstacle, the links that connect to other nodes are given a very high cost. There are several techniques to eliminate nodes with very high costs from the graph, as they will not be used in anyway. An approach to plan an optimal path from the node that corresponds to the current position of the robot to a certain accessible destination position that can be any node in the graph needs to be generic and not be limited to a certain geometric arrangement. We present a novel dynamic programming approach for planning an optimal path in the following sections. 
Classical dynamic programming
The notation that will be used here is the same as in Hillier and Lieberman (2005) . Given N+1 layers, including a layer for the final node, and node N is a node on the last layer before the final node. The decision variables x n (n = 1, 2, … , N) are the immediate destination on the nth layer. The total cost of the best solution of the remaining layers (n, n +1, … ,N) towards the goal node is given by f n (s, x n ). For an arbitrary node s on layer n +1 the optimal solution from s to the goal by taking a decision n x * that minimises f n (s, x n ) will be determined. The total cost is given by
and
where Csx n is the cost between s and n x and
the minimum future cost (layer n +1 through N +1). We start first at layer N and continue through layers N − 1, N − 2, … , 1. The optimal cost for the nodes of layer N is ( , ) ,
which is the cost of the single links between the nodes on layer N and the goal node. The classical dynamic programming approach proceeds to find the optimal paths for all the nodes of all the layers, including the node representing the actual state.
Dynamic programming: a novel approach
Once the cost matrix of the terrain nodes is available, and given the initial or current position and the final or desired position, a modified version of dynamic programming is used to find the optimal path that leads to the node that corresponds to the desired destination position. Given that the node that corresponds to the final destination is G, all nodes will be put in layers starting from node G as follows: the first layer contains nodes that have a direct link to node G, the second layer contains the nodes that can reach G through a minimum of two links, the third layer contains the nodes that can reach G through a minimum of three links and the kth layer contains the nodes that can be linked to G through a minimum of k links. Nodes belonging to the same layer can only have links to nodes on the same layer, to nodes in the layer that comes immediately preceding it and to nodes in the layer just after it. In other words, if the node that corresponds to the initial position of the robot belongs to layer I, and the optimal path to the node that corresponds to the desired goal position passes from the initial position then to another node on the same layer I, or goes through the higher layer I + 1 and back to I and towards the goal, then the classical dynamic programming approach cannot be used to find an optimal path that can go back and forth until it reaches the goal position. The proposed approach is a generalisation of the classical approach in that it makes it possible to have links between nodes belonging to the same layer, as well as links directed from an inferior to a superior layer, in addition to the links that go from inferior to superior layers.
The cost between adjacent nodes can be dependent on the direction of the link. That is, given two adjacent nodes i and j, the cost ij C to go from node i to node j can in general be different from ij C from j to i. This flexibility is useful in the case of 3D terrain navigation. The cost to go up a slope is always different from the cost of descending it. The approach that is used to find a globally optimal solution starts by applying classical dynamic programming on the links allowable by this approach, that is, from superior layers towards inferior layers only and to the goal position finally. Then, links between nodes belonging to the same layer are tested to determine if a more optimal solution can be found. At the end of the process, links towards the superior layer are tested to determine if an even more optimal solution can be found. This process is repeated ( 1) N M + × times, where N is the number of layers and M is the number of nodes belonging to the layer that contains the maximum number of nodes.
The vector link in Figure 2 represents only links going from nodes on layer i to layer j in one direction from i to j. Nodes on a certain layer can be either connected to other nodes in the same layer, to nodes in the next higher layer or to nodes at an immediately inferior layer. So, the difference between i and j can only be 1, 0 or −1. To represent these links between nodes on the same layer, the nodes are duplicated and represented by a vector link from i to j. At layer 1, all the nodes are connected to the goal node, and these links are represented by a vector link from layer 1 to the goal node G. The layered solution graph can now be presented ( Figure 3 ). On top is the goal node with layer 1 directly below it and connected to it with a vector link. The links from the goal node to nodes of layer 1 will not be used, as the objective is only to reach the goal node. In the next step, layers 1 and 2 are inserted below layer 1 and also linked to layer 1. This should not cause any confusion. One can imagine layer 1 on level 2 as having different nodes from layer 1 on level 1 but having the same connections and costs. Then, at the Kth level, all the layers would be contained. Then, the levels K +1 to N contain all the layers in order with each layer having vector links with maximum three layers (layers 2 to K−1 and two vector links for layers 1 and K) at the level above it as in Figure 3 . More specifically, a certain layer k at level n is connected to its duplicate at layer n−1 and to layers k-1 and k +1 also at level n−1 if they exist. The layered solution graph contains all the possible solutions (paths) to reach the goal node from any other node. Classical dynamic programming can now be applied to those virtual layers stuffed in levels to find an optimal solution. Let the operation DP(i, j) denote the operation on all nodes of layer i of Equations (2) and (3) with layer j being the layer that contains the next destination nodes. The first operation would be DP(1, G) at level 1 to the goal node G. The next step would be DP(1, 1) from level 2 to level 1, followed by DP(2, 1) also on level 2, and so on and so forth until the whole graph has been analysed. The number of DP operations is equal to the number of vector links V on a layered solution graph and is given by
The optimal solution from a certain starting node to the goal node would be the minimum of the cost between all of its virtual duplicates at the levels 1 through N. If ij L is used to denote level i and layer j, and some node n belongs to layer j, then the cost C * of the optimal solution to go from n to G would be given by * 1, ... , min ( )
where i n is the duplicate of node n at level i. Putting all these layers in a layered solution graph is very costly in terms of memory space. Since the layers at the different levels are all duplicates, each node can be associated with a current optimal cost C + to reach G and a pointer p to the next node on the current optimal path towards G to follow, with DP(i, j) being executed in the same order as in the layered solution graph (Figure 4 ). After every DP(i, j) operation, only the costs need to be determined.
Implementation on parallel processors
Going back to the solution graph ( Figure 3 ) and supposing that DP operations have reached a certain level L i and the DP operations (DP(j, j−1), DP(j, j), DP(j, j+1)) are done on a certain layer j at L i . For these three DP operations on layer j corresponding to L i to be executed, all the DP operations for all levels
and for all layers between [max(1, ( )), L + can be executed independently of each other. These properties of dynamic programming make its implementation on parallel processors attractive.
Reduction of computation time
The number of operations V determined above is a worst-case scenario. If at a certain level L i higher than K no change in the optimal cost is detected for any of the nodes, then the optimal solutions for all the nodes will be determined and there would be no need for any further iteration. A change in the optimal solution in any of the nodes in iteration L i might affect the optimal solution for the other nodes in the graph. If no change is detected for any node, then the optimal solution is determined. This observation would greatly reduce the computation time and especially in the case of a 2D environment.
Fuzzy logic path tracking controller
In this section, a FLC for the path tracking of a wheeled mobile robot at the kinematic level (Maalouf et al., 2005) is briefly presented. Motion is controlled by the translational and rotational speeds. The speeds are varied depending on the variations in the path and posture of the robot. The heuristic rules of the FLC are based on an analogy with a human driver. This controller is suggested for use in the navigation strategy proposed at the end of this paper.
The control law is as follows:
where V and ω are the translational and rotational velocities of the robot, C is the Look Ahead Curvature (LAC) which is a feedforward input, dR is the distance from the actual position of the robot to the next desired position, d θ is the difference between the angles of the line joining the current position to the next desired position and the actual heading of the robot and V c is the current linear velocity (see Figure 5 ). The functions f1 and f2 are the control laws of a Sugeno-type fuzzy controller. C is obtained using another fuzzy logic module whose inputs are α1 and α2. In Figure 5 , the input parameters of the controller are illustrated for a certain posture of the robot. The trajectory is described by a set of discrete node positions N 1 to N final linked to each other starting from the initial position to the final desired position. The task of the robot is to pass at the proximity of these points in the required order in a continuous and smooth manner. A continuous trajectory can be discretised as needed. The behaviour of the controller is such that if the discrete points are close to each other, high precision but lower speeds will result. If less precision is needed, the discrete points are selected further apart and the robot will move at higher speeds. The current node i N is defined as the node whose position is nearest to the robot's current position. The next node respectively. If 1 α and 2 α are large, then the robot must speed down to be able to make a smooth turn. C is a parameter that is function of angles 1 α and 2 α used to indicate the steepness of the curvature. The path is represented by a linked list of nodes starting with the start node and ending with the destination node. A pointer to the current node N i points initially to the first node of the list. Whenever the robot gets nearer to the next node position 1 i N + , the pointer would point to it, and it becomes the new current node. Consequently, the robot always heads in the direction of the node next to the current node. The pointer to the current node can only change incrementally starting from the beginning of the list.
It might not be necessary that the robot passes exactly through the points on the trajectory, but at least pass at their proximity and arrive to the final destination. The closer the discrete points are to each other, the more precise the robot will be in executing the trajectory but at a lower speed. Figure 6 shows the schematic of the FLC. The first module determines the LAC value and the path tracker module determines the linear velocity and angular speed to be output to the robot. Both modules are Sugenotype fuzzy inference systems of order 0. The LAC uses the angles 1 α and 2 α to determine the value of C. The membership functions of each of the parameters are shown in Figure 7 . The membership functions of 1 α are Straight1, High1 and VeryHigh1 and those of 2 α are Straight2, High2 and VeryHigh2. The membership functions of C are singletons that take values between 0 and 5. The zero value indicates that there is no curvature meaning that 1 α and 2 α are small and the robot will follow a straight line at the current state. If the curvature is high, then the robot must speed down to make the sharp turn. The inference rules in Table 1 map the membership functions of the input parameters to the membership functions of the output. The membership functions (Figure 8 ) and the fuzzy inference rules of the control module were determined so as to obtain a high quality of control while respecting the robot's kinematic constraints. The input-output surface for the translational velocity output (Figure 9 ) was obtained using the Matlab software. This approach has the advantage that it is robust and calculation efficient. If the trajectory were changed in real time, there would be no need to generate a continuous trajectory. The trajectory planned by the iterative dynamic programming technique presented above is fed to the controller as a set of discrete waypoints. The controller drives the robot in proximity of these waypoints. Furthermore, this approach can be adapted for navigation on a rugged terrain in an outdoor environment.
Obstacle avoidance
The Curvature Velocity Method (CVM) for obstacle avoidance (Simmons, 1996) is an efficient technique for real-time obstacle avoidance in an indoor environment. This technique is based on optimising an objective function that is dependent on three variables: the heading towards the destination position, distance to an obstacle along a curvature and speed of the robot. Each curvature corresponds to pairs of translational and rotational velocities that constitute a constant ratio that is actually the radius of rotation in the global reference plane. The calculations are done in the curvature velocity plane for each pair of translational and rotational speed at the edges of each curvature interval. The curvature intervals are calculated for each obstacle detected by range sensors fitted on the robot. The objective function can be calculated for each curvature interval using the following formula: 
where a 1 , a 2 , and a 3 are weighting factors and are chosen such that their sum is 1. The first term is a function that favours translational speed (tv). The second term favours travelling farther from obstacles. The distance D L that is a function of d c (Figure 10 ) is assumed constant for each curvature interval. The last term favours travelling towards the goal position, given that g θ is the difference angle between the current heading of the robot and the line that joins the robot to the destination position. T c is a time constant that estimates the change in the heading of the robot by applying a rotational speed (rv) for T c sec. An advantage of the CVM is that it takes into consideration that the robot moves along curves. This method also has the merit that it can be used to explore an unknown environment and reach a desired destination. 
Navigation strategy
In this section, a navigation strategy is proposed for future implementation in real time. The purpose of the navigation strategy is to coordinate and integrate the behaviours to execute a desired task. For this end, the navigation controller constantly monitors the environment and the robot posture and activates the action that best leads to the execution of the desired task. At first, if the environment is known then the dynamic programming algorithm is used to find an optimal trajectory. If not, the robot must be capable of finding its way to the goal position while avoiding obstacles and creating a model of the environment to be used later on. The sonar signals (exteroceptive sensors) will continuously be read and used to update the model of the environment in the area in the proximity of the robot. The position and velocities (proprioceptive sensors) are also continuously checked. If the robot is in navigation mode, the information coming from the proprioceptive and exteroceptive sensors is used to switch command to the appropriate mode of action. The four states of the finitestate machine are used to represent four modes of action. In the stop mode, the robot is stationary (both translational and rotational velocities are set to 0). The command switches to the path-planning mode only after being at the stop mode, since it might take a few seconds to plan a new trajectory. The dynamic programming algorithm is to be used for the path-planning mode. In the path-tracking mode, the robot tracks the trajectory planned. When the robot switches to the obstacle avoidance mode, the curvature velocity method is activated. This method integrates both the seek goal and avoid obstacle behaviours. The model of the environment is represented by the cost matrix, and will be updated based on sonar readings and robot position and posture with respect to the environment. The robot at the beginning is usually in the stop mode waiting for commands. When the user specifies a destination, the application program checks if a model of the environment is available and then the position of the robot with respect to the model is known. If both conditions are satisfied, command switches to the pathplanning mode. The optimal path is determined, command switches to the path-tracking mode and remains so until an obstacle lying on one of the next three waypoints on the path is detected or the destination is reached.
If an obstacle is detected, the command switches to the obstacle avoidance mode, and the intermediate goal would be set to the waypoint where no obstacle is present. When the intermediate goal position is reached and no obstacle stands in the way, the command is switched back to trajectory tracking mode. Throughout the navigation, process, multiple switching can occur between trajectorytracking mode and obstacle avoidance.
The application program keeps track of the trajectory and constantly checks if the robot passes through the same region twice and to check if the robot is stuck in a local minimum. In such cases, the robot would be put in the stop mode, and then in trajectory-planning mode to plan a new optimal path and then switches to trajectory-tracking mode. This process will continue until the robot reaches the goal position. If the goal position is unattainable, the robot is put in stop mode and waits for user commands.
The state machine in Figure 11 summarises the navigation strategy. The implementation of the navigation strategy as a state machine simplifies the navigation procedure and is very efficient and practical.
If no model of the environment is available at the beginning and the robot is initially in the stop mode, the control switches to the obstacle avoidance mode. As the robot starts navigating, a model of the environment would be established.
The application program constantly keeps checking for a local minimum, and in case one is detected, control switches to the stop mode and a trajectory is planned using the partially available model of the environment. All the regions that are not yet modelled will be assumed obstacle free. The robot would then switch to the trajectory-tracking mode and the process continues. 
Experimental results
In this section, some test cases for the dynamicprogramming algorithm are presented. Some of the realtime performance results of the fuzzy path-tracking controller implemented on the P3-AT robot are also presented.
The dynamic-programming algorithm has been tested on numerous cases which were compared to the solutions obtained using the A * algorithm. The solutions were exactly identical and the graphic results presented here were obtained, using both techniques. In Figure 12 , the workspace is a 2D environment where obstacles are represented by grey cases and free space by the white cases. The cases are essentially the nodes of the graph. It was assumed that the cost of displacement in free space from one case to another adjacent case horizontally or vertically is 1 and that the cost of moving in diagonals is 1.41. It is important to note that displacement is limited to eight directions: it can be either horizontal, vertical or along diagonals at slopes of 45°. This implies that displacement is valid only between adjacent cases. The cost is thus proportional to the distance travelled. The start position and the desired destination are represented by a 'x'. The optimal path is obtained in all three cases. In the third case, the dynamic-programming technique is used to find the solution to a labyrinth. The graphical results displayed in this section demonstrate the effectiveness of the dynamic programming algorithm in finding an optimal solution to a graph.
The performance of the fuzzy controller in real-time tests seems outstanding given by the fact that the tests were conducted using rugged terrain wheels, which would render motion sluggish in the indoor environment where the tests were conducted. As mentioned previously, the P3-AT robot ( Figure 13 ) is used to conduct the experiments in real time. In Figures 14-16 , the performance is shown for three different trajectories. The robot in these experiments is initially positioned at the origin with a zero heading. The robustness to a lateral discontinuity is validated by the response to the unit step reference trajectory. The robustness to a discontinuity in heading is validated by the response to a ramp at 135°. 
Conclusion
The iterative dynamic programming algorithm for path planning is a sound contribution in the field of algorithm optimisation. It has some interesting advantages over the widely used A * search algorithm. The dynamic programming algorithm determines the optimal solutions for all the nodes of the graph towards the goal node, which is advantageous in a multirobot environment. This is also advantageous if the robot deviates from its original path due to a real-time dynamic obstacle, as there would be no need to plan a new optimal path from the current position in real time. The dynamic programming algorithm can also be executed on several computational resources in parallel and is generic. Its main disadvantage remains in the computation time.
Several architectures have been developed in the literature to coordinate all aspects and behaviours of navigation systems. In this work, a state machine with four modes comparable to the hybrid architecture has been proposed to control the robot. The robot would be fully autonomous, and the navigation strategy can easily be modified to execute other behaviours and tasks. A higher-level fuzzy path-tracking controller and the curvature velocity methods are suggested to be used for path tracking and real-time obstacle avoidance along with the iterative dynamic programming algorithm for path planning.
For future work, the proposed navigation would be tested as a whole, and a more exhaustive study would be done to assess the execution of the dynamic programming algorithm on parallel computational resources.
