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Abstract
The structure of a certain subgroup St of the automorphism group
of a partially commutative group (RAAG) G is described in detail:
namely the subgroup generated by inversions and elementary transvec-
tions. We define admissible subsets of the generators of G, and show
that St is the subgroup of automorphisms which fix all subgroups 〈Y 〉
of G, for all admissible subsets Y . A decomposition of St as an iter-
ated tower of semi-direct products in given and the structure of the
factors of this decomposition described. The construction allows a
presentation of St to be computed, from the commutation graph of G.
1 Introduction
A partially commutative group (also known as a right-angled Artin group)
is a group given by a finite presentation 〈X|R〉, where R is a subset of
{[x, y] | x, y ∈ X, x 6= y}. (Our convention is that [x, y] = x−1y−1xy.) The
commutation graph of a partially commutative group is the simple graph Γ
with vertices X and an edge joining x to y if and only if [x, y] ∈ R. (A sim-
ple graph is one without multiple edges or self-incident vertices.) A simple
graph Γ uniquely determines a presentation 〈X|R〉 of a partially commuta-
tive group with commutation graph Γ, which we denote GΓ, and if Γ and Γ′
are simple graphs such that GΓ ∼= GΓ′ then Γ and Γ′ are isomorphic graphs
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[4]. The study of isomorphisms between partially commutative groups there-
fore reduces to the study of automorphisms of groups GΓ. For background
information on automorphisms of partially commutative groups we refer to
[2], [3], [6] and the references therein. In particular, the automorphism group
Aut(GΓ) of GΓ was shown to have a finite generating set by Laurence, build-
ing on work of Servatius [7, 9]; a finite presentation for these groups was
found by Day [3]; and geometric models of the Outer automorphism group of
ΓΓ were constructed in [2]. Here we consider the decomposition of Aut(GΓ)
into subgroups corresponding to particular types of the generators found by
Laurence and Servatius.
Laurence and Servatius identified four types of elementary automorphism
which together generate Aut(GΓ). These are
• automorphisms which permute the elements of X , called graph auto-
morphisms,
• automorphisms which map an element x ∈ X to x−1 and fix all other
elements of X , called inversions,
• elementary transvections which map an element x ∈ X±1 to xy±1, for
some element y ∈ X and fix all elements of X\{x}, and
• vertex conjugating automorphisms which, for some element x ∈ X±1
and some subset C ⊆ X , map c to cx and fix all elements of X\C.
Conditions on elements and subsets of X under which elementary transvec-
tions and vertex conjugating automorphisms exist are discussed in Sec-
tion 2 below. The subgroup Aut∗(GΓ) generated by inversions, elementary
transvections and elementary vertex conjugating automorphisms has finite
index; and Aut(GΓ) = Aut(ΓC) ⋉ Aut
∗(GΓ), where Aut(ΓC) is a subgroup
of the group of automorphisms of GΓ which permute X±1 (see Section 2.1
below for more detail).
Generalising the notion of vertex conjugating automorphism: an auto-
morphism φ ∈ Aut(G) is called a conjugating automorphism if there exists
gx ∈ G such that xφ = xgx , for all x ∈ X . The subgroup of Aut(G) con-
sisting of all conjugating automorphisms is denoted Conj(G). Laurence [7]
proved that Conj(G) is the group generated by the vertex conjugating au-
tomorphisms and later Toinet [10] constructed a finite presentation for this
group (with generators the vertex conjugating automorphisms). Here we give
a description of the structure of the subgroup generated by inversions and el-
ementary transvections. We use the methods of [6], where a characterisation
of Aut∗(GΓ) was given, in terms of stabilisers; which we shall now describe.
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For x ∈ X , the link, lk(x), of x is the set of all vertices joined to x by
an edge of Γ. The star, st(x), of x is lk(x) ∪ {x}. We define an equivalence
relation ∼ on X by x ∼ y if and only if either st(x) = st(y) or lk(x) = lk(y);
and denote by [x] the ∼ equivalence class of x. (See Section 2 for more
detail.) The admissible set, a(x) of x is
a(x) = ∩y∈lk(x) st(y),
and we define
K = {a(x) | x ∈ X},
the set of all admissible sets. (See Example 3.1 below.)
For any subset Y of X we denote by G(Y ) the subgroup of G generated
by Y . In [6] we defined
St(K) = {φ ∈ Aut(G)|G(Y )φ = G(Y ), for all Y ∈ K}
and
Stconj(K) = {φ ∈ Aut(G)|G(Y )φ = G(Y )fY , for some fY ∈ G, for all Y ∈ K},
and proved that Aut∗(GΓ) = St
conj(K). As inversions and elementary
transvections all belong to St(K), it follows that Aut∗(G) is generated by
St(K) and Conj(GΓ). However, in general these two subgroups intersect
non-trivially and it is not the case that Aut∗(GΓ) = St(K) · Conj(GΓ). Nec-
essary and sufficient conditions on the graph Γ under which the latter holds
are given in [6].
In this paper we give a decomposition of St(K) as chain of semi-direct
products, of subgroups whose structure we can, to a significant extent, un-
derstand. To this end, the height h(x) of an element x ∈ X is defined to
be the largest integer i such that there exists a strictly descending chain
a(xi) > a(xi−1) > · · · > a(x0), where xi = x. The K-height of hK(G) of G
is the maximum of the heights of elements of X . Let hK = hK(G) and for
0 ≤ k ≤ hK, let the level k vertex set of X be
v(k) = {y ∈ X|h(y) = k}.
(See Example 3.1.) We define
Stvk(K) = {φ ∈ St(K)|yφ = y, for all y ∈ X\v(k)}
and
Stvx(K) = {φ ∈ St(K)|yφ = y, for all y ∈ X\[x]}.
Our main results are the following, where we write Stvk and St
v
x for St
v
k(K)
and Stvx(K), respectively.
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Theorem 1.1. Let C be a transversal for ∼ and let C(k) = v(k) ∩ C. Then
(i) St(K) = (· · · (Stv0 ⋉ St
v
1)⋉ · · ·⋉ St
v
hK−1
)⋉ StvhK and
(ii) Stvk =
∏
y∈C(k) St
v
y, for k = 0, . . . , hK.
(See Example 3.5.) This leaves the structure of Stvx to be determined.
There are two cases to consider, which depend on the size of a further set,
the closure of an element x of X , defined as
cl(x) = ∩y∈st(x) st(y).
(See Section 2 for details.) As cl(x) = a(x) ∩ st(x) we always have cl(x) ⊆
a(x). If cl(x) = a(x), then G([x]) is a free Abelian group and consequently
Stvx has the following form, where, for positive integers a, b, we denote the
group of a× b integer matrices under addition by M(a, b).
Theorem 1.2 (cf. Theorem 4.1). Let x ∈ X such that a(x) = cl(x). Assume
and that |a(x)| = r and |[x]| = s. Then s ≤ r and
Stvx(K)
∼= GL(s,Z)⋉θ M(s, r − s),
where, for A ∈ GL(s,Z) and B ∈ M(s, r − s), the automorphism Aθ maps
B to A−1B ∈M(s, r − s).
On the other hand, if cl(x) is a proper subset of a(x) then G([x]) is a free
group. In this case we define aout(x) = a(x)\ cl(x) and we have the following
decomposition of Stvx.
Theorem 1.3 (cf. Theorem 4.3). Let x ∈ X such that a(x) 6= cl(x). Assume
and that | cl(x)| = q and |[x]| = p. Then p ≤ q and Stvx has subgroups St
v
x,l
and Stvx,s such that
Stvx = St
v
x,l⋉ St
v
x,s,
Stvx,l = {φ ∈ St
v
x | yφ ∈ G([x] ∪ aout(x)), ∀y ∈ [x]}
and
Stvx,s
∼=M(p, q − p).
Although we do not have a structural decomposition we give a finite
presentation of Stvx,l in Theorem 4.6. Combining these theorems allows us to
find generators of St(K), giving our final result.
Corollary 1.4. The subgroup of Aut(GΓ) generated by the set of all inver-
sions and elementary transvections is precisely St(K). Moreover, St(K) has
a finite presentation with these generators.
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Indeed, such a finite presentation of St(K) may be explicitly constructed
from the decomposition appearing in the theorems above. (See Examples
3.5, 4.2, 4.4 and 4.7.)
In Section 2 we cover the necessary background on partially commuta-
tive groups, admissible sets and closure, and generators of the automorphism
group of GΓ. Section 3 contains the proof of Theorem 1.1. Section 4 is con-
cerned with Stvx. In Section 4.1 a more detailed version of Theorem 1.2 is
stated and proved, namely, Theorem 1.2. In Section 4.2 we prove Theorem
4.3, which is a more detailed version of Theorem 1.3 and then define genera-
tors and relations for Stvx,l. The remainder of the paper consists of the proof
of Theorem 4.6. For this we use peak reduction, constructing a modification
of the process of [3] to work within the given generating set of Stvx,l.
2 Preliminaries
Throughout this article, let G = GΓ be the partially commutative group with
commutation graph Γ and presentation 〈X|R〉, as above. For Y ⊂ X the
subgroup G(Y ) of G generated by Y is also a partially commutative group
with commutation graph equal to the full subgraph of Γ induced by Y [1].
For w ∈ G denote by Supp(w) the minimal subset Y of X such that
w ∈ G(Y ). The length |w| of an element w of G is the minimum of the
lengths of words in F (X) representing w ∈ G. If u is a word of F (X) of
F (X)-length equal to the length |u| of u in G, then we say u is a minimal
word. If u and v are minimal words such that |uv| = |u| + |v|, we write
uv = u ◦ v.
We extend definitions of star and link from single elements ofX to subsets
ofX : for Y ⊂ X define the star of Y to be st(Y ) = ∩x∈Y st(y). By convention
we set st(∅) = X . We define the closure of Y to be cl(Y ) = st(st(Y )). The
closure operator on Γ satisfies, among other things, the properties that cl(Y )
is a simplex (i.e. the full subgraph on cl(Y ) is a complete graph) and for
x ∈ X , the closure cl(x) is the maximal simplex contained in st(x). We set
L = {cl(x) | x ∈ X}.
(See [5, Lemma 2.4] for further details.)
As in [6, Lemma 2.5], we have a(x) = cl(x) if and only if a(x) ⊆ st(x);
from which it follows that a(x) = cl(x) if and only if a(x) is a simplex. The
following straightforward lemmas are proved in [6].
Lemma 2.1. For all x, y, z ∈ X, the following hold.
(i) If y ∈ a(x) then a(y) ⊆ a(x).
5
(ii) If [x, y] = 1 then [G(a(x)),G(a(y))] = 1.
(iii) a(y) ⊆ a(x) if and only if lk(x) ⊂ st(y).
(iv) a(x) = a(z) if and only if z ∈ [x].
(v) [x] = a(x)\(∪{a(y)|y ∈ a(x) and a(y) ( a(x)}).
Let ∼st be the relation on X given by x ∼st y if and only if st(x) = st(y)
and ∼lk be the relation given by x ∼lk y if and only if lk(x) = lk(y). These are
equivalence relations and the equivalence classes of x under ∼st and ∼lk are
denoted by [x]st and [x]lk, respectively. Moreover ∼=∼st ∪ ∼lk. In addition
(see [6, Lemma 2.7] for details) if a(x) = cl(x) then [x] = [x]st and otherwise
[x] = [x]lk.
Let L = X ∪X−1 and for x ∈ L let v(x) = X ∩ {x, x−1}. We extend the
notation for stars, links, closures and admissible sets from X to L as follows.
• For x ∈ L, let st(x), lk(x), [x], a(x) and cl(x) denote st(v(x)), lk(v(x)),
[v(x)], a(v(x)) and cl(v(x)), respectively, and similarly for [x]st and
[x]lk.
• For o equal to any one of the operators st, lk, [ ], a or cl above, let
oL(x) denote o(x) ∪ o(x)
−1; so stL(x) = st(x) ∪ st(x)
−1, etc..
2.1 Generators for Aut(G)
First we describe the conditions under which elementary transvections
and vertex conjugating automorphisms exist, then we define the subgroup
Aut(ΓC) and finally we extend the definitions of Laurence and Servatius to
give a larger generating set, which is convenient for peak reduction proofs.
For x, y ∈ L, with x 6= y±1 there exists an elementary transvection in
Aut(G) mapping x to xy if and only if lk(x) ⊆ st(y) (see for example [9]).
Given y ∈ L and T ⊂ L\{y±1} such that T ∩ T−1 = ∅ and lk(t) ⊆ st(y), for
all t ∈ T ; the automorphism τL,y =
∏
t∈T τt,y is called a transvection.
Let x in L and C ⊆ X\ st(x). Then there exists an automorphism of G
mapping c ∈ C to x−1cx, and fixing all other elements of X , if and only if C
is the vertex set of a union of connected components of Γ\ st(x); the graph
obtained from Γ by removing all vertices of st(x) and all their incident edges.
(see for example [9]). We denote this vertex conjugating automorphism by
αC,x. If C consists of the vertices of a single connected component of Γ\ st(x)
then αC,x is called an elementary vertex conjugating automorphism.
For ease of reference we make the following definitions.
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Definition 2.2. Denote by
1. Aut(Γ±) the subgroup of automorphisms which permute L;
2. Inv = Inv(G) the set of inversions;
3. Tr = Tr(G) the set of elementary transvections;
4. LInn = LInn(G) the set of elementary vertex conjugating automor-
phisms.
The set of all transvections is denoted Tr+ and the set of all vertex conjugating
automorphisms by LInn+.
The group AutC, mentioned in the introduction depends on the choice
of an ordering on each of the sets [x]. Choose a total order < on each
set [x] ⊆ X . Then AutC is defined to be the group of automorphisms of
GΓ which permute L and respect the order on [x], for all x ∈ X . That
is, an automorphism φ belongs to AutC if it belongs to Aut(Γ±), and
whenever u, v ∈ [x], with u < v, then uφ < vφ. (See [6] for details.)
As Aut(G) = Aut(Γ±) ⋉ Aut∗(G) the focus of attention is the subgroup
Aut∗(G) = 〈Inv,Tr,LInn〉.
In the sequel we shall make use of a larger set than the Laurence-Servatius
generators, known as Whitehead automorphisms, to generate Aut(G). These
originate in work of Whitehead, and were developed by Rapaport, Higgins
and Lyndon, and McCool, to study Automorphisms of Free groups, using
peak reduction. Day [3] defined Whitehead automorphisms over partially
commutative groups and used them in peak reduction arguments, to con-
struct finite presentations of their automorphism groups.
Definition 2.3. A Whitehead automorphism is an element of Aut(G) of
one of two types.
Type 1. Elements of Aut(Γ±).
Type 2. Elements of the form αC,xτT,x, where αC,x ∈ LInn
+, τT,x ∈ Tr
+,
and (C ∪ C−1) ∩ T = ∅.
In the definition of Type 2 elements we allow αC,x or τT,x, but not both, to be
trivial; so LInn+ and Tr+ are sets of Whitehead automorphisms of Type 2.
Notation The Whitehead automorphism αC,xτT,x of Type 2 is denoted
(A, x), where A is any subset of L such that
1. x ∈ A and x−1 /∈ A;
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2. A\{x} is the disjoint union of the set C ∪ C−1, the set T and
a set U ∪ U−1, where U is some subset lk(x) ⊂ X, such that
(U ∪ U−1) ∩ T = ∅. (We always assume C ∪ T is not empty.)
The set of all Whitehead automorphisms is denoted Ω.
Remark 2.4. 1. The notation (A, x) uniquely determines an automor-
phism φ say, although there may be more than one expression of φ in
terms of Laurence-Servatius generators. For example, if lk(x) ⊆ st(y)
then ({x, x−1, y}, y) = τx,yτx−1,y = α{x,x−1},y.
2. For x ∈ L and A ⊂ L the pair (A, x) denotes a Whitehead automor-
phism if and only if A = (C ∪ U)±1 ∪ T ∪ {x}, for some C ∪ U ⊂ X
and T ⊂ L such that T ∩ (C ∪ U)±1 = ∅, T ∩ T−1 = ∅, C is a union of
connected components of Γ\ st(x), U ⊆ lk(x), and T ⊆ aL(x)\{x
±1}.
In this case (A, x) = αC,xτT,x.
Day [3] defines a Whitehead automorphism φ to be
(i) long range if either φ is of Type 1; or φ is of Type 2, φ = (A, a) and
yφ = y, for all y ∈ st(a), and
(ii) short range if it is of Type 2, φ = (A, a) and yφ = y, for all y ∈ X\ st(a).
Remark 2.5. In general, if φ = (A, a) is of Type 2, and we set As = A∩st(a)L
and Al = A\As then φs = (As, a) is short range, φl = (Al ∪ {a}, a) is long
range and φ = φsφl. Hence every Whitehead automorphism factors uniquely
as a product of a short range and a long range automorphism.
Definition 2.6. The set of short range automorphisms is denoted Ωs and
the set of long range automorphisms is denoted Ωl.
As the Laurence-Servatius generators are all either short or long range White-
head automorphisms it follows that Aut(G) is generated by the union Ωs∪Ωl
of short and long range Whitehead automorphisms.
Day [3] shows that Aut(G) has a finite presentation with generators Ωs∪Ωl
and a set of relations R, partitioned into subsets R1–R7, which we shall refer
to as DR1–DR7 in the sequel.
3 The structure of St(K)
The decomposition of St(K) reflects the structure of the partial order, by
inclusion, on the set K which we stratify as follows. Let the level k admissible
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set of X be
A(k) =
k⋃
i=0
⋃
y∈v(i)
a(y).
With this notation A(hK) = X , v(hK) = {y ∈ X|h(y) = hK},
A(0) = v(0) = {y ∈ X|a(y) = [y]},
and it follows from Lemma 2.1 (v) that
A(k) =
⋃
y∈v(k)

[y] ∪ ⋃
z∈v(k−1)
a(z)

 ∪ A(k − 1)
=
⋃
y∈v(k)
[y] ∪ A(k − 1)
= v(k) ∪ A(k − 1)
and v(k) ∩ A(k − 1) = ∅. Moreover, if C is a transversal for ∼ (a set of
representatives of equivalence classes), then setting C(k) = C ∩ v(k), we have
v(k) =
⋃
y∈C(k)[y].
Example 3.1. Let Γ be the graph:
a
b
e
d
c
f
g
h
i
Then [a] = {a, b}, [f ] = {f, g}, all other equivalence classes contain
a single element, a(a) = a(b) = {a, b, d, h}, a(c) = {c, d, e}, a(d) = {d},
a(e) = {d, e}, a(f) = a(g) = {d, e, f, g}, a(h) = {h} and a(i) = {c, d, e, h, i};
with inclusions as shown in the following diagram.
a(h)
a(i)
a(a)
a(c)
a(d)
a(e)
a(f)
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We take a transversal C = {a, c, d, e, f, h, i} for ∼. Thus hK(G) = 3 = h(i),
v(3) = C(3) = {i}, v(2) = {c, f, g}, C(2) = {c, f}, v(1) = {a, b, e}, C(1) =
{a, e} and v(0) = C(0) = {d, h}. Finally A(3) = a(i) ∪ a(f) ∪ a(a) = X ,
A(2) = a(c) ∪ a(f) ∪ a(a) = X\{i}, A(1) = a(a) ∪ a(e) = {a, b, d, e, h} and
A(0) = a(d) ∪ a(h) = {d, h}.
Let k ∈ N such that 0 ≤ k ≤ h(x). Define the level k stabiliser of K to
be
Stk(K) = {φ ∈ St(K)|yφ = y, for all y ∈ X\A(k)}, .
With this definition, for x ∈ X of height k, we have
Stvx(K) ≤ St
v
k(K) ≤ Stk(K).
We shall abbreviate St(K), Stk(K), St
v
k(K) and St
v
x(K) to St, Stk, St
v
k and
Stvx, respectively, when no ambiguity arises.
Definition 3.2. Let hK = hK(G) and let φ ∈ St(K). For each k such that
0 ≤ k ≤ hK define the level k restriction φk of φ to be the map given by
zφk =
{
z, if z /∈ A(k)
zφ, if z ∈ A(k),
for all z ∈ X.
Lemma 3.3. For φ ∈ St(K) and 0 ≤ k ≤ hK the map φk extends uniquely
to an element of St(K) (also denoted φk). Moreover the map sk, such that
φ ∈ St(K) is mapped to φk is a retraction of St(K) onto Stk(K).
Proof. First we show that if φ ∈ St(K) then φk extends to an endomor-
phism of G, which is necessarily unique as the images of generators are de-
termined. Suppose that a, b ∈ X such that [a, b] = 1. It suffices to show
that [aφk, bφk] = 1. If either {a, b} ⊆ A(k) or {a, b} ∩ A(k) = ∅ then clearly
[aφk, bφk] = 1. This leaves the case a /∈ A(k), b ∈ A(k). As φ ∈ St(K) we
have bφ ∈ G(a(b)) and so, from Lemma 2.1 (ii), [aφk, bφk] = [a, bφ] = 1.
Therefore φk is an endomorphism of G.
To see that φk is an automorphism suppose first that φ, ψ ∈ St(K). If
z /∈ A(k) then zφkψk = z, while for z ∈ A(k), zφkψk = (zφ)ψk. By definition,
z ∈ A(k) implies z ∈ a(y), for some y ∈ X , with h(y) ≤ k. Since φ ∈ St(K)
we have zφ ∈ G(a(y)), so zφ ∈ G(A(k)) and Supp(zφ) ⊆ A(k). Therefore
zφkψk = (zφ)ψ. In particular, zφk(φ
−1)k = zφφ
−1 = z = z(φ−1)kφk, so φk
has inverse (φ−1)k and is therefore an automorphism. Moreover, for z /∈ A(k)
we have zφkψk = z = z(φψ)k and for z ∈ A(k) we have shown that zφkψk =
z(φψ) = z(φψ)k; so the map sk : φ 7→ φk is an endomorphism of St(K). By
definition φk ∈ Stk(K). If α ∈ Stk(K) then αsk = αk = α, so sk has image
Stk(K) which is a retract of St(K), as claimed.
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Corollary 3.4. Let 1 ≤ k ≤ hK. The restriction of sk−1 : St→ Stk−1 to Stk
is a retraction onto Stk−1 with kernel St
v
k. Therefore Stk = St
v
k ⋊ Stk−1.
Proof. As A(k − 1) ⊆ A(k), we have Stk−1 ≤ Stk ≤ St and as sk−1 is
a retraction of St onto Stk−1, the restriction of sk−1 to Stk is surjective,
and so also a retraction. Denote this restriction by skk−1. Since A(k) =
v(k) ⊔ A(k − 1), from the definition, ker(skk−1) = St
v
k.
Proof of Theorem 1.1. (i) follows from Corollary 3.4. To prove (ii) first note
that if y, z ∈ C(k) with y 6= z then [y] ∩ [z] = ∅, so Stvy ∩ St
v
z = 1. We
claim next that, in this case, [Stvy , St
v
z ] = 1. Suppose that φy ∈ St
v
y and
φz ∈ St
v
z . Then for u ∈ [y] there is w ∈ G(a(y)) such that uφy = w.
We have, from Lemma 2.1 (i) and (iv), [z] ∩ a(y) = ∅, so vφz = v, for
all v ∈ Supp(w), and thus wφz = w and uφyφz = w. On the other hand
uφzφy = uφy = w. Similarly, for u ∈ [z] we have uφzφy = uφyφz. For
all other u ∈ X both uφy = u and uφz = u, so [φy, φz] = 1, as claimed.
Therefore
∏
y∈C(k) St
v
y ≤ St
v
k.
Now let φ ∈ Stvk and let y ∈ C(k). Define a map φy from X to G by
zφy =
{
zφ, if z ∈ [y]
z, otherwise.
As in the case of φk in the proof of Lemma 3.3, to see that φy is a homomor-
phism, we need only check that if a, b ∈ X such that [a, b] = 1, a ∈ [y] and
b /∈ [y] then [aφy, b] = 1. In this situation, since a ∈ [y] implies a(a) = a(y),
we have [G(a(y)), b] = 1, and since φ ∈ Stvk we have aφy = aφ ∈ G(a(y)),
so [aφy, b] = 1, as required. Moreover, if φ, ψ ∈ St
v
k and a ∈ [y], then
aφyψy = (aφ)ψy. For u ∈ [y] we have uψy = uψ, while for u ∈ a(y)\[y],
since h(u) < h(y), we have uψ = u = uψy. Hence for all u ∈ a(y) we have
uψy = uψ and therefore (aφ)ψy = aφψ. It follows, as in the proof of Lemma
3.3, that φy is an automorphism of G, and by definition φy ∈ St
v
y.
Define φ′ =
∏
y∈C(k) φy and for z ∈ v(k) let z¯ denote the unique element of
C(k) such that z ∼ z¯. From the remark above Example 3.1, v(k) =
⋃
y∈C(k)[y]
so, for all z ∈ X ,
zφ′ =
{
zφz¯ = zφ, if z ∈ v(k)
z, otherwise.
Since φ ∈ Stvk it follows that φ = φ
′. Therefore Stvk ≤
∏
y∈C(k) St
v
y .
Example 3.5. Continuing Example 3.1, we have
St(K) = Stv3 ⋊(St
v
2 ⋊(St
v
1 ⋊ St
v
0)),
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where
Stv3 = St
v
i ,
Stv2 = St
v
c × St
v
f ,
Stv1 = St
v
a× St
v
e and
Stv0 = St
v
d× St
v
h .
4 The structure of Stvx
As pointed out in the introduction, the structure of Stvx depends on the
difference between cl(x) and a(x).
4.1 cl(x) = a(x)
In case cl(x) = a(x) a description of the structure of Stvx may be obtained by
applying the results of [5], where the analogue of St(K), for sets cl(x) instead
of a(x) is investigated. In more detail, in [5], the subgroups
St(L) = {φ ∈ Aut(G) |G(cl(x))φ = G(cl(x)), for all x ∈ X}
and
Stconj(L) = {φ ∈ Aut(G) | ∀x ∈ X, ∃gx ∈ G, such that G(cl(x))φ = G(cl(x))
gx}
of Aut(G) are defined and
• it is shown that Stconj(L) = St(L)⋉ Conj(G) [5, Theorem 2.20]; and
• in Section 2.6, that St(L) is isomorphic to a subgroup of GL(|X|,Z)
generated by upper block-triangular matrices, with diagonal blocks cor-
responding to the equivalence classes [x], of elements of x ∈ X , together
with a subgroup of the unipotent upper triangular matrices U(|X|,Z),
of nilpotency class equal to the centraliser dimension of G.
• For x ∈ X and φ ∈ St(L), the restriction of φ to G(cl(x)) is an auto-
morphism of G(cl(x)) denoted φx. Define the subgroup
Stx(L) = {φx|φ ∈ St(L)}
of Aut(G(cl(x))). Then the map ρx : St(L)→ Stx(L) sending φ to φx,
is a surjective homomorphism [5, Lemma 2.15].
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As cl(x) is a simplex, G(cl(x)) is finitely generated free Abelian of rank
| cl(x)|; and for all y ∈ cl(x), we have [y] = [y]st. Let cl(x) = {x1, · · · , xr}
and [x] = {xi |1 ≤ i ≤ s}, where s ≤ r. If φ ∈ Stx(L) then, for 1 ≤ i ≤ r,
we have xi = x
ai,1
1 · · ·x
ai,r
r , for some integers ai,j . Therefore φ corresponds to
the r × r integer matrix [φ] = (ai,j), when matrices act on the right on row
vectors. Moreover, as shown in [5], [φ] is an upper block-triangular matrix,
with diagonal blocks corresponding to the equivalence classes of elements of
cl(x). More precisely, let {yi | 1 ≤ i ≤ m} be a transversal for the equivalence
relation ∼ restricted to cl(x) (and assume y1 = x). Then cl(x) = ∪
m
i=1[yi]
and [φ] has
(i) m diagonal blocks A1, . . . , Am, where Ai ∈ GL(|[yi]|,Z) and
(ii) ai,j = 0 if i > j and ai,j is not in the ith block Ai of [φ].
Let Sx denote the set of matrices satisfying the two conditions above. From
[5, Lemma 2.15], the map pix such that φpix = [φ] is a isomorphism from
Stx(L) to the subgroup Sx of GL(r,Z).
Also, writing A = [φ] and AD for the block-diagonal matrix which
has diagonal blocks A1, . . . , Am and zeros elsewhere, we have AD ∈∏m
i=1GL(|[yi]|,Z) and A
−1
D A is a unipotent upper triangular matrix AU : that
is an element of U(r,Z), satisfying (i) and (ii) above, but with Ai equal to
the identity matrix, for all i. It follows that (AU − I)
m = 0, so the subgroup
SU = {AU |A = [φ], φ ∈ Stx} is a nilpotent subgroup of GL(r,Z) of class
m− 1. Furthermore ([5, Lemma 2.18]) setting SD = {AD |A = [φ], φ ∈ Stx},
we have Sx = SD ⋉ SU with SD =
∏m
i=1GL(|[yi]|,Z). (Errata: In [5, Lemma
2.18], the equality for DY should be DY =
∏m
i=1GL(|[vi]⊥|,Z) in both state-
ment and proof.)
Note that, for all z ∈ X , y ∈ a(z) implies y ∈ cl(y) ⊆ a(y) ⊆ a(z),
so a(z) = ∪y∈a(z) cl(y), and it follows that St(L) ⊆ St(K). Returning to x
such that cl(x) = a(x), we claim that in this case Stvx(K) is a subgroup of
St(L). To see this, suppose that φ ∈ Stvx(K) and y ∈ X . If y ∈ a(x) then
a(y) ⊆ a(x), which is a simplex, from which it follows that a(y) = cl(y).
Hence, as φ ∈ St(K), we have G(cl(y))φ = G(a(y))φ = G(a(y)) = G(cl(y)).
On the other hand if y /∈ a(x) let u ∈ cl(y). If u /∈ [x] then uφ = u ∈ cl(y). If
u ∈ [x] then [x] ⊆ cl(y) so u ∈ a(x) = cl(x) ⊆ cl(y). Hence uφ ∈ G(a(x)) ⊆
G(cl(y)). In both cases uφ ∈ G(cl(y)). The same arguments apply to φ−1,
and it follows that G(cl(y))φ = G(cl(y)), completing the proof of the claim.
As Stvx(K) ≤ St(L) we may consider the restriction of the homomorphism
ρx above to St
v
x. This restriction maps St
v
x isomorphically to its image in
Stx. Indeed, if φ, φ
′ ∈ Stvx are such that φρx = φ
′ρx then yφρx = yφ
′ρx, for
all y ∈ cl(x), so yφρx = yφ
′ρx for all y ∈ [x], and it follows that φ = φ
′.
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Therefore, the composition ρxpix maps St
v
x isomorphically to its image in Sx,
which we call Svx . Now let φ ∈ St
v
x, let [φ] = φρxpix and write [φ] = (ai,j)
r
i,j=1.
Then (ai,j)
r
i,j=1 satisfies satisfies (i) and (ii) above. Moreover as φ ∈ St
v
x, for
i > s, we have xiφ = xi, so ai,i = 1 and ai,j = 0, for i 6= j. Hence Ai is the
identity matrix for 1 < i ≤ m. Thus (ai,j)
r
i,j=1 satisfies
(iii) A1 = (ai,j)
s
i,j=1 is in GL(|[x]|,Z);
(iv) ai,i = 1, for i > s, and
(v) ai,j = 0 if i 6= j and i > s.
Conversely, any matrix A satisfying (iii), (iv) and (v) determines a unique
element Api−1x ρ
−1
x of St
v
x. If A ∈ S
v
x then the matrix AD obtained from A
by setting ai,j = 0, for (i, j) such that 1 ≤ i ≤ s and j > s, is uniquely
determined by the block A1, while AU = A
−1
D A satisfies (AU − I)
2 = 0. This
gives the following theorem, in which for 1 ≤ i, j ≤ n and i 6= j,
• Eni,j is an n× n square matrix, with 1’s on the leading diagonal, a 1 in
position i, j, and zeros elsewhere; and
• Oni is an n×n square diagonal matrix with 1’s on the leading diagonal
except for row i which has diagonal entry −1 (and zeros off the leading
diagonal).
• For m ≤ n, M(m,n−m) is the group of m× (n−m) integer matrices
under addition, and Zi,j ∈ M(m,n − m) is the matrix with every
coefficient equal to 0, except the (i, j) coefficient which is equal to 1.
Since the Whitehead automorphisms of Type 2 involved here are all transvec-
tions we use the Laurence-Servatius notation for generators in this case: that
is, in the terminology of Section 2.1 we use τx,y rather than ({x, y}, y), to
denote the transvection mapping x to xy.
Theorem 4.1. Let x ∈ X such that a(x) = cl(x). Assume and that a(x) =
{xi | 1 ≤ i ≤ r} and [x] = {xi | 1 ≤ i ≤ s}, where s ≤ r. Then
Stvx(K) = St
v
x,D⋉ St
v
x,U
∼= GL(s,Z)⋉θ M(s, r − s),
where,
(i) Stvx,U is free Abelian of rank s(r − s), freely generated by the set of
automorphisms {τxi,xj | 1 ≤ i ≤ s, s+ 1 ≤ j ≤ r}, and is isomorphic to
M(s, r − s) by an isomorphism taking τxi,xj to Zi,j−s;
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(ii) Stvx,D is generated by {τxi,xj , ιxi | 1 ≤ i, j ≤ s, i 6= j} and the map
τxi,xj 7→ E
s
i,j, ιxi 7→ O
s
i , where E
s
i,j and O
s
i are the s×s matrices above,
extends to an isomorphism Stvx,D to GL(s,Z); and
(iii) for A ∈ GL(s,Z) and B ∈M(s, r− s), the automorphism Aθ maps B
to A−1B ∈M(s, r − s).
Proof. We have established, using results of [5], that Stvx
∼= Svx ≤ GL(r,Z)
via the isomorphism ρxpix, such that φ 7→ [φ], for φ ∈ St
v
x. The subgroup S
v
x
consists of matrices satisfying (iii), (iv) and (v) above, so if A ∈ Svx then, as
above, we may write A = ADAU , where
AU =
[
Is A
′
U
0 Ir−s
]
, AD =
[
A′D 0
0 Ir−s
]
,
with A′U ∈M(s, r−s), A
′
D ∈ GL(s,Z), and Is and Ir−s the identity matrices
of the appropriate dimensions.
Define subgroups Svx,D = {AD |A ∈ S
v
x} and S
v
x,U = {AU |A ∈ S
v
x}. If
U, V ∈ Svx,U and W ∈ S
v
x,D with
U =
[
Is U
′
0 Ir−s
]
, V =
[
Is V
′
0 Ir−s
]
, W =
[
W ′ 0
0 Ir−s
]
,
then
UV =
[
Is U
′ + V ′
0 Ir−s
]
= V U and W−1UW =
[
Is W
′−1U ′
0 Ir−s
]
∈ Svx,U
and we deduce that Svx,U is free Abelian and S
v
x = S
v
x,D⋉S
v
x,U . Also the map
piU , sending U above to U
′ ∈M(s, r−s), and the map piD, sending W above
to W ′ in GL(s,Z) are isomorphisms from Svx,U to M(s, r− s) and from S
v
x,D
to GL(s,Z), respectively.
Let Trx,U denote the set of transvections {τxi,xj | 1 ≤ i ≤ s, s+1 ≤ j ≤ r}
and define Stvx,U to be the subgroup of St
v
x generated by Tx,U . Elements of
Stvx,U fix the set {xi | 1 ≤ i ≤ s} point-wise, and the map ρxpixpiU maps τxi,xj
to Zi,j−s ∈ M(s, r − s), for all τxi,xj ∈ Trx,U . It follows that ρxpixpiU maps
Stvx,U isomorphically to M(s, r − s), and as the latter is freely generated
by the Zi,j, 1 ≤ i ≤ s, 1 ≤ j ≤ r − s, this proves (i). Similarly, ρxpixpiD
sends τxi,xj to E
s
i,j and ιxi to O
s
i , for 1 ≤ i, j ≤ s, and i 6= j; so determines
an isomorphism from Stvx,D to GL(s,Z). As the latter is generated by the
matrices Esi,j and O
s
i , (ii) follows. Finally, (iii) follows from the identity for
W−1UW above.
Example 4.2. Continuing Example 3.1; we have a(x) = cl(x) for x = d, e, f
and h.
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1. a(f) = cl(f) = {d, e, f, g} and [f ] = {f, g}, so r = 4 and s = 2.
Stvf,U = 〈τf,d, τf,e, τg,d, τg,e〉 and is isomorphic to M(2, 2) via the map
sending τf,d, τf,e, τg,d and τg,e to Z1,1, Z1,2, Z2,1 and Z2,2, respectively.
Stvf,D = 〈τf,g, τg,f , ιf , ιg〉 and is isomorphic to GL(2,Z) via the map
sending τf,g, τg,f , ιf and ιg to E
2
1,2, E
2
2,1, O
2
1 and O
2
2.
Combining these two isomorphisms, Stvf is isomorphic to GL(2,Z) ⋉θ
M(2, 2), where, for A ∈ GL(2,Z), the automorphism Aθ of M(2, 2) is
the map sending B to A−1B, for B ∈M(2, 2).
2. In the same way we see that Stve = 〈ιe | ι
2
e〉⋉ 〈τe,d | 〉 ∼= D∞, the infinite
dihedral group.
3. Similar considerations show that Stvh = 〈ιh | ι
2
h〉
∼= Z2 and St
v
d =
〈ιd | ι
2
d〉
∼= Z2.
4.2 cl(x) 6= a(x)
In this case cl(x) is a proper subset of a(x) and we define aout(x) = a(x)\ cl(x)
and as(x) = cl(x)\[x]. Then we have a disjoint union a(x) = [x] ⊔ as(x) ⊔
aout(x), with as(x) ⊆ lk(x) and aout(x) ∩ st(x) = ∅. Let a(x) = {xi | 1 ≤
i ≤ r}, where for some p ≤ q < r we have [x] = {xi | 1 ≤ i ≤ p} and
as(x) = {xi | p+1 ≤ i ≤ q}. Then G(a(x)) = G(as(x))× [G([x])∗G(aout(x))],
where G([x]) is free of rank p, G(as(x)) is isomorphic to Zq−p and G(aout(x))
is a partially commutative group on a graph of r − q vertices.
Theorem 4.3. Stvx = St
v
x,l⋉ St
v
x,s where
Stvx,l = {φ ∈ St
v
x | yφ ∈ G([x] ∪ aout(x)), ∀y ∈ [x]}
and
Stvx,s = {φ ∈ St
v
x | ∀y ∈ [x], ∃wy ∈ G(as(x)) such that yφ = ywy}.
Moreover, with the above notation, Stvx,s is a free Abelian group of rank p(q−
p), freely generated by {τxi,xj | 1 ≤ i ≤ p, p + 1 ≤ j ≤ q}, and is isomorphic
to M(p, q − p) by an isomorphism taking τxi,xj to Zi,j−p (cf. Theorem 4.1).
Proof. Let φ ∈ Stvx, so yφ = y unless y ∈ {x1, . . . , xp}. For 1 ≤ i ≤ p, there
exists wi ∈ G([x] ∪ aout(x)) such that
xiφ = wix
ai,p+1
p+1 · · ·x
ai,q
q ,
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as G(as(x)) is the centre of G(a(x)). Let
φ1 =
p∏
i=1
τai,p+1xi,xp+1 · · · τ
ai,q
xi,xq
,
so xiφ1 = xix
ai,p+1
p+1 · · ·x
ai,q
q , for i = 1, . . . , p. Then, as φ1 ∈ St
v
x, so is φ0 = φ
−1
1 φ
and xiφ0 = wi ∈ G([x] ∪ aout(x)), for xi ∈ [x]. Therefore φ = φ1φ0 with
φ0 ∈ St
v
x,l and φ1 ∈ St
v
x,s. Moreover, as in the previous subsection, St
v
x,s is a
free Abelian group generated by {τxi,xj | 1 ≤ i ≤ p, p+1 ≤ j ≤ q}, isomorphic
to M(p, q − p) via the map sending τxi,xj to Zi,j−p. From the definitions
Stvx,s ∩ St
v
x,l = {1}. To see that St
v
x,s is normal in St
v
x, let τxk,xj be a generator
of Stvx,s and φ ∈ St
v
x,l. Then, for xi ∈ [x] there exists wi ∈ G([x] ∪ aout(x))
such that xiφ
−1 = wi. For each i, let s(i, k) be the exponent sum of xk in wi.
As xk ∈ [x] and xj ∈ as(x), we have xiφ
−1τxk,xjφ = wiτxk,xjφ = wix
s(i,k)
j φ =
wiφx
s(i,k)
j = xix
s(i,k)
j . Therefore φ
−1τxk ,xjφ ∈ St
v
x,s; from which it follows that
Stvx,s is normal in St
v
x.
Example 4.4. Continuing Example 3.1; a(x) 6= cl(x) when x = a, b, c or i.
We have [a] = {a, b} and as(a) = {d} so St
v
a,s = 〈τa,d, τb,d〉 is free Abelian of
rank 2. As [c] = {c} and as(c) = {d}, we have St
v
c,s = 〈τc,d〉 and similarly
Stvi,s = 〈τi,h〉, both infinite cyclic.
This lemma allows us to reduce determination of the structure of Stvx to
that of Stvx,l. For this purpose it is convenient to consider the set of Whitehead
automorphisms Ω as in Definition 2.3, as the generating set for Aut(G). Our
candidate generating set for Stvx,l is given in the next definition.
Definition 4.5. Given x ∈ X, let Ωx = Ω ∩ St
v
x,l.
From the definitions we have
Ωx = {σ ∈ Aut(Γ
±) | yσ = y, ∀y ∈ X\[x]}
∪ {(A, a) ∈ Ω |A\{a} ⊆ [x]L, a ∈ [x]L ∪ aout,L(x)}.
As the full graph on [x] is a null graph in the current case, the set of Type
1 automorphisms in Ωx is {σ ∈ Aut(Γ
±) | yσ = y, ∀y ∈ X\[x]}, which is the
set of permutations σ of [x]L such that x
−1σ = (xσ)−1.
As a candidate set of relations Rx for St
v
x,l we take those relations of the
presentation for Aut(G) in [3] which apply to words in the free group on Ωx;
augmented by relations required to make peak reduction arguments possible
within the set Ωx (namely R3
∗
x and R4
∗
x). More precisely we define the set
Rx to consist of all relations defined by R1x–R7x, R3
∗
x and R4
∗
x below. In
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these relations, A+ B denotes A ∪ B, when A ∩ B = ∅, and B − A denotes
A\B, when A ⊆ B. By A − a and A + a we mean A − {a} and A + {a}
respectively.
R1x (A, a)
−1 = (A− a+ a−1, a−1), for (A, a) ∈ Ωx.
R2x (A, a)(B, a) = (A∪B, a), for (A, a), (B, a) ∈ Ωx, such that A∩B = {a}.
R3x (B, b)
−1(A, a)(B, b) = (A, a), for (A, a), (B, b) ∈ Ωx, such that a
−1 /∈ B,
b−1 /∈ A and either
(a) A ∩ B = ∅ or
(b) a ∈ lkL(b).
R3∗x (B, b)
−1(A, a)(B, b) = (A, a), for (A, a), (B, b) ∈ Ωx, such that a
−1 ∈ B,
b /∈ A and A ⊆ B.
R4x (B, b)
−1(A, a)(B, b) = (A+B − b, a), for (A, a), (B, b) ∈ Ωx, such that
a−1 /∈ B, b−1 ∈ A, and A ∩B = ∅.
R4∗x (B, b)
−1(A, a)(B, b) = (B − A + b−1, a−1), for (A, a), (B, b) ∈ Ωx, such
that a−1 ∈ B, b ∈ A, and A ⊆ B.
R5x (A, a)(A− a+ a
−1, b) = σa,b(A− b+ b
−1, a), for (A, a) ∈ Ωx, a, b ∈ [x]L,
a 6= b, b ∈ A, b−1 /∈ A and σa,b the Type 1 Whitehead automorphism
permuting [x]L by the cycle (a, b
−1, a−1, b).
R6x σ
−1(A, a)σ = (Aσ, aσ), where (A, a) is in Ωx, of Type 2, and σ ∈ Ωx of
Type 1.
R7x The multiplication table of the subgroup of Type 1 automorphisms in
Ωx.
We denote by Rx the set of of relations given by R1x–R7x, R3
∗
x and R4
∗
x. In
the remainder of this section we shall prove the following theorem.
Theorem 4.6. Stvx,l has a presentation 〈Ωx|Rx〉.
We shall use the peak reduction theorem of [3], and its analogue for Stvx,l,
to prove this theorem, and introduce the necessary terminology in the next
sub-section. First we prove Corollary 1.4 and given an example.
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Proof of Corollary 1.4. It must be shown that St(K) = 〈Inv,Tr〉; and that
there is a finite presentation with these generators there is a Every inversion
and elementary transvection belongs to St(K), by the fundamental results
of Laurence and Servatius. On the other hand, it follows from Theorems
1.1, 4.1, 4.3 and 4.6 that St(K) is generated by inversions and transvections.
Moreover, from the constructions appearing in these theorems a finite pre-
sentation may be built.
Example 4.7. Continuing from Example 4.4 we find presentations for Stvx,l,
for x = a, c, i.
1. We have [i] = {i}, as(i) = {h} and al(i) = {c, d, e}. Then
Ωi = {ιi, ({i
ε, s}, s), ({i, i−1, s}, s) : ε ∈ {±1}, s ∈ {c, d, e}±1}.
The set Ri consists of relations of types R1i, R2i, R3i, R6i and R7i.
There are no relations of types R3∗i , R4i, R4
∗
i or R5i. Relations R1i and
R2i allow Tietze transformations to be applied to remove generators
({iε, s−1}, s−1), where s ∈ {c, d, e}, and generators ({i, i−1, s}, s), where
s ∈ {c, d, e}±1. This leaves a presentation with generating set
Ω′i = {ιi, ({i
ε, s}, s) : ε ∈ {±1}, s ∈ {c, d, e}},
and relations
R2i+R3i(a). ({i, s}, s)({i
−1, s′}, s′) = ({i−1, s′}, s′)({i, s}, s), s, s′ ∈ {c, d, e}.
R3i(b). ({i
ε, d}, d)({iε, s}, s) = ({iε, s}, s)({iε, d}, d), s ∈ {c, e}, ε ∈ {±1}.
R6i. ιi({i, s}, s)ιi = ({i
−1, s}, s), s ∈ {c, d, e}.
R7i. ι
2
i = 1.
For each ε = 1 and −1 we have a subgroup of Stvi,l generated by
{({iε, s}, s) : s ∈ {c, d, e}} which is isomorphic to F2 × Z (the cen-
tral Z generated by ({iε, d), d)). The conjugation action of ιi on this
subgroup maps ({iε, s}, s) to ({i−ε, s}, s), for all s, so
Stvi,l
∼= (F2 × Z)
2 ⋊φi Z2,
where φi maps 1 ∈ Z2 to the automorphism of (F2 × Z)2 taking (a, b)
to (b, a), for a, b ∈ F2 × Z.
2. We have [c] = {c}, as(c) = {d} and al(c) = {e}. As before, applying
Tietze transformations to the presentation obtained from Theorem 4.6
gives a presentation with generating set
Ω′c = {ιc, ({c
ε, e}, e) : ε = ±1},
and relations
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R2c. ({c
−1, e}, e)({c, e}, e) = ({c, e}, e)({c−1, e}, e).
R6c. ιc({c, e}, e)ιc = ({c
−1, e}, e).
R7c. ι
2
c = 1.
Hence Stvc,l
∼= Z2 ⋊φc Z2, where φc maps 1 ∈ Z2 to the automorphism
of (Z)2 taking (a, b) to (b, a), for a, b ∈ Z.
3. We have [a] = {a, b}, as(a) = {d} and al(a) = {h}. Let Πa denote the
set of permutations of {a±1, b±1} inducing automorphisms of G(a, b).
We use the more concise notation τx,y for the automorphism ({x, y}, y)
here. After applying Tietze transformations as in the previous cases
we obtain a presentation for Stva,l with generating set
Ω′a = Πa ∪ {τs,t : s ∈ {a, b}
±1, t ∈ {a, b, h}, s 6= t±1},
and relations R′a as follows.
R2a.
τs,tτs−1,t = τs−1,tτs,t,
where s ∈ {a, b}, t ∈ {a, b, h}, s 6= t±1.
R3∗a.
τs,tτs,hτt,hτt−1,h = τs,hτt,hτt−1,hτs,t,
where s ∈ {a, b}±1, t ∈ {a, b}, s 6= t±1.
R4∗a.
τs,tτt,sτt−1,s = τt,sτt−1,sτ
−1
s−1,t
,
where s, t ∈ {a, b}, s 6= t.
R5a.
τsε,tτ
ε
t−1,s = σsε,tτa−ε,b,
where ε ∈ {±1}, s, t ∈ {a, b}, s 6= t±1, and σsε,t is the permutation
with cycle (sε, t, s−ε, t−1).
R6a. For all σ ∈ Πa, and all τs,t,
σ−1τs,tσ = τsσ,tσ.
R7a. A set of defining relations for 〈Πa〉.
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From Examples 3.5, 4.2 and 4.4,
St(K) ∼=
[
Z ⋊ Stvi,l
]
⋊
{[(
Z ⋊ Stvc,l
)
× (M(2, 2)⋊GL(2,Z))
]
⋊
{[(
Z2 ⋊ Stva,l
)
×D∞
]
⋊ [Z2 × Z2]}}
and combining with the current example we have
St(K) ∼=
[
Z ⋊
(
(F2 × Z)
2 ⋊ Z2
)]
⋊
{[(
Z ⋊
(
Z2 ⋊ Z2
))
× (M(2, 2)⋊GL(2,Z))
]
⋊
{[(
Z2 ⋊ 〈Ω′a |R
′
a〉
)
×D∞
]
⋊ [Z2 × Z2]}} .
From this decomposition we could construct a presentation of St(cK), with
generators Inv and Tr, as in Corollary 1.4.
Remark 4.8. In the case when [x] = {x} and a(x) 6= cl(x) the group
Aut(G([x])) is cyclic of order 2, generated by the inversion ιx which per-
mutes the elements of {x±1}. Every element φ of Stvx,l maps x to a word
w1x
εw2, where wi ∈ G(aout(x)),and ε = ±1. It follows that St
v
x,l is iso-
morphic to the wreath product C2 ≀ G(aout(x)). However, when |[x]| ≥ 2
although, similarly, Stvx,l contains an subgroup H isomorphic to the wreath
product Sym(L)≀G(aout(x)), it also contains elements outside H ; for example
τx,yτx,a, where x, y ∈ [x] and a ∈ aout(x).
4.3 Peak reduction in Aut(G)
The length of a conjugacy class c of G is the minimum of the lengths of
words representing elements of c, denoted |c|∼. The length of a k-tuple
C = (c1, . . . , ck) of conjugacy classes is |C|∼ =
∑k
i=1 |ci|∼. If α ∈ Aut(G)
and c is a conjugacy class in G then by cα we mean the conjugacy class of
wα, where w is an element of c. If C = (c1, . . . , ck) is a k-tuple of conjugacy
classes of G and α is an automorphism then we write Cα = (c1α, . . . , ckα).
Definition 4.9. Let α, β ∈ Ω and let C be a k-tuple of conjugacy classes.
The composition αβ is a peak with respect to C if
|Cα|∼ ≥ |C|∼ and |Cα|∼ ≥ |Cαβ|∼
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and at least one of these inequalities is strict. Let Ω′ be a subset of Ω and
let αβ be a peak with respect to C. A peak lowering of αβ for C, in Ω′, is a
factorisation αβ = δ1 · · · δs, such that δi ∈ Ω
′ and
|Cδ1 · · · δi|∼ < |Cα|∼,
for 1 ≤ i ≤ s− 1.
Let φ ∈ Aut(G) have factorisation φ = α1 · · ·αm, where αi ∈ Ω. For
1 ≤ i ≤ m− 1, this factorisation is said to have a peak with respect to C, at
i, if αiαi+1 is a peak with respect to Cα1 · · ·αi−1. If the factorisation has no
peak with respect to C it is said to be peak reduced with respect to C.
Day proves [3, Lemma 3.18] that if C is a k-tuple of conjugacy classes
of G and α, β ∈ Ωl such that αβ is a peak with respect to C then there is
a peak lowering of αβ with respect to C, in Ωl. We shall first use the peak
lowering theorem of [3] to show that Stvx,l is generated by Ωx. Then we shall
establish that peak lowering can be carried out in the set Ωx, and use this to
prove Theorem 4.6.
4.4 Generators for Stv
x
Let W = (w1, . . . , wk) be a k-tuple of elements of G. The stabiliser stab(W )
of W in Aut(G) is the set consisting of elements α such that wiα = wi, for
1 ≤ i ≤ k, whereas the stabiliser up to conjugacy stab∼(W ) of W is the set
of elements α such that wiα is conjugate to wi, for 1 ≤ i ≤ k, (the stabiliser
of W as a tuple of conjugacy classes).
Theorem 4.10. Let x ∈ X. Then Stvx = stab(X\[x]) and St
v
x is generated by
stab(X\[x])∩ (Ωl ∪Ωs). In particular St
v
x,s is generated by stab(X\[x]) ∩Ωs
and Stvx,l is generated by stab(X\[x]) ∩ Ωl = Ωx.
To prove this we use the analogue of [3, Corollary 4.5] for stab(W ) instead
of stab∼(W ).
Proposition 4.11 (cf. [3, Corollary 4.5]). Let W = (w1, . . . , wk) be a k-tuple
of elements of L, where k ≥ 2 and v(wi) 6= v(wj), if 1 ≤ i < j ≤ k. Then
the subgroup stab(W ) is generated by (Ωl ∪ Ωs) ∩ stab(W ).
Proof. Let α ∈ stab(W ). From [3, Corollary 4.5], α ∈ 〈(Ωl∪Ωs)∩stab∼(W )〉.
In fact, from the proof of [3, Proposition C] there is a factorisation, which is
peak reduced with respect to W ,
α = φ1 · · ·φrσ
−1δ1 · · · δm,
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where φi ∈ Ωs, σ ∈ Aut(Γ
±) and δi ∈ Ωl, with Wφi = W ; and so
|Wσ−1δ1 · · · δi|∼ = |W |∼, for 1 ≤ i ≤ m. If δi is of Type 1 then so is δ
σ
i
and if δi is of Type 2 then so is δ
σ
i ; and (from DR6)
σ−1δ1 · · · δm = δ
σ
1 · · · δ
σ
mσ
−1.
Moreover, as elements of Aut(Γ±1) do not affect length, |W |∼ = |Wσ
−1δ1|∼ =
|Wδσ1 |∼ and similarly |Wσ
−1δ1 · · · δi|∼ = |Wδ
σ
1 · · · δ
σ
m|∼, for 1 ≤ i ≤ m. Hence
we may replace the above factorisation with α = φ1 · · ·φrδ
σ
1 · · · δ
σ
mσ
−1, which
is also peak reduced with respect to W .
Continuing in this way we may move any of the δi which are of Type 1
to the right hand end of the factorisation, until we have, after renaming, a
peak reduced factorisation
α = φ1 · · ·φrδ1 · · · δmσ
−1,
satisfying φi ∈ Ωs ∩ stab(W ), σ ∈ Aut(Γ
±), δi ∈ Ωl of Type 2, and
|Wδ1 · · · δi|∼ = |W |∼, for 1 ≤ i ≤ m.
This means that |Wδ1|∼ = |W |∼ and |wiδ1|∼ ≥ 1, with equality only if
either wiδ1 = wi or wiδ1 = w
a
i , for some a ∈ L. It follows that wiδ1 = wi or
wai , a ∈ L, for 1 ≤ i ≤ k. That is, writing δi = (Ai, ai), with Ai∩ lkL(ai) = ∅,
and partitioning Ai\{ai} as the disjoint union Ai,0 ∪ Ai,1, where Ai,0 = A
−1
i,0
and Ai,1 ∩ A
−1
i,1 = ∅, as in Remark 2.4.2, we have {w1, . . . , wk} ∩ A1\{a1} =
{w1, . . . , wk} ∩ A1,0 and {w1, . . . , wk} ∩ A
±1
1,1 = ∅). Hence, wi is a minimal
length representative of the conjugacy class of wiδ1, for 1 ≤ i ≤ k.
Assume now that, for some j ≥ 1, wi is a minimal length representative
of the conjugacy class of wiδ1 · · · δj , for 1 ≤ i ≤ k. Then wiδj+1 is a rep-
resentative of the conjugacy class of wiδ1 · · · δjδj+1 and, if it has length 2 it
is conjugate to no shorter element. Therefore wiδj+1 is again equal to wi or
w
aj+1
i ,
{w1, . . . , wk} ∩Aj\{aj} ⊆ Aj,0 and {w1, . . . , wk} ∩A
±1
j,1 = ∅,
and wi is a representative of the conjugacy class of wiδ1 · · · δjδj+1, for 1 ≤
i ≤ k.
Therefore, there exist gi ∈ G such that wiδ1 · · · δm = g
−1
i ◦ wi ◦ gi. As
W = Wδ1 · · · δmσ
−1, this implies that g−1i ◦ wi ◦ gi = wiσ ∈ L. Hence
gi = 1 and wiσ = wi, for 1 ≤ i ≤ k. Thus σ ∈ Aut(Γ
±1) ∩ stab(W ) and
W =Wδ1 · · · δm, where δi ∈ Ωl is of Type 2, for i = 1, . . . , m.
If V = (v1, . . . , vk) andW = (w1, . . . , wl) are tuples of elements (or conju-
gacy classes) of G, let VW denote the concatenation (v1, . . . , vk, w1, . . . , wl)
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of V and W . Inductively define W n = W n−1W , for n ≥ 2. Given
W = (w1, . . . , wk) let Vi = (w
2
i , wiwi+1, . . . , wiwk), for 1 ≤ i ≤ k, let
V = V1 · · ·Vk and Z = W
k(k+1)V,
so |Z|∼ = k(k + 1)
2, and Z is fixed point wise by α, φi, δ1 · · · δm and σ.
Let α1 = δ1 · · · δm. Applying [3, Lemma 3.18], we may choose a factori-
sation
α1 = β1 · · ·βt,
which is peak reduced with respect to Z, where βj ∈ Ωl, for all j. Let j be
minimal such that there exists some i with wiβ1 · · ·βj not equal to a conjugate
of an element of L. Then |wiβ1 · · ·βs−1|∼ = 1, and wiβ1 · · ·βj−1 = vi, for
some vi ∈ L, for all i, s such that 1 ≤ i ≤ k and 1 ≤ s ≤ j; while there
exists i such that viβj = via or avi, for some a ∈ L. Assume that there
are precisely r elements of i ∈ {1, . . . , k} such that viβj is not conjugate
to an element of L; so |Wβ1 · · ·βj |∼ = k + r > k. As each element of the
tuple V β1 · · ·βj is conjugate to an element of length at least 1, we have
|V β1 · · ·βj|∼ ≥ k(k + 1)/2. Therefore
|Zβ1 · · ·βj|∼ ≥ (k + r) (k(k + 1)) +
k(k + 1)
2
> k(k + 1)2 = |Z|∼.
As |Zβ1 · · ·βt| = |Z| and β1 · · ·βt is peak reduced with respect to Z, this
cannot occur, there is no such j, and wiβ1 · · ·βj is conjugate to an element
of L, for all i, j.
Next we shall move all βj’s of Type 1 to the right hand end of the fac-
torisation of α1. We may assume no two consecutive βi’s are of Type 1. Let
j be minimal such that βj is of Type 1 and assume that j < t. Assume first
that βs is of Type 2, for all s > j. Let Z
′ = Zβ1 · · ·βj−1, so writing τ = β
−1
j ,
Zβ1 · · ·βt = Z
′βj · · ·βt = Z
′βτj+1 · · ·β
τ
t βj .
Also, for j + 1 ≤ s ≤ t,
|Z|∼ = |Z
′|∼ = |Z
′βjβj+1 · · ·βs|∼ = |Z
′τβj+1 · · ·βsτ |∼ = |Z
′βτj+1 · · ·β
τ
s |∼,
so
α1 = β1 · · ·βj−1β
τ
j+1 · · ·β
τ
t βj
is also peak reduced with respect to Z. In the case where βs is also of Type
1, for some s such that j < s ≤ t we set β ′s = βjβs, so β
′
s is of Type 1, and
the same argument shows that the factorisation
α1 = β1 · · ·βj−1β
τ
j+1 · · ·β
τ
s−1β
′
sβs+1 · · ·βt
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is peak reduced with respect to Z. In all cases the new factorisation has
fewer elements of Type 1 to the left of elements of Type 2 than the original
factorisation. Thus, continuing in this way we may assume that we have a
factorisation α1 = β1 · · ·βtσ1 which is peak reduced with respect to Z, such
that βi is of Type 2 in Ωl and σ1 is of Type 1. Moreover, from the above,
for 1 ≤ i ≤ k and 1 ≤ j ≤ t we have wiβ1 · · ·βj conjugate to an element of
L; so we have wiβ1 · · ·βj conjugate to wi, for all i, j. Also as above, since
Zα1 = Z it follows that wiσ1 = wi and wiβ1 · · ·βt = wi, for all i.
Given a factorisation α1 = β1 · · ·βtσ1 with the properties above, let βj =
(Bj , bj), where Bj ∩ stL(bj) = {bj}, for all j. We claim that, for all j, either
1. {w1, . . . , wk} ⊆ Bj ∪ stL(bj) or
2. {w1, . . . , wk} ⊆ (L− Bj) ∪ stL(bj).
To prove this claim, assume that j is minimal such that the claim does not
hold. Note that, as wiβ1 · · ·βj is conjugate to wi, we have wi ∈ Bj\{bj} if and
only if w−1i ∈ Bj\{bj}. Suppose that, for some p, q we have wp ∈ Bj , wp 6= b
±1
j
and wq ∈ L− (Bj ∪ stL(bj)). Then [wp, bj ] 6= 1 and wpβj = β
−1
j ◦wp ◦βj while
[wq, bj ] 6= 1 and wqβj = wq. Hence wpwqβj = b
−1
j ◦ wp ◦ bj ◦ wq; a minimal
length representative of its conjugacy class in G.
By assumption the claim holds for 1, . . . , j − 1, so there exists g ∈ G
such that wiβ1 · · ·βj−1 = w
g
i . Thus wpwqβ1 · · ·βj is conjugate to wpwqβj
and therefore |wpwqβ1 · · ·βj|∼ ≥ 4. It follows that |wqwpβ1 · · ·βj|∼ ≥ 4
and either wpwq or wqwp occurs in V . For all other wrws in V we have
|wrwsβ1 · · ·βj |∼ ≥ 2 and |Wβ1 · · ·βj|∼ = |W |∼. Hence
|Zβ1 · · ·βj |∼ ≥ |Z|∼ + 2,
a contradiction. Therefore no such j exists, and the claim holds.
Now let j be minimal such that 1 above holds. Define
β ′j = (L− Bj − lkL(bj) + b
−1
j , b
−1
j ).
Then β ′j ∈ Ωl, βj = β
′
jγbj , where γbj is conjugation by bj , and
β1 · · ·βt = β1 · · ·βj−1β
′
jγbjβj+1 · · ·βt = β1 · · ·βj−1β
′
jβj+1 · · ·βtγ
′,
for some γ′ ∈ Inn(G). As {w1, . . . , wk} ⊆ Bj ∪ st(bj), for the latter fac-
torisation, j satisfies condition 2 above. We have thereby reduced the num-
ber of indices j for which 1 holds. Continuing this way we may assume
α1 = β1 · · ·βtγσ1, where βj is of Type 2 and satisfies 2 above, for j = 1, . . . , t,
γ ∈ Inn(G) and σ1 ∈ Ωl of Type 1, such that Wσ1 = W . In this case
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W = Wβ1 · · ·βt = Wγ, so γ is conjugation by g ∈ G such that g ∈ CG(wi),
for 1 ≤ i ≤ k. Every element of Inn(G) is a product of elements Ωl and it fol-
lows that γ is a product of elements of Ωl∩stab(W ). Hence we have a factori-
sation of α1 as a product of elements of stab(W )∩Ωl. As φi ∈ Ωs ∩ stab(W )
and σ ∈ Aut(Γ±1) ∩ stab(W ), it follows that α belongs to the subgroup
generated by (Ωl ∪ Ωs) ∩ stab(W ), as required.
Proof of Theorem 4.10. The final statement follows from the first, in view of
Theorem 4.3 and Definition 4.5. By definition, Stvx ⊆ stab(X\[x]).
For the opposite inclusion, first consider the case |X\[x]| ≤ 1. If |X\[x]| =
0, then stab(X\[x]) = Aut(G) = Stvx and the Theorem follows from the
results of Laurence and Servatius. If |X\[x]| = 1 then G(Γ) = 〈a〉 × G([x]),
where 〈a〉 is infinite cyclic generated by the element a of X\[x] and G([x]) is
the free group on [x]. If φ ∈ stab(X\[x]) then aφ = a and, for all x ∈ X , xφ =
wxa
nx , where wx ∈ G([x]) and nx ∈ Z. Hence φ ∈ St
v
x. Let τ =
∏
x∈X τ
nx
x,a
and let θ = τ−1φ. Then aθ = a and xθ = (xa−nx)φ = wx ∈ G([x]), for all
x ∈ X . Therefore θ restricts to an element of Aut(G([x])); which can be
written as a product of Whitehead automorphisms of G([x]), and these may
all be regarded as Whitehead automorphisms of G, fixing a, and necessarily
in Ωl, hence in Ωl ∩ stab(X\[x]). Moreover τ is a product of elements of
Ωs, which are also in stab(X\[x]). Therefore φ is in St
v
x and is a product of
elements of (Ωl ∪ Ωs) ∩ stab(X\[x]), as required.
Now consider the case |X\[x]| ≥ 2. From Proposition 4.11, it suffices to
show that every element of stab(X\[x])∩ (Ωl ∪Ωs)) belongs to St
v
x. If σ is a
Type 1 element of stab(X\[x])∩ (Ωl ∪Ωs)) then σ permutes elements of [x]L
and fixes all other elements of L, so belongs to Stvx. If (A, a) is of Type 2
in stab(X\[x]) ∩ (Ωl ∪Ωs)) then, by definition of stab(X\[x]), A− a ⊆ [x]L.
It remains to show that a ∈ a(x)±1. If a /∈ a(x)±1 then there is y ∈ lk(x)
such that a /∈ stL(y). In this case lk(x) * st(a) and so A− a consists of the
vertices of a union of connected components of Γ\ st(a), and their inverses.
Since A−a contains some element of [x]L (as we assume (A, a) is non-trivial)
this means that y ∈ A, a contradiction. Therefore (A, a) ∈ Stvx.
4.5 Peak reduction for Stv
x
First note that the elements of Ωx are all, by definition, long range and in fact
Ωx = St
v
x ∩Ωl. We shall need the following Lemma in the proof of Lemma
4.13.
Lemma 4.12. Let α = (A, a) and β = (B, b) be Type 2 elements in Ωl and
let C be a k-tuple of conjugacy classes of G, such that A ⊆ B and α−1β is a
peak for C. In this case
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(i) if a−1 ∈ B then |Cβ|∼ < |Cα
−1|∼ and
(ii) if b /∈ A then |C(B −A + a, b)|∼ < |Cα
−1|∼.
Proof. Let β∗ = (L−B−lkL(b), b
−1). Then β = β∗γb, where γb = (L−b
−1, b)
is conjugation by b. As A ⊆ B we have A ∩ (L−B − lkL(b)) = ∅.
(i) As a−1 ∈ B we have a−1 /∈ L − B − lkL(b). Also |Cα
−1β|∼ =
|Cα−1β∗γβ|∼ = |Cα
−1β∗|∼, as γg is inner, and α
−1β is a peak for C, so
α−1β∗ is a peak for C. From [3, Lemma 3.21], we have |Cβ∗|∼ < |Cα
−1|,
and again |Cβ|∼ = |Cβ
∗|∼.
(ii) As before, since α−1β is a peak for C, so is α−1β∗, and so (β∗)−1α is a
peak for C∗ = Cα−1β∗. As b /∈ A, from [3, Lemma 3.21], we have
|Cα−1βα|∼ = |Cα
−1β∗α|∼ < |Cα
−1β∗(β∗)−1|∼ = |Cα
−1|∼.
Write B∗ = L−B − lkL(b). From DR4, we have α
−1β∗α = (A+B∗ −
a, b−1) so
α−1βα = α−1β∗γbα = α
−1β∗αγb = (A+B
∗−a, b−1)γb = (B−A+a, b).
Lemma 4.13 (cf. [3, Lemma 3.18]). Let C be a k-tuple of conjugacy classes
of G and α, β ∈ Ωx such that α−1β is a peak with respect to C. Then
PL1. there is a peak lowering α−1β = δ1 · · · δs with respect to C, in Ωx, and
PL2. the relation α−1β = δ1 · · · δs follows from R1x–R6x, R3
∗
x and R4
∗
x above.
Proof. We may assume that C = (c1, . . . ck) where ci is a minimal represen-
tative of its conjugacy class; so ci and all its cyclic permutations are minimal
words. From [3, Lemma 3.18] there is a peak lowering of α−1β in Ωl. We
work through Cases 1 to 4 of the proof of Lemma 3.18 in [3] to show that in
the case in hand we may find such a factorisation satisfying PL1 and PL2.
Cases 1 to 3 go through in the same way as they do in [3]. To cope with Case
4, without using automorphisms from outside Ωx, we extend the treatment
of Case 3, following McCool [8]. (Note that in [3] automorphisms act on the
left, whereas here automorphisms act on the right.)
Case 1. The case where α ∈ Aut(Γ±): that is α is in Ωx and of Type 1.
The peak lowering factorisation in [3] is
α−1β = β ′α−1, (4.1)
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where β = (B, b) and β ′ = (Bα, bα). As α and β are in Ωx, we have bα = b
or bα ∈ [x]L and (B−b)α ⊆ [x]L; so β
′ ∈ Ωx. Moreover, relation (4.1) follows
from R6x.
From now on we assume α and β are of Type 2, α = (A, a) and β = (B, b).
Moreover, for elements a, b ∈ L, with a 6= b±1 we define σa,b to be the element
of Aut(Γ±) which fixes all elements of L not equal to a±1 or b±1, maps a to
b−1 and b to a (as in R5x).
Case 2. The case a ∈ lkL(b). From R3x, that α
−1β = βα−1, so, as in [3],
both PL1 and PL2 hold.
Case 3. The conditions of this case are that A∩B = ∅ and a /∈ lkL(b). The
case is broken (in [3]) into three sub-cases, a, b and c. As noted in [3] these
three sub-cases exhausts all possibilities in Case 3.
Sub-case 3a. In this sub-case v(a) = v(b). From [3] we have a peak lowering
α−1β = (A +B + a−1, a−1) = (A− a+ a−1, a−1)(B, a−1),
which follows from R1x and R2x, since (A+B + a
−1, a−1) ∈ Ωx.
Sub-case 3b. In this sub-case a−1 /∈ B. If b−1 /∈ A then b±1 /∈ A and so from
R3x, we have a
−1β = βα−1. As in [3], this factorisation is peak lowering.
If b−1 ∈ A then, from R4x, we have
α−1β = β(A+B − a− b+ a−1, a−1),
and, as in [3], this factorisation is peak lowering.
Sub-case 3c. In this sub-case v(a) 6= v(b), a−1 ∈ B and b−1 ∈ A. The
conditions that a−1 ∈ B and v(a) 6= v(b) imply that a−1 ∈ B − b ⊆ [x]L.
Similarly, b−1 ∈ [x]L, so a
±1, b±1 ∈ [x]L. It follows that α
′ = (A, b−1),
β ′ = (B, a−1) and (B − a−1 + a− b+ b−1, a) are in Ωx, as is the element σa,b
of Aut(Γ±). From R5x,
(β ′)−1β = σa,b(B − a
−1 + a− b+ b−1, a)
and from R2x,
α−1β ′ = (A+B − a, a−1) ∈ Ωx.
Hence
α−1β = α−1β ′(β ′)−1β = (A+B − a, a−1)σa,b(B − a
−1 + a− b+ b−1, a)
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and as in [3] this factorisation is peak lowering; so PL1 and PL2 hold in this
case.
This concludes Case 3. Some instances of peak lowering in Case 4, in
[3], require α to be replaced by α∗ = (L − A − lkL(a), a
−1), and if α ∈ Ωx
then α∗ is not. To avoid this replacement we consider the analogue of Case
3 in which we assume A ⊆ B instead of A ∩B = ∅. (In the usual treatment
of peak lowering these cases follow, after switching α and α∗, or making a
similar switch for β.)
Case 3∗. Assume A ⊆ B and a /∈ lkL(b). We break the case into three
sub-cases.
Sub-case 3∗a. In this sub-case v(a) = v(b). As A ⊆ B this implies a = b.
Then
α−1β = (A− a+ a−1, a−1)(A, a)(B − A+ a, a) = (B − A+ a, a),
is a peak lowering factorisation and, as (B − A + a, a) ∈ Ωx, this relation
follows from R2x and R1x, so PL1 and PL2 hold.
Sub-case 3∗b. Assume a−1 ∈ B. As a ∈ B this implies that v(a) 6= v(b). If
b /∈ A then, from R3∗x, α
−1β = βα−1.
If b ∈ A then (B − A + b−1, a−1) ∈ Ωx and, from R4
∗
x, α
−1β =
β(B −A+ b−1, a−1)−1. In both cases it follows from Lemma 4.12 that these
factorisations are peak lowering.
Sub-case 3∗c In this sub-case v(a) 6= v(b) and a−1 /∈ B. If b /∈ A then
(B −A+ a, b) ∈ Ωx so from R4x,
β = (A− a + a−1, a−1)−1(B −A + a, b)(A− a+ a−1, a−1).
This gives a factorisation α−1β = (B − A+ a, b)α−1, which Lemma 4.12 (ii)
implies is peak lowering.
If b ∈ A then a, b ∈ [x]L, so a ∼ b and αb = (A, b) and βa = (B, a) are
defined and in Ωx. Also, as in [3], (using an adjacency counter argument
and [3, Lemma 3.17]) either αb or βa reduces |Cα
−1|∼. Assume first that
|Cα−1βa|∼ < |Cα
−1|∼. We have, from R1x and R2x, that α
−1βa = (B−A+
a, a) and so
α−1β = (B −A+ a, a)β−1a β
= (B −A+ a, a)σa−1,b(B + a
−1 − a + b−1 − b, a−1),
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using R5x. As σa−1,b preserves lengths and |C(B − A + a, a)|∼ < |Cα
−1|∼,
this factorisation is peak lowering.
On the other hand, if |Cα−1αb|∼ < |Cα
−1|∼ then, from R2x andR6x,
β = αb(B − A+ b, b) and σ
−1
a,bαbσa,b = (A− b+ b
−1, a),
so
α−1αb = α
−1σa,b(A− b+ b
−1, a)σ−1a,b
= (A− a + a−1, b)σ−1a,b ,
using R5x and, since |C(A− a+ a
−1, b)σ−1a,b |∼ < |Cα
−1|∼, the factorisation
α−1β = (A− a+ a−1, b)σ−1a,b(B −A + b, b)
is peak lowering.
Case 4. In the light of Cases 1 to 3 and 3∗ above, and since we may
interchange α and β, we may now assume a /∈ lkL(b) and A∩B, A∩B
c and
Ac ∩ B are all non-empty.
Sub-case 4a. In this case we assume lkL(a) = lkL(b) and v(a) 6= v(b); so
a ∼ b. As in [8] (using the form of adjacency counting defined in [3]) after
interchanging α and β if necessary, we may assume one of α1 = (A ∩ B, a),
α2 = (A ∩B
c, a), α3 = (A
c ∩B, a−1) or α′4 = (A
c ∩Bc, a−1) is a well-defined
Whitehead automorphism and reduces |Cα−1|∼. If α
′
4 is defined and reduces
|Cα−1|, then by composing with the inner automorphism γa, we see that
α4 = (A ∪ B, a) is also defined and also reduces |Cα
−1|. In addition, if it is
defined, αi ∈ Ωx, for i = 1, . . . , 4. (In fact α1 is defined if a ∈ B, α2 if a /∈ B,
α3 if a
−1 ∈ B and α4 if a
−1 /∈ B.) Now, for i = 1, . . . , 4, define αˆi = α
−1αi.
Using R1x and R2x we have, when the map in question is defined,
αˆ1 = (A ∩ B
c + a, a)−1,
αˆ2 = (A ∩ B + a, a)
−1,
αˆ3 = (A ∪ B − a
−1, a)−1 and
αˆ4 = (A
c ∩ B + a, a).
Assume then 1 ≤ i ≤ 4 and that αi is defined and shortens |Cα
−1|. Then
|Cαˆi|∼ = |Cα
−1αi|∼ < |Cα
−1|; so α−1i β is a peak with respect to Cαˆi. If
i = 1, 2 or 4 then Case 3∗ gives a peak-lowering of α−1i β, with respect to Cαˆi,
in Ωx. If i = 3, then Case 3 gives a peak-lowering of α
−1
i β, with respect to
Cαˆi, in Ωx. In all cases we have a peak lowering factorisation
α−1i β = δ1 . . . δk,
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with δi ∈ Ωx. Therefore, as αˆi ∈ Ωx,
α−1β = αˆiδ1 . . . δk,
is a peak-lowering factorisation of α−1β, in Ωx. Moreover this factorisation
follows from the relations Rx.
Sub-case 4b. In this case we assume that v(a) = v(b) or lkL(a) 6= lkL(b).
We break this sub-case into two further sub-cases: either a ∈ B or b ∈ A; or
a /∈ B and b /∈ A.
(i) If b ∈ A but a /∈ B then interchanging α and β we obtain a ∈ B. Hence
we may assume that a ∈ B. In this case either a = b or v(a) 6= v(b). If
a = b then a−1 = b−1 /∈ A ∪ B. If v(a) 6= v(b) then a ∈ B\{b} ⊆ [x]L
and, as lkL(a) 6= lkL(b), we have b /∈ [x]L, so b
±1 /∈ A. In both cases
b−1 /∈ A and a /∈ B∗. If A∩B∗ = ∅ then A ⊆ B ∪ lkL(b) and, as α, β ∈
Ωx, we have A\{a} ⊆ [x]L and b ∈ [x]L∪aout,L(x), so A\{a}∩lkL(b) = ∅.
As a ∈ B this implies A ⊆ B, a contradiction. Hence, A∩B∗ 6= ∅ and,
as α−1β is a peak for C so is α−1β∗. As in [3, Sub-case 4b] both
(A∗ ∩ B∗, b−1) and (A ∩ (B∗)∗, a) = (A ∩ B, a) are defined, and one
or other reduces the conjugacy length of Cα−1. If (A ∩ B, a) shortens
Cα−1 then, as (A ∩ B, a) ∈ Ωx, we may construct a peak lowering as
in the case when i = 2 of Sub-case 4a above; via elements of Ωx and
following from the relations Rx. If (A
∗∩B∗, b−1) shortens the conjugacy
length of Cα−1 then so does (A ∪ (B∗)∗, b) = (A ∪ B, b). In this case,
after interchanging α and β we construct a peak lowering, with the
required properties, as in the case when i = 4 of Sub-case 4a above.
(ii) If a /∈ B and b /∈ A then we are in the same situation as Sub-case 4b in
[3]. In this case both (A∩B∗, a) and (A∗∩B, b) are defined, necessarily
in Ωx, and one or other of them reduces the conjugacy length of Cα
−1.
If this conjugacy length is reduced by (A∩B∗, a) then we may construct
a peak lowering, with the required properties, as in Sub-case 4a above,
where i = 2. For the remaining case we first interchange α and β and
then proceed as before.
4.6 Proof of Theorem 4.6
Let P be the group with presentation 〈Ωx |Rx〉. The canonical map from P
to Stvx,l, taking α ∈ Ωx to its realisation as an automorphism of G, induces a
surjective homomorphism, in view of Theorem 4.10 and the fact that all the
31
relations of Rx hold in St
v
x,l. It remains to show that this homomorphism is
also injective.
For the duration of this section C2 denotes a fixed tuple of words of G of
length 2, such that C2 contains precisely one representative of each conjugacy
class of G([x]) of length 2. Note that, if y, z ∈ [x]L, with y 6= z±1 it follows
that either yz or zy is in C2.
Lemma 4.14. If β ∈ Ωx and |C2β|∼ ≤ |C2|∼ then either
(i) β is of Type 1, or
(ii) β = (B, b), where b ∈ [x]L and B = [x]L − b
−1, or
(iii) β = (B, b), where b ∈ aout,L(x) and B = [x]L.
In (i) |C2β| = |C2| and in all cases |C2β|∼ = |C2|∼.
Proof. In the case where |[x]| = 1, without loss of generality we may assume
that C2 = (x
2, x−2). If β does not map x to x±1 or to a conjugate of x then
evidently |C2β|∼ > |C2|∼. Therefore the result holds in this case.
Assume then that |[x]| ≥ 2. If β is of Type 1, then the claims of the
Lemma follow from the definition of Ωx. Assume then that β is not of
Type 1, so β = (B, b), where B − b ⊆ [x]L. If b ∈ [x]L then β|G([x]) is an
automorphism of the free group G([x]). From, for example, [3][Theorem 5.2],
in this case the restriction of β is an inner automorphism of this group. Hence
B = [x]L − b
−1, as claimed.
On the other hand, if b /∈ [x]L then b ∈ aout,L(x). In this case, if y and
z are elements of [x]L, with y 6= z
±1, y ∈ B and z /∈ B then yzβ = ybz or
yzβ = b−1ybz, in both cases a cyclically minimal word of length at least 3.
We may assume yz ∈ C2, and as b is not in [x]L, no conjugacy class in C2 has
its length reduced by β. Hence |C2β|∼ > |C2|∼, a contradiction. It follows,
since the identity map is of Type 1, that B = [x]L. In both cases (ii) and (iii)
the map β acts by conjugation on [x]L, so the final statement of the Lemma
holds.
We shall call elements of Ωx of the form occurring in (i), (ii) and (iii)
generators of Type 1x, 2ax and 2bx, respectively. Now
• let α ∈ F(Ωx), say α = φ1 · · ·φn, where φj ∈ Ωx (= Ω−1x ), and this word
is reduced.
We may assume that the length of the word φ1 . . . φn cannot be reduced by
application of relations R1x or R7x.
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Lemma 4.15. Assume φj is of Type 1x, 2ax or 2bx, for j = 1, . . . , n, and
φ1 · · ·φn is peak reduced with respect to C2. Then there exist elements αi, βi
and σ of Ωx such that αi is of type 2ax, βi is of Type 2bx, σ is of Type 1x and
(i) in the group P the element α is equal to α1 · · ·αrβ1 · · ·βsσ and
(ii) in Stvx,l the factorisation α = α1 · · ·αrβ1 · · ·βsσ is peak reduced with
respect to C2.
Proof. Let i be maximal such that φi is of Type 2ax or 2bx and φi−1 is of
Type 1x. Then φi = (A, a). Let φ
′
i = (Aφ
−1
i−1, aφ
−1
i−1). From the definitions,
φ′i is of the same Type as φi and relations R6x imply that φi−1φi = φ
′
iφi−1 in
P .
Let C2,j = C2φ1 · · ·φj, for j = 1, . . . , n, and C2,0 = C2. As φ1 · · ·φn is
peak reduced with respect to C2 it follows, from Lemma 4.14, that |C2,j|∼ =
|C2|∼, for all j. As φi−1 does not alter lengths, and φi and φ
′
i preserve
conjugacy lengths of elements of G([x]), we have
|C2,i−2|∼ = |C2,i−2φ
′
i|∼ = |C2,i−2φ
′
iφi−1|∼,
from which it follows (as φ′iφi−1 = φi−1φi in Aut(G)) that the factorisation
α = φ1 · · ·φ
′
iφi−1 · · ·φn is peak reduced with respect to C2. Continuing this
way we may move all the φi of Type 1x to the right hand side, and use
relations R7x, to obtain α = γ1 · · ·γmσ in P , where γi is of Type 2ax or 2bx,
σ is of Type 1x and the factorisation is peak reduced with respect to C2.
Now let i be maximal such that γi is of type 2ax and γi−1 is of Type 2bx.
By definition of Types 2ax and 2bx, relations R3
∗
x imply that γi−1γi = γiγi−1.
As in the previous case, since γ1 · · · γmσ is peak reduced with respect to C2,
so is γ1 · · · γiγi−1 · · · γmσ. Continuing this way gives the required result.
Lemma 4.16. Let y be a word of length 2 in G([x]) and let α =
α1 · · ·αrβ1 · · ·βsσ be a factorisation of α, satisfying conditions of the con-
clusion of Lemma 4.15. Then yα = zuv, where z is a word of length 2 in
G([x]), u ∈ G([x]) and v ∈ G(aout(x)).
Proof. First assume that σ = 1. If r+s = 0 there is nothing to prove. Assume
next that s > 0 and inductively that βs = (B, b), yα1 · · ·αrβ1 · · ·βs−1 = z
uv,
for some word z of length 2 in G([x]), u ∈ G([x]) and v ∈ G(aout(x)). Then
yα = (zuv)βs = z
ubv = zuv
′
, where v′ ∈ G(aout(x)), so yα is of the required
form. If s = 0 and r > 0 then again yα = (zuv)αr = z
u′v, where u′ = ua,
so yα is of the required form. Finally, if σ 6= 1 then, since σ fixes aout(x)
point-wise and permutes the elements of [x]L, the result follows.
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Lemma 4.17. Let α = α1 · · ·αrβ1 · · ·βsσ be a factorisation of α, as in the
conclusion of Lemma 4.15. Assume α = 1 in Stvx,l. Then α = 1 in P .
Proof. Let C2 = (y1, . . . , yk). Then, from Lemma 4.16, we have C2α =
(zu1v11 , . . . , z
ukvk
k ), where zi is of length 2 in G([x]), ui ∈ G([x]) and vi ∈
G(aout(x)). As α = 1 in St
v
x,l, we have C2α = C2 so z
uivi
i = yi, for i = 1, . . . , k.
No letter of aout(x) commutes with any element of [x], so this implies that
vi = 1, for all i. Let βj = ([x]L, bj), for j = 1, . . . , s; so vi = bs · · · b1 = 1, for
all i. Therefore there exist 1 ≤ p < q ≤ s such that bp = b
−1
q and bj ∈ lkL(bp),
for p < j < q. From R3x (b) and R1x it follows that, in P ,
βpβp+1 · · ·βq−1βq = βp+1 · · ·βq−1βpβq = βp+1 · · ·βq−1,
so
β1 · · ·βs = β1 · · ·βp−1βp+1 · · ·βq−1βq+1 · · ·βs.
Continuing this process we eventually obtain α = α1 · · ·αrσ in P . Then
yiα = z
ui
i = yi, where zi and ui are as before, for i = 1, . . . , k.
If [x] = {x}, then there are no automorphisms of Type 2ax and so α = σ is
of Type 1x. As α = 1 in St
v
x,l, this implies that σ is the identity permutation of
[x]L, so σ = 1 in P , as required. Assume then that |[x]| ≥ 2. For 1 ≤ j ≤ r
let αj = ([x]L − a
−1
j , aj), where aj ∈ [x]L. Then, for 1 ≤ i ≤ k we have
yi = yiα = y
ar···a1
i σ. In particular, if x1 and x2 are distinct elements of [x]
then x21 and x
2
2 both appear in C2,
x21σ
−1 = (x21)
ar ···a1 and x22σ
−1 = (x22)
ar ···a1 .
This occurs only if xiσ = xi, for i = 1, 2. Furthermore, from [1], x
2
i =
(x2i )
ar ···a1 only if (ar · · · a1) ∈ CG(xi), for i = 1, 2. As (ar · · ·a1) ∈ G([x]) and
G([x])∩CG(x1)∩CG(x2) = {1}, we have ar · · · a1 = 1 in G([x]). As G([x]) is
free there must therefore exist j such that aj−1 = a
−1
j , so αj−1αj = 1 in P ,
using R1x. Continuing this process we again obtain α = σ and as α = 1 in
Stvx,l we now have α = 1 in P .
Proof of Theorem 4.6. As observed above it is necessary only to show that
the canonical homomorphism from P to Stvx,l is injective. Let α ∈ F(Ωx) and
assume that α = 1 in Stvx,l. Write α = φ1 · · ·φn, where φi ∈ Ωx and define
C2,j = C2φ1 · · ·φj , for 1 ≤ j ≤ n, and C2,0 = C2. If φ1 · · ·φn is not peak
reduced with respect to C2 then we say that φjφj+1 is a peak of height m (for
C2) if φjφj+1 is a peak for C2,j−1 and |C2,j|∼ = m. Let m be the maximum
of the heights of peaks for C2 and let p be minimal such that φpφp+1 is a
peak of height m. This implies that |C2,p−1|∼ < |C2,p|∼ = m. Also, define
the peak length (with respect to C2) of the factorisation to be the number of
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indices j such that |Cj|∼ = m; and assume the peak length of φ1 · · ·φn is M .
From Lemma 4.13, there exist δ1, . . . , δs ∈ Ωx such that φpφp+1 = δ1 · · · δs
in P and |C2,p−1δ1 · · · δt|∼ < |C2,p|∼, for 1 ≤ t ≤ s − 1. Therefore we have
α = φ1 · · ·φp−1δ1 · · · δsφp+1 · · ·φn in P and in this factorisation, either the
maximum height of peaks for C2 is less thanm, or the peak length is less than
M . This process may therefore be repeated until we obtain a factorisation
of α, in P , which is peak reduced with respect to C2.
Assume then that α = φ1 · · ·φn in P , where φi ∈ Ωx and that this
factorisation is peak reduced with respect to C2. From Lemma 4.14 and the
fact that α = 1 in Stvx,l, we have |C2,j|∼ = |C2|∼; so φj is of type 1x, 2ax
or 2bx, for j = 1, . . . , n. From Lemma 4.15 there is, in P , a peak reduced
factorisation α = α1 · · ·αrβ1 · · ·βsσ, where αj is of Type 2ax, βj is of Type
2bx and σ is of Type 1x. Lemma 4.17 then implies that α = 1 in P , as
required.
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