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Abstract
Solution pluralism is an approach to problem solving and deliberation. It employs a plurality of
distinct solutions for a decision problem for aiding decision making. The concept is well established
in existing practice, although perhaps not recognized as such. This paper: (1) presents the concept
as a generalization of established practice, (2) briefly describes successful uses of the concept in
practice, and (3) presents several areas that appear would benefit from application of the concept.
Throughout, the role of metaheuristics in finding the pluralities of solutions is emphasized.
Solution pluralism is an approach or even a bit of philosophy for problem solving and deliberation.
It emphasizes and explores the idea that obtaining a plurality of distinct solutions for a decision problem
may often be both practicable for, and of great value in, aiding decision making. There are three principal
steps in employing a solution pluralism approach to a given problem:
(1) Define SoIs. Define or characterize the solutions of interest (SoIs) for the problem to hand.
What, if we could get them, would constitute the plurality of solutions we would like to use for our
decision problem? In our work, and in what we discuss below, we are mainly interested in optimization
models, broadly construed. This should not be taken to indicate that solution pluralism is confined to
mathematical models for decision making. (2) Obtain SoIs. Once the SoIs are defined, the problem is
to get them. This is in general a non-trivial problem. If it is hard to find an optimal or even heuristically
good solution, how are we to obtain a plurality of good or interesting solutions? Our work in this regard
begins with the observation that metaheuristics generally, especially population-based metaheuristics and
particularly evolutionary computation, are widely employed in practice and produce multiple, typically
very many, solutions in the course of their searching. Can the solutions produced as a by-product of
heuristic search be employed usefully for purposes of solution pluralism? We think so and will indicate
why, although the present format requires extreme brevity. How best to exploit metaheuristics in order
to obtain SoIs is, of course, a matter for research. One of our aims in this paper is to draw attention
to that topic. (3) Use SoIs. How can the solutions of interest, once obtained, be used to aid decision
making? Given a collection of SoIs, how best can we use them for decision making? These are two
distinct important questions. The latter is a practical one, to be addressed by statistics, visualization, and
principles of decision support systems. We have little to say about it here. The first question is more
logical or conceptual in nature and complements the first step: In order to define the SoIs we need to
know how we might use them. Consequently what we have to say here on this question will be part of
what we say about defining SoIs.
Although the term solution pluralism is new,1 we mean the associated concept to be a generalization
or abstraction of established practice, practice that in its solution pluralistic aspects is, we think, excellent
1The term is intended to be a neologism. At least it was Google-proof as of May 2010, so far as we have been able to discern
with a moderate effort of due diligence.
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and well-advised. Our point in offering a more general concept is to extend principles already succeeding
in practice, but perhaps not fully recognized as such. In the next section we very briefly draw the reader’s
attention to some of this practice. The concluding section lists some promising kinds of new applications
for the principle of solution pluralism as based on using the by-products of heuristic search.
1 Solution Pluralism in Established Practice
Briefly, we want to mention three well-known application areas in which pluralities of solutions are
routinely obtained for purposes of decision making.
1. Models with stochastic outputs, e.g., simulation models, including discrete event models and agent-
based models. These models normally should be (and are) run multiple times and their outputs
analyzed statistically in order to support decision making [11]. Typically, one or more measures
of performance (MoPs) are defined. Roughly, the SoIs are the MoPs as generated under a variety
of specified conditions and scenarios.
2. Variance-based sensitivity analysis of equational models. Very many solutions are obtained with
randomization of parameter values in order to estimate variances in model outputs. See for
overviews [13, 14]. See also [11].
3. Robust optimization. Construed broadly, this is the search for solutions and designs that continue
to perform well in the face of uncertainty. See [1, 2] for reviews and recent results.
4. Multi-Objective optimization models. Here the principal SoIs are the solutions on the Pareto fron-
tier and the problem is to find them. Evolutionary computation and related metaheuristics for these
problems are actively being researched and used; see [3, 4] for overviews.
Unlike the first two cases, above, population-based metaheuristics, especially evolutionary computation,
play a central role in the developments in multi-objective optimization. The evolutionary approaches seek
to develop entire populations of Pareto optimal solutions and they have generally been very successful.
Can a generalized form of this solution pluralism approach be made to work elsewhere?
2 Areas of Opportunity
1. Post-solution analysis of constrained optimization models. For purposes of sensitivity analysis and
post-solution analysis of constrained optimization models, the principal SoIs are solutions (feasi-
ble or not) near the boundary of the feasible region. A so-called Feasible-Infeasible 2-Population
GA has been developed for the purpose of finding such solutions [10]. Other publications have
explored how these SoIs may be used for various post-solution analysis purposes, such as deter-
mining the value of relaxing or tightening a constraint [7–9]. The approach is especially useful
for combinational optimization and other non-linear models for which shadow prices and reduced
costs are not available from standard solvers. The SoIs can be used to estimate these quantities.
2. Obtaining robust solutions under risk. We characterize the risk-robustness score zR of a solution S
to model M under perturbation regime P (risk) with level of certainty L (denoted R(S,M,P, L))
as the best objective value for which the probability of a worse objective value (for the model, under
the perturbation regime, etc.) is less than (1−L). A robust solution is a solution whose robustness
score is better than or equal to all other solutions. In ongoing work, we have demonstrated that
these quantities can be well estimated by collecting high-quality solutions that appear during the
normal runs of evolutionary computation as the SoIs. The demonstration is presently limited to
flowshop scheduling problems. Work is underway to extend the experiments.
3. Two-sided matching. These essentially game-theoretic problems are important in practice where a
version of the Deferred Acceptance algorithm [5] is widely used in search of stable matches [12].
Stability is the equilibrium concept for these games. The number of stable solutions grows expo-
nentially but the Deferred Acceptance algorithm finds at most two stable solutions and these are
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guaranteed to have poor fairness and social welfare properties. Metaheuristics, including evolu-
tionary computation, have been demonstrated to find multiple stable matches with superior welfare
and equity characteristics [6].
4. Redistricting. Electoral districts are subject to periodic redesign, usually following a new cen-
sus. In the US, the courts have insisted that district designs meet a short list of criteria, mainly
nearly equal populations and contiguity (connectedness). These criteria greatly underdetermine
the permitted shapes of districts, leading to heavy politicization and often extreme gerryman-
dering. Adding socially desirable constraints on geography and compactness produces sensible
districts while still leaving the problem underdetermined (generally). Solution pluralism and evo-
lutionary computation in particular can find significant numbers of feasible solutions to these more
constrained problems, leaving room for political discussion while limiting egregious decisions.
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