Introduction
This is our second paper devoted to the description and analysis of the hyperelliptic curve method. The hyperelliptic curve method is a probabilistic algorithm for factoring integers. It is well suited to ®nding small prime factors of an integer and, in particular, to recognizing smooth integers, that is, integers built from small prime numbers.
The hyperelliptic curve method is closely related to the elliptic curve method [8] . We refer the reader to the introduction to our ®rst paper [9] for a discussion of the provenance of the hyperelliptic curve method, its relation to the elliptic curve method, and comparison of run times with other algorithms.
The hyperelliptic curve method uses the Jacobian varieties of curves of genus 2 over ®nite ®elds in the same way that the elliptic curve method uses elliptic curves over ®nite ®elds. Let k be a ®nite ®eld of odd characteristic, and let q be its cardinality. Let f P kX be a sextic or quintic polynomial with non-vanishing discriminant. Let C f be the smooth projective curve over k whose function ®eld is the ®eld of fractions of kX; Y =Y 2 À f , so that the genus of C f equals 2. Denote by J f the Jacobian variety of C f , and by J f k the set of k-rational points of J f , which is a ®nite Abelian group. Since C f has genus 2, the Riemann Hypothesis for Abelian varieties over ®nite ®elds, proved by Weil [22] , implies that #J f k P q p À 1 4 ; q p 1 4 ;
where # denotes cardinality. So #J f k resides in an interval of length ,8q
centered at ,q 2 as q 3 1. (We use the notation Aq , Bq as q 3 1 to mean that Aq=Bq 3 1 as q 3 1.) The number of sextic and quintic polynomials over k with non-vanishing discriminants is ,q 7 as q 3 1. Therefore, the assignment f U 3 #J f k has ®bres whose average size is , 1 8 q 11 = 2 as q 3 1. If we restrict to quintic polynomials then the ®bres have average size , 1 8 q 9 = 2 as q 3 1. The main results of the present paper concern the size of the ®bres over the integers z in a subinterval of q p À 1 4 ; q p 1 4 . This subinterval is of the form q 2 À cq 3 = 2 ; q 2 cq 3 = 2 , where c is positive and explicit. Excluding a small set of values for z , we show that the size of each ®bre is not much smaller than the average value that we just computed. Thus, the assignment f U 3 #J f k distributes the polynomials f fairly evenly over a substantial subinterval of q p À 1 4 ; q p 1 4 . Our ®rst result restricts to prime ®elds and to quintic polynomials. Prime ®elds are the only ones that arise in the analysis of the hyperelliptic curve method. Curves C f with quintic polynomials f are attractive to use, since their Jacobians are particularly easy to construct and to operate in. quintic polynomials f P F p X with non-vanishing discriminants such that #J f F p z.
If we do not insist that the curves have quintic models, we can prove a result valid for all ®nite ®elds of odd characteristic, with a smaller exceptional set. This result is not needed for our analysis of the hyperelliptic curve method. Theorem 1.2. Suppose that k is a ®nite ®eld, and suppose that the cardinality q of k is odd and at least 14,400. Then for all but at most 28 q p integers z in the interval q 2 À 48,000´log q 2´ log log q 2 sextic polynomials f P kX with non-vanishing discriminants such that #J f k z.
No great signi®cance should be attached to the constants 24,000 and 48,000 occurring in the theorems beyond the fact that they are explicit. They are de®nitely open to improvement.
We brie¯y explain the role that Theorem 1.1 plays in the analysis of the hyperelliptic curve method. The success of the hyperelliptic curve method depends on #J f F p being suf®ciently smooth ± that is, built up entirely of suf®ciently small prime factors ± with reasonable probability when f is selected at random. The precise sense of`suf®ciently smooth' and`reasonable probability' in our situation is discussed in [9] .
To prove that #J f F p is suf®ciently smooth with reasonable probability, one ®rst shows that an interval of the form x À cx 3 = 4 ; x cx 3 = 4 contains reasonably many numbers that are suf®ciently smooth. Such a result is contained in our ®rst paper, [9] , in which we proved various theorems about the density of smooth numbers in short intervals. Taking x p 2 and c 1 2 one ®nds that the interval p 2 À 1 2 p 3 = 2 ; p 2 1 2 p 3 = 2 contains a fair number of suf®ciently smooth integers z. Next one applies Theorem 1.1 to these values of z to see that there is a reasonably large number of quintics f for which #J f F p is suf®ciently smooth. This is the required result. For more details, and for an application of our result to primality testing, we refer to the forthcoming third paper in this series.
Our main theorems provide only a lower bound for the number of f such that J f k has order z . For elliptic curves an upper bound of the same form ± up to powers of logarithms ± is given in [8, Proposition 1.9] . One may believe that in the case of hyperelliptic curves there is also an upper bound of the same form, but the arguments that we give do not suf®ce to prove this.
Adleman and Huang [1, Chapter 4, Proposition 1] prove a result similar to Theorem 1.2. However, their argument is restricted to prime numbers z, which does not suf®ce for our purposes. Their result also admits a much larger set of exceptions.
The structure of the proof of Theorems 1.1 and 1.2, and of the paper, is as follows. In § 2 the proofs are reduced to the proof of four auxiliary propositions. The ®rst of these (Proposition 2.1) estimates the number of f for which C f is isomorphic to a given curve C of genus 2. The proof is elementary, and it is given in § 3. The second (Proposition 2.2) concerns the reconstruction of C from its Jacobian, viewed as a principally polarized Abelian variety. The only new feature of this result is a suf®cient condition, in terms of the Jacobian, for C to possess a quintic model; the details are given in § 3. Our third auxiliary result (Proposition 2.3) estimates the number of two-dimensional principally polarized Abelian varieties with a given`Weil polynomial'. The proof occupies ®ve sections. In § 4 we use the arguments of Stark [19] to obtain an effective lower bound for certain quotients of class numbers (Proposition 4.2). In § 5 we prove the integrality of a suitable quotient of zeta functions of ®nite rings. Combining these results, we obtain in § 6 an effective lower bound for appropriately de®ned class numbers of certain orders in number ®elds. Section 7 contains generalities concerning fourth degree Weil polynomials. Once all these ingredients are available, we give the proof of Proposition 2.3 in § 8. It is based on a result of Deligne [4] that establishes an equivalence of categories between the category of ordinary Abelian varieties over ®nite ®elds, and a certain category of free Z-modules with additional structure. We also employ results of Howe [6] on the translation of the notion of polarization of ordinary Abelian varieties under Deligne's equivalence. Abelian varieties that are ordinary are the only ones that we use; thus, Theorems 1.1 and 1.2 remain valid if the additional condition that J f be ordinary is imposed on f . The ®nal result of § 2 (Proposition 2.4) asserts that for most z in our target interval an appropriate Weil polynomial can be constructed. The proof, which is given in § 10, is completely elementary but somewhat involved; it makes use of a result on non-uniqueness of factorization in short intervals that is presented in § 9. It may be of interest to pursue the latter subject for its own sake.
Fields of characteristic 2 are excluded in Theorems 1.1 and 1.2, not only because we use models of the form y 2 f x for hyperelliptic curves, but also because certain parts of our proof admit a larger set of exceptions when the a hyperelliptic smoothness test, ii characteristic equals 2. In § 11 we state separately some results valid in characteristic 2.
Throughout this paper, a`curve' will mean a smooth absolutely irreducible projective variety of dimension 1. All maps between varieties will be rational over the base ®eld, unless the contrary is explicitly stated. All rings are supposed to be commutative with unit element, and the unit element is supposed to be respected by ring homomorphisms and to be contained in subrings. The group of units of a ring R is denoted by R Ã . By Z we denote the ring of integers, and by Q, R and C the ®elds of rational, real and complex numbers, respectively.
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Articulation of the proofs
Let k be a ®nite ®eld and q its cardinality. Theorems 1.1 and 1.2 are statements about the ®bres of the map from the set of sextic or quintic polynomials over k with non-vanishing discriminants to Z, sending f to #J f k. In the present section we write this map as the composition of four maps. We formulate auxiliary results, to be proved in later sections, about the ®bres of each of these maps. At the end of the section we deduce Theorems 1.1 and 1.2 from these results.
From polynomials to curves. The ®rst map goes from the set of sextic or quintic polynomials over k with non-vanishing discriminants to the set of isomorphism classes of curves of genus 2 over k . It is de®ned only if q is odd, and it sends f to the curve C f whose function ®eld is the ®eld of fractions of kX; Y =Y 2 À f ; it does have genus 2, by [20, Proposition VI.2.3(b) ]. If C is a curve of genus 2 over k , then we call a sextic or quintic polynomial f a representative of C if C > C f . Proposition 2.1. Let k be a ®nite ®eld of odd cardinality q, and let C be a curve of genus 2 over k. Then the number of representatives of C equals
Also, there exists an integer rC satisfying 0 < rC < 6; rC #Ck mod 2, such that C has exactly rCq À 1q 2 À q #Aut C and q 1 À rCq À 1q 2 À q #Aut C quintic and sextic representatives, respectively.
The proof of this proposition is routine. It is given in § 3.
From curves to principally polarized Abelian varieties. A principally polarized Abelian variety over k is a pair A; y consisting of an Abelian variety A over k and a principal polarization y: A 3 AE A of A over k; here AE A denotes the dual Abelian variety. An isomorphism w: A; y 3 B; h of principally polarized Abelian varieties is an isomorphism w: A 3 B of Abelian varieties satisfying y AE whw. For all these terms, see [11] . The second map goes from the set of isomorphism classes of curves of genus 2 over k to the set of isomorphism classes of principally polarized two-dimensional Abelian varieties over k . It takes C to the pair J C ; y C , where J C is the Jacobian variety of C (see [12] ) and y C is the canonical principal polarization of J C induced by the theta divisor (see [12, 6.11] ).
An Abelian variety over k is called absolutely simple if it has, after base extension to an algebraic closure of k, exactly two Abelian subvarieties, namely f0g and the Abelian variety itself. For the de®nition of the trace of the Frobenius endomorphism of an Abelian variety A over k we refer to [11, § § 12 and 19] . Proposition 2.2. Let k be any ®nite ®eld, and q its cardinality. Let A; y be a principally polarized absolutely simple Abelian variety of dimension 2 over k. Then A; y is isomorphic to the canonically polarized Jacobian variety of some curve C of genus 2 de®ned over k, and for any such C we have Aut C > AutA; y. If, in addition, both q and the trace of the Frobenius endomorphism of A are odd, then any curve C of genus 2 with J C ; y C > A; y possesses a quintic representative.
The proof of this proposition is given in § 3. The ®rst part of Proposition 2.2 is well known.
From Abelian varieties to Weil polynomials. By a Weil q-polynomial we mean a polynomial h P ZX of even degree, with leading coef®cient 1, all of whose complex zeros have absolute value q p , and which satis®es h0 > 0 (and therefore h0 q deg h = 2 ). If A is an Abelian variety over k , then we denote by h A the characteristic polynomial of the Frobenius endomorphism of A (see [11, § § 12 and 19] ); this is a Weil q-polynomial of degree 2 dim A, by [11, Theorem 19 .1] (the property h A 0 > 0 follows from h A 1 #Ak > 0 and the absence of zeros of h A in the interval 0; 1; see [11, Theorem 19.1(b) and (c)]).
The third map goes from the set of principally polarized two-dimensional Abelian varieties over k to the set of Weil q-polynomials of degree 4. It sends A; y to h A .
As we shall see in Proposition 7.1, the Weil q-polynomials of degree 4 are exactly the polynomials h of the form
where a and b are integers satisfying
Moreover, a and b are uniquely determined by h. We say that such a polynomial h is ordinary if b is not divisible by the characteristic of k, that h has odd trace if a is odd, that h is regular if neither of the numbers a 2 À 4b and b 4q 2 À 4qa 2 is an integer square (see Remark 7.6 for an interpretation of these conditions), and we de®ne
By the weighted number of principally polarized Abelian varieties A; y in a class S we mean 1=#AutA; y, the sum ranging over the isomorphism classes of pairs A; y in S. Note that AutA; y is ®nite, by [11, Proposition 17.5(a)].
Proposition 2.3. Let k be a ®nite ®eld, and suppose that the cardinality q of k is at least 8100. Let h be an ordinary regular Weil q-polynomial of degree 4. Then the weighted number of principally polarized two-dimensional Abelian varieties A; y over k with h A h is at least ch 95,000´log q 2´ log log q
2

:
Each such A is absolutely simple, and if h has odd trace, then the trace of the Frobenius endomorphism of any such A is odd.
The proof of Proposition 2.3 is given in § 8.
From Weil polynomials to integers. The fourth map goes from the set of Weil q-polynomials of degree 4 to Z, and it sends h to h1. If A is an Abelian variety over k , then we have h A 1 #Ak (see [11, Theorem 19 .1(b)]). Hence the composition of the four maps does map a sextic or quintic polynomial f P kX with non-vanishing discriminant to #J f k.
Proposition 2.4. (a) Let q > 14,400 be an odd prime power. Then for all but at most 28 q p integers z in the interval
there is an ordinary regular Weil q-polynomial h of degree 4 such that h1 z and ch > 2q 3 = 2 .
(b) Let p > 8100 be a prime number. Then for all but at most p integers z in the interval
there is an ordinary regular Weil p-polynomial h of degree 4 with odd trace such that h1 z and ch > 4p 3 = 2 .
This result is proved in § 10.
Proof of Theorem 1.2. Suppose that q is odd and that q > 14,400. Let z P q 2 À 1 9 q 3 = 2 ; q 2 1 9 q 3 = 2 be an integer that does not belong to the set of cardinality at most 28 q p that is excepted in Proposition 2.4(a). It suf®ces to prove that the conclusion of Theorem 1.2 holds for z . By the choice of z and Proposition 2.4(a), we can choose an ordinary regular Weil q-polynomial h of degree 4 with ch > 2q 3 = 2 and h1 z. Applying Proposition 2.3 we ®nd that the weighted number of principally polarized, absolutely simple two-dimensional Abelian varieties A; y with h A h is at least By Proposition 2.2, the same lower estimate holds for the weighted number of curves C of genus 2, de®ned over k , with h J C h; here the isomorphism class of C is counted with weight 1=#Aut C. Each such curve C has, by Proposition 2.1, at least q À 5q À 1q 2 À q=#Aut C sextic representatives f . Thus the number of sextic f P kX with h J f h is at least
The conclusion of Theorem 
Curves of genus 2 and their Jacobians
Proof of Proposition 2.1. Let k be a ®nite ®eld of odd cardinality q, and let C be a curve of genus 2 over k . By [20, Lemma VI.2.2(b) and Proposition VI.2.4(a)], the function ®eld kC of C has a unique sub®eld K with kC : K 2 for which there exists x P K with K kx; and by [20, Proposition VI.2.3(a)], there is a sextic or quintic polynomial f P kx with nonvanishing discriminant such that kC kx; y with y 2 f . For such f we have C > C f . This shows that C has at least one representative.
We shall denote the unique non-trivial automorphism of kC that is the identity on K by t, and refer to it as the hyperelliptic involution.
We next investigate isomorphisms between two curves C f and C g of genus 2. Write kC f kx; y with y 2 f x and kC g kx H ; y H with y H 2 gx H , and suppose that we have an isomorphism C f 3 C g , inducing a k-isomorphism j: kC g 3 kC f . The uniqueness of the sub®eld kx implies that j induces an isomorphism kx H 3 kx, so jx H ax b=cx d for some 
Hence the order of the stabilizer equals q À 1´Aut C f . This proves that the number of representatives of C f equals q 2 À 1q 2 À q=#Aut C f . Since each C is of the form C f , this implies the ®rst assertion of Proposition 2.1.
To prove the second assertion, we let rC be the number of elements of Ck that are ®xed under t. These elements are precisely the k-rational points of C that ramify under the map C 3 P 1 corresponding to the ®eld extension kC É kx, and by [20, Proposition VI.2.3(c)] they correspond to the set of zeros of f in k, including one zero`at in®nity' if deg f 5. From deg f < 6 it follows that 0 < rC < 6. Also, since the points of Ck that are not ®xed under t come in pairs fP; tPg, we have rC #Ck mod 2. It remains to prove the statement about the number of quintic models.
Let us ®rst consider isomorphism classes of pairs C; P, where C is a curve of genus 2 over k and P is a point on Ck that is ®xed under t; here we call C; P and C H ; P H isomorphic if there is an isomorphism C 3 C H mapping P to P H . When f P kX is a square-free quintic polynomial, then the rational function x on C f has exactly one pole on C f , which we call P f . We have P f P C f k, and P f is ®xed under t, so the pair C f ; P f is one of the pairs under consideration. Conversely, for every pair C; P there are exactly q À 1q 2 À q=#AutC; P square-free quintic polynomials f in kX for which C; P is isomorphic to C f ; P f . To prove this, one mimics the part of the proof already given, with a few minor changes. The ®rst change is that one needs to choose the element x P K such that it has a pole at P; this is possible, since the image of P in P 1 belongs to P 1 k. Secondly, one should consider only isomorphisms C f 3 C g that map P f to P g , which is equivalent to the restriction c 0 on the matrices
that one works with. Since the group of those matrices has order q À 1q 2 À q, one arrives at the formula q À 1q 2 À q=#AutC; P that we have just stated. To count the number of quintic representatives one considers the map that sends the isomorphism class of a pair C; P to the isomorphism class of C. Let C be a curve of genus 2 over k . If P, P H P Ck are ®xed under t, then the pairs C; P and C; P H are isomorphic if and only if P and P H belong to the same orbit under Aut C. Thus the number of quintic representatives for C equals
the summation ranging over a set of orbit representatives for the action of Aut C on fP P Ck: tP Pg. We may also extend the sum to include all P P Ck with tP P provided that each term is given a weight equal to the inverse of the orbit size of P under Aut C. This orbit size equals #Aut C=#AutC; P, which yields the formula stated in Proposition 2.1. Subtracting the number of quintic representatives from the total number of representatives one obtains the ®nal formula in Proposition 2.1. This proves Proposition 2.1, with the added information that rC is the number of F q -rational points of C that are ®xed under the hyperelliptic involution.
Remark. It follows from Proposition 2.1 that C has at least one quintic model if and only if rC > 0, and that C has at least one sextic model unless and only unless rC q 1. Also, the equality rC q 1 can occur only if q equals 3 or 5. It is not hard to show that in those two cases one has rC q 1 if and
Proof of Proposition 2.2. Let A be an absolutely simple Abelian variety of dimension 2 over F q , with dual AE A, and let y: A 3 AE A be a principal polarization. Let D be a positive divisor on A that is de®ned over k and belongs to the divisor class determining y; such a divisor exists since k is ®nite (see [11, Remark 13.2] [14] ) implies that this divisor is either a curve C of genus 2 or, over an algebraic closure k of k, equal to the sum of two positive divisors. In the ®rst case, A; y is isomorphic to the principally polarized Jacobian of C; in the second case, A is, over k , isomorphic to the product of two elliptic curves (see [23, 14] ). The latter alternative is excluded by our assumption that A be absolutely simple. Hence we have A; y > J C ; y C .
Torelli's theorem (see [12, Corollary 12.2] ) implies that C is uniquely determined, up to isomorphism, by the property that A; y > J C ; y C . Also, the proof of Torelli's theorem, as given in [12] , shows that for every b P AutJ C ; y C there is a unique a P Aut C that maps to b under the natural map Aut C 3 AutJ C ; y C (cf. [12, Proposition 6.1]). Therefore we have Aut C > AutA; y.
Next suppose that q and the trace t of the Frobenius endomorphism of A are odd. By [12, Theorem 11.1], we have #Ck 1 À t q, which is odd. Hence the number rC from Proposition 2.1 is also odd. Therefore we have rC > 1, and by Proposition 2.1 the curve possesses a quintic model. This proves Proposition 2.2.
Estimates for zeta functions
Let K be an algebraic number ®eld of ®nite degree n over the ®eld Q of rational numbers. We write z K for the zeta function of K, which is de®ned on a hyperelliptic smoothness test, ii fs P C: Re s > 1g by
here P ranges over the set of maximal ideals of the ring of integers of K, and NP is the cardinality of the residue class ®eld of P. Denote by D the absolute value of the discriminant of K over Q , by r 1 the number of real places of K, and by r 2 the number of complex places of K. For s P C, Re s > 1, we de®ne
where G denotes Euler's gamma function. Note that for s P R with s > 1, both z K s and y K s are real and positive.
Lemma 4.1. (a) The function y K can be analytically extended to an entire function satisfying the functional equation y K s y K 1 À s.
(b) All zeros r of y K satisfy 0 < Re r < 1, and one has
for each s P C with y K s T 0; the sum ranges over all zeros r of y K , counted with multiplicities, and it is absolutely convergent.
(c) For s P R with s > 1 one has
, and if there is one then it is real and simple.
(e) For K T Q and s P R with 1 < s < 1 2n À 1= log D, one has
(f ) One has y K 1 h´reg=w, where h and reg denote the class number and regulator of K, respectively, and w is the number of roots of unity in K.
Proof. For (a), see [ Q s n´ 2´Gs 1=2 p p´s´G s=2
The logarithm of each of the three factors on the right is convex on 1; 1; for the ®rst factor this is obvious, and for the last two factors it is the content of [10, Lemma 9] . It follows that log g is convex on 1; 1.
The equality is readily veri®ed. We prove the inequality. From Minkowski's inequality
n À 1. Therefore we have j < 4, and by convexity it follows that gj < max g1; g4. Now one deduces the claim from
except if r 1 r 2 1. In the exceptional case K is imaginary quadratic, and one has D > 3, j < 3, and gj < maxg1; g3; the inequality z Q 3 2 < z Q 2 (obtained from the Euler product) implies then that g3 3z 3 2 p À3 < 2p À1 g1. This proves the claim. Let s be real, s > 1. From the duplication formula [24, 12.15] Gs=2 2p
s for the gamma function, and from the elementary inequality z K s < z Q s n , one sees that
Substituting s j, which minimizes D s = 2 =s À 1 n À 1 , we ®nd that
which proves (e) for s j. To prove (e) for 1 < s < j it now suf®ces to observe that y H K is positive on 1; 1, by (c). This completes the proof of Lemma 4.1.
Combining (e) and (f ) we ®nd an upper bound for h´reg=w that is due to Louboutin [10, equation (2)]. It improves an upper bound obtained by Siegel [18, Satz 1] .
We now come to the main result of this section, which in substance is due to Stark [19] . We let h, reg, w be as in Lemma 4.1(f ), and by h , reg and w we denote the corresponding quantities for the ®eld K appearing in Proposition 4.2. a hyperelliptic smoothness test, ii Likewise, we denote by D the absolute value of the discriminant of K over Q. Proposition 4.2. Let K be a totally imaginary quadratic extension of a totally real algebraic number ®eld K , and suppose that K does not contain a sub®eld that is imaginary quadratic over Q. Let M be a Galois closure of K over Q. Write d K : Q and m M : Q´max1; 4=d . Then we have h´reg=w h ´r eg =w
The proposition implies that
where m 1 may be replaced by 5,
Proof. For s P C with Re s > 1, we de®ne
The function L may be analytically extended to an entire function (see [7, Chapter VIII and Chapter XIV]). The duplication formula quoted in the proof of Lemma 4.1(e) implies that
It follows that L satis®es the functional equation Ls L1 À s. By Lemma 4.1(f ) one has L1 h´reg=w h ´r eg =w :
We shall estimate this quantity from below. From Lemma 4.1(b) one obtains
for each s P C with Ls T 0, the sum ranging over all zeros r of L, counted with multiplicities; all these zeros are also zeros of y K . Let B be the set of zeros b of L that satisfy Re b > 1 À 4 log D À1 and jIm bj < 4 log D À1 . By Lemma 4.1(d), the set B is either empty or consists of a single simple real zero. We shall need:
with m as de®ned in Proposition 4.2. We postpone the proof of this assertion until the end of this section. It depends crucially on the assumption that K does not contain an imaginary quadratic sub®eld.
for every real number s with 1 < s < j 0 . Therefore we have
for the same values of s, where the ®rst sum ranges over the zeros r of L. We may include the zeros of y K in that sum, since they give positive contributions. Then the ®rst sum changes to 2y
Integrating from 1 to j 0 and exponentiating one ®nds that
where we put
Using the fact that Lj 0 y K j 0 =y K j 0 we now obtain
We estimate the four factors separately.
For the ®rst factor we apply Lemma 4.1(c) to s j 0 . Since j 0 1 4 log D À1 is smaller than the unique positive zero 1:46163 . . . of G H =G (see [24, 12. 33]), we have G H j 0 =Gj 0 < 0, and we ®nd that
This leads to
which is our estimate for the ®rst factor. For the second factor, the de®nition of y K and the obvious inequalities z K j 0 > 1 and j 0 > 1 imply that
Let g 8 0:5772157 denote Euler's constant (see [24, 12.1] ). From the inequality
G1
Àg > À log 2; a hyperelliptic smoothness test, ii valid for s > 1 (see [24, 12.16] ), one deduces that
which, since p > e, gives Gj 0
In the last inequality we use the fact that d > 2, which follows from the assumption that K does not contain an imaginary quadratic sub®eld. We obtain
This is our estimate for the second factor. For the third factor we apply Lemma 4.1(e) to the ®eld K and s j 0 1 4 log D À1 . The condition K T Q is satis®ed, and from d > 2 and D < D one sees that the condition j 0 < 1 2d À 1= log D is satis®ed as well. We ®nd that
The fourth factor, E, is equal to 1 if B is empty. Suppose next that B fbg. Applying (4.3) we see that E is at least the minimum of
or, equivalently, the minimum of f y y exp2=1 y=1 y for 1=m < y < 1 (with y 4 log D1 À x). One readily veri®es that f is increasing on 0; 1, so the required minimum is f 1=m, which by m > 4 is at least e 8 = 5 =m 1. This is less than 1, so it is in both cases a lower bound for E . Assembling the four estimates we ®nd that
Rearranging the right-hand side, and applying Lemma 4.1(f ), we obtain the inequality stated in Proposition 4.2. It remains to prove (4.3).
A discriminant formula. The proof of (4.3) makes use of a formula for discriminants that is dif®cult to locate in the literature. Since it is also useful in other contexts, we state and prove it in the general case of Dedekind domains.
Let A be a Dedekind domain, E its ®eld of fractions, F a ®nite separable ®eld extension of E, and B the integral closure of A in F. We denote by D B = A the discriminant of B over A , which is a non-zero ideal of A.
Let M be a ®nite Galois extension of E, with group G, and suppose that M is large enough to contain an E-isomorphic copy of F. We write S for the set of E-embeddings F 3 M. This is a set of cardinality F : E , and it is naturally acted upon by G. Denote by C the integral closure of A in M. We assume that for each
Theorem 4.4. Let the notation and hypotheses be as above, and let I j denote the C-ideal generated by fjc À c: c P Cg, for j P G. Then we have
where N C = A denotes the ideal norm from C to A.
It is only through the exponents #fs P S: js T sg that the formula given in Theorem 4.4 depends on F. This is what accounts for its usefulness. The fact that the formula for D B = A is independent of the choice of M can be proved directly by means of a theorem of Herbrand (see [16, 
if C is a complete discrete valuation ring, this is a reformulation of [16, Chapter IV, Proposition 4], and the general case then follows from [16, Chapter III, Proposition 10].
Let s P S, and let G s fj P G: js sg. Then G s is the Galois group of M over sF, and applying the formula above to the extension sF Ì M we ®nd that
The formula D C = A D C = sB´DsB = A (see [16, Chapter III, Proposition 8]) now yields
Applying N C = A N sB = A ± N C = sB and noticing that
Taking the product over s P S we ®nd the formula stated in the theorem. This proves Theorem 4.4. 
moves at least two elements of S:
#fs P S: js T sg > 2; or, equivalently,
M : E ´#fs P S: js T sg > 2´#G:
We now express each of D B = A and D C = A by means of the formula given in Theorem 4.4. The set that plays the role of S in the formula for D C = A is G itself, on which G acts by left multiplication. For each j P G with j T 1, one has #fs P G: js T sg #G; so the inequality just proved implies that D
One can deduce from the proof of Corollary 4.5 that equality holds if and only if the inertia group of any maximal ideal of C that is rami®ed over A is generated by an element of G that acts as a transposition on S.
We now prove (4.3). With a coef®cient 16d ! instead of 4m, this result is due to Stark [19, Lemma 9] . We indicate which change to make in his argument. By 
Zeta functions for ®nite rings
For a positive integer n , the size of the unit group Z=nZ Ã is not much smaller than the size of the full ring Z=nZ. More precisely, we have #Z=nZ Ã > n´e À g o1 = log log n for n 3 1 (see [5, Theorem 328] and Remark 5.10 below). In the proof of Proposition 2.3 we shall need similar information for other ®nite rings. The natural tool for obtaining sharp results is the theory of zeta functions for ®nite rings, to which the present section is devoted. Ultimately, these results are responsible for the factor log log q 2 appearing in the estimate of Proposition 2.3. The reader who is satis®ed with the higher power log log q 6 can skip most of this section (cf. Remark 6.5). We recall that rings in this paper are assumed to be commutative with unit element, and that the latter is supposed to be respected by ring homomorphisms and to belong to subrings.
Let A be a ®nite ring. Following [17] , we de®ne the zeta function z A of A by
where 
where P l is a polynomial with integer coef®cients and constant term 1. One also ®nds that all zeros of P l are roots of unity (the Riemann hypothesis), and that the degree d l of P l is determined by
For all but ®nitely many l one has d l 0 and P l 1. Substituting s 1 we ®nd that
which one can also easily prove without using zeta functions.
As we just saw, 1=z A s has an Euler product in which the lth factor is a polynomial in l À s . It is not hard to show that the same is true for z B s=z A s, where B is any subring of A. We shall prove the following more general result.
Theorem 5.6. Let A be a ®nite ring, let B and C be subrings of A, and put D B Ç C. Then we can write
where Q l is a polynomial with integer coef®cients, all of whose zeros are roots of unity, with constant term 1, and with degree deg Q l determined by
Note that B red and C red may be viewed as subrings of A red ; by B red C red we mean the additive subgroup they generate.
Taking C B one recovers the earlier statement about z B s=z A s. It is not generally true that, for subrings B, C, E of A, the alternating product
has the same general shape; a counterexample is provided by A F l´Fl´Fl , where l is any prime number, with B, C and E equal to the three subrings of A of order l 2 .
Proof of Theorem 5.6. Writing A as the product of the rings A l we immediately reduce to the case in which A A l for a single prime number l. Let this now be assumed. Next we shall replace A by A red , and B and C by their images B red and C red in A red . This replacement is justi®ed by (5.2) and the equality , which is an element of B Ç C D. Choosing, in addition, n to be divisible by the degree of each ®eld A=M over F l , one sees that this element of D maps to x in A red . Hence we have x P D red . This proves (5.7).
We may, and do, now assume that A A l A red , so that A is a product of ®nite ®elds of the same characteristic l, and likewise for the three subrings. From (5.4) it is clear that z B sz C s=z A sz D s is of the form Q l l À s for some rational function Q l . We shall prove that Q l is actually a polynomial. Evidently, we can write Q l f =g, where f and g are polynomials with integer coef®cients without common factor and with constant coef®cients equal to 1. Since f and g are coprime over the ®eld of rational numbers, we can ®nd polynomials u and v with integer coef®cients such that uf vg N for some positive integer N .
Applying (5.3) to A, B, C and D, and using the fact that
This shows that the rational function Q l assumes an integer value at l. Let r be any prime number for which l r > #A, and let h P F l X be an irreducible polynomial of degree r. For any F l -algebra R, write temporarily R H RX =hRX . The choice of r implies that h is still irreducible over any residue class ®eld A=M of A, so each of the rings A=M H is again a ®eld, and A H is the product of these ®elds. A straightforward computation now shows that z A H s z A rs. Since we also have l r > #B, the corresponding statement for B is true as well, and likewise for C and D. Also, we may view B H and C H as subrings of A H , with intersection D H . Hence, applying what we proved above, we ®nd that Q l l r is an integer. We have shown that the rational function Q l f =g assumes integer values at in®nitely many points l r . For each of them, gl r divides f l r , and therefore it divides ul r f l r vl r gl r N as well. Thus, the polynomial g is bounded on an in®nite set of integers. This implies that g is constant, and in fact we have g 1 since its constant term is 1. It follows that Q l f is a polynomial.
The remaining assertions of the theorem are now immediate. In particular, the statement about deg Q l is obtained from the equality
which follows from (5.7). This completes the proof of Theorem 5.6.
Remark. A more conceptual proof of the fact that Q l is a polynomial may be sketched as follows. Let l be ®xed, and let K be an algebraic closure of F l . Write S A for the ®nite set of ring homomorphisms A 3 K . The Frobenius automorphism of K induces a permutation of S A and therefore an automorphism f of the complex vector space C S A . One shows that the characteristic polynomial of f is equal to P l . Next, using the fact proven above that D red B red Ç C red , one shows that there is an exact sequence
of complex vector spaces, the maps respecting the action of f. Now, to prove that Q l is a polynomial, one observes that it is in fact the characteristic polynomial of the induced action of f on the cokernel of the rightmost map.
Corollary 5.8. Let A, B, C and D be as in Theorem 5.6, and let d be a nonnegative integer such that the ®nite abelian group A=B can be generated by d elements. Then we have
where l ranges over primes.
Proof. Let Q l be as in Theorem 5.6. For any complex root of unity h and any prime number l we have j1 À h=lj > 1 À 1=l. Therefore we have
If l does not divide the order of A=C, then it does not divide the order of its homomorphic image A red =B red C red either; so then we have deg Q l 0. The group A red =B red C red is a homomorphic image of A=B, so it can be generated by d elements. It is also of square-free exponent, because A red is a product of ®elds. Therefore #A red =B red C red divides l d , the product ranging over the primes dividing its order. This implies that deg Q l < d for all l, and one obtains Corollary 5.8 from the inequality above and (5.1).
By means of the same argument one proves the upper bound
The following lemma provides an explicit bound for the product appearing in Corollary 5.8.
Lemma 5.9. Let P be a ®nite set of prime numbers. Then we have
Proof. If the cardinality of P is a given number k , then the product log log max & l P P l; 6000
is minimal when P consists of the ®rst k primes. Hence, for the proof of Lemma 5.9 we may assume that P is the set of prime numbers less than or equal to x for some x > 1. According to [13, 3.16 and 3 .30] we have
where l ranges over primes and g 8 0:5772157 denotes Euler's constant. These inequalities and a small computation imply that for x > 79 we have log log
Explicit computation for small x shows that this inequality holds in fact for x > 37, and that the conclusion of the lemma is valid for all x. This completes the proof of Lemma 5.9.
Remark 5.10. It is clear from the proof that the conclusion of the lemma holds with e g o1 as #P 3 1 in place of 5 p . We have e g 8 1:7810724.
The order of a Picard group
Let K be an algebraic number ®eld, and let O be its ring of algebraic integers. Let R be an order in K, that is, a subring R of O for which the index O : R of additive groups is ®nite. By DR we denote the discriminant of R over Z , by Pic R the group of classes of invertible ideals of R, and by hR the order of Pic R. The regulator of R is denoted by reg R, the torsion subgroup of R Ã by mR, and the order of mR by wR. We write Z for the pro®nite completion of Z, and A for A Z Z when A is a ring. Next assume that K is a totally imaginary quadratic extension of a totally real ®eld K . We denote the non-trivial K -automorphism of K by an overhead bar. The degree of K over Q is denoted by d, and the ring of integers of K by O . We assume that R R, and we put R R Ç O . Let K q 0 be the multiplicative group of totally positive elements of K . We de®ne the group Pic Ã R to consist of equivalence classes of pairs I; b, where I Ì K is an invertible R-ideal and b P K q 0 is such that I I bR; here we de®ne two such pairs I; b and J; g to be equivalent if there exists a P K Ã with aI J and aab g. The group multiplication in Pic Ã R is de®ned by I; b´I H ; b H II H ; bb H .
Theorem 6.2. With the notation and hypotheses as above, assume moreover that K does not contain an imaginary quadratic sub®eld. Let d be the product of the prime numbers dividing O : R. Then Pic Ã R is a ®nite group of order at least The proof of Theorem 6.2 is preceded by two auxiliary results. We keep the notation and hypotheses as above; the special condition on K in Theorem 6.2 is not needed in Lemmas 6.3 and 6.4.
We denote by Pic R the group of strict equivalence classes of invertible R -ideals, where I and J are called strictly equivalent if there exists a P K q 0 such that I aJ. We write N for the norm map K 3 K de®ned by Nx xx, and for several maps that it induces. One of these maps is the map Pic R 3 Pic R ; to see that it is de®ned it suf®ces to observe that the groups Pic R and Pic R may be identi®ed with
K q 0 respectively, the notation being as above.
Lemma 6.3. The group Pic Ã R is ®nite of order
where C denotes the cokernel of the map N: Pic R 3 Pic R .
The map Pic Ã R 3 Pic R sending the class of I; b to the class of I gives rise to an exact sequence
It follows that Pic Ã R is ®nite of order #C´hR´#R R´reg R hR ´reg R :
Now apply Dedekind's formula (6.1), both to R and to R , and use the fact that wR 2, to conclude the proof of Lemma 6.3.
Lemma 6.4. Let d be as in the statement of Theorem 6.2. Then we have
Let A be the ®nite ring O=F, and denote its subrings O =F and R=F by B and C, respectively. Then the ring D B Ç C is given by D R =F . The expression on the left in Lemma 6.4 is now equal to #A Ã´# D Ã =#B Ã´# C Ã , so we can apply Corollary 5.8; note that A=B can be generated by d elements, since it is a homomorphic image of the group O=O . We ®nd that
with l ranging over prime numbers. By Lemma 5.9, the product appearing on the right is bounded below by 5 p´l og log maxfd; 6000g we obtain Theorem 6.2.
Fourth degree Weil polynomials
In this section we denote by q a power of a prime number. We shall study the set of Weil q-polynomials of degree 4, as de®ned in § 2. For a; b P Z , we de®ne h a; b P ZX by h a; b X 2 q 2 À aXX 2 q bX 2 :
Proposition 7.1. The map sending a; b to h a; b is a bijection from the set of pairs of integers a, b satisfying Proof. First we show that h a; b is a Weil polynomial whenever a and b satisfy the stated inequalities. From a 2 À 4b > 0 it follows that there are real numbers j and t such that
If j > 2 q p then the ®rst inequality implies that t > 2 q p , which contradicts jt b < 4q. Likewise, j < À2 q p contradicts the second inequality. Therefore we have jjj < 2 q p , and by symmetry jtj < 2 q p . This implies that there are complex numbers p and r of absolute value q p such that X 2 À j X q X À pX À p and X 2 À tX q X À rX À r. From j t a and jt b it follows that
so that h a; b is a Weil polynomial of degree 4. Conversely, suppose that h is a Weil polynomial of degree 4. From h0 q 2 it follows that each real zero of h has even multiplicity, so there are complex numbers p and r of absolute value q p such that
Let j p p and t r r. These are real numbers of absolute value at most 2 q p , and putting a j t and b jt we have
Since the coef®cients of h at X 3 and X 2 are equal to Àa and 2q b, respectively, we have a; b P Z, and a, b is the unique pair of integers with h h a; b .
Because j and t are in the closed interval À2 q p ; 2 q p , we have
Proof. The condition b 4q 2 À 4qa 2 T 0 is equivalent to h not having a real zero. Since the numbers 6 q p have degree at most 2 over Q , this condition is satis®ed if h is irreducible. Hence we may, in the proof of Proposition 7.2, assume that h does not have a real zero.
As in the proof of Proposition 7.1, we denote by p a complex zero of h, and we put j p p. From p q=p we see that j P Qp. Since p is not real and p 2 À jp q 0, we have Qp : Qj 2. Hence the irreducibility of h over Q, which is equivalent to Qp : Q 4, is also equivalent to Qj : Q 2. Since j is a zero of X 2 À aX b this is the case if and only if a 2 À 4b is not an integer square. This proves Proposition 7.2.
In the rest of this section we let h h a; b be a Weil q-polynomial of degree 4 that is irreducible over Q. We denote by p a zero of h in some extension ®eld of Q, and we put K Qp. This is an algebraic number ®eld of degree 4 over Q , and it has an automorphism of order 2 for which p q=p. The ®eld K is a totally imaginary quadratic extension of the real quadratic number ®eld K Qp p, and generates the Galois group of K over K . As in the previous section, we write O for the ring of integers of K and O for the ring of integers of K . Moreover, we put R Zp; p, which is an order in K , and R Zp p, which is an order in K . The hypothesis R R of § 6 is clearly satis®ed, and from R R p R R p one sees that R is indeed equal to the ring R Ç O that we called R in § 6. Proposition 7.3. With the notation and hypotheses as above, let Tr denote the trace function K 3 Q, and let r and r denote zeros of h, different from p and p, in some extension ®eld of K. Then the element i p À pp p À r À r belongs to R, and for r P R one has TrrR Ì Z if and only if r P Ri À1 .
Proof. From p p r r a it follows that r r P R, so i P R. Next, let Tr H : K 3 K and Tr : K 3 Q denote the relative traces. A quick computation, Proposition 7.4. In addition to the notation and hypotheses above, let the function D be as in § 6, let d, as in Theorem 6.2, be the product of the prime numbers dividing O : R, and put
as in § 2. Then we have
Proof. We may assume that K is a sub®eld of the ®eld of complex numbers. Let r, j and t be as in the proof of Proposition 7.1. Since the irreducible polynomial of j over Q is X 2 À aX b, the discriminant of the ring R Zj equals a 2 À 4b. This equals j À t 2 , so it belongs to the open interval 0; 16q. From DR O : R 2 DO we obtain 0 < DO < DR . We have DO > 0 since K has an even number of complex places, and
The irreducible polynomial of p over K is X 2 À jX q, and its discriminant p À p 2 j 2 À 4q equals the discriminant of the R -basis 1, p for R . By an easy computation, the norm map K 3 Q sends this discriminant to b 4q 2 À 4qa 2 ; so using the Z-basis 1, j, p, jp for R one ®nds that DR b 4q 2 À 4qa 2 ´DR 2 . One obtains the inequality DR < 256q 4 by maximizing b 4q 2 À 4qa 2 ´a 2 À 4b 2 as a function of real variables a and b over the domain described by the inequalities in Proposition 7.1; the maximum is assumed at a 0, b À2q.
The equality ch DR p = DR p follows immediately. To obtain the stated upper bound for ch, one maximizes ch 2 as a function of real variables a and b over the domain described by the inequalities in Proposition 7.1; the maximum is assumed for a 0, b À 4 3 q. It remains to prove the upper bound for d. From
it follows that the square of each prime l dividing O : R divides one of the numbers DO p=DO and DR . We have
and this divides b 4q 2 À 4qa 2 because DO is divisible by DO 
This proves Proposition 7.4.
Proposition 7.5. With the notation and hypotheses as above, the ®eld K contains an imaginary quadratic sub®eld if and only if b 4q 2 À 4qa 2 is an integer square.
Proof. Clearly K contains an imaginary quadratic sub®eld if and only if the Galois group G of a normal closure of K over Q is isomorphic to the Klein four group. Let G be viewed as a transitive permutation group of the four zeros of h. Since K is a tower of two quadratic extensions, the order of G divides 8. Inspecting the symmetric group of degree 4, one sees that a transitive subgroup of order dividing 8 is isomorphic to the Klein four group if and only if it consists of even permutations only. We conclude that K has an imaginary quadratic sub®eld if and only if its discriminant over Q is a square. By the formula for DR in Proposition 7.4, this discriminant equals b 4q 2 À 4qa 2 (modulo Q Ã 2 ). This proves Proposition 7.5.
Remark 7.6. In § 2, we de®ned h to be regular if neither of a 2 À 4b and b 4q 2 À 4qa 2 is an integer square. From Propositions 7.2 and 7.5 we see that h is regular if and only if the ring QX =h is a ®eld that does not have an imaginary quadratic sub®eld.
The notation Pic Ã R and wR in the following result was introduced in § 6. which are valid for q > 8100, we arrive at Proposition 7.7.
In the ®nal results of this section we make the additional assumption that h be ordinary.
Proposition 7.8. Let h be an ordinary regular Weil polynomial of degree 4, let p be a zero of h in an extension ®eld of Q, and let K Qp. Then for every positive integer n one has K Qp n .
Proof. From p p 2 À ap p Àb; pp q; gcdb; q 1 it follows that p and p generate the unit ideal of R. Therefore, for any positive integer n , the elements p n and p n generate the unit ideal as well. Since they are not units, that implies in particular that they are distinct: p n T p n . Therefore p n does not belong to K , and Qp n is not contained in K . But since K does, by Proposition 7.5, not have an imaginary quadratic sub®eld, every proper sub®eld of K is contained in K . It follows that Qp n must be equal to all of K . This proves Proposition 7.8.
Proposition 7.9. Let h be an ordinary regular Weil polynomial of degree 4, and let p and r be zeros of h in an extension ®eld of Q. Then we have r T p if and only if the ®eld Qp; r has an exponential valuation v for which vp > 0, vr > 0, and vq > 0.
Proof. As we saw in the proof of Proposition 7.8, the elements p and p generate the unit ideal of R, and so there is no exponential valuation v of Qp with vp > 0 and vp > 0. This proves the`if' part. For the`only if ' part, we assume that r T p. Suppose that p and r are coprime in the ring of algebraic integers O H of Qp; r. Since r divides pp q, it must divide p. Then p=r is an algebraic integer all of whose conjugates in the complex plane have absolute value 1, so it is a root of unity. Then we have r n p n for some positive integer n, while r T p. Hence the total number of conjugates of p n is smaller than 4. This contradicts Proposition 7.8. It follows that O H has a maximal ideal that contains both p and r. Then it contains q pp as well. This maximal ideal gives rise to an exponential valuation v of Qr; p with vp > 0, vr > 0, and vq > 0, as required. This proves Proposition 7.9.
Abelian surfaces with a given Weil polynomial
In this section we prove Proposition 2.3. We denote by k a ®nite ®eld, by q its cardinality, by p its characteristic, and by k an algebraic closure of k. An Abelian variety A over k is called ordinary if the number of elements of the group Ak of order dividing p equals p dim A . By Q p we denote the ®eld of p-adic numbers. We recall Deligne's description, given in [4] , of the category of ordinary Abelian varieties over k , and the corresponding description of their polarizations given by Howe [6] .
By a Deligne q-module, or brie¯y a Deligne module, we mean a pair T; F, where T is a ®nitely generated free Z-module and F is an endomorphism of T satisfying the following conditions:
(a) the endomorphism of T Z Q induced by F is semi-simple, in the sense that HF 0 for some square-free polynomial H P QX , and all eigenvalues of F in C have absolute value q 1 = 2 ; a hyperelliptic smoothness test, ii (b) at least half of the zeros of the characteristic polynomial of F in an algebraic closure of Q p , counting multiplicities, are p-adic units; (c) there is an endomorphism V of T such that FV q.
If T; F and T H ; F H are Deligne modules, then a morphism from T; F to T H ; F H is a group homomorphism w: T 3 T H such that w ± F F H ± w. Every Deligne module T; F has a dual Deligne module AE T; AE F, de®ned by AE T HomT; Z and AE Fut uV t for u P AE T and t P T. Any morphism w: T; F 3 T H ; F H of Deligne modules induces a dual morphism AE w: AE T H ; AE F H 3 AE T; AE F , by AE wut uwt for u P AE T H and t P T. For any Deligne module T; F, the subring R ZF; V of the algebra of endomorphisms of T; F that is generated by F and V has the following two properties: ®rst, its additive group is ®nitely generated and free as a Z-module; and second, R Z Q is a product of ®nitely many totally imaginary algebraic number ®elds, each of which is a quadratic extension of a totally real number ®eld. Let, generally, R be a ring satisfying these two conditions. By a CM-type for R we mean a set F of ring homomorphisms f: R 3 C with the property that for each ring homomorphism w: R 3 C there exist a unique element f P F and a unique element c of the Galois group of C over R such that w c ± f. If F is a CM-type for R , then an element i P R is called F-positive if for each f P F the number fi=i is real and positive; here i P C denotes a ®xed square root of À1. Such elements i exist for every F.
With this terminology, we call a morphism l: T; F 3 AE T; AE F a polarization of T; F with respect to a CM-type F for R ZF; V , if the Z-bilinear map T´T 3 Z that sends s; t to ltis is symmetric and positive de®nite. (This does not depend on the choice of i; cf. [6, (4.10) ]. The other conditions mentioned in [6, (4.10) ] are automatic.) A polarization l is called principal if it is an isomorphism T; F 3 AE T; AE F. By a principally polarized Deligne module we mean a pair consisting of a Deligne module T; F and a principal polarization l of T; F; this notion is relative to a choice of F.
Let W denote the ring of Witt vectors over k . It is isomorphic to the completion of the ring of integers of a maximal unrami®ed extension of Q p . Denote by Q the algebraic closure of Q inside C. For a ring homomorphism e: W 3 C, we let v e be the unique exponential valuation on Q that extends the valuation on Q Ç eW coming from W, normalized so that v e p 1. For any e and any ring R ZF; V as considered above, the set F e ff: R 3 C: v e fF > 0g is a CM-type for R . Theorem 8.1. For each ring homomorphism e: W 3 C there exists a category equivalence D D e; k from the category of ordinary Abelian varieties over k to the category of Deligne q-modules, such that for every ordinary Abelian variety A over k, with DA T; F, the following is true:
(a) the characteristic polynomial of F on T equals the characteristic polynomial h A of the Frobenius endomorphism of A;
A is the Abelian variety over k that is dual to A, then AE A is ordinary, and there is an identi®cation D AE A AE T; AE F, functorial in A, with the property that a morphism y: A 3 AE A is a polarization, or a principal polarization, if and only if the map Dy: T; F 3 AE T; AE F is a polarization, or a principal polarization, respectively, with respect to F e ; (c) if l is a ®nite extension of k inside k, then D e; l A k l is the Deligne q l : k -module T; F l : k .
Proof. The construction of D and the proof that it is an equivalence of categories can be found in [4] . Properties (a) and (c) are clear from the construction. For (b) we refer to [6, § 4] ; the functoriality statement, which means that D AE f D f AE for any morphism f of Abelian varieties, is obtained from [6, proof of (4.5)] combined with [11, Lemma 16.2(b) ]. This proves Theorem 8.1.
In the following result, we use the notation Pic Ã and w introduced in § 6. For the meaning of`weighted number', see § 2.
Proposition 8.2. Let h be an ordinary regular Weil polynomial of degree 4, and let R Zp; p be as de®ned before Proposition 7.3. Then the weighted number of principally polarized two-dimensional Abelian varieties A; y over k with h A h is at least #Pic Ã R=wR.
Proof. There is no harm in assuming that R is actually a subring of C. More speci®cally, among the two complex zeros of h with positive imaginary part, we let p be the one that has the largest real part. Of the two complex zeros of h different from p and p, let r be the one with negative imaginary part. The fourth zero is then r. We de®ne i p À pp p À r À r P R as in Proposition 7.3. Let the set F consist of the inclusion map R 3 C and the map R 3 C that maps p to r and p to r; the existence of the latter map follows from the irreducibility of h. The set F is clearly a CM-type for R , and the labeling of the zeros of h implies that i is F-positive. Since r T p, there is by Proposition 7.9 an exponential valuation v of Qp; r such that vp > 0, vr > 0, and v p > 0, and we can normalize v so that v p 1. We may extend v to a valuation of Q, which we likewise denote by v, and extend the inclusion of Q into C to an embedding of its completion Q v with respect to v into C. Composing that embedding with a continuous embedding W 3 Q v we obtain an embedding W 3 C, which we call e. The construction of e implies that v e equals v. Also, the de®nition of F and the choice of v imply that F F e .
The group Pic Ã R was de®ned, in § 6, to consist of equivalence classes of pairs I; b, where I is an invertible R-ideal in the ®eld K of fractions of R, and where b P K q 0 is such that I I bR. We show that each such pair I ; b gives rise to a principally polarized Deligne module. First, denoting the map I 3 I sending x to px simply by p, we claim that I; p is a Deligne module. Namely, from I Z Q > K one sees that the characteristic polynomial of p on I equals h. Since h is irreducible, this implies property (a) in the de®nition of Deligne modules. From the`if '-part of Proposition 7.9 we obtain (b), and to prove (c) we let V be the map sending x to px. Next we claim that there is an isomorphism l: I; p 3 AE I; AE p with lts Trstbi À1 ; 8:3
where Tr denotes the trace map K 3 Q. To prove this we ®rst note that by the non-degeneracy of the trace map there is, for each group homomorphism u: I 3 Q, a unique element a P K such that for all s P I one has us Trsa. Let u and a be such. Then uI is a subset of Z if and only if TraI Ì Z. This a hyperelliptic smoothness test, ii is equivalent to aI Ì Ri À1 , by Proposition 7.3, and to a P I À1 i À1 I bi À1 . Thus, for each t P I the map lt: I 3 Q de®ned by (8.3 ) takes values in Z, and each group homomorphism I 3 Z is of the form lt for a unique t P I. It follows that l is an isomorphism from I to AE I HomI; Z. We have lpts ltps, so l is actually a morphism, and hence an isomorphism, of Deligne modules. Finally, we claim that l is a polarization, and hence a principal polarization, of I; p. This is equivalent to the expression ltis Trst =b being symmetric and positive de®nite as a function of s and t, which follows from b P K q 0 .
This concludes the construction of a principally polarized Deligne module I; p; l, starting from a pair I; b. Let J; g be a second such pair, giving rise to a principally polarized Deligne module J; p; m. We investigate all isomorphisms of principally polarized Deligne modules I; p; l 3 J; p; m, that is, group isomorphisms j: I 3 J with jp pj that satisfy lts mjtjs for all t; s P I, or, equivalently, l AE jmj. The group isomorphisms j: I 3 J respecting the action of p are given by x U 3 ax, where a P K satis®es aI J. The condition lts mjtjs amounts to
Trstbi
À1 Trasatgi À1 for all s; t P I;
which is equivalent to aab g. This implies, ®rst, that two pairs I; b, J; g give rise to isomorphic principally polarized Deligne modules if and only if they de®ne the same element of Pic Ã R; so the number of isomorphism classes of principally polarized Deligne modules obtained in this way is equal to #Pic Ã R. Secondly, we ®nd that the automorphism group of each I; p; l may be identi®ed with the group of all a P K Ã satisfying aI I and aa 1. Clearly any root of unity a in R satis®es these conditions; and no other element a P K Ã does, since the ®rst condition implies that aR aI I =b I I =b R, so a P R Ã , while the second condition gives a P kerN:
The conclusion is that each I; p; l has exactly wR automorphisms.
We conclude that the`weighted number' of principally polarized Deligne modules that we constructed equals #Pic Ã R=wR. The notion of isomorphism of principally polarized Deligne modules that we just used corresponds, under the category equivalence of Theorem 8.1, to the notion of isomorphism of principally polarized Abelian varieties, by Theorem 8.1(b). Thus, the weighted number of principally polarized Abelian varieties A; y over k that we obtain is also #Pic Ã R=wR. As we saw above, the characteristic polynomial of p on each I equals h, so by Theorem 8.1(a) each of these A satis®es h A h. This proves Proposition 8.2.
Proof of Proposition 2.3. The ®rst assertion of Proposition 2.3 follows from Propositions 8.2 and 7.7. For the last two assertions, let A be any Abelian variety over k with h A h. Then A is ordinary, by [4, § 2] . To prove that A is absolutely simple, let B be a non-zero Abelian subvariety of A k l, for some ®nite extension l of k in k; it will suf®ce to prove that B A k l. Let n l : k. By Theorem 8.1(c) and 8.1(a), the Weil polynomial of A k l over l is the characteristic polynomial of F n on T, where DA T; F. Its complex zeros, counting multiplicities, are the nth powers of the complex zeros of h. Proposition 7.8 now implies that the Weil polynomial of A k l over l is irreducible over Q. Therefore the Weil polynomial of B over l , which divides the Weil polynomial of A k l, is actually equal to it. Hence B has the same dimension as A k l, and therefore B A k l, as desired. To prove the last assertion of Proposition 2.3, it suf®ces to remark that the trace of the Frobenius automorphism of A, as de®ned in [11] , is equal to the trace of h A , as de®ned in § 2. This proves Proposition 2.3.
Non-uniqueness of factorization in short intervals
In the present section we prove the following result.
Proposition 9.1. Let q be an integer with q > 1. Then there are fewer than 6´ q p 11 integers z for which there exist integers r, s, t and u in the interval q p À 1 2 ; q p 1 2 with z rs tu and fr; sg T ft; ug.
In § 10 we shall use Proposition 9.1 in the proof of Proposition 2.4(a). The present section can be skipped by readers who are interested in Proposition 2.4(b) only; the latter result suf®ces both for our smoothness test and for the application to primality testing alluded to in the introduction.
We deduce Proposition 9.1 from a general result on positive integer solutions to the equation rs tu that lie in a short interval L; U . If the length U À L of the interval is at most 2 L p , then all solutions are trivial in the sense that fr; sg ft; ug (see Remark 9.3). In the proof of Proposition 9.1 we shall take U q p 1 2 and L q p À 1 2 ; then U À L is a little larger, but it is still O L p . In that case the number of non-trivial solutions is O L p (see Remark 9.3). The number of integers z as in Proposition 9.1 is actually equal to l o1´ q p for q 3 1, where l is given by l 4 log2 3 p 6 log1 2 p We denote by x the greatest integer not exceeding x.
Lemma 9.2. Let U and L be real numbers with U > L > 0, and let S fx P Z: L < x < U g. Then the following is true.
(a) The number ML; U of triples r, s, t in S for which rs t 2 and r > t satis®es 2b À a 1 Let a and b be positive integers for which R a; b is non-empty, and let x; y P R a; b . Then we have ab < x a y b < U. To obtain a better upper bound for ab, we remark that L=x < y < U =x a À b, so that we have bx 2 L À U abx La < 0:
This implies that the zeros r 1 and r 2 of the quadratic polynomial bz 2 L À U abz La are real, with r 1 < r 2 (say), and that x lies between them: r 1 < x < r 2 . The discriminant Da; b of the polynomial, which is given by
is equal to b 2´ r 2 À r 1 2 and therefore non-negative. Since we know already that ab < U < U p L p 2 , this implies that ab < U p À L p 2 . It follows that the sum in (9.4) may be restricted to those pairs a; b for which we have ab < U p À L p 2 . We claim that for any of these pairs a; b we have For each x; y P R a; b , the number x lies in the interval r 1 ; r 2 of length Da; b p =b, and the number of integers in this interval is at most the term in square brackets in (9.5). Hence, to prove (9.5), it suf®ces to show the following: if x is any integer, then the number of integers y with x; y P R a; b is at most 1 more than the number of integers y with x; y P R a; b 1 . This is clear if no integer y exists with x; y P R a; b . In the other case, let y H be the smallest integer with x; y H P R a; b . Then the de®nition of R a; b immediately implies that for any integer y > y H with x; y P R a; b one has x; y À 1 P R a; b 1 . This proves (9.5). Repeatedly applying (9.5) one ®nds that the sum ranging over all pairs of positive integers a; b with a < b and ab < U p À L p 2 . By our formula for Da; b, this is the same as the ®rst inequality in (b). The proof of the second inequality in (b), which will not be used in the sequel, is elementary, and left to the reader. This proves Lemma 9.2.
Proof of Proposition 9.1. The number of integers z as in the statement of Proposition 9.1 is at most the number of quadruples of integers r, s, t, u with
That number is, in the notation of Lemma 9.2, equal to 1 2 ML; U NL; U , where L q p À 1 2 and U q p 1 2 . We have U p À L p 2 4, so the sum in Lemma 9.2(a) ranges over 1 < d < 4, and it gives ML; U < 3 1 1 1 6: Put Y 1 fa P Z: jaj < a 1 g; Z 1 fb P Z:
X 2 fa 1; b q 1: a; b P X 1 g; X 3 fa À 1; b À q À 1: a; b P X 1 g;
We begin by showing that for all a; b P X 0 we have ch a; b > 2q 3 = 2 . All pairs a; b P X 0 satisfy jaj < These values are computed to be at least 4, so we have C > 4 on V 0 . From ch a; b Ca= q p ; b=q 1 = 2´q 3 = 2 it now follows that ch a; b > 2q 3 = 2 for a; b P X 0 , as asserted.
We next study the map X 0 3 Z sending a; b to h a; b 1. Since Z 1 consists of
