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1. Introduction 
Let A. be a multiplicative function (i.e. a function defined on the positive 
integers and satisfying A.( 1) = 1, A.( mn) =A.( m) A.( n) whenever m and n are 
relatively prime). Let P(n) denote the largest prime factor of n. We shall 
be interested in 
(1.1) A(x, y) = ~ A.(n). 
n~z,P(n)~1/ 
The case A.(n) = 1 is particularly important; in that case we write 
P(x, y) instead of A(x, y). This P(x, y) was studied by several authors 
(see [1], also for further references). A main result is that if u is fixed, 
u>O, then we have 
(1.2) (y ~ oo), 
where e(u) depends on u only. It is defined by e(u)= 1 (O.;;;u.;;; 1), and 
by the differential-difference equation ue'(u)= -e(u-1) (u> 1). 
If A.(n) depends monotonically on n it is possible to apply (1.2) to (1.1) 
by the method of summation by parts. Actually it was shown by 
J. H. VAN LINT and H. E. RICHERT [2] that with A.(n) = n-1 we have 
(1.3) A(yu, y) ""d(u) logy (y ~ oo), 
and even 
{1.4) A(yu, y) = d(u) logy+ 0(1) 
uniformly for O<u<log y, where d(u)= fo e(v)dv. 
In the present paper we shall not assume a condition on A.(n) as strong 
as monotonicity, and still we obtain results of the type {1.3). 
Our main assumptions will be that A.( n) > 0 for all n, and that there 
is a constant b > 0 such that for all u > 1 
(1.5) ~ A.(p) ~ b log u (y ~ oo). 
(Except for section 2, the letter p is reserved for prime numbers.) 
We shall explain two entirely different methods for the study of A(x, y). 
The one in Part I of this paper depends on Karamata's method, i.e. 
applying polynomial approximation to a step-function in order to derive 
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asymptotic information about a sequence from the behaviour of certain 
moments. The method will seem rather artifical since we do not try to 
give any heuristic derivation of the special functions fh. That will be 
much clearer in Part II, where the differential-difference equation for 
that function eb arises quite naturally from functional equations satisfied 
by the sum A(yu, y). The results of Part II will contain generalizations 
that we cannot attack by the method of Part I, but on the other hand 
we cannot avoid to make extra assumptions on the sum In~v .A.(n). 
In Part I, these need not be postulated, but it will be proved that they 
follow from (1.5). 
The main results of Part I are: If b>O, A(n)>O, if (1.5) holds and if 
the (very weak) conditions (4.2) and (4.3) are satisfied, then we have 
(1.6) A(yu, y) '""eb(u) :2 .A.(n) (y~=) 
n~y 
(uniformly for 0 < o,;;:;; u < = ). Here fh is the function explained in sec. 2; 
note that e1(u) is identical to d(u) of (1.4). Furthermore, if we put 
(l. 7) :2 .A.(n) = (log y)b L (logy), 
n:::;;;y 
then L is a slowly oscillating function (i.e. L(ct)fL(t) ~ I for each fixed 
c>O, if t ~ =). And finally we mention (3.7), i.e. 
(1.8) II (l+.A.(p)+).(p2)+ ... )"-'F(I+b)ebY :2 .A.(n) 
P~Y n~v 
where y is Euler's constant. This formula includes well-known formulas as 
II (I-p-1) '""eY logy, 
II (I +p-1) '""eY · 6n-2 logy 
P~Y 
and produces results like 
II (I +2p-1) '""2e2Y :2* d(n)n-1, 
P~Y n~y 
where d(n) stands for the number of divisors of n, and the asterisk indicates 
that n takes squarefree values only. 
2. The functions eb 
Let b be a parameter, and assume b > 0. Let eb be the function defined 
for all real u, and satisfying the following conditions: 
(i) eb(u) is continuous for u > 0, 
(ii) eb(u)=O for u<O, 
(iii) eb(u)=ub for O,;;:;;u,;;:;;I, 
(iv) ueb'(u)=beb(u)-beb(u-I) for 1t>l. 
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Obviously eb is uniquely determined by these conditions: since we 
know Ob(u-1) for 1 <U< 2 as Well as 0b(1), we obtain u-b 0b(U) On the 
interval 1 < u < 2 by a single integration; in the next step we can deal 
with the interval 2<tt<3, and so on. 
If b = 0 we obtain eb(u) = 1 for all u> 0. If b > 0, we can show that eb is 
a strictly increasing function of u: Assuming there is a value v > 1 such 
that Ob(V)=fh(v-1), we also have a minimal Vo;> 1 such that 0b(Vo)= 
=0b(v0 -1). By the mean value theorem we have a v1(vo-1 <v1 <vo) with 
Ob'(v1)=0 (it should be noted that Obis also differentiable at U= 1, with 
eb'(1)=b). As eb'(u)~O for 0<u<1, we infer V1>1. By (iv) we obtain 
eb(v1)=0b(v1-1), and this contradicts the minimality of v0 • 
From the monotonocity of eb it follows that Ob(u)>O for all u>O, and 
now (iv) shows that eb'(u)jOb(u)<bfu. Therefore eb(u)<ub for all u;>O, 
and it follows that s~ e-PU eb( u) du converges for all p > 0. We shall 
evaluate this integral. 
Theorem 2.1. If b;>O,p>O we have 
ro ro s e-PU eb(u) du = p-1-b T(1 +b) exp { -b s e-qq-1 dq}. 
0 p 
Proof. The formula is trivial if b=O; henceforth we assume b>O. 
Obviously ueb' ( u) = beb( u)- beb( u- 1) for all u > 0, whence, for p > 0, 
ro ro ro J e-PU U0b'(u) du = b J e-PU eb(U) du-b J e-PU eb(u-1) dtt = 
0 0 0 
ro 
= b(1-e-P) J e-PU 0b(U) du. 
0 
Putting H(p)= s~ e-PU eb'(u) du, we derive that s~ e-PU eb(u) du=p-1H(p), 
and 
ro 
H'(p) =- s e-PU ueb'(u) du = b( -1 +e-P)p-1H(p). 
0 
Hence H(p)=O p-b exp { -b J~ e-qq-1 dq} with 0 not depending on p. 
The asymptotic behaviour of H(p) for p-+ oo is determined by eb'(u) 
in the neighbourhood of U= 0. As J~ e-vu bub-1 du=p-b T(1 +b) we have 
H(p)"-'p-bT(1+b) for p-+oo. It follows that O=T(l+b), and the 
proof is complete. 
Theorem 2. 2. If b > 0 we have lim Ob(u) = T(l +b) ew. 
u~ro 
Proof. We now consider the behaviour of f~ e-vu eb(u) du for p ,} 0. 
Using the fact that 
ro 
-Se-q q-1 dq-logp 
p 
tends to Euler's constant y if p,} 0, we infer that 
ro 
p s e-PU eb(u) du-+ T(1 +b) ebY 
0 
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if p t 0. Knowing .that fh is monotonic, we successively deduce from this 
that fh(u) is bounded if u ~ oo, that it has a limit if u ~ oo, and that 
this limit equals T(1 +b) ebl'. 
Remark. Theorem 2.1 can be generalized as follows: If b> -1, and 
if cis real, if() is continuous for u> 0 and satisfies O(u) =ub (O<u< I) and 
u()'(u) = b()(u)- cO(u-1) (u;;;;. 1), 
then we have, for all p>O, 
00 00 
f e'-Pu O(u) du = p-1-b T(1 +b) exp { -c f e-q q-1 dq}. 
0 p 
3. Application of Karamata's method 
Assume that 
(3.1) 
(3.2) 
A.(n) ;;;;. 0 (n=1,2,3, ... ), 
A. is a multiplicative function, 
that for each prime number p 
(3.3) 1 +A.(p) + A.(p2) + ... < oo, 
and put, for y>O, s;;;;-0, 
f(y; s) = IT (1 +A.(p)p-s + A.(p2)p-2s + ... ). 
P~11 
So obviously 
(3.4) f(y; s) = ! A.(d)d-s. 
P(d)~!l 
Theorem 3.1. If (3.1), (3.2), (3.3) hold, if b;;;;-0, A>O, and if for 
each k (k=O, 1, 2, ... ) we have 
(3.5) I. I f(y; kflog y) b fl e-ku-1 d 1m og = u 
j/-+00 f(y; 0) 0 u 
(where uniformity with respect to k is not required), then we have 
(3.6) ! A.(d))/( ! A.(n)) ~ ()b(u) 
P(d)~l/,d~!lu n~11 
if y ~ oo, uniformly for A .;;; u < oo. Furthermore we have 
(3.7) f(y; 0)/( ! A.(n)) ~ T(1 +b) eb" 
tl~11 
if y ~ oo, i.e. (1.8). 
Proof. We shall use the notation of Stieltjes integrals. Note that 
Oo(u)=O(u<O), Oo(u)=1(u;;;;.O), whence J~oo f(u) dOo(u)=/(0) for every 
continuous function f on (-oo,oo). If b>O, then f~oof(u)d()b(u)= 
= f::" f(u) d()b(u) = f::" f(u) Or/(u) du if f is continuous. 
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If k= 1, 2, 3, ... we have 
1 k 00 S (e-ku_1)u-1 du = S (e-u-1)u-1 du =- y -log k- S e-u u-1 du, 
0 0 k 
whence, by theorem 2.1, 
{ le-ku-1 } e-by oo exp b S -- du = --- S e-ku d8b(u), 
o U F(1+b)_ 00 
and this remains true if k = 0. If b = 0 the formula is trivial, of course. 
We abbreviate 
(3.8) e-by f(y, O)/F(1 +b)= Z. 
Using (3.4) and (3.5) we infer 
00 
Z-1 I J.(d) d-k!log Y---'!>- S e-kv d8b(v) 
P(d)<;;;y -oo 
for k=O, 1, 2, ... , y---'!>- =· So if :n; is any polynomial, we have 
00 
(3.9) Z-1 I J.(d) :n;(e-log d/log Y) ---'!>- S :n:(e-v) d8b(v). 
P<dJ<;;;y -oo 
Let, for u>O, the function Xu be defined by 
~ 1 if v < u, Xu(v) = 0 "f 
I V > U. 
If b, s and u are given (b :> 0, s > 0, u > 0) we can find polynomials :n:1, :n:2 
such that 
(3.10) (O<;v<=) 
and 
00 
(3.11) S { :n:2(e-v) - :n:I(e-v)} d8b(v) < s. 
-00 
It is easy to satisfy (3.11) if b = 0, just by requiring that :n:1(1) =:n:2(1) = 1. 
If b > 0, we use the fact that eb' ( u) is bounded on 0 < u < CXl and that we 
can make 
00 S (:n:2(e-v) - :n:I(e-v)) dv 
0 
as small as we please without violating (3.10). 
It is easy to show that one and the same pair :n:1, :n:2 can be used for 
an open set of u's. That is, if b, s, w are given (b;;;,O, s>O, w>O), we 
can find :n:1, :n:2 and bw>O such that (3.10) and (3.11) hold for all u 
satisfying w- bw < u < w + bw. 
Assuming that :n:1, :n:2, bw have been chosen that way, we put v = logdflogy 
in (3.10), multiply by J.(d), and take the sum over all integers d;;;, 1. 
Noting that 
00 
-00 
we obtain from (3.9) that 
lim sup z-1 
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00 
-co 
v~oo P(d><v.d~yu 
uniformly for w- bw < u < w + bw. 
A similar case of uniform convergence can be obtained for an infinite 
interval [B, =). By virtue of the fact that f~ !Ob'(v)! dv converges it is 
easy to derive that, given b > 0, B > 0, we can find n1, n2, B such that 
(3.10) and (3.11) hold for B<,u<=. 
Now if A> 0, we can cover the interval [A, B] by a finite number of 
intervals (w-bw, w+bw)· Moreover we can do for the liminf what we 
did for the lim sup. It results that 
(3.12) Z-1 
P(d)~v. d~v" 
if y--+=, uniformly for A<,u<=. 
If we specialize by taking u=1, and note that 1'h(1)=1, we obtain 
(3.13) I A(n) ,.._, Z 
n~y 
since every n<,y satisfies P(n)<,y. From (3.12), (3.13), (3.8) the theorem 
follows at once. 
Remark. We can interpret (3.6) also for u==, and then it is nothing 
but (3.7). To this end we have to read Ob(=) as lim,._,. 00 Ob(u), and to note 
that d < yu does not mean any restriction on d at all. 
Finally IP(dl ~ v J.(d) = f(y; 0) according to (3.4). 
Theorem 3.2. If the conditions of theorem 3.1 hold, then 
(3.14) I A(n) = (log y)b L(log y) (y > 1), 
n<v 
where L is a slowly oscillating function, i.e. 
L(ux)jL(x) --+ 1 (x --+ =) 
uniformly on A 1 <,u<,A2, for every pair A1, A2 with O<A1 <A2. 
Proof. We take O<A < 1, and we use that (3.6) holds uniformly on 
A <,u<, 1. As Ob(u) =ub for O<,u<, 1, and as for O<,u<, 1 the condition 
P(d) <Y is a mere consequence of d<,yu, (3.6) is translated into 
( 1 J.(n))/( L J.(n))--+ ub, 
n<1l' n<v 
i.e. L(u log y)/L(log y)--+ 1, uniformly on A <,u<, l. So L(ux)jL(x)--+ 1, 
345 
uniformly on A <:;u<:; 1. It is a trivial consequence of this, thatL(vx)fL(x)--*1 
uniformly on 1 .;;;;;v.;;;;;A -1. 
4. Sufficient conditions for A. 
It is our aim to replace condition (3.5) by a simpler set of conditions. 
We shall introduce one essential condition (4.1) and two extra conditions 
(4.2) and (4.3). The latter two are relatively weak and are quite easily 
replaced by still weaker ones, but we shall not take that trouble. 
The essential condition is that there is a constant b;;;. 0 and a constant 
A > 1 such that 
(4.1) z A.(p)--* b log u 
Y<'P~'IJU 
If this condition holds, and if A.(p);;;. 0 for all p, we can show that ( 4.1) 
holds uniformly on 1 <:;u<:;A for every finite A. The uniformity follows 
from the fact that the left-hand side of ( 4.1) depends monotonically on 
u, whereas the right-hand side is both monotonic and continuous. The 
possibility of extending (4.1) to arbitrary large finite u-intervals is given 
by the fact that if ( 4.1) holds for u =a, then it holds for u = a2, since the 
interval y<p<(ya)a splits into y<p.;;;;;ya and (ya)<p<:;(ya)a. 
We shall also assume 
(4.2) ! (A.(p))2 < 00 
p 
where the sum runs over all primes. Furthermore, if we put 
2A.(p2) + 3A.(p3) + 4A.(p4) + ... = a(p), 
we assume 
(4.3) z a(p) < oo. 
p 
Theorem 4.1. If (3.1), (4.2) and (4.3) hold, then we have, with 
the notation of theorem 3.1, 
lim {log f(y; sflog y)- Z A.(p) (p-s!Iog Y -1)} = 0 
'U-->00 f(y; 0) p<y 
for every s;;;. 0. 
Proof. Our assumptions imply A.(p)=0(1), a(p)=0(1), and 
(4.4) 
(4.5) 
z (A.(p) + a(p))2log p = o(log y), 
p<y 
z a(p) log p = o(log y). 
p<y 
Abbreviating A.(p•) = A_, 2A.2 + 3A.a + ... = a, p-s!Iog Y = w, we have 
(1-w2)A.2+(1-w3)A.a+ ... < (1-w)a, 
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whence 
1 1+A.1w+A.2w2+ ... 1 {1 (1-w)A.1+(1-w2)A.a+ ... } og = og - = 1 + A.1 + A.a + . . . 1 + A.1 + A.2 + ... 
(l-w)A.1 + (1 ~w2)A.a+ ... 0{(1 )( 1 ) 2} 
=- + -w 11.1+a = 1 + A.1 + A.a + ... 
1 ~-~)A.1 +0{(1-w)a}+0{(1-w)(A.1+a)2}= + 1+ a+ ... 
=- (1-w)A.1 + 0{(1-w)A.1a} + 0{(1-w)a} + 0{(1--:-w)(A-1 +a)2}. 
Taking the sum over allp<y, using 1-w= 1-p-s/log II=O((log p)(logy)-1), 
and applying (4.4), (4.5), the theorem follows. 
Theorem 4.2. If (3.1) and (4.1) hold (with a constant A>1), and 
if s>O, then 
1 
lim 2 A.(p) (p-sllogy_1) = b J (e-su_..: 1)u-1 du. 
11-;00 'P<!I 0 
Proof. Putting 
Su = 2 A.(p) 
1J"<p~1J 
we can write. our sum as a Stieltjes integral: 
1+ 2 A.(p) (p-s/log 11-1) =- J (e-su -1) d Su. 
'J)<!J 0 
As also 
1 1+ 
b J (e-su_1) u-1 du =- J (e-su-1) d (b log u-1), 
0 0 
it remains to show that 
1+ 
(4.6) lim J (e-su_1)d{Su-blogu-1}=0. 
'IJ--:;00 0 
Noting that e-su_1=0 at u=O, Su=logu-1=0 at u=1, we integrate 
by parts, and we obtain for the integral 
(4.7) 
1+ 
s J e-su (Su-b log u-1) du. 
0 
For every separate u (O<u< 1) we have Su-b log u-1--? 0 as y--? oo, 
by virtue of (4.1). So in order to establish that (4.7) tends to 0 we can 
apply Lebesgue's theorem on dominated convergence: it suffices to 
remark that 
(4.8) JSu-b log u-1J < 0(1 +log u-1) 
with 0 not depending on y. This can be derived as follows: By ( 4.1) there 
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is a constant 01 > 0 such that Lu< 11 ,;;; u' A.(p) < 01 for all y; hence 
L A.(p) < 201, L A.(p) < 30r, etc. 
!I<P<'ll' !I<P<'II' 
It follows that for all v > 1, y > 1, 
! A.(p) < 01 + 01 (log v)/(log 2). 
1/<P<YtJ 
Taking v=u-1, (4.8) follows with 0= ibl +01j(log 2). This completes the 
proof of the theorem. 
5. Applications 
We can, of course, combine theorems 3.1, 3.2, 4.1, 4.2: 
Theorem 5 .1. Let b > 0, and let A. be a non-negative multiplicative 
function, satisfying (4.1) (with some A> 1), (4.2) and (4.3). Then we have 
(3.6), uniformly on every interval (J<c;;,u<oo, (if 15>0), and moreover 
(log y)-b Ln<u A.(n) is a slowly oscillating function of logy. The limit case 
u--+ oo (see (3.7)) gives (1.8). 
Examples. 1. If A. satisfies A.(p2 )=A.(p3)= ... =0 and A.(p);;;,.O for 
all p, and if pA.(p)--+ 0 when p runs through the primes, then the con-
ditions of theorem 5.1 are satisfied with b = 0. Therefore Ln,;;; 11 A.( n) is a 
slowly oscillating function of logy. 
2. Let cp be Euler's function, and A.(n) = (cp(n))-1 if n is squarefree, 
A.( n) = 0 otherwise. We have ( 4.1) with b = 1, so by theorem 5.1 
(5.1) !* 
for O<u<oo (the asterisk indicates that the summation index takes 
squarefree values only), and 
(5.2) IT (1-p-1)-1 ,..._, eY !* (q;(n))-1. 
p~y n~v 
The left-hand side of (5.2) is asymptotically eY logy, so it follows that 
(5.3) (log y)-1 (cp(d))-1 --+ 01(u). 
Note that, for every A>O, (5.3) holds uniformly for A.;;;u<oo. 
REFERENCES 
1. BRUIJN, N. G. DE, On the number of positive integers ~ x and free of primes 
> y, Kon. Nederlandse Akad. Wetensch. Proc. Ser. A. 54 (=Inda-
gationes Mathematicae 13) 50-60 (1951). 
2. LINT, J. H. VAN und H. E. RICHERT, Uber die Summe In<a:.Pinl<Y 
ft2(n)/q;(n). (To appear in volume 67, No. 5 of these Proceedings). 
3. KARAMATA, J., Uber die Hardy-Littlewoodschen Umkehrung des Abelschen 
Stetigkeitssatzes, Math. Zeits. 32, 319-320 (1930). 
