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ABSTRACT 
The general continuoustime linear-quadratic control problem is considered. It is 
shown that recently developed linear system theoretic properties and algorithms play 
an important role in solving this singular control problem. 
1. INTRODUCTION 
We consider the general semidefinite linear-quadratic control problem for 
continuous-time systems. This problem was considered in depth for discrete- 
time systems in [ll], and it was shown that there is a strong and important 
interplay between the structural properties of the underlying linear dynamical 
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system and the various existence and uniqueness questions which arise in the 
optimization problem. 
While the discrete-time problem has been satisfactorily resolved, the 
continuous-time case has received far less attention and is not well understood 
for singular situations. The basic difference is that for singular problems in 
continuous time, (measurable) optimal solutions do not necessarily exist. 
While it has been long recognized [9] that by extending the class of allowable 
controls to include distributions it is possible in principle to take care of this 
difficulty, only special cases have been considered previously. Issues such as 
closed-loop stability under generalized control inputs have barely been ad- 
dressed. 
In this paper we present a fairly complete theory of singular control for 
continuous-time systems. As in the discrete-time case, linear system structure 
plays a fundamental role. In fact, structural properties which do not arise in 
the discrete-time situation are shown to be of great importance in the 
continuous-time case. 
The basic setup of the singular control problem is given in Section 2, and 
the important system notion of weak unobservability is introduced. This 
property, together with the dual notion of strong reachability, is explored in 
detail in Section 3. The class of allowable distributional inputs for the control 
problem is also defined. A newly defined subspace of the state space 
(distributionally weakly unobservable states) is then introduced, which coin- 
cides in a special case with a space recently introduced by Willems related to 
“almost invariant subspaces.” In Section 4 we discuss the “right structure 
algorithm.” It is shown that the subspaces of interest can be completely 
characterized by this algorithm. Moreover, by its use, the singular problem 
can be reduced to a related nonsingular problem. In Section 5 this structural 
relationship is exploited to solve the open-loop version of the singular prob- 
lem. The infinite-horizon problem and stability issues are considered in 
Section 5. It is shown that, as in the discrete-time case [ll], the notion of 
strong detectability is important here, and that the regular part of the 
optimal-control law has a feedback implementation which stabilizes the 
closed-loop system for an initially stabilizable and strongly detectable system. 
2. SINGULAR OPTIMAL CONTROL PROBLEMS 
The general semidefinite linear-quadratic control problem on a finite 
interval is defined as follows: Given the differential equation 
(2.1) jr=Ar+Bu 
SYSTEM STRUCTURE AND SINGULAR CONTROL 371 
with initial state x(O) = x0, determine u : [0, T] + Iw” such that 
(2.2) I(xo,u,T):= o /T[xTt)Q ( > x t +W(t)Sx(t)+u’(t)Ru(t)] dt 
is minimal. 
HereAEIWnX”, BEIW”~~, x~EIW”, T>O, and Q,S,R are matrices of 
suitable dimensions such that 
Mz= Q S’ I I s R 
is symmetric and nonnegative semidefinite. 
Special cases of this general problem are the nonsingular problem R > 0 
(Notice that R > 0 follows from M >/ 0) and the standard problem R > 0 and 
s = 0. 
The standard problem is well established (see [5]). The nonsingular 
problem can be reduced to the standard problem by a suitable state-feedback 
transformation of the form u = Fx + v. To the authors’ knowledge there does 
not exist a general treatment of the singular problem, i.e., the case where R is 
allowed to be singular. 
A slightly modified formulation [ll] brings in a systemic flavor, which 
enables one to intuitively understand and guess various properties of the 
system. Decompose M as 
(2.4) [p ;]=[;:][C D]. 
This is possible, since M > 0. As in the discrete-time case [ll], it is quite 




y = Cx + Du. 
Then the expression (2.2) can be written as 
(2.6) J(XOY u,T) = ,fTly12dt, 
0 
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where 1.1 denotes the Euclidean norm. Since R = D’D, the problem is 
nonsingular iff D has full column rank, i.e., is left invertible. The problem is 
standard if, in addition, D’C = 0. 
REMARK 2.7. The claim made before, that the nonsingular problem can 
be reduced to the standard problem can easily be verified in this formulation. 
In fact, substitution of u = FX + u into (2.5) yields C,: jc = (A + BF)x + Bv, 
y = (C + DF)x + Du. The condition for the resulting system to be standard is 
D’(C + DF) = 0, which can be satisfied by F: = - (0’0) - ‘D’C. 
For the standard problem it is known that an optimal control always exists 
and is unique. The optimal control is given by a time-variable feedback 
(2.8) u = F(t)x, 
and the minimal value of J equals 
(2.9) V(x,,T):= min./(x,, u,T) = xbP(T)x,, 
U 
where P(t) is a nonnegative semidefinite matrix which is the solution of a 
suitable Riccati equation. These results carry over to the general nonsingular 
case. 
To illustrate the usefulness of the introduction of the system Z (2.5) into 
the problem we consider the question of finding the set of initial values x,, for 
which V(x,, T) is zero-or equivalently, the null space, or kernel, of P(T). 
Obviously, x0 E KerP(T) iff there exists an input u : 10, T] + DB” such that 
y(t) = 0, 0 < t < T. Hence, as in the discrete-time case [ll], we make the 
following definition: 
DEFINITION 2.10. A state x0 E 96: = [w” is weakly unobservable on [0, T] 
if there exists an input u:[O, T] + Iw * such that y(t) = 0 for 0 < t < T. 
The space of weakly unobservable states can be shown to be independent 
of T, and algebraic algorithms can be given for its computation [ll]. If we 
denote this space by ?r, then we see that for nonsingular problems ker P( T) = 
?Tis independent of T. 
Easy examples show that in the singular case optimal controls no longer 
necessarily exist. 
EXAMPLE 2.11. Consider the system 
k=u, Y=X, x(0) = 1. 
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Then J = /a%“( t ) dt can be made arbitrarily small by a suitable choice of u 
[e.g., if u(t) = - l/.s for 0 < t d E and u(t) = 0 for t > E, then J< ~/3]. Also, 
it is clear that for no piecewise continuous u (nor for any measurable control) 
J can be made zero. 
The example suggests the use of impulses as admissible controls. For 
instance, if we were to take u = - s(t) (the Dirac delta function), then 
x(t) = 0 for t > 0 and .I= 0. A rigorous setup for this approach can be 
obtained in the framework of the distributions, or generalized functions, as 
introduced by L. Schwartz. 
Notice that we cannot admit all impulses. If, e.g. in Example 2.11, we take 
8 (the derivative of the delta function), then x(t) = 1 + 8(t), and therefore 
x2(t) and hence .I are not defined. In the general problem we will restrict our 
inputs to those for which the output y is a regular function. This will be 
described in detail in the next section. It will turn out that within the class of 
distributions for which the output is regular, an optimal input exists and is 
unique (see Section 5) provided that the system Z is left invertible. 
COMMENT 2.12. The singular optimalcontrol problem for continuous- 
time systems has been studied before, either directly (see [l], [2], [9]) or as a 
limiting case of a singular perturbation problem (see [6], [14], [15]). Typically, 
in this literature, it is assumed that S = 0 and R = 0. In addition, in the cases 
where an optimal control is actually computed or obtained via a limit process, 
additional regularity assumptions are made, e.g. Q > 0, or more generally, 
V,=... =V,_,= 0, V, > 0, where y : = B’A’“QA’B. 
In this paper, we only assume left invertibility of Z, or equivalently, the 
uniqueness of optimal controls (see [2] for a discussion of problems where one 
does not have uniqueness). 
The use of distributional control in the singular optimal control problem 
has been suggested repeatedly (see [l], [9], [15], and in particular [12]), but 
never pursued in any detail. 
3. WEAKLY UNOBSERVABLE AND STRONGLY REACHABLE 
STATES 
As suggested by the previous section, we are going to allow impulsive 
controls as inputs. The natural mathematically rigorous set up for impulsive 
controls is distribution theory. When allowing general distributions we run 
into a number of technicalities, which can be resolved but which obscure the 
inherent algebraic structure of the concepts and results to be discussed in this 
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section. In order to avoid these technical details we restrict ourselves to a 
special class of distributions which is sufficiently nice to allow us to make the 
treatment completely algebraic and at the same time large enough to be 
representative for the system’s behavior under general distributions as inputs. 
First we give a description of general distributions, then we define the 
subclass of distributions we will restrict ourselves to. 
The set of distributions defined on R with support on [0, co) is denoted 
W+. This set is closed under convolution. For a detailed description of 
properties of distributions we refer to [lo]. 
Particular examples of elements of 9: are the a-distribution and its 
derivatives. Linear combinations of these particular distributions will be called 
impulsive distributions. In order to simplify the notation we denote convolu- 
tion by juxtaposition like ordinary multiplication; we denote the delta distri- 
bution by 1 and its derivative by p. A constant multiple of the delta 
distribution will, if no confusion can arise, simply be denoted by that 
constant: 
An impulsive distribution can now be written as Cf=,+zipi, where ai E Iw for 
i=O,..., k, and where p” is understood to be the delta distribution 1. 
Another particular class of elements of Q’+ is the set of regular distribu- 
tions in q:. These are distributions that are functions. For most considera- 
tions the exact class of functions to be used to define regular distributions is 
not important; one can e.g. choose piecewise continuous, integrable, or 
measurable functions. In this paper, however, we make a much more restric- 
tive assumption. We assume that our regular distributions u( t ) are smooth on 
[0, CXI), i.e., that a function v :[O, co) -+ R exists, arbitrarily often differentiable 
including at t = 0, such that 
u(t) = ( 0 (-o), v(t) (t 20). 
Differentiability at t = 0 of v(t) is defined in an obvious way. Equivalently 
one can say that v(t) can be extended to an arbitrarily often differentiable 
function defined on some interval (- E, cc), where E > 0. 
Now we are in the position to define the class of distributions to be used 
in this section. 




where ui is impulsive [i.e., ui = q(p) for some polynomial $1 and us is 
smooth on [0, co). The class of these distributions is denoted eimp. 
Thus, regular distributions as well as impulsive distributions are in eimp. 
The following property of eimp is crucial. 
PROPOSITION 3.2. eimp is closed under convolution, in particular under 
differentiation ( = convolution with p) and integration ( = convolution with 
p-9 
Various properties of the class eimp are discussed in [4]. In particular, it is 
shown in [4] that u E eimp is invertible (with respect to convolution) iff u is 
not in Cm(R), i.e., u is not infinitely often differentiable in t = 0. For 
example, u = p - a is invertible and (p - a)-’ = eat (t > 0). More generally, 
if A is a n x n matrix, then pZ - A is invertible and (pZ - A)- ’ = et* (t > 0). 
Here and elsewhere in this paper we use the straightforward extension of 
distributional concepts to vectors and matrices. 
Let us now consider the system 2: 
(3.3) jc=Ax+Bu, y=Cx+Du 
in the above framework. We have to define what we mean by the solution of 
(3.3) with initial value x0. This is a nontrivial matter, since distributions do 
not have a well-defined value at a particular time instant to. If we are 
interested in the particular case x0 = 0, the situation is simple: we require that 
x E e:,,. For such x we have ? = px, and hence (3.3) yields 
x = (pZ - A)-‘&, 
Y = T(P)% 
where u E e&, and 
(3.4) Z’(s):=C(sZ-A)-‘B+D. 
[Note: T(s) is a rational matrix in the indeterminate s; T(p) is the matrix-val- 
ued distribution obtained by substituting s = p and interpreting (pZ - A)-’ 
to be the convolution inverse of pZ - A, whence (pZ - A) ~ ’ = et* for t > 0). 
It is well known that the solution x of (3.3) within the class 6D1, is unique, 
and it follows from the foregoing considerations that x E E?&, if u E &?g,. 
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If we want to define solutions with initial value x,,, we again require x to 
be in CL?:&,, but we replace the equation px = Ax + Bu by 
(3.5) px=Ax+Bu+x,, 
where x0 stands for the R”-valued distribution x0. 1. The addition of the term 
x0 in the right-hand side results in a jump of the state variable X. In addition 
to this jump there may be other jumps caused by impulsive terms in u. 
However, if u is regular, then (3.5) implies x(0 + ): = lim t L ,,x( t ) = x0, which is 
in accord with our intuitive idea of initial value. In the general case where u is 
allowed to have an impulsive component, x(0 + ) consists of two terms, the 
“initial value” x0 and a term resulting from the impulsive part of U. 
When comparing this distributional setup for linear systems with the more 
conventional interpretation, we observe that a number of new concepts arise, 
not present for systems with only regular inputs. In particular, we may 
introduce the space of instantaneously reachable points. A point x0 is called 
instantaneously reachable if there exists an input u E C?.& such that with zero 
initial state, we have x0 = x(0 + ). It is easily seen that x(0 + ) only depends on 
the impulsive part of u. If u is impulsive, say 
0 
u= c z$p_’ 
i=_k 
then the equation (pZ - A)x = Bu implies that the impulsive part xi_, of x is 
given by 
where the coefficients xi are determined by 
(34 ‘if1 = Axi + Bui (i=-k,...,-1) 
and x(0+) is the coefficient of p- ’ in the expansion of (pZ - A) - ‘Bu in 
powers of p - ‘, i.e. 
x(0+) = xi = Ax, + Bu,. 
We conclude that the coefficients of x satisfy the discrete-time equation 
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corresponding to (3.3). Similarly we have 
(3.7) yi=cxi+Dui (i=k,...,O), 
where the yi’s are coefficients in yimp, the impulsive part of y. 
As a consequence of this, we see that the space of instantaneously 
reachable states is the image of [B, AB,. . . ,A”- ‘B], i.e., the (ordinary) 
reachable set. 
In the optimization problem discussed in Section 2 we want to minimize 
/ ]y12 dt. Therefore we insist that the inputs be such that the output y is 
regular, i.e., yimp = 0. Such inputs will be called admissible, and the space of 
admissible inputs, which is of course system dependent, is denoted ‘?L,. An 
explicit description of %., will be given in Section 4. 
The rest of this section will be devoted to a discussion of two important 
spaces Yand %. 
DEFINITION 3.8. A state x0 is called weakly unobservable if there exists a 
regular input u on [0, cc) such that the output resulting from x0 and u is 
identically equal to zero on [0, co). The space of weakly unobservable states is 
denoted ?r = ‘V( 2). 
The space ?r is easily seen to be a linear subspace of the state space 
!X = R” containing the unobservable states. 
We have the following simple property. 
PROPOSITION 3.9. Let x0 E V, and let u: [0, co) + R * be a smooth input 
such that y(t) = 0 fir t > 0. Then x(t) E ?rfir all t > 0. 
In fact, for any t, > 0 we can use the input ul(t): =u(t + tl) (t > 0) 
corresponding to the initial state xi: = x(tl). 
THEOREM 3.10. iris the largest subspace I’? of % for which there exists a 
feedback F: X + R m such that 
(3.11) (A+BF)C~C, (C+m)C=O. 
Proof. We first show the following statement: 
(3.12) V’x,, ~?r 3u, EIW” [Ax, + Bu, E ?r, Cx, + Du, = 01. 
Let x0 E ?r, and let u be such that y(t) = 0 for t > 0. According to Proposi- 
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tion 3.9 we have that x(t) E ‘I- for all t > 0. Hence 3(O) = Ax, + Bu, E ;I, 
where uO: = u(O). In addition, y(O) = Ax, + Bu, = 0, which proves (3.12). 
Now let x1,..., xk be a basis of ‘?I; and construct ur,. . . ,uk according to 
(3.12). Choose a map F:? +lR”’ such that Fx, =ui (i=l,...,k). Then 
(3.12) translates to the following. For i = 1,. . . , k we have 
(A + BF)x, E v, (c + DF)Xi = 0. 
Since x r, . . . , xk is a basis of Llv, it follows that C = 5<satisfies (3.11). 
Now let C be any space for which there exists F such that (3.11) is 
satisfied. Then, if x0 E C, there exists an input u of (3.3), viz. the feedback 
u = Fx, such that y(t) = 0 for all t > 0. Hence x0 E ‘I’. It follows that C c 5: 
n 
DEFINITION 3.13. A state x1 is called strongly reachable (from the origin) 
if there exists an impulsive input u E 91 Z such that for the corresponding 
state trajectory x we have x(0 + ) = x1. The space of strongly reachable states 
is denoted % = %( 2). 
Obviously, % is a linear subspace of % contained in the reachable space. 
If an impulsive u E %,21, gives x(0 +) = x1 for zero initial state, then the same 
control will produce the state x(0+) = x0 + x1 if the initial state is x0. 
Therefore, the set of states instantaneously reachable from x,, by means of 
admissible inputs is x0 + 46. In particular we see that % is also the space of 
strongly controllable states, i.e. states from which the origin can be reached 
instantaneously by means of an admissible input. 
The strongly reachable space can be given an interpretation in terms of 
the recurrence relations (3.6) and (3.7). The condition that y be regular 
translates to yi = 0 (i < 0). Therefore we find: A state 1 is strongly reachable 
iff there exists an input sequence (u _ k,. . . , uo) such that with initial condition 
X ~. k = 0 (3.6) and (3.7) yield sequences (xi) and (yi) satisfying 
y-k=” . =ye=O and x,=1. 
It follows from these considerations that % satisfies the following condition: 
We use this property to prove the following result. 
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THEOREM 3.15. There exists an “output injection” G: R’ -+ % such that 
(3.16) (A+GC)‘%TW, im(B+GD)c%. 
Moreover, W is the smallest subspace of ?X for which such a G can be found. 
Proof. Choose a basis 
(3.17) 





wp=[A+GC,B+GD] L’ [ 1 = Axi + Bu, + Gyi. t 
For i < k we have wi = Axi + Bui E % by (3.14), and for i > k, wi = 0 E W. 
Since (3.17) is a basis of %@lR’“, the restthis proved. 
Now let C be any subspace for which there exists a map G: W’ -+ 3i such 
that 
(3.18) (A+Gc)~L~, im( B + CD) G C. 
We show that we must have ‘U c C. Let f E %. Then there exists a sequence 
uPk,...,uO such that if x_k =0 and 
xifl: =Axi + Bui (i = - k,...,O) 
But then (3.18) implies that xi E C, i = - k,. . . ,l, in particular, i = ri E C. 
Hence %Y z e. n 
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It follows from Theorems 3.10 and 3.15 that Vand W are dual concepts. 
Specifically, if we define Z’: = (A’, C’, B’, D’) (where the prime attached to a 
matrix denotes transposition), then 
It is possible to give algorithms which produce the spaces ?: and %. An 
algorithm for Scan be obtained from Theorem 3.10 and the condition (3.12). 
The latter condition can be written as 
(3.19) 
where OY stands for the zero vector in y-space ( = Rr) and it follows from 
Theorem 3.10 that Yis the largest space satisfying an inclusion like (3.19). If 
we define the sequence of spaces U;, , . . . , ?i, by 
(3.20) ?TO: =xX, y+i: = 
then it is easily seen that V, 2 vi 2 ?& 2 . . . and that y = ?:+ r implies 
3; = Vk (k > i). c onsequently ‘t’, _ i = ‘t’, and hence 3: satisfies (3.19). Also, 
if C is any space satisfying (3.19), then by induction we have y 2 C for 
i=o,..., tz. Hence V, = ?r. The spaces ?i; can be given a system-theoretic 
interpretation: y is the space of initial states x0 for which there exists a 
regular input u such that for the resulting output y we have y(j)(O + ) = 0 
(j=O,..., i - 1). It follows from the above considerations that, if we can find 
an input u such that y”)(O + ) = 0 (j= 0,. . . , n - l), then we also can find a 
regular input u such that y(t) = 0 for t >, 0. 
Dual results are valid for ‘?X. In the first place (3.14) can be rewritten as 
(3.21) [A, B]{(‘?6@lRm)}nker[C, D] _C Q”, 
and %” is the smallest subspace satisfying such an inclusion. This suggests the 
recursion 
(3.22) ‘?l$: =0, Wi+i: = [A, B]((‘Wi@R”)nker[C, o]} G W. 
Here, ‘Wi can be interpreted as the space of states xi strongly reachable by an 
impulsive input u of order < i - 1 [i.e., u is of the form u = +(p) where +L is a 
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polynomial of degree Q i - 11. This interpretation follows from the considera- 
tions preceding (3.14). We have %a & ‘?lJr G . . . G (?I&,, and if qci = ‘?&+ i
then ‘Si = w-in particular, wn = %. 
Next we consider the spaces Y+ ‘8 and ?r n ‘I6 and their relation to 
system invertibility. 
PROPOSITION 3.23. x,, E Ir + G2f iff there exists u E G21 z such that y( t ) = 0 
(t > 0). 
Proof. Let x0 = xi + x2 with xi E ?r, xs E %J. There exists an impulsive 
ua such that x(0+, x2, uz)= 0. [By x(t, x0, u) we denote the value of the 
solution of (3.5) at t > 0 resulting from initial value x0 and control u. Recall 
that x(.,x0, u) is in eyml,,, so that x(t, x0, u) is defined for t > 0 and also 
x(0+, x0, u).] In addition, there exists a regular ur such that y(t, x1, ul) = 0 
for t 2 0. Using the input u: =ur + us E GZL, we have y(t, x0, u) = 0. 
Conversely, let for some u E G2L, and initial state x0 the output y(t) be 
identically zero. The input can be decomposed as u = ur + ua, where ur is 
regular and us is impulsive. Let x(0+,x,,, ua)=:xr. Then x(t, x1, uz)= 
x(t, x0, u), since u = us for t > 0 and the state variables have the same value 
at t =0-t. Hence, y(t,x,,u,)=y(t,x,,u)=O, so that x1 E’V. Since x2:=x0 
- xi in %, we have x0 E Y + %‘. w 
Because of Proposition 3.23 we call elements of Y+ % distributionally 
weakly unobservable. The space Ir+ %’ is closely related to the right 
invertibility of Z. We say that Z is right invertible if for every regular function 
y : [0, co) + 88’ there exists an input u E %, such that, with the initial state 
x0 = 0, the corresponding output trajectory equals y. 
THEOREM 3.24. The following statements are equivalent: 
(i) X is right invertible. 
(ii) Y+%=%andim[C,D]=IW’. 
(iii) The transfwfunction T(s) (see (3.4)) is right invertible as a rational 
matrix. 
Proof. (i) * (ii): Since y(t) E im[C, D], the condition im[C, D] = o;P’ is 
obvious. Now we take any x,, E % and we show that x0 E v+ %. Consider 
y(t, x,,O) = CefAx,: There exists u E %, such that y(t,O, u) = y(t, x0,0) for 
t > 0. Then we have that y(t, x0, -u)= y(t,x,,O)-y(t,O, +u)=Ofort >O. 
Since - u E %,, we conclude from Proposition 3.23 that x0 E Y + %. 
(ii) * (iii): If T(s) is not right invertible, there exists a nonzero polynomial 
row vector 4(s) such that +(s)T( s) = 0. Let x,, E % = Y + %. Then there 
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exists u E a, such that y(t, x0, u) = 0 (t > 0), i.e., 
T(p)u+C(pZ-A)-‘x,=0. 
Hence $( p)C(pZ - A)- ‘x0 = 0 for all x0, which implies that J/(p)C( pZ - 
A) ’ = 0 and consequently $(p)C = 0. By (3.4) it follows that 0 = $(p)T(p) 
= 1c/( p)D = 0. This is clearly in contradiction with im[ C, D] = R’. 
(iii) * (i): If T(s) is right invertible, there exists R(s) such that T(s)R(s) 
= 1. For any regular function y we choose u = R(p)y. Then 
PROPOSITION (3.25). x0 E Y f’ % iff there exists u E %, such that 
x(O+,O,u)=x, and y(t,O,u)=Ofort >O. 
Proof. If x0 E ‘V n %, there exists an impulsive ui E 9Lz such that 
x0 = x(0-t ,O, ui) and there exists a regular us such that y(t, x0, us) = 0 for 
t > 0. It follows that u = ui + us satisfies the condition. The converse is 
straightforward. 
A system is called left invertible if there exists no nonzero input u E %, 
such that the output y(t, 0, u) = 0 for t 2 0. Since y( . , 0, p - ‘u) = 
p-ky(.,O, u) and since p - ku is regular for sufficiently high k, we may replace 
“U E %z” by “regular u” in the definition of left singularity. 
THEOREM 3.26. The following statements are equivalent: 
(i) Z is left invertible. 
(ii) ?; n % = 0 and ker ’ 
[ I D 
= 0. 
(iii) The transfm function T(s) is left invertible as a rational matrix. 
Proof. (i) j (ii): If Bu, = 0, Du, = 0 for some u0 * 0, then, choosing the 
impulsive input u = u0 ( = u,-S), we find that y(t,O, uo) = 0 for all t > 0. 
Hence Z is not invertible. Now suppose that x0 E ?r f’ % and x0 * 0. Then, 
according to Proposition 3.25, there exists u E %z such that y(t,O, u) = 0 for 
all t > 0 and x(0 + , 0, u) = x,,. The latter equality implies that u * 0, so that Z 
is not left invertible. 
(ii) * (iii): If T(s) is not left invertible, there exists a nonzero vector-val- 
ued polynomial G(s) such that T(s)+(s) = 0. Let U: =+(p) and x0: = 
x(0 + ,O, u). Then x0 E ‘c’ I? % because of Proposition 3.25, since y( . ,O, u) = 
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T(p)u = T(p)+(p) = 0. Then by assumption x0 = 0 and consequently x(t) = 0 
for t > 0, since u(t)= 0 for t > 0. It follows that (pZ - A)-‘Bu = 0 and 
hence Bu = 0. In addition, T(p)u = 0 and hence Du = 0 [see (3.4)]. Since 
ker B n ker D = 0, this implies that u = 0, which is a contradiction. 
(iii) * (i): If R(s) is a left inverse of T(s), then T(p)u = 0 implies 
u = R(p)T(p)u = 0. n 
COMMENT 3.27. The spaces ?r, %‘, ?i n G’K, Y + 415 have been discussed 
by various authors, under varying conditions. The space 1; was given in [ 111 
for discrete-time systems. In a paper also considering exclusively discrete-time 
systems, Molinari introduced the spaces ‘Vand 46 (see [7]). In particular the 
algorithms (3.20) and (3.22) are introduced in [7]. In [8] and [13, Problem 
5.171 the spaces ?Tand “71c are discussed for the special case that D = 0. While 
the generalization to the case where D is allowed to be nonzero is not very 
difficult (see, e.g. [13, Example 4.61, where a method is proposed to reduce, 
somewhat artificially, the general case to the case D = 0), it is very essential in 
such matters as invertibility and the singular optimal-control problem (com- 
pare [ll]). Also, in [8] and [13], no (open-loop) systemic interpretations are 
given for these spaces. Such interpretations are given (for D = 0) in [12], in 
terms of almost invariant subspaces. Also, the use of distributions in order to 
describe various spaces was suggested in [12]. Note that ?!; ?i + %“, %J and 
Y n % coincide with the spaces %*, v$, ‘?A;, and ?!A, respectively, in the 
notation of [ 121. 
4. APPLICATION OF THE STRUCTURE ALGORITHM 
The space Scan be computed by the structure algorithm as shown in [ 111. 
For the computation of the space ‘?lJ we need a dual version of the structure 
algorithm. We discuss this dual algorithm in detail, for not only does it enable 
us to compute 96, but it will also be used for the transformation of the 
singular optimal-control problem into a nonsingular problem. 
Consider the system 
(44 px=Ax+Bu+x,, y=Cx+ Du. 
If D is not left invertible, there exists a basis transformation S in u-space such 
that D has the form [D,O]. Specifically 
(4.2) DS= [o,O], 
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where Dis left invertible. Let 
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(4.3) ss=:[B,B], 
and introduce a new control variable by 
(4.4) u=s u [ 1 ii * 
Then, (4.1) can be rewritten as 
(4.5) px=Ax+~~+~fi+x,, 
y = CX + Du. 
It follows from (4.5) that the output will be regular if u is regular and 6 is the 











Thus we have a new system 2,: 
(4.10) 
px,=Ar,+B,u,+x,, 
y = CX, + D,u,, 
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where 
(4.11) B,:=[E,AAB], D,:=[D,cCB], and u;:=[~',d]. 
Note that 
(4.12) u = &(P)U,, 
where 
(4.13) 
Consequently, the transfer function of Z, is 
It follows that 
(4.15) f-Q E %, - chbl E % 
We claim that 
(4.16) %i=imB 
[where wi is defined as in Section 3; see (3.22)]. As a matter of fact, 
according to (3.22) %i = { Bu IDU = 0} an according to the above construc- d 
tion, this is im B. 
We have the following relations between the weakly unobservable and the 
strongly reachable spaces of Z and Z,: 
PROPOSITION 4.17. 
(i) TV G VG,), 
(ii) %(Z) 1 qlF(Z,), 
(iii) V(z)+ %&S) = V(z,)+ “lu;cZ,). 
Proof (i): x0 E ‘V(Z) iff there exists a regular u such that 
(4.18) T(p)u + C(pZ - A)-%, = 0, 
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and x0 E ‘Jr(2,) iff there exists a regular ur such that 
(4.19) T(p)P,(p)u,+C(pI-A)&=O. 
Since the regularity of u implies the regularity of ui: = Z’,~- i( p)u, the inclusion 
(i) follows. 
(ii): x0 E %‘(Z) iff there exists an impulsive u E v?l z such that x0 = x(0+), 
where 
(4.20) x=(pI-A)-&, 
and x0 E “:c\‘(Z,) iff there exists an impulsive ul E B r, such that x0 = x,(0+), 
where 
(4.21) x,=(pZ-A)~iBu-fiv 
and u and u are as in the definition of Z, (i.e., u = P,(p)u,, ui = [ii, II]). This 
can be seen either from (4.8) or from xi = (pZ - A) ‘_B,u,. Since u impulsive 
implies that u,r = P,(p)u is impulsive and since im B = u?lY, 2 %i, it follows 
that ~,(O+)E %(Z) if x,(0+)= “ilr(Z,). 
(iii): x0 E q”(Z)+ ?6(8) iff there exists u E 91, such that (4.18) holds (see 
Proposition 3.13). Similarly, x0 E ‘lc(Z,)+ ‘:K(Z,) iff there exists ur E u?l z, 
satisfying (4.19). Since ui E u?lz, iff u = P,(p)u, E o?L, [see (4.15)], the result 
follows. n 
The formula D, = [ 0, CB] and the fact that rank D = rank D imply that 
rank D, > rank D. If rank D, * m we can repeat the above procedure. Thus 
we obtain a sequence of systems 8,: = 8, Xi, Z,, . . . and corresponding 
matrices 0, such that rank Di < rank 0, + 1. In addition we have the following 
inclusions: 
(4.22) Y(~&~~(~&~~‘, 
(4.23) %(Z”) 1 %i‘(Z,) 3 . . , 
while ill(zj)+ W(Z,) does not depend on i. After one step, the matrix D, has 
the form D, = [ 0, Cs]. Since the columns of Dare linearly independent, it is 
possible (and convenient) to choose the matrix S, (i.e., the S matrix of the 
algorithm in the second step) of the form 
(4.24) s, = 1 Sll I I 0 SK? 
where S,, is nonsingular. 
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After a finite number of steps, the rank of Di does not increase any more 
and we have the following result: 
THEOREM 4.24. 3 v < n such that rank D, = rank 0, for i > v, and 
rank D, = rank 0, = rank T(s). In particular, if Z is left invertible, then there 
exists v < n such that rank D, = m (the number of inputs), so that D, is left 
invertible. 
Proof. By duality with the left-structure algorithm and the corresponding 
result in [14]. n 
Proposition 4.17(ii) can be refined to 
(4.25) W(z)=%Ji(z)+W(z,), 
as follows from the same proof [see (4.20) and (4.21)]. Iterating this equality, 
we obtain 
The spaces (?K,(Xi) are computed during the structure algorithm [see (4.16)] 
(4.27) Ui(Zi)=imB(I:i)=:imBi. 
If D has full column rank, then it is easily seen that w(Z) = 0. In fact, in 
this case the transfer function T(s) has a proper left inverse R(s), and hence 
y = T(p)u regular implies that u = R(s)y is regular. Hence %, consists only 
of regular inputs and qlr(Z) = 0. 
Combining the above results, we have 
THEOREM 4.28. Let 2 be left invertible. Then in the structure algorithm 
there exists v Q n such that rank D, = m. The space W(Z) is given by 
Note that for consistency we have attached the index 0 to quantities 
related to the original system. 
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5. OPTIMAL OPEN-LOOP CONTROL FOR LEFT-INVERTIBLE 
SYSTEMS 
If Z is left invertible, then, as noted in the previous section, there exists v 
such that 0, is left invertible. Therefore ‘?I,,” consists only of regular inputs. 




c1L, = { P( p)vlu is regular}, 
P(s)=P,(s)P,(s)...P,_,(s). 
The relation (5.1) gives an explicit formula for %,. 
We can use the computation of the previous section to find the optimal 
control. Using the transformations given in Section 4, we see that the 
optimization problem as described in Section 2 is equivalent to the following: 
Determine am such that for the function y(t) defined by 
(5.3) px, = Ax, + Byu, + x,, , 
y = Cx, + D u Y “3 
the integral lorl y12 dt is minimized. Since this is a nonsingular problem, we 
know that there exists a unique optimal control u: which is given by 
(5.4) G(t) = F”(t)%(t)> 
where 
F,(t):= -(D;D,)-‘(B;K(t)+ D;C) 
and K(t) is the solution of the Riccati equation 
(5.5) k(t)=-CC-AX-KA+(KB,+C’D,)(D;D,)-’(KB,+C’D,)’, 
K(T) = 0. 
In addition, the minimal value of J equals 
(5.6) J(xo) uy*, T) = xpqO)x,. 
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It follows that the optimal control of the original problem exists (within the 
class ‘?Lx), is unique, and is given by 
(5.7) u*=P(p)u:. 
The solution K(t) of (5.5) is obviously in C” for t > 0, and hence u: is in C” 
for t > 0, so that U* is in eirnp. Hence we have 
THEOREM 5.8. The optimal control problem as defined in Section 2 has a 
unique solution u*, given by (5.7), within the class ‘?!LtL,. This input is of the 
form 
where uF&, is impulsive and u& is regular. 
Note that u,*(t) was originally defined only on the interval [0, T]. We 
extend its domain by setting u,*(t) = 0 for t < 0 and by choosing any smooth 
extension of u: for t > T. This we have to do in order to identify UT with a 
distribution. 
The minimal value of J equals x~K(O)x,,, as in the modified problem [see 
(5.6)]. We want to discuss the relevance of the quantity rbK(O)x, for the 
original problem where we do not use a distributional input. 
THEOREM 5.10. 
rbK(O)x,=infJ(xa,u,T), 
where the infimum is taken over all C” functions u defined on [0, T]. 
Proof. Choose a function + E P(W) satisfying 
SUPPCP c [O, &I, O+& J E3 0 
E+dt=l, 
Here E > 0 is any number. Define 
*_ v#,:=+*u -c#m*. 
(Recall that we denote convolution by juxtaposition.) Then it is well known 
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that u+, is in C”. Let y+ denote the output corresponding to the input u+ (and 




because convolution is commutative. Here y* is the output corresponding to 
the input u* and Z*: =T(p)u* = y* - C(pZ - A)-%,. It follows that 
= ~E{~(~)z*(t-7)-z*(t)}~~i 
I/ 
< em7yplz*(t - r>-z*(t>l. 
. \ 
Since Z* is uniformly continuous on [0, T], it follows that y+ + y* (F -+ 0) 
uniformly with respect to t E [O, T]. In particular, 
It is well known that inf J is a quadratic function of x0 (see [l]). Theorem 
5.10 gives a method for computing this infimum explicitly as well as for 
finding a minimizing control sequence, i.e., a sequence of control functions uk 
suchthatJ(~,,Uk,T)-‘inf”J(x,,u,T)fork~oo. 
In Definition 2.1 we introduced the space of states weakly unobservable 
on [0, T]. Let us, for the time being, denote this space by 9;. In Definition 
3.8 we introduced the space ?r of weakly unobservable states (on [0, co)). 
From the definitions it is clear that ?r c 7%. and if Ti < T, then ?rr, 2 75,. 
Therefore 7’0 +: = U T?jT is a linear subspace satisfying 7i,+ 2 ?Tr 2 y We 
want to show that we have actually ?i;o+ = ?cand consequently ?rr = ‘Vfor all 
T > 0. Let x0 E 7i,+; then there exists T > 0 such that x0 E ?r, and an input 
u:[O,T]+R” such that y(t) = 0 for 0 < t < T. As in Proposition 3.9, it 
follows that x( t ) E ?;T _ t for 0 < t < T. Consequently, x(t) E ?L+ for 0 < t < T. 
Hence k(O) E ‘to+. That is, for every x0 E ?$a+ there exists ua E IR” such that 
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AX, + Bu, E ‘-&+, CX, + Due = 0. In other words, (3.11) is satisfied with C 
replaced by ?;“+. Exactly as in the proof of Theorem 3.10, we infer from this 
the existence of a feedback F such that (A + BE’)?;+ c r$+, (C + DF)?i = 0. 
Since ?r is the largest space for which such a feedback exists, we must have 
‘“l’o + c ‘I<. 
It follows that there exists a regular input such that J = 0 iff x0 E ?*. In 
particular %r & kerK(0). However, we do not necessarily have equality, since 
K(O)x, = 0 if inf J = 0. The following result follows easily by applying the 
previous considerations to Z “: 
THEOREM 5.11. kerK(0) = ?i + %, the space of distributionally weakly 
unobservable states. 
In fact, since “21(X,) = 0, we have by Proposition 4.17 
6. THE INFINITE-HORIZON PROBLEM 
Our objective is to minimize /n” 1 y I2 dt. In order to guarantee the existence 
of a control for which this integral converges, we assume that Z is stabilizable. 
For the standard problem the theory is well established. 
THEOREM 6.1. Suppose that D is left invertible and C’D = 0. Then, if 
(A, B) is stabilizable, the solution of the equation 
(6.2) i’(t) = C’C+ A’P + PA - PB(D’D)plB’P, P(0) = 0 
is nondecreasing and converges to the matrix PO that is the smallest nonnega- 
tive semidefinite solution of the algebraic Riccati equation 
(6.3) C’C + A’P, + P,A - P,B( D’D)- ‘B’P, = 0. 
The infinite-horizon problem of minimizing 1”” 1 y12 dt, where y is given by 
(6.4) i=Ar+Bu, y=Cx+Du, x(O) = xg > 
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is solved by the feedback control 
(6.5) u= -(D/D)_‘B’P,x. 
Furthermore, the resulting coefftcient matrix 
(6.6) A,:=A-(D’D)-‘BY’, 
is asymptotically stable iff the system is detectable. In this case (6.3) has a 
unique nonnegative solution. 
For a proof we refer to [5]. Note that the matrix K(t) of (5.5) is related to 
P(t) by the formula K(t, T) = P(T - t). Now consider the general nonsingu- 
lar problem. We have seen that this problem can be reduced to the standard 
problem by a suitable feedback transformation u = Fx + v. Thus we can 
appeal to Theorem 6.1. The conditions playing a role in this theorem, viz. the 
stabilizability and detectability, have to be formulated in terms of the new 
system Z,, obtained after the feedback transformation. Of course it is 
desirable to formulate these conditions in terms of the original system 2. It is 
well known that stabilizability properties do not change under feedback 
transformations. Hence, the stabilizability of 2, is equivalent to that of 8. 
Detectability, however, is not invariant under feedback. We need a different 
concept: strong detectability. This concept, first introduced for discrete-time 
systems in [ll], will be defined here for general left-invertible systems (not 
necessarily with D left invertible). 
DEFINITION 6.7. The system 2 : 
k=Ax+Bu, y = Cx + Du 
is called strongly detectable if for any initial state x0 and any control u such 
that y(t)= 0 for all t > 0 we have x(t)+ 0 (t -+ co). 
Plain detectability can be formulated as the property that u( t ) = 0, 
y(t) = 0 for all t > 0 implies x(t) + 0. Obviously strong detectability is a 
strengthening of detectability. 
A number of criteria for strong detectability can be given. Some of these 
criteria can be found in [ll] for discrete-time systems, and in [16] for 
continuous-time systems. 
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THEOREM 6.8. Let Z be left invertible. The following statements are 
equivalent: 
(1) Z is strongly detectable. 
(2) rank 
[ 
AZ-A -B 1 =n+mforReA>O. 
(3) For all F:he pai$C + DF, A + BF) is detectable. 
(4) Zf F is such that (A + BF)?T c 9’ and (C + DF)Tf = 0 (compare 
Theorem 3.10), then A + BFJ?Tis stable. 
(5) Zf Z is detectable and in addition y(t) = 0 (t > 0), then u(t) + 0 
(t + 00). 
Proof. (1) * (2): Obviously, if the strong-detectability condition in Defi- 
nition 6.7 holds for real functions u, x, y, it also holds for complex functions. 
Let the rank condition of (2) be violated at h,. Then there exist x0, uO, not 
both zero, such that (h,Z - A)x, - Bu, = 0, Cx, + Du, = 0. It follows that 
x0 * 0, since otherwise Bu, = Du, = 0 would imply u0 = 0 (by the left 
invertibility of Z, we must have rank[ B’, D’] = m). Then if x(0) = x0, u(t) = 
e’$,, we have that x(t): =e’%,, is the state trajectory and y(t)= 0 for all t. 
By the strong-detectability condition we must have x(t) + 0 and hence 
ReX, CO. 
(2) * (3): Since 
XI-A-BF -B 
C+DF D 1 [ = AZ-A -B I[ I 0 C DFZ 
has full column rank for every F, the first n columns of this matrix must have 
full column rank for Re X > 0. Hence (A + BF, C + DF) is detectable (see 
[31). 
(3) j (4): If (A + BF)Y c Yand (C + DF)‘V= 0, then ?Tis contained in 
the (C + DF, A + BF)-unobservable space. For (C + DF, A + BF) to be 
detectable we must have that A + BFjYis stable. 
(4) =. (1): Let y(t) = 0 for t > 0 for some x0 E % and some u. Then, by 
Definition 3.8, x0 E % The feedback input ii: =Fx yields the state x(t) = 
e(A+WtX 0, which converges to zero, since x0 E ?r and A + BFl@if is stable. 
The output corresponding to the input ii equals (C + DF)x(t) = 0, since 
r(t) E Yfor all t > 0 (see Proposition 3.9). Since with the same initial state x0 
and with the inputs c and u we get zero output, and since the system is left 
invertible, we must have u = u. 
(5)-(l): For a detectable system u(t)+0 (t +cQ), y(t)= 0 (t > 0) 
implies x(t) -+ 0. [Choose G such that A + CC is stable and observe that 
k = (A + GC)x +(B + GD)u.] 
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(l), (4) * (5): Strong detectability obviously implies detectability. The 
second statement follows from the proof of (4) * (1). n 
THEOREM 6.9. Suppose that D is left invertible. Then the optimal 
feedback stabilizes the system if and only if Z is strongly detectable. 
Proof. “Only if “: Suppose that for some 1ca and u we have y(t) = 0. 
Then this function u is obviously the optimal control u = Fx, which stabilizes 
the system. Hence x( t ) + 0. 
“Zf “1 Transform the nonsingular problem to the standard problem by 
means of a feedback transformation u = Fax + v (see Remark 2.7). According 
to Theorem 6.8(3) the resulting system will be detectable. Hence the optimal 
feedback v = Fix stabilizes it. Then F: =F, + FI is the optimal feedback for 
the original system, and it also yields a stable system. H 
In order to extend this result to singular problems we have to reduce the 
singular problem to a nonsingular problem, as described in Sections 4 and 5, 
and to apply Theorem 6.9 to the system thus obtained. However, if we 
proceed as described in Section 4, we obtain a nonsingular system which is 
not strongly detectable, even if the original system is. Therefore, we introduce 
a modification of the structure algorithm of Section 4. The modification is 
made in order to achieve that the transformations P,,(s) (see 4.12) are 
nonsingular for Re s > 0. Instead of Equation (4.n) we use Equation (4.n’) 
where 
(4.6’) 6 = (p + a)v, 
with (Y > 0 arbitrary, and 
(4.7’) 






‘,=’ 0 (s+a)Z ’ 1 
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It is easily seen that the statements of Proposition 4.17 and Theorems 4.24, 
4.28 remain valid after this modification. 
We now have: 
THEOREM 6.10. Z, is stabilizable iff Z is stabilizable. Z, is strongly 
detectable iff 2 is strongly detectable. 
Proof. (A, B) is stabilizable iff for Re X >, 0 we have that qA = hq, 
qB = 0 implies r~ = 0 (see [3]) for every row vector 77. Suppose this is the case, 
and assume VA = hq, vB, = 0 for some A with Re h > 0. Then vB, = [vB, 
(X + a)qfi] = 0 and hence qE= 0, 778 = 0, so that qB = 0. Consequently, 
n = 0. The converse is shown similarly. 
In order to show the statement about strong detectability we use condi- 
tion (2) of Theorem 6.8. Suppose that for some h with Re X > 0, 
rank 
M--A -B, 
C D, 1 <n+m. 
Then there exist vectors p, q such that 




where we have introduced the decomposition q’ = : [ ij’, 4’1. Substitution of 
p + &j = r yields 




-B r =o 
D I[ 1 41 ' 
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,,:=s[ (x +:)-lri] 
Since Z is strongly detectable, it follows that r = 0, qr = 0. Hence p = 0, 
q = 0. n 
Let 2 be a left-invertible, stabilizable, and strongly detectable system. The 
structure algorithm yields a stabilizable and strongly detectable system 2, 
with left-invertible 0,. According to Theorem 6.9, the optimal feedback 
u = Fx, where F = -(D:D,)-‘BjP, [see (6.31, stabilizes Z,, so that the 
optimal trajectory x,(t) and the optimal control u:(t) tend to zero as t + cc. 
More specifically, x, and u,* satisfy linear differential equations and hence 
tend to zero exponentially fast [i.e., Ix,(t)] < Le -y’, [u,(t)\ < Le - yt for some 
positive L, y], and so do their derivatives. It follows that also u*(t) and x(t), 
the optimal control and the optimal trajectory, both tend to zero exponen- 
tially fast [see e.g. (5.7)]. However, the optimal control is given as an 
open-loop control, so that one cannot say that ): has been stabilized by the 
optimal control. Recall (see Theorem 5.8) that the optimal control consists of 
an impulsive part and a regular part. What we would like to prove is that the 
regular part of u* can be implemented as a state feedback. A direct proof of 
this, based on the computations of Sections 4 and 5, turns out to be quite 
complicated. Therefore we prefer to present a somewhat indirect method. As 
a by-product we will derive a generalization of a result due to Kwakernaak 
and Sivan [6]. First we give an infinite-horizon version of Theorem 5.10. From 
now on, it will be our standing assumption that Z is left invertible, stabiliz- 
able, and strongly detectable. 
THEOREM 6.12. Assume that I: left invertible, stabilizable, and strongly 
detectable. Let P be the (unique) nonnegative solution of the Riccati equa- 
tion of system 2,. Then 
where the infimum is taken over all smooth u satisfying JO* lu12 dt < 00. 
Proof. Let U* E %z minimize jOmly12dt, and let x* and y* denote the 
corresponding trajectory and output. Choose a matrix F such that A + BF is 
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stable. Then 
u* = Fx* -I w*, 
where w*: = u* - Fx*. It follows that 
where A F: = A + BF, C,: = C -t DF, TF( p): = C,( pZ - AF) - ‘I? + D. 
We notice that Iti* G Ze - v for t > 0, for some 1 > 0, y > 0. For an 
approximate optimal control we choose 
v: = Fx + $w*. 
It is easily seen that v is regular, since $w* is regular. Denoting the 
corresponding output by y+,, we obtain y+ - y* = $Z, where 
z=T,(p)w* 
Hence 
where we have used the fact that, because of the stability of the transfer 
matrix TF(s) and the fact that Iti*( < ZCy’, we have [Z(t)/ < ZOe-YOt. It 
follows that 
In addition, /aml~12dt <cc, since [u*(t)1 < LeeYt for some L > 0. 
Next we give a generalization of the Kwakernaak-Sivan result. 
COROLLARY 6.13. Assume that Z is left invertible, stabilizable, and 
strongly detectable. Let P be as in Theorem 6.12, and define P, for E > 0 by 
cc 
x&P,q = min J( ly12 + ~~1~1~) dt u 0 
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Proof. Choose u such that ]]u]]‘: =jF]~(‘dt <cc and ]]y]]‘: =jF]~]~dx 
< x;Px, + pi, where pi > 0 is given (see Theorem 6.12). Then 
if E is sufficiently small. Since .si is arbitrary, we have x~PExO + x;,Px, for 
E JO. N 
It follows that the performance of the impulsive-smooth open-loop optimal 
control can be approximated arbitrarily closely by the optimal feedback F, of 
the problem of Corollary 6.13. For truly singular problems, FE must be “high 
gain” (compare [ 12, VIII D]). 
REMARK 6.14. In [6] much attention is spent on the special case P = 0. 
In Theorem 5.11 it is shown that ker K(0) = 7i + %J. It follows that also 
kerP = y+ %. Hence P = 0 iff y+ % = ‘xx, or equivalently iff S is right 
invertible (see Theorem 3.24). General conditions for limJ,(x,) to be zero 
(under the assumption D = 0) were given in [14]. Theorem 5.11 is a generali- 
zation in a different direction. 
For any regular u such that x(t) + 0 we have 
where 
(6.15) 
N. = C’C + A’P + PA 
’ [ 
C’D + PB 
D’C + B’P 1 D’D ’ 
LEMMA 6.16. N > 0. 
Proof. If D is left invertible, P satisfies the algebraic Riccati equation 
(6.17) CYY+A’P+PA-(C’D+PB)(D’D)-‘(C’D+PB)’=O 
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If we introduce 
E:=C’C+A’P+PA, 
H: = C’D + PB, L: =D’D 
then (6.17) reads E = HL- ‘H’. Since L > 0, it follows that 
N= E H>o 
[ 1 H’ L ’ 
--specifically, 
[W]N[;]=( H’x + Lu)‘L- ‘( H’x + Lu). 
In the general case (when D is not left invertible), we define for E > 0 
Then 
N, = 
C’C + A’P, + P,A C’D + P,B 
D’C + B’P, D’D + e21 1 > 0, 
where P, is characterized by 
00 
xbP,x, = min J( IY? + ElY?) dt. u 0 
Since P, -+ P for E J 0 (see Corollary 6.13), we have N, ---) N and hence N > 0. 
n 
Because of Lemma 6.16 we can factorize N, say 
(6.18) 
which gives rise to a new system 2: 
(6.19) k=Ax+ Bu, g=&+&. 
For regular inputs such that x(t) + 0 (t “~0) it follows from the foregoing 
computation that 
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LEMMA 6.21. %;: = “Xx, and the relation (6.20) is valid for all u E %, 
such that x(t) + 0 (t -+ co). 
Proof. Choose a sequence of smooth functions & with support on [0, co) 
such that $+ converges weakly in 9; to 6, i.e., (&, I$) -+ ~(0) (i -+ co). Let 
u E 9,x. Let t, > 0 be any number. 
We choose ua E 021, such that u = u0 on ( - co, tl] and Jua( t)l < Le - yt, 
x(t)< Le- yt for some y > 0, L > 0. (We assume zero initial state.) This can 
be achieved by choosing any ui such that the corresponding state trajectory 
xi as well as ui satisfies the desired inequality, and defining ua = + 0 u + 
x 0 ul, where 4, x are smooth functions with support in (- 30, t2] (where 
t, > tl ) and in (t,, co), respectively. Here 0 denotes pointwise multiplication 
(recall that juxtaposition always denotes convolution). Define ui: = $~~ua. Then 
Yi’ = T(P)“i = +iY() -+ Ya: = T(p)u, in the c, sense. In particular 
,,yi,,2: =imlyij2dt --) j-,aly12dt = Ml2 
On the other hand, 6~ = ?(p)ui = &&,, where &,o: = Ill’(p)u,. Here f(s) is the 
transfer function of Z. It follows that Yi + Ye weakly in %Qy. Also, we note 
that \lQi1J2 = llyi112 [see (6.20)], and hence that JlQilJ2 is bounded. It follows that 
there is a weakly convergent subsequence Yik + tj in C,. That is, (Y,,, +) -+ 
(0, +) for every smooth Q in C, -in particular, for every (p E ci). Hence 
Yi, -+ Y weakly, and consequently, Y = Y,. Since tj E C,, ija cannot have an 
impulsive part. Finally, t& = Y: = T(p)u on [0, tl], and consequently, Y has no 
impulsive part. Thus, %, c %;. The converse is proved similarly. To prove 
the second statement, we drop the assumption x,, = 0, and note that //YJ12 = 
liml\YiJ12 = liml(yi~~2 - ~bPx, = /JyJ12 - xbPx,. n 
As a consequence of Lemma 6.21 we have 9% = % and ‘? 2 37 The 
equality holds because % is expressed completely in terms of A, B, and %x, 
and the inclusion follows from (6.20), since x0 E Tiff there exists a regular u 
such that y(t) = 0 for all t. Finally, infllY112 = infJly11’ - x~Px, = 0, and hence 
according the infinite-horizon version of Theorem 5.11 (see also Remark 6.14), 
$‘“+ @ = Xc. On the other hand, f: is left invertible. This follows from 
9~2 = Gz1,. If 2 were not left invertible, there would exist a polynomial vector 
I/.(S) such that T(s)+(s) = 0. Then I,!( p)pk would be in %g for all k. This 
would contradict (5.1). Since 2 is left invertible, we have 9 n ‘?$ = 0, so that 
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Because of (6.20), the optimal controls of Z and f: are the same. For 2, 
however, the optimal 5ontrol can be seen to be as follows: Write xo E % as 
xo = u + w with o E V, w E a. Choose an impulsive input ur E %, such 
that x(0+) = u, choose F such that (A + BF)?T c 9, (C + DF)‘?‘-= 0 (see 
Theorem 3.10), and choose the feedback cont!ol uz = Fx for t > 0. Then 
]jtj]] = 0, and hence u = ur + ua is optimal for Z and therefore also optimal 
for Z. 
COMMENT 6.23. As in the discrete-time case [ll], the condition that B is 
left invertible, stabilizable, and detectable can be interpreted as a minimum- 
phase condition (stable transmission zeros). Hence, the satisfying result 
emerges that minimum-phase systems correspond to solvable singular control 
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