According to different kinds of connectivity, we can distinguish three types of mobile ad-hoc networks: dense, sparse and clustered networks. This paper is about modeling mobility in clustered networks, where nodes are concentrated into clusters of dense connectivity, and in between there exists sparse connectivity. The dense and sparse networks are extensively studied and modeled, but not much attention is paid to the clustered networks.
INTRODUCTION
In the field of ad hoc wireless networking there is a distinction between Mobile Ad Hoc Network (MANET) and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. MobilityModels'08, May 26, 2008 Delay Tolerant Network (DTN) routing approach. MANET protocols are designed for dense networks with end-to-end connectivity, whereas DTN protocols are designed for partitioned networks where end-to-end connectivity may exist only sometimes or not at all. Many research groups have studied paritioned networks in the last few years [1, 5, 15, 16, 20, 23, 27, 31, 32, 36] .
Like the authors of [36] , we distinguish two types of mobile partitioned networks: sparse and clustered. In sparse networks, at one time instant, most nodes are either isolated or just a few nodes form a cluster. In clustered networks, at one time instant, there are a number of clusters with a large number of nodes and the connectivity between these clusters is sparse. Figure 1 shows these two types of networks. As the sparse and clustered networks differ in many aspects, we find this classification quite significant for both the design and evaluation of routing protocols. One important aspect should be underlined here. Whereas in clustered networks two nodes may communicate both directly (one-hop) or through other nodes (multi-hop), in sparse networks two nodes communicate mostly through one-hop and very rarely through multi-hop. Most existing DTN routing algorithms exploit only one-hop communication [1, 15, 18, 20, 30, 32, 35, 38] , whereas a few approaches also exploit multi-hop [21, 23, 27, 36] .
In this paper we propose a new mobility model for clustered networks -the Heterogeneous Random Walk (HRW), which exhibits the same qualitative properties observed in real-life mobility scenarios. Under this mobility model every node performs an independent random walk on a plane, which is divided into areas characterized by different speeds. Within the low speed areas the density of nodes is high such that stable islands of connectivity emerge, whereas within high speed areas the connectivity is sparse and stable connectivity islands do not occur.
We find the HRW mobility model interesting for various reasons. First, we believe that both views of mobile partitioned networks, sparse and clustered, are equally relevant and realistic. In fact, we are aware of only few mobility models that, by tuning their parameters, may lead to clustered networks [2, 13, 19, 22, 31] .
Second, the HRW model captures very interesting properties at the macroscopic level, observed in real mobility traces. One macroscopic property is a heterogeneous spatial node distribution. The cause of this heterogeneity in the HRW model originates in the different average speeds at different areas, i.e., the regions where nodes move slow have higher density than the regions where nodes move fast. We observe the same pattern in the real-life mobility scenarios. Another interesting macroscopic property of the HRW model is the dynamics of connectivity. For DTN routing protocols, it is not only an instantaneous appearance of clusters that matters. How these clusters evolve over time is also important. This issue becomes clear in the light of the approaches presented in [18, 27, 37] . Specifically, for the Island Hopping (IH) routing algorithm [27] , we show that if clusters persist for relatively long time at approximately the same place, routing becomes more effective in comparison to approaches that do not possess any knowledge about stable clusters. In the HRW model, clusters do persist at the same places clearly from the construction of the model.
Finally, even though in other modeling approaches [2, 13, 19, 31] similar underlying mobility processes are used, e.g. random waypoint or random direction, they all assume that each node has a set of so-called preferred locations. Such locations are visited by a node more often than other locations. Because of that for such mobility models it is easy to predict future node's locations. This is not the case in the HRW mobility model, as nodes move independently all over the plane. We claim that mobility process resembled by HRW is equally realistic as mobility processes allowing for long-term prediction, e.g. strangers visiting new sites versus locals commuting between their favorite locations. We observe that many DTN routing protocols assume certain predictability of node's movements, e.g. [1, 15, 20] . Their performance will diminish under the HRW mobility model. Because of that we think it makes the HRW interesting for the evaluation of various DTN protocols, especially those which assume certain predictability in mobility pattern.
We avoid over-specialization in the model design and we propose a generic mobility model, which can be further closely tuned to a specific real-life mobility scenario. We use the results of the analysis of a large real-life mobility trace to justify our assumptions about the clustering phenomenon, specific for partitioned mobile networks. We believe that our model is generic enough to be applied in other scenarios (not only vehicular), as certain level of similarity for diverse set of mobility traces was reported recently [16] .
To summarize, the main contributions of this paper are:
• We propose the HRW mobility model that accounts for cluster emergence in highly mobile partitioned networks
• We provide a closed-form expression for time-stationary distribution of nodes under HRW mobility model
• We give a recipe for the "perfect simulation"
• Based on the analysis of a real mobility trace, we give evidence for the main characteristics (captured by HRW model) present in clustered networks, specifically the dependence of cluster emergence on the low speed areas, the stability of cluster size and its location during its presence in the mobility trace
The outline of the paper is the following. In Section 2 we describe the model, calculate its stationary distribution, and give a recipe for the "perfect simulation". In Section 3.1 we show that in the realistic mobility trace regions where nodes move slowly have indeed high density and that this gives a rise to the cluster formation. In Section 3.2 we analyze the dynamics of the connectivity in real clustered networks.
In Section 4 we discuss related mobility models. Finally, in Section 5 we conclude the paper with a brief summary of contributions and a presentation of future work.
HETEROGENEOUS RANDOM WALK
Here, we formally define the HRW model, calculate the nodes' stationary distribution showing that the clustering appears in this model, and we discuss how to perform the simulation that starts from the stationary distribution, i.e., the "perfect simulation" [3] .
Formal Definition
A simulation area is a torus with a side length L = 1. We divide the torus into two areas C and C, by drawing a number M of circles of a radius R with the locations of their centers drawn independently and uniformly in the torus; C is the area of the circles and C is the area outside of the circles (cf. Figure 2) .
We assume we have N nodes performing independently a two-dimensional Brownian motion (a diffusion process [12] ) with heterogeneous speeds (variances) in the areas C and C with a slower speed in C than in C.
More formally, each node moves according to a process
2 with the coordinate representation X(t) = (X 1 (t), X 2 (t)), where:
• X(0) is an initial position in the torus;
• X 1 and X 2 are independent and identically distributed diffusion processes, such that:
where (t, t + h) is a small time interval. This means that an instantaneous mean a(x, t) of process X 1 is 0 (Eq. 2), and an instantaneous variance b(x, t) of process X 1 is either σ 2 1 in C or σ 
Stationary Distribution
We find that a node's position in a stationary regime follows the pdf given by:
where |C| and |C| are the sizes of the areas C and C, respectively. We provide a full proof for the time-stationary node's distribution in Appendix A.
This means that the nodes' position in a stationary regime represents a Poisson process with density:
We see that λ1 = kλ2 where
, the density of nodes is k times larger inside the circles than outside of them. Thus, the heterogeneous speed leads to the heterogeneous nodes' density which is inversely proportional to the speed.
Let us now discuss the relationship between the connectivity of nodes and the parameters of our model. We assume the unit disk model for the connectivity, in which two nodes are connected if their distance is not more than rc. We wish to set-up the parameters of our model such that it captures the clustering phenomenon, i.e., to have the appearance of clusters in C and the sparse connectivity in C. To do this, we borrow results from continuous percolation theory [26] , which says the following: assume a Poisson point process with density λ and the unit disk model with connectivity range r. Then, if λr 2 > (λr 2 ) cr ≈ 1.43 (where (λr 2 ) cr is called the percolation threshold), an infinite cluster appears with a positive probability. This is called a supercritical regime. If λr 2 < (λr 2 )cr, then all clusters will be finite almost surely. This is called a subcritical regime. In other words, we have "good" connectivity in the supercritical regime, whereas we have "bad" connectivity in the subcritical regime. Though this theory holds for the infinite plane, we consider it to be a good approximation for the finite case as well ([24] , Proposition 2).
Therefore, we choose λ 1 , λ 2 and r c such that we are in the supercritical regime in C, i.e., λ 1 r 2 c > (λr 2 ) cr , and such that we are in the subcritical regime in C, i.e., λ 2 r 2 c < (λr 2 ) cr . The supercritical regime in area C and subcritical regime elsewhere guarantees the cluster emergence inside the area C only.
Perfect Simulation
In this subsection, we provide an algorithm allowing for the "perfect simulation". The algorithm initializes the mobility of nodes such that the node's position distribution is time-stationary throughout the simulation. This means that we start our simulations immediately in a stationary regime, and thus we do not need to have a transient phase in the simulations.
In the table below we present the parameters of the HRW mobility model.
ratio between variances in C and C N or λ 1 # of nodes/nodes' density in C rc connectivity range
The desired density of the network can be specified in two ways, by determining:
1. the number of nodes N 2. the nodes' density in one of the areas C or C (either
Thus, we can start the simulations from the time-stationary distribution in two ways. If the network density is specified by the number of nodes N , then we begin the simulations as follows. We draw N > N nodes independently and uniformly in the torus. Let N 1 be the number of nodes that fall into C. We can calculate the number of nodes N1 in C and N2 = N − N1 in C, such that we have the nodes' density as in the stationary distribution. We use the formula
Then, we choose N 1 nodes from N 1 and N − N 1 nodes from N 2 independently at random and delete the rest.
If the network density is specified by the nodes' density in C, λ 1 , we begin our simulations as follows. We draw λ 1 nodes independently and uniformly in the torus and for each node in C we delete it with probability 1 − 1/k. This procedure leads to nodes' density in C, λ2 = λ1 k, as needed in the stationary distribution [7] .
After placing the nodes, we run our simulations as follows. At every time step each node moves for ∆ = (∆ 1 , ∆ 2 ), where ∆ 1 = σN 1 and ∆ 2 = σN 2 , with either σ = σ 1 if the node is in C or σ = σ2 if the node is in C), and where N 1 and N 2 are independent Gaussian variables chosen independently for every node and for every time step.
As the HRW model is a diffusion process with spatially dependent diffusion coefficient σ(x), our simulations will lead to a systematic error as shown in [9] . The authors in [9] proposed an elegant solution to this problem in a general case when σ(x) is a differentiable function. This solution consists in correcting every step length ∆, depending on the gradient of σ(x) during this step. As in our case σ(x) is a step function their solution is not straightforwardly applicable. Nevertheless, following their approach we find the correction for ∆ for our model (see Appendix B).
HRW in Summary
In the HRW model the nodes' spatial distribution is inhomogeneous. We can distinguish two specific areas: C and C. Nodes' density inside C is k > 1 times higher than in C. This is the consequence of the heterogeneous speed distribution of the nodes. It leads to the emergence of clusters stable both in time and space, if the parameters of the model (λ 1 , λ 2 , r c ) are set-up appropriately. The parameters are easily tuned by conditioning to have the supercritical regime of the connectivity in the area with the higher density C, and to have the subcritical regime in the area with the lower density C.
We believe this model is a good approximation of the clustering phenomenon that occurs in reality. To justify our statement, we perform an analysis of a real mobility trace given in the next section.
EMPIRICAL VALIDATION
Here we show that macroscopic characteristics of the clustering phenomenon captured by our mobility model are evident in real-life mobility scenarios. We are interested in knowing if the heterogeneous nodes' distribution, the emergence of islands of connectivity at low speed locations and the long time persistence of stable clusters are present in the real mobility trace. We also want to know how the cluster dynamics observed in reality depend on nodes' mobility.
For the purpose of our study we use the mobility traces of taxi cabs in San Francisco, USA. This data set (available upon request) contains GPS coordinates of 665 taxis collected over 38 days in the Bay Area. Each taxi is equipped with a GPS receiver and sends a location-update (timestamp,
two consecutive location updates can be less than 10 [s] allowing to accurately interpolate the cab's position between the two close real location-updates.
In our earlier work [27, 28] we show that the spatial distribution of nodes is heavy tailed (certain areas have nodes' density much above the average). Similar observations were made by other researches, which use for the analysis different types of real-life mobility traces [14, 17, 34] . Therefore, here we mainly focus on studying the cluster emergence dependence on the spatial speed distribution and the dynamics of clusters caused by nodes' mobility.
Speed and Density Maps
We −t1) . Next, for each cell l, we find the time-average speedv l . It is computed as the time-average of all speeds of vehicles, which visit a particular cell l within an observation window W . As a result we obtain a so-called speed map. We generate an example speed map (cf. Figures 3(a) ) based on a W = 6 hour period (from 16h00 until 22h00 local time on a working day) from a mobility trace; we take ∆t = 10 [s]. Each pixel on that map corresponds to a square measuring 500x500 [m]; the darker the pixel the higher thev l . Next, we focus on the density of nodes. Here we again use the same grid of squared cells. At every time instant, we record the number of vehicles visiting a particular cell l. Next, we find the time-average densityρ l of nodes for each cell l. In result we obtain a so-called density map. To generate an example density map we use the same 6 hour long part of the mobility trace as for generating the speed map. As the spatial distribution of node's density is heavy tailed, for the sake of visualization, we present an example map of the log(ρ l ) in Figure 3(b) .
Visual inspection allows to draw a conclusion that the speed and density maps are "complementary", i.e., locations of high speed witness low nodes' densities and vice versa. To justify this statement, we perform an additional, more accurate test. In order to obtain statistically significant results for testing the relationship betweenv l andρ l , we consider only those cells at which K > 1000 location-updates were reported within the 6 hour observation window. We take K so large because we want to accurately estimate thev l . The accuracy is quantified by the confidence intervals (C.I.). The larger the K, the smaller the C.I., hence the more accurate estimate ofv l . In Figure 4 we show the results of the test performed for two different days. Each point on the scatterplot corresponds to a cell l at which there were at least K locationupdates reported. The x-axis corresponds to the speed and the y-axis to the inverse of node density. We see that high speed areas have low nodes' density and vice versa. Note that the low speed is also observed at sparse areas. This is because the mobility trace we use for analysis does not contain information about other motorists present in the urban traffic. Usually taxi drivers move close to regions, where the chance of getting a customer is high. However, it may happen that a cab visits a location, which is not popular at all. But it does not mean that at such locations cabs will not encounter other vehicles. Thus, we observe isolated vehicles in the low speed areas, because the trace we analyze, contains limited information about urban traffic. What is important in the result of our analysis is that the high speed areas do not witness high density at all. This suggests a strong relationship between the speed and the density of nodes.
We repeat this test for different days and we get the same results. As the skewed distribution of location visits [28] , this phenomenon appears also to be stable in time.
In the HRW mobility model the inhomogeneous spatial node distribution, represented by a Poisson process with the density given by (Eq. 4), is the result of heterogeneous speed distribution. We observe the same phenomenon in the reallife mobility trace. Hence, we claim that our mobility model approximates real-life scenarios very well.
Dynamics of Connectivity
In this subsection we study how the mobility of users contributes to the dynamics of clusters in the partitioned networks. Other factors, such as link congestion or node and link failures, which might also influence the cluster dynamics are abstracted away. This is because we want to understand to what extent the mobility in partitioned networks is responsible for the dynamics of connectivity.
Let us first formally define the connectivity graph. Here again, as in Section 2, we assume the unit disk model for connectivity. The mobile nodes and the corresponding wireless links define the connectivity graph G (V, E) , where V (G) is the set of mobile nodes and E(G) is the set of radio links between mobile nodes, i.e., E(G) = {e = (i, j)|rij < rc}. We define a cluster Hn as a component of G. We also define a set of all clusters that decompose the connectivity graph as follows:
To study the time evolution of the islands of connectivity we need to observe how the connectivity graphs change in time.
A possible approach is to analyze the time sequence of connectivity graphs, i.e., {G t } where t ∈ N. Similar approach was proposed already by Ferreira in [10] . Here, we borrow the concept of evolving connectivity graphs and study the dynamics of clusters, i.e., {C(G t )}, which, if stable in time and space, can be exploited for improving the communication between disconnected nodes [27] . In order to analyze the cluster dynamics in the partitioned networks, we need to know which clusters at the previous time instant correspond to which other clusters from the current connectivity graph. This is problematic, because nodes may join/leave clusters over time. To find such corresponding clusters we use the CCL algorithm proposed in our earlier work [28] . For a detailed description of the CCL algorithm we refer the reader to [28] .
In order to construct a time sequence of connectivity graphs {G t } we need to know the location of each taxi at every time instant. Unfortunately, the GPS devices installed in the cabs are not synchronized. However, the data set is fine-grained enough to allow us to interpolate the position of every taxi, given two consecutive location-updates. We assume that the vehicle's speed between two consecutive location updates is constant. We assume that if a cab disappears (due to the GPS receiver being shut down) for some short time and then re-appears again in proximity, it did not move between these two consecutive location-updates. We use the part of the San Francisco traces -approximately 600 taxis over 8 hour period on a working day (from 16h00 to 00h00). The connectivity graphs are generated every 3 seconds for connectivity range rc = 300 meters.
We observe that among all cabs approximately 40% of them are sparsely connected, whereas the remaining 60% stay connected in clusters of size larger than 20 vehicles. These clusters occur in low speed areas mostly. This shows that the vehicular ad hoc network is indeed partitioned and clustering is evident. A similar observation was made in [29] .
Our analysis focuses on the large and lasting clusters only. Specifically, we look at the clusters that stay alive for longer periods than the average lifetime and that their sizes exceed the average size of a cluster. We observe that there are much more short-lived than long-lived clusters. However, we focus on the long lasting clusters only, because they offer an opportunity for nodes to exchange messages. Figure 5 we show the cluster size evolution of the nine longest lasting clusters that are observed in the mobility trace within the period of 8 hours. We are able to identify clusters which can survive even up to 120 minutes. Note that the most significant changes in the cluster size occur at the beginning and at the end of the cluster's lifetime. When the clusters are alive, then their size does not change drastically (comparing to their average size).
Additionally, we check for how long a cab remains in a cluster. For each of the longest lasting clusters we find the empirical distribution of the association time intervals, i.e., time intervals that show for how long a given cab was part of a cluster. Figure 6 we present a boxplot of the association time intervals for all nine clusters. For each cluster the median association time interval is close to 1% of cluster's lifetime. This suggests that although highly mobile, nodes are able to form stable in population size (not necessarly in member identities) and long-lasting clusters.
Finally, we study the evolution of a cluster location. More specifically we look at the diffusion of the large size clusters' center of mass. For every time instant, we compute the center of mass of each large cluster (larger than 20 vehicles). We made a visual test to see how far the center of a cluster moves in time (cf. Figure 7) . We observe that during cluster's lifetime its center of mass does not diffuse far from its initial location. This is valid for different types of clusters -the very dynamic one, located downtown (left), the static one in taxi premises (center) and the moderate one localized close to the airport (right).
We repeat these tests for different days and we observe the same phenomenon. Although clusters are formed by mobile nodes, they emerge and remain approximately at the same locations.
Note that the taxi traffic represents only a sample of the real urban mobility, thus in reality we should expect more large and stable clusters, which should appear next to the parking lots, shopping centers, railway stations, gas stations, movie theaters etc. Also, we expect that similar clustering phenomenon is present in mobility scenarios other than the vehicular one, e.g. pedestrians in city, students on a campus, etc.
The results of the above mobility analysis justify the design choices of our HRW model. The stability of cluster location in our model is obtained by placing the circles on the torus at the beginning of the simulation. Moreover, it is possible to obtain clusters with different dynamics, e.g. highly dynamic and small size cluster, simply by tuning the HRW model parameters.
RELATED WORK
Exhaustive surveys of mobility models can be found in [4, 8] . Here we only focus on the macroscopic mobility models, designed for the partitioned networks, that could lead to the emergence of stable clusters. To the best of our knowledge there are only few such mobility models [2, 13, 19, 22, 31] .
In [2] Bittner et al. propose the Area Graph-based Mobility Model that considers the inhomogeneity of nodes' spatial distribution. It is based on a directed graph with areas of different densities. In [13] Hsu et al. propose a similar approach called the Weighted Waypoint mobility model that captures node preferences in choosing destinations. Unlike in [2] , authors design their model based on real-life mobility data (mobility survey on a campus). Although, their model is mathematically tractable, they do not provide a closedform expression for time-stationary distribution. Hence, they do not have a method for the "perfect simulation". The same holds for the model called Clustered Mobility Model proposed in [19] by Lim et. al. All three above models guarantee the skewed distribution of location visits. This may result in forming islands of connectivity at popular locations, but it is not clear if they will remain stable. Moreover, their occurrence is only thanks to the "preferential attachment mechanism". In contrast, in the HRW model the cluster emergence is guaranteed and it happens mostly because of the low speed of nodes at popular areas. Musolesi et al. in [22] present a mobility model that tries to be very realistic by incorporating the sociological relationships between mobile nodes, but because of that they pay the price of high model complexity. This is why their model is not easily applicable in the simulations of partitioned networks. The mobility model, called Community Based Mobility Model, proposed by Spyropoulos et al. in [31] , and further extended in [14] , is designed to resemble characteristics of mobility in sparse networks. It captures well the skewed location visiting preferences. A careful adjustment of its parameters may lead to appearance of connectivity islands, e.g. by assigning the same community to groups of nodes and synchronizing their movement, such that a sufficient number of nodes will be present in the community at the same time. Our model achieves the same functionality at much lower complexity, allowing to begin the simulation from the time-stationary regime.
Many research groups have studied different real mobility traces or real contact patterns to gain insight about the real mobile user behavior and to design more efficient routing communication protocols [1, 5, 18, 33] . Usually, in the context of DTN routing, the mobility is modeled by considering pairwise contact duration and inter-contact time. In contrast to this, we argue that it is also important to pay attention to the collective nodes' mobility characteristics and thus mobility pattern has to be investigated directly. The publicly available datasets, used extensively within the networking community, e.g. through the CRAWDAD repository [6] , contain indirect or inaccurate location information (e.g. association with WiFi access points). The analysis of these datasets can only give evidence for nodes' skewed location distribution [14, 17] , but cannot be used to study the real dynamics of clusters caused directly by mobility. This motivates us to rely on the new dataset of GPS traces from San Francisco obtained from the cabspotting project (http://www.cabspotting.org).
CONCLUSION
The analysis of real mobility patterns is essential for the mobile ad hoc networking research, especially in the context of sparse and clustered networks, where mobility is often exploited for communication. Based on evidence from large mobility trace we propose a macroscopic mobility model called Heterogeneous Random Walk. It offers an elegant balance between capturing mobility characteristics observed at macroscopic level in the real-life settings and between the mathematical simplicity. We give a closed-form expression of the time-stationary nodes' distribution and the recipe for "perfect simulation". Relying on the analysis of a large reallife mobility trace we show that the HRW mobility model captures certain macroscopic characteristics of real mobility pattern very well.
In the future we intend to further investigate the cluster dynamics in real clustered networks. We believe that given the results of such study the HRW mobility model can be extended to capture the clustering phenomenon even more accurately. For example the spatially dependent diffusion coefficient σ(x), in contrast to the current approach, could be modeled by a differentiable function. We also plan to extensively validate the HRW mobility model by estimating its parameters from various real mobility traces and then by generating synthetic traces and performing simulations of a data dissemination protocol, on both the synthetic and real traces, for further comparison. We also think that clustered networks need more attention and further study of the influence of mobility characteristics on information propagation in such networks is required, e.g. malware propagation in clustered networks.
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APPENDIX A. TIME-STATIONARY DISTRIBUTION
Proof. For easier understanding, we first show that the same holds for an one-dimensional case, then we show it for our two-dimensional case. Figure 8 : One-dimensional case.
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For the one-dimensional case, we consider a node moving on a unit-circle (cf. Figure 8) , where the instantaneous mean is equal to 0, while the instantaneous variance is either σ The diffusion process is described by a Fokker-Planck equation (also called a forward Colmogorov equation) ( [11] , Chapter 5), in one dimensional case given by:
(a(x,t)g(x,t))+ 1 2 ∂
