In neuroimaging data analysis, Gaussian graphical models are often used to model statistical dependencies across spatially remote brain regions known as functional connectivity. Typically, data is collected across a cohort of subjects and the scientific objectives consist of estimating population and subject-specific graphical models. A third objective that is often overlooked involves quantifying intersubject variability and thus identifying regions or sub-networks that demonstrate heterogeneity across subjects. Such information is fundamental in order to thoroughly understand the human connectome. We propose Mixed Neighborhood Selection in order to simultaneously address the three aforementioned objectives. By recasting covariance selection as a neighborhood selection problem we are able to efficiently learn the topology of each node. We introduce an additional mixed effect component to neighborhood selection in order to simultaneously estimate a graphical model for the population of subjects as well as for each individual subject. The proposed method is validated empirically through a series of simulations and applied to resting state data for healthy subjects taken from the ABIDE consortium.
1. Introduction. At the forefront of neuroscientific research is the study of functional connectivity; defined as the statistical dependencies across spatially remote brain regions [Friston, 1994 [Friston, , 2011 . While traditional neuroimaging studies focused on the roles of specific brain regions, there has recently been a significant shift towards understanding the connectivity across regions [Smith, 2012] . This shift has been partially catalyzed by recent advances in imaging techniques. In particular, the introduction of functional MRI (fMRI) has played a crucial role by providing a non-invasive mechanism through which to obtain whole-brain coverage of neuronal activity [Huettel, Song and McCarthy, 2004, Poldrack, Mumford and . The focus of this work involves estimating functional connectivity networks from fMRI data, however the methodology presented can also be used in conjunction with other imaging modalities.
From a statistical perspective, Gaussian Graphical models (GGMs) are often employed to model functional connectivity [Smith et al., 2011, Varoquaux and Craddock, 2013] . In this manner, undirected connectivity networks can be inferred by studying the conditional independence structures across brain regions [Lauritzen, 1996] .
Keywords and phrases: functional connectivity, neuroimaging, graphical models, inter-subject variability However, there are several caveats of neuroimaging data which must be adequately considered in order to accurately estimate functional connectivity networks, principal among which is the replicated nature of imaging experiments. Neuroimaging datasets typically consist of multivariate time series data collected across a cohort of subjects. As a consequence, the goal is often to both learn multiple replicated brain connectivity networks across a cohort of subjects as well as understand the properties and characteristics which define the population. Hereafter we refer to such data as replicated data.
Two further hallmarks of neuroimaging data are its high dimensional nature as well as its reproducibility. Particularly in the context of connectivity networks, observed patterns across large numbers of brain regions have been shown to be consistent across subjects and scanning sessions [Damoiseaux et al., 2006 , Zuo et al., 2010 . In recent years, these properties have motivated novel methodological advances which seek to more reliably estimate subject-specific functional connectivity networks by leveraging information across a population [Varoquaux et al., 2010 , Wee et al., 2014 . However, from a neuroscientific perspective several problems remain; chief of which is understanding and quantifying inter-subject variability [Kelly et al., 2012 , Mueller et al., 2013 .
Within the neuroimaging literature, standard approaches to studying replicated data can be summarized in two main avenues of research. The first involves learning a separate GGM for each subject independently. While such an approach allows researches to examine subject-specific hypotheses, it may also prove problematic in the context of neuroimaging data. This is particularly true when studying fMRI data, which is characterized by its high spatial and low temporal resolution. Much of the neuroimaging literature looks to address this issue via the introduction of regularization constraints , Ryali et al., 2012 , Lee et al., 2011 , Wehbe et al., 2015 , however such methods may still perform poorly if only a limited number of observations are available per subject. Notwithstanding, a practical advantage such a strategy is that variability across a population can be quantified [Varoquaux and Craddock, 2013] . However, the resulting two-step procedure is ultimately limited by the fidelity of the estimated individual networks.
The second approach is to learn a single GGM that is representative of the entire population of brain networks. In addition to greatly facilitating the interpretation of results, this strategy leverages information across subjects (albeit in a naive manner), thereby alleviating issues caused by the high dimensional nature of the data. The most significant deficiency stems from the fact that it fails to adequately model the intersubject variability present in neuroimaging data [Poldrack, Mumford and Nichols, 2011 , Ashby, 2011 , Mueller et al., 2013 . Furthermore, the question of understanding variability across the population is often sidelined thereby undermining the interpretability of results [Fallani et al., 2014] .
The objective of this work is to reconcile the two popular approaches presented above; thus allowing for accurate network estimation at subject-specific and population levels while also quantifying variability present across a cohort. In recent years significant progress has been made towards these objectives, in particular through the use of novel regularization schemes. For example, the graphical lasso penalty [Friedman, Hastie and Tibshirani, 2008] has been used extensively to recover the sparse support on a subjectspecific basis [Varoquaux and Craddock, 2013 ]. An alternative approach involves sharing information across subjects via employing either group or fused lasso penalties [Varoquaux et al., 2010, Danaher, Wang and Witten, 2014] . Based upon the notion that resting state networks demonstrate reproducible properties across subjects, such approaches look to alleviate the high-dimensional nature of fMRI data by effectively leveraging data. This recent work has clearly demonstrated the benefits obtained through leveraging information across a cohort of subjects. However, while such approaches constitute significant improvements both from a methodological perspective, the question of quantifying inter-subject variability remains unanswered.
In this work we present a novel methodology through which to partially address these issues. The proposed method, named Mixed Neighborhood Selection (MNS), is based on the neighborhood selection method introduced by Meinshausen and Bühlmann [2006] . By recasting covariance selection as a series of linear regression problems, neighborhood selection methods are able to learn the local network topology of each region. MNS extends neighborhood selection by incorporating an additional random effect component. This component is introduced with the intention of learning both a population topology (captured in the fixed effect terms) as well as subject-specific topology (captured in the random effects) for each node. This serves to directly model inter-subject variability and provides a much richer model of functional connectivity. In particular, the proposed method is able to partition edges according to their reproducibility across the cohort. In doing so, MNS provides an additional layer of information which can be exploited to further understand functional connectivity. Moreover, by effectively differentiating between reproducible edges present across the entire cohort and highly variable edges, the proposed method is able to leverage information in a discriminative manner, leading to more reliable network estimates.
In order to illustrate the capabilities of the proposed method we present a brief motivating example, shown in Figure [1] . We consider a scenario where there is a population consisting of four individuals whose functional connectivity networks share a common structure but also demonstrate some variability. In particular, one edge varies across subjects such that two subjects exhibit the functional connectivity shown in Figure [1a] and the remaining two Figure [1b] ; the edge in question (edge A) is shown to vary from positive to negative across groups. In such a scenario, it is of scientific interest both to uncover the correct functional connectivity networks as well as to correctly identify edges which are variable within the population. This is precisely what MNS is capable to achieving. The results are shown in Figure [1c] where the blue lines indicate edges shared across the entire population. The thick gray edges indicate random effect edges that demonstrate high variability. Figure [1d] shows the estimated edge coefficients for two edges of interest when estimated using the proposed method and the graphical lasso. We note that in addition to correctly recovering the sparsity structure, the proposed method is able to discriminate edges according to their reproducibility across the cohort. This is in contrast to what could be achieved by studying the networks estimated for each subject independently. This point is demonstrated in Figure [1d] where the es- Toy motivating example to illustrate the capabilities of the proposed method. Networks were simulated with p = 5 nodes and with n = 8 observations per subject for N = 4 subjects. The functional connectivity networks for two of the subjects is shown in (a) while the networks for the remaining two is shown in (b). Blue edges indicating positive partial correlations and red edges indicative of negative partial correlations. A significant proportion of the edges are shared across subjects with a single variable edge. The results for our proposed method are shown in (c); blue lines indicate edges shared by the entire population while thick gray edges indicate highly variable edges. Estimated edge coefficients for edges A and B are shown as obtained by the MNS algorithm as well as by applying the graphical lasso to each dataset independently in (d): Dashed blue lines indicate the estimated population edge value while the solid back line is the estimated probability density function of that edge based on the random effects (i.e., it visualizes the BLUP distribution). Blue, triangular points indicate edge values as estimated by the graphical lasso while red, circular points indicate subject-specific MNS estimates (i.e., the BLUPs).
timated edge coefficients for the graphical lasso 1 are shown to be highly variable across both edges, one of which is does not vary across subjects. As a result, it follows that identifying variable edges in a two-step procedure is challenging, even in low-dimensions.
The remainder of this manuscript is organized as follows. Prior to discussing the proposed method, we briefly review current methodology in neuroimaging in Section 2. The proposed is then detailed in Section 3. In Section 4 we present an extensive simulation study and the proposed method is applied to resting-state fMRI data from the ABIDE consortium in Section 5.
2. Current methodology in Neuroimaging. In this section we outline current methodology within the neuroimaging community. To set notation, we assume we have access to fMRI time series across a cohort of N subjects. For the ith subject, it is assumed we observe an n-dimensional fMRI time series across p fixed regions of interest. We write V = {1, . . . , p} to denote the set of regions or nodes and refer to the dataset for the ith subject by X (i) ∈ R n×p . Further, we write X (i) v ∈ R n×1 to denote the time-series for any node v ∈ V . Similarly, we let X (i) \v ∈ R n×(p−1) denote the times-series across all remaining nodes.
Throughout this work it is assumed that the data of each subject follows a stationary multivariate Gaussian distribution. Since our primary interest is the estimation of functional connectivity networks, summarized in the inverse covariance matrix, we assume without loss of generality that each X (i) has zero mean. As a result, we have that
where Σ (i) is the covariance for the ith subject.
2.1. Modeling connectivity through GGMs. Under the assumption of Gaussianity, estimating functional connectivity networks is equivalent to learning the conditional independence structure for each subject. This can be succinctly represented as a graphical model, G (i) = V, E (i) , where the edge set, E (i) , encodes conditional dependencies across a fixed set of nodes, V [Lauritzen, 1996] . Formally, the edge set summarizes the non-zero entries in the precision matrix, thus:
The resulting edges are taken to be indicative of functional relationships between spatially remote regions of the brain, allowing us to interpret the estimated graphical model as a functional connectivity network. The problem of learning the aforementioned dependence structures, first posed by Dempster [1972] , is typically referred to as covariance selection. This is a challenging problem that is further exasperated by the high-dimensional nature of fMRI data. As a result, regularization is often introduced [Smith et al., 2011, Varoquaux and Craddock, 2013] . In particular, the use of neighborhood selection methods introduced by Meinshausen and Bühlmann [2006] have been widely adopted within the neuroimaging community [Lee et al., 2011 , Wee et al., 2014 , Pircalabelu et al., 2015 . As these methods will form the backbone for the proposed method, we formally discuss neighborhood selection below.
2.1.1. Neighborhood selection. The intuition behind neighborhood selection stems from the fact that we may learn the conditional independence structure across all nodes by iteratively learning the independence structure of each node. The latter is referred to as the neighborhood for each node v ∈ V . We write ne (i) (v) to denote the estimated neighborhood of node v at the ith subject. Meinshausen and Bühlmann [2006] propose to learn the neighborhood of each node v ∈ V by considering the optimal prediction of X (i) v given the time series of the remaining nodes. This results in the formulation of the following linear model for node v:
where (i),v ∼ N (0, σ 2 I) is white noise. In such a regression model it follows that nodes that are not in the neighborhood of v will be omitted from the set of optimal predictors. Thus neighborhood selection can be reformulated as subset selection in a linear model. The latter problem has received considerable attention; one notable solution being that of the Lasso [Tibshirani, 1996] . Briefly, the Lasso imposes a constraint on the 1 norm of the regression coefficients. This allows the Lasso to obtain parsimonious solutions whilst remaining convex. The neighborhood selection approach described in Meinshausen and Bühlmann [2006] proceeds by solving the following convex optimization problem for each node v:
Due to the parsimony property of the Lasso, some elements ofβ (i),v ∈ R p−1 will be shrunk to zero, effectively removing these nodes from the optimal prediction set. An estimate for the neighborhood of v is subsequently defined as:
That is to say, the neighborhood of v is the set of all nodes included in the Lasso solution to equation (2.3). Given an estimate of the neighborhood of all nodes, the edge structure for a graphical model can then be obtained using one of the following rules [Meinshausen and Bühlmann, 2006] :
2.1.2. Persistent challenges. A fundamental challenge associated with estimating functional connectivity networks is that the accuracy of the estimated graphical models remains limited when the number of observations, n, is small relative to the dimensionality of the data, p. This is particularly concerning in the context of fMRI data which is renown for its high spatial and low temporal resolution [Poldrack, Mumford and Nichols, 2011] .
While the introduction of regularization is able to partially address this concern, such methods will still perform poorly in the presence of limited observations (see for example the results of our motivating example presented in Figure [1] ). Moreover, there is no consensus within the neuroimaging community regarding the true sparsity level of functional connectivity networks. Some studies suggest that connectivity networks have evolved to achieve high efficiency of information transfer at a low connection cost, leading to sparse networks [Bullmore, 2009] . However, convincing arguments have also been posited against sparsity. For example, Markov et al. [2013] propose a high-density model where efficiency is achieved via the presence of highly heterogeneous edge strengths between nodes. As such, it is unclear how sparsity inducing regularization techniques serve the inferential goals of cognitive neuroscience [Wehbe et al., 2015] . This is particularly true in the context of functional connectivity.
A naive solution to this concern is to concatenate observations across all subjects and estimate a single graphical model. While such approaches may lead to interpretable results, unless inter-subject heterogeneity is adequately modeled the resulting network will be a poor representation of the true population covariance structure [Ashby, 2011] .
Recently, more sophisticated methods have sought to address this issue by exploiting the fact that functional connectivity networks are often reproducible across subjects [Varoquaux et al., 2010 , Guo et al., 2011 , Danaher, Wang and Witten, 2014 ; thereby suggesting that improved connectivity estimates could be obtained via leveraging information across a cohort of subjects. Such methods effectively regularize the differences between estimated networks across multiple subjects via the introduction of an additional penalty. For example, by imposing a group lasso penalty Varoquaux et al. [2010] are able to enforce a common support structure on the graphical models of each subject.
However, as we look to demonstrate in the remainder of this work, these approaches suffer two fundamental deficiencies. First and foremost, they do not quantify variability across a cohort of subjects. This is a topic which has not received sufficient attention within the neuroimaging community and is fundamental for the understanding and interpretation of estimated networks [Fallani et al., 2014] . Second, the aforementioned methods leverage information across subjects in a homogeneous fashion. As we will demonstrate, the proposed method is able to discriminate edges according to their reproducibility. This information then serves to guide the proposed method when leveraging information; allowing for less stringent regularization to be enforced upon variable edges.
Methods.
There are a number of challenges and objectives which must be considered when studying neuroimaging data across a cohort of subjects. Predominant objectives include learning population and subject-specific connectivity networks. In this section we present the proposed method, termed Mixed Neighborhood Selection (MNS), through which to address both these objectives together with a third that is often overlooked; that of understanding the variability in covariance structure across a population.
We look to address these objectives by adequately modeling inter-subject heterogeneity. This is achieved via proposing a novel model for the covariance structure across a cohort of subjects. The proposed model, which looks to categorize edges on the basis of their reproducibility, is described in Section 3.1. This in turn allows MNS to leverage information across subjects in a discriminative manner, described in Section 3.2. An efficient estimation algorithm is outlined in Section 3.3. Parameter tuning is dis-cussed in Section 3.4 and Section 3.5 contains a discussion of related approaches from the literature.
3.1. A novel covariance model. We propose to model the covariance structure for each subject as the union of a shared covariance structure together with subject-specific idiosyncrasies. This corresponds to the assumption that there exists a shared covariance structure which manifests itself across all subjects together with subject-specific deviations from this structure. The latter allows our model to accommodate inter-subject variability which cannot be ignored. As a result, we model the conditional independence structure of each subject as the union of the support of a sparse population network and a subject-specific network. Formally, the support for each subject's conditional independence structure, originally defined in equation (2.1), is modeled as:
Here we interpret E pop as the population edges which encode the conditional independence structure shared across the entire population. Under the assumption of Gaussianity, it follows that E pop is associated with a population precision matrix, Θ pop ∈ R p×p . On the other hand, it isẼ (i) which encodes subject-specific deviations from the population covariance structure. We defineẼ = N i=1Ẽ
(i) as the set of edges demonstrating variability across the entire population. This variability may either be attributed to the nature of the edge (i.e., positive or negative partial correlations as in the motivating example described in Figure [1] ) or partial presence of the edge (i.e., the edge is only present within a sub-group of subjects).
The objective of the proposed method therefore corresponds to accurately identifying both E pop andẼ (i) . Given E pop andẼ (i) , one can infer E (i) andẼ. However, by focusing on E pop andẼ (i) , as opposed to directly considering subject-specific edges, a far richer description of functional architecture is obtained. In the case of the motivating example presented in Section 1,Ẽ =Ẽ (i) = {A} for all subjects while the remaining edges are captured in E pop . From the perspective of neuroimaging, partitioning edges in this manner is fundamental to further understanding the functional architecture of the brain [Kanai and Rees, 2011, Zilles and Amunts, 2013] .
It is useful to note that the model described in equation (3.1) generalizes two typical approaches in the study of functional connectivity. The traditional method of estimating a single population network, Θ pop , by concatenating data across all subjects is equivalent to the assumption thatẼ = ∅. This corresponds to the sizable assumption that all observations across all subjects share an identical conditional independence structure. Conversely, the approach of estimating a functional connectivity network for each subject independently corresponds to the assumption that E pop = ∅ (or equivalently that Θ pop = 0 p×p ). In such a scenario, there is no advantage to be gained by leveraging information across subjects. Typically, we would expect the true underlying network structure across subjects to lie somewhere along the spectrum between these two extremes; thus justifying the proposed model.
Mixed Neighborhood Selection.
In this section we formally describe the proposed MNS method. The proposed method can be seen as an extension of neighborhood selection to the replicated data scenario. The objective of such an extension is to adequately model the inter-subject heterogeneity present in fMRI data.
With this in mind we note that the linear regression approach described in Section 2.1.1 is particularly advantageous in our context where we have multiple related (i.e., clustered) longitudinal observations. Traditionally, such data has been modeled using linear mixed effects models [Pinheiro and Bates, 2000] . By adequately modeling the noise structure of clustered data, linear mixed models are able to effectively separate the population (i.e., fixed) effects from the subject-specific (i.e., random) effects. In doing so, they provide a highly flexible tool through which to analyze and describe many diverse datasets. They are therefore an ideal candidate in our scenario.
We consider learning the neighborhood of node v ∈ V over a cohort of N subjects. We look to extend linear mixed effects models to the neighborhood selection scenario by proposing the following linear mixed effects model:
Recall that X (i)
v denotes the time series at node v for subject i. The model described in equation (3.2) directly extends traditional neighborhood selection model by introducing random effect terms,b (i),v , for each subject. We note that β v corresponds to the shared population neighborhood.
The random effects are assumed to follow a multivariate Gaussian distribution,
Under such a model the the time series at each node thereby follows a Gaussian distribution of the following form:
The choice of covariance structure for random effects is crucial to both estimating the model as well as to its interpretability. While it is possible to motivate many choices for Φ v ∈ R p−1×p−1 , in this work we limit ourselves to the scenario where Φ v = σ 2 diag(σ v2 ). Here σ v ∈ R p−1 is a vector describing the standard deviation of the neighborhood of v across the cohort of N subjects. For example, a large σ v u value is indicative of a large variability in the edge between nodes v and u.
For any node v ∈ V , the model described in equations (3.2) and (3.3) is easily interpretable. The population, or fixed effects, neighborhood is captured in β v . These are the effects that are shared across the entire cohort of subjects and correspond to the set of edges in E pop . Meanwhile, the random effects are able to capture subject-specific deviations from the population neighborhood and can thereby be employed to obtain a network for each subject. Formally, the random effects captured in σ v correspond to the set of highly variable edges,Ẽ. Finally, we are also able to obtain estimates ofb (i),v , which can be employed to obtain subject-specific networks. These values correspond to the subject-specific idiosyncrasies,Ẽ (i) .
3.3. Estimation algorithm. The model described in equation (3.2) contains the following parameters, φ v = (β v , σ v , σ 2 ) ∈ R 2(p−1)+1 , which must be estimated. Given φ v we can subsequently obtain the best linear unbiased predictions (BLUPs) for each of the random effects,b (i),v , across subjects [Pinheiro and Bates, 2000] . In this work φ v is estimated in a maximum likelihood framework. Following from equation (3.3), the negative log-likelihood for node v is proportional to:
where we define
v to be the variance structure for node v at subject i:
In order to simplify future discussion, we re-parameterize the random effects component of the mixed effect model described in equation (3.2). We re-define the random effects term as follows:
where
Both the left and right sides of equation (3.6) follow the same distribution, however, this will simplify discussion of the optimization algorithm below. While it would be possible to maximize equation (3.4) by obtaining the profile likelihood, in this work we treat the random effects as latent variables and employ an EM algorithm [McLachlan and Krishnan, 2007] . Fitting linear mixed effects models in this manner is a popular approach first posited by Dempster, Laird and Rubin [1977] and for which many efficient algorithms have been proposed [Meng and Van Dyk, 1998 ]. In the context of this work, such an approach will prove beneficial when regularization constraints are enforced on some elements of φ v . Assuming the random effects, b (i),v , are observed the complete data log-likelihood is proportional to:
It is important to note from equation (3.7) that the number of parameters remains fixed even as the number of subjects, N , increases. Therefore if a sufficiently large cohort of subjects is studied it is possible to estimate all parameters without the need to introduce regularization. However, regularization is introduced in this work for two reasons. First, sparse solutions remain feasible when only a reduced number of observations or subjects are available. Second, parsimonious solutions remain easily interpretable even in the presence of many nodes. As a result, we impose an 1 penalty on both the fixed as well as random effects. In terms of the random effects we penalize the variance terms, σ v . If a variance is shrunk to zero, the resulting random effect is effectively removed from the model. The introduction of sparsity inducing penalties yields the following penalized complete-data log-likelihood:
where λ 1 and λ 2 are regularization parameters. Sparsity at the population level is enforced by λ 1 , while λ 2 encourages sparsity in the random effects by shrinking the standard deviation terms, σ v . An EM algorithm is employed to minimize the penalized conditional log-likelihood. This involves iteratively computing the conditional expectation of latent variables, Q(φ; φ v ), in our case the random effects, and minimizing the expected conditional log-likelihood with respect to parameters φ v .
The expectation step (E-step) can be computed in closed form as follows:
independently for each subject i = 1, . . . , N . It is clear from equation (3.9) that if σ v u is shrunk to zero then the uth entry of b (i),v will also be zero for all subjects.
In the minimization step (M-step) the latent variables, b (i),v , are assumed to be observed. We therefore learn (β v , σ v ) by solving the following convex problem:
We note that equation (3.10) is Lasso problem with distinct regularization parameters applied to the fixed and random effects components respectively. A vast range of efficient algorithms can be employed to solve equation (3.10). In this work gradient descent algorithms [Friedman et al., 2007] were employed. The motivation behind this choice was that due to the iterative nature of the EM algorithm employed in this work, a lasso problem must be solved at each iteration. It follows that while solutions from one iteration to the next will typically not be identical they will be relatively similar. As a result, considerable computational gains can be obtained by using past solutions as warm-starts. Gradient descent algorithms are particularly well-suited for such tasks. The proposed EM algorithm therefore iterates between equations (3.9) and (3.10). This is performed iteratively for each node v ∈ V . Once this is complete, networks can be obtained by applying the AND/OR rules described in equation (2.5). The MNS procedure is described in Algorithm 1.
3.4. Parameter tuning. The proposed method requires the tuning of two regularization parameters which govern the nature of the estimated population and subject-specific networks respectively. Large values of λ 1 will lead to sparse networks at the population level. Conversely, selecting large λ 2 will penalize the variance of the random effects leading to sparse subject-specific contributions to covariance structure.
Moreover, in the class of models considered in this work each covariate can contribute to the fixed as well as random effect structure. This can potentially lead to problems Algorithm 1: Mixed Neighborhood Selection Input: Data across N subjects, {X (i) }, regularization parameters, λ1, λ2.
Define initial estimates:
Estimate latent variables using equation (3.9) for i ∈ {1, . . . , N } // E-step
regarding the interpretability of estimated models. For example, over-penalizing the fixed effects may lead to over-estimation of the random effect variances as compensation [Schelldorfer, Bühlmann and Van de Geer, 2011] . The choice of regularization parameters is therefore a delicate issue which must be handled with care. While information theoretic methods such as the Bayesian Information Criterion (BIC) may be employed for the purpose of tuning regularization parameters, in this work we employ cross-validation (CV) [Arlot, 2010] . As such, the data is divided into K folds. For each fold, the data from the remaining K − 1 folds is employed to fit the penalized linear mixed model described in Section 3.2. The resulting model is them used to predict the unseen data and the mean-square error is noted. This procedure is repeated and the results are averaged across all nodes. The pair of parameters which minimize the mean-square error are subsequently selected.
3.5. Relationship to previous work. The problem of simultaneously estimating multiple graphical models has recently received considerable attention. This problem is particularly relevant in the context of neuroscience where multi-subject studies are commonplace. Moreover, the recent collaborative trend towards sharing large neuroimaging datasets serves as an additional motivation [Poldrack and Gorgolewski, 2014] .
From a methodological perspective several solutions have been proposed. Varoquaux et al. [2010] propose to leverage information by imposing a common sparse support for the precision matrices of all subjects. This is achieved via the use of a separate group Lasso penalty on the each edge. A similar penalty is also employed by Wee et al. [2014] in the context of performing classification between normal controls and MCI subjects. The Joint Graphical Lasso (JGL), proposed by Danaher, Wang and Witten [2014] , generalized the above methods. Under their proposed framework, any convex penalty can be applied on edges across subjects and they propose both group as well as a fused lasso penalties. Other related methods include the work of Guo et al. [2011] and Pierson et al. [2015] .
Our proposed method holds a number of advantages over these preceding methods.
First, it provides a principled manner for uncovering a population network that reflects edges shared across all subjects. While this could be achieved by combining observations across all subjects, such an approach carries with it the tenuous assumption that observations are interchangeable across subjects and will almost certainly be violated in practice. Approaches such as the JGL readily obtain estimates for each subject, however, there is no clear method for obtaining a population network. Second, the proposed method also reports edges which demonstrate high variability across a cohort. As far as we are aware, this is the first method to achieve this. Third, as we demonstrate in the simulation study below, the proposed method is capable of accurately recovering networks on both a subject and population level. We attribute this to the covariance model described in Section 3.1; by accurately learning which edges correspond to population (i.e., fixed effects) edges and which correspond to subject-specific idiosyncrasies the proposed method is able to leverage information across subjects in a discriminative manner. Lastly, the MNS algorithm is easily amenable to parallelization, making it particularly suitable for large datasets. However, we must also note some of the disadvantages of our approach. The most significant of which is that we require an EM algorithm to estimate our model and therefore do not enjoy the guarantees provided by the convexity of the previous methods such as the JGL. In addition to this, since we take a neighborhood selection approach the resulting network estimates are not precision matrices and are therefore not guaranteed to be positive definite.
Finally, a related problem is that of quantifying statistically significant differences across multiple populations. Narayan, Allen and Tomson [2015] provide a principled manner for uncovering such differences. Much like the our work, they incorporate random effects into their model; however they do so in the context of modeling the presence or absence of an edge in multiple bootstrap estimates of the connectivity networks. In this way they are able to perform hypothesis tests on an edge-by-edge basis Allen, 2013, Narayan, Allen and Tomson, 2015] . Multiple other methods have also been developed for quantifying differences across populations. Ginestet et al. [2014] develop a central limit theorem for graph laplacians, allowing them to derive pivotal quantities and formally test for differences in pairs of networks. Zalesky, Fornito and Bullmore [2010] propose a network-based statistic to control the family-wise error rate when performing mass-univariate testing across all edges.
4. Simulation Study. In this section we evaluate the performance of the proposed method using simulated data that is representative of real functional imaging data. We assess the empirical performance of the MNS algorithm in three distinct settings which correspond to correctly reporting the edge structure of the population, subject-specific and highly variable network edges respectively. The first task corresponds to correctly recovering E pop while the second requires learning subject-specific edge structure, E (i) , defined in equation (2.1). Finally, the task of recovering variable edges is equivalent to learning the set of variable edges,Ẽ. 4.1. Network simulation. In order to perform such a study we require a method through which to simulate population and subject-specific networks. While numerous algorithms have been proposed to generate random individual networks (e.g., the Erdős and Rényi [1959] model and the preferential attachment model of Barabási and Albert [1999] ), there has been limited work on algorithms to simulate multiple related networks. Notably, there is no documented method through which to generate networks from a cohort of related subjects that demonstrate the characteristics observed in real fMRI data; namely a shared core structure which is reproducible across all subjects together with significant inter-subject variability in the remaining edges [Bullmore, 2009 , Ashby, 2011 , Poldrack, Mumford and Nichols, 2011 .
In order to address this issue we propose a new method of simulating networks. The proposed algorithm is motivated by an exploratory data analysis of resting state fMRI data from healthy subjects within the ABIDE consortium dataset. We briefly outline the proposed algorithm in this section with further details provided in Appendix B.
The proposed network simulation method proceeds as follows: first a population edge set, corresponding to E pop , is randomly sampled according to the preferential attachment model of Barabási and Albert [1999] . These edges constitute the core, reproducible connectivity structure which will be present across all subjects. The precision matrix, Θ pop , corresponding to E pop is then obtained by randomly sampling edge weights as described in Danaher, Wang and Witten [2014] .
A set of variable edges,Ẽ, is then selected randomly according to the Erdős and Rényi [1959] model, possibly overlapping with E pop . For each subject, edges inẼ are included in the subject-specific network with some fixed probability τ ∈ [0, 1]. The edges weights associated withẼ (i) are randomly sampled for each subject and stored in Θ (i) . We note that the special case where τ = 0 yields an identical network for all subjects. On the other hand, setting τ = 1 still results in inter-subject variability as all edges withinẼ will have varying weights across subjects. This method is summarized in Algorithm 2.
Algorithm 2: Generate population and subject-specific random networks Input: Number of nodes p, number of subjects N , size of random effects network eran = |Ẽ|, a random effects edge probability τ ∈ [0, 1] and connectivity strength r ∈ R+ 1 begin 2 Simulate E pop according to Barabási and Albert [1999] SimulateẼ according to Erdős and Rényi [1959] model with eran edges
Randomly select edge weights and signs for Θ (i)
Algorithm 2 was employed to simulate synthetic data for a cohort of N = 10 subjects.
The number of nodes was fixed at p = 50, the size of the random effect network at e ran = 20 and the random edge probability was τ = 1. Datasets for each subject were simulated according to:
, where P D(·) is a function applied in order to ensure the resulting matrix is positive definite (see Appendix B). Data was simulated with varying numbers of observations per subject, n ∈ {50, 100, 200}. We note that in all cases the number of observations per subject is far below the amount that would be sufficient to obtain a maximum likelihood estimate of the precision matrix. As a result, it is crucial to effectively leverage information across subjects. Simulating networks as described in Algorithm 2 is only one of many possible methods which could be employed. In order to provide a thorough and fair comparison an additional simulation was also performed where networks were simulated as described in Danaher, Wang and Witten [2014] . This simulation was proposed with the objective of providing empirical evidence regarding how accurately subject-specific networks could be reported. It is therefore not well suited for examining how reliably the population or variance networks can be reported. The results for this simulation are provided in Appendix C.
Alternative models.
Throughout this simulation the performance of the MNS algorithm was benchmarked against the current state of the art in each of the three settings described above. In the case of estimating the population network, the graphical lasso (Glasso) [Friedman, Hastie and Tibshirani, 2008] was employed. Such an approach has been used extensively in the neuroimaging community to learn functional connectivity networks across populations [Smith et al., 2011, Varoquaux and Craddock, 2013] . Moreover, an approach based on resampling and randomization was also employed. This approach, which we refer to as the Stability approach, is outlined in Appendix A. We note that while this approach is inspired by the recently proposed R 3 method of Narayan, Allen and Tomson [2015] , the objective here is different. Formally, the R 3 method addresses the issue of comparing covariance structure across two populations while this simulation study is based on only a single population.
The problem of estimating subject-specific functional connectivity networks has received considerable attention. In this simulation study we compare the performance of the proposed method with the two penalized likelihood methods presented in Varoquaux et al. [2010] and Danaher, Wang and Witten [2014] . Both methods are related, enforcing a group or a fused lasso penalty across edges respectively, and we refer to each as the JGL-Group or the JGL-Fused algorithms respectively. The Glasso algorithm is also employed in this context.
As far as we are aware there are no alternative methods available which address the problem of recovering highly variable edges. In order to provide a benchmark for the MNS algorithm, the aforementioned Stability approach was employed in this context. 4.3. Performance measures. Throughout this simulation the task of recovering covariance structure is treated as a binary classification task. Thus performance is measured according to the proportion of edges which are correctly reported as being either present or absent. In order to compare performance across various algorithms we employ receiver operating characteristic (ROC) curves, which illustrate the performance of a binary classifier by plotting the true positive rate against false positive rate across a range of regularization parameters [Krzanowski and Hand, 2009] .
The use of ROC curves requires a single, sparsity-inducing parameter to be varied across a range of possible values. As discussed previously, in the case of the MNS algorithm both the population and subject-specific parameters can affect sparsity. As a result, we look to reparameterize the MNS penalty as follows:
where α controls the ratio of sparsity between the population and subject-specific contributions and λ the overall sparsity. Thus α is fixed allowing λ to vary. While no such adjustments are needed in the case of the JGL-Fused algorithm, we follow the same parameterization described in equations (4.2) and (4.3) in the case of the JGL-Group algorithm 2 .
Simulation results.
In this section we present the results to the simulation study described above. We begin by first considering performance in the context of recovering the set of variable edges. This is a fundamental problem in neuroscientific applications [Kelly et al., 2012] , however to date it has received limited attention. Results for the more frequently studied problems of recovering population and subject covariance structure are presented in Section 4.4.2 and 4.4.3 respectively.
Throughout this simulation the MNS algorithm was run with α = 0.25 while sparsity parameter λ varied as described in equations (4.2) and (4.3). The same parameterization was employed for the JGL-Group algorithm with α = 0.15 selected. In the case of the JGL-Fused algorithm, λ 2 = 0.2 was employed. Finally, the Stability algorithm was run with B = 10, 000 bootstrap iterations per subject and c = 0.25. 4.4.1. Variable network recovery. Understanding variability in covariance structure across a cohort of subjects is a fundamental problem in neuroscience. In particular, understanding whether this variation can be attributed to phenotypic characteristics or other sources of noise (e.g., physiological noise or scanner noise) is crucial in further understanding the architecture of the human connectome.
The results shown in the top panel of Figure [ 2] demonstrate that the proposed MNS algorithm is able to accurately identify edges which demonstrate variability across a cohort of subjects. This is in contrast to the Stability method. Briefly, the Stability method (described in further detail in Appendix A) treats the presence or absence of edges at a subject level as a Bernoulli random variable. A hierarchical random effects model is then proposed to leverage information across all subjects. The resulting estimate of the edge variability, given in equation (A.6), is then employed to discriminate between variable and non-variable edges. The Stability method therefore corresponds to a twostep procedure where information is only leveraged after networks have been estimated for subjects independently. This is in contrast to the proposed method where subjectspecific, population and variable networks are learnt simultaneously. This allows the MNS algorithm to effectively leverage information and results in significant improvements in performance. Further results are given in Table [1] where the true positive rate (TPR) and false positive rate (FPR) are reported for selected regularization parameters.
Population network recovery.
Obtaining an accurate understanding of a population level covariance structure is a challenging problem due to the high inter-subject variability. As mentioned previously, it is imperative to differentiate between subjectspecific idiosyncrasies and behavior which is reproducible across the entire cohort. A popular approach often taken in neuroimaging studies is to estimate a single network using data from all subjects, thus effectively concatenating individuals' data. This corresponds to the sizable assumption thatẼ = ∅. This approach is included in this simulation together with the aforementioned Stability approach. Here the mean estimate for edge presence, given by equation (A.5) was employed.
Results are shown in the middle panel of Figure [2] . It is interesting to note that for small sample sizes (i.e., n = 50 or n = 100) the Stability approach is out-performed by the Glasso. As mentioned in Section 4.4.1, we attribute this drop performance to its twostep design whereby information is only leveraged after networks have been estimated. It is only when the number of observations increases that reliable estimates of uncertainty can be obtained. Conversely, the difference in performance between the Glasso algorithm and the MNS algorithm is due to the presence of variable edges, implyingẼ = ∅. Thus, by providing a more sophisticated model for inter-subject variability, the MNS algorithm is able to obtain more reliable population network estimates.
4.4.3. Subject-specific network recovery. Finally, we consider recovering subject-specific networks. This problem has received considerable attention in recent years and a range of methods have been proposed. The underlying theme in these methods revolves around effectively leveraging information across subjects. This is particularly evident in the JGL algorithm proposed by Danaher, Wang and Witten [2014] and the method presented by Varoquaux et al. [2010] . However, a short-coming of the aforementioned methods is that they leverage information in an indiscriminate manner. By enforcing either a group or fused lasso penalty on the entries of precision matrices, such methods effectively encourage homogeneous information leveraging across all edges.
While such approaches constitute significant methodological improvements, we envisage a scenario where edges can be ordered according to their variability (or reproducibility). This is a well-documented phenomenon in neuroimaging. In particular for fMRI data there is compelling evidence to suggest that variability in functional connectivity is directly modulated by the distance between regions [Power et al., 2012 , Satterthwaite et al., 2012 , Van Dijk, Sabuncu and Buckner, 2012 .
The proposed MNS algorithm is able to address precisely this issue. By discriminating between subject-specific and population edges, it is able to effectively vary the how extensively each edge is leveraged across a population. As a result, the MNS algorithm is able to more reliably recover subject-specific covariance structure, as shown in the bottom panel of Figure [2] .
5. Application. In this section the proposed MNS algorithm is applied to restingstate fMRI data from the ABIDE dataset [Di Martino et al., 2014] . While the ABIDE dataset contains data corresponding to healthy subjects and autism spectrum disorder (ASD) subjects, we chose only to study healthy controls here as the focus of this work consisted in fully understanding uncertainty across a single population of subjects. The decision to study the ABIDE dataset in this manner was motivated by the fact that it is an open-source dataset which has been widely studied, albeit often in the context of autism. While it would have been possible to study resting-state data for healthy Table 1 Performance of all five algorithms considered. Results are presented for each of the three tasks: recovering population, subject and variance networks. For each algorithm the true positive rate (TPR) and false positive rate (FPR) are reported where applicable.
subjects across all sites, only the data from the University of Utah, School of Medicine (USM) site was considered here. This consisted of 58 subjects with ages ranging from 11 to 45 years old.
Data acquisition and processing.
Resting-state fMRI data for healthy subjects was collected from the USM site [Di Martino et al., 2014] , resulting in a cohort of 58 subjects. Whole-brain functional images were acquired by a 3T Siemens Magnetom TrioTim using an EPI sequence (T2 * -weighted gradient echo; TR=2000 ms; TE=28 ms; flip angle=90 • ; 40 interleaved slices; voxel size= 3.4 × 3.4 × 3.0 mm). In addition, structural images of each subject were acquired using a 3D-MPRAGE sequence (T1-weighted gradient echo TR= 2300 ms; TE = 2.91 ms; TI = 900 ms; flip angle = 9 • ; 160 sagittal slices; matrix size = 240 × 256; FOV = 256 mm; slice thickness = 1.2 mm). Preprocessing of the structural images involved removal of background noise and segmentation using using FAST [Zhang, Brady and Smith, 2001] and FIRST [Patenaude et al., 2011] . This resulted in 92 anatomical regions of interest.
Preprocessing of functional images involved motion correction using MCFLIRT and bandpass filtering (0.01-0.1 Hz) to extract low frequency fluctuations. In addition, a spatial single subject ICA was performed using FSL MELODIC [Smith et al., 2004] . Resulting independent components were automatically identified as either signal or noise using FSL FIX [Salimi-Khorshidi et al., 2014] . Functional data was subsequently denoised by regressing out noise independent components. Finally, motion parameters were regressed out. The first five volumes of each cleaned scan where subsequently discarded in order to allow for signal equilibration. Mean time-courses were extracted from all 92 regions, resulting in datasets with 230 observations over 92 nodes for each subject.
It follows that the number of observations available is far lower than the number re-quired to accurately estimate the covariance structure for each subject; thereby implying that efficient leveraging of information across subjects is crucial.
5.2.
Results. The MNS algorithm requires the specification of two regularization parameters, each of which controls the population and subject-specific topology of each node. As discussed in Section 3.4, the choice of these parameters is crucial to the interpretation of the resulting model. Parameter were selected on the basis of a 10-fold cross-validation framework.
One of the advantages of the proposed MNS algorithm is that it is able to simultaneously estimate both a population network, corresponding to reproducible edges which are present across the entire cohort of subjects, as well as a network quantifying variability on an edge-by-edge basis. The latter network is able to succinctly summarize variability across a cohort of subjects on an edge-by-edge basis.
On the top panel of Figure [3] , the estimated population network is shown. The estimated network has an estimated edge density of around 10% and we note there is strong inter-hemispheric coupling as would be expected in resting-state connectivity. More importantly, the bottom panel of Figure [3] shows the estimated variability across all edges where the edge thickness is proportional to the estimated variance of the random effect. A hallmark of this plot is the anatomical distribution of highly variable edges. It has been suggested within the neuroimaging literature that head-movement may lead to the presence of spurious noise structures in fMRI data [Van Dijk, Sabuncu and Buckner, 2012 , Satterthwaite et al., 2012 , Power et al., 2012 , Patel et al., 2014 . In particular, it has been suggested that subject motion in the scanner results in decreased estimated correlations between spatially remote regions and increased estimated correlations across spatially adjacent regions [Power et al., 2012] . Our results serve as a corroboration of this hypotheses as we discuss below. Figure [ 4] plots the estimated variance against euclidean distance for each edge. We note there is a quadratic effect, with the large variances exhibited between spatially proximal and remote regions. This is precisely the effect reported in various neuroimaging studies (e.g., Satterthwaite et al. [2012] and Power et al. [2012] ). Following from the aforementioned works, we hypothesize that this variability may have been introduced by the individual head motion of each subject.
It is also interesting to study the localization of highly variable edges in the bottom panel of Figure [3] . In particular, we note there is high variability within both the prefrontal and orbitofrontal regions; this is clearly seen in the sagittal and axial plots. These regions are known to be particularly problematic [Deichmann et al., 2003] due to their proximity to air/tissue interfaces which leads to image distortion and signal losses and have been reported as being highly variable across subjects [Finn et al., 2015 , Miranda-Dominguez et al., 2014 . It is therefore reassuring that the proposed method is able to report such variability in order to obtain more reliable networks at the population and subject-specific level.
6. Discussion. Understanding variability in functional connectivity across a population of subjects remains a fundamental challenge with important consequences in Estimated population network (top) and variable edge network (bottom). Edges color indicates positive (red) or negative (blue) partial correlations and thickness is proportional to the magnitude of the partial correlation (or variance in the case of variance network). In the case of the population network we note there is high inter-hemispheric coupling which is to be expected in resting-state data. Conversely, the variable edge network demonstrates interesting spatial structure; highly variable edges occur between spatially proximal or remote regions as often hypothesized within the neuroimaging community. We also note that variability seems to conglomerate near the prefrontal and orbitofrontal regions. modern neuroimaging. Formally, understanding variability is seen as a crucial stepping stone towards obtaining a more holistic understanding and interpretation of functional connectivity [Kelly et al., 2012 , Fallani et al., 2014 ]. This in turn will naturally lead to a better understanding of many diseases which are thought to be caused or characterized by changes in functional connectivity [Uddin, Supekar and Menon, 2013] . From a statistical perspective estimating variability in second order statistics remains challenging due to positive-definiteness and identifiability constraints. Mixed effects models are ideally suited in the context of regression [Pinheiro and Bates, 2000] , and have been extend to the domain of GGMs here by leveraging the results of Meinshausen and Bühlmann [2006] . MNS looks to accurately learn the set of highly variable edges across a cohort of subjects whilst simultaneously obtaining more reliable network estimates both at the population and subject-specific level. This is achieved by proposing a more sophisticated model for the underlying covariance structure. The proposed model looks to decompose covariance structure as the union of population effects which are reproducible across subjects with subject-specific idiosyncrasies. In this way, the MNS algorithm is able to leverage information across subjects in a discriminative manner. This is in contrast to many of the current methodologies which leverage information in an indiscriminate fashion (e.g., via the use of group or fused regularization penalties whose parameterization is fixed across edges).
Throughout a series of simulation studies we demonstrate that MNS is able to accurately recover population and subject-specific functional connectivity networks. The MNS algorithm is also shown to be capable to recovering the set of highly variable edges. The simulations also provide empirical evidence of our claim that improved estimates of connectivity networks can be obtained by leveraging information across subjects in a discriminate manner. Moreover, a novel algorithm for simulation multiple related networks is proposed for the simulations. While there is a wide number of algorithms available to simulate individual networks [Rubinov and Sporns, 2010] , the question of simulating multiple related networks has received limited attention.
The MNS algorithm requires the specification of two regularization parameters, λ 1 and λ 2 , each of which has a natural interpretation. The first parameter controls the sparsity in the population node topologies while the second controls the sparsity of the subjectspecific edges. We propose to learn both parameters via cross-validation. Although the use of cross-validation incurs an additional computational cost, our experience is that it results in more accurate estimates of functional connectivity through improved selection of regularization parameters. However, a shortcoming of the proposed method is that both regularization parameters are dependent on each other [Schelldorfer, Bühlmann and Van de Geer, 2011] . Thus a large choice of λ 1 can be offset by a small choice of λ 2 , leading fixed effects to be explained by inflated random effects estimates. An additional shortcoming is that estimated functional connectivity networks must be inferred via the use of an AND or OR rule [Meinshausen and Bühlmann, 2006] . While such an approach is able to recover the sparse support structure, it is not able to obtain an estimate of the corresponding sparse precision matrix which alternative methods such as the JGL are capable of obtaining. Despite these shortcomings, we believe the additional richness of information provided by the MNS algorithm will make it invaluable in further understanding functional connectivity. The MNS algorithm, together with network simulation methods described in this work have been implemented as an R package named MNS. This can be downloaded from the Comprehensive R Archive Network (CRAN).
MNS was applied to resting-state fMRI data taken from the ABIDE consortium [Di Martino et al., 2014] . The results serve to corroborate a widely held hypothesis within the neuroimaging community regarding the effect of subject movement of functional connectivity [Power et al., 2012 , Satterthwaite et al., 2012 and are consistent with the literature [Deichmann et al., 2003] . As far as we are aware, this is the first work to formally quantify variability in functional connectivity across a cohort of subjects. In future, MNS could also be employed to study variability across populations including healthy controls and subjects suffering from certain neuropathologies. Furthermore, another interesting avenue would be to employ MNS to study variability during task-based experiments. It has been suggested that connectivity in this context is non-stationary [Hutchison et al., 2013 , Monti et al., 2014 . Extending MNS to this scenario would allow for the study of variability induced by cognitive tasks.
In conclusion, the MNS algorithm provides a method for simultaneously estimating population and subject-specific functional connectivity whilst also reporting highly variable edges across a population. APPENDIX A: STABILITY APPROACH FOR REPLICATED DATA In this section we briefly overview a stability selection (i.e., bootstrap) approach for studying replicated data. This approach is inspired by the R 3 approach proposed in Narayan, Allen and Tomson [2015] , however, it has a fundamentally different objective. As a result, some adjustments are introduced.
As in the R 3 method, this approach is based upon resampling, randomized penalizations and random effects. The method, described in Algorithm 3, proceeds by iteratively obtaining bootstrapped estimates of covariance structure for each subject. These results are subsequently incorporated into a Beta-Binomial random effects model. Each of these steps is described below, for further discussion and motivation of these steps we refer the reader to Narayan and Allen [2013] and Narayan, Allen and Tomson [2015] .
A.1. Resampling. In order to obtain reliable estimates of covariance structure the bootstrap is employed; resulting in B bootstrap estimates of connectivity structure per subject. Recall that the dataset for the ith subject, X (i) ∈ R n×p , consists of n observations across p nodes. At the bth bootstrap iteration, n observations are sampled with replacement in order to form a bootstrapped dataset, X (i),b ∈ R n×p , which is subsequently used to obtain an estimate for the covariance structure using the Graphical Lasso, as described in Section A.2.
A.2. Randomization penalization. In order to alleviate possible bias introduced by the use of an 1 penalty we employ randomized penalization techniques, an approach first introduced by Meinshausen and Bühlmann [2010] . The objective of randomized penalization schemes is to reduce the influence of inclusion/exclusion of any edge on the presence of remaining edges. Thus when estimating the network for the bth bootstrap sample, a random, symmetric penalty matrix, Λ (i),b ∈ R p×p , is employed.
In order to obtain Λ (i),b , we first estimate the regularization parameter for the ith subject using the StARS method of Liu, Roeder and Wasserman [2010] . This is performed only once using the entire (non-bootstrapped) dataset, X (i) , and is denoted by λ (i) ∈ R. The randomized penalization matrix is defined as follows:
max is the value of sparsity parameter leading to a null model and W ∈ {−1, +1} p×p is defined as:
We are then able to obtain a penalized estimate of the precision as follows:
where • denotes element-wise multiplication.
A.3. Random effects. Finally, we look to formally quantify the presence or absence of edges at a population level. In order to achieve this a Beta-Binomial model is employed. For the ith subject we treat the presence of any given edge at each bootstrap iteration as a Binomial random variable. We thus define Y (i),B ∈ R p×p such that
Following Narayan, Allen and Tomson [2015] ,
is modeled as follows:
where µ pop j,k is the population mean and ρ pop j,k the variance. They can be estimated as follows:
These parameters are subsequently used to infer population networks (using µ pop ) as well as report highly variable edges (using ρ pop ). Pseudo-code for the Stability approach is provided in Algorithm 3. Select λ (i) using the StARS method [Liu, Roeder and Wasserman, 2010] Producing synthetic data where the true underlying covariance structure is known is fundamental to providing an empirical validation of any algorithm. Moreover, in our scenario is it is crucial to ensure the simulated data demonstrates many of the properties often encountered in neuroimaging datasets. On a subject-specific level, this corresponds to a power law distribution of edges across nodes together with the presence of hub nodes. Such networks can be efficiently simulated using the scale-free network algorithm of Barabási and Albert [1999] .
However, the problem of simulating multiple networks for multiple related subjects has not been thoroughly considered in the literature. While there is a vast literature on the properties which can be expected for subject-specific networks (see e.g., Bullmore [2009] ), there is limited knowledge of the behavior which can be expected across a cohort of related subjects. In this work we look to address this issue by empirically studying resting state data from healthy subjects taken from the ABIDE consortium [Di Martino et al., 2014] .
The dataset employed here consisted of a resting state scan for N = 58 subjects. For each subject, n = 230 BOLD measurements were collected over p = 92 ROIs. We consequently estimated functional connectivity networks for each subject independently while employing a Graphical Lasso (Glasso) penalty. A stability selection procedure was employed, whereby a block bootstrap was used to resample the data for each subject multiple times. Randomized penalization was also employed to further correct for systematic bias in model selection. At each iteration, selected edges were recorded. This allowed us to obtain a network per subject by selecting only edges that where consistently present across all iterations. A population network was also obtained by selecting the edges that where consistently present across all subjects.
The properties of the resulting networks where studied in the hope of obtaining notable properties which could subsequently be recreated synthetically. In particular, we chose to focus on graph theoretic measures as these can be easily interpreted and calculated on simulated data [Rubinov and Sporns, 2010] . Specifically, the clustering coefficient was studied across all networks. This provides a measure of how tightly nodes in a network tend to group together and expresses the cohesiveness of a network [Barrat et al., 2004] .
The results, shown in Figure [5] , show that the clustering coefficient is significantly larger in the population network when compared the each of the subject-specific networks. We hypothesize that this is a manifestation of the fact that there is a highly structured population network present. We further hypothesize that it is the large intersubject variability which accounts for some of the drop in clustering coefficient at the subject-specific level.
When simulating synthetic networks, as described in Algorithm 2, we look to recreate these properties (i.e., the drop in clustering coefficient). This is achieved by first simulating a population network according to the Barabási and Albert [1999] model. This results in a highly structure population network which also demonstrates many of the properties known to be present in neuroimaging data (e.g., power law distribution and the presence of hub nodes). A subset of highly variable edges, denoted byẼ, is then randomly selected according to the Erdős and Rényi [1959] model. For each subject, each edge inẼ is added to the subject-specific network with a given probability, τ . This yields variable edges that are only present across a subset of the population. The introduction of these random edges serves to reduce the clustering coefficient of the subject-specific network, thereby recreating the properties observed in our exploratory analysis. Clustering coefficients for the population network (in blue) as well as for 10 randomly selected subjects. We note there is a clear drop in clustering coefficient from the population network to the subjectspecific networks.
B.1. Ensuring positive definiteness. Through algorithm 2 we are able to simulate a population precision, Θ pop , together with subject-specific deviations, Θ (i) . We define the precision for each subject to be Θ pop + Θ (i) , however, care must be taken to ensure this sum is positive-definite. In this work we follow Danaher, Wang and Witten [2014] and ensure the subject-specific precision matrices are positive definite by rescaling the matrix. Formally, each off-diagonal element is divided by the sum of the absolute values of all off-diagonal elements in its row. This yields a non-symmetric matrix which is subsequently averaged with its transpose.
APPENDIX C: FURTHER SIMULATIONS
In Section 4 networks were simulated as described in Algorithm 2. While this algorithm was derived from an exploratory analysis of resting-state fMRI data, a wide range of alternative algorithms could also be proposed. In this section we look to provide further empirical evidence by recreating the simulation study of Danaher, Wang and Witten [2014] .
While Danaher, Wang and Witten [2014] are able to simulate networks where variability is present, their proposed method is designed primarily to provide empirical evidence on how accurately subject-specific networks could be recovered. We therefore follow Danaher, Wang and Witten [2014] and focus exclusively on recovering subject-specific covariance structure here.
Two simulations where performed where data was simulated for N = 3 subjects and p = 100 and p = 250 nodes respectively. Within each simulation, nodes where divided into 10 equally sized and unconnected components. The connectivity structure within each component was simulated according to scale-free model of Barabási and Albert [1999] , resulting in 10 scale-free sub-networks. Of the 10 sub-networks, eight were shared across all three subjects. Of the remaining two sub-networks, one was present in two out of three subjects and the final sub-network was only present in the first subject. For further see Danaher, Wang and Witten [2014] .
C.1. Simulation 1: p = 100, n ∈ {50, 100, 200}. In the first simulation p = 100 nodes were employed resulting in 10 sub-networks each with 10 nodes. The number of observations per subject was allowed to vary from n = 50 through to n = 200. The results over 100 simulations are shown in top row of Figure [6] . The MNS algorithm performs competitively with respect to the JGL-Fused algorithm and outperforms both the JGL-Group and graphical lasso algorithms across all values of n. In particular, we note that the MNS algorithm remains competitive even as the number of observations, n, falls drastically.
C.2. Simulation 2: p = 250, n ∈ {50, 100, 200}. The second simulation employed p = 250 nodes which were divided into 10 sub-networks of 25 nodes each. The number of observations per subject was allowed to vary from n = 50 through to n = 200 as before. The results over 100 simulations are shown in bottom row of Figure [6] . As before, the MNS algorithm performs competitively against alternative algorithms. As with the previous simulation, we note there is a trend for ROC curves to improve as the number of observations, n, increases. Table 2 Performance of all four algorithms when recovering subject specific functional connectivity structure Fig 6. Results for simulations 1 and 2. These simulations sought to re-create the simulation study presented in Danaher, Wang and Witten [2014] with p = 100 and p = 250 nodes respectively.
