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Abstract 
The subjectivity and variability of pain conditions, combined with missing data, are constraints on the usefulness and accuracy of 
computerised clinical decision support systems (CCDSS) for pain management. In this paper, a CCDSS based on data imputation 
combined with statistics models is presented. This system was tested using clinical data collected during a six-week randomised 
controlled trial involving thirty-two volunteers recruited from an ambulatory surgery department. The proposed system revealed 
it ability to cope with missing data and detect either stability or changes in the self-reporting of pain, and therefore, to support 
health care professionals on clinical decisions and practices for pain management. 
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1. Introduction 
Pain management is an essential care component in ambulatory surgical centres and hospital wards. Pain is highly 
subjective and difficult to quantify1, which creates challenges in its description, assessment and treatment. In recent 
years, computerised clinical decision support systems (CCDSS) for pain management have largely been used to 
enhance health by providing health care professionals (HCP) and patients with knowledge and individualised 
information that is intelligently selected or presented at appropriate times. Thus, designing CCDSS models to 
represent medical concepts and tasks, such as diagnosis, treatment, and screening, poses several challenges when the 
goal is to produce systems with the capability to make better use of the existing data and to extend the information 
on which decisions are based.  
In line with this, the problem of missing values commonly arises in the collected data2,3 processed by the CCDSS, 
which may lead to incorrect and inaccurate analyses. In this context, mathematical models are being increasingly 
adopted by the CCDSS with the aim of enhancing data analysis and processing to produce patient-oriented 
recommendations that are delivered to HCP4,5,6. Furthermore, several techniques of data imputation have been 
developed to compensate for missing data7 with the aim of producing more precise and reliable systems. In addition, 
because the self-reporting of pain complaints is considered the most accurate pain assessment method8,9,10, these data 
are of particular importance to the reliability of CCDSS applied to pain management, and therefore it is critical to 
solve the issue of gaps in the dataset. The model presented in this paper combines data imputation, determined using 
a linear regression based on a least-squares estimation, with statistical models such as: ANOVA, Kruskal-Wallis test 
and Tukey-Kramer model. 
The paper is organized as follows: section two introduces the principles of data imputation, and the proposed 
system; in section three the methods employed in the current work are presented, including details about the data 
along with rules and assumptions used to establish the proposed model; section four presents results of the 
comprehensive experimental evaluation and section five discusses the meaning and significance of the results; 
finally, section six concludes the paper and proposes areas for continued research in this area. 
2. Background 
The proposed mathematical model is based on the data imputation methods, namely a linear regression based on 
a least-squares estimation, which aims to address missing values so as to enable the computation of collected data. 
Then, these data are analysed in terms of its variance and discrepancy, for the production of tailored alarms, reports, 
and clinical guidance. The literature review shown in  Table 1, revealed several data imputation methods that were 
clustered according to their nature and characteristics into the following topics: simple, deletion, and model-based. 
 Table 1:Data imputation models
Model Description Studies 
Simple Replacing missing data with computed values 
estimators (e.g., mean, median, mode, ...) or applying 
regression imputation methods such as linear, 
multiple linear and logistic regression. 
11, 12
Deletion Discarding all records with missing values for at least 
one variable or discarding only instances with 
missing values for the less important variables. 
Simplicity is the main advantage, whereas the 
reduction of the statistical power and inability to 
perform comparison analysis are limitations. 
13,14
Model-
based 
Replacing missing data with more sophisticated 
models, such as maximum likelihood, multiple 
imputation and machine learning techniques such as 
Support Vector Machine or Artificial Neural 
15, 16, 17
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Networks 
2.1. Proposed System 
Firstly the system aims to replace missing data using a least-squares estimation as defined below.  
Given the data pairs ( , ),  for 1,2,..i ix y i n=  observations, then  
( ; )i iy f x β=  where β  is the regression parameters vector and f  is a linear function.   (1) 
The predictor of y is obtained with the following equation:  

0 1y xβ β= +            (2) 
This equation states if y and x could be measured with no errors in either ix  or iy , they would be exactly related. 
Typically, it is assumed that ix  is known exactly, and iy  is observed with  error. 
The 0β and 1β are obtained with the following equation: 
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where Y  and X are the means of y and x respectively. Finally ySD  is the standard deviation of      y , and xSD
is the standard deviation of x . 
Whenever the input set represents parametric data, the analysis of variance is based on the one-way analysis of 
variance (ANOVA) as defined below. Otherwise, when the input set represents non-parametric data, the system 
computes the analysis of variance based on the Kruskal-Wallis model18. In both situations, the main purpose is to 
verify the statistical hypothesis to look for differences among means. We can formulate the null hypothesis is as 
follows: 
0 1 2:  ,  for  treatment periodskH kμ μ μ= =… =        (4) 
which represents the assertion that all of the means (treatment periods) are the same, such that patient condition 
outcomes are stable during the considered monitoring period.  
The decision is made to either reject or not reject the overall null hypothesis in accordance with the comparison 
between the obtained value of F and the tabulated values resulting from the Fisher-Snedecor distribution (a.k.a. 
tabulatedF ) with 0.05α =
On the one hand, the null hypothesis for ANOVA is verified by: 
( 1)  
)(
B
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w
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        (5) 
where k is the number of treatment periods, and N represents all observations, 
wSS (within-sample variation) is the 
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average of the all the variances for each treatment period, and 
wSS (between-sample variation or error) is the square 
variations of each treatment period mean minus the overall mean. 
On the other hand,  the null hypothesis for Kruskal-Wallis model is verified by : 
2
1
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j j
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=
= − +
+
∑
         (6) 
where j=1, ..., k independent treatment periods, jR  represents the j-rank, jn  is the number of the samples of the j-
treatment period, and N represents all observation. 
Thus, when the null hypothesis is rejected, the trend regarding the different input sets is calculated, which allows 
ascertaining variations in the patients’ symptoms that are directly related to the reported pain intensity. Tukey-
Kramer principles were applied to compare multiple treatment periods to detect changes among them and therefore 
determine the reduction or increase of the reported pain intensity. The reduction suggests positive effects caused by 
the treatment, whereas the opposite indicates a decline of patient health and welfare. This analysis is extremely 
important because it may enable the system to produce messages oriented to HCP and patients based on the outcome 
obtained from the multiple comparisons among treatment periods.  
The absolute difference between the i and j-treatment periods is given by the following: 
| sum of n  - sum of n |i j                       (7) 
where in , and jn  are the observation values of the i and j-treatment periods.  
The confidence interval for comparisons is calculated using the following formula: 
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where in , and jn  are the sample size of i and j-treatment periods, respectively, v is the degree of freedom, mX  is 
the mean of the m-treatment period, k is the number of treatment periods, n is the number of samples of the m-
treatment period, and N represents all observations. 
The critical range between the i and j-treatment periods is given by the multiplication of (8) by the Q statistic value 
with df N k= −  and 0.05α = . 
Finally, when the absolute difference is greater than the critical range, then the i and j-treatment periods exhibit 
differences. 
In summary, the proposed system is described below:
Step 1. Input processing: The patient dataset is sectioned into k treatment periods. 
Step 2. IF missing value THEN  
 Computes elapsed time since the last inserted record and the number of missing records 
 GO TO Step 6 
 ELSE IF pending missing records THEN  
  Perform data imputation using linear regression. 
Step 3. IF the data has a normal distribution THEN 
  Perform analysis of variance using ANOVA.  
 ELSE 
  Perform analysis of variance using Kruskal-Wallis test. 
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Step 4. IF analysis of variance represents a significant difference THEN 
  Perform analysis of discrepancy using Tukey-Kramer method. 
Step 5. Computes maximum, minimum and mean of pain intensity 
Step 6. Output processing 
3. Methods 
3.1. Experimental Sample 
The experimental sample is composed of 31 adults (18 male and 13 female) with a mean age of 44.1±13.5 years, 
all of them submitted to ambulatory surgery. Participants were recruited over a six-week period through specialty 
care physician referrals from the ambulatory surgery department of the Hospital Sousa Martins in Guarda, Portugal.  
Inclusion criteria consisted of the following: (1) age ranging from 18 to 75 years, (2) status I or II in the Scale of 
Risk of the American Society of Anaesthesiology, and (3) basic computer and mobile phone literacy. Patients were 
not considered for participation if they had any of following exclusion criteria: (1) a severe physical or mental 
impairment that precludes the utilisation of the mobile device or the use of the software installed on the device, (2) 
inability to speak Portuguese fluently, (3) previously received cognitive-behaviour therapy (CBT) or (4) previously 
used computerised devices for pain monitoring. The participants were randomly assigned to two groups using a 1:1 
ratio. Group I (the Intervention Group), comprising 15 patients, followed with a computerised clinical decision 
support system. Group II (the Control Group), comprising 16 patients which were used as controls. The protocol of 
the study was approved by the appropriate ethics committee, and the participants were enrolled after completing a 
written consent form. Additional information about this research is available at19.  
3.2. Protocol 
Participants were asked to complete several pain ratings according to the protocol treatment selected for each 
patient. Pain intensity was assessed using an 11-point numerical rating scale (NRS) with anchors of 0 = no pain to 
10 = worst pain. Participants in both arms of the study were called by the HCP after 24 hours and 5 days of follow-
up and were asked to rate their recalled average pain. The electronic pain diary combined with a remote Personal 
Health Record (PHR) represents an ubiquitous clinical decision support system for pain management20. 
  
4. Results 
The data were collected during a six-week randomised controlled trial including 31 participants. These
participants presented acute pain resulting from surgical intervention and used a daily electronic pain diary, installed 
in a smartphone to assess self-reported pain during the 5-day monitoring period. Based upon all possible records of 
pain intensity for each subject, the median percent of missed data in the sample was 28% (mean ± SD 29.6% ±
11.5%) and the proportion of missed records per participant ranged from 16 to 57.9%. The diary self-reporting of 
pain was classified into three possible statuses: stable, increase, or decrease. We considered the pain stable when it 
did not occur or occurred with mild intensity (pain intensity <=3) during the day, whereas a reduction or increase of 
pain intensity during the day was considered to be a decrease or increase status, respectively. Pain was increased for 
55% of participants in the first day, whereas was stable for the remaining 45%. During the second day, there were 
important observed variations in pain intensity, including a reduction in 40% of participants, in contrast with 27% 
and 33% of the participants that reported that pain was stable and increased, respectively. In the next three days, the 
stability of pain was consolidated as evident by the increase of participants in which is verified (from 49 to 90%). In 
the same period, a reduction of occurrences was observed related to the increase of pain between the third and fifth 
day of monitoring.  
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The decision support system flow during the 5-day monitoring period is shown in  
 Table 2, which includes a representative dataset of two situations related to pain complaints, namely, the 
standard case, which occurs when pain remains stable and less intense, and the exceptional case when pain intensity 
is high or presents fluctuations (increasing or decreasing). This dataset is related to a patient who was asked to rate 
his pain severity six times a day, which leads to an individual sample of 30 records. Because these data are 
significantly derived from a normal distribution (Shapiro-Wilk test, p<.05), the analysis of variance was computed 
using the Kruskal-Wallis model.   
The system requires at least two records to begin the data analysis. Thus, in S2, the dataset [0,3] is divided into two 
groups, and the Kruskal-Wallis test is computed, revealing the no variance between the two groups (p>.05). In S3-
S7, only the time lapse since the last inserted record and the number of missing records are computed because of the 
fact that values are missing. Because S8 is the first occurrence of an inserted value after missing values, the system 
processes the data imputation, using a linear regression model with obtained values that are rounded to the nearest 
integer and resulted in the following dataset: [2, 3, 3, 4, 5]. Then, the Kruskal-Wallis test includes these imputation 
values, revealing significant variance between the groups. Group 1 and group 2 are composed by [0, 3, 2, 3] and [3, 
4, 5, 6], respectively, which indicate significant patient condition changes.  
In addition, the analysis of discrepancy is calculated using the Tukey-Kramer model. Between S9 and S26, the pain 
conditions are considered stable (Kruskal-Wallis test resulted in p>.05). Finally, in S27 and S30, a significant 
variance is obtained, which represents a higher difference between the fifth day of monitoring and the previous days. 
For S8, S10, S13, S20, S25 and S30, the data imputation is computed. 
5. Discussion 
The lack of correlations among gender, age, recalled pain and percentage of missing records suggests that data 
were missing completely at random (MCAR), and therefore this lack was not dependent on patient profile or pain 
conditions. 
The proposed system was demonstrated to be suitable for detecting changes in patients' conditions as verified in S8, 
which indicated observed pain deterioration. Thus, the information provided to the HCP in S8 was a useful and 
timely report about the patient condition that supported the treatment adjustment decisions. In addition, a 
measurement of the obtained variance was provided to the HCP using the Tukey-Kramer model. Moreover, the 
stability of pain conditions was also detected by the system as indicated by the computed values between S9 and 
S26. Despite the observed reduction of pain intensity after S20, its differences are not significant until S27. 
However, the system, to provide to the HCP complete information about the collected data, also includes the 
maximum, minimum and the calculated mean related to pain intensity reported each day. Thus, before S27, the HCP 
received all the required information to support the clinical decision, namely the evidence of the favourable 
evolution about patient's condition. 
These findings should be interpreted in light of several limitations. First, data imputation using linear regression is 
sensitive to outliers. Second, generalisability should be addressed with caution because our sample included a 
relatively homogenous group of patients (mostly Caucasian and middle aged) recruited from one treatment centre. 
6. Conclusions 
The proposed system, due to its capability to solve missing data, revealed its suitable for acute pain management, 
as indicated by the accuracy of diagnosis as a consequence of its ability to detect stability (standard case) or change 
(exceptional case) in pain intensity. Moreover, this model is lightweight for processing the self-reporting data 
obtained during the monitoring period.  
However, there is still room for improvement, and new studies should be addressed to compare several data 
imputation techniques to enhance the performance of the proposed system. Moreover, further work is needed to 
evaluate the proposed model to follow-up participants for longer periods of time, which includes a complementary 
study encompassing patients with chronic pain symptoms.  
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 Table 2: Decision support system flow during 5-day monitoring period 
S Value Regression Value 
Kruskal-Wallis Tukey-
Kramer 
Calc. 
Comments Groups 2χ p-value 
1 0       
2 3  1/1 1 0.317  p>0.05 null hypothesis accepted 
3 X 3      
4 X 3      
5 X 4      
6 X 5      
7 X 5      
8 6  4/4 5.671 0.017 Yes Linear regression calculated, p<0.05 null hypothesis rejected 
9 X 4      
10 0  5/5 2.563 0.109  Linear regression calculated, p>0.05 null hypothesis accepted 
11 0  6/5 0.140 0.709  p>0.05 null hypothesis accepted 
12 X 3      
13 4  6/6/1 0.394 0.821  Linear regression calculated, p>0.05 null hypothesis accepted 
14 0  6/6/2 0.282 0.868  p>0.05 null hypothesis accepted 
15 4  6/6/3 0.095 0.954  p>0.05 null hypothesis accepted 
16 4  6/6/4 0.154 0.926  p>0.05 null hypothesis accepted 
17 5  6/6/5 0.501 0.778  p>0.05 null hypothesis accepted 
18 X 2      
19 X 2      
20 0  6/6/6/2 1.830 0.608  Linear regression calculated, p>0.05 null hypothesis accepted 
21 0  6/6/6/3 3.208 0.361  p>0.05 null hypothesis accepted 
22 0  6/6/6/4 4.535 0.209  p>0.05 null hypothesis accepted 
23 0  6/6/6/5 5.799 0.122  p>0.05 null hypothesis accepted 
24 X 1      
25 0  6/6/6/6/1 7.405 0.116  Linear regression calculated, p>0.05 null hypothesis accepted 
26 0  6/6/6/6/2 8.557 0.073  p>0.05 null hypothesis accepted 
27 0  6/6/6/6/3 9.661 0.047 Yes p<0.05 null hypothesis rejected 
28 X 0      
29 X 0      
30 0  6/6/6/6/6 12.757 0.013 Yes Linear regression calculated, p<0.05 null hypothesis rejected 
Legend: S: sequential order of  inserted records.  
Value: inserted pain intensity value [0..10].  
X for missing records. 
Regression Value: value (rounded to the nearest integer) obtained from linear regression.  
Groups: Combination of record to compose Kruskal-Wallis' and Tukey-Kramer's groups. (Number of 
records of Group 1/ Number of records of Group 2/..../ Number of records of Group 5) 
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