It is shown that for every α > 0, we have
for some strictly decreasing sequence (θ n ) n 1 such that 1 2 < θ n < 1 2 1 + 1 2n + 1
Introduction
Let f : [ 
for some unique sequence (θ n ) n , the best asymptotic approximation for nth remainder's absolute value is obtained for λ = θ . As we shall see, for all alternating generalized harmonic series n 1 (−1) n−1 n α (α > 0), the sequence (θ n ) n 1 is strictly decreasing, with lim n→∞ θ n = 1 2 . This "half integer" optimality is strongly related to slow convergence (lim n→∞ f (n+1) f (n) = 1) of the series. If the ratio test limit is less than 1, then 1 2 is no longer optimal. Let us recall that approximations for partial sums in terms of n + 1 2 were used in [1] for the harmonic series (slowly divergent!), and in a hidden form in [6] . In the latter, for the alternating harmonic series (slowly convergent!), nth remainder's absolute value is expressed as
The main result from [6] states that the sequence (x n ) n 1 is strictly decreasing and provides good estimates for its convergence to 1. If we write this series as
Thus the theorem from [6] actually has a half integer approximation nature. Our main results (Theorems 3, 4, 7, and 10) are in the spirit of [5, 6] and hold in particular for f (x) = 1 x α , with α > 0, hence for all alternating generalized harmonic series. For α = 1 we recover the results from [6] .
Existence and convergence of (θ n ) n 1
Let f : [1, ∞[ → ]0, ∞[ be a continuous convex function, with lim n→∞ f (n) = 0. As f must be strictly decreasing, n 1 (−1) n−1 f (n) is a Leibniz series, and hence converges. For every n ∈ N * := N \ {0}, set
Proposition 1. There exists a unique sequence
This sequence satisfies the recurrence relation
If f is strictly convex or differentiable, then (θ n ) n 1 ⊂ ]0, 1[.
Proof.
For every α 0, let us define the sequence
We clearly have lim n→∞ X n (α) = 0. By the convexity of f , we deduce that
hence that (X 2n (0)) n 1 and (X 2n+1 (0)) n 1 are increasing, and that (X 2n (1)) n 1 and (X 2n+1 (1)) n 1 are decreasing. It follows that X n (0) 0 X n (1) for every n ∈ N * . We thus get the existence of a unique sequence (θ n ) n 1 ⊂ [0, 1] satisfying (2), since f is continuous and strictly decreasing. The recurrence relation (3) is immediate, since ρ n−1 + ρ n = f (n) for every n 2. Now assume f to be strictly convex or differentiable, but X m (0) = 0 for some m ∈ N * , that is, X m+2k (0) = X m+2k+2 (0) for every k ∈ N. It follows that f | [m+2k,m+2k+2] is an affine function 1 (equality in (4)) for every k ∈ N. Thus, f | [m,∞[ must be differentiable, since it is not strictly convex. We deduce that f | [m,∞[ is affine, which is absurd, because f > 0 and lim n→∞ f (n) = 0. Hence X n (0) < 0 for every n ∈ N * . The proof of the inequality X n (1) > 0 is similar. We conclude that (θ n ) n 
Equality (2) can be regarded as a variant of Calabrese's result, which asserts that if n 1 (−1) n−1 a n is a Leibniz series and if (a n − a n+1 ) n 1 is strictly decreasing, then ρ n < a n /2 for every n ∈ N * . This follows by (2), since there exists a strictly convex function f satisfying f | N * = (a n ) n 1 . We thus get the inequalities a n+1 /2 < ρ n < a n /2 for n ∈ N * , that is, Theorem 1.2 from [3] .
Remark 2.
We have θ n + θ n−1 1 for every n 2, hence lim sup n→∞ θ n 1 2 .
Indeed, by (3) and the convexity of f it follows that
hence that θ n + θ n−1 1 for every n 2, since f is strictly decreasing. 1 That is, has the form x → λx + µ for some λ, µ ∈ R.
Our next two results provide convergence tests for the sequence (θ n ) n 1 , as well as the value of its limit. Let us define
It is easy to check that Λ is continuous and
Proof. Let us first observe that
exists for every t 0 (we can obtain it as a finite product of limits as in our statement), and that ω : [0, ∞[ → [0, 1] is decreasing, since so is f . It is easily seen that ω(t + s) = ω(t)ω(s) for all t, s 0. It follows that ω(t) = a t for every t > 0, where a = ω (1) . According to the hypothesis, we have a ∈ [0, 1[. To prove (6) we need to analyze two cases.
As f is convex, we have
and consequently
Since
we shall next prove by applying Cesàro-Stolz theorem (see [4, p. 317 
Since this limit equals a θ−1 /2 for θ = Λ(a), (7) yields (6).
f (n+α) = 0, there exists n 0 ∈ N * , such that for every n n 0 we have
that is, α < θ n 1. We conclude that lim n→∞ θ n = 1 = Λ(0). 2
Theorem 4. If f is differentiable, and if f is a concave function, then
for every n ∈ N * . In particular, if lim n→∞
Proof. Let us define the function
As f is concave, we have g 0, and so g is decreasing and lim x→∞ g(x) = 0. Let us show that g > 0. On the contrary, suppose that g(y) = 0 for some y ∈ [ 
As g > 0 is decreasing, known facts on Leibniz series yield the inequalities 0 <ρ n < g(n + 1), which prove (8).
To show (9), fix n ∈ N * . By (8) and (2) we get f (n + θ n ) < f (n + 1 2 ), which forces θ n > 1 2 . Since f is convex, we have
As f is concave, the function h :
is concave too, since h is decreasing. Therefore
We thus get
which completes the proof of (9). We also have
As Example 8 will show, all numbers from [ 
Monotony of (θ n ) n 1
The sequence (θ n ) n 1 need not be monotone in general. 
Example 5. Let a :=
and so θ 2 = a − 2 > 1 2 . By (3) and the definition of f | [1,a] , we get at once θ 1 = 3 − a < 1 2 . As we shall see, properties of (θ n ) n 1 are related to those of the unique implicit function
Let us observe that Θ exists, is well-defined, and unique, since for
the partial function u(x, ·) is strictly decreasing and u(x,
Proposition 6. For each n 2 we have the inequalities
the equivalences
as well as the equivalences for reversed inequalities, and for equalities.
Proof. Fix n ∈ N * , n 2. By (3) and (10), we deduce that
Since f is strictly decreasing, we must have (Θ(n)−θ n )(Θ(n)−θ n−1 ) 0. As f is convex and Θ(n), θ n , θ n−1 ∈ [0, 1], for the lateral derivatives of f at n we have f − (n) f + (n) < 0 and
The proof of the equivalences is straightforward and uses (13) together with the strict monotony of f . 2
is a concave function, then the sequence (θ n ) n 1 is decreasing and
If ψ is convex, then (θ n ) n 1 is increasing and reversed inequalities hold in (14). Strict concavity or convexity of ψ yields strict monotony of the sequence, as well as strict inequalities into the corresponding estimates.
Proof. We shall assume that ψ is strictly concave. The reasoning is similar in all other cases. The proof will be divided into 3 steps.
Step 1. We first prove that Θ is strictly convex. Let us observe that ψ is continuous and strictly increasing, and that ψ(
Step 2. We next show that y n := 2ρ n − f (n + Θ(n)) > 0 for every n 2. Let us observe that Θ is strictly decreasing, since it is a bounded strictly convex function. An easy computation using (10) and (13) shows that
where
for n 2, which leads by (15) to
It follows that the subsequences (y 2n ) n 1 and (y 2n+1 ) n 1 are strictly decreasing. Since lim n→∞ y n = 0, we conclude that y n > 0 for every n 2.
Step 3. Applying (12) finally shows that
thus completing the proof. 
and so θ n = Λ(a) for every n ∈ N * , since f is injective. The first part of our previous example generalizes results obtained in [6] for α = 1.
An iterative method
Let us observe that for every n ∈ N * , the expression
is related to the nth remainder of an alternating series associated to a function g : [ 
Set F := a∈R F a and define T : F → F , such that T | F a = T a for every a ∈ R. The result of T (T h) will be written as T 2 h, and so on. The needed properties of T are collected in the following lemma.
(a) For all m, n ∈ N with m > n a − 
(b) If h vanishes at infinity, then so does T h. (c) If h is continuously differentiable, then so is T h and (T h) = T (h ). (d) If h is strictly convex, then T h > 0. (e)
If h is twice differentiable, then for every x a + ,
, σ 1 n + 1 2 = (2n + 1) 2 − 2 4n(n + 1)(2n + 1) , ε(n) := T 2 f (n + 1) = 3 2n(n + 1)(n + 2)(2n + 1) (2n + 3) .
By Theorem 10, we have 0 < (−1) n+1 S − S n + (−1) n σ 1 n + 1 2 < ε(n) < 3 8n 5 for every n ∈ N * .
Let us note that ε(2) = For estimates of ρ n in terms of first order differences of the restrictions f | N * and f | N * of a 4 times continuously differentiable function f , we refer the reader to [2] . An interesting discussion on alternating series, involving the Euler transformation and integral representations, can be found in [3] .
