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A common alternative to full resolution of the near-wall region in computational
fluid dynamics (CFD) simulations is the use of wall functions that decrease the mesh
requirements in this region. This study presents two alternatives to current wall functions.
The first method is based on numerically approximating a turbulent velocity profile using
a one-dimensional subgrid contained within wall-adjacent control cells. The second
method is an analytical approach similar to previous wall function methods, but this
method is valid both inside and outside of the fluid boundary layer. Use of both methods
allows approximation of boundary layers of varying height relative to the first layer
sizing. Use of these methods allows wall adjacent primary grid sizes to vary from low-Re
model sizing of y+ ≈ 1 to grid sizes of y+ ~ 1000 or more without significant loss in
accuracy, and with computational costs similar to currently used wall functions.
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NOMENCLATURE
Ptotal

= primary grid total pressure

Pstatic = primary grid static pressure

∂P
∂x

= primary grid pressure gradient

Rprimary = ratio of primary grid velocities in first and second layer grid cells
Rsubgrid = ratio of subgrid velocities in first and second layer grid cells
U∞

= average free stream velocity

∂U ∞
∂x

= change of free stream velocity with respect to x

V+

= dimensionless primary grid velocity

V

= primary grid velocity

Vmag

= primary grid velocity magnitude

Vtan_i

= primary grid component of tangential velocity

Vtan_mag = primary grid tangential velocity magnitude
Vnew

= adjusted primary grid velocity

Vstar

= velocity adjustment term

Y+

= dimensionless primary grid wall distance ( = ρU τ Y / μ )

u, v

= subgrid defined velocity

uτ

= wall friction velocity ( =

τw ρ

)
x

y

= subgrid node wall distance

y+

= dimensionless wall distance ( = ρU τ y / μ )

β

= model constant

δ

= boundary layer height

δ+

= dimensionless boundary layer height ( = ρuτ δ / μ )

κ

= von Karman Constant

ρ = density
τw

= wall shear stress

ν

= kinematic viscosity

~
ν

= Spalart-Allmaras turbulence variable

νT = turbulent viscosity
μ

= dynamic viscosity

U 1+

= average near-wall velocity computed using analytical prescription of
dimensionless velocity profile

Spalart-Allmaras Turbulence Model:

fw

= wall damping function

fv1

= viscous damping function

fv2

= viscous damping function

Gv

= production of turbulent viscosity

σ ν~

= turbulent diffusivity coefficient
xi

CHAPTER I
INTRODUCTION
Many fluid mechanics problems involve turbulent, wall-bounded flows that are
very complex in nature. The near-wall region or boundary layer of the turbulent flow
field has always been of particular interest in developing accurate models for simulation.
This region is strongly affected by viscous forces, making it very distinguishable from the
free stream region. Different methods have been developed for computational fluid
dynamics (CFD) simulation in order to accurately simulate the near wall region while
also accounting for the shift between viscous dominance in the sublayer and turbulent
eddy flow dominance in the log-law region of the boundary layer. This study investigates
two new methods for simulating the near-wall region of turbulent flow using generalpurpose CFD methods.
The main purpose of the present study is the development of near-wall treatments
that yield reasonable results when using very coarse near-wall meshes relative to those
typically used for resolving the turbulent boundary layer. Both of the methods examined
here make use of an approximation of the velocity profile in the near-wall region. The
first method extends the use of a subgrid to very coarse grids by numerically integrating
an equation that represents the turbulent velocity gradient along the subgrid. Once this
equation has been integrated along the subgrid, the turbulent velocity profile is
represented on the subgrid and the source terms of the primary grid solution can be
1

determined. The second method involves an analytical representation of the turbulent
velocity profile that can extend to very coarse grid meshes for which the first grid cell
extends beyond the turbulent boundary layer. The source terms of the primary grid
solution are determined from an approximate analytical representation of the turbulent
velocity profile. Both methods allow large near-wall mesh sizing extending beyond the
boundary layer with solutions comparable to a fine near-wall mesh using low-Reynolds
number models or wall function models, but with lower overall computational cost.
Unlike the new methods, current wall function models require near-wall mesh sizes
smaller than the turbulent boundary layer to yield accurate solutions, significantly
increasing the meshing requirements compared to the methods developed in this research
effort.
When performing a CFD simulation of fluid flow, the flow field is represented by
a number of grid points which effectively discretize the computational domain. Algebraic
approximations of the continuity and momentum equations of fluid dynamics are solved
within each cell of the computational domain. The time averaged, incompressible
continuity and momentum equations of fluid dynamics that must be numerically solved
are:

∂
(ρu i ) = 0
∂xi
⎡
⎛
⎞⎤
∂
(ρui u j ) = − ∂p + ∂ ⎢(μ + μ t )⎜⎜ ∂ui + ∂u j ⎟⎟⎥
∂x j
∂xi ∂x j ⎣⎢
⎝ ∂x j ∂xi ⎠⎥⎦
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(1.1)

(1.2)

An illustration of the computational domain of a CFD simulation of fluid flow over a flat
plate is shown in Figure 1.1 below. The use of very fine meshes (i.e. large number of grid
cells) can therefore make a simulation very computationally intensive and inefficient. A
large number of cells are often required near the wall to fully resolve a fluid boundary
layer since flow gradients in the wall normal direction are typically highest in this region.
Figure 1.2 shows a larger view of the near-wall region at the leading edge of the example
flat plate mesh. Wall functions are used in order to reduce the number of grid cells in the
near-wall thereby reducing the total simulation time. Figure 1.3 shows a large view of the
grid typically used with wall functions. As can be seen by Figure 1.2 and 1.3, the total
number of cells can be reduced considerably when using wall functions.

Figure 1.1: The computational domain of an illustrative CFD simulation of fluid flow
over a flat plate.

3

Figure 1.2: Near-wall region of the leading edge of a flat plate typically used with lowReynolds number models.

Figure 1.3: Near-wall region of the leading edge of a flat plate typically used with wall
function models.

4

The objective of this study is to develop novel wall function methods that further
extend the ability of current wall functions to accurately predict viscous near-wall effects
on the flow field for coarse near-wall meshes. The new methods are presented and
discussed throughout the remainder of the paper. Chapter 2 gives a brief review of the
current near-wall treatments to identify where the state of the art currently stands and
what improvements are needed. Chapter 3 explains the theory and development of the
one-dimensional subgrid wall function method. Chapter 4 explains the theory and
development of the analytical wall function method. Chapter 5 explains the
implementation of each method into a commercial CFD solver. The results of several
CFD simulations of wall bounded flows using each new method are presented, compared
with other methods, and discussed in Chapter 6. Finally, Chapter 7 gives a summary and
conclusions along with any future improvements that need to be further researched.
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CHAPTER II
CURRENT NEAR-WALL TREATMENTS
The objective of turbulence modeling is the development of a controllable model
that accurately determines the major characteristics of turbulent flow that are of particular
interest (i.e. components of velocity). However, turbulence modeling can be difficult due
to the random nature of turbulence (i.e. fluctuations in velocity) [20]. Several approaches
to modeling of the near-wall region in turbulent flow computational fluid dynamics
(CFD) simulations are already available. Low-Reynolds number turbulence models
(Low-Reynolds number meaning that the Reynolds number of turbulence is low) have
been developed to become one of the most accurate methods for capturing the
characteristics of the near-wall region of the flow field as well as the free stream. These
vary in complexity from simple mixing-length models to two and three equation nonlinear models. As a consequence of the steep wall normal gradients, a fine near-wall grid
mesh relative to the free stream is required in order to accurately capture near-wall
gradients. Use of a fine mesh in the boundary layer region often requires a substantial
percentage of the overall computational expense (memory and CPU time) of the
simulation, and may be prohibitively expensive when dealing with large, complex
geometries. This is especially true in circumstances for which a large number of
simulations are required, such as optimization problems or trajectory calculations using a
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force and moment database generated using multiple CFD runs. In these cases, an
alternative, less computationally expensive method is usually desired.
The most common alternative is the use of a wall function approach to bridge the
region between the wall and the first interior grid node. Many early wall functions were
based on locally defined velocity and temperature profiles that are valid only in the
logarithmic region of the turbulent boundary layer. Wall functions have evolved over
time to accommodate many different types of flows with different geometries, boundary
conditions, and flow conditions. The development and implementation of wall functions
may vary for different formulations, but what is required from wall functions remains the
same. In short, wall functions provide a value for the local wall shear stress, which is
employed as the boundary condition for the momentum equation in wall adjacent cells.
In this way, the effect of the boundary layer is included in the simulations without being
fully resolved. In addition, the turbulent transport equations must be modified to properly
account for viscous near-wall effects and damping of wall-normal velocity fluctuations.
A brief review of recent wall function studies is given in the remainder of this section.
Usually wall function methods assume a logarithmic turbulent velocity profile and
are based on an analytical expression that is matched closely with experimental data.
However, wall function methods often do not work well with complex flow situations,
and early research was conducted in order to improve their accuracy in complex flow
situations such as separated and recirculating flows [1, 2]. Some believe that the use of
wall functions should be avoided since wall functions do not yield the most accurate
results. However, one recent study by Mohammadi and Puigt et al. [3] reaffirms the fact
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that wall functions can be a very useful tool in reducing the calculation complexity of
some fluid flow situations as long as wall functions are utilized appropriately.
A recent study by Kalitzin et al. [4] employed a database approach, in contrast to
empirical expressions, to formulate a wall function methodology. The principle behind all
wall functions is the logarithmic law of the wall, which assumes a form for the velocity
profile in the overlap region between the inner (close to wall) and outer regions of the
boundary layer. Some restrictions exist for wall functions based on empirical formulas,
such as the range of y+ that the wall function is valid, numerical accuracy decrease
associated with increasing the grid size, and the correct boundary conditions to be applied
in the flow solver. One assumption that can be made about the wall layer is that this
region is universal for different types of flows, and that the universal velocity profile can
be determined by integrating a differential equation in the near wall region. This
approach was implemented using a pre-calculated database for the turbulence quantities
and the friction velocity uτ. During this study, a wall function formulation using this
method was incorporated into each of three turbulence models (Spalart-Allmaras, k-ω,
and υ2-f) and evaluated for zero pressure gradient flow over a flat plate and a case of a
streamwise pressure gradient over a flat plate to see how well the proposed adaptive wall
functions capture pressure gradient driven separation and reattachment. A vast
improvement was seen in accuracy of the turbulent models with the adaptive wall
functions versus more standard wall functions based on empirical formulas.
One recently investigated aspect of wall functions is the derivation of the
equations for the independent variables as a function of the normal wall distance through
the transfer of boundary conditions [5]. Wall functions used to mimic the near wall
8

region are used to exactly transfer boundary conditions from the wall to some arbitrary
distance from the wall, thus the boundary condition at this height becomes of Robin type
(meaning that this transfer requires a specification of the function and its normal
derivative on the boundary). The transfer of boundary conditions can be used to derive
the equations for tangential velocity, kinetic energy, or temperature as a function of
normal distance from the wall. Variables included in the derivation of the equation differ
in the different regions of turbulent flow. An example is the turbulent viscosity, μt, which
takes a value of zero in the viscous sublayer, and varies linearly in the logarithmic layer
of turbulent flow. A test case involving plane channel flow was simulated in this study to
test the applicability of wall functions. Several different wall functions using different
boundary conditions at y+ = 100 were compared with the low-Reynolds number model.
The standard boundary condition wall function and nonhomogenous boundary condition
for velocity yielded the best results.
Wall function applicability with turbulent flow depends on the turbulence model
being used along with the wall function. One recent study by Kim et al. [6] showed that
different turbulence models used with wall functions yield different results. The
comparison was made between different wall functions and turbulence models for
simulation of a flow over a backward-facing step. The predicted reattachment location of
each turbulence model was used to evaluate the performance of the turbulence model.
The three near-wall treatments used were standard wall functions, non-equilibrium wall
functions, and a two-layer model [6]. Of those investigated, the non-equilibrium wall
functions with renormalization group and realizable k-ε models gave the best results for
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the reattachment length, skin friction coefficient, and pressure coefficient when compared
to experimental data.
One way to determine if wall functions are useful for a certain case is a two-step
process of verification and validation, which distinguishes between modeling errors and
numerical errors of the wall function for different flow cases. Such a process was recently
presented by Lacasse et al. [7]. Verification ensures that the equations with corresponding
boundary conditions are correct and the method of solving them is also being performed
correctly. Validation of the model is a process of determining whether the model is
suitable for the process of interest such as flow over a flat plate or an impinging jet flow.
A wall function can pass verification, but fail the test of validation when applied to the
wrong test case. The case that was evaluated by Lacasse et al. was fluid flow over a flat
plate and was modeled using the standard k-ε turbulence model. The wall functions
incorporated to account for the viscous sublayer were a one-velocity scale wall function,
two-velocity scale wall function, and a thermal wall function. The verification of the
model with the given wall functions was tested by solving a given set of analytical
solutions for the velocity, pressure, kinetic energy, dissipation, and turbulent viscosity.
The absolute error decreased with each iteration, so the model that was being used was
verified since the equations were derived and being solved correctly. Overall, the twovelocity scale wall function gave better results than the one-velocity wall function for the
case of an isothermal flat plate. The one-velocity scale wall function failed validation for
this test case, but the two-velocity scale wall function was valid for this case.
Standard wall functions have a limited range of applicability since most were
formed from equilibrium flows over flat plates, and the development of a new wall
10

function method is essential to account for flow conditions such as pressure gradients [8].
CFD is being used more for industrial applications rather than experiments, and the most
widely used turbulence model is the k-ε model. Improving current turbulence models
increases the complexity and the computational costs. In this study, current wall function
methods with the k-ε model were tested to evaluate the effect of a changing pressure
gradient and a changing y+ for the wall adjacent cells. The test cases involved a favorable
and adverse pressure gradient, and the topics of interest were the boundary layer height
and dimensionless velocity profile. None of the test cases with a varying y+ performed
well when compared to experimental dimensionless velocity profiles, and most did not
follow the predicted boundary layer height for the pressure gradients. A new approach
using Coles’ “law of the Wake”, which accounts for a pressure gradient, was found to
yield different results when compared to standard log law wall functions.
One study proposed modifying the current wall functions being used to account
for flow fields with pressure gradients which would extend the applicability of wall
functions for more complex flows [9]. This method uses a two-layer wall function to
account for the viscous sublayer and the fully-turbulent core region, but the shear stress
profile in both regions is derived by integrating the streamwise-momentum equation
(including a pressure gradient) with respect to the wall normal direction. The turbulent
velocity profiles are derived from the equations for the shear stress. Also, the equations
for turbulent production and dissipation are updated to account for pressure gradient
flows. This new method was tested with several complex flows such as a backwards
facing step and a blunt-edged flat plate and yielded better prediction for skin friction
coefficient and pressure coefficient when compared to experimental results.
11

A recently documented wall function was developed using coupled velocity and
temperature boundary layer profiles [10] for use in flow simulations with high Mach
number or with wall heat transfer. The velocity profile was derived by unifying the
sublayer region and the log layer region into one continuous function that was applicable
for both. This profile produced accurate results for an adiabatic wall case, but poor results
for the case of a cold wall with heat transfer. To account for the changing wall
temperature, an analytical temperature profile was used to determine the heat flux at the
wall. The wall function boundary conditions were incorporated into a three-dimensional
overset Navier Stokes code (NXAIR). The test cases used for the new wall function
boundary conditions were adiabatic flat plate flow, flow over an axisymmetric bump, flat
plate flow with heat transfer, and flow through a nozzle with heat transfer. Different grid
sizes were also used with each case, varying from y+ = 0.1 to y+ = 200 or 500 depending
on the case. The results were in good agreement with theory and low Reynolds number
results for wall spacings of y+ ≤ 100.
Inability of wall functions to accurately simulate complex flows prompted the
development of a new wall function approach based on numerically integrating along a
one-dimensional subgrid to account for such complex flows (Craft et al. [11-13]). Most
wall functions involving near-wall velocity and temperature profiles are inapplicable to
complex, nonequilibrium flows such as an impinging jet and spinning disc flow. A new
wall function strategy proposed was UMIST-N: Unified Modeling through Integrated
Sublayer Transport-a Numerical approach. This approach solves simplified boundary
layer transport equations that decouples the numerical solution of the near-wall region
from that of the main region. The simplified boundary layer equations are solved in only
12

one dimension across the subgrid normal to the wall. Implementation of the new wall
function involves dividing the near-wall primary grid cell into a number of subgrid cells
where the number and distribution of the subgrid cells depends on the case being
evaluated. Through the use of a subgrid, this wall function was shown to be less sensitive
to primary grid sizes along the wall than more traditional methods. The new method was
tested for a 2-D fully developed channel flow, and the wall function results were in good
agreement with the low-Re model predictions with only a small difference in the
turbulent kinetic energy. For the case of an axisymmetric impinging jet, the new method
produced closer results for the Nusselt number than a non-linear k-ε when compared to a
low-Re model. The same observation was also made with the spinning disc flow.
Another method of the same form developed by the same research group is a
directly analytical approach to the streamwise momentum and energy equations in the
region close to the wall called UMIST-A: Unified Modeling through Integrated Sublayer
Transport-an Analytical approach [13, 14]. This approach was designed to be applicable
to many different flow regimes such as natural, mixed, or forced convection, steep
changes of transport properties across the viscous sublayer, and thickening of the viscous
sublayer in buoyancy-aided mixed convection. Outside the viscous sublayer, the turbulent
viscosity was assumed to increase linearly to the top cell face, but this proved to be less
stable than a hyperbolic variation of viscosity in the cell, which was subsequently
incorporated. In the case of buoyant flows, the temperature entered the momentum
equation as a source term thereby coupling the energy equation and momentum equation
in the region close to the wall. Analytically derived temperature and velocity profiles
inside the viscous sublayer and outside the viscous sublayer to the top face of the primary
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cell were used for the temperature distribution and velocity distribution respectively. The
analytically derived profiles were incorporated into the turbulence model, and the test
cases involved mixed convection in upward flow in a heated pipe. The computation time
associated with using the model was one to two orders of magnitude less than a lowReynolds model with comparable results.
One recently proposed method of wall function implementation involves leaving a
gap in the computational grid that extends from the wall to the top of the boundary layer
[15]. The location of the boundary condition is transferred from the wall to the boundary
layer. A virtual wall is at a prescribed distance from the real wall, and the gap is filled
with phantom cells to allow an improved grid resolution. The flow condition in the
phantom cells is estimated using the data from the wall adjacent primary grid cell at the
virtual wall. Two new wall function methods are used with this grid: the first approach
assumes zero pressure gradient flow, and the second approach considers pressure
gradients in the momentum equation. Both methods were tested for no pressure gradient
flat plate flow and pressure gradient flow through turbomachinery. The first method
failed to provide accurate flow prediction for the turbomachinery, while the second
method gives better results for steady and unsteady flow conditions.
Another recent wall function method developed by Walters and Myers [16] also
involved reducing the near wall computations to a locally one-dimensional equation by
the use of a subgrid. The source terms in the primary near-wall grid cells were obtained
by numerically solving the one-dimensional equations for momentum and turbulence
model quantities to calculate wall shear stress and turbulent production. The subgrid
extended from the wall to the first primary interior grid node. To close the equations a
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linear profile for the normal velocity was assumed ranging from zero at the wall to
primary grid value at the top of the subgrid. Turbulence model equations were also
solved on the subgrid by assuming that the convective terms were negligible. The test
case for the new model was two-dimensional, zero pressure gradient flow over a flat
plate. The results of this method were compared to low-Reynolds number and standard
wall function results, and the computation time of the different methods was compared.
Grid sizes for the test case ranged from y+ = 1 to y+ = 512. Overall, the subgrid model
produced better results for skin friction coefficient and velocity profile for larger grid
sizes. The computation time was an order of magnitude less than low-Re models and
about 40% to 60% higher than standard wall function methods.
Even with all the current near-wall treatments that exist, many improvements still
remain to be considered and researched. Wall function methods’ inability to accurately
represent complex flows such as pressure gradient flow, acceleration around a curved
surface, and stagnation points is still an important issue. Also, previous wall function
methods are still very dependent on the near-wall grid size. With increasing near-wall cell
size, the accuracy of previous wall function methods reduces for CFD simulations. All of
the previous wall function methods to date still require the wall adjacent cell node to be
placed within the boundary layer for reasonable results and require several nodes to lie
within the boundary layer for accurate results. A wall function method that would be
applicable to cell sizes beyond the boundary layer would be a significant step in reducing
the computational costs associated with CFD simulations, which is the focus of the
current research.
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CHAPTER III
THE ONE-DIMENSIONAL SUBGRID WALL FUNCTION METHOD
This chapter outlines the numerical details of the first wall function methodology
developed as part of this study. The one-dimensional subgrid wall function method is an
extension of the previously documented subgrid method of Myers and Walters [16]. In
contrast to Ref. 16, the current study employs an empirical prescription for the
dimensionless velocity gradient, which is numerically integrated on a local onedimensional subgrid to obtain the near-wall velocity profile. Two parameters in the
velocity gradient formula are iteratively updated to ensure that the subgrid velocity
profile matches the primary grid velocity at the first two nodes off of the wall. The
subgrid velocity profile is then used to compute the wall shear stress, which is supplied as
a boundary condition for the momentum equation for the primary grid simulation. The
primary grid is defined as the mesh or group of cells representing the flow field where the
equations of fluid motion are solved. Details of the methodology are given below.
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3.1 Formulation

3.1.1 Wall Function Equation

3.1.1.1 Universal Velocity Gradient

As with other current methods, the proposed subgrid wall function is based on
application of a universal velocity profile. The subgrid-based method proposed here
represents the near-wall velocity by integrating a universal velocity gradient function on a
one-dimensional subgrid oriented in the wall-normal direction. Most wall functions
employ a universal profile solely in terms of inner scaling, i.e. the relevant wall-normal
length scale is the viscous length ν/uτ, and the relevant dimensionless wall distance is y+.
The universal profile proposed here is expressed in terms of both inner and outer scaling,
in order to represent the total boundary layer as well as the freestream region when the
first grid node is located outside of the boundary layer. The new profile therefore uses
two scaling parameters, uτ and β, which must be obtained based on near-wall velocity
information on the primary grid. The universal velocity gradient function is:

∂u +
1200 + (1/ κ ) y +
6
=
× exp − (2 βy ) .
+
+2
+3
∂y
1200 + (1/ κ ) y + y
2

[

]

[

]

(3.1)

where κ is the Von Karman constant. The near-wall velocity profile is obtained by
numerical integration of Eq. (3.1), for given values of the scaling parameters uτ and β.
The parameter uτ provides inner scaling similar to traditional wall function formulations.
The parameter β provides the outer scaling, i.e. β ~ 1/δ, where δ is the boundary layer
thickness. The reasoning behind this form is readily apparent. As y→0, the near-wall
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behavior u+ = y+ is recovered. For the overlap region (y+ >> 1, y/δ << 1), du+/dy+ = 1/κy+,
and the logarithmic profile is recovered. As the quantity βy ~ y/δ becomes large, the
velocity gradient tends to zero in order to blend the velocity profile from the boundary
layer to the freestream region. Representative velocity profiles for an equilibrium flat
plate boundary layer are shown in Fig. 1 for two length-scale ratios uτ/βν, corresponding
to two different dimensionless boundary layer heights (δ+). Also shown are the limiting
behavior of the viscous sublayer region (u+ = y+) and the log-law region (u+ =
(1/κ)*ln(y+)+ 5.7) of the turbulent boundary layer.
30
ut/bn
(d+(δ=+ 250)
uτ/βν= =500
500
≈ 250)

25

ut/bn
(d+(δ=+ 1000)
uτ/βν= =2000
2000
≈ 1000)
u+
y+
u+ == y+

u+
5.75.7
u+ == (1/k)
(1/κ)ln(y+)
ln(y++) +

20
+
u 15

10
5
0
1

10

100
y

1000

10000

+

Figure 3.1: Near-wall velocity profiles obtained by integration of Eq. (3.1), for two
dimensionless boundary layer heights.
3.1.1.2 Applying the One-Dimensional Subgrid

The appropriate specification of the parameters uτ and β requires information
from the first two primary grid nodes off of the wall. Therefore, the one-dimensional
subgrid is applied through the first computational control volume and up to the centroid
of the second control volume, as shown in Fig. 2. The first subgrid node is chosen to
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correspond to approximately y+ = 1 matching the near-wall cell sizing typically suggested
for use with low-Reynolds number models as applied to full primary grid resolution of
the boundary layer. As implemented here, a stretching ratio of 1.2 was applied to the
spacing of the subgrid nodes until the subgrid reached the first primary grid node. From
the first primary grid node to the second layer primary grid node, eight subgrid nodes
were uniformly spaced as illustrated in Fig. 2. Numerical experiments determined that
this spacing was sufficient to accurately reproduce the wall function velocity profile.
The overall procedure for implementing the subgrid-based wall function can be
summarized as follows.
1. Compute the velocity on the subgrid by integrating the dimensional form of
Eq. (1), using current values of uτ and β.
2. Determine if velocity on subgrid matches primary grid velocity in first two
near-wall cells.
3. If not, update uτ and β to reproduce a subgrid velocity profile that more
closely matches primary velocities.
4. Compute τw based on updated value of uτ and apply as wall boundary
condition for momentum equation on primary grid.
5. Compute near-wall turbulence quantities and apply at first primary grid node.
These five steps are executed at the beginning of each iteration of the CFD simulation.
The wall shear stress and subgrid velocity profile therefore converge iteratively with the
rest of the overall simulation. Steps 2-5 above require further detailed explanation, and
are discussed in the remainder of this section.
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Figure 3.2: Near-wall subgrid extending from the wall to the second primary grid node.

3.1.1.3 Matching the Subgrid and Primary Grid Velocities

The correct subgrid velocity profile should yield a velocity at the topmost subgrid
node that is equal to the primary grid velocity stored at the centroid of the second primary
grid cell from the wall. However, the velocity in the first primary grid cell is assumed to
represent an average velocity in that cell, so it is desired that the average velocity on the
subgrid equal this value. The average subgrid velocity is defined as:

u avg

1
=
2Y1

2Y1

∫ u( y )dy

(3.2)

0

The velocity profile on the subgrid is determined to match the primary grid velocity
profile when uavg = Vtan_mag1 and when the velocity at the topmost subgrid node utop =
Vmag2. Here the subscripts 1 and 2 denote the first and second layer primary grid nodes,

respectively. In practice, the second criterion (utop = Vmag2) is expressed as the
requirement that the ratio of velocities in the first and second layer grid cells be equal on
the primary grid and subgrid.
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The ratio of the primary grid velocity at Y2 to the primary grid velocity at Y1 is
determined as follows. The primary grid velocity in the wall adjacent cell, V1 = Vtan_mag1,
is defined as the magnitude of the tangential velocity in the wall adjacent cell, and is
obtained by decomposition of the velocity vector into wall-tangential and wall-normal
components. The primary grid tangential velocity at Y2 is set to be the magnitude of the
primary grid velocity within the second layer cell, V2 = Vmag2. The reason for using the
magnitude of velocity instead of the magnitude of the tangential velocity is to more
accurately account for complex flow fields such as those flow fields involving a
stagnation point and acceleration around a curved surface in which the physical
characteristics of a turbulent boundary layer do not exist, and in which the velocity in the
second layer grid cell may not be primarily in the wall tangential direction. A turbulent
boundary layer flow is the basis for the wall function method. For simple planar flows
such as the equilibrium turbulent boundary layer, the magnitude of the primary grid
velocity is the same as the magnitude of the tangential velocity. Likewise, for simple
planar flows, the ratio of the primary grid velocities is straightforward to compute:
R primary =

V2
.
V1

(3.3)

However, this procedure is modified when the flow field involves a stagnation point or
accelerating flow near a curved surface. Situations such as these introduce a further
difficulty since the boundary layer is not easily distinguishable from the free stream by
variations in velocity alone, since variations in velocity also exist in the free stream due
to the acceleration or stagnation of the flow. A more accurate way to distinguish the
boundary layer from the free stream flow is via the total pressure, and that concept is
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employed here. By assuming that the static pressure is the same at Y1 and Y2 for these
flow situations a representative value of the primary grid velocity at Y2 can be determined
by using a total pressure adjustment. The total pressure is computed at Y2 for
incompressible flow:

1
2
⋅ ρ ⋅ (Vmag 2 )
2

Ptotal 2 = Pstatic 2 +

(3.4)

Once the total pressure has been determined at Y2, it is assumed that the total pressure at
Y2 is related to the static pressure at Y1 by:
Ptotal 2 = Pstatic1 +

1
2
⋅ ρ ⋅ (Vstar 2 ) .
2

(3.5)

Vstar2 is therefore an estimated velocity based on the total pressure difference between the
first and second grid cells. When including these flow conditions the ratio of the primary
grid velocities is:
R primary =

Vstar 2
.
V1

(3.6)

The total pressure adjustment was implemented for all of the test cases shown below. It
was determined to have no effect (as expected) for flat plate flow.
The equivalent ratio of velocities on the subgrid is expressed as:
Rsubgrid =

u top
u avg

,

(3.7)

where, as stated previously, utop is the velocity at the topmost subgrid node, and uavg is the
average subgrid velocity in the first layer primary grid cell, calculated via numerical
integration of the subgrid velocity profiles. The subgrid velocity profile (and the
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parameters uτ and β) is said to be converged with the primary grid velocity field when
Rprimary = Rsubgrid and uavg = V1.
A number of different methods could be used to update the parameters uτ and β to
yield a matching subgrid velocity profile. Here it is assumed that the velocity ratio Rsubgrid
is most sensitive to the boundary layer height parameter β, and that the average subgrid
velocity in the first cell, uavg, is most sensitive to uτ. These values are iteratively updated
by approximating the respective sensitivity derivatives ∂Rsubgrid / ∂β and ∂uavg / ∂uτ and
adjusting them according to:

β new =

R primary − Rsubgrid

(3.8)

∂Rsubgrid / ∂β

uτ ,new =

V1 − u avg
∂u avg / ∂uτ

.

(3.9)

The sensitivity derivatives in the denominators of Eqs. (3.8) and (3.9) are approximated
numerically as follows. First, while holding uτ constant, β is multiplied by 1.5 and the
subgrid velocity is recomputed by numerically integrating the dimensional form of Eq.
(1). The subgrid velocity at the topmost subgrid node and the average subgrid velocity in
the first layer cell (Eq. 3.2) are calculated yielding utop(1.5β) and uavg(1.5β). The current
value of β is then multiplied by 0.5 and the procedure is repeated to find utop(0.5β) and
uavg(0.5β). An approximation of the derivative of the second layer subgrid velocity and
wall adjacent average subgrid velocity with respect to β is then obtained as:

∂u top
∂β

=

(u (1.5β ) − u (0.5β ))
top

top

β
23

,

(3.10)

∂u avg

=

∂β

(u (1.5β ) − u (0.5β ))
avg

avg

β

.

(3.11)

The same steps are repeated for uτ yielding an approximation of the derivative of the
second layer subgrid velocity and wall adjacent average subgrid velocity with respect to
uτ:

∂u top

=

∂uτ

∂u avg
∂uτ

(u (1.5u ) − u (0.5u ))

=

top

τ

top

τ

uτ

,

(u (1.5u ) − u (0.5u ))
avg

τ

avg

τ

uτ

(3.12)

.

(3.13)

The last derivative term (Eq. (3.13)) is used directly in the denominator of Eq.
(3.9). The derivative of the ratio of the subgrid velocities, Rsubgrid, with respect to β is
defined using the chain rule of calculus:

∂Rsubgrid
∂β

=

∂
∂β

⎛ u top
⎜
⎜u
⎝ avg

⎞ ∂u top 1
u top ∂u avg
⎟=
⋅
− 2 ⋅
.
⎟
∂
β
∂
β
u
u
avg
avg
⎠

(3.14)

This derivative term is computed and used in the denominator of Eq. (3.8) to update the
parameter β. This method of approximating sensitivity derivatives and updating the
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parameters was found to be stable and accurate for all cases examined here. In practice,
the updated values at each iteration were under-relaxed by a factor of 0.5 in order to aid
convergence.

3.1.1.4 Determination of Wall Shear Stress

Since the friction velocity, uτ, is updated during each iteration, the variable can be
used to compute the wall shear stress magnitude, τw:

τ w = ρ ⋅ (uτ )2 .

(3.15)

This value of the shear stress is applied as the wall boundary condition for the momentum
equations. The direction of the resultant viscous force is computed by decomposing the
tangential velocity in the first primary cell into its directional components and applying
the shear stress accordingly.

3.1.2 Turbulence Equations

3.1.2.1 Spalart-Allmaras Turbulence Model

For all of the cases examined here, turbulence closure was obtained with the
Spalart-Allmaras turbulence model [12]. This model solves a transport equation for a
single turbulence variable ν~ :
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ρ ⋅U i ⋅

1
∂ν~
= Gν +
∂xi
σ ν~

⎡ ∂
⋅⎢
⎢⎣ ∂x j

~⎞
~
~⎤
⎛
⎜ (μ + ρ ⋅ν~ ) ⋅ ∂ν ⎟ + C b 2 ⋅ ρ ⋅ ∂ν ⋅ ∂ν ⎥ − Yν
⎜
∂x j ⎠⎟
∂x j ∂x j ⎥⎦
⎝

(3.16)

The turbulent viscosity, turbulent production, and turbulent dissipation rate are
given by:

ρ ⋅U i'U 'j = −2 ⋅ μ T ⋅ S ij ,

(3.17)

1 ⎜⎛ ∂U i ∂U j ⎟⎞
+
2 ⎝⎜ ∂x j
∂xi ⎠⎟
,

(3.18)

S ij =

μ T = ρ ⋅ν~ ⋅ fν 1 ,

(3.19)

Gν = C b1 ⋅ (1 − f t 2 ) ⋅ ρ ⋅ Sν ⋅ν~ ,

(3.20)

C
⎛ ν~ ⎞
⎛
⎞
Yν = ⎜ C w1 ⋅ f w − b22 ⋅ f t 2 ⎟ ⋅ ρ ⋅ ⎜⎜ ⎟⎟ .
κ
⎝
⎠
⎝ y⎠
2

(3.21)

Where the viscous damping functions used above are given by:
fν 1 =

X3
,
X 3 + Cν31
2

f t 2 = C t 3 ⋅ e − Ct 4 ⋅ X ,

(3.22)
(3.23)

1

⎡ 1+ C6 ⎤ 6
f w = g ⋅ ⎢ 6 w36 ⎥ ,
⎣ g + C w3 ⎦
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(3.24)

with the variable X and g being represented by
X =

ν~
ν

(

(3.25)

)

g = r + C w2 ⋅ r 6 − r .

(3.26)

3.1.2.2 Determination of the Turbulence Variable

In order to implement the wall function approach, the transport equation,
Eq.(3.16), is not solved in the first layer cells, so a value for the turbulence variable must
be prescribed there. The value is computed based on the linear near-wall profile of ν~
which has been demonstrated for an equilibrium boundary layer [17]. At each first-layer
primary grid node:

ν~ = uτ κY1
where κ is the Von Karman constant.
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(3.27)

3.2 Implementation

To implement the above, a preprocessing step was first performed, in which the
first and second layer primary grid cells were identified, labeled, and stored. When all of
the near-wall neighboring cells had been identified, the one-dimensional subgrid was
constructed from the wall to the primary grid node of the second layer cells as shown in
Fig. 2. The first subgrid node off the wall was placed at a wall distance corresponding to
approximately y+ = 1. The subgrid near-wall node distances were stored in a variable
array indexed to each of the first layer primary grid nodes. Since the velocity profile is
computed by integration of Eq. (3.1), it was not necessary to store the subgrid velocity at
each of the subgrid nodes. Instead, the profile was reconstructed as needed based on uτ
and β, which were stored at each of the first layer primary grid nodes.
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CHAPTER IV
THE ANALYTICAL WALL FUNCTION METHOD
The following chapter outlines the formulation and implementation of the second
wall function method. The analytical wall function method is an extension of previous
analytical wall functions reviewed in Chapter 2. In contrast to previous methods, the
current method applies an analytical velocity profile in the wall adjacent cells that
extends beyond the fluid boundary layer if the boundary layer is contained within the
wall adjacent cells. One parameter is iteratively updated to ensure that the analytical
velocity profile matches the primary grid velocity profile in the wall adjacent cells.
Details of the methodology are given below.

4.1 Formulation

4.1.1 Wall Function Equation

The proposed analytical wall function method assumes a universal piecewise
continuous velocity profile extending from the wall to the height of the wall adjacent
primary cells. This wall function follows the same format as most wall functions by
giving a direct functional relationship between the wall shear stress, the tangential
velocity, and the normal distance from the wall. The function incorporates inner scaling
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since the dimensionless wall distance is the same as the subgrid approach, y+. To
incorporate outer scaling, the functional velocity profile is only applied up to an
estimated boundary layer height, δ. As in the subgrid method outlined previously, the use
of two scaling parameters requires information from the first two wall adjacent primary
grid cells. In the analytical method, the boundary layer height is approximated by
assuming that the velocity in the second layer cell is equal to the free stream velocity.
The value of the friction velocity uτ is chosen such that the average velocity obtained by
integrating the velocity profile over the first primary grid cell is equal to the value of
velocity stored on the primary grid.
The overall procedure for implementing the analytical wall function can be
summarized as follows.
1. Compute the dimensionless primary grid height of the wall adjacent cells Y1+ .
2. Approximate the dimensionless boundary layer height, δ+, using the current
value of uτ and the velocity in the second layer primary grid cell.
3. Determine whether or not the wall adjacent cell height is wholly contained
within the boundary layer by checking to see if 2 ⋅Y1+ > δ + or 2 ⋅Y1+ < δ + .
4. Apply the appropriate analytical velocity profile depending on the condition
met in Step 3 and determine uτ using this velocity profile.
5. Compute τw based on the updated value of uτ and apply as wall boundary
condition for momentum equation on primary grid.
6. Compute near-wall turbulence quantities and apply at first primary grid node.
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All of these previous steps are executed at the beginning of each iteration of the CFD
simulation. The wall shear stress and analytical velocity profile converge iteratively with
the simulation. Steps 2-6 above require detailed explanation, and are discussed in the
remainder of this section.

4.1.1.1 Determination of Dimensionless Primary Grid Velocities

For simple planar flows the velocity within the wall adjacent cells is defined as
the magnitude of the tangential component of the primary grid velocity V1 = Vtan_mag1 and
the velocity within the second layer cells is defined as the magnitude of the primary grid
velocity V2 = Vmag2 as defined in Section 3.1.1 of Chapter 3. From these definitions the
dimensionless primary grid velocities are determined using the following definitions for
the wall adjacent cells and second layer cells:

V1+ =

V2+ =

Vtan_ mag1
uτ

(4.1)

Vmag 2
uτ

.

(4.2)

However, the above procedure is modified for V2+ when the flow field involves a
stagnation point or accelerating flow near a curved surface using the total pressure
correction as in Section 3.1.1 of Chapter 3 with the following correction made.
V2+ =

Vstar 2
uτ

Two separate conditions are considered when applying this analytical wall
function. The first condition is that the wall adjacent cell height is contained entirely
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(4.3)

within the boundary layer, and the second condition is that the wall adjacent cell height
extends beyond the boundary layer. In the first case, the analytically prescribed velocity
profile is assumed to extend through the entire first layer cell. In the second case, the
profile is assumed to extend only up to the boundary layer height, and a uniform velocity
is assumed beyond that.

4.1.1.2 Analytical Piecewise Velocity Profile

An analytical piecewise approximation of the turbulent velocity profile has been
used in previous wall function applications [18], and a similar form has been adopted
here. The use of a piecewise continuous profile allows a reasonably accurate reproduction
of each of the distinctly different regions of the boundary layer without the need for
excessively complex functional forms. The functional form used here is:

u + = y + for y+ ≤ 5 (Viscous Sublayer)
u + = 5.136 ln ( y + ) − 3.266 for 5 < y + ≤ 30 (Buffer Layer)
u + = 2.5ln ( y + ) + 5.7 for 30 < y + (Log-law Region).
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(4.4)
(4.5)
(4.6)

The dimensionless velocity profile described by Eq. (4.4-4.6) is shown in Figure
4.1.
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Figure 4.1: Dimensionless analytical velocity profile.

4.1.1.3 Determination of Dimensionless Boundary Layer Height

The dimensionless boundary layer height, δ+, must be approximated in order to
apply the correct analytical wall function. If the boundary layer is contained within the
wall adjacent cells (δ < 2Y1), then it is assumed that the velocity in the second layer cell
is the freestream velocity. If this condition is true, then the dimensionless primary grid
velocity of the second layer cells is related to the dimensionless boundary layer height by:

V2+ = δ + for δ+ ≤ 5 (Viscous Sublayer)

(4.7)

V2+ = 5.136 ln (δ + ) − 3.266 for 5 < δ + ≤ 30 (Buffer Layer)

(4.8)

V2+ = 2.5ln (δ + ) + 5.7 for 30 < δ + (Log-law Region).
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(4.9)

Since the second layer primary grid velocity is actually assumed to be the freestream
velocity and a current value of uτ is known, then V2+ is given by Eq. (4.3) and the
dimensionless boundary layer height can be estimated by rearranging the above:

δ + = V2+ for V2+ ≤ 5 (Viscous Sublayer)

(4.10)

⎡ V2+
⎤
+ 3.266⎥ for 5 < V2+ ≤ 14.2 (Buffer Layer)
⎣ 5.136
⎦

(4.11)

δ + = exp ⎢

⎡V2+
⎤
− 5.7 ⎥ for 14.2 < V2+ (Log-law Region).
⎣ 2.5
⎦

δ + = exp ⎢

(4.12)

Once the dimensionless boundary layer height is estimated, the friction velocity is
updated according to whether or not the first layer cell is contained within the boundary
layer. These two conditions are outlined separately below.

4.1.1.4 Wall Adjacent Cell Height Contained Within the Boundary Layer (2Y1 < δ)

The primary grid velocity in the wall adjacent cells is computed as the average
velocity obtained by integrating the analytical equations from the wall to the top of the
wall adjacent cells and dividing by the cell height:
1
V =
⋅
2Y1+
+
1

2Y1+

∫ u (y )dy
+

+

+

.

(4.13)

0

With the definition of the average velocity and Eqs. (4.4 - 4.6), the piecewise
approximation for the turbulent velocity profile becomes

V1+ = Y1+ for Y1+ ≤ 2.5 (Viscous Sublayer)

( )

V1+ = 5.136 ln Y1+ − 4.842 +

6.590
for 2.5 < Y1+ ≤ 15 (Buffer Layer)
+
Y1
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(4.14)

(4.15)

V1+ = 2.5ln (Y1+ ) + 4.933 −

32.957
for 15 < Y1+ (Log-law Region).
+
Y1

(4.16)

If the wall adjacent cells are contained within the boundary layer, then Eqs. (4.14 - 4.16)
are used to prescribe the turbulent velocity profile inside the wall adjacent cells.

4.1.1.5 The Boundary Layer Contained Within the Wall Adjacent Cells (δ < 2Y1)

If the boundary layer is contained within the wall adjacent cells, then the turbulent
velocity profile applies only up to the boundary layer and the velocity is assumed uniform
past the boundary layer. Determining the average velocity within the wall adjacent cells
is a little more cumbersome. Instead of integrating from the wall to the top of the wall
adjacent cells, integration should be taken from the wall to the top of the boundary layer
and from the top of the boundary layer to the top of the wall adjacent cells. When
integrating from the top of the boundary layer to the top of the wall adjacent cell, the
equation should be a function of the dimensionless boundary layer height. Determining
the average velocity in this manner is represented by the equation below.
1
V =
2Y1+
+
1

2Y1
⎡δ +
⎤
⋅ ⎢ ∫ u + y + dy + + ∫ u + δ + dy + ⎥
⎢⎣ 0
⎥⎦
δ+

( )

+

( )

(4.17)

Integrating Eqs. (4.4 - 4.6) in this manner yields the following equations for the
average velocity profile inside the turbulent boundary layer.
V1+ =

1
2Y1+

⎛ + + 1 +2 ⎞
+
⎜ 2Y1 δ − δ ⎟ for δ ≤ 5 (Viscous Sublayer)
2
⎝
⎠

V1+ = 5.136 ln (δ + ) − 2.568

δ+
Y

+

+

(4.18)

6.590
− 3.266 for 5 < δ + ≤ 30 (Buffer Layer) (4.19)
+
Y1
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V = 2.5ln (Y
+
1

+
1

δ+

) −1.25 Y

+

−

32.957
+ 5.7 for 30 < δ + (Log-law Region).
+
Y1

(4.20)

The above equations are used to apply the turbulent velocity profile for the wall adjacent
cells with the boundary layer contained within the cells.

4.1.1.6 Determination and Application of Wall Shear Stress

Once the appropriate set of analytical equations are used to assign the turbulent
velocity profile, the friction velocity, uτ, is determined by dividing Vtan_mag1 by the
appropriate dimensionless velocity ( V1+ ) obtained from Eq. (4.14-4.16) or Eq. (4.184.20). Since the friction velocity, uτ, is updated with each iteration, the variable is used to
compute the wall shear stress magnitude, τw, as in Eqn. (3.16). The value of the shear
stress is applied as the wall boundary condition for the momentum equations.

4.1.2 Turbulence Equations

As with the subgrid based wall function, turbulence closure was obtained with the
Spalart-Allmaras turbulence model [12]. This model solves a transport equation for a
single turbulence variable ν~ . The near wall value of ν~ is prescribed based on the friction
velocity uτ and the first layer cell height (see Section 3.1.2).
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4.2 Implementation

To implement the above, a preprocessing step was first performed, in which the
first and second layer primary grid cells were identified, labeled, and stored. During the
simulation, the analytical method requires only that the free stream velocity uτ is stored
within each near wall cell, therefore requiring a smaller added memory requirement than
the subgrid-based method.
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CHAPTER V
IMPLEMENTATION WITHIN THE FLUENT CFD SOLVER
The one-dimensional subgrid velocity profile (1DSVP) and analytical velocity
profile (AVP) wall function methods were incorporated into the FLUENT CFD solver
from Fluent, Inc. (Lebanon, N.H.) using the User-Defined Function capability available
with that solver. Both methods were coded using the C programming language and
coding was focused on both setup (preprocessing) and implementation (processing) of the
methods.
The primary focus of the one-dimensional subgrid is the numerical integration of
Eqn. (3.1) along the subgrid to produce a representative turbulent velocity profile. All of
the steps outlined in section 3.1.1 are repeated with each iteration, and the subgrid
solution converges along with the primary grid solution. The average velocity in the wall
adjacent cells as determined in Eqn. (3.2) is set to converge to the velocity of the primary
grid solution in the wall adjacent cells. Also, the velocity stored at the top subgrid node is
set to converge to the primary grid solution in the second layer cells. Therefore, a
reasonable result for the subgrid velocity profile will be attained once the primary grid
solution is converged.
The analytical wall function method applies a piecewise velocity profile inside the
wall adjacent cells that depends on the normal distance of the primary grid node from the
wall. The average velocity inside the wall adjacent cells is computed by integrating the
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analytical velocity profile and converges with the primary grid solution of the wall
adjacent cells. The velocity at the primary grid node of the wall adjacent cells is set to
equal the average velocity of the analytical velocity profile.

5.1 Momentum Equations on Primary Grid

The momentum equations of the primary grid are solved by the FLUENT solver.
The momentum equations solved within FLUENT are represented by the form:
∂
(ρui u j ) = − ∂p + ∂
∂xi ∂x j
∂x j

⎡
⎛ ∂u ∂u j
⎢(μ + μ t )⎜⎜ i +
⎢⎣
⎝ ∂x j ∂xi

⎞⎤
⎟⎥ .
⎟⎥
⎠⎦

The only contribution of the both wall function methods is defining the appropriate wall
boundary condition. The definition of the wall shear stress for both methods (Eqn. 3.16)
is applied as the boundary condition for the primary grid solution. A source term is
created and applied to the primary grid solution inside FLUENT. In order for this method
to be stable, the wall shear stress is divided by Vtan_mag1 and multiplied by the appropriate
tangential component of velocity during the course of each iteration depending on the
direction of the momentum equation. An example of the source term applied to the
momentum equation is:

τ w,i

( )

⎛ ρ U τ2 ⎞
⎟ ⋅ Vtan_ i .
=⎜
⎟
⎜V
⎝ tan_ mag1 ⎠
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5.2 Turbulence Equation on Primary Grid

The turbulence equations are solved internally within the FLUENT solver. The
turbulence equations for the Spalart-Allmaras model solved within FLUENT are
represented by the following equation:

ρ ⋅U i ⋅

1
∂ν~
= Gν +
∂xi
σ ν~

⎡ ∂
⋅⎢
⎢⎣ ∂x j

~⎞
~
~⎤
⎛
⎜ (μ + ρ ⋅ν~ ) ⋅ ∂ν ⎟ + C b2 ⋅ ρ ⋅ ∂ν ⋅ ∂ν ⎥ − Yν .
⎜
∂x j ⎠⎟
∂x j ∂x j ⎥⎦
⎝

Defining the value of the turbulence variable ν~ in the first layer of the primary grid
solution is the only contribution of both wall function methods. The value of the turbulent
variable, ν~ , is prescribed by Eqn. (3.25). Assuming that the determined value of uτ is
being calculated correctly for the correct turbulent velocity profile, then this value of
turbulent variable (ν~ * ) should be forced into the primary grid solution. One way to force
the value of the primary grid solution of the turbulence variable to Eqn. (3.25) is adding a
source term to the above equation that closes the gap between the two as shown below:

ρ ⋅U i ⋅

1 ⎡ ∂ ⎛⎜
∂ν~ ⎞⎟
∂ν~
∂ν~ ∂ν~ ⎤
(
= Gν +
⋅⎢
+ ρ ⋅ν~ ) ⋅
+ C b2 ⋅ ρ ⋅
⋅
μ
⎥ − Yν + Sν
∂xi
∂x j ∂x j ⎦⎥
σ ν~ ⎣⎢ ∂x j ⎝⎜
∂x j ⎠⎟

where

(

)

Sν = 10 20 ⋅ ν~ * − ν~ .
Multiplying the difference between the two by a very large number, i.e. 1e20, causes the
turbulence equation to be dominated by this new source term and the other terms will
essentially be equal to zero:

(

0 = 10 20 ⋅ ν~ * − ν~

)

The primary grid solution, ν~ , will quickly converge to the value calculated by Eqn.
(3.25) ν~ * in order to satisfy this equation.
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CHAPTER VI
RESULTS: WALL BOUNDED FLOWS
Both wall function methods (1DSVP and AVP) were applied to several different
wall bounded flow test cases with the Spalart-Allmaras turbulence model for various grid
resolutions. Additional cases were performed using currently available wall function
capability, denoted as “standard” wall functions (SWF). As implemented in FLUENT,
the Spalart-Allmaras model makes use of a hybrid near-wall treatment that combines the
standard model with a wall function approach as the first cell value of y+ becomes large.
Results obtained with the unmodified FLUENT implementation therefore represent the
SWF cases. Details of the SWF method are available in the FLUENT User’s Guide [19].
Fully viscous reference cases using the Spalart-Allmaras turbulence model with a
near-wall grid size of y+ = 1 are used as reference results for comparison purposes with
both new wall function methods and “standard” wall functions on coarse meshes. Both
new wall function methods along with “standard” wall functions are tested with varying
grid sizes ranging from y+ = 5 to y+ = 25450 for all test cases. Varying grid sizes were
used in order to examine the sensitivity of each method to grid coarseness. To check the
accuracy of each method, comparisons of skin friction coefficient are made for the
varying grid sizes for each method and compared to the reference results.
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6.1 Zero Pressure Gradient Flat Plate Boundary Layer Flow

All three methods (1DSVP, AVP, and SWF) were first tested on flat plate cases at
different Reynolds numbers based on an overall dimensionless plate length of ReL =
5x106 and ReL = 5x107. The initial grid spacing is determined assuming a flat plate wall
bounded flow and determining the wall shear stress, τw, based on a characteristic
Reynolds number, ReL, in terms of the approach freestream velocity Uinf, and a reference
length L that corresponds for example to the plate length or the cylindrical body length.
The wall shear stress may be estimated by the following empirical correlation:

τw =

(0.031⋅ ρ ⋅U ) ,
2
inf

(Re L )1 / 7 ⋅ 2

ReL =

U inf L
ν

.

(6.1)

(6.2)

From the definition of the wall shear stress, the friction velocity, uτ, can be determined
using the following equation:
uτ =

τw
.
ρ

(6.3)

Using this definition of the friction velocity, the initial grid spacing can be determined for
the desired dimensionless wall distance, y+:
y +ν
y=
uτ

(6.4)

Coarser grids had varying wall adjacent grid node distances depending on the
dimensional wall sizing and the Reynolds number. Tables 6.1 and 6.2 list the number of
wall adjacent grid nodes, nodal dimensional wall distances, and coarseness of each grid
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in terms of first cell nominal y+ for each Reynolds number. Grid 1 is the reference grid,
and grid 5 is the coarsest grid, and it is apparent that the first layer wall spacing is quite
large, especially for the case of Re = 5x107. Figure 6.1 shows the reference grid (Grid 1)
for the flat plate flow field with a grid spacing of y+ = 1 which is normally used with lowRe modeling. Figure 6.2 shows a zoomed view of the near-wall region of Grid 1 at the
leading edge of the flat plate, and Figure 6.3 shows a zoomed view of the near-wall
region of Grid 5 at the leading edge of the flat plate. When comparing Figures 6.2 and
6.3, it can easily be seen that the number of computational cells has been greatly reduced
with Grid 5, thereby reducing the computational costs of the simulation.
Table 6.1: Wall-adjacent cell meshing and coarseness (Re = 5x106)

No. Nodes
Wall Spacing (m)
Coarseness (y+)

Grid 1
295
2.4E-05
1

Grid 2
295
2.4E-04
10

Grid 3
295
2.4E-03
100

Grid 4
33
2.4E-02
1000

Grid 5
15
7.3E-02
3000

Table 6.2: Wall-adjacent cell meshing and coarseness (Re = 5x107)

No. Nodes
Wall Spacing (m)
Coarseness (y+)

Grid 1
295
2.8E-06
1

Grid 2
295
2.4E-04
85

Grid 3
295
2.4E-03
850
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Grid 4
33
2.4E-02
8500

Grid 5
15
7.3E-02
25450

Figure 6.1: Flat plate flow field with a wall adjacent grid coarseness of y+ = 1.

Figure 6.2: Near-wall region of the leading edge of the flat plate with a wall adjacent
grid coarseness of y+ = 1.
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Figure 6.3: Near-wall region of the leading edge of the flat plate with a wall adjacent
grid coarseness of y+ = 3000.
Comparisons of computed skin friction coefficient were made for each grid and
with each wall function method. Figures 6.4 through 6.9 show the skin friction coefficient
as a function of the local Reynolds number along the length of the plate for both plate
cases. The wall shear stress is very sensitive to the near-wall grid spacing since the wall
shear stress is a function of the velocity gradient at the wall. Therefore, it was expected
that very coarse wall adjacent cell node spacing can lead to significant errors for the SWF
method since this method is strictly valid only inside the turbulent boundary layer. As can
be seen from Figures 6.4 and 6.7, the SWF method is more sensitive to the primary grid
node wall spacing of the wall adjacent cells. Near the leading edge of the plate, the skin
friction coefficient is significantly under predicted for both Reynolds numbers. However,
using the 1DSVP and AVP methods, the skin friction coefficient closely follows the
reference case all along the plate length for both plate length Reynolds numbers. For
ReL=5x106, the Grid 2 case yields a slight under prediction of the skin friction for the
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SWF and 1DSVP methods due to the wall adjacent cells lying within the buffer region of
the turbulent boundary layer. This is expected since the buffer region of the turbulent
boundary layer is somewhat difficult to accurately predict. Matching the viscous sublayer
with the log-law layer to the best fit curve in the buffer region does not necessarily yield
the best velocity profile. All three methods tend to slightly over predict the skin friction
coefficient towards the end of the plate.
The skin friction underprediction by the SWF method on the coarsest meshes in
the upstream region of the plate is to be expected. For the coarsest mesh, the boundary
layer height at the midpoint of the plate (i.e. Rex = 2.5x106 and Rex = 2.5x107), based on
empirical correlations, is 0.0423 m and 0.0267 m, respectively. Comparing to the nearwall mesh sizes in Tables 6.1 and 6.2, this suggests that the boundary layer should be
completely contained within the first grid cell for the coarsest mesh. The 1DSVP and
AVP methods are expected to yield an improved prediction over the SWF method by
resolving the boundary layer within the wall adjacent cells.
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Figure 6.4: Skin friction coefficient vs. Reynolds number using the SWF method for
ReL=5x106.
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Figure 6.5: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
ReL=5x106.
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Figure 6.6: Skin friction coefficient vs. Reynolds number using the AVP method for
ReL=5x106.
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Figure 6.7: Skin friction coefficient vs. Reynolds number using the SWF method for
ReL=5x107.
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Figure 6.8: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
ReL=5x107.
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Figure 6.9: Skin friction coefficient vs. Reynolds number using the AVP method for
ReL=5x107.
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A major advantage of using wall functions is the increased computational savings
experienced when using a coarse near-wall mesh. Increasing the near-wall cell size
decreases the total number of cells, which in turn decreases the number of iterations it
takes to reach a converged solution. Tables 6.3 and 6.4 give the computational costs
associated with each method for both Reynolds numbers using Grids 3 and 5. Several
factors affecting computational costs are included in both tables such as the number of
iterations to reach a converged solution, the time per iteration, and the overall CPU time
required to reach a converged solution. The 1DSVP and AVP method converges slower
than the SWF method for both grids and takes more iterations to reach convergence,
which is expected when computing the velocity profile along the subgrid and applying
the analytical velocity profile. All three methods, however, yield dramatic decreases
versus the fully resolved boundary layer, with an overall reduction in computational time
up to 99.9% on the coarsest mesh (Grid 5). However, the 1DSVP and AVP methods used
with Grid 5 yields results comparable to the SWF method with Grid 3, but with an
dramatic decrease in computational time.

Table 6.3: Computational costs for the flat plate (Re = 5x106)

Method
No. of Iterations
Time per Iteration (s)
Total Time (s)

Grid 3
SWF 1DSVP
900
1000
1.37
1.53
1233 1530

AVP
1000
1.49
1490
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Grid 5
SWF 1DSVP
80
100
0.062 0.071
4.96
7.1

AVP
450
0.059
26.6

Table 6.4: Computational costs for the flat plate (Re = 5x107)

Method
No. of Iterations
Time per Iteration (s)
Total Time (s)

Grid 3
SWF 1DSVP
875
950
1.21
1.56
1059 1482

AVP
950
1.02
969

Grid 5
SWF 1DSVP
60
80
0.077 0.071
4.62
5.68

AVP
400
0.06
24

6.2 Cylindrical Body Boundary Layer Flow

Turbulent flow over a cylindrical body was simulated for overall Reynolds
numbers of 5x106 and 5x107 based on the cylinder axial length. The fluid flow is in the
axial direction of the cylindrical body and this geometry resembles flow over a missile or
other projectiles. Each method was tested for this case for both Reynolds numbers and
compared with a reference case using a spacing of y+ = 1 for the wall adjacent cells. The
initial grid spacing was determined assuming a flat plate wall bounded flow discussed
previously in Section 5.1. Several different surface mesh spacings and near-wall normal
mesh spacings are used. The surface meshes are classified based on the ratio of surface
node spacing to cylinder diameter. For example, the diameter of the cylinder is 1 m and
the finest surface mesh used a spacing of 0.1 m. Therefore the surface mesh used for this
case is denoted by the dimensionless value 0.1. Figure 6.10 shows the cylindrical body
with the surface mesh of 0.1, and Figure 6.11 shows the near-wall mesh for the reference
(y+=1) case which is used with the low-Reynolds number model.
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Figure 6.10: Cylindrical body with a surface mesh of 0.1.

Figure 6.11: Near wall mesh for reference grid with y+ = 1.
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When using all three methods, the same surface meshes are used, but the wall
adjacent and second layer cell height are constructed by extruding the surface mesh in the
wall-normal direction to create a two-cell near-wall mesh, with each cell height equal to
two-thirds times the surface mesh extent. Figure 6.12 shows the near-wall mesh used
with the wall function method for a surface mesh of 0.1. Also, two more cases using
surface meshes of 0.2 and 0.25 are simulated using the all three methods and the wall
adjacent and second layer cell heights were similarly extruded two-thirds times the given
surface mesh spacing. When comparing Figure 6.12 with Figure 6.11, it is obvious that
the number of grid points has been reduced with the wall function mesh which reduces
the overall computational cost associated with this simulation. Tables 6.5 and 6.6 list the
surface mesh sizes, number of wall adjacent cells, and coarseness of each grid based on
the dimensionless wall distance y+ for each Reynolds number.

Figure 6.12: Near-wall mesh for the wall function method with a surface mesh of 0.1.
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Table 6.5: Wall-adjacent cell meshing and coarseness (Re = 5x106)
Surface Mesh
No. Nodes
Wall Spacing (m)
Coarseness (y+)

0.1
14516
1.0E-04
1

0.1
14516
0.067
670

0.2
3566
0.133
1330

0.25
2586
0.167
1670

Table 6.6: Wall-adjacent cell meshing and coarseness (Re = 5x107)
Surface Mesh
No. Nodes
Wall Spacing (m)
Coarseness (y+)

0.1
14516
1.0E-05
1

0.1
14516
0.067
6700

0.2
3566
0.133
13300

0.25
2586
0.167
16700

Skin friction coefficient results versus Reynolds number are plotted in Figures
6.13 through 6.18 for each method and results are compared to the reference case for both
Reynolds numbers. All cases show similar qualitative behavior of the skin friction
distribution. The shear stress at the fore stagnation point is zero, rises to a very high level
as the flow accelerates over the fore hemisphere, and then shows behavior similar to a flat
plate boundary layer along the major portion of the surface. A second peak is visible as
the flow accelerates over the aft hemisphere of the geometry.
The plots in Figures 6.13 through 6.18 indicate that the 1DSVP and AVP methods
show less sensitivity to near-wall mesh size than the SWF method for both Reynolds
numbers over the majority of the body surface. In fact, results for all three methods look
similar for each of the larger two surface meshes, but a surface mesh of 0.1 yields results
for 1DSVP and AVP that are almost identical to the reference case. The SWF method
under predicts the skin friction coefficient for a surface mesh of 0.1, especially at the
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higher Reynolds number. As the surface mesh is made coarser, all three methods are very
close in the prediction of the skin friction coefficient, and little significant difference
between the each method can be found.
It should be pointed out that all three methods were unable to accurately predict
the peak shear stress on the forward hemisphere at the leading edge. Furthermore, the
predicted value decreases as the number of cells are decreased. The boundary layer in this
region undergoes rapid acceleration and deceleration and does not resemble the
equilibrium boundary layer that is used as the basis for the assumed wall function
velocity profile which explains this small inaccuracy.
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Figure 6.13: Skin friction coefficient vs. Reynolds number using the SWF method for
ReL=5x106.
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Figure 6.14: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
ReL=5x106.

0.012

Reference Grid
Surface Mesh = 0.1

0.01

Surface Mesh = 0.2
Surface Mesh = 0.25

Cf

0.008

0.006

0.004

0.002

0
-1.00E+06

0.00E+00

1.00E+06

2.00E+06

3.00E+06

4.00E+06

5.00E+06

6.00E+06

Re

Figure 6.15: Skin friction coefficient vs. Reynolds number using the AVP method for
ReL=5x106.
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Figure 6.16: Skin friction coefficient vs. Reynolds number using the SWF method for
ReL=5x107.
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Figure 6.17: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
ReL=5x107.
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Figure 6.18: Skin friction coefficient vs. Reynolds number using the AVP method for
ReL=5x107.
In terms of computational expense, each method yields fairly close results when
compared to the reference grid. A comparison is given in Tables 6.7 and 6.8 between the
computational costs associated with each method for a surface mesh of 0.1. Each method
offers significant computational savings when compared to the reference case, but the
1DSVP and AVP methods yield results closer to the reference grid over most of the
cylinder surface.

Table 6.7: Computational costs for the circular cylinder (Re = 5x106)

Method
No. of Iterations
Time per Iteration (s)
Total Time (s)

Reference
450
63.6
28620

Surface Mesh = 0.1
SWF
1DSVP
250
275
24
29.6
6000
8140
58

AVP
300
25.7
7710

Table 6.8: Computational costs for the circular cylinder (Re = 5x107)

Method
No. of Iterations
Time per Iteration (s)
Total Time (s)

Reference
550
72.5
39875

Surface Mesh = 0.1
SWF
1DSVP
300
250
23
30.9
6900
7725

AVP
275
25.2
6930

6.3 Favorable Pressure Gradient Boundary Layer Flow

A flow involving a favorable pressure gradient (FPG) for a flat plate was also
considered in testing the new wall function methods. Three different Reynolds numbers
based on the plate length of ReL = 12x105, 12x106, and 12x107 were used to evaluate all
three methods behavior when introduced to a favorable pressure gradient. This type of
flow is modeled by creating a flow field with a converging channel section as shown in
Figure 6.19. The top portion of the flow field is represented by an inviscid wall and the
converging section begins at one third of the plate length and ends at two thirds of the
plate length. The flow area at the exit of the flow field is one half as big as the inlet of the
flow field. Through the converging section, the flow accelerates along the length of the
plate which increases the shear stress acting on the plate. The acceleration parameter is a
dimensionless number that represents the strength of a pressure gradient flow field and
can be determined by using the following equations. First, approximate the average free
stream velocity along the length of the flow field:
U∞ =

2 ⋅ (Ptotal ,in − Pstatic )

ρ

,

(6.5)

where Ptotal,in is the FLUENT defined total pressure at the inlet of the flow field and Ps is
the FLUENT defined static pressure. Next, the change in the average free stream velocity
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along the length of the plate must be determined using Eq. (6.5) and the FLUENT
defined pressure gradient ∂P ∂x :
∂U ∞
1 ∂P
=−
ρU ∞ ∂x
∂x

(6.6)

The acceleration parameter is calculated using the following equation:
AP = υ

∂U ∞ 1
∂x U ∞2

(6.7)

The acceleration parameter for the Reynolds numbers of 12x105 and 12x107 has a similar
shape with a maximum value of AP = 1.67x10-6 and AP = 1.58x10-8 respectively. Figure
6.20 shows the acceleration parameter (AP) along the length of the plate for a Reynolds
number of 12x106 with a maximum value AP = 1.7x10-7.

Uinlet

Figure 6.19: Flow field for FPG flat plate using a converging channel.
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Figure 6.20: Acceleration parameter for the favorable pressure gradient flat plate

Grid spacing is determined assuming a flat plate wall bounded flow as before.
Coarser grids have varying wall adjacent grid node distances depending on the
dimensional wall sizing and the Reynolds number. Tables 6.9 and 6.10 list number of
wall adjacent grid nodes, nodal dimensional wall distances, and coarseness of each grid
in terms of first cell nominal y+ for Reynolds numbers 12x106 and 12x107. Grid 1 is the
reference grid. Figure 6.21 shows the reference grid (Grid 1) for the favorable pressure
gradient flow field with a grid spacing of y+ = 1 which is used with a low-Reynolds
number model. Figure 6.22 shows a zoomed view of the near-wall region of Grid 1 at the
leading edge of the flat plate, and Figure 6.23 shows a zoomed view of the near-wall
region of Grid 5 at the leading edge of the flat plate which is used with the wall function
methods.
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Table 6.9: Wall-adjacent cell meshing and coarseness (Re = 12x106)

No. Nodes
Wall Spacing (m)
Coarseness (y+)

Grid 1
352
1.3E-05
0.5

Grid 2
352
1.3E-04
5

Grid 3
352
1.3E-03
50

Grid 4
120
1.3E-02
500

Grid 5
33
8.6E-02
3300

Table 6.10: Wall-adjacent cell meshing and coarseness (Re = 12x107)

No. Nodes
Wall Spacing (m)
Coarseness (y+)

Grid 1
558
1.5E-06
0.5

Grid 2
352
1.3E-04
43

Grid 3
352
1.3E-03
433

Grid 4
120
1.3E-02
4333

Grid 5
33
8.6E-02
28600

Figure 6.21: Favorable pressure gradient flow field with a wall adjacent grid coarseness
of y+ = 1.
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Figure 6.22: Near-wall region of the leading edge of the favorable pressure gradient flow
field with a wall adjacent grid coarseness of y+ = 1.

Figure 6.23: Near-wall region of the leading edge of the favorable pressure gradient flow
field with a wall adjacent grid coarseness of y+ = 3300.
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Skin friction coefficient results versus Reynolds number are plotted in Figures
6.24 through 6.29 for each method and results are compared to the reference case for both
Reynolds numbers 12x106 and 12x107. All cases show similar qualitative behavior of the
skin friction distribution so the case with Reynolds number ReL = 12x105 is excluded
from the plots.
The 1DSVP and AVP methods show less sensitivity to near-wall mesh size than
the SWF method for both Reynolds numbers over the majority of the body surface. The
skin friction coefficient is very high at the inlet of the channel, and the 1DSVP and AVP
methods give good agreement with the reference solution. However, the SWF highly
underpredicts the skin friction coefficient at the inlet of the channel as the near-wall cell
size is increased. This is due to the boundary layer being so small at the inlet for the
developing flow and being completely contained within the wall adjacent cells. Also, the
skin friction results for all three methods closely follow the reference grid for the entire
channel length, but better agreement can be observed with the 1DSVP and AVP methods.
As the near-wall cell size increases, the SWF method begins to underpredict the skin
friction coefficient towards the exit of the channel since the boundary layer is being
compressed within the wall adjacent cells due to the accelerating flow. The 1DSVP and
AVP method are relatively unaffected by this change in the flow field. Again, a possible
explanation of Grid 2 overpredicting the skin friction coefficient is the wall adjacent cells
lying within the buffer region of the turbulent velocity profile.
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Figure 6.24: Skin friction coefficient vs. Reynolds number using the SWF method for
FPG flow with ReL=12x106.
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Figure 6.25: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
FPG flow with ReL=12x106.
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Figure 6.26: Skin friction coefficient vs. Reynolds number using the AVP method for
FPG flow with ReL=12x106.

0.0025

0.002
Grid 5
Grid 4
Grid 3

0.0015
Cf

Grid 2
Reference Grid
0.001

0.0005

0
0.00E+00

2.00E+07

4.00E+07

6.00E+07

8.00E+07

1.00E+08

1.20E+08

1.40E+08

Re

Figure 6.27: Skin friction coefficient vs. Reynolds number using the SWF method for
FPG flow with ReL=12x107.
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Figure 6.28: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
FPG flow with ReL=12x107.
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Figure 6.29: Skin friction coefficient vs. Reynolds number using the AVP method for
FPG flow with ReL=12x107.
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6.4 Adverse Pressure Gradient Boundary Layer Flow

A flow involving an adverse pressure gradient (APG) for a flat plate was also
considered in testing the new wall function methods. Three different Reynolds numbers
based on the plate length of ReL = 12x105, 12x106, and 12x107 are used to evaluate all
three methods behavior when introduced to a adverse pressure gradient. This type of flow
is modeled very similar to the favorable pressure gradient by creating a flow field with a
diverging channel section. Again, the top portion of the flow field is represented by an
inviscid wall, and the diverging section begins at one third of the plate length and ends at
two thirds of the plate length. The flow area at the exit of the flow field is twice as big as
the inlet of the flow field. The flow decelerates through the diverging section. Figure 6.30
shows the acceleration parameter along the length of the plate for a Reynolds number of
12x106 with a minimum value AP = -5.5x10-8. The acceleration parameter for the
Reynolds numbers of 12x105 and 12x107 has a similar shape with a maximum value of
AP = -5.4x10-7 and AP = -5.6x10-8 respectively.
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Figure 6.30: Acceleration parameter for the adverse pressure gradient flat plate
Again grid spacing is determined assuming a flat plate wall bounded flow.
Coarser grids have varying wall adjacent grid node distances depending on the
dimensional wall sizing and the Reynolds number. Grid spacing is the same as the
favorable pressure gradient case for Reynolds numbers 12x106 and 12x107 which can be
observed again in Tables 6.9 and 6.10. Figure 6.31 shows the reference grid with nearwall grid spacing of y+ = 1 and Figure 6.32 shows Grid 5 with near-wall grid spacing of
y+ = 3300.
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Figure 6.31: Adverse pressure gradient flow field with near-wall grid spacing of y+ = 1.

Figure 6.32: Adverse pressure gradient flow field with near-wall grid spacing of
y+ = 3300.

Skin friction coefficient results versus Reynolds number are plotted in Figures
6.22 through 6.27 for each method and results are compared to the reference case for both
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Reynolds numbers 12x106 and 12x107. All cases show similar qualitative behavior of the
skin friction distribution so the case with Reynolds number ReL = 12x105 is excluded
from the plots.
The 1DSVP and AVP methods show less sensitivity to near-wall mesh size than
the SWF method for both Reynolds numbers over the majority of the body surface.
However, Grid 4 results for all three methods greatly overpredict the skin friction
coefficient for the Reynolds number ReL = 12x106 and ReL = 12x107 until the diverging
section has completely expanded. No explanation as to why this happens for Grid 4 is
known at this time. Also, Grid 2 results overpredict the skin friction for the Reynolds
number ReL = 12x107 and no explanation for this is known at this time. On the other
hand, the 1DSVP and AVP methods do yield results closer to the reference solution
toward the inlet of the channel without regard to near-wall cell size. The SWF method
fails to follow the reference solution toward the beginning of the channel which gives the
notion that this method is still very sensitive to the near-wall cell size. The boundary
layer expands as the flow travels through the diverging section which leads to a better
prediction of the skin friction coefficient at the outlet by the SWF method.
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Figure 6.33: Skin friction coefficient vs. Reynolds number using the SWF method for
APG flow with ReL=12x106.
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Figure 6.34: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
APG flow with ReL=12x106.
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Figure 6.35: Skin friction coefficient vs. Reynolds number using the AVP method for
APG flow with ReL=12x106.
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Figure 6.36: Skin friction coefficient vs. Reynolds number using the SWF method for
APG flow with ReL=12x107.
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Figure 6.37: Skin friction coefficient vs. Reynolds number using the 1DSVP method for
APG flow with ReL=12x107.
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Figure 6.38: Skin friction coefficient vs. Reynolds number using the AVP method for
APG flow with ReL=12x107.
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6.5 Backwards Facing Step Boundary Layer Flow

Another test case used involves fluid flow over a backwards facing step (BFS).
The model for this case was developed in the same manner as the model developed by
Kim et al. [3]. The Reynolds number based on the step height is Reh = 38000. A fully
turbulent velocity profile is assumed and used as an inlet condition for the flow field. The
region of interest for this case is the backside of the step extending from the step height to
the exit. The skin friction coefficient is plotted along the distance of this region.
Again the grid spacing is determined assuming flat plate boundary layer
flow. Therefore, a Reynolds number based on the length from the step height to exit is
calculated in order to determine the grid spacing. Table 6.11 lists the number of wall
adjacent grid nodes, nodal dimensional wall distances, and coarseness of each grid in
terms of first cell nominal y+. Figure 6.39 shows the reference grid, Grid 1, with a nearwall grid spacing of y+ = 1. Figure 6.40 shows the near-wall mesh of the reference at the
step and Figure 6.41 shows the near-wall mesh of Grid 5 at the step. When comparing
both near-wall meshes, Grid 5 has significantly less grid points than Grid 1. Therefore,
using Grid 5 for a CFD simulation offers significantly less computational costs than Grid
1.

Table 6.11: Wall-adjacent cell meshing and coarseness (Reh = 38000)

No. Nodes
Wall Spacing (m)
Coarseness (y+)

Grid 1
215
4.4E-06
0.5

Grid 2
215
4.4E-05
5

Grid 3
215
4.4E-04
50
75

Grid 4
64
4.4E-03
500

Grid 5
15
1.4E-02
1600

Figure 6.39: Backwards facing step flow field with near-wall grid spacing of y+ = 1.

Figure 6.40: Near-wall mesh of backwards facing step with near-wall grid spacing of
y+ = 1.
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Figure 6.41: Near-wall mesh of backwards facing step with near-wall grid spacing of
y+ = 1600.
Plots of skin friction coefficient are given in Figures 6.28 through 6.30 in which
the skin friction coefficient is plotted against the distance from the step divided by the
step height. When comparing methods, the 1DSVP and AVP method clearly yield results
closer to the reference solution past the recirculation region. As the near-wall cell size
increases, the SWF method yields results that do not follow the reference solution, but the
1DSVP and AVP methods seem to be insensitive to grid size further downstream from
the step. However, in the recirculation region of the flow field, the SWF method yields
results closer to the reference solution. The 1DSVP and AVP methods are developed
assuming a turbulent boundary layer exists in the flow field and do not account for flow
situations such as the recirculation region. This would account for the disagreement
between these two methods and the reference solution. Since the recirculation region
does not even resemble a turbulent boundary layer, it can be reasonably assumed that
77

both methods would fail in this region. Again, both methods yield better prediction of the
skin friction coefficient further from the recirculation region. Some further research
should be considered to update the current methods to account for these complex flows.
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Figure 6.42: Skin friction coefficient vs. x/h using the SWF method for BFS flow with
Reh=38000.
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Figure 6.43: Skin friction coefficient vs. x/h using the 1DSVP method for BFS flow with
Reh=38000.
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Figure 6.44: Skin friction coefficient vs. x/h using the AVP method for BFS flow with
Reh=38000.
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CHAPTER VII
CONCLUSION
The development and assessment of two new wall function methods has been
presented in this thesis. The objective was the development of a new wall function
method that is relatively insensitive to the near-wall cell size, even for the case of
extremely coarse (i.e. inviscid) near-wall mesh sizing. The first method investigated is
based on the numerical integration of a velocity gradient along a one-dimensional wallnormal subgrid contained within the near-wall grid cell (1DSVP) to assign a continuous
turbulent velocity profile that extends beyond the boundary layer. The 1DSVP method
yielded results close to the low-Re model for most of the cases when comparing skin
friction coefficient results, but the computational costs associated with using the 1DSVP
are significantly lower than the computational costs associated with using a low-Re
model when using the 1DSVP on coarse near-wall meshes. When compared to the SWF
method, the 1DSVP is comparable in terms of computational costs, but with greater
accuracy. However, the predicted wall shear stress in regions of stagnation points,
accelerating flow around a curved surface, and recirculating flow are not in good
agreement with a low-Re model when comparing skin friction coefficient results. The
objective has therefore been partially achieved. The 1DSVP method successfully models
near-equilibrium turbulent boundary layer flows, but more research is needed for the
method to be generally applicable to complex flow conditions.
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The second method is based on an analytical representation (AVP) of the
turbulent velocity profile that is valid beyond the boundary layer. Again, when compared
to a low-Re model, the AVP yields results for skin friction coefficient that are
comparable, but with a significant reduction in computational costs when using coarse
meshes. The computational costs associated with using AVP and SWF methods are
comparable when both methods are applied to coarse meshes, but the AVP method yields
more accurate results for skin friction coefficient when both are compared to a low-Re
model. As with the 1DSVP, the skin friction coefficient results of the AVP are not in
good agreement with a low-Re model in regions of a stagnation point, an accelerating
flow around a curved surface, and a recirculating flow. Therefore, the objective of the
current study is also partially achieved with the AVP method for cases of turbulent
boundary layer flows since the method is relatively insensitive for coarse near-wall
meshes.
When comparing the accuracy of the results for skin friction coefficient for both
methods (1DSVP and AVP), there is no noticeable difference between the two methods
developed in this study. Both methods provide almost identical results for skin friction
coefficient for all the cases examined. However, due to the simplicity of the AVP, this
method is superior to the 1DSVP since a one-dimensional subgrid must be constructed
for the 1DSVP. It is therefore recommended that further research and development be
focused primarily on the AVP method.
All of the results with both methods have been produced using the one-equation
turbulence model by Spalart and Allmaras [12]. The model solves a transport equation for
the turbulence variable, ν~ , which is prescribed in first-layer near-wall grid cells by both
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wall function methods by adding a source term to the primary grid solution. Both
methods are expected to be generally applicable with other turbulence models by simply
modifying versions of both methods to accommodate first cell matching requirements of
the different turbulence models.
Even though both methods have yielded good results overall, further research is
still needed for situations involving certain commonly occuring flow situations. One
situation that should have further consideration is fluid flow with recirculation regions
such as the backwards facing step, since this type of flow does not mimic a turbulent
velocity profile. Within the recirculation region, the skin friction coefficient does not
match the skin friction coefficient of the low-Re model. Also, both wall function methods
tend to underpredict the skin friction coefficient when compared to the low-Re model in
regions of a stagnation point and accelerating flow around a curved surface. Again, both
flow situations do not match a turbulent velocity profile, which is the primary assumption
behind both methods. Therefore, more research is needed in the future to propose
modifications to both methods to account for these flow conditions.
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