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ABSTRACT 
It is known that any matrix can he decomposed into a diagonalizahle part and a 
nilpotent part. We call this the SN decomposition. We can derive the SN decomposi- 
tion quite easily with a computer. Generalizing the SN decomposition to particular 
matrices of infinite order, we explain basic steps of construction of a linear transforma- 
tion which reduces a given system of linear meromorphic ordinary differential 
equations to a normal form at a singular point of the first kind. Some examples are 
given utilizing Mathematics. We also show that the same idea produces a hlock- 
diagonalization of a given system at a singular point of the second kind. 
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0. INTRODUCTION 
P.-F. HSIEH, M. KOHNO, AND Y. SIBUYA 
In order to construct a fundamental matrix solution of a system of linear 
meromorphic ordinary differential equations at a singular point of the first 
kind, we utilize traditionally the method of G. F. Frobenius. If we try to use 
this method with a computer, we face some complicated situations. In 
particular, we must divide the general case into subcases, and in each subcase 
we must use a different strategy. We can avoid such unpleasantness by 
simplifying the given system to a normal form by a linear transformation. 
There is such a result (Y. Sibuya [5, Chapter 31). However, on examining the 
traditional proof of this result, we realize that the Jordan canonical form of 
matrices plays an important role there. Construction of the Jordan canonical 
form is quite difficult. If possible, we wish to avoid this difficulty. 
It is known that any matrix can be decomposed into a diagonalizable part 
and a nilpotent part. Let us call this decomposition the SN decomposition of 
matrices (cf. M. W. Hirsch and S. Smale [4, Chapter 61 and N. Bourbaki [l, 
Chapter 71). This decomposition looks very sophisticated. However, as we 
shall show in Sections 1 and 8, we can derive the SN decomposition quite 
easily with a computer. Furthermore, if we examine an idea given in the 
paper [3] of R. Gerard and A. H. M. Levelt, it is clear that we can construct a 
linear transformation which reduces the given system to a normal form by 
utilizing exclusively the SN decomposition of matrices. 
Gerard and Levelt present their ideas in a sophisticated manner. In this 
paper, we will explain their ideas simply in terms of matrices. In doing this, 
we will also show the basic steps in which actual calculations can be carried 
out by means of a computer (Sections 2-7). We shall give some examples 
which were obtained by utilizing Mathematics (Version 2.2). 
Although our main concern is a system of differential equations at a 
singular point of the first kind, the same idea can be used also at a singular 
point of the second kind to produce a block-diagonalization of the given 
system. We shall discuss this situation together with an example in Section 7. 
For calculations of this nature, we clearly need a computer. 
1. A REVIEW OF THE SN DECOMPOSITION OF MATRICES 
The basic results concerning the SN decomposition of matrices are given 
in the following theorem. 
THEOREM 1.1. Let A be an n x n matrix whose entries are complex 
numbers. Then there exist two n x n matrices S and N such that 
(a) S is diagonalizable, 
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(b) N is nilpotent, i.e. N” = 0; 
(c) A = S + N, 
(d) SN = NS. 
The two matrices S and N are uniquely determined by these four conditions. 
lf A is real, then S and N are also real. Furthermore, they are polynomials in 
A with coeficients in the smallest field containing the field d of rational 
numbers, the entries a,ik of the matrix A, and the eigenvalues of A. 
Since the proof of this theorem is well known (cf. Bourbaki [l, Chapter 
7]), we shall show how to construct S and N only. To begin with, let us 
define the characteristic polynomial p,(h) of A by 
pA( A) = det[ AI - A] = A” + 2 pll( A)h”-I’, 
/I = 1 
where I is the 12 X n identity matrix. Let A, (j = 1,2, . . . , k) be the distinct 
eigenvalues of A, and let mj (j = 1,2,. . . , k) be their respective multiplici- 
ties. Then the characteristic polynomial of the matrix A is also given by 
pA( A) = (A - A$“( A - A2)‘n’ ..* (A - Ak)‘? 
Let us decompose l/p,(A) into partial fractions: 
1 
- = 
PA( A) 
where, for every j, Qj is a nonzero polynomial in A of degree not greater 
than mj - 1. Hence 
1 = YL Qj(AIhQ,(A - ‘I,)~‘~. 
j=l J 
Let 
P,(A) = Qj(AjhII,(A - A,t)7nk; 
I 
then 
1 = i P,(A). 
j=l 
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Note that this is an identity in A. Let 
Pj(A) = Qj(A)hyj(A - A/sZ)“’ (j = 1,2 ,..., k), 
Then utilizing the Cayley-Hamilton theorem, we can derive the following 
lemma. 
LEMMA 1.2. 
conditions: 
The k matrices P,.(A) (j = 1,2,. . . , k) satisfy the following 
6) A and Pj< A) (j = 1,2, . . . , k) are commutatiue, 
(ii) (A - hZ)“lP,(A) = O(j = I,2 ,..., k), 
(iii) P,.(A)Z’,(A) = 0 ifj # h, 
(iv) Ck>j>lPj(A) = 1, 
(v) q(A)‘=P$A)(j=I,2 ,..., k), 
(vi) P,.(A) # 0 (j = 1,2, . . . , k). 
Now we can define the matrices S and N by 
S = A,P,( A) + AzP,( A) + *.a +AkPk( A), 
N=A-S. 
REMARK 1.3. 
(1) For our calculations, it is important that the column vectors of the 
matrix P,.(A) are eigenvectors of S associated with the eigenvalue Aj. 
(2) All f ’ p rt t f o im o an m ormation for our calculations is given by the 
polynomials Pr( A), Pz( A), . . . , Pk( A). We shall give practical programs for 
finding those polynomials P&A) and the matrices P,(A), S, and N with a 
computer in Section 8. 
(3) In the calculation given above, we assumed that the exact factoriza- 
tion of the characteristic polynomial pA( A) is known for the given matrix A. 
Therefore, if we want to use the method given above, we need some symbolic 
method for computing the characteristic polynomial, e.g., the Souriau-Frame 
algorithm (for example, Cullen [2, pp. 278-2821). 
EXAMPLE 1. For the matrix 
3 4 3 
A= [ 2 7 4 -4 8 3 1 
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we have A, = 11, A, = 1, and 
p,(h) = (A - l)‘(h - 
1 1 
- = 
PA(h) lOO( A - 11) 
Hence 
33 
ll), 
(At-91 _ 
lOO( A - 1)” . 
l= 
(A - 1)” (A + 9)(A - 11) 
100 - . 100 
Set 
P,(A) = 
(A - 1)” 
100 ’ 
Then 
P,(A) = & 
Therefore 
0 56 28 
0 76 38 , 
0 48 24 1 
P2( A) = - 
(A + 9)(A - 11) 
* 100 
-56 -28 
24 -38 . 
-48 76 1 
S = llP,( A) + Pz( A) = 
.=A-,=; -16 32 2 . I -4 
InthiscaseSN=NS=Nand N”=O. 
EXAMPLE 2. For the matrix 
252 498 4134 698 
- - - - 
A= I 234 465 3885 656 15 30 252 42 - 10 -20 - 166 -25 1 
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we have A, = 4, A, = 3, and 
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pA( A) = (A - 4)2( A - 3)2, 
1 1 2 1 2 
- = -- 
p,(A) (A-4)2 A-4 + (A-3)‘+ A-3’ 
Set 
I’,( A) = (A - 3)2 - 2( A - 4)( A - 3)“, 
Pz( A) = (A - 4)” + 2( A - 3)( A - 4)2. 
Then 
I 
-1 -2 
P,(A) = :, ; 
0 0 
Pz(A) = 
Therefore 
I -12 0 -1 2 0
S = 4P,(A) + 3P,(A) = 
N=A-SC 
-2 -2 134 198 
1 5 - 125 - 186 
0 0 12 12 
-0 0 -6 -5 
134 198 
- 125 - 186 
9 12 
-6 -8 
- 134 - 198 
125 186 
-8 -12 
6 9 
250 500 4000 500 
- 235 
- 
470 
- 
3760 
- 
470 
15 30 240 30 * 
-10 -20 - 160 -20 I 
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EXAMPLE 3. The characteristic polynomial of the matrix 
A= 
0 -1 0 0 0 0 0 0 0 
-1 0 0 0 0 0 0 0 0 
0 0 l-l 0 0 0 0 0 
1 5 0 -1 1 0 0 0 0 0 
0 0 0 0 2-l 0 0 0 
0 0 $ 0 -1 2 0 0 0 
0 0 0 0 0 0 3 -1 0 
0 0 0 0 + o-1 3 0 
0 0 0 0 0 0 0 0 4 
0 0 0 0 0 0 $ o-1 
- 
is given by 
p,(A) = (A - 5)(h - 4)(A - 3)‘(A - 2)“(A - l)‘A(A + l), 
and 
1 1 L 1 - = 
- PA( A) 17280( A - 5) 720( A - 4) 
1 25 
+ - 96( A - 3)’ 1152( A - 3) 
1 1 25 
+ 
36( A - 2)” 
+ 
96( A - 1)” + 1152( A - 1) 
1 1 
-- 
+ 720A 17280( A + 1) . 
set 
P,(A) = 
(A - 4)(A - 312(A - 2)‘(A - 1)2A(A + 1) 
17280 
35 
0 
0 
0 
0 
0 
0 
0 
0 
1 
4 
P2( A) = - 
(A - 5)(A - 3)‘(A - 2)“(A - l)‘A(A + 1) 
720 
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PdA) = 
(A - 5)(h - 4)(h -@(A - l)'A(A + 1) 
96 
2S(A - 5)(A - 4)(A - 3)(A - 2)‘(A - l)‘A(A + 1) 
1152 
Pd A) = 
(A - S)(A - 4)(A - 3)“(A - l)“A(A + 1) 
36 
(A - 5)(A - 4)(A - P.s( A) 3)“(A - 2)‘A(A + 1) = 
96 
+ 25(A - 5)(A - 4)(A - 3)‘(A - 2)‘(A - l)A(A + 1) 
1152 
(A - 5)(A - 4)(A - 3)“(A - P,(A) 2)“(A - @(A + 1) = 
720 
I’,( A) = - 
(A - #5)( A - 4)( A - 3)“( A - 2)‘( A - 1)“A 
17280 
Then 
S = 5P,(A) + 4P,(A) + 3P,(A) = 2Pd( A) + ps( A) - Pi(A) 
= 
0 
-1 
0 
I 
4 
1 
64 
I 
-64 
r 
25fi 
r 
192 
7 
-imi 
-& 
-1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 1 -1 0 0 0 0 0 0 
0 -1 1 0 0 0 0 0 0 
1 
7;;i 0 0 2 -1 0 0 0 0 
1 I i4 _j 0 -1 2 0 0 0 0 
_r -1 I 
3x4 64 ci 0 0 3 -1 0 0 
I 1 1 
256 fi4 h4 
L 
4 0 -1 3 0 0 
7 I 1 I 1 
WE4 ijci 384 f% Ez 0 0 4 -1 
7 I 
lh4lP iz -& 
-_L 1 I 
64 Tz -r 0 -1 4 
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and 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
1 
Tz 
_-L 
M 
1 I 
iz -7% 
I I 
2.56 YiG 
_-!- I 
19” EC 
0 
0 
0 
0 
0 
0 
0 
0 
1 
6.i 
I 
iz 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
_I 6-l 0 0 0 0 
-A 0 0 0 0 
EXAMPLE 4. The characteristic polynomial of the matrix 
A= 
1 10 00 0 0 0 0 0 0 0 
0 -1 0 0 0 0 0 0 0 0 0 0 
5 81 10 00 0 0 0 0 0 
3 10 -1 0 0 0 0 0 0 0 0 
0 05 Xl 10 0 0 0 0 0 
0 03 10 -1 0 0 0 0 0 0 
0 0 1 05 81 10 00 0 
0 00 13 1 0 -1 0 0 0 0 
0 0 0 0 2 0 *5 8 1 1 0 0 
0 0 0 0 0 2 3 1 0 -1 0 0 
0 0 0 0 0 0 3 0 r; 8 1 1 
0 0 0 0 0 0 0 3 3 1 0 -1 
is given by 
pA( A) = (A - l)“( A + q 
and 
1 1 3 21 
- = 
P/d A) 64( A - 1)” - 64( A - 1)” 
+ 
256( A - 1)” 
7 63 63 
- 
- 64( A - 1)” 
+ 
512( A - 1)’ 512( A - 1) 
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1 3 21 
+ 
64( A + 1)” 
+ 
64( A + 1)” 
+ 
256( A + 1)4 
Set 
7 63 63 
+ 
64( A + 1)” 
+ 
512( A + 1)’ + 512(A+ 1)’ 
1 3 21 
P,(A) = P,(A) 
64( A - 1)6 - 64( A - 1)5 
+ 
256( A - 1)4 
7 63 63 
- 
64( A - 1)3 
+ 
512(A-1)2 - 512(A-1) 
P2( A) = P‘4( A) 
Then 
1 3 21 
64( A + 1)” 
+ 
64( A + 1)5 
+ 
256( A + 1)4 
7 63 
+ 
64( A + 1)3 
+ 
512( A + 1)2 
693A 
P,(A) = ; + - - 
1155A2 693 A5 495A7 385A” 63A” 
_+_-- + --- 
512 512 256 256 512 512 ’ 
P2( A) = 1 - P,(A)> 
and hence 
S = I’,( A) - P2( A) 
1 1 0 0 0 0 0 0 0 0 00 
0 -1 0 0 0 0 0 00000 
-; 0 
-2 21 
2 T 3 $ 0 -1 0 0 0 0 00 
765 9 -iiT 1149 16 -9 _F -; ? 1 1 0 0 00 
JJ -765 -21 21 8 16 2 T 3 ; 0 -10 0 00 
-31773 E 765 x _i?i _L!!? 128 12.3 16 16 8 8 -4 4 1 1 () 0 
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and 
N=A-S 
- 0 00000 000000 
0 00000 000000 
13 1 1 2 1 1 0 0 000000 
0 -4 0 0 0 0 000000 
g lqs 13 7 8 H i y 1 1 000000 
21 T _r x 0 _$ 0 0 000000 
= 
2. THE SN DECOMPOSITION OF A MATRIX OF INFINITE 
ORDER 
In this section, we shall derive the SN decomposition of a matrix of the 
following form: 
0 
A22 
A 32 
A m2 
0 
0 
A 33 
A rn 3 
0 
0 
0 . . . 
. . . 
A 
111 m 
. . . 
. . . 
0 
. . . 
. . . 
. . . 
. . . 7 
. . . 
where, for each (j, k), the quantity Ajk is an nj X nk constant matrix (cf. 
Section 1). Set 
A, = A,,, 
4, = 
-A,, 0 0 0 ... 0 
A,, A,, 0 0 ... 0 
4, A32 43 0 “’ 0 
L AjrL2 AI,,, fi,,‘l *-. A, ,111 
(m > 2). 
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For m > 2, we can write A,,, in the following form: 
A, = [‘,,,’ L,.] b-2). 
Set 
Then A,,, is an N,,, X N,,, matrix, while B, is an n,,, X N,,_ i matix. We can 
write A,,,,,, and A,, also in the following form: 
A mm =~llnl +-4m and A,,, =5$, +J$, 
uniquely, where pm”, is an n, x n,,, diagonalizable matrix, 9m is an 
N,,, x N,,, diagonalizable matrix, JT ,,,,, is an n,,, X n, nilpotent matrix, J$ is 
an N,,, X N,,, nilpotent matrix, and 
(cf. Theorem 1.1). 
LEMMA 2.1. The matrices 9f,, and Nn, have the following forms: 
where SF,,, and FV, are n,, X N,,_ , matrices. 
Proof. We consider the case m > 2. Since the matrices yV, and Jy, are 
polynomials in A,,, with constant coefficients, we have 
where 9’,,_ 1 and ~3,,, _ 1 are N,,, ~ I X N,,, _ i matrices, 9, and 9m are 
n, x N,,_ 1 matrices, and p, and v,,, are n, X n, matrices. Furthermore, 
L?,,, _ 1 and v,,, are nilpotent. Also 9,,, _ ig,,, _ 1 = 9,,, _ lB’,,, _ 1 and p,,, v,,, = 
v,,, p,,, . Hence it suffices to show that ~8~ _ 1 and p,,, are diagonalizable. 
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Note that, since Pn,, is diagonalizable, q?, has N,,, linearly independent 
eigenvectors. An eigenvector of q,l has one of the following two forms: 
[j and [;I> 
where p’ is an eigenvector of s@,,,_ i, whereas 4’ is an eigenvector of CL,,,. 
Therefore, if we count those independent eigenvectors, we can show that 
9 rlI- 1 has k1 linearly independent eigenvectors, while p,,, has n,,, linearly 
independent eigenvectors. Note that N,,, = N,,, _ , + n,,, . This completes the 
proof of Lemma 2.1. W 
Lemma 2.1 implies that the matrices y,, and JT,,, have the following 
and 
(m > 2) 
where Z? and S. are nj X nk matrices. Jk Jk 
42 
Set 
Then we have 
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0 ... ... ... 
0 ... ... ... 
0 ... ... ... 
A =9+.N and 99V=AY’. (2.1) 
We call (2.1) the SN decomposition of the matrix A. 
3. THE SN DECOMPOSITION OF A DIFFERENTIAL OPERATOR 
AT A SINGULAR POINT OF THE FIRST KIND 
Let us consider a differential operator 
n(x) !z (3.1) 
where fl( X) is an n X n matrix whose entries are formal power series in x 
with constant coefficients. i.e. 
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where the R, are n X n constant matrices. Denote by C[[ xl] the ring of all 
formal power series in x with constant coefficients, and set 
v-= (a=[[ x]]yt. 
Then V is a vector space over the field @ of complex numbers. Identify a 
formal power series $ = C, >/ o ~‘6’~ E 7 with a vector 
Then we can represent the operator 2 by the matrix 
A= 
4, 0 0 0 ... ... ... 
fl, z+s1,, 0 0 ... ... ... 
% RI 2z+fi,, 0 ... ... ... 
where Z is the n X n identity matrix. Let 
A =5”+_/V 
be the SN decomposition of A. Since 
44 
where 
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and 1, is the m X ~0 identity matrix, the matrices 9 and .N have the 
following form: 
and 
0 
“4 
Vl 
v m 1 
0 
0 
“4-l 
0 
0 
0 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
u m-2 *1 4 
. . . 
0 
respectively, where the uj and vj are n X n matrices and 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
A 
is the SN decomposition of the matrix CI,. 
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Set 
Then 9 represents a differential operator 
while JV represents multiplication by V(X), i.e. the operator: g + v<x->$ 
Since A = 9 +X and 95 =J.Y, we have 
We call (3.2) the SN decomposition of operator (3.1). 
We shall show in the next section that _!&[ y’] is diagonalizable and that 
V(X>‘l = 0. 
4. A NORMAL FORM OF A DIFFERENTIAL OPERATOR 
AT A SINGULAR POINT OF THE FIRST KIND 
Let us again consider a differential operator 
(4-l) 
where 
n(x) = &n,. 
I= 0 
Here the 0, are n X n constant matrices. In Section 3 we derived the SN 
decomposition 
T[y’l =-%M + dx)y’ and p~;~[v(x)q] = v(_y)~~[ q], (4.2) 
46 
where 
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and 
a(x) =9yo + f&q and V(X) =JL”, + +fx’q. 
I=1 l=l 
Notice that 
is the SN decomposition of C&. 
The operator _YO[ $1 and multiplication by V(X) are represented by 9 and 
Jlr of Section 3 respectively. Set 
Since y6 is diagonalizable, there exist an invertible n X n matrix P, and a 
diagonal matrix YIo such that 
A, 0 0 *** 0 0 
0 A, 0 ... 0 0 
0 0 A, ... 0 0 
. . . . . . 
. . 
. . 
. . . . 
(j (j 0 ..: 0’ h, 
Note that the A, are eigenvalues of YO. Hence the A, are eigenvalues of 0,. 
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For every positive integer m, x,, is diagonalizable. Hence there exists an 
(IIL + l>n X n matrix 
such that 
If m is sufficiently large, we can further determine matrices Pl for 1 > m + 1 
by the equations 
ahpl-l, = P,R,. (4.3) 
h=l 
Equation (4.3) can be solved with respect to P/, since the linear operator 
is invertible if 1 > max!’ _ ( hj - Ak). In this way, we can find an cc X n I.k-1 
matrix 
pll 
Pl 
p2 
Pa= . 
pm 
such that 
48 
Set 
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P(x) = &P,. 
l=O 
Then the entries of P(x)-’ are also formal power series in x, and 
ZIPWI = P(x)Ao. (4.4) 
Let us define two differential operators and an n X n matrix by 
Aq”‘] = P(x)-‘9[P(r)u’, Z”[iq = P( x)-‘_qo[ P( x)2] 
and 
Vo(X) = P(x)_‘z+)P(x) 
respectively. Then 
A$?] =&[G] + V,(X)?2 
Observe that 
x,[ii] = P( x)pgo[ P( x)iz] 
=P(x)-l P(x) xz [ i 1 +%Pwlu’ I 
dii 
=x- + hoi?. 
dx 
This means that the operator _!Z$ y’] is diagonalizable. Furthermore, 
dvo( xl 
x- + A()v()( x) 
dx 
= P(x)-‘~o[P(x)v,(x)] = P(x)-‘~~[~(x)P(x)] 
= P(r)-lv(r)~o[P(x)] = voP(x)-lft,[P(x)] 
= Yo(X)Ao. 
(4.5) 
(4.6) 
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This means that the entry vjk( X) on the jth row and k th column of the matrix 
V,,(S) must have the form: 
Vil;( x) = y,kXA”-hJ. 
where yjk is a constant. Since V,,(S) is a formal power series in 
IlWe 
v,,( r) = 0 if AI, - Aj is not a nonnegative integer. 
(4.7) 
x, we must 
(4.8) 
Obsene further that the matrix vg( X) can be written in the form 
[ 
Yll . . 
v,,(x) = r-A~lr*Af’, r= : 
Y,l *. 
Hence, for any nonnegative integer p, we have 
where 
-‘%I = exp[(log z)h,,] = &, 
z A\, 0 0 ... 
0 =A2 0 . . . 
0 0 ,A? . . . 
. . 
0 0 0 .** 
Yin .I 
. . 
’ ,1 II 
0 0 
0 0 
0 0 
. . 
0 =4, 
On the other hand, since 4, is nilpotent, we can write v,)( x)1’ in the form 
v,,( x) I’ = Pl’QI’( X)) 
where m , 
t’ 
is a nonnegative integer such that lim, _ +_ ml, = + cc, and the 
entries o the matrix Q,,< X) are power series in x with constant coefficients. 
Therefore 
V,,(X)’ = 0 if p is sufficiently large. 
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This implies that the matrix r is nilpotent, i.e., 
r” = 0. 
Since V(X) = P(x)v,(x)P(x)-‘, we have 
v(x)” = 0. 
Thus we arrive at the following conclusion. 
THEOREM 4.1. For a given differential operator (4.0, let 
be the SN decomposition of the matrix R,. Then there exists an n X n matrix 
P(x) such that 
(1) the entries of P(x) are formal power series in x with constant 
coefficients 
(2) P(0) is invertible and PO P(0) = P(O)&, where A, is a diagonal 
matrix whose diagonal entries are eigenvalues of Cl, 
(3) the transformution 
y” P(x)2 (4.9) 
changes the diferential operator (4.1) to another difirential operator: 
P( x)-l_@ P( x>q =3&i] + VO( x)Z (4.10) 
where 
3$[iT] = xz + A@, v()[ x] = x-*~rx*~ 
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and 
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Yll *** Yl" 
r= : 
[ :I Y,, ..* iI 
with constants yik such that 
yjk = 0 if A, - Aj is not a nonnegative integer. (4.11) 
and that the matrix r is nilpotent. 
REMARK 4.2. Since the entries of ~a( x) are polynomials in x, the power 
series P(x) is convergent if n(x) is convergent. Therefore, in such a case, 
V(X) is convergent and hence a(x) is convergent. 
5. EXAMPLES 
In order to illustrate the method of previous sections, let us consider 
differential equations of the Bessel functions: 
+ (2’ - a2)y = 0, (5.1) 
where a is a nonnegative integer. If we change the independent variable z 
aby x = .z2, Equation (5.1) becomes 
This equation is equivalent to the system 
4l 
xx + fl(x)y’= 6, y’= y 
[ 1 xdy/dx ’ 
(5.2) 
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where 
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cl(x) = 
[ (x A?),4 ,’ 1 = a, + xfl,, 
R, = 
[ 
_u:,4 ;q a, = [ii’ :I. 
To begin with, let us remark that the SN decomposition of the matrix 0, is 
given by 
where 
PO= i 
i 
if a=O, 
0 if a>O, 
No = 
i 
00 if a=O, 
0 if a>O. 
Set also 
*,= [ -“,/” u;2]. 
Note that two eigenvalues of fi, are *u/2. 
Now we calculate in the following steps: 
Step 1. Fix a nonnegative integer rr~ so that m 2 u/2 - (--u/Z) = a. 
Step 2. Find three 2(m + 1) X 2(m + 1) matrices A,, Ym, andJr, (cf. 
Sections 3 and 4). 
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Step 3. Find a 2(m + 1) X 2 matrix 
where the Pl are 2 x 2 matrices such that qT19,,, = 9,,, A,. 
Step 4. Find two 2 X 2 matrices 
(cf. Sections 3 and 4). 
Step 5. We must obtain Q,,,(x)-‘M,,,(?;)Q,,~(x) = v~,(.T) + 0(x”‘+‘), 
where 
where a(a) is a real constant depending on a (cf. Theorem 4.1). 
After these calculations have been completed, we come to the following 
conclusion. 
CONCLUSION 5.1. There erist,s a unique 2 X 2 matrix 
such that 
(1) the matrices Pl for 1 = 0, 1,. . . , III are given in Step 3; 
(2) the power series P(x) converges for every x; 
(3) the transformation y’ = P(x)u’ changes the system (5.2) to 
x g + [A” + U”(X)]ii = 6. 
i -1 (5.3) 
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EXAMPLE 1. Let us apply the scheme to the case when a = 0. First of 
all, we fx m = 2. Then 
-0 -10 00 0 
0 00 00 0 
-10 0 
0 00 02-l 
0 o+ 00 2 
and 
0 00000 
0 00000 
L 4 -+ 1 0 0 0 
I -1. 4 4 0 1 0 0 
L -% ii 32 zz 3 4 1 -+ 2 0 0 2
1 
0 -1 0 00 0 
0 0 0 00 0 
-1 1 
4 5 0 -10 0 
0 a 0 00 0 
3 
32 -$ -1 4 + 0 -1 
1 
Is -3 32 0 fo 0 
By finding eigenvectors of PI2 we can find a 6 X 2 matrix 
192 - 320 
64 - 128 
92 1;; 16 = 
48 
0 1 
1 0 
such that YzYz = 0. Note that, in this case, A, = 0. 
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and 
Qz( x) = P, + XP, + XZP,. 
Then we obtain 
It must be noted that 
Thus we arrive at the following conclusion. 
CONCLUSION 5.2. There exists a unique 2 X 2 matrix 
P(x) = &P, 
l=O 
such that 
(1) the matrices Pl for 1 = 0, 1,2 are given by (5.4); 
(2) the power series P(x) converges for every x; 
(3) the transformation ij’ = P(x); changes the system 
(5.5) 
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dii 
XT-+ 
dx [ 1 
-2 4u’=G 
-12 . (5.6) 
Furthermore, the transformution ij = P(x>P{‘ii changes the system (5.5) to 
du’ r-+-t--1 +. 
dx [ 1 0 0 
s’=() (5.7) 
EXAMPLE 2. Let us apply the scheme to the case when a = 2. This time, 
we fK m = 4. Then A,, P4, and _I& were given in Example 3 of Section 1. 
By finding eigenvectors of PJ we can find a 10 X 2 matrix 
2211840 - 12288 
2211840 12288 
- 184320 - 3072 
- 368640 0 
PJ 5760 800 = 
17280 1184 
-96 -24 
- 384 -80 
1 0 
5 1 
such that Yd.Pd = PbRO. Note that, in this case, 
-1 0 
A,= 0 1’ 
[ 1 
Set 
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p [ 2211840 -12288 0 = 12288 1 ' 
P, 5760 = 1728 800 1 ' 1184
P*= 1 
[ 5 
P, = -184320 - 
-368640 
P, = -96 -24 
-384 -80 
0 1 1' 
Q&c) = P, + xP, + x”P, + x3P3 + r”Pd. 
Then we obtain 
Q4(x)-‘Mq(x)Q4(x) = ; -x2r760 
1 
+0(x"). 
Thus we arrive at the following conclusion. 
CONCLUSION 5.4. There exists a unique 2 X 2 matrix 
P(x) = &“P, 
1 = 0 
such that 
(1) the matrices Pl for 1 = 0, 1,2,3,4 are given by (5.8); 
(2) the power series P( x) converges for eve y x; 
(3) the transformation ; = P( r)G changes the system 
6 
xz + (x -O4),4 [ 
-1 
0 y” = Ti 1 
3072 1 0 ’
(5.8) 
(5.9) 
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-x2/5760 u’ = 6 
1 I 
(5.10) 
6. AN EXAMPLE OF EQUATIONS CONTAINING PARAMETERS 
In order to illustrate our method applied to differential equations contain- 
ing parameters, let us consider the following differential equation: 
a+m 
1 1 
q= 0, (6.1) 
where a, b, and c are parameters. In this case we have 
n(x) = [; a y] = R, +xil,, 
a,=; ‘1, [ 1 a,= b” ;. [ 1 
To begin with, let us remark that the SN decomposition of the matrix 0, is 
given by 
Note that two eigenvalues of @, are 0 and 1. Set 
AzOO 0 [ 1 0 1’ (6.2) 
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I 
0 
0 
0 
b 
Ps = +bd 
an d 
“6 = 
I 
0 
$ab2d 
- $b2d 
a 0 0 0 0 
1 0 0 00 
a”b 1 a 0 0 
0 0 2 00 
abd 0 a’b 2 a 
- ;bd b 0 03 
$(5a2b + 6c)d ;bd abd 0 n2b 
- &ab”d 0 -+bd b 0 
0 0 
0 0 
0 -d 
0 0 
- $bd - abd 
0 +bd 
- &ab2d +b(5a2b + 6c)d 
+b”d &ab2d 
A, = 
0 n 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 c 1 a 0 0 0 0 
b 0 0 2 0 0 0 0 
0 0 0 c 2 n 0 0 
0 0 b 0 0 3 0 0 
0 0 0 0 0 c 3 a 
0 0 0 0 b 0 0 4 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
-d 0 0 
0 0 0 
(6.3) 
0 0 
0 0 
0 0 
0 0 
0 0, 
0 0 
3 a 
0 4 
(G-4) 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
- +bd -abd 0 -d 0 0 
0 +bd 0 0 0 0 
(6.5) 
where 
cl = a2b - c. (6.6) 
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By finding eigenvectors of y3 we can find an 8 x 2 matrix 
93 = 
1 -a 
0 1 
$ab 0 
-1 ,b -ab 
hb(a2b + 3c) fab( -3a2b + 7c) 
- iab2 +bd 
&ab2(a2b + llc) &b( -7a4b2 + 4a2bc + 9c2) 
- &b2( a2b + 3c) $,ab2(11a2b - 23~) 
such that PST3 =Pd,R,. 
Set 
- &ab2d -&b(5a2b + 6c)d 
vs = 
fb2d &ab2d 
(6.7) 
(6.8) 
M3( x) = XVl + x2v2 + x3v3, 
and 
P2 = 
&b(a2b + 3c) iab( -3a2b + 7c) 
- $ab2 1 +bd ’ 
(6.9) 
P3 = 
&ab2(a2b + llc) $( -7a4b2 + 4a2bc + 9c2) 
- &b2( a2b + 3c) $ab2(11a2b - 23~) 1 ’ 
Q3( x) = P,, + xP, + x2P2 + x3P3. 
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Then we obtain 
Thus we arrive at the following conclusion. 
CONCLIJSION 6.1. There exists a unique 2 X 2 matrix 
such that 
(1) the matrices PI for 1 = 0, 1,2,3 are given by (6.9); 
(2) the power series P(x) converges for every x; 
(3) the transformation y’ = PC x)u’ changes Equation (6.1) to 
dii 
X-+ 
0 -(a’b - c)x u’ = 6. 
dx 0 1 I 
7. A DIFFERENTIAL OPERATOR AT A SINGULAR POINT 
OF THE SECOND KIND 
Let us consider a differential operator 
dii L?[q] =.,+1x +qx>y’, 
where 9 is a positive integer and 
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(6.10) 
(7.1) 
and the 0, are n x n constant matrices. We can represent the operator 9 
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by the matrix 
A= 
where 
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and 
fro 01 
i=l Jm+A 
Here 0, is the nr X ~0 zero matrix, and Z, is the ~0 X 03 identity matrix. Let 
A =Y+Jtr and fi, =YO+MO 
be the SN decompositions of A and fi, respectively. Then we can prove 
without any difficulty that 
-4 01 
and JV= [ 1 2 Jot+“’ 
Here the q and vj are n X n matrices. 
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Set 
c(x) =--yo + +f x’q 
tm 
and V(X) =JV,, + C x’q. 
1= 1 I= I 
Then 9 represents a multiplication operator y’ -+ cr( x) y’, and Jy- represents 
the differential operator 
6 _q”[ q] = xv+’ -& + v(x)?. 
Since A = 9 +Jy and 3%” =/CC, we have 
We call (7.2) the SN decomposition of the operator (7.1). 
Set 
y;, 0 0 0 ... **. 
ffl -% 0 0 ... *.- 
a; ffl 8 0 *.* ... 
a;,, %-I s-2 **. Ul % 
t 7.3) 
Since Ya is diagonalizable, there exist an invertible n X n matrix Pa and a 
diagonal matrix A,, such that 
-A, 0 0 ..- 0 0 
0 A, 0 .-. 0 0 
0 0 A, *-- 0 0 
% PO = P”A” ) A,,= . . . . . . . . . 
. . . . . . 
;, (j 0 ..: 0’ h, 
L 
Note that the A, are eigenvalues of 9”. Hence the h, are eigenvalues of s1,. 
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For every positive integer m, qn is diagonalizable. Hence there exists an 
(m + 1)n X n matrix 
PO 
Pl 
9”, = pz 
P,, 
such that 
It can be shown by examining the structure of linearly independent eigenvec- 
tors of q,, that we can choose the matrix 9,,, in such a way that the n X n 
matrices P,, . . . , P,, are independent of m. In this way, we can find an m X n 
matrix 
PO 
Pl 
p2 
9= . 
i 
such that 
Set 
P(x) = &Pp 
I=0 
Then the entries of P(x)-l are also formal power series in x, and 
a( x>P( x) = P( “)A,, or P(x)-‘cr(x)P(x) = A,. (7.4) 
FUNDAMENTAL MATRIX SOLUTION 
Let us define two differential operators by 
6.5 
3qiq = P( x)-l_s?[ P( x)ii] and q,[G] = P( x)-‘L?~[ P( x)2] 
respectively. Then 
AqG] =z”[G+] + A,,<. 
Observe that 
3giq = P( x)-‘_q,[ P( +] 
= P(x)-’ P( ) [ x (X(/+1 Z) +%,P(r)l”] 
dii 
=X q+’ z + uo( x)zi, (75) 
where 
V”(X) = P(x)-2?~[P(x)] = x.“lP(x)-ly + P(x)~‘z+)P(x). 
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Furthermore, 
A,v,(x) = P(~)~‘+)P(L+“(x) = P(x)_‘a(+Yo[P(x)] 
= P(~)-‘.q[cT(x)P(x)] = P(x)-‘Li?“[P(x)h,] 
= q)(X)R”. (7.7) 
This means that the entry V.,(X) on the jth row and k th column of the matrix 
V,(X) must satisfy the con ci. . ltlon 
yd4 = 0 if Aj # A,. (7.8) 
Hence the operator 3 has a block-diagonal form. 
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EXAMPLE. Let us apply the scheme to the following operator: 
where 
This operator is represented by the matrix 
% 0, 
A= 
[ 1 fi ],+A' 
Then As and the SN decomposition A, =Ys +Jys were already obtained in 
Example 4 in Section 1. By finding eigenvectors of PZZ we can find a 12 X 2 
matrix 
512 512 
- 1024 0 
6272 3200 
- 7168 768 
17952 6688 
- 17088 2688 
0 0 
0 0 
0 0 
0 0 
0 0 
117789 7755 
such that Y;gs =g&,. Note that, in this case, 
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M5( x) = xv1 + x2v2 + x3v3 + x4v4 + xb,, 
an d 
p,, 512 = 
- 1024 
=,], 
P, 17952 6688 = = = 
- 17088 2688 
1 ’ p, 0, Pd 0, 
0 0 1 117789 7755 ’ 
Q5( x) = P,, + xP, + x”P, + x5P5. 
Then we obtain 
where 
63x2 
A,(x) = F + 8 - 
329x3 6627x 4 10199x5 
-++_ 
16 128 256 . 
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REMARK. As we have shown above, our method is useful even for the 
case of a singular point of the second kind. However, our method yields only 
a block-diagonalization of the given system in this case. This means that, if 
the matrix R, on the right-hand side of (7.1) admits at least two distinct 
eigenvalues, then our method reduces (7.1) to at least two systems of smaller 
sizes. In particular, in the case when R, admits n distinct eigenvalues as in 
the example given above, our method decomposes the given system into a 
diagonalized system. However, for example, in case when R,, is nilpotent, our 
method does not yield anything. 
8. PROGRAMS 
First we try to calculate the polynomials P,(A), . . . , P,(h) of Section 1 for 
a given polynomial 
pA( A) = (A - /ip ... (A - hJk, n = m, + *** +mk. 
As in Section 1, we look at the decomposition into partial fractions: 
1 
- = 
PA(A) 
i Q(A) 
1=1 (A - AJm' 
and define 
PA( A) 
P,(‘) = QjCA\) (A _ Aj)m,. 
Since I = Xi= ,P,(A) and P,(A) = O(( A - Aj)“l) for 1 # j, we have 
1 = P,(A) + O((A - A,)““). 
Keeping this in mind, we set 
P,(A) n--mJ m,- 1 
(A - Aj)mJ 
= hFo wj, /z( A - Aj)h and Q,(A) = c u~,~(A - Aj)‘. 
h=o 
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Then 
, 1 
1 = u;, l,“j,O> 0 = Wj,(,Uj,,> + ‘C U;i,r,-r”i,,. (p = l,..., nlj - 1). 
r= 0 
Hence 
1 
(l,.o = u;.o) “j, p = - 
C~I~wj,p_rU,j,r 
(p = l,...,mj - 1). 
1. wj, 0 
Thus we arrive at the following program for Mathematics: 
L[j_] := L[j]; M[ j-1 := M[J]; 
F[ x_,j_] := (x - L[j]jk[j]; 
G[x_,l] := F[x,l];G[x_,k_] := G[x,k - l]F[x,k]; 
G[x_,k_,j_] := G[x, k]/F[x,j]; 
H[ x-, L j-,0] := G[ x, k,j]; 
~[x_,k_,j_,h_] :=~[~[x,k,j,h -11,x]; 
W[k_,j_,h_] :=Limit[H[~.k,j,h]/(h!),.~+L[j]]; 
B[k_,j_,O] := l/W[k,j,O]: 
B[k_,j_, p-1 := -Sum[W[k,j, p - f-]B[k,j,r],{r,O, p - 1}] 
/Wkj,O]; 
Q[x_,k,j_] := Sum[(x - L[j])*rB[k,j, r],(r,O, M[j] - l}]; 
f'[x_,k_,j_] := Q[x,k,j]G[x,k,j]; 
(8.1) 
Here we specify the ~[j 1 and M[j] then our computer will produce the 
polynomials q< A). 
For calculating the matrices F’& A), S, and N, the main problem is how to 
replace h by A. To do this, we first expand these matrices in a suitable way 
and then we replace powers of some quantities by powers of corresponding 
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matrices. For example, after the program (8.11, we expand Pj(h) in powers of 
A - Aj. Actually, after (8.11, we start with 
T[j_, p-1 := Min[ p, ~[j] - 11; 
Y[Lj_, p-1 := Sum[W[k,j, p - r]B[k,j,rl,{r,O,T[j, p]}]; (8a2) 
Then we specify the L[j], M[j], and A. For example, in case of Example 1 
of Section, we set 
L[l] = 1, L[2] = 11, M[l] = 2, M[2] = 1, 
(8.3) 
A = {(3,4,3},{2,7,4},{-4,8,3}}, r = R[2]. 
Then 
X [h_] := A - L[ h]IdentityMatrix[ r]; 
Z[ h_, 0] := IdentityMatrix[ r]; Z[ h_, l] 
:=X[h];Z[h_,q_] :=X[h].Z[h,q - 11; 
P[j-] := Sum[Y[Zj, p]Z[j,p],(p,O,r - l}]; 
S = Sum[L[j]P[j],{j,1,2}];V=A - S; 
{ P[I], P[21, S, V} 
(8.4) 
In this way, Pi, P,, S, and N of Example 1 of Section 1 were obtained. 
For an IBM PC the following program in REDUCE will work. 
We first make a data file, in which we write the degree N of a 
characteristic polynomial r)*(h), its eigenvalues L[ j], and their multiplicities 
M[j]. For example (cf. Example 1 of Section 1) 
%%%%% SIBUYAl.DAT %%%%% 
ARRAY L(15), M(15), C(15), A(15), D(15); 
N:=3$ 
K:=2$ 
L(1) := l$ 
L(2) := 11$ 
M(1) := 2$ 
M(2) :=l$ 
END: 
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We make a file whose name is SN. RED. This is the main program which 
calculates the polynomials P,(h) and also makes another datafile. Actually we 
start with 
1: OUT "YSl.DAT"; 
2: IN "SIBUYAl.DAT"$ 
3: IN "SN.RED"$ 
4: QUIT; 
YSl . DAT is the next input file. Here we have to correct a little the file 
YSl . DAT so that it becomes a complete REDUCE input file. For example, we 
have to replace a scalar in the polynomials Pj< A) by a scalar multiplied by the 
identity matrix E. In this file, we put the data of a matrix A = X. We 
proceed as follows: 
1: OUT "YSl.OUT"; 
2: IN "YSl.DAT"$ 
3: QUIT; 
We then obtain the required results in the file 
YSl.OUT. 
The following are the file SN . RED and the derived YSLDAT: 
%%%%% SN.RED SN DECOMPOSITION %%%%% 
PPPP9P9999PPPPPPPP&P 000000"0000000000000 
PROCEDURE POCH(R,N); 
BEGIN 
SCALAR PRO; 
PRO := 1; 
IF N=O THEN RETURN PROS 
PRO:= (FOR J:= 1:N PRODUCT (R-J+l)); 
RETURN PROS 
END; 
PPPPP989999P~PP9P9PP 00000000000000000000 
PROCEDURE PHI(L,N); 
BEGIN 
SCALAR PRO; 
PRO=l; 
IF N=O THEN RETURN PROS 
PRO:= (FOR J := 1:N PRODUCT (X-L)); 
RETURN PROS 
END; 
%%%%%c&%%%%%%%%%%%%%% 
DEPEND CH,X; 
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DEPEND PHI, X; DEPEND F, X; DEPEND G, X; 
ARRAY P(15); 
ON FACTOR; 
CH:= (FOR J:= 1:K PRODUCT PHI(L(J),M(J)))$ 
OFF NAT: 
J:=l:K DO 
BEGIN 
SCALAR WA, MM, LL, NN, PROJECTION; 
MM := M(J); 
LL := L(J); 
G := PHI(LL,MM); 
F:=CH/G; 
NN := N-l; 
C(0) :=SUB(X=LL,F); 
FOR I :=l:NN DO 
((Hz= DF(F,X,I); 
C(1) := SUB(X=LL,H) /POCH(I,I); 
>>; 
A(O) :=1/C(O); 
MM:=M(J)-1; 
FOR R:= 1:MM DO 
((WA := (FOR I := 1:R 
A(R) := -WA/C(O); 
>>; 
SUM C(I)*A(R-I)); 
PROJECTION:= 1; 
MM := M(J); 
FOR I :=MM:NN DO 
((D(I) := (FOR K:=~:MM SUM A(K-~)*C(I-~+l)) 
PROJECTION:= PROJECTION+D(I)*(X-L(J))**I; 
>>; 
P(J) := PROJECTION$ 
END; 
S:= (FOR J:=l:K SUM L(J)*P(J))$ 
WRITE %%%%%%%%%%%%%%%%%%%%qt 
WRITE "PROCEDURE TANGEN(N) 
WRITE "BEGIN". I 
WRITE "CLEAR E-' * I I 
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WRITE "MATRIX E(N,N);"; 
WRITE "FOR J := l:N DO E(J,J) := 1;"; 
WRITE "RETURN ES"; 
WRITE "END.' ; 
WRITE ,,,b, ooooooooo~oooo ,,pp9>0, %sPPPPPpPBPPP9Bn 
WRITE "MATRIX X, SPART, NPART"; 
FOR J:= 1:K DO WRITE "MATRIX P",J; 
WRITE "N := n ,N"; 
WRITE "TANGEN(N 
WRITE "%X := MAT( )“; 
FOR J:=l:K DO WRITE "P", J," := ",P(J); 
WRITE "SPART:= ' ,S; 
WRITE "NPART := X- SPART"; 
WRITE "END. '* r I 
END: 
%%%%% ysl.dat %%%%% 
66666686660060000000 oooooooooop~ogg~pp~g$ 
PROCEDURE TANGEN( 
BEGIN 
CLEAR E; 
MATRIX E(N,N); 
FOR J:=l:N DO E(J,J) := 1; 
RETURN E$ 
END; 
BP9PPBP&BP~~PP9PPPPP$ 00000000000000000000 
MATRIX Pl$ 
MATRIX P2$ 
N:= 3$ 
TANGEN (N) $ 
%X:=MAT( )$ 
%Here we put the data of the matrix A as follows; 
X:=MAT((3,4,3),(2,7,4),(-4,8,3)); 
Pl:= (- (x+q*E)*(x-ll*E)) /lOO; 
P2 := ((x-1*E)**2) /lOO; 
SPART:= ((x**2-2*x+ll*E))/lO; 
NPART:= X-SPART; 
ENDS 
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For Example 3 in Section 1, if we use the following YS3 . DAT, it takes 
about 3 hours and 40 minutes to complete the calculation of the P,(A) 
(j = 1,2,3,4,5,6,7), S, and N: 
%%%%% ys3.dat %%%%% 
%%%PP9PP99PPPPP$ 000000000000 
PROCEDURE TANGEN( 
BEGIN 
CLEAR E; 
MATRIX E(N,N); 
FOR J := l:N DO E(J,J) := 1; 
RETURN E$ 
END; 
%%%%%%%%%%%%%%%$ 
MATRIX X,SPART,NPART$ 
MATRIX Pl$ 
MATRIX P2$ 
MATRIX P3$ 
MATRIX P4$ 
MATRIX P5$ 
MATRIX P6$ 
MATRIX P7$ 
N:= lO$ 
TANGEN(N)$ 
X~=MAT((0,-1,0,0,0,0,0,0,0,0),(-1,0,0,0,0,0,0,0,0,0), 
(O,O,l,-1,0,0,0,0,0,0),(1/4,0,-1,1,0,0,0,0,0,0), 
(0,0,0,0,2,-1,0,0,0,0),(0,0,1/4,0,-1,2,0,0,0,0), 
(0,0,0,0,0,0,3,-1,0,0),(0,0,0,0,1/4,0,-1,3,0,0), 
(0,0,0,0,0,0,0,0,4,-l), (0,0,0,0,0,0,1/4,0,-1,4)); 
Pl:= (- (x-l*E)**2*(~-2*E)**2*(~-3*E)**2*(~-4*E)* 
(x-5*E)*x) /17280; 
P2 := ((x+l*E)*(x-l*E)**2*(x-2*E)**2*(x-3*E)**2* 
(x-4*E)*(x_5*E))/720; 
P3 := ((25*~-13*E)*(x+l*E)*(~-2*E)**2*(~-3*E)**2* 
(x-4*E)*(x-5*E)*x) /1152; 
P4:= ((x+l*E)*(x-l*E)**2*(x-3*E)**2*(x-4*E)* 
(x-5*E)*x) /36; 
P5 := (- (25*x-87*E)*(x+l*E)*(x_l*E)**2*(x-2*E)**2* 
(x-4*E)*(x-5*E)*x) /1152; 
P6 := (- (x+l*E)*(x-l*E)**2*(x-2*E)**2*(x-3*E)**2* 
(x-5*E)*x) /720; 
FUNDAMENTAL MATRIX SOLUTION 
P7 := ((x+l*E)*(x-l*E)**2*(x-2*E)**2*(x-3*E)**2* 
(x-4*E)*x) /17280; 
SPART:= (- (7*x**8-126*x**7+906*x**6-3276*x**5 
+5943*x**4-3654*x**3-3976*x**2+7056*x-3024*E)*x) /144 
NPART:=X-SPART; 
ENDS 
However. if one wants only the matrices SPART and NPART, one can use 
SPART:= (- (7*x**8- 126*x**7+906*x**6-3276*x**5+ 
5943*x**4-3654*x**3-3976*x**2+7056*x-3024*E)*x) /144; 
N:=X-SPART; 
and REDUCE calculates them instantly. The computer is always obedient. In 
order to calculate Pl, P2, P3, ~4, ~5, p6, and ~7, it follows commands from 
the beginning no matter what. 
Hence we change YS~ . DAT as follows: 
%%%%S& YS31 *dat %%%%% 
MATRIX X,SPART,NPART$ 
MATRIX Pl,P2,P3,P4,PS,PS,P7$ 
MATRIX X1,X2,X22,X3,X32,X4,X42,X5,X6$ 
X~=MAT((0,-1,0,0,0,0,0,0,0,0),(-1,0,0,0,0,0,0,0,0,0), 
(O,O,l,-1,0,0,0,0,0,0),(1/4,0,-1,1,0,0,0,0,0,0), 
(0,0,0,0,2,-l,O,O,O,O),(0,0,1/4,0,-1,2,0,0,0,0), 
(0,0,0,0,0,0,3,-1,0,0),(0,0,0,0,1/4,0,-1,3,0,0), 
(0,0,0,0,0,0,0,0,4,-1),(0,0,0,0,0,0,1/4,0,-1,4)); 
Xl:=X+E; 
X2 :=X-E; 
X22 := (X-E)**2; 
X3 := X-2*E; 
X32 := (X-2*E)**2; 
X4 :=X- 3*E; 
X42 := (X-3*E)**2; 
X5 := X-4*E; 
X6 :=X- 5*E; 
Pl:= (-X22*X32*X42*X5*X6*x)/17280; 
P2 := (X1*X22*X32*X42*X5*X6)/ 720; 
P3 := ((25*x-l3*e)*Xl*X32*X42*X5*X6*x)/ll52; 
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P4 := (X1*X22*X42*X5*X6*x)/36; 
P5 := (- (25*x-87*e)*Xl*X22*X32*X5*X6*x)/ll52; 
P6 := (-X1*X22*X32*X42*X6*x)/720; 
Pl:= (X1*X22*X32*X42*X5*x)/17280; 
NPART := X-SPART; 
ENDS 
PP99P9PPPPP~PPP 00000000000~000 
Then it takes about 2 minutes to obtain YS~ . OUT. In this way, if the matrix 
X( = A) considered is big, it would be better to calculate parts of factors in 
the polynomials 5 in advance. 
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mance Computing Research Center. The third author is also supported in 
part by a grant from National Science Foundation. The first author worked 
with the others mostly through communication. 
REFERENCES 
1 N. Bourbaki, AZg2bre II, Herman, Paris, 1952. 
2 C. G. Cullen, Matrices and Linear Transformations, 2nd ed., Addison-Wesley, 
1972. 
3 R. Gerard and A. H. M. Levelt, Sur les connexions a singularites regulieres dans le 
cas de plusieurs variables, Funkcial. Ekuac. 19:149-173 (1976). 
4 M. W. Hirsch and S. Smale, Differential Equations, Dynamical Systems and 
Linear Algebra, Academic, New York, 1974. 
5 Y. Sibuya, Linear Differential Equations in the Complex Domain: Problems of 
Analytic Continuation, Transl. Math. Monogr. 82, Amer. Math. Sot., 1990. 
Received 18 October 1993; final manuscript accepted 14 ]uly 1994 
