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Prefacio
En este proyecto hemos abordado la sintonizacio´n del Kernel Linux para
procesadores con tecnolog´ıa Hyper-Threading, centrando nuestros esfuerzos
en el disen˜o y desarrollo de un planificador de procesos simbio´tico.
Por software simbio´tico [16] entendemos aque´l que es capaz de adaptarse
dina´micamente para ajustar el escenario de ejecucio´n con los requerimientos
del sistema (ahorro de consumo, rendimiento, calidad de servicio...).
Para el desarrollo de dicho planificador, al que hemos bautizado con el
acro´nimo de HTAS, nos hemos basado en el uso de los contadores hardware de
la arquitectura IA-32 (4). Mediante dichos contadores hemos podido detectar
situaciones en las que Hyper-Threading puede comprometer el rendimiento.
Nos gustar´ıa destacar que, aunque existen diversas propuestas basadas en
estudios mediante simulacio´n [15], no conocemos ninguna implementacio´n de
un planificador con estas caracter´ısticas en sistemas reales [16]
i
We have addressed in this project the tuning of the Linux Kernel in Hyper-
Threading-enabled processors, focusing on the design and implementation of
a symbiotic process scheduler.
Symbiotic software is able to be dynamically adapted to match the execu-
tion scenario and the system policy (power saving, performance, quality of
service...).
The symbiotic scheduler developed in this project, which we have dubbed
as HTAS, is based on the employment of the IA-32 hardware performance
counters (4) , which have help us to detect possible performance bottlenecks
caused by Hyper-Threading.
We would like to remark that, despite being proposed by some authors in
simulation studies [15], to the best of our knowledge any similar scheduler
has been yet implemented on real systems [16].
ii
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Introduccio´n a la tecnolog´ıa
Multithreading
Las dificultades que se esta´n hallando para la explotacio´n del paralelismo a
nivel de instruccio´n, ha dado lugar a nuevos disen˜os que permiten un aprove-
chamiento ma´s eficiente del creciente nu´mero de transistores. De entre ellas,
destacaremos dos:
Multiprocesadores-en-un-chip (MoC) [2]. En este tipo de disen˜os se
aprovecha la mayor escala de integracio´n para incluir ma´s de un proce-
sador (core) por circuito integrado. No existe un consenso sobre como
debe ser la red que conecte dichos cores, baraja´ndose alternativas muy
diversas (conexiones externas, crossbars, anillos, mallas, buses. . . ). Es
habitual, adema´s, que junto a los procesadores y sus correspondientes
niveles de memoria cache (algunos de ellos compartidos) se integre algu-
nos controladores complejos (coherencia, encaminamiento, DRAM. . . )
y enlaces con un ancho de banda elevado que pueden conectarse direc-
tamente a otros chips (procesadores o conmutadores de expansio´n). De
este modo se consigue un importante abaratamiento en la construccio´n
de sistemas de mayor escala.
Procesadores Multithreading [3]. Los procesadores multi-hilo (multith-
readed o multithreading) intentan incrementar el rendimiento mediante
la ejecucio´n simulta´nea de varios hilos. Entre las diferentes alternativas
destaca el Multithreading Simulta´neo (SMT) [4] [5]. Los procesadores
SMT tienen como base un superescalar fuera de orden capaz de ejecu-
tar varias instrucciones por ciclo. Con cambios arquitecto´nicos relativa-
mente poco importantes, estos procesadores se puede modificar apara
lanzar simulta´neamente instrucciones pertenecientes a varios flujos de
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ejecucio´n (correspondientes a un u´nico proceso o a procesos indepen-
dientes).
Chip-Multi-Thread (CMT) [6]. En las u´ltimas generaciones de proce-
sadores ha comenzado a combinarse los dos paradigmas anteriores, es
decir, se integran varios cores multithreading en un mismo chip.
La mayor´ıa de los fabricantes han empezado a incorporar estas caracter´ısti-
cas en sus respectivas gamas de productos, y es muy probable que en un
futuro pro´ximo estos niveles de paralelismo adicionales sean tan habituales
como hoy en d´ıa puede resultar el paralelismo a nivel de instruccio´n.
El ejemplo ma´s representativo de procesador con SMT es el Intel Pentium
4 [1]. Entre los que integran MoC podemos citar el IBM Power4 [9], el AMD
Opteron Dual-Core [10] y el SUN UltraSPARC IV+ [10]. Las novedades ma´s
recientes pertenecen sin embargo al paradigma CMT. Entre otros ejemplos
podemos citar el Intel Pentium D [10], el Intel Montecito [11], el IBM Power5
[13], Cell [14], un MoC heteroge´neo desarrollado conjuntamente por IBM-
Sony-Toshiba, donde se incluye un core PowerPC multithreaded y el SUN
Niagara [6], la apuesta de SUN para el mercado de servidores, donde se
integran 8 cores multithreading (4 threads por core) en un mismo chip.
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1.1. Arquitecturas Multithreading
Las arquitecturas multithreading aparecen como consecuencia de las limi-
taciones que imponen las dependencias de datos y la alta latencia de memoria
en los procesadores convencionales. Se caracterizan por mantener varios flu-
jos de instrucciones ejecuta´ndose a la vez dentro del procesador. Dichos flujos
pueden ser de una misma aplicacio´n, con lo que se reducir´ıa su tiempo de
ejecucio´n, o de aplicaciones diferentes, con lo que se aumentar´ıa la producti-
vidad (el throughput) del sistema.
Bajo esta concepcio´n gene´rica, pueden encontrarse diferentes propuestas.
Las tres alternativas ma´s populares que han sido exploradas hasta la fecha
son el multithreading de grano fino (FMT: fine-grain multithreading), el mul-
tithreading de grano grueso (BMT: block multithreading) y el multithreading
simulta´neo (SMT: simultaneous multithreading) [18], [3].
1.1.1. Multithreaded de Grano Fino (FMT)
En las arquitecturas con multithreading de grano fino (tambie´n conoci-
do como interleaved multithreading o multithreading horizontal), se produce
un cambio de contexto en cada ciclo, utilizando habitualmente pol´ıticas de
planificacio´n justas tipo round-robin. De este modo, aunque no se llegan a
emitir en el mismo ciclo instrucciones de flujos o threads diferentes, s´ı convi-
ven dentro del pipeline. El objetivo que se persigue con este tipo de disen˜os es
el aumento de la productividad, ocultando las operaciones de latencia alta,
como los accesos a memoria, con trabajo u´til de otros threads.
Los cambios de contexto se llevan a cabo sin ninguna sobrecarga adicional,
ya que los procesadores que implementan esta te´cnica disponen de tantos
contextos hardware como nu´mero de threads soporten, evita´ndose de esta
forma la necesidad de salvar dichos contextos. Por otro lado, tambie´n es
habitual que el lanzamiento de una nueva instruccio´n de un determinado
thread no se realice hasta que la instruccio´n anterior de ese mismo thread
haya sido retirada. Se simplifica de este modo el disen˜o del pipeline, ya que al
eliminarse tanto los riesgos de control como los riegos de datos, no es necesario
incluir mecanismos sofisticados de control ni forwardings de datos complejos.
Las latencias de memoria pueden ocultarse impidiendo la planificacio´n del
correspondiente thread hasta que el acceso se haya completado [3].
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Figura 1.1: Paradigmas multithreaded propuestos
Ejecucio´n de instrucciones en un procesador superescalar de ancho cuatro
convencional (izquierda), un procesador VLIW (4 operaciones por
instruccio´n) con multithreading de grano fino, un procesador superescalar
con multithreading de grano grueso y un procesador superescalar con
capacidad SMT (derecha). Multithreading de grano fino y de grano grueso
ocultan latencias, SMT trata de aprovechar todo el ancho superescalar,
ocultando latencias indirectamente.
1.1.2. Multithreaded de Grano Grueso (BMT)
En las arquitecturas con multithreading de grano grueso (tambie´n deno-
minado blocked multithreading) los cambios de contexto no se producen au-
toma´ticamente cada ciclo, sino que se producen ante la ocurrencia de eventos
muy costosos que puedan provocar largas paradas del pipeline. El coste del
cambio de contexto var´ıa con las diferentes propuestas. En arquitecturas con
suficientes recursos, el cambio de contexto puede ser inmediato, pero en ar-
quitecturas donde sea necesario salvar el contexto de los threads, el coste
puede ser de varios ciclos.
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1.1.3. Multithreading Simulta´neo (SMT)
El multithreading simulta´neo es sin duda la alternativa multithreaded que
ma´s repercusio´n comercial y media´tica ha despertado recientemente. La ca-
racter´ıstica diferencial de este tipo de arquitecturas es que permiten el lanza-
miento (issue) de instrucciones provenientes de diferentes flujos en el mismo
ciclo sin necesidad de cambios de contexto [18] [3].
En la figura 1.1 se comparan los distintos paradigmas multithreading que se
han propuesto. SMT puede considerarse como una evolucio´n natural del las
arquitecturas superescalares cuya intencio´n fundamental es la conversio´n de
paralelismo a nivel de thread (TLP: Thread Level Parallelism), en paralelismo
a nivel de instruccio´n. Con ello se persigue el aprovechamiento del ancho su-
perescalar, a menudo infrautilizado al carecer las aplicaciones del suficiente
ILP, lo que redunda en una mayor utilizacio´n de los recursos de procesa-
dor. Indirectamente, se mitigan de este modo las ineficiencias producidas por
operaciones con una latencia alta.
Las primeras propuestas surgieron dentro del mundo acade´mico a media-
dos de la de´cada de los 90 ([4] [8] [5]), despertando desde entonces un gran
intere´s a nivel investigador. La consolidacio´n del SMT en la industria no llega
hasta el an˜o 2002, con su introduccio´n en los procesadores Intel Pentium 4
e Intel Xeon1 [1]. El Alpha 21464 (EV8) [7], aunque nunca llego´ al merca-
do, estaba previsto que utilizase este paradigma y en la actualidad, tambie´n
encontramos esta´ te´cnica en el IBM Power5 [12], [13].
La figura 1.2 muestra el pipeline de ejecucio´n ba´sico de un procesador
SMT. Partiendo de una arquitectura superescalar, las modificaciones ma´s
importantes se han de hacer fundamentalmente en la etapa de bu´squeda de
instrucciones, mantenie´ndose pra´cticamente inalterado el resto del procesa-
dor.
Con cargas de trabajo multiprogramadas incrementa la productividad del
sistema, siempre y cuando no haya competencia de recursos entre los corres-
pondientes threads. Sin embargo, si lo que se pretende es reducir el tiempo
de ejecucio´n de una aplicacio´n, el nuevo reto que plantean este tipo de ar-
quitecturas es como extraer el paralelismo a nivel de thread.
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Figura 1.2: Pipeline del Alpha 21464
Ba´sicamente se modifica so´lo la etapa de fetch
1.2. Hyper-Threading: SMT en el Intel Pentium
4 y Xeon
Una de las primeras implementaciones comerciales de SMT la encontramos
en los procesadores de la familia Xeon de Intel [1] . En sus descripciones, Intel
suele representar a la tecnolog´ıa Hyper-Threading, como una virtualizacio´n
del procesador f´ısico que permite interpretarlo como dos procesadores lo´gicos.
Como se muestra en la figura 1.3, para ello se duplica la arquitectura del pro-
cesador (registros de propo´sito general, registros de control, y registros para
el control de las interrupciones), manteniendo compartidos la mayor parte de
los recursos (caches, unidades aritme´tico-lo´gicas, buses,. . . ). Se proporciona
as´ı la ilusio´n al software de que existen dos procesadores independientes.
Los primeros sistemas con la tecnolog´ıa Hyper-Threading datan de 1998.
La incorporacio´n del Hyper-Threading supon´ıa un incremento del taman˜o
del chip de menos de un 5%, mientras que la mejora del rendimiento variaba
entre 16 y 28% [1] segu´n las aplicaciones.
1.2.1. Recursos duplicados, repartidos y compartidos
La opcio´n tomada por Intel para la implementacio´n del multithreading
consiste en an˜adir el mı´nimo hardware posible. Los recursos del procesador,
ahora sera´n utilizados por los dos procesadores lo´gicos. Algunos de estos re-
cursos, debido a su pequen˜o taman˜o y coste, sera´n duplicados. El problema
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Figura 1.3: Procesador con Hyper-Threading (derecha) y sin e´l (izquierda)
viene dado por los recursos que se reparten y los compartidos:
Los recursos repartidos, tienen limitado a cada procesador lo´gico el
uso en tiempo (cada ciclo accede un procesador lo´gico) o espacio (el
recurso se divide entre los procesadores lo´gicos). Normalmente esto se
hace con recursos cuya duplicacio´n ya supone cierto coste, y supone
una limitacio´n en el rendimiento. El reparto de estos recursos es a
partes iguales, y cuando el procesador funciona en modo monotarea, se
produce una combinacio´n de recursos para que el procesador disponga
de todo el hardware [1].
Los recursos compartidos, no conllevan equidad en el reparto. Un ejem-
plo de recurso compartido es la memoria cache de nivel 1 y 2, que no
se duplica al ser un recurso de considerable taman˜o y por tanto ca-
ro. Por consiguiente, un buen uso de estos recursos sera´ cr´ıtico para el
rendimiento.
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Cap´ıtulo 2
El Planificador de Linux 2.6.12
Linux es un sistema muy complejo, compuesto de muchos componentes
divididos en capas, relacionados entre s´ı. Estos componentes se comunican,
se sincronizan y funcionan de manera concurrente, lo que hace que un sistema
ya de por s´ı complejo por su propia extensio´n, se convierta en algo en lo que
las consecuencias de pequen˜os cambios en sistemas clave se hagan dif´ıciles de
predecir.
Dentro del nu´cleo existe una parte central que articula los mecanismos
principales del sistema, que llamamos los subsistemas del kernel. Estos sub-
sistemas incluyen el gestor de memoria, el sistema de ficheros virtual, el
subsistema de comunicacio´n entre procesos, el subsistema de red y el plani-
ficador. En la figura 2.1 se puede ver en que´ punto encaja cada subsistema
y las capas que tiene. Como se puede apreciar, en el centro de todos los
subsistemas se encuentra planificador.
9
El Planificador de Linux 2.6.12
Figura 2.1: Subsistemas del kernel
Es decir, el planificador es un subsistema del que dependen todos los dema´s,
lo cual implica dos cosas:
1. Es cr´ıtico en rendimiento. Una pe´rdida de rendimiento mı´nima la no-
tara´n todos los subsistemas y repercutira´ en el nu´cleo entero de diversas
maneras, lo cual implicara´ una severa degradacio´n de todo el sistema
operativo.
2. Introducir cambios es extremadamente complejo. Al depender todos
los subsistemas de e´l, cualquier modificacio´n esta´ afectando de forma
indirecta a todos los dema´s subsistemas, y hay que tener en cuenta una
infinidad de efectos colaterales en los que podr´ıa desembocar el cambio.
La misio´n del planificador de un sistema operativo es decidir co´mo, cua´ndo
y do´nde se ejecutara´n las tareas que esta´n corriendo en el sistema. E´sto im-
plica, entre otras cosas, hacer listas de procesos en base a sus caracter´ısticas,
asignarles periodos de ejecucio´n e intercambiar unas tareas por otras.
El planificador, en la rama de Linux 2.6.x, ha sido reescrito entero e incor-
pora grandes cambios respecto a versiones anteriores, las cuales han mejorado
mucho sus capacidades, rendimiento y escalabilidad. Algunos de los cambios
ma´s significativos en el planificador, como la complejidad en O(1) o la ex-
propiacio´n, son explicados en detalle a lo largo de este cap´ıtulo.
10 Ajuste del planificador para Hyper-Threading
Estructura del Planificador
2.1. Estructura del Planificador
El planificador de Linux esta´ implementado en kernel/sched.c. El algo-
ritmo fue reescrito por completo en la versio´n 2.5 y, al contrario que en las
versiones anteriores, fue disen˜ado para cumplir objetivos espec´ıficos:
Complejidad O(1): cada algoritmo en el nuevo planificador debe finali-
zar en tiempo “constante”, independientemente del nu´mero de procesos
que haya corriendo en el sistema.
Escalabilidad “perfecta” en SMP: cada procesador debe tener su propia
Cola de procesos (runqueue) y su lock de proteccio´n asociado. De esta
manera es posible que de forma simulta´nea, dos tareas se despierten
en distintas CPUs, sean planificadas y se hagan los correspondientes
cambios de contexto.
Afinidad SMP mejorada: el planificador debe intentar agrupar y man-
tener a los procesos en una CPU espec´ıfica. So´lo se migrara´n a otra
CPU para conseguir un mejor equilibrado de carga. As´ı, se impide que
haya tareas que este´n continuamente siendo migradas de una Cola de
procesos a otra.
Eficiencia SMP: ninguna CPU debe estar inactiva si hay tareas que
ejecutar.
Planificacio´n por lotes: timeslices largos y pol´ıtica Round-Robin. Se
aplica a las tareas con menor prioridad, es decir, con un valor de nice
positivo.
Ejecutar los procesos hijos recie´n creados antes que sus procesos padres.
Buen rendimiento con tareas interactivas: incluso con una carga consi-
derable, el sistema deber´ıa reaccionar y planificar las tareas interactivas
inmediatamente. Esto beneficia enormemente a sistemas tipo desktop.
Optimizado para el caso de una o dos tareas en ejecucio´n.
Reparto justo de los timeslices: ningu´n proceso debe sufrir inanicio´n ni
tener de manera injustificada un timeslice demasiado alto.
A continuacio´n veremos las principales estructuras de datos presentes en
el planificador:
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2.1.1. Procesos
Toda la informacio´n relativa a los procesos se guarda en su Descriptor de
Proceso. Esta informacio´n incluye ficheros abiertos, los datos de su espacio
de memoria, sen˜ales pendientes, estado del proceso, etc. En Linux, la infor-
macio´n del descriptor de procesos se guarda en la estructura task_t que
esta´ definida en include/linux/sched.h.
A diferencia de otros sistemas operativos, en Linux son totalmente equi-
valentes los conceptos de procesos e hilos de ejecucio´n (threads). Otra pecu-
liaridad de Linux, es que emplea el nombre de tareas (tasks) para referirse a
los procesos. Por tanto se utilizara´n ambos te´rminos de manera indistinta.
Estructura de los procesos
La estructura task_t posee muchos campos, pero los ma´s importantes, en
lo que a la planificacio´n se refiere, son los siguientes:
typedef struct task_struct task_t;
struct task_struct {
prio_array_t *array; // Array de prioridades en el que esta´
struct list_head run_list; // Puntero a la siguiente tarea en el Array de prioridades
int prio; // Prioridad efectiva del proceso
int static_prio; // Prioridad esta´tica del proceso
unsigned int time_slice; // Tiempo de ejecucio´n
unsigned long sleep_avg; // Tiempo medio que pasa suspendido
volatile long state; // Estado del proceso
int activated; // Estado en el que estaba suspendido
unsigned long rt_priority; // Prioridad en tiempo real
unsigned long policy; // Esquema de planificacio´n
cpumask_t cpus_allowed; // CPUs permitidas para este proceso
spinlock_t switch_lock; // Lock para los cambios de contexto.
struct thread_info *thread_info; // Acceso eficiente al Descriptor de Proceso.
struct sched_info sched_info; // Estadı´sticas a nivel de proceso.
};
A continuacio´n se describen algunos de estos campos:
prio_array_t *array: arrays que albergan a todos los procesos clasi-
fica´ndolos por su prioridad.
struct list_head run_list: lista de procesos asociada al nivel de
prioridad de la tarea.
Los Arrays de Prioridad y sus listas de procesos se explicara´n en la
seccio´n 2.1.3, pa´gina 21.
unsigned long rt_priority: es la representacio´n que ve el usuario
de los niveles de prioridad de los procesos de tiempo real.
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unsigned long policy: es el esquema de planificacio´n empleado para
este proceso.
Tanto este, como el campo rt_priority se explican en la seccio´n 2.4.4,
pa´gina 47.
int static_prio: Prioridad Esta´tica. Es la prioridad elegida por el
usuario para los procesos que no son de tiempo real (los procesos de
usuario).
int prio: es la prioridad efectiva del proceso, tanto si es de tiempo
real, como si es de usuario.
unsigned long sleep_avg: tiempo medio que el proceso pasa suspen-
dido (sleep average). Es una heur´ıstica empleada por el planificador
para medir la “interactividad” de un proceso, y as´ı, ajustar su priori-
dad.
Las prioridades de los procesos de usuario se explican en la seccio´n 2.4.1,
pa´gina 38.
volatile long state: estado del proceso. Se explica ma´s adelante.
int activated: este campo es empleado cuando se despierta a un pro-
ceso. En funcio´n del estado en el que estuvo suspendido, se le da al
campo un valor que representa su “grado de interactividad”. Poste-
riormente, se modificara´ su sleep average segu´n este valor. Para ma´s
detalles, ver la seccio´n 2.5.2 (pa´gina 50).
int time_slice: tiempo de ejecucio´n del proceso. Este valor es elegido
en funcio´n de su prioridad Esta´tica.
cpumask_t cpus_allowed: ma´scara que indica los procesadores en los
que se puede ejecutar el proceso. Se emplea en los equilibrados de carga
(ver seccio´n 2.3, pa´gina 33).
spinlock_t switch_lock: lock empleado en algunas arquitecturas du-
rante los Cambios de contexto. Ver seccio´n 2.5.1 (pa´gina 49).
struct thread_info *thread_info: estructura empleada para acce-
der de manera eficiente al descriptor de procesos. Se explica ma´s ade-
lante.
struct sched_info sched_info: estructura utilizada en la recolec-
cio´n de estad´ısticas a nivel de proceso. Se detallan en la seccio´n 2.5.5
(pa´gina 55).
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Estados de los procesos
El estado de los procesos es descrito por el campo state de la estructura
task_t. Algunos de los estados de los procesos son los siguientes:
TASK_RUNNING: el proceso es ejecutable y por tanto se encuentra en el
Array de Prioridad, ya sea en ejecucio´n, o esperando su turno. El valor
por defecto de esta constante es 0.
TASK_INTERRUPTIBLE: el proceso esta´ suspendido esperando a que se
cumpla alguna condicio´n. Cuando esto ocurra, el proceso sera´ desper-
tado y puesto en estado TASK_RUNNING. Sin embargo, tambie´n puede
ser despertado de forma prematura si recibe alguna sen˜al (por ejemplo,
SIGTERM). Los procesos interactivos suelen estar suspendidos en este
estado.
TASK_UNINTERRUPTIBLE: igual que el caso anterior, salvo que el proceso
no sera´ despertado si recibe alguna sen˜al. Para ma´s detalles, ver la
seccio´n 2.5.2 (pa´gina 50).
TASK_TRACED: el proceso esta´ siendo depurado.
TASK_STOPPED: la ejecucio´n del proceso ha sido detenida. En este caso
el proceso ya no se ejecuta ni puede ser elegido por el planificador
para ejecucio´n. Esto ocurre cuando la tarea recibe las sen˜ales SIGSTOP,
SIGSTP, SIGTTIN o SIGTTOU, o bien, si se recibe cualquier sen˜al mientras
esta´ siendo depurada.
EXIT_ZOMBIE: el proceso ha acabado, pero su descriptor sigue en me-
moria por si el padre necesita alguna informacio´n. Dicho descriptor
sera´ eliminado cuando el padre ejecute la llamada al sistema wait4().
EXIT_DEAD: el proceso ha acabado y se ha eliminado su descriptor.
El mecanismo ma´s empleado para cambiar el estado de un proceso es utili-
zando las macros set_task_state(task,state) y set_current_state(state).
La diferencia es que la segunda so´lo cambia el estado del proceso current
(el que esta´ actualmente en ejecucio´n). En sistemas SMP, adema´s, puede es-
tablecer una barrera para sincronizar a las tareas del resto de procesadores.
Las transiciones entre estados de los procesos, y sus causas, se pueden
observar en la figura 2.2 ([20]).
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Figura 2.2: Estados de los procesos.
Accediendo al Descriptor de Proceso
En versiones de Linux anteriores a la 2.6, el descriptor de procesos (task_t)
se almacenaba al final de la pila de sistema (kernel stack) de cada proceso,
de tal manera que en arquitecturas con pocos registros, como la x86, para
acceder a este descriptor se empleaba el puntero a la cima de la pila como
registro base.
En esta nueva versio´n de Linux, los descriptores de procesos son creados
de manera dina´mica utilizando el slab allocator ([20]). Para acceder a ellos,
se ha creado una nueva estructura al final de la pila de sistema (donde esta´ba
antes el descriptor de procesos) denominada thread_info, en la cual, entre
otros campos, hay un puntero al descriptor (campo task).
En el co´digo del planificador, es muy comu´n acceder al descriptor del proce-
so que esta´ actualmente en ejecucio´n, por ello existe una macro denominada
current para acceder a este descriptor de manera ma´s eficiente. Esta macro
esta implementada para cada arquitectura en include/asm-*/current.h.
En algunas de ellas, como la x86, invoca a la funcio´n current_thread_info()
(implementada en ensamblador) para obtener el thread_info del proceso,
y luego su descriptor. En la figura 2.3 ([20]) se puede observar la estructura
thread_info situada en la pila de sistema del proceso.
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Figura 2.3: Descriptor de proceso en la pila de sistema.
Inicio de un proceso
Tradicionalmente, al crear un proceso hijo con la llamada al sistema fork(),
casi todos los recursos que pose´ıa el proceso padre eran duplicados y copiados
al hijo. De manera que so´lo se diferenciaban en el PID, el PPID (parent’s
PID) y en algunas estad´ısticas y recursos tales como las sen˜ales pendientes.
Esta aproximacio´n es bastante ineficiente, sobre todo si lo primero que ejecu-
ta el proceso hijo es una llamada a exec() la cual carga un nuevo programa
en el espacio de memoria, convirtiendo as´ı, en innecesaria y en una pe´rdida
de tiempo, la copia del espacio de memoria del proceso padre (que fa´cilmente
puede alcanzar los 10 Mbytes).
Actualmente, esta llamada al sistema emplea un mecanismo denominado
Copy-On-Write (COW), cuyo objetivo es el de retrasar, o incluso evitar, la
copia innecesaria de recursos a la hora de crear un proceso hijo. Con esta
te´cnica, en lugar de duplicar todo el espacio de memoria, el proceso padre
y el hijo comparten una misma y u´nica copia. De esta forma, los datos que
contiene so´lo se duplicara´n si uno de los procesos intenta modificar alguna
de las pa´ginas de ese espacio de memora.
Por tanto, si el proceso hijo ejecuta un exec() justo despue´s del fork(),
ninguno de los datos del espacio de memoria del padre habra´n sido duplica-
dos. La u´nica carga producida por fork() es la copia de las tablas de pa´ginas
del padre y la creacio´n de un nuevo descriptor de procesos para el hijo.
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Sin embargo, se puede optimizar au´n ma´s si el kernel despierta y ejecuta
al proceso hijo antes de continuar con el padre (en previsio´n de que el hijo
ejecutara´ inmediatamente un exec()). Si se hace al reve´s, se corre el riesgo
de que el padre comience a hacer modificaciones en las pa´ginas del espacio
de memoria, y que por tanto, estas se dupliquen al hijo (innecesariamente,
puesto que este u´ltimo ejecutara´ otro programa). Esta accio´n es llevada a
cabo en la funcio´n wake_up_new_task() y se denomina child-run-first.
2.1.2. Colas de procesos
La principal estructura de datos del planificador es la Cola de Procesos o
Runqueue y se trata de la lista de los procesos ejecutables en cada procesador.
Existe una cola para cada procesador y cada proceso ejecutable so´lo puede es-
tar en una cola a la vez. Esta´ definida como runqueue_t en kernel/sched.c,
aunque podr´ıa haberse hecho en include/linux/sched.h, pero lo que se pre-
tende es aislar al co´digo del planificador y mostrar so´lo una interfaz reducida
al resto del kernel.
Estructura de la Cola de Procesos
La estructura de la cola de procesos es la siguiente ([20]):
typedef struct runqueue runqueue_t;
struct runqueue {
spinlock_t lock; // Cerrojo para proteger esta cola
unsigned long nr_running; // Nu´mero de tareas ejecutables
unsigned long cpu_load; // Carga del procesador
unsigned long long nr_switches; // Nu´mero de cambios de contextos
unsigned long expired_timestamp; // Tiempo desde el u´ltimo intercambio de arrays
unsigned long nr_uninterruptible; // Nu´mero de tareas en estado TASK_UNINTERRUPTIBLE
unsigned long long timestamp_last_tick; // Marca de tiempo del u´ltimo ’tick’ del planificador
task_t *curr; // Proceso en ejecucio´n
task_t *idle; // Proceso ’ocioso’ de esta cola
struct mm_struct *prev_mm; // Mapa de memoria virtual del proceso anterior
prio_array_t *active; // Array de prioridad de tareas activas
prio_array_t *expired; // Array de prioridad de taras expiradas
prio_array_t arrays[2]; // Arrays de prioridad
int best_expired_prio; // La mayor de las prioridades de las tareas expiradas
atomic_t nr_iowait; // Nu´mero de tareas esperando E/S
struct sched_domain *sd; // Dominio de planificacio´n de esta cola
int active_balance; // Indica si la cola necesita equilibrado
int push_cpu; // CPU a la que se envı´an tareas durante un equilibrado
task_t *migration_thread; // Proceso para la migracio´n de tareas
struct list_head migration_queue; // Lista de tareas a migrar durante un equilibrado
};
A continuacio´n se explica cada campo ([21]):
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spinlock_t lock: cerrojo para proteger el acceso a la cola. De esta
manera, so´lo una tarea puede modificarla. El uso de este campo se
explicara´ con detalle en la seccio´n 2.1.2 de la pa´gina 20.
unsigned long nr_running: nu´mero de procesos ejecutables que esta´n
en la cola.
unsigned long cpu_load: carga de trabajo del procesador. Esta carga
se calcula y se actualiza en el me´todo rebalance_tick() haciendo la
media entre la carga anterior y la actual.
unsigned long long nr_switches: nu´mero de cambios de contexto
que han ocurrido desde la creacio´n de la cola al iniciarse el sistema.
Actualmente so´lo se utiliza al mostrar estad´ısticas en el sistema de
ficheros /proc.
unsigned long expired_timestamp: tiempo transcurrido desde la u´lti-
ma vez que se intercambiaron los Arrays de prioridad.
unsigned long nr_uninterruptible: nu´mero de tareas que se en-
cuentran en el estado TASK_UNINTERRUPTIBLE.
unsigned long long timestamp_last_tick: marca de tiempo del u´lti-
mo tick del planificador. Se utiliza principalmente en la macro task_hot()
para determinar si un proceso es cache hot, es decir, si ha transcurrido
muy “poco” tiempo y por tanto, es muy probable que en la cache de
la CPU todav´ıa se encuentren datos va´lidos del proceso.
task_t *curr: es el proceso que actualmente se esta´ ejecutando en este
procesador.
task_t *idle: es el proceso “ocioso” de esta cola, es decir, el proceso
que se ejecuta cuando no hay otras tareas a ejecutar.
struct mm_struct *prev_mm: mapa de la Memoria Virtual de la ta-
rea que estuvo ejecuta´ndose anteriormente. Se utiliza para una gestio´n
eficiente de la memoria virtual.
prio_array_t *active: contiene las tareas que no han agotado au´n
todo su tiempo de ejecucio´n (timeslice).
prio_array_t *expired: contiene las tareas que ya han agotado todo
su timeslice.
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prio_array_t arrays[2]: arrays de prioridad. Estas estructuras se
explicara´n con detalle en la seccio´n 2.1.3 en la pa´gina 21.
int best_expired_prio: la mayor de las prioridades (la del mı´nimo
valor) de las tareas expiradas. Se utiliza en la macro EXPIRED_STARVING()
para determinar si existe una tarea con mayor prioridad que la actual
en el array de tareas expiradas. De esta manera, si la tarea actual es
interactiva, no se reinserta en el array de las activas sino en el de las
expiradas y as´ı se evita la inanicio´n de las tareas expiradas. Esto se
explica con detalle en la seccio´n 2.4.2 en la pa´gina 41.
atomic_t nr_iowait: nu´mero de procesos esperando en operaciones
de E/S. Utilizado para las estad´ısticas del kernel.
struct sched_domain *sd: dominio de planificacio´n para esta cola.
Ba´sicamente es el grupo de CPUs entre los cuales se hace el equilibrado
activo. Se explicara´ con detalle en la seccio´n 2.1.4 en la pa´gina 24.
int active_balance: flag empleado en la migracio´n de tareas para
determinar si la cola debe ser equilibrada, es decir, si esta´ considera-
blemente ma´s llena que el resto.
int push_cpu: procesador al que son enviadas tareas durante el equi-
librado.
task_t *migration_thread: proceso encargado de migrar tareas a
otro procesador durante un equilibrado de carga.
struct list_head migration_queue: lista de tareas que deben ser
migradas a otra CPU.
Existen otros campos adicionales que so´lo se utilizan para las Estad´ısticas
del Planificador (ver seccio´n 2.5.5, pa´gina 55). U´nicamente se compilan si
esta´ definida la variable CONFIG_SCHEDSTATS.
Dado que las colas de procesos son la principal estructura de datos del
planificador, existen una serie de macros definidas en kernel/sched.c para
manejarlas:
cpu_rq(cpu): devuelve un puntero a la cola de procesos del procesador
cpu.
this_rq(): devuelve un puntero a la runqueue del procesador actual.
task_rq(p): devuelve un puntero a la cola donde esta´ el proceso p.
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Bloqueos
Como se explica en la seccio´n 2.4.3 de la pa´gina 43, el nuevo planificador
de Linux es completamente expropiativo, y por tanto puede seleccionar a una
nueva tarea tanto si la anterior esta´ en modo usuario, como si esta´ en modo
nu´cleo. Esto obliga a proporcionar me´todos que controlen el acceso concu-
rrente a los recursos del planificador. Un ejemplo de ello son las runqueues,
que poseen mecanismos de bloqueo individuales ya que estas pueden ser mo-
dificadas, no solamente por el procesador al que esta´n asociadas, sino tambie´n
por otros procesadores (por ejemplo, durante un equilibrado de carga).
Estos mecanismos de bloqueo esta´n implementados mediante un cerrojo
(lock) que hay que adquirir antes de poder leer o escribir en la estructura de
la cola y que debe ser liberado al finalizar la operacio´n. Todo esto se puede
realizar con las siguientes funciones:
task_rq_lock(p, flags): bloquea y devuelve un puntero a la cola en
la que el proceso p se esta´ ejecutando. Adema´s deshabilita las interrup-
ciones guardando el estado en flags.
task_rq_unlock(rq, flags): desbloquea la cola rq y habilita las in-
terrupciones con el estado guardado en flags.
this_rq_lock(): bloquea y devuelve un puntero a la cola asociada
al procesador actual. Tambie´n deshabilita las interrupciones, pero sin
guardar el estado.
rq_unlock(rq): desbloquea la cola rq y habilita las interrupciones con
el estado por defecto.
Otra posibilidad, es acceder directamente al campo spinlock_t lock de
la estructura runqueue_t, y utilizar los me´todos spin_lock(&rq->lock) y
spin_unlock(&rq->lock) para bloquearla y desbloquearla respectivamente.
Si adema´s de deshabilitar la expropiacio´n del planificador tambie´n se quie-
re deshabilitar las interrupciones, entonces deben emplearse las funciones
spin_lock_irqsave() y spin_unlock_irqrestore().
En el caso de querer bloquear varias runqueues, es necesario hacerlo
en orden ascendente de direcciones para evitar interbloqueos. Por ejemplo
([20]):
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/* Para bloquear las colas... */








/* [Seccio´n crı´tica] */
/* Para desbloquearlas... */
spin_unlock(&rq1->lock);
spin_unlock(&rq2->lock);
Aunque esto se puede realizar de manera automa´tica con las funciones
double_rq_lock(rq1, rq2) y double_rq_unlock(rq1, rq2).
2.1.3. Arrays de prioridad
Los Arrays de Prioridad son las estructuras de datos claves que han per-
mitido obtener un planificador con coste O(1). Gracias a ellos, se puede
conseguir transiciones de e´poca1 en tiempo “constante”, independientemente
del nu´mero de procesos en ejecucio´n. Adema´s, permiten encontrar de manera
muy eficiente, cua´l es el siguiente proceso a ejecutar.
En cada cola de procesos existen dos de estos arrays, el de Tareas Activas
y el de Expiradas. Las tareas activas son aquellas que no han consumido todo
su timeslice, mientras que las expiradas, son aquellas que ya lo han agotado.
Cada array de prioridad contiene una lista de procesos por cada nivel de
prioridad y un Bitmap de Prioridad para encontrar eficientemente la tarea
con mayor prioridad (que sera´ la siguiente a ejecutar). Esto se puede ver en
la figura 2.4 ([25]).
La estructura de estos arrays, definida en kernel/sched.c como
prio_array_t es la siguiente ([20]):
typedef struct prio_array prio_array_t;
struct prio_array {
unsigned int nr_active; /* Nu´mero de procesos en el array. */
unsigned long bitmap[BITMAP_SIZE]; /* Bitmap de prioridad. */
struct list_head queue[MAX_PRIO]; /* Array de colas de procesos. */
};
1Una e´poca es el tiempo transcurrido desde el instante en que todos los procesos ob-
tienen un nuevo timeslice (inicio de e´poca) y el momento en el que todos los procesos
consumen dicho timeslice (fin de e´poca).
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Figura 2.4: Arrays de Prioridad.
A continuacio´n se explica cada campo ([21]):
unsigned int nr_active: es el nu´mero de procesos que se encuentran
en el array.
struct list_head queue[MAX_PRIO]: es un array de listas enlazadas
de procesos (ver figura 2.4, [25]). Cada lista se corresponde con un nivel
de prioridad (por defecto, MAX_PRIO es 140), de manera que cada pro-
ceso se inserta segu´n ese nivel. Por ejemplo, un proceso con prioridad
7 se insertara´ al final de la lista que hay en queue[7]. Por tanto, los
procesos de mayor prioridad, sera´n siempre los de la lista que tenga el
ı´ndice ma´s bajo en este array. En estas listas, los procesos esta´n enla-
zados entre s´ı, a trave´s del campo run_list de su estructura task_t.
(ver figura 2.5, [20]).
unsigned long bitmap[BITMAP_SIZE]: array de unsigned long cu-
yos bits representan los niveles de prioridad de los procesos. BITMAP_SIZE
es el nu´mero de unsigned long necesarios para que haya un total de
MAX_PRIO bits. Por ejemplo, con 140 niveles de prioridad y 32 bits por
variable, bitmap[] debe ser un array de taman˜o 5 (160 bits).
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Figura 2.5: Lista de procesos para un nivel de prioridad dado.
Inicialmente, todos los bits esta´n a 0. Cada vez que una tarea se inserta
en una de las listas de queue[], se establece a 1 el bit correspondiente al
nivel de dicha tarea. Por ejemplo, al insertar un proceso con prioridad
7 en queue[7], se establece a 1 el bit 7 de este campo. Para encontrar
la tarea de mayor prioridad, basta con buscar el primer bit que valga
1 mediante la funcio´n sched_find_first_bit(). Con esto se evita
tener que recorrer el array de listas, obteniendo as´ı, un algoritmo de
complejidad O(1) en el nu´mero de procesos en ejecucio´n. Esto se explica
con detalle en la seccio´n 2.2 (pa´gina 30).
Al comentar las Prioridades de los procesos, en la seccio´n 2.4.1 (pa´gina 38),
se explicara´ co´mo el campo prio, de la estructura task_t de cada proceso,
es el que almacena el nivel de prioridad, y por tanto, es el utilizado como
ı´ndice en estos arrays.
De hecho, este es el campo utilizado por las funciones enqueue_task()
y dequeue_task(), para insertar y eliminar los proceso en los Arrays de
prioridad. Adema´s, si este proceso es el primero en ser insertado, o el u´ltimo
en ser eliminado, estas funciones activan o desactivan (respectivamente) el
correspondiente bit de bitmap[].
Recalculando los timeslices
Muchos sistemas operativos, incluyendo antiguas versiones de Linux, tienen
una funcio´n expl´ıcita para calcular los timeslices de cada proceso al finalizar
una e´poca del planificador. Ba´sicamente se trata de un bucle que recorre las
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listas de tareas y calcula, para cada proceso, un nuevo tiempo de ejecucio´n
en funcio´n de su prioridad. Este me´todo posee varias desventajas:
Es un me´todo de complejidad lineal (O(n)) en el nu´mero de procesos
en ejecucio´n.
Es necesario bloquear la lista de tareas mientras se ejecuta el bucle, lo
cual implica que debe detenerse el sistema por completo.
El que esto ocurra de manera aleatoria, hace su utilizacio´n inadecuada
para procesos de tiempo real.
El nuevo planificador resuelve estos problemas mediante el uso de los
Arrays de Prioridad. Como se menciono´ anteriormente, cada Runqueue (es
decir, cada procesador) posee dos de estos arrays: el de procesos Activos y
el de Expirados. El de activos contiene a los procesos que no han consumido
todo su timeslice, mientras que el de expirados, son todos aquellos que ya lo
han agotado.
Cuando una tarea consume todo su timeslice, este es recalculado jus-
to antes de moverla al array de expirados. Cuando el array de activos se
queda vac´ıo, entonces se intercambian los punteros que hay en la estructu-
ra runqueue_t (ver seccio´n 2.1.2, pa´gina 17). De esta manera, el recorrido
del bucle para calcular los nuevos timeslices se reduce a intercambiar dos
punteros, lo cual es independiente del nu´mero de procesos en ejecucio´n.
Estas acciones son llevadas a cabo por los me´todos scheduler_tick() y
schedule() (seccio´n 2.2, pa´gina 30) respectivamente.
2.1.4. Dominios de Planificacio´n
Los Dominios de Planificacio´n (Scheduling Domain) son conjuntos de pro-
cesadores que comparten ciertas propiedades y una misma pol´ıtica de planifi-
cacio´n, de manera que pueden repartirse la carga de trabajo. Estos conjuntos
son multinivel, ya que se intenta imitar la jerarqu´ıa hardware del sistema.
Este mecanismo surge de la necesidad de proporcionar un sistema de pla-
nificacio´n flexible y gene´rico, que permita gestionar la carga de trabajo en
las diferentes topolog´ıas de los sistemas multiprocesadores actuales. En es-
pecial, porque segu´n los distintos niveles de esta jerarqu´ıa, los procesadores
se relacionan entre s´ı de manera distinta.
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Por ejemplo, en una CPU SMT (Symmetric Multi-Threading), los pro-
cesadores lo´gicos comparten la memoria principal, las memorias caches e
incluso las unidades funcionales. En este caso, no existe afinidad a la me-
moria cache (cache affinity), de manera que cualquier proceso que estuvo
ejecuta´ndose en uno de estos procesadores y fue suspendido, puede ser reac-
tivado en otro sin perder necesariamente los datos que ten´ıa en esa memoria,
y por tanto, sin generar fallos de acceso. El equilibrado de carga puede rea-
lizarse con bastante frecuencia.
Por otro lado, en los sistemas SMP (Symmetric Multi-Processing) so´lo
se comparte la memoria principal, ya que cada procesador posee sus propios
recursos internos. Aqu´ı s´ı existe afinidad a la cache, aunque dura muy poco.
Por tanto, si no se puede despertar a un proceso en la misma CPU en la
que se estuvo ejecutando (que ser´ıa el caso ideal), entonces este puede ser
activado en otro procesador. Adema´s, no es necesario realizar un equilibrado
de carga con demasiada frecuencia. Sin embargo, si las CPUs de este sistema
SMP, son SMT, tratar a todos los procesadores lo´gicos por igual no es la
mejor solucio´n, ya que si por ejemplo, hubiesen so´lo dos tareas en ejecucio´n,
lo ideal ser´ıa ponerlas en distintas CPUs f´ısicas y no en los procesadores
lo´gicos de la misma CPU.
Finalmente, en los sistemas NUMA (Non-Uniform Memory Access),
cada nodo puede tener una velocidad de acceso diferente para las distintas
a´reas de la memoria principal. La afinidad a la cache es bastante duradera
y por consiguiente, so´lo se deber´ıa migrar un proceso de un nodo a otro de
manera espora´dica, ya que es una operacio´n bastante costosa.
Por tanto, el principal problema al que el planificador debe enfrentarse en
un sistema con ma´s de un procesador, es el equilibrado de carga, ya que no es
deseable tener unos procesadores con mucha carga de trabajo mientras que
otros esta´n ociosos. Sin embargo, el mover tareas de un procesador a otro
es una operacio´n costosa y debe hacerse de forma razonada. El equilibrado
de carga se explica con detalle en la seccio´n 2.3 (pa´gina 33). En cuanto a la
gestio´n de los sistemas SMT en Linux, se detalla en el cap´ıtulo 3 (pa´gina 59).
Estructura de los Dominios de Planificacio´n
Existen dos tipos de estructuras ba´sicas en este mecanismo: la primera
es struct sched_domain, donde se almacena toda la informacio´n necesaria
para el equilibrado de carga, y la segunda es struct sched_group, la cual
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Figura 2.6: Scheduling Domains en un sistema SMP con procesadores SMT.
Figura 2.7: Scheduling Domains en un sistema NUMA con nodos SMP.
representa a un grupo de procesadores que son tratados como una unidad
durante dicho equilibrado. Esto lo podemos ver con los siguientes ejemplos
([23]):
Supongamos el caso de un sistema SMP con dos CPUs SMT y que cada
una de ellas, contiene dos procesadores lo´gicos (o virtuales). Con los Do-
minios de Planificacio´n, cada CPU f´ısica representar´ıa un dominio con una
estructura struct sched_domain, la cual incluir´ıa sus dos respectivos pro-
cesadores lo´gicos, cada uno en un grupo struct sched_group. Estos dos
dominios tendr´ıan un dominio padre comu´n, el cual contendr´ıa a los cua-
tro procesadores lo´gicos agrupados en dos estructuras struct sched_group.
Esta jerarqu´ıa se puede ver en la figura 2.6.
Ahora consideremos un sistema NUMA con dos nodos, cada uno de los
cuales es una ma´quina SMP que contiene dos CPUs no SMT (sin procesadores
lo´gicos). En este caso, cada sistema SMP representa un dominio, que incluye
a sus respectivas CPUs en dos grupos. Al igual que en el caso anterior, existe
un dominio padre comu´n al de ambos nodos, el cual contiene dos grupos con
las cuatro CPUs. Esta nueva jerarqu´ıa queda ilustrada en la figura 2.7.
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Figura 2.8: Scheduling Domains en un sistema NUMA con nodos SMP y
procesadores SMT.
Finalmente, un sistema que fuese la combinacio´n de los dos anteriores, pre-
sentar´ıa una jerarqu´ıa de tres niveles: cuatro dominios SMT agrupados en
dos SMP, los cuales tienen un dominio padre comu´n. Esta situacio´n esta´ re-
presentada en la figura 2.8.
Implementacio´n de los Dominios de Planificacio´n
La implementacio´n de la estructura de los dominios de planificacio´n, y sus
campos ma´s importantes, son los siguientes:
struct sched_domain {
struct sched_domain *parent; // Dominio de planificacio´n padre
struct sched_group *groups; // Grupos de equilibrado del dominio
cpumask_t span; // Procesadores pertenecientes al dominio
unsigned long min_interval; // Mı´nimo intervalo de equilibrado (ms)
unsigned long max_interval; // Ma´ximo intervalo de equilibrado (ms)
unsigned int busy_factor; // Factor de reduccio´n del equilibrado si hay mucha carga
unsigned int imbalance_pct; // Umbral de desequilibrado
unsigned long long cache_hot_time; // Tiempo de validez de los datos en la cache (ns)
unsigned int cache_nice_tries; // Nu´mero de veces que se dejan los procesos ’cache hot’
unsigned int per_cpu_gain; // Ganancia al a~nadir dominios de CPU
int flags; // Flags de los dominios de planificacio´n.
unsigned long last_balance; // U´ltimo equilibrado (jiffies)
unsigned int balance_interval; // Intervalo entre equilibrados (ms)
unsigned int nr_balance_failed; // Nu´mero de equilibrados fallidos.
};
struct sched_group {
struct sched_group *next; // Puntero a otro grupo de procesadores
cpumask_t cpumask; // Procesadores del grupo
unsigned long cpu_power; // Capacidad de computacio´n del grupo.
};
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Figura 2.9: Implementacio´n de los Scheduling Domains en un sistema SMP
con procesadores SMT.
Por razones de eficiencia, la estructura struct sched_domain no se com-
parte entre los procesadores que pertenecen al dominio que esta representa,
sino que cada uno tiene su propia copia. Sin embargo, s´ı que se comparten
las estructuras de los grupos de procesadores (struct sched_group). Por
ejemplo, para el sistema SMP con dos CPUs SMT (cada una con dos proce-
sadores lo´gicos), explicado anteriormente, el a´rbol de dominios ser´ıa como el
que se muestra en la figura 2.9 ([23]).
Al iniciarse el kernel, se establecen unos valores por defecto en los campos
de la estructura struct sched_domain segu´n la topolog´ıa del sistema. Estos
valores inciales se encuentran definidos en include/linux/topology.h, sal-
vo los de los sistemas NUMA, que deben ser definidos por cada arquitectura
en include/asm-*/topology.h.
Pol´ıtica de equilibrado de carga
La pol´ıtica de equilibrado de carga se define en cada dominio con una
combinacio´n de valores en el campo flags. Todos los posibles valores de este
campo se pueden ver en la tabla 2.1.
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Cuadro 2.1: Flags en los Scheduling Domains
Flags Descripcio´n
SD_LOAD_BALANCE Habilita el equilibrado de carga en el dominio
SD_BALANCE_NEWIDLE Hacer equilibrado cuando quede poca carga de tra-
bajo
SD_BALANCE_EXEC Realizar equilibrado en las llamadas a exec()
SD_WAKE_IDLE Despertar los procesos en las CPUs del dominio
que este´n ociosas
SD_WAKE_AFFINE Permite que los procesos sean despertados en otras
CPUs del dominio
SD_WAKE_BALANCE Equilibrar cuando se despierte un proceso
SD_SHARE_CPUPOWER Miembros del dominio comparten los recursos de
la CPU
Tanto en sistemas SMP como SMT, se establecen por defecto los flags
SD_LOAD_BALANCE, SD_WAKE_IDLE, SD_WAKE_AFFINE y SD_BALANCE_NEWIDLE,
ya que las penalizaciones por mover procesos a otras CPUs del mismo domi-
nio, son escasas (o nulas, como en el caso de arquitecturas SMT). Adema´s,
tambie´n se activa el flag SD_BALANCE_EXEC, ya que en una llamada a exec(),
el proceso pierde toda afinidad con el procesador (ya no necesita los datos
que haya en su memoria cache), y por tanto es el mejor candidato para ser
cambiado de CPU durante un equilibrado de carga.
Sin embargo, el flag SD_SHARE_CPUPOWER so´lo se establece en arqui-
tecturas SMT para indicar que todos los procesadores del mismo dominio
comparten los recursos de la CPU f´ısica, y por tanto, hay que dejarlos libres
para las tareas ma´s prioritarias. Esto se explica con detalle en el cap´ıtulo 3
(pa´gina 59).
Del mismo modo, el flag SD_WAKE_BALANCE solamente se activa en sis-
temas SMP para permitir que un proceso sea despertado en otra CPU, del
mismo dominio, si existe un desequilibrio en la carga de trabajo. Esto es as´ı,
porque en los sistemas SMP, los equilibrados de carga son menos frecuentes
que en los sistemas SMT.
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Finalmene, en los sistemas NUMA, las arquitecturas que definen valores
iniciales no suelen activar los flags de equilibrado de carga en el nivel ma´s alto
de la jerarqu´ıa, ya que mover procesos de un nodo a otro, es una operacio´n
costosa y que ocurre muy espora´dicamente.
2.2. La funcio´n de planificacio´n
La funcio´n principal del planificador es schedule(). Su propo´sito es selec-
cionar el siguiente proceso a ejecutar. Esta funcio´n es invocada cuando un
proceso desea ceder el procesador (a trave´s del me´todo sched_yield()2), o
cuando este debe ser expropiado (ver seccio´n 2.4.3, pa´gina 43).
Podemos dividir los pasos llevados a cabo por este algoritmo en cuatro
secciones o partes:
Preparativos : lo primero es realizar una serie de preparativos y compro-
baciones, tales como:
Verificar que la funcio´n no fue invocada mientras el kernel esta´ en
modo ato´mico o con las interrupciones deshabilitadas, ya que
podr´ıa provocar interbloqueos.
Verificar que el proceso en ejecucio´n no es la tarea “ociosa” (aque-
lla que se ejecuta cuando no hay otros procesos a ejecutar) y que
esta no esta´ en estado TASK_RUNNING.
Deshabilitar la expropiacio´n y determinar el tiempo que el proceso
actual ha estado ejecuta´ndose. Si el proceso era interactivo, dicho
tiempo es reducido para evitar que este tipo de procesos, que sue-
len estar esperando en operaciones de E/S, pierdan su estatus de
“interactivo” debido a que puntualmente han estado ejecuta´ndose
durante un largo per´ıodo de tiempo.
Si se esta´ en una expropiacio´n, las tareas en estado TASK_INTERRUPTIBLE
y con una sen˜al de interrupcio´n pendiente pasan a estado TASK_RUNNING,
mientras que las que esta´n en estado TASK_UNINTERRUPTIBLE se
eliminan de la cola de tareas. Esto es as´ı, porque los procesos
“interrumpibles” y con una sen˜al pendiente, necesitan tratarla,
mientras que los “ininterrumpibles” no deber´ıan estar en la cola
de procesos.
2ver seccio´n 2.5.3, pa´gina 53
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Buscar procesos candidatos : ahora se verifica si hay tareas a ejecutar.
Esta accio´n se realiza de la siguiente manera:
Si no hay procesos para ejecutar en la cola, se procede a un equi-
librado de carga (ver seccio´n 2.3, pa´gina 33). Si aun as´ı, no hay
tareas, entonces se elige a la tarea ociosa (idle task). Adema´s, se
invoca a la funcio´n wake_sleeping_dependent(), que pertenece
a la Planificacio´n SMT 3.
Si por el contrario, hab´ıa tareas para ejecutar, primero se verifica
si se puede seleccionar una de ellas o deben dejarse suspendidas.
Esto se realiza mediante la funcio´n dependent_sleeper(), la cual
tambie´n pertenece a la Planificacio´n SMT, y que por tanto, solo
tendra´ efectos si esta´ instalado dicho tipo de planificacio´n.
Si en este momento, ya no quedan procesos en el Array de tareas
activas, se hace un intercambio entre los dos arrays, lo cual equi-
vale a haber hecho el bucle de reca´lculo de timeslices (ver seccio´n
2.1.3, pa´gina 23).
Seleccionar tarea a ejecutar : en este momento ya hay tareas a ejecutar
en el array de procesos activos. Para seleccionar la siguiente tarea a
ejecutar se realizan los siguiente pasos:
Se invoca a la funcio´n sched_find_first_bit() para que localice
de manera eficiente, en el campo bitmap[] del array, el nivel de
prioridad ma´s alto donde haya alguna tarea ejecutable. Con esto,
se evita tener que recorrer el array buscando dicha tarea.
Selecciona en el array, la primera tarea de la lista que correspon-
de al nivel de prioridad encontrado. Por ejemplo, si la funcio´n
sched_find_first_bit() devuelve 7, entonces el proceso de ma-
yor prioridad es el primero de la lista de tareas que se encuentra
en array->queue[7]. Esto se puede ver mejor con la figura 2.10
([20]) y en la descripcio´n de los campos de los Arrays de prioridad
(seccio´n 2.1.3, pa´gina 21).
Si el proceso seleccionado no es de Tiempo Real, estaba suspendido
y en un estado distinto a TASK_UNINTERRUPTIBLE, es decir, el valor
del campo activated de su task_t es mayor que 0, entonces es
muy probable que se trate de un proceso interactivo, y por tanto,
se invoca a la funcio´n recalc_task_prio() para que actualice
3Todo lo referente a la planificacio´n SMT, se encuentra explicado en el cap´ıtulo 3,
pa´gina 59.
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Figura 2.10: Algoritmo de planificacio´n en Linux 2.6.X.
su sleep_avg (el tiempo medio que pasa durmiendo) y modifique
su prioridad. Finalmente se actualiza su posicio´n en el Array de
prioridad. Todo lo referente al campo sleep_avg y las prioridades,
se explica con detalle en la seccio´n 2.4.1 de la pa´gina 38. En cuanto
al campo activated, ver seccio´n 2.5.2, pa´gina 50.
Cambio de contexto : una vez seleccionado el siguiente proceso a ejecutar,
se procede al cambio de contexto entre este y el proceso anterior de la
siguiente manera:
Desactiva el flag TIF_NEED_RESCHED en el proceso que va a ser
expropiado (ver seccio´n 2.4.3, pa´gina 43).
Actualiza el tiempo que el proceso ha estado ejecuta´ndose desde el
u´ltimo cambio de contexto o scheduler tick (interrupcio´n del reloj
del sistema).
Actualiza las marcas de tiempo del proceso.
Realiza el cambio de contexto (explicado en detalle en la sec-
cio´n 2.5.1, pa´gina 49).
Habilita la expropiacio´n la cual hab´ıa sido desactivada durante la
planificacio´n. Si durante este tiempo, alguna expropiacio´n hab´ıa
sido solicitada, el algoritmo vuelve a comenzar.
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2.3. Equilibrado de carga
Como Linux implementa colas de procesos separadas para cada procesador
de forma que, a todos los efectos, se realiza la planificacio´n para cada proce-
sador de forma individual. Para poder llevar una pol´ıtica de planificacio´n a
nivel global, Linux implementa los equilibradores de carga.
Durante la creacio´n y eliminacio´n de nuevos procesos, o debido a pro-
cesos que se env´ıan a colas de espera (ver 2.5.2), se pueden producir lo que
se llama desequilibrios en la carga. Si lanzas varios trabajos, la mitad a cada
CPU, y mueren o son suspendidos todos los procesos que tienes en una de
las CPUs, te encuentras con una CPU llena de procesos compitiendo por su
uso y otra CPU totalmente ociosa. El equilibrado de carga es el mecanismo
para evitar este tipo de situaciones.
Un equilibrador de carga realiza el equilibrado comparando la carga
de la cola de ejecucio´n de su procesador con la de los otros. Si detectase un
desequilibrio entre ellas mover´ıa tareas desde la cola ma´s ocupada a la ma´s
ociosa.
2.3.1. Equilibrado activo y pasivo
Existen dos formas de equilibrado de carga: el equilibrado de carga activo
y el equilibrado de carga pasivo. El equilibrado de carga pasivo es el que se
realiza cuando se produce algu´n evento que provoque una posible situacio´n
de desequilibrio. Por otro lado, el equilibrado de carga activo se asegura, cada
cierto tiempo, de que las colas siguen equilibradas.
El objetivo que persiguen los equilibradores es que haya, en la medida
de lo posible, el mismo nu´mero de procesos corriendo en cada CPU, aunque se
podr´ıa programar una pol´ıtica de planificacio´n global distinta reprogramando
los equilibradores.
Equilibrado pasivo
El equilibrado de carga pasivo se realiza ante los siguientes eventos:
Una cola de ejecucio´n se va a quedar vac´ıa: cuando el planificador, al
sacar de la cola de ejecucio´n un trabajo, se encuentra con que no que-
dan trabajos en dicha cola, llama a la funcio´n
void idle_balance(int this_cpu, runqueue_t *this_rq) con la
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CPU que se va a quedar ociosa y su correspondiente cola de ejecucio´n
como para´metros.
void idle_balance(int this_cpu, runqueue_t *this_rq) reco-
rre los dominios de planificacio´n a los que pertenece la CPU y, si tienen
activo el flag SD_BALANCE_NEWIDLE, llama a
int load_balance_newidle(int this_cpu, runqueue_t *this_rq,
struct sched_domain *sd) para que busque en ese dominio el grupo
ma´s ocupado, y de ese grupo, la cola con ma´s tareas. La funcio´n se
apoya en int move_tasks(...) para que migre todas las tareas que
pueda de esa cola hacia la CPU que se va a quedar ociosa, hasta que
ambas colas queden equilibradas.
Para saber si una tarea es candidata a ser migrada, utiliza la funcio´n
int can_migrate_task(...) que rechaza para la migracio´n las tareas
que:
1. Esta´n corriendo.
2. No son afines a la CPU de destino.
3. Son cache-hot en su CPU, es decir, las que es muy probable que
este´n total o parcialmente en cache (porque han estado corriendo
recientemente, por ejemplo).
Con esto se evita una migracio´n que resultase en pe´rdidas grandes de
rendimiento.
Un proceso ha realizado un execve(): si un proceso ha realizado una
llamada a execve() pierde toda la afinidad con la cache y la memoria,
as´ı que es un candidato perfecto para una migracio´n. Desde la funcio´n
void sched_exec() (que es invocada desde la llamada al sistema que
realiza el execve()), se busca la CPU ma´s ociosa del dominio que
tenga el flag SD_BALANCE_EXEC activo (ver 2.1.4) y se migra la tarea
que realiza el execve a esa CPU. La migracio´n en este caso la realizan
los hilos de migracio´n (2.3.2).
Un proceso ha realizado un fork(): si un proceso hace una llamada
a fork(), podr´ıa haberse producido un desequilibrio con la creacio´n
de la nueva tarea, de modo que se intenta un reequilibrado. La forma
en la que se produce es la misma en la que se produce el equilibrado
activo (2.3.1), desde rebalance_tick(). Cuando al proceso que hace
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el fork() llama a scheduler_tick() para preparar la planificacio´n
del proceso recie´n creado, y desde esa funcio´n se hace una llamada a
rebalance_tick().
Equilibrado activo
El equilibrado de carga activo entra en juego cada cierto tiempo para
asegurarse de que la carga dentro de un dominio sigue equilibrada. El periodo
de tiempo entre llamadas depende de la carga de la CPU, y cuanto ma´s
homoge´nea tienda a ser la carga, ma´s largo es el periodo de equilibrado
activo.
Los periodos de equilibrado activo, que evidentemente esta´n asocia-
dos a cada dominio, se guardan en el campo balance_interval de la es-
tructura sched_domain (ver 2.1.4). Dichos periodos se miden en milisegun-
dos. Adema´s, el periodo de equilibrado se desplaza para cada CPU (HZ ∗
cpu/NR CPUs), de forma que evitamos que el equilibrado activo se rea-
lice en todas las CPUs al mismo tiempo. Para saber si toca reequilibrar
la carga tambie´n guarda el tiempo de su u´ltimo equilibrado en el campo
last_balance del del sched_domain.
La funcio´n de equilibrado activo es rebalance_tick() y se invoca desde
scheduler_tick() como se ha comentado ma´s arriba. Esta funcio´n lo pri-
mero que hace es recalcular la carga de la CPU en la que ha sido invocada, y
para cada dominio de planificacio´n al que pertenece la CPU y tiene activado
el equilibrado de carga (con el flag SD_LOAD_BALANCE), hace lo siguiente:
1. Obtener el intervalo de planificacio´n del dominio.
2. Si la CPU no estaba ociosa, modifica ese intervalo multiplica´ndolo por
un factor (busy_factor) asociado al dominio, de esta forma si la CPU
esta´ ocupada los periodos de reequilibrado son ma´s largos.
3. Transforma el periodo de equilibrado de milisegundos a jiffies, que en
nuestro caso son milisegundos tambie´n (arquitecturas i386 desde Linux
2.5.x).
4. Si el tiempo transcurrido desde el u´ltimo equilibrado es mayor que el
intervalo de equilibrado, se llama a load_balance().
5. Actualizamos el tiempo del u´ltimo equilibrado.
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La funcio´n load_balance() comprueba que la CPU en la que se invoca
esta´ equilibrada dentro de su dominio e intenta mover tareas a la CPU en
caso de que no lo estuviese. Para ello busca el grupo ma´s ocupado de entre
los desequilibrados y dentro de e´l la cola ma´s ocupada. Si no hay un gru-
po o una cola lo suficientemente ocupada, duplica el periodo de equilibrado
(balance_interval). De esta forma, cuanto ma´s tiempo permanezca un do-
minio equilibrado, menos frecuentes sera´n los equilibrados. As´ı es como se
consigue optimizar el caso de una carga homoge´nea en el dominio.
En caso de encontrar una cola de ejecucio´n desequilibrada, las colas se
bloquean y se llama a move_tasks() (pa´gina 33) para que mueva, de las
tareas que le han pedido, todas las posibles. Si move_task() no pudiese mover
ninguna tarea, despue´s de un cierto nu´mero de llamadas a load_balance()
se intentar´ıa un equilibrado apoya´ndose en los hilos de migracio´n (2.3.2) para
hacer equilibrado activo.
2.3.2. Hilos de migracio´n
Los hilos de migracio´n son kernel threads de tiempo real, uno asociado
a cada CPU, que se encargan del trabajo de migrar tareas de su CPU a
las dema´s. Se inicializan en migration_call(), funcio´n que es llamada tras
inicializarse cada CPU, y esta´n esperando tareas para migrar hasta que la
CPU se da de baja. Adema´s de para migrar tareas, se pueden utilizar pa-
ra establecer un dominio de planificacio´n a una determinada cola de forma
segura.
Los hilos de migracio´n, utilizados para migrar tareas, pueden funcionar de
dos maneras: se les puede pasar una lista de tareas que deseamos migrar, o se
les puede pedir que hagan un equilibrado activo cuando se desea expropiar
la CPU a una tarea que nos impide la migracio´n.
El segundo caso es el explicado en la parte de equilibrado de carga ac-
tivo (2.3.1), el hilo de migracio´n se limita a llamar a la funcio´n
active_load_balance() que busca desequilibrios hacia otras colas de eje-
cucio´n en el dominio y mueve tareas hacia ellas. El caso de la lista de tareas
a migrar es un poco ma´s complejo y pasamos a describirlo con ma´s detalle a
continuacio´n.
Para pedir a un hilo que realice migraciones de tareas determinadas hay
que an˜adir peticiones a la cola de migracio´n de su cola de ejecucio´n. La cola
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de migracio´n es una lista enlazada, el campo migration_queue de las colas
de ejecucio´n, en la que el hilo de migracio´n espera encontrar estructuras del
tipo migration_req_t especificando la migracio´n.
Dichas estructuras contienen los siguientes campos:
list: la cola de migracio´n a la que se ha an˜adido.
request_type: especifica el tipo de peticio´n que se le hace al hilo de
migracio´n. Como ya se ha explicado puede ser de dos tipos:
1. REQ_MOVE_TASK: para mover una tarea de su cola a otra.
2. REQ_SET_DOMAIN: para cambiar el dominio de una cola de ejecu-
cio´n.
task: puntero a la tarea que se quiere mover.
dest_cpu: CPU a la que se desea mover la tarea.
sd: dominio al que se quiere cambiar.
done: variable de condicio´n. Se utiliza para poder esperar a que el hilo
de migracio´n termine su trabajo. Al finalizar su trabajo el hilo hace
un complete() sobre la variable de forma que todos los procesos que
este´n esperando con un wait_for_completion() se desbloquean.
El hilo de migracio´n utiliza la funcio´n __migrate_task() para mover la
tarea de una CPU a otra. Esta funcio´n bloquea las dos colas implicadas, saca
la tarea a migrar de su cola, la sincroniza con la cola de destino y la an˜ade. Si
esa tarea expropia por prioridad a la que este´ corriendo en la cola de destino,
se hace una replanificacio´n para ajustarse a las prioridades de las tareas.
2.4. Pol´ıtica de planificacio´n
La Pol´ıtica de planificacio´n es la responsable de un aprovechamiento o´pti-
mo del procesador, ya que es la que determina que´ proceso debe ejecutarse
y cua´ndo. Adema´s debe hacerlo satisfaciendo dos objetivos contrarios: baja
latencia (tiempo de respuesta ra´pido) y un alto rendimiento (throughput).
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Para cumplir estos objetivos se diferencia entre dos tipos de procesos: los
I/O-bound y los CPU-bound. Los primeros son aquellos que pasan la mayor
parte del tiempo suspendidos esperando a que finalicen operaciones de E/S,
mientras que los segundos esta´n continuamente utilizando los recursos del
procesador.
Los procesos I/O-bound solo se pueden ejecutar durante periodos de
tiempo cortos, ya que terminara´n por suspenderse en alguna operacio´n de
E/S. Por el contrario, los CPU-bound pueden estar en ejecucio´n hasta que
sean expropiados.
Por tanto, para favorecer la baja latencia, se otorga mayor prioridad
a los procesos interactivos (I/O-bound) para que estos puedan ejecutarse un
mayor nu´mero de veces. De esta manera, pueden comenzar cuanto antes sus
peticiones de E/S y dejar al procesador “libre” para los procesos que ma´s lo
necesitan: los CPU-bound.
El ca´lculo de prioridades y de tiempos de ejecucio´n (timeslices) se explica
con detalle en las siguientes subsecciones.
2.4.1. Prioridades de los procesos
Linux emplea una planificacio´n basada en prioridades la cual consiste en
clasificar a todos los procesos segu´n su valor y necesidades de tiempo en el
procesador. De esta manera, los procesos con mayor prioridad siempre se
ejecutara´n antes que los de menor prioridad. Si existen varios con una misma
prioridad, estos se ira´n seleccionando por turnos rotatorios (round-robin).
Las prioridades en Linux se encuentran representadas internamente por
valores pertenecientes al rango [0..MAX_PRIO-1]. Por defecto la constante
MAX_PRIO (definida en include/linux/sched.h) vale 140 y este es por tan-
to, el nu´mero de niveles de prioridad que existen en el sistema. Cuanto menor
sea este nivel para un proceso, mayor sera´ su prioridad.
Estos niveles se encuentran divididos en dos subrangos. El primero de
ellos es para procesos de Tiempo Real y comprende a los primeros MAX_RT_PRIO
niveles, es decir, el rango [0..MAX_RT_PRIO-1], donde la constante MAX_RT_PRIO
(tambie´n definida en include/linux/sched.h) vale por defecto 100. Todo
lo referente a los procesos de Tiempo Real se explica en la seccio´n 2.4.4,
pa´gina 47.
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El segundo subrango ([MAX_RT_PRIO..MAX_PRIO-1]) que es el que se
tratara´ en esta subseccio´n, incluye a los 40 niveles restantes. En estos niveles
estara´n la mayor´ıa de los procesos de usuario.
Prioridades Esta´ticas
Cuando se crea un proceso de usuario, se le asocia una prioridad base igual
a la del proceso padre. Esta prioridad es denominada Prioridad Esta´tica,
ya que es la que tendra´ este nuevo proceso a lo largo de su vida. El nivel
de prioridad al que pertenecen estos procesos es almacenado en el campo
static_prio de la estructura task_t (ver seccio´n 2.1.1, pa´gina 12).
Es posible modificar la prioridad esta´tica de un proceso de usuario median-
te la llamada al sistema nice(). Al invocarla, se ejecuta en kernel/sched.c
el me´todo sys_nice(), el cual, aparte de algunas comprobaciones, llama a
set_user_nice(). Esta funcio´n establece la nueva Prioridad Esta´tica del
proceso y actualiza su posicio´n en el Array de Prioridades.
Sin embargo, en esta llamada al sistema, el valor de la nueva prioridad
introducido como para´metro, no es uno de los 40 niveles de prioridad en el que
se ejecutan los procesos de usuario, sino una conversio´n al rango [-19..0..20].
Los valores de este nuevo rango se denominan tambie´n nice. De esta manera,
los procesos con mayor prioridad sera´n aquellos que tengan un nice negativo,
mientras que los positivos tendra´n menor prioridad (esta´n siendo “amables”
con el resto de procesos al reducir su prioridad).
Se puede consultar el nice de un proceso de usuario, a trave´s de las
funciones task_nice() y task_prio() en kernel/sched.c
Prioridades Dina´micas y Prioridad Efectiva
Tal y como se menciono´ al inicio de esta seccio´n, el planificador de Linux
siempre favorece a los procesos interactivos y penaliza a los intensivos en
ca´lculo. Para llevar a cabo esta accio´n, modifica ligeramente las prioridades
esta´ticas de los procesos, aumentando la de los primeros (disminuyendo su
nivel de prioridad) y reduciendo la de los segundos (incrementando su nivel).
En concreto, este ajuste en sus prioridades consiste en “bonificar” o penalizar
a los procesos con hasta 5 niveles de prioridad. A estas bonificaciones y
penalizaciones se les denomina Prioridades Dina´micas, ya que el ajuste se
realiza de manera continua y siguiendo el comportamiento de cada proceso.
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El nuevo valor de la prioridad queda almacenado en el campo prio de
la estructura task_t de cada proceso, ya que este es el campo que realmente
indica la prioridad de todos los procesos (ya sean de usuario o de tiempo real)
y el utilizado como ı´ndice a la hora de insertarlo en los Arrays de Prioridad.
Para saber que´ procesos deben ser penalizados o beneficiados en sus prio-
ridades, el planificador emplea una heur´ıstica basada en el tiempo medio que
cada proceso pasa suspendido (muy probablemente en operaciones de E/S).
As´ı, cuanto mayor sea la media de un proceso, mayor sera´ la reduccio´n en
sus niveles de prioridad (hasta un l´ımite de 5 niveles por debajo de su prio-
ridad esta´tica). Este tiempo medio se guarda en cada proceso en el campo
sleep_avg de la estructura task_t.
Cuando un proceso se despierta, el tiempo que ha pasado suspendido
pasa a formar parte de su media. Esta accio´n es realizada en la funcio´n
recalc_task_prio(), la cual es invocada desde activate_task(). Tambie´n
es invocada desde schedule() cuando el proceso seleccionado para ejecucio´n
estaba suspendido, ya que adema´s se contabiliza el tiempo que pasa en la
runqueue desde que es despertado hasta esa primera seleccio´n.
Sin embargo, esta funcio´n no incrementa el valor de la media si el proce-
so estaba suspendido en estado TASK_UNINTERRUPTIBLE (el campo activated
de su estructura task_t vale -1), ya que podr´ıa tratarse de un CPU-bound
que ocasionalmente estaba suspendido en una operacio´n de E/S. Finalmente,
invoca a effective_prio() para que actualice su prioridad y la almacene
en el campo prio de su estructura task_t.
La funcio´n effective_prio() es la calcula el “bonus” o la penalizacio´n en
las prioridades. Adema´s de ser invocada desde recalc_task_prio(), tam-
bie´n lo es desde scheduler_tick(). En cualquier caso, es siempre despue´s
de haber modificado el sleep_avg de un proceso, ya que esto es la base de la
heur´ıstica. Ba´sicamente lo que realiza es escalar el tiempo medio que un pro-
ceso pasa suspendido ([0..MAX_SLEEP_AVG]) al rango de bonus/penalizaciones
[-5..0..+5]. La constante MAX_SLEEP_AVG (definida en kernel/sched.c), cu-
yo valor por defecto es 10ms, indica el valor ma´ximo que puede alcanzar
sleep_avg.
A pesar de esta modificacio´n en la prioridad, como so´lo afecta al 25%
del los 40 niveles de prioridad pertenecientes a los procesos que no son de
Tiempo Real, se consigue “respetar” la eleccio´n del usuario del nice de los
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procesos. Por ejemplo, un proceso interactivo con nice +19 (nivel de prioridad
139) nunca podra´ expropiar a un proceso intensivo en ca´lculo que tenga un
nice 0 (nivel 120), o bien, un proceso CPU-bound de nice -20 (nivel 100),
nunca sera´ expropiado por uno interactivo de nice 0.
Equidad al crear y destruir procesos
Un proceso recie´n creado siempre recibe como nice inicial, la prioridad
esta´tica de su proceso padre. Adema´s, la funcio´n wake_up_new_task() re-
duce el sleep_avg tanto del proceso padre como del hijo recie´n creado. Esto
impide que un proceso interactivo que tenga una media alta genere muchos
procesos hijos, tambie´n con una media alta, y terminen monopolizando al
procesador.
Por otro lado, cuando una tarea muere, si su media es menor que la de su
proceso padre, entonces tambie´n se reduce la media de este u´ltimo. Esto se
realiza en la funcio´n sched_exit().
2.4.2. Timeslices
El timeslice de un proceso es el tiempo que este puede estar ejecuta´ndose
en el procesador antes de ser expropiado. En general, y para cualquier Sis-
tema Operativo, el determinar un valor por defecto no es una tarea sencilla,
ya que uno muy largo reduce la interactividad del sistema e incluso produce
la inanicio´n del resto de procesos, mientras que uno muy corto reduce sig-
nificativamente el rendimiento debido a la sobrecarga del planificador y los
cambios de contexto. Por otro lado, los procesos CPU-bound necesitan times-
lices largos (por ejemplo, para mantener sus datos en la cache), mientras que
a los I/O-bound les basta con uno corto.
Para que el planificador del Linux favorezca a los procesos interactivos,
sin penalizar excesivamente a los intensivos en ca´lculo, se ha optado por
darles ma´s prioridad a los primeros, pero otorgando a todos un timeslice por
defecto (es decir, para el nivel de prioridad 120) relativamente alto (100ms).
En cualquier caso, el timeslice de un proceso es calculado u´nicamente en
funcio´n de su Prioridad Esta´tica mediante la funcio´n task_timeslice().
Ca´lculo del timeslice
La funcio´n task_timeslice() convierte el rango de las prioridades de
los procesos de usuario ([MAX_RT_PRIO..MAX_PRIO-1]), al rango de tiempos
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Cuadro 2.2: Timeslices del Planificador
Timeslice Cantidad Prioridad esta´tica Nice
Inicial La mitad de
el del padre
La del padre El del padre
Mı´nimo (MIN_TIMESLICE) 5ms Baja Positivo
Por defecto 100ms Normal 0
Ma´ximo 800ms Alta negativo
[800ms..100ms..5ms] basa´ndose en el campo static_prio (prioridad esta´ti-
ca) de los procesos. Cuanto menor sea este valor para un proceso, mayor
sera´ su tiempo de ejecucio´n. Sin embargo, cualquier proceso, por muy po-
ca prioridad (nivel alto) que tenga, recibira´ un valor superior o igual a
MIN_TIMESLICE (5ms).
Existe una llamada al sistema para obtener el timeslice de un proceso. Se
trata de sched_rr_get_interval() (me´todo sys_sched_rr_get_interval(),
definido en kernel/sched.c), aunque aparte de algunas comprobaciones, es
una simple llamada a task_timeslice().
Podemos resumir los timeslices que reciben los procesos segu´n su prioridad
esta´tica en la tabla 2.2.
Actualizando el timeslice de un proceso
El timeslice de los procesos se guarda en el campo time_slice de la es-
tructura task_t y se actualiza en la funcio´n scheduler_tick(), la cual es
llamada regularmente a trave´s de una interrupcio´n del reloj.
Normalmente, cuando un proceso consume completamente su tiempo de
ejecucio´n se le otorga un nuevo timeslice, se calcula su prioridad con la funcio´n
effective_prio() y se mueve del array de procesos activos al de expirados.
Adema´s se invoca a set_tsk_need_resched() para que el planificador lo
expropie y seleccione a otra tarea para su ejecucio´n.
Sin embargo, para impedir que los procesos interactivos se queden mucho
tiempo en el Array de expirados, esperando a que todos los dema´s proce-
sos de menor prioridad se suspendan o consuman sus respectivos timeslices
(sobre todo los CPU-bound, que se ejecutara´n hasta que sean expropiados),
estos primeros son reinsertados en el Array de Activos (al final de la lista
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de procesos de su nivel de prioridad). Esto no significa que vuelven a entrar
en ejecucio´n inmediatamente, sino que en un futuro sera´n seleccionados por
el planificador. La interactividad del proceso es determinada con la macro
TASK_INTERACTIVE().
No obstante, para prevenir la inanicio´n de los procesos en el array
de expirados, se consulta a la macro EXPIRED_STARVING() para saber si
ha transcurrido “mucho tiempo” desde el u´ltimo intercambio de arrays (ver
seccio´n 2.1.3, pa´gina 23), en cuyo caso el proceso interactivo no es reinsertado
en el Array de activos sino en el de expirados.
Finalmente, tambie´n se evita que los procesos interactivos con un ti-
meslice muy alto puedan consumirlo completamente en un solo “turno de
ejecucio´n”, monopolizando as´ı el procesador. En estos casos se expropian
y tambie´n son reinsertados en el Array de activos, al final de la lista de
procesos de su nivel de prioridad. Su timeslice no se pierde sino que es co-
mo si se dividiese en trozos ma´s pequen˜os. Esto se controla con la macro
TIMESLICE_GRANULARITY().
Equidad al crear y destruir a procesos
Al crear un proceso, el timeslice sin consumir del proceso padre se divide
a partes iguales entre este y el hijo, de manera que el tiempo de ejecucio´n
total no cambia. Esto se realiza en la funcio´n sched_fork().
De la misma manera, cuando un proceso hijo muere, su timeslice sobrante
es retribuido al padre, recuperando as´ı, parte del tiempo de ejecucio´n que
perdio´ al crearlo. Esta accio´n se lleva a cabo en el me´todo sched_exit().
2.4.3. Expropiacio´n
Una de las nuevas caracter´ısticas del Linux 2.6 es que es completamente
expropiativo, es decir, puede expropiar a un proceso independientemente del
modo en el que se encuentre el S.O. (usuario o nu´cleo). Esto ha obligado a
cambiar la forma de gestionar los recursos del kernel, en especial las estruc-
turas de datos las cuales fueron dotadas de mecanismos de bloqueo (locks)
para controlar los accesos concurrentes por parte de varios procesos (ver, por
ejemplo, las runqueues en la seccio´n 2.1.2, pa´gina 17).
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Sistemas Operativos Cooperativos y Expropiativos
Para explicar la expropiacio´n, debemos introducir primero dos conceptos:
los Sistemas Operativos Cooperativos y los Expropiativos.
En los primeros, cualquier proceso puede ejecutarse hasta que voluntaria-
mente cede el procesador. Esta aproximacio´n tiene como inconveniente el
que un proceso podr´ıa monopolizar el sistema por mucho ma´s tiempo que lo
que el usuario desea. Peor au´n, si se bloquea jama´s cedera´ el procesador y
tambie´n bloqueara´ al resto del sistema.
Por el contrario, en los Sistemas Operativos Expropiativos es el Plani-
ficador el que decide el tiempo durante el cual cada proceso podra´ estar
ejecuta´ndose. Dicho tiempo es denominado timeslice y cuando una tarea lo
consume completamente, el planificador selecciona a otra para su ejecucio´n.
Tambie´n debe hacerlo si existe otro proceso que tenga mayor prioridad, es
decir, debe interrumpir a la tarea actual para seleccionar la de mayor prio-
ridad.
Co´mo y cua´ndo invocar al planificador
El kernel debe saber cua´ndo se debe llamar a la funcio´n schedule() sin
esperar a que un proceso lo haga expl´ıcitamente, ya que entonces este u´lti-
mo podr´ıa ejecutarse indefinidamente. Para ello, existe un flag denominado
TIF_NEED_RESCHED, el cual esta´ definido en include/asm-*/thread_info.h
y se almacena en la estructura thread_info de cada proceso. Dicho flag es
consultado en distintas ocasiones por el nu´cleo, de manera que cuando este
u´ltimo detecta a un proceso que lo tiene activado, invoca a schedule() para
que seleccione a una nueva tarea (los instantes en que se consulta al flag y se
procede a la expropiacio´n, se explican con detalle ma´s adelante, en siguientes
subsecciones).
El flag es activado en el me´todo scheduler_tick() cuando un proce-
so consume todo su timeslice, en try_to_wake_up() cuando se despierta a un
proceso con mayor prioridad que el que esta´ en ejecucio´n, en wake_up_new_task()
por la misma razo´n pero al crear un nuevo proceso, y tambie´n durante el equi-
librado de carga (ya que un proceso que es migrado a otro procesador puede
tener mayor prioridad que el que se esta´ ejecutando en ese procesador des-
tino –Ver seccio´n 2.3, pa´gina 33). En cualquier caso, es el planificador (en
el me´todo schedule()) el que lo desactiva cuando ya ha seleccionado una
nueva tarea a ejecutar.
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Existen una serie de me´todos definidos en include/linux/sched.h
para acceder a este flag. Dichos me´todos son:
set_tsk_need_resched(p): activa el flag en el proceso p.
clear_tsk_need_resched(p): desactiva el flag en el proceso p.
need_resched(): consulta el valor de TIF_NEED_RESCHED en el proceso
que esta´ en ejecucio´n.
Sin embargo, cuando se compila el nu´cleo con la opcio´n CONFIG_SMP, se
debe emplear el me´todo resched_task(p) ya que el proceso p podr´ıa estar
asignado a otra CPU distinta y por tanto hay que invocar al Planificador en
ese procesador.
El flag existe en cada proceso porque es ma´s eficiente acceder a un
valor que se encuentra en un Descriptor de Proceso que a uno que este´ en
una variable global, especialmente si se trata del proceso current, ya que
su descriptor estara´ en la cache del procesador. En las versiones anteriores
al Linux 2.2 era una variable global. Luego, en el 2.2 y el 2.4, era un campo
de tipo int en la estructura task_struct. Finalmente, en esta versio´n 2.6
se ha convertido en un simple bit almacenado en la estructura thread_info
la cual es uno de los campos de la task_struct (o task_t), tal y como se
menciono´ anteriormente.
Sin embargo, no siempre es “seguro” hacer una expropiacio´n. Tal y como
veremos en las siguientes subsecciones, el kernel expropia a los procesos so´lo
en determinadas situaciones y cuando se cumplen ciertas condiciones.
Expropiacio´n de usuario
La expropiacio´n de usuario ocurre cuando el flag esta´ activado y el kernel
esta´ a punto de volver al modo usuario, bien sea porque ha acabado una
llamada al sistema o porque esta´ volviendo de una rutina de tratamiento de
interrupcio´n. En este momento el kernel consulta al flag puesto que sabe que
es seguro continuar ejecutando el mismo proceso o bien seleccionar a uno
nuevo. El co´digo que se ejecuta al volver de una llamada al sistema, o de una
rutina de tratamiento de interrupcio´n, depende de la arquitectura del proce-
sador y esta´ implementado en ensamblador en arch/*/kernel/entry.S.
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En resumen, el flag se consulta cuando:
Se vuelve al modo usuario desde una llamada al sistema.
Se vuelve al modo usuario desde una rutina de tratamiento de inte-
rrupcio´n.
Expropiacio´n de Nu´cleo
En versiones anteriores de Linux, la expropiacio´n so´lo se pod´ıa llevar a
cabo cuando el proceso que estaba en ejecucio´n estaba en modo usuario,
es decir, no se pod´ıa expropiar si estaba en modo kernel. Sin embargo, en
la versio´n 2.6 es posible expropiar a un proceso en cualquier momento (in-
cluso si se esta´ ejecutando co´digo del propio kernel), siempre y cuando sea
seguro de hacerlo. Para ello, el nu´cleo debe estar compilado con la opcio´n
CONFIG_PREEMPT.
Es seguro expropiar a un proceso cuando este no mantiene ningu´n bloqueo
sobre alguna estructura de datos o zona de co´digo, ya que hacerlo en caso con-
trario impedir´ıa el acceso a esos recursos por parte de otras tareas. Para saber
cuando se puede expropiar, cada proceso cuenta con un contador denominado
preempt_count que esta´ almacenado en su estructura thread_info. El con-
tador comienza valiendo cero, se incrementa cada vez que el proceso adquiere
un lock y se decrementa cuando lo libera. Cuando el contador vale cero, en-
tonces es seguro expropiarlo. Se puede acceder al contador del proceso en eje-
cucio´n (current) con las macros inc_preempt_count(), preempt_count()
y dec_preempt_count() definidas en include/linux/preempt.h.
Cuando se vuelve de una interrupcio´n y se regresa al modo nu´cleo, el kernel
consulta los valores del contador preempt_count y el flag TIF_NEED_RESCHED:
Si TIF_NEED_RESCHED esta´ activado y preempt_count vale cero: existe
un proceso de mayor prioridad que el actual y por tanto, es seguro (y
se debe) expropiarlo.
Si preempt_count es mayor que cero: el proceso actual posee algu´n
lock y no es seguro expropiarlo. En este caso se continu´a con la eje-
cucio´n de la tarea y cuando el proceso libere todos los bloqueos que
tenga (preempt_count volvera´ a valer cero), el co´digo que hizo los des-
bloqueos (por ejemplo, la funcio´n spin_unlock()) chequeara´ el flag
TIF_NEED_RESCHED. Si este esta´ activado, entonces se invocara´ al pla-
nificador (me´todo schedule()).
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Desactivar la expropiacio´n
Es posible desactivar y reactivar la expropiacio´n mediante las macros
preempt_disable() y preempt_enable(), las cuales simplemente modifi-
can el valor de preempt_count. Adema´s, preempt_enable() consulta el flag
TIF_NEED_RESCHED e invoca al planificador en caso de estar activado.
Estas macros son utilizadas en las funciones de bloqueo spin_lock(),
spin_unlock() las cuales son empleadas para proteger secciones cr´ıticas en
el co´digo. De hecho, son a su vez invocadas por las funciones de bloqueo de
las runqueues (ver seccio´n 2.1.2, pa´gina 17).
Para ma´s detalles sobre co´mo proteger el co´digo de la expropiacio´n, se
puede consultar el fichero Documentation/preempt-locking.txt en la do-
cumentacio´n del co´digo fuente del kernel.
2.4.4. Planificacio´n en Tiempo Real
El planificador de Linux tambie´n proporciona una planificacio´n en tiempo
real suave (soft real-time), es decir, una planificacio´n en la que se intenta
cumplir los plazos de ejecucio´n de los procesos (deadline) pero sin tener una
garant´ıa de ello.
Tal y como se menciono´ al explicar los Niveles de Prioridad en Linux
(seccio´n 2.4.1, pa´gina 38), el rango de prioridades de los procesos de tiempo
real es el comprendido entre 0 y MAX_RT_PRIO-1, y que por defecto son los
primeros cien niveles. Por tanto, este tipo de procesos siempre expropiara´n
a los de usuario.
Esquemas de planificacio´n
Linux emplea diferentes esquemas o pol´ıticas de planificacio´n dependiendo
del tipo de proceso. Para procesos que no son de tiempo real (los de usuario),
se emplea SCHED_NORMAL, que es el esquema por defecto. Por el contrario,
para procesos de tiempo real se dispone de los siguientes esquemas:
SCHED_FIFO: es una planificacio´n de tipo FIFO (first-in-first-out) en la
que no existen timeslices, sino que cada proceso se ejecuta hasta que
se suspende o expl´ıcitamente cede el procesador. Cuando existe ma´s de
un proceso SCHED_FIFO, se elige al de mayor prioridad (menor nivel).
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SCHED_RR: es como SCHED_FIFO salvo que s´ı existen timeslices y por
tanto, cuando un proceso lo consume, este pasa al final de la cola de
su nivel de prioridad y se elige al siguiente para su ejecucio´n (plani-
ficacio´n tipo round-robin). Procesos con este esquema de planificacio´n
tienen menos prioridad que los SCHED_FIFO y por tanto pueden ser
expropiados por estos u´ltimos.
El esquema de planificacio´n de cada proceso se almacena en el campo
policy de la estructura task_t (ver seccio´n 2.1.1, pa´gina 12).
Cuando un proceso tiene un esquema de planificacio´n de tiempo real, el
planificador no emplea Prioridades Dina´micas(ver seccio´n 2.4.1, pa´gina 38),
sino que opera u´nicamente con el valor del campo prio (sin modificarlo)
e ignora el de static_prio (de hecho, la llamada al sistema nice() no
tiene ningu´n efecto sobre este tipo de procesos). Con esto se asegura que se
respetara´ de forma estricta su nivel de prioridad.
Cambiando las prioridades de los procesos de Tiempo Real
Linux proporciona una serie de Llamadas al Sistema para poder modificar
y consultar la prioridad y el esquema de planificacio´n de los procesos de
tiempo real (nice() so´lo afecta a los procesos de usuario). Estos me´todos se
resumen en la tabla 2.3.
Al igual que ocurre con nice(), utilizada para los procesos de usuario, en
estas Llamadas al Sistema los valores de prioridad devueltos o introducidos
como para´metros no son los internos del planificador (los Niveles de Priori-
dad), sino una conversio´n al rango [1..MAX_USER_RT_PRIO-1], donde 1 indica
un proceso con la menor prioridad y MAX_USER_RT_PRIO-1 el de mayor. El
resultado de dicha conversio´n se almacena en el campo rt_priority de la
estructura task_t de cada proceso y so´lo vale 0 si ese proceso se ejecuta con
el esquema de planificacio´n SCHED_NORMAL.
MAX_USER_RT_PRIO es una constante definida en include/linux/sched.h
y por defecto vale lo mismo que MAX_RT_PRIO (100). Sin embargo, si la pri-
mera tiene un valor menor, permite reservar los primeros niveles de prioridad
a los kernel threads (procesos que so´lo se ejecutan en modo kernel).
Para ma´s detalles sobre estas llamadas al sistema, se puede consultar las
pa´ginas del Manual de Programacio´n de Linux.
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Cuadro 2.3: Llamadas al Sistemas para la planificacio´n en tiempo Real
Llamadas al sistema Descripcio´n
sched_setscheduler() Establece el esquema de planificacio´n y la
prioridad de un proceso.
sched_getscheduler() Devuelve el esquema de planificacio´n de
un proceso.
sched_setparam() Establece la prioridad de un proceso de
tiempo real.
sched_getparam() Devuelve la prioridad de un proceso de
tiempo real.
sched_get_priority_max() Devuelve la mayor prioridad para un es-
quema de planificacio´n.
sched_get_priority_min() Devuelve la menor prioridad para un es-
quema de planificacio´n.
2.5. Otros aspectos
2.5.1. Cambio de Contexto
El cambio de contexto es la accio´n por la cual se cambia el proceso que
esta´ en ejecucio´n por otro. Esto incluye guardar el estado de los registros de
la CPU y cargar un nuevo estado, y cambiar el mapa de la memoria virtual.
Esta operacio´n es bastante costosa en tiempo y por tanto se intenta realizar
lo menos posible.
En el planificador de Linux, esta labor se lleva a cabo en el me´todo
schedule() en tres etapas:
Primero se ejecuta la macro prepare_arch_switch() para que realice
ciertas labores previas al cambio de contexto, tales como el adquirir un lock
para proteger al proceso que va a entrar en ejecucio´n. Estas labores so´lo son
necesarias para ciertas arquitecturas, como por ejemplo, ARM, MIPS, IA64
y SPARC. Para el resto, el comportamiento por defecto de esta macro es no
hacer nada.
Posteriormente se invoca a la funcio´n context_switch() para que rea-
lice el cambio del mapa de memoria virtual y el estado de los registros a trave´s
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de las macros switch_mm() (definida en include/asm-*/mmu_context.h)
y switch_to() (definida en include/asm-*/system.h) respectivamente. A
partir de este punto, el resto del me´todo schedule() es ejecutado por el
nuevo proceso.
Finalmente se establece una barrera para sincronizar a los procesos y se
llama a finish_task_switch(). Esta funcio´n invoca a finish_arch_switch()
para que, en las arquitecturas que requer´ıan labores previas al Cambio de
Contexto, se realicen las correspondientes operaciones posteriores a dicho
cambio (por ejemplo, liberar el lock del proceso).
2.5.2. Suspender y despertar a un proceso
Linux, como cualquier otro sistema operativo multitarea, suspende a un
proceso cuando este no puede continuar ejecuta´ndose, permitiendo as´ı que
otra tarea se ejecute en su lugar y no se desperdicie tiempo de proceso ni el
resto de los recursos del sistema.
Un proceso puede suspenderse por muchas razones. La ma´s comu´n es mien-
tras espera a que finalice una operacio´n de E/S (lectura/escritura en disco
o que el usuario pulse una tecla), aunque tambie´n es posible que lo haga
porque no puede acceder a algu´n recurso o seccio´n cr´ıtica del co´digo ya que
esta´ protegida por un lock. En cualquier caso, siempre se suspende a la espera
de que se produzca alguna clase de evento.
Estados de los procesos suspendidos
Al suspender a un proceso, este pasa a un estado especial en el que no
puede ser ejecutado. Gracias a esto, se impide que el planificador seleccione
a procesos que no pueden o no deben ejecutarse, o peor au´n, que el proceso
suspendido tenga que utilizar espera activa (un bucle que no hace nada, pero
que mantiene al procesador “ocupado”) hasta que se produzca el evento.
En realidad existen dos estados en los que un proceso puede estar sus-
pendido, TASK_UNINTERRUPTIBLE y TASK_INTERRUPTIBLE. En el primero, el
proceso se suspende ignorando cualquier sen˜al hasta que se produzca el even-
to por el que espera. Por el contrario, en el segundo, el proceso puede ser
despertado prematuramente para atender a alguna sen˜al, por ejemplo, la
sen˜al SIGTERM enviada con el comando kill.
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Suspender a un proceso
Cuando se suspende a un proceso, este pasa a una Cola de espera. Se trata
de una simple lista de tareas que esperan a que ocurra algu´n evento, de
manera que cuando este sucede, el co´digo que lo controla despierta a todos
los procesos de esa lista. Estas colas de espera se representan en el kernel
mediante el tipo wait_queue_t definido en include/linux/wait.h.
Generalmente, un proceso se suspende al ejecutar alguna llamada al siste-
ma. En esa llamada suelen seguirse los siguientes pasos ([20] y [21]):
Declara la cola de espera de forma esta´tica mediante la macro DECLARE_
WAITQUEUE(), o bien, la inicializa de forma dina´mica a trave´s de la
funcio´n init_waitqueue_head().
An˜ade el proceso a la cola utilizando el me´todo add_wait_queue()
(definido en kernel/fork.c). Esta cola despertara´ a cualquier proceso
que este´ en ella cuando el co´digo que produzca o controle el evento
llame a la macro wake_up() (definida en include/linux/wait.h).
Cambia el estado del proceso, segu´n su naturaleza, a TASK_UNINTERRUPTIBLE
o TASK_INTERRUPTIBLE.
Entra en un bucle en el cual, si no se cumple la condicio´n por la que se
espera, invoca al me´todo schedule() para que seleccione a otro proce-
so. Tal y como se explico´ en la seccio´n 2.2 (pa´gina 30), en schedule(),
si el estado del proceso es TASK_INTERRUPTIBLE y tiene una sen˜al pen-
diente, vuelve a entrar en ejecucio´n para tratarla; mientras que si es
TASK_UNINTERRUPTIBLE, se invoca a deactivate_task() para que lo
saque de la runqueue.
Cuando el proceso es despertado, vuelve a evaluar la condicio´n y si no
se cumple, repite el paso anterior.
Finalmente, cuando el proceso es despertado y se cumple la condicio´n,
sale del bucle y se elimina de la cola de espera mediante la funcio´n
remove_wait_queue() (definida en kernel/fork.c).
Despertar a un proceso
Como se explico´ anteriormente, cuando se produce el evento por el que
espera un proceso, el co´digo que controla dicho evento ejecuta la macro
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wake_up() (definida en include/linux/wait.h) sobre la Cola de Espe-
ra asociada a ese evento. Esta macro es una simple llamada a la funcio´n
__wake_up() (en kernel/sched.c), que a su vez llama a __wake_up_common()
para que recorra la waitqueue y despierte a cada proceso. Esto se hace in-
vocando para cada tarea a la funcio´n de despertamiento que tenga asocia-
da la cola (campo func de la estructura wait_queue_t). Por defecto, di-
cha funcio´n es default_wake_function(), que es un simple envoltorio para
try_to_wake_up() (que es la que realmente despierta al proceso).
La funcio´n try_to_wake_up(), despue´s de hacer algunas comprobaciones
iniciales, intenta despertar al proceso en la CPU que ejecuta esta funcio´n
(que no tiene por que´ ser la misma donde se ejecuto´ la tarea por u´ltima vez).
Para ello se tienen que cumplir las siguientes condiciones:
Esta CPU debe estar permitida para este proceso.
No debe darse el caso de que esta CPU tenga ya mucha carga de trabajo
y la del proceso, casi ociosa.
Debe existir un Dominio de Planificacio´n al que pertenezcan ambas
CPUs que, o bien tenga activado el flag SD_WAKE_AFFINE (ver seccio´n
2.1.4, pa´gina 24) y que el proceso ya no tenga datos va´lidos en la cache
de su procesador (que sea cache-cold), o bien, que tenga activado el flag
SD_WAKE_BALANCE y exista un desequilibrio.
Si no se cumple alguna de estas condiciones, se intenta despertar el pro-
ceso en su CPU (en la u´ltima en la que se ejecuto´).
Una vez elegida la CPU (ya sea la del proceso o la actual), si esta´ defini-
da la variable de compilacio´n ARCH_HAS_SCHED_WAKE_IDLE, se intenta buscar
otro procesador del mismo dominio que este´ vac´ıo. Esto se realiza con la fun-
cio´n wake_idle(), la cua´l va invocando a idle_cpu() para averiguar si esa
CPU no tiene procesos que´ ejecutar.
Posteriormente, se activa el proceso mediante la funcio´n activate_task()
la cual lo inserta en la nueva runqueue (actualizando su prioridad en funcio´n
del tiempo que paso´ suspendido). Adema´s. se solicita una expropiacio´n si
tiene mayor prioridad que la tarea que se esta´ ejecutando, y finalmente, se
marca su estado como TASK_RUNNING.
52 Ajuste del planificador para Hyper-Threading
Otros aspectos
2.5.3. Ceder el procesador
Linux proporciona la llamada al sistema sched_yield() como un meca-
nismo para que el proceso que esta´ en ejecucio´n, pueda ceder el procesador
a otras tareas. El me´todo sys_sched_yield() mueve al proceso del Array
de Prioridad Activo al de Expirados. Gracias a esto, se consigue que el pro-
cesos no se ejecute “durante algu´n tiempo”. Sin embargo, si el proceso es de
Tiempo Real, entonces no se mueve de Array, sino que simplemente se pone
al final de la lista de los procesos de su mismo nivel de prioridad. Al final del
me´todo, se invoca a schedule() para que seleccione a otro proceso y realice
el Cambio de Contexto.
En algunas partes del co´digo del planificador, se llama a la funcio´n yield(),
pero lo u´nico que hace es comprobar que la tarea esta´ en estado TASK_RUNNING
y despue´s llama a sched_yield().
2.5.4. Depurando el planificador
Programar en el kernel Linux, puede convertirse en una tarea bastante
compleja, es especial porque cualquier fallo puede hacer que todo el sistema
se bloquee. Por ello existen una serie de funciones que intentan ayudar en el
proceso de depuracio´n. Algunas de ellas se describen a continuacio´n:
printk(): Es equivalente a la funcio´n printf() de la biblioteca de C.
Sin embargo, en esta funcio´n se puede especificar un loglevel, el cual
permite decidir al kernel si debe imprimir el mensaje por consola o
basta con escribirlo en el log del sistema. Los loglevels, ordenados del
ma´s importante al menos cr´ıtico, se pueden ver en la tabla 2.4 ([20]).
BUG_ON(condition): esta macro, permite hacer un volcado de la pila
(dump_stack()) cuando se cumple condition. En realidad, es una sim-
ple llamada a BUG(), que es la que realmente hace el volcado. Ambas
macros esta´n definidas en include/asm-*/bug.h.
panic(): parecida a las anteriores, pero se reserva para errores cr´ıticos,
ya que, adema´s del mensaje de error, detiene el sistema.
Adema´s, existen otros me´todos, espec´ıficos del planificador, que muestran
informacio´n adicional para distintos aspectos del mismo:
Cerrojos :
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Cuadro 2.4: loglevels del kernel
loglevel Descripcio´n
KERN_EMERG Condicio´n de emergencia
KERN_ALERT El problema requiere una accio´n inmediata
KERN_CRIT Condicio´n cr´ıtica
KERN_ERR Condicio´n de error
KERN_WARNING Advertencia
KERN_NOTICE Notificacio´n de alguna condicio´n
KERN_INFO Informacio´n
KERN_DEBUG Depurando
Al definir CONFIG_DEBUG_SPINLOCK_SLEEP, se puede verificar a trave´s
de la macro might_sleep(), si es seguro obtener un lock, es decir, si
la expropiacio´n y las interrupciones esta´n activadas. Es importante, ya
que en caso contrario, se podr´ıa producir un interbloqueo.
Expropiacio´n :
Es posible comprobar si se produce un desbordamiento al modificar
el contador de cerrojos (preempt_count()) si se define la variable
de compilacio´n CONFIG_DEBUG_PREEMPT. En este caso, no se emplean
las macros add_preempt_count() y sub_preempt_count(), definidas
en include/linux/preempt.h, sino las funciones de kernel/sched.c,
que son las que realizan esta comprobacio´n.
Procesos :
Se puede ver el estado del sistema mediante el me´todo show_state(),
el cual recorre todos los procesos e invoca, para cada uno de ellos, a
show_task(). Este me´todo muestra informacio´n como el PID, el estado
del proceso, el PPID, los PID de procesos hermanos (con un padre
comu´n), etc.
Dominios de planificacio´n :
Definiendo la variable de compilacio´n SCHED_DOMAIN_DEBUG, el me´todo
sched_domain_debug() muestra toda la jerarqu´ıa de los Dominios de
Planificacio´n en el sistema.
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2.5.5. Estad´ısticas del planificador
Para facilitar la toma de medidas, por ejemplo en la ejecucio´n de bech-
marks, se han an˜adido al planificador una serie de contadores y estructuras
que almacenan informacio´n acerca de la mayor´ıa de los eventos y acciones
que se producen. Estas estad´ısticas se registran por niveles siguiendo las
principales estructuras de datos del planificador. Para activar este sistema
de recopilacio´n de datos, es necesario tener definida la variable de compila-
cio´n CONFIG_SCHEDSTATS. A continuacio´n se describe cada uno de los niveles
de estad´ısticas:
Estad´ısticas a nivel de proceso
Para recopilar estas estad´ısticas existe un campo en la estructura task_t
denominado sched_info el cual almacena toda la informacio´n. Este campo
es de tipo struct sched_info y se detalla a continuacio´n:
struct sched_info {
unsigned long cpu_time; // Tiempo que ha estado ejecuta´ndose en esta CPU.
unsigned long run_delay; // Tiempo que ha estado esperando en una ’runqueue’.
unsigned long pcnt; // Nu´mero de ’timeslices’ que se ha consumido en esta CPU
unsigned long last_arrival; // U´ltima vez que se ejecuto´ en una CPU
unsigned long last_queued; // U´ltima vez que fue insertado en la ’runqueue’
};
Esta informacio´n es actualizada en el me´todo sched_info_switch() cuan-
do se produce un cambio de contexto.
Estad´ısticas a nivel de CPU
Para este nivel, se han incluido variables en la estructura struct runqueue
que contabilizan los eventos que ocurren en todas las CPUs, tales como ceder
el procesador, despertar un proceso y la planificacio´n de tareas. A continua-
cio´n se muestran estas variables:
struct runqueue {
...
/* Estadı´sticas al ceder el procesador: */
unsigned long yld_both_empty; // Nu´mero de veces que los arrays de prioridad quedaron
// vacı´os
unsigned long yld_exp_empty; // Nu´mero de veces que el array de expirados quedo´ vacı´o
unsigned long yld_act_empty; // Nu´mero de veces que el array de activos quedo´ vacı´o
unsigned long yld_cnt; // Nu´mero de veces que se ha llamado a sched_yield()
/* Estadı´sticas de planificacio´n: */
unsigned long sched_switch; // Nu´mero de veces que se han intercambiado los arrays
// de prioridad
unsigned long sched_cnt; // Nu´mero de veces que se a llamado a schedule()
unsigned long sched_goidle; // Nu´mero de veces que fue seleccionado el proceso ocioso
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/* Estadı´sticas al despertar un proceso: */
unsigned long ttwu_cnt; // Nu´mero de veces que se ha llamado a try_to_wake_up()
unsigned long ttwu_local; // Nu´mero de veces que se ha despertado a un proceso en
// esta CPU
struct sched_info rq_sched_info; // Estadı´sticas de latencia
};
Como se puede observar, tambie´n se ha incluido el campo rq_sched_info
de tipo struct sched_info. Este campo recopila las mismas estad´ısticas que
en el caso de los procesos, salvo que aqu´ı se contabilizan los valores totales
(para todos las tareas que han estado en esa cola).
Para incrementar estos contadores, se emplean las macros schedstat_inc()
y schedstat_inc() definidas en kernel/sched.c.
Estad´ısticas a nivel de Dominio de Planificacio´n
Al igual que con las Colas de Procesos, en la estructura struct sched_domain,
se han incluido variables para contabilizar eventos propios de este nivel, como
es el equilibrado de carga. Estos contadores son los siguientes:
struct sched_domain {
...
/* Estadı´sticas en load_balance(): */
unsigned long lb_cnt[MAX_IDLE_TYPES]; // Nu´mero de llamadas a load_balance()
unsigned long lb_failed[MAX_IDLE_TYPES]; // Nu´mero de veces que no se consigue mover
// los procesos.
unsigned long lb_balanced[MAX_IDLE_TYPES]; // Nu´mero de veces que se ha conseguido
// equilibrar la carga
unsigned long lb_imbalance[MAX_IDLE_TYPES]; // Nu´mero de veces que se encuentra con un
// desequilibrio
unsigned long lb_gained[MAX_IDLE_TYPES]; // Nu´mero de procesos que fueron migrados
unsigned long lb_hot_gained[MAX_IDLE_TYPES]; // Nu´mero de procesos con datos en la cache
// que fueron migrados
unsigned long lb_nobusyg[MAX_IDLE_TYPES]; // Nu´mero de veces que no se ha encontrado
// un grupo con mucha carga
unsigned long lb_nobusyq[MAX_IDLE_TYPES]; // Nu´mero de veces que no se ha encontrado
// una ’runqueue’ con mucha carga
/* Estadı´sticas en active_load_balance() */
unsigned long alb_cnt; // Nu´mero de Dominios que se intenta equilibrar
unsigned long alb_pushed; // Nu´mero de veces que se ha movido un proceso
// a otra CPU del dominio
unsigned long alb_failed; // Nu´mero de veces que no se ha podido mover
// un proceso a otra CPU del dominio
/* Estadı´sticas en sched_exec(): */
unsigned long sbe_attempts; // Nu´mero de intentos de equilibrado en este dominio
unsigned long sbe_pushed; // Nu´mero de veces que se consigue un equilibrado en
// este dominio
/* Estadı´sticas en try_to_wake_up(): */
unsigned long ttwu_wake_remote; // Nu´mero de veces que se intenta despertar en otra CPU
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unsigned long ttwu_move_affine; // Nu´mero de veces que se mueve un proceso a otra CPU
// por afinidad
unsigned long ttwu_move_balance; // Nu´mero de veces que se mueve un proceso a otra CPU
// por equilibrado
};
La constante MAX_IDLE_TYPES es una de las pertenecientes al tipo enu-
merado idle_type que se muestra a continuacio´n:
enum idle_type
{
SCHED_IDLE, // La cola esta´ sin procesos que ejecutar
NOT_IDLE, // La cola tiene procesos que ejecutar
NEWLY_IDLE, // La cola de procesos se esta´ quedando sin procesos que ejecutar
MAX_IDLE_TYPES // Nu´mero de tipos IDLE
};
De esta manera, existen estad´ısticas del load_balance() para cada una
de esas situaciones.
Mostrando las estad´ısticas
Se pueden volcar las estad´ısticas a un fichero gracias a la entrada schedstats
en el directorio /proc. Al leer dicha entrada, se ejecuta en kernel/sched.c el
me´todo show_schedstat(), el cual recorre los procesadores (sus runqueues)
y los dominios de planificacio´n, volcando los valores de todos los contadores.
Se puede consultar ma´s informacio´n acerca de estas estad´ısticas en el fi-
chero Documentation/schedstats.txt.
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Con la tecnolog´ıa Hyper-Threading tendr´ıamos, en principio, una mejora
del rendimiento debida a un mayor aprovechamiento de los recursos de ejecu-
cio´n del microprocesador. En realidad existen ciertas situaciones en las que
el Hyper-Threading es especialmente efectivo a la hora de aprovechar recur-
sos, pero tambie´n existen ciertas situaciones en las que el Hyper-Threading es
perjudicial para el rendimiento. Todas estas situaciones se pueden favorecer o
evitar, segu´n convenga, realizando una correcta planificacio´n de los procesos
que se este´n ejecutando en nuestro sistema. A lo largo de este cap´ıtulo se de-
tallara´ cua´les son esas situaciones, lo que se ha intentado y lo que hay hecho
ahora mismo para intentar aprovechar el Hyper-Threading o, al menos, que
no nos suponga una pe´rdida de rendimiento.
3.2. Problemas del Hyper-Threading
Como ya se ha explicado, cuando el microprocesador esta´ funcionando en




Los recursos duplicados, que son los menos, no afectan al rendimiento,
simplemente esta´n en desuso cuando el microprocesador esta´ en modo ST.
Los recursos divididos suponen siempre una disminucio´n del rendimiento,
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pero se compensa si los dos hilos hacen trabajo. Con los recursos compartidos
el problema es que, si se seleccionan para ejecucio´n simulta´neamente dos hilos
que compiten por los mismos recursos, no tendremos la ventaja de la ejecucio´n
paralela, pero s´ı la desventaja de tener recursos divididos en ciertas partes
del pipeline.
Como se puede ver, que el Hyper-Threading sea algo ventajoso o perjudi-
cial para el rendimiento del sistema depende enteramente de la planificacio´n
que realicemos. Dos hilos bien planificados en paralelo podr´ıan incrementar
bastante el rendimiento de nuestra CPU con un incremento mı´nimo de precio
que supone el Hyper-Threading, pero una mala planificacio´n puede hacer que
el rendimiento sea peor que teniendo una CPU sin Hyper-Threading.
3.3. Situaciones a evitar
Para sacarle el mayor partido a la tecnolog´ıa Hyper-Threading, hay ciertas
situaciones que el planificador debe evitar.
1. Espera activa: si uno de los hilos hace espera activa, esta´ ocupando
recursos que se dividen entre ambos procesadores lo´gicos y no hace
trabajo u´til. En esta situacio´n tenemos un descenso grande del rendi-
miento.
2. Planificacio´n de dos hilos simulta´neos con las mismas necesidades fun-
cionales: si dos hilos requieren utilizar las mismas unidades funcionales
en ejecucio´n, a pesar de estar ocupando recursos su trabajo se seria-
lizara´ y tenemos de nuevo una pe´rdida de rendimiento debido a los
recursos divididos.
3. Planificacio´n de dos hilos simulta´neos que compitan por las mismas
lineas de cache. Si los dos hilos esta´n reemplaza´ndose bloques el uno al
otro, se pierde much´ısimo rendimiento en dichos reemplazos.
3.4. Situaciones ventajosas
Existen otras situaciones en las que la tecnolog´ıa Hyper-Threading da ven-
tajas de rendimiento.
1. Planificacio´n de hilos simulta´neos cuyos recursos necesarios sean muy
compatibles o totalmente compatibles, por ejemplo: un hilo intensivo
en enteros y otro intensivo en coma flotante.
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2. Planificacio´n de dos hilos simulta´neos que compartan memoria. Un hilo
le har´ıa pre-fetching de datos al otro, de forma que cuando el otro hilo
fuese acceder al dato lo encontrar´ıa ya en cache.
3. Planificacio´n de hilos simulta´neos de los cuales uno de ellos o los dos,
sufren muchas paradas por fallos de prediccio´n o de cache. Mientras
uno espera a que se resuelva su fallo el otro puede ir haciendo cosas,
de forma que se ocultan las latencias del otro hilo. De esta forma se
aumenta la productividad de la CPU, consigue un IPC ma´s alto.
3.5. Primeros intentos
Los primeros intentos de hacer un planificador Hyper-Threading aware se
realizaron en las versiones de desarrollo de Linux 2.6. Ingo Molnar1 propuso
unas caracter´ısticas que deb´ıa cumplir un planificador para que se considerase
Hyper-Threading aware:
El equilibrado de carga pasivo (el que se dispara por tiempo) tiene que
hacer el equilibrado entre CPUs f´ısicas, no lo´gicas.
El equilibrado de carga activo (cuando una CPU va a quedar ociosa),
tiene que tener en cuenta que dos tareas que aparentemente esta´n 2
CPUs distintas, podr´ıan estar compartiendo una misma CPU f´ısica
mientras que otra CPU f´ısica esta´ ociosa.
Cuando el planificador selecciona para ejecucio´n una tarea, deber´ıa
tratar de coger tareas de la misma CPU f´ısica (es decir, de una de sus
CPUs hermanas) antes de sacar tareas de colas de otras CPUs f´ısicas.
La afinidad (affinity) en las tareas deber´ıa funcionar por procesadores
f´ısicos y no por procesadores lo´gicos.
Las tareas que vayan a despertar en una CPU lo´gica que este´ haciendo
trabajo mientras alguna de sus hermanas esta´ ociosa, deber´ıan desper-
tar en las CPUs hermanas que esta´n ociosas.
Ingo Molnar propuso una solucio´n que atajaba todos estos problemas de
una sola vez: colas de ejecucio´n compartidas por CPUs f´ısicas. Hizo un parche
contra la versio´n 2.5.31-BK-curr [22] con dicha solucio´n, pero el parche se
abandono´ y nunca llego´ a ser an˜adido a la rama principal del kernel.
1Ingo Molnar es el autor del planificador O(1) de Linux 2.6, adema´s de ser el actual
encargado del planificador en dicha versio´n
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En realidad, sus propuestas para un planificador Hyper-Threading aware,
aunque efectivamente solucionaban algunos problemas (sobre todo en el equi-
librado de carga para sistemas SMP), no eran del todo correctas. En realidad
hay ocasiones en las que interesa que dos hilos este´n en la misma CPU f´ısica
aunque haya otra CPU f´ısica ociosa, como podr´ıa ser la situacio´n en la que
un hilo hace pre-fetching a otro hilo.
Ingo Molnar tampoco tuvo en cuenta el problema ma´s serio de todos, la
ca´ıda de rendimiento cuando hay conflicto de recursos. Esto se soluciona
en parte en los sistemas SMP cuando se hace un equilibrado de carga entre
CPUs f´ısicas, pero en sistemas monoprocesador, o cuando en un sistema SMP
hay muchas tareas listas para ejecucio´n e importa co´mo se emparejan en las
CPUs f´ısicas, su solucio´n no es va´lida. Teniendo en cuenta que esta situacio´n
es la que ma´s pe´rdida o mejora del rendimiento nos puede proporcionar,
aunque su parche solucionaba algunos problemas menores de la planificacio´n
en Hyper-Threading no solucionaba los problemas ma´s serios.
3.6. Situacio´n actual
Actualmente existe un parche para el planificador que pretende mejorar
el rendimiento en sistemas SMT. Lo que hace el planificador, a groso modo,
es evitar que dos tareas con nice diferente concurran en una misma CPU
f´ısica durante ma´s de un cierto porcentaje de tiempo, enviando a dormir a
la de mayor nice (menor prioridad). Utilizando esta te´cnica se han obtenido
resultados experimentales de una mejora del 5%. El problema de este parche
es que deja en manos del programador y el administrador de sistemas asignar
los valores de nice adecuados a cada proceso para optimizar el rendimiento,
en lugar de hacer una planificacio´n Hyper-Threading aware transparente a
los administradores y programadores del sistema.
3.6.1. El planificador SMT de Linux
Para la planificacio´n descrita en 3.6, se realizan las siguientes modificacio-
nes:
Define la funcio´n int cpu_and_siblings_are_idle(int cpu), que re-
corre todo el mapa de CPUs hermanas comprobando que se encuentran
todas ociosas. La utiliza desde:
• int can_migrate_task(task_t *p, runqueue_t *rq,
int this_cpu, struct sched_domain *sd, enum idle_type idle)
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para saber si puede migrar una tarea a una determinada CPU f´ısi-
ca por estar ociosa. En el caso particular de SMT no vale con que
la CPU hermana este´ ociosa, tienen que estarlo todas las herma-
nas.
• void active_load_balance(runqueue_t *busiest_rq,
int busiest_cpu) que su vez es ejecutado por los hilos de mi-
gracio´n (2.3), lo utiliza para saber si una CPU f´ısica esta´ ociosa,
evitando el desequilibrio entre CPUs f´ısicas. Procura tener ocupa-
das primero todas las CPUs f´ısicas y luego las lo´gicas.
Define la funcio´n int wake_priority_sleeper(runqueue_t *rq) que
replanifica el proceso idle, de forma que si hay tareas que se envia-
ron a dormir por razones de prioridad se despertara´n. Se utiliza en
void scheduler_tick(void), que es llamada desde el timer y desde
fork cuando se cambia el timeslice del padre, y actualiza los timeslices
de las tareas.
Define la funcio´n void wake_sleeping_dependent(int this_cpu,
runqueue_t *this_rq), encargada de despertar todas las tareas dor-
midas por razones de prioridad en las CPUs lo´gicas que componen
una CPU f´ısica. Se llama desde la la funcio´n principal del planificador
(void __sched schedule(void), ver cap´ıtulo 2) cuando una cola de
ejecucio´n se queda sin tareas para correr.
Define la funcio´n int dependent_sleeper(int this_cpu,
runqueue_t *this_rq). Se llama desde la funcio´n principal de plani-
ficacio´n para preguntar si puede poner a ejecutar alguna tarea de rq en
la CPU dada, si no puede se selecciona la tarea idle para dejar la CPU
libre a alguna de las tareas ma´s prioritarias de las CPUs hermanas.
La funcio´n selecciona la tarea ma´s prioritaria de la cola de ejecucio´n
y compara su timeslice con el de las tareas que este´n corriendo en las
CPUs hermanas, si le queda un timeslice de menos de un 75% del que
le queda a la tarea hermana, ni esa ni ninguna otra tarea de dicha cola
de ejecucio´n podra´ entrar a la CPU. Adema´s, esta funcio´n se encarga
de replanificar aquellas tareas hermanas en ejecucio´n cuya prioridad sea
menor (es decir, que su timeslice sea menor del 75%) que la de la tarea
seleccionable. De ese modo se evita que una tarea de baja prioridad
moleste a las tareas ma´s prioritarias.
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Define el vector sched_group sched_group_cpus[NR_CPUS] con los
grupos de planificacio´n a los que pertenece cada CPU. Inicializa es-
te vector asignando a cada CPU el grupo que devuelve la funcio´n
int __devinit cpu_to_cpu_group(int cpu) (que es la propia CPU
as´ı que sched_group_cpus[i] = i). Este vector es el que utiliza para
inicializar los grupos de planificacio´n de cada dominio de planificacio´n
(ver 2.1.4).
Define la funcio´n int __devinit cpu_to_phys_group(int cpu) que
devuelve una CPU representante de la CPU f´ısica a la que esta´ asociada
cpu. La CPU que devuelve como CPU f´ısica es la primera de todas las
hermanas, en el caso de un solo procesador con Hyper-Threading, tanto
a la CPU 0 como a la CPU 1 les corresponder´ıan la CPU f´ısica 0.
Adema´s, para las arquitecturas NUMA+SMT, al inicializar los grupos de
planificacio´n comprueba que no hay CPUs lo´gicas de una misma CPU f´ısica
asignadas a distintos nodos NUMA con la funcio´n
void __devinit arch_init_sched_domains(void)
El parche funciona de forma que cada vez que se va a seleccionar una nueva
tarea para ejecucio´n, si hay alguna tarea ma´s prioritaria tal que el 75% de
su timeslice (valor que se ha obtenido experimentalmente) sea mayor que el
suyo, esa tarea no se manda a ejecutar. En su lugar se env´ıa el proceso idle,
que pasa de modo SMT a modo ST cediendo el control de la CPU f´ısica en
exclusiva al hilo ma´s prioritario. Si por el contrario, la tarea seleccionada es
ma´s prioritaria que las que este´n corriendo en las CPUs hermanas, las tareas
de dichas CPUs cuyo timeslice sea menor de un 75% del timeslice de la tarea
seleccionable se replanifican.
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Los contadores hardware esta´n presentes en los procesadores de Intel desde
la aparicio´n de los Pentium. Este mecanismo de monitorizacio´n consiste en
la incorporacio´n de un conjunto de contadores espec´ıficos denominados MSR
en la arquitectura IA-32, los cuales ocupan un a´rea despreciable dentro del
chip. Estos contadores permiten seleccionar el para´metro que va a ser moni-
torizado. La informacio´n obtenida de estos contadores puede ser gran ayuda
para optimizar el sistema.
El uso de estos contadores en teor´ıa es algo muy pra´ctico y u´til, pero debido
a numerosos factores, estos simplemente se utilizan para tomar medidas y
realizar benchmark. Con estas medidas se pueden ver los cuellos de botella
que genera el co´digo e intentar modificar este. Con este proyecto se intenta
dar un paso ma´s, integrando estas medidas dentro del propio planificador.
Por desgracia, los contadores que incorporan los procesadores de Intel es
“hardware de segunda” como lo denomina Brinkley Sprunt, el jefe de desa-
rrollo de los contadores en los Pentium 4. En su conferencia del 11o HPCA
(International Symposium on High Performance Computer Architecture) ce-
lebrado del 12 al 16 de Febrero de 2005 en San Francisco, EEUU, expone
todo lo que pueden llegar a proporcionar, queja´ndose a su vez de como Intel
no llega incluso a validar ese hardware y de la poca documentacio´n propor-
cionada.
Gracias a los contadores hardware, el planificador se ha modificado para
adecuarlo a las necesidades de los procesadores con Hyper-Threading, posi-
bilitando que la planificacio´n realizada sea “inteligente” y se adapte a lo que
realmente esta´ pasando en ese instante en el procesador. En este caso y al ser
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un planificador espec´ıfico para procesadores con tecnolog´ıa Hyper-Threading,
se tendra´ en cuenta que´ esta´ pasando con los recursos considerados cr´ıticos
(aquellos que se comparten entre los dos procesadores lo´gicos). La utilizacio´n
de los contadores hardware tambie´n ser´ıa aplicable a planificadores menos
gene´ricos y a otros procesadores no fabricados por Intel, ya que tanto los
procesadores fabricados por IBM y AMD tambie´n cuentan con su sistema de
contadores.
El cap´ıtulo queda dividido en dos bloques, el primero abarca los prime-
ros puntos, hasta 4.2 incluido, en el que se describe como son y funcionan
los contadores hardware para la familia de procesadores Pentium 4 y Xeon.
Solamente se ha desarrollado para estos procesadores porque son los que pue-
den soportar Hyper-Threading, quedando el resto de familias de procesadores
fuera del alcance de este proyecto. Se puede consultar ma´s informacio´n so-
bre el sistema de contadores hardware del resto de procesadores de Intel en
[26]. Para los microprocesadores de otros fabricantes, habra´ que remitirse a
los manuales de desarrollador para el procesador en concreto proporcionado
por el fabricante. En el punto 5.3 se explican las funciones an˜adidas al fiche-
ro htaboot.c que permiten la configuracio´n y lectura de los contadores de
rendimiento.
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4.1. Contadores de rendimiento (Performance
Counters)
Los mecanismos para monitorizar el rendimiento de los procesadores de las
familias Pentium 4 y Xeon es diferente a los utilizados en los la familia P6 y los
tradicionales Pentium, siendo incompatibles unos con otros. Los Pentium 4
y Xeon disponen de contadores de ra´pida lectura. Estos procesadores pueden
contar numerosos eventos que suceden en el procesador, aunque no todos
son compatibles y no pueden ser medidos a la vez, debido a la limitacio´n
que impone la lo´gica. El conjunto de contadores para la monitorizacio´n del
rendimiento esta´ formado por:
El IA32 MISC ENABLE MSR, que indica la capacidad de un procesa-
dor IA-32 para monitorizar el rendimiento y la presencia de mecanismos
PEBS (es un modo de monitorizacio´n “preciso” que se detallara´ en el
apartado 4.1.4).
El control de seleccio´n de eventos se lleva a cabo con el registro ESCR.
El valor que se pasa a dicho registro var´ıa en funcio´n de la familia de
procesadores.
La lectura del nu´mero de eventos producidos se realiza de los registros
MSR, de los que cada microprocesador dispone de 18.
A su vez, cada uno de estos MSRs tiene asociado un registro CCCR,
denominado Registro de Control de Configuracio´n y establece el me´todo
espec´ıfico o el estilo de conteo. Hay por tanto 18 de estos registros.
Un a´rea de depuracio´n denominada DS (debug store) donde se salvan
los registros PEBS.
El IA32 DS AREA MSR que establece la direccio´n del a´rea del punto
anterior.
La DS lleva asociados unos flags para indicar que procesadores tienen
habilitado los mecanismos de la DS. Es el bit 21 y es devuelto por la
instruccio´n “CPUID”.
El IA32 PEBS ENABLE MSR que activa la lo´gica PEBS y permite el
uso de etiquetado y conteo de eventos at-retirement.
Un conjunto predefinido de eventos y me´tricas para simplificar la mo-
nitorizacio´n de ciertos eventos.
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El etiquetado mencionado anteriormente es un sistema que permite mar-
car o etiquetar ciertas instrucciones para contabilizar eventos que se dan
solamente con estas instrucciones marcadas, por ejemplo las instrucciones
en punto flotante. Este etiquetado se lleva a cabo mediante la configuracio´n
del registro CCCR correspondiente. Los eventos at-retirement son los eventos
que ocurren cuando se esta´ retirando instrucciones del ROB. La relacio´n que
hay entre este tipo de eventos y el etiquetado de instrucciones permite mo-
nitorizar, por ejemplo el nu´mero de instrucciones de un cierto tipo retiradas
(o ejecutadas) en un programa.
Los tipos de eventos que pueden ser monitorizados se dividen en dos clases:
Eventos non-retirement, son los eventos que suceden durante la ejecu-
cio´n de la instruccio´n, como transacciones en el bus o con la cache.
Eventos at-retirement son los eventos que se cuentan cuando se retira
la instruccio´n, lo que permite capturar el estado de la ma´quina, propor-
cionando gran versatilidad en el conteo de eventos. El mecanismo de
conteo de estos eventos incluye lo´gica para etiquetar µops y poder con-
tar un determinado evento que se da en un cierto tipo de instrucciones.
El etiquetado permite distinguir entre los eventos que se producen en la
fase commit y los que ocurren durante la ejecucio´n. Ciertos eventos que
se dan en la fase de ejecucio´n implican la cancelacio´n de la ejecucio´n
de la instruccio´n (debido a la ejecucio´n especulativa) como pueden ser
fallo en la prediccio´n de saltos.
Los procesadores Pentium 4 y Xeon, soporta tres modelos de monitoriza-
cio´n que se pueden combinar con las dos clases de eventos descritas antes. El
primero de los modelos se puede usar con ambas clases, y el u´ltimo solamente
con los eventos at-retirement:
Event counting. Se configura un contador de rendimiento para contar
uno o mas tipos de eventos. Mientras el contador esta´ contando, el
software lee el contador seleccionado en intervalos determinados por el
nu´mero de eventos que se han producido entre intervalos.
Non-precise event-based sampling. Un contador de rendimiento se con-
figura para contar uno o varios eventos y para generar una interrupcio´n
cuando el contador se desborda. Cuando el contador desborda, el proce-
sador genera una interrupcio´n de monitorizacio´n de rendimiento o PMI.
Una vez ejecutada la rutina de tratamiento de dicha interrupcio´n, se
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Figura 4.1: Registro de seleccio´n de evento y control (ESCR) para Pentium
4 y Xeon
devuelve el puntero de instruccio´n o RIP, se resetean los mo´dulos y el
contador.
Precise event-base sampling o PEBS. Este tipo de monitorizacio´n es
similar al anterior, excepto que se usa un buffer en memoria para sal-
var el estado de la arquitectura del procesador cuando el contador se
desborda. Este registro del estado proporciona informacio´n adicional.
Como ya se ha comentado antes, este modelo solamente se puede usar
con los eventos de la clase at-retirement.
4.1.1. Estructuras de los contadores
A lo largo de esta seccio´n se detallara´n las estructuras de las que esta´ com-
puesto el sistema de contadores de rendimiento de los Pentium 4 y Xeon.
ESCR MSR’s
Los 45 registros ESCR MSR’s (ver tabla 15-2 de [26]) permiten seleccionar
v´ıa software eventos espec´ıficos para ser contados. Cada ESCR normalmente
va asociado con un par de contadores, y cada contador tiene varios ESCR’s
asociados con e´l, permitiendo as´ı que los eventos sean contados y selecciona-
dos. En la figura 4.1 se puede ver un esquema de este tipo de registro. Los
diferentes campos representan:
Flag USR, bit 2. Cuando esta´ activado, los eventos se cuentan cuando
el procesador esta´ en el nivel de privilegios (CPL) 1, 2 o´ 3. Estos niveles
son utilizados en las aplicaciones de usuario.
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Flag OS, bit 3. Cuando esta´ activado se cuentan los eventos que se pro-
ducen cuando el nivel CPL es 0. Este nivel de privilegios, normalmente
esta´ reservado al sistema operativo. Cuando este flag y el anterior esta´n
activados, se contara´n los eventos que se producen en todos los niveles
de privilegios.
Flag Enable, bit 4. Activado cuando se permite el etiquetado de µops
para contar un eventos at-retirement. Cuando esta´ a 0, esta´ desactivado
el etiquetado.
Tag Value field o Valor de la Etiqueta, del bit 5 al 8. Como su propio
nombre indica, selecciona un valor para la etiqueta utilizada.
Event Mask field o Ma´scara de Evento, del bit 9 al 24. Esta ma´scara
es la que permite seleccionar que evento contar de la clase de eventos
seleccionada en el campo de seleccio´n de evento.
Event Select field o Seleccio´n de Evento, del bit 25 al 30. Selecciona la
clase de evento. Para seleccionar un evento de esta clase se pondra´ el
valor correcto en el flag de Ma´scara de Evento.
Cuando se configura un ESCR, en el campo de seleccio´n del evento se
especifica la clase de evento que se quiere contar, como por ejemplo, los saltos
retirados. Con la ma´scara de evento se selecciona el evento o los eventos de la
clase seleccionada que se quieren contar. Por ejemplo, cuando se cuentan los
saltos retirados, se pueden contar hasta cuatro eventos diferentes: saltos bien
predichos y no tomados, saltos no tomados y mal predichos, saltos tomados
y bien predichos y saltos tomados mal predichos. Por u´ltimo, en funcio´n de
los flags USR y OS se seleccionara´ si se cuentan los que se producen en las
aplicaciones de usuario y/o en la ejecucio´n del sistema operativo.
Los ESCRs se inicializan con todos sus bits a 0. Los flags y campos de estos
registros se configuran escribiendo sobre ellos con la instruccio´n “WRMSR”
(ver tabla 15-2 de [26] para ver las direcciones y [27] para ver la sintaxis de
la instruccio´n).
Escribir en un registro ESCR MSR solamente configura el contador para
que cuente un determinado evento, pero no inicia la cuenta. Faltar´ıa configu-
rar el CCCR, que junto a la configuracio´n del ESCR activar´ıa la cuenta del
evento en el contador seleccionado.
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Figura 4.2: Contador de rendimiento en Pentium 4 y Xeon
Contadores de rendimiento
Los contadores de rendimiento junto a los registros de configuracio´n y con-
trol (CCCRs) son los que proporcionan las medidas de los eventos que se
seleccionan en los ESCRs. Los Pentium 4 y Xeon tienen 18 contadores orga-
nizados en 9 pares. Cada pareja de contadores va asociada a un subconjunto
particular de eventos y ESCRs. Para saber que´ eventos pueden contarse con
cada pareja hay que remitirse a la Tabla 15-6 de [26], al igual que para ver la
clasificacio´n de las parejas de contadores. Cada contador tiene 40 bits, como
se puede ver en la figura 4.3. La instruccio´n “RDPMC” permite leer estos
registros. Una de las peculiaridades de los Pentium 4 y Xeon, como ya se
ha dicho antes es que permiten la lectura ra´pida de contadores. Esta lectura
ra´pida consiste en leer los 32 bits menos significativos de estos registros. Esto
es u´til cuando se sabe de antemano que el evento que se va a contar no va a
exceder el valor ma´ximo y por tanto no va a producir un desbordamiento del
contador. La instruccio´n “RDPMC” se puede usar en programas con cual-
quier privilegio y en el modo 8086-virtual, aunque se puede restringir su uso
a nivel de privilegio 0 configurando el flag PCE del registro de control CR4.
La manipulacio´n de los contadores so´lo la puede llevar a cabo el sistema
operativo ejecuta´ndose en nivel de privilegios 0, mediante las instrucciones
“RDMSR” y “WRMSR”. Un sistema operativo seguro debe limpiar el flag
PCE durante la inicializacio´n del sistema y desactivar el acceso a los usuarios
a los contadores hardware, y a la vez proveer a los usuarios de una interfaz
que permita emular la instruccio´n “RDPMC”.
En el caso de este proyecto, se pretende leer los contadores cada cierto inter-
valo de tiempo para modificar el comportamiento del procesador en funcio´n
a lo le´ıdo. Por tanto sera´ necesario tambie´n el poder escribir en los contado-
res. Para eso se utiliza la instruccio´n “WRMSR” con la que se configuran los
contadores, como ya se vera´ cuando se comente el co´digo.
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Figura 4.3: Registro de configuracio´n (CCCR)
CCCR MSRs
Cada uno de los 18 contadores de los que disponen los Pentium 4 y Xeon
tiene un CCCR MSR asociado, que como ya se ha dicho lleva el control sobre
que´ evento se va a contar. En la figura 4.3 se pueden ver los campos de estos
registros, que son puestos todos a 0 cuando el CCCR es reseteado:
Flag de activacio´n (Enable flag), bit 12. Cuando esta´ seleccionado,
esta´ activa la cuenta. Cuando se borra o se hace un reset se pone a
0 y deja de contar.
Seleccio´n de ESCR (ESCR select field), bits 13 al 15. Identifica el ESCR
que se usara´ para seleccionar los eventos que se contara´n en el contador
asociado al CCCR.
Flag de comparacio´n (Compare flag), bit 18. Cuando esta´ seleccionado
se activa el filtro para el contador. Se puede filtrar el valor del contador
mediante un umbral, complemento y edge flags.
Flag de complemento (Complement flag), bit 19. Selecciona como com-
parar el valor del contador con el valor umbral. Cuando esta´ seleccio-
nado, los valores menores o iguales al umbral se entregan. En caso de
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que no este´ activado, son los valores mayores. Para ma´s informacio´n
sobre el filtrado de eventos se recomienda consultar [26].
Umbral (Threshold field), bits 20 al 23. Campo para establecer un valor
umbral con el que´ comparar en los filtrados de eventos.
Edge flag, bit 24. Cuando esta seleccionado activa la salida de la com-
paracio´n. So´lo funciona cuando esta´ activado el flag de comparacio´n.
FORCE OVF flag, bit 25. Fuerza a que la sen˜al de desbordamiento se
active en cada incremento del contador.
OVF PMI flag, bit 26. Si esta´ activado entonces se lanzara´ una in-
terrupcio´n de contador de rendimiento o PMI (performance monitor
interrupt) cada vez que suceda un desbordamiento en el contador. Si
esta´ desactivado no se lanza PMIs.
Cascade flag, bit 30. Con que este flag este´ activado en uno de los
contadores que forma la pareja, hace que los contadores funcionen en
cascada, es decir que se alternen con otros cuando se produce desbor-
damiento.
OVF flag, bit 31. Estara´ activado cuando el contador haya sufrido un
desbordamiento.
Por tanto, el evento seleccionado y la ma´scara de evento del ESCR estable-
cen la clase de evento que se va a contar y el tipo o tipos dentro de esta (se
pueden contar varios eventos de la misma clase a la vez). Los flags OS y USR
en el ESCR establecen el nivel de privilegios desde donde van a ser medidos.
En el campo de seleccio´n de ESCR, que se encuentra en el CCCR se selecciona
el ESCR, debido a que cada contador lleva asociado varios ESCRs. Despue´s
se puede configurar los filtros, con los flags de comparacio´n, complemento y
el edge flag.
DS save area
La DS save area se utiliza para guardar la siguiente informacio´n:
Registro de saltos. Cuando el flag BTS del MSR DEBUGCTLA MSR
esta´ activado, se guarda un registro con el salto en el buffer de BTS
situado en la DS, siempre que el salto sea tomado, interrumpido o sea
detectada una excepcio´n.
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Registro PEBS. Cuando un contador de rendimiento es configurado
para PEBS (medida precisa), se almacena un registro PEBS cuando
se produce un desbordamiento del contador. Este registro contiene el
estado de la arquitectura del procesador (esto incluye el estado de los
8 registros, el registro EIP y el registro con los flags EFLAGS) en el
momento del desbordamiento. Cuando la informacio´n ha quedado re-
gistrada, el contador automa´ticamente se resetea al valor establecido y
comienza la cuenta de nuevo. Esta caracter´ıstica esta solamente dispo-
nible en los procesadores Pentium 4 y Xeon.
4.1.2. Programacio´n para eventos Non-Retirement
Para poder medir los eventos hay que seguir una serie de pasos:
1. Seleccionar el evento o eventos que se quieren medir.
2. Para cada evento, seleccionar un ESCR compatible con esos eventos
comprobando las restricciones. Esto se puede ver en la Tabla A-1 de
[26].
3. Seleccionar el contador CCCR donde se va a contar a partir de los
valores de ESCR.
4. Establecer los niveles de privilegios que se van a monitorizar en el
ESCR.
5. Activar el conteo en cascada si se desea.
6. Opcionalmente configurar el CCCR para generar interrupciones PMI
cuando el contador desborda. El APIC local debe estar preparado.
7. Comenzar el conteo del evento.
Para todos estos pasos, en [26], se detalla como conseguir los valores ade-
cuados. Conseguir los valores con este me´todo es algo tedioso, con lo que
se busco´ otra forma para conseguir estos valores. Para ello se utilizaron los
programas “Perfctr” y “Brink & Abyss”, como se detalla en la seccio´n 5.3.
4.1.3. Medir eventos at-retirement
Medir eventos del tipo at-retirement significa medir solamente eventos que
pueden darse en la fase de commit, ignorando por tanto todo el trabajo de
especulacio´n que lleva a cabo el procesador.
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La microarquitectura NetBurst usada en los Pentium 4 y Xeon permite que
se realicen muchas actividades especulativas para incrementar la efectividad
y elevar el rendimiento, como puede ser la prediccio´n de saltos. Los Pentium 4
y Xeon llevan el t´ıpico predictor de saltos con la direccio´n de estos y despue´s
decodifican y ejecutan la instruccio´n predicha, anticipa´ndose al ca´lculo de la
direccio´n real. Cuando se produce un fallo en la prediccio´n, los resultados
de las instrucciones que han sido decodificadas y ejecutadas por la rama del
fallo de prediccio´n, se cancelan.
Mediante at-retirement se pueden monitorizar eventos que previamente
han sido etiquetados (tagging) y que son seleccionados por dicha etiqueta en
la fase commit. Intel proporciona las siguientes definiciones para clasificar
eventos e instrucciones:
Instrucciones Bogus, Non-Bogus y retired. Con Bogus, Intel se refiere
a las instrucciones o µops que deben ser canceladas porque esta´n en
una rama de ejecucio´n en la que se ha producido un fallo de prediccio´n
de salto. Con Non-Bogus y retired se refiere a las instrucciones o µops
que producen cambios en el estado de la arquitectura. Las instrucciones
pueden ser retired o Non-Bogus pero nunca las dos a la vez.
Etiquetado Tagging. Consiste en marcar µops relacionadas con un even-
to particular que se quiere monitorizar. Se contara´ el nu´mero de instruc-
ciones cuando sean retiradas. Durante la ejecucio´n, se puede producir
el evento mas de una vez por µops, con lo que no es del todo exacto,
ya que al final se miden las instrucciones y no el evento directamen-
te. El etiquetado permite que una µop sea etiquetada una vez y esta
mantendra´ la etiqueta el tiempo en el que este´ en el pipe, para ser
contada al ser retirada. Se utiliza para me´tricas de rendimiento que se
incrementan en uno por cada µop retirada.
Replay. Para maximizar el rendimiento en las actividades ma´s comunes,
la microarquitectura NetBurst hace una planificacio´n “agresiva” para
poder ejecutar µops antes de que se tengan garant´ıas de la correcta
ejecucio´n. Cuando no se garantiza alguna de las condiciones necesarias
para la ejecucio´n de la µop, se produce un evento denominado “re-
lanzamiento” (reissued). Para poder relanzar la µop los procesadores
Pentium 4 y Xeon utilizan el mecanismo replay. Algunos ejemplos de
replay son los fallos de prediccio´n y violaciones de dependencias. En
operaciones normales, algunos de los replays producidos son comunes
e inevitables. Un excesivo nu´mero de replays indica que se esta´ produ-
ciendo un problema de rendimiento.
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Assist. Cuando el hardware necesita ayuda con el microco´digo, la ma´qui-
na le proporciona lo que se denomina “asistencia”. Por ejemplo, cuando
no han llegado los operandos necesarios para una operacio´n de punto
flotante. El hardware debe internamente modificar el formato de los
operandos para que no se degrade el rendimiento.
4.1.4. Precise Event-Based Sampling (PEBS)
El DS de los Pentium 4 y Xeon permite recoger dos tipos de informacio´n
para usarlos en depuracio´n y optimizacio´n de programas. Estos son los regis-
tros PEBS y los BTS. Los BTS o Branch Trace Store son las trazas de saltos
tomados, interrupciones y excepciones.
PEBS permite salvar el estado preciso de la arquitectura asociada con
uno o ma´s eventos. Esta informacio´n se guarda en un buffer que es una
parte asignada del DS. Para usar este mecanismo, un contador tiene que
ser configurado para permitir lanzar el desbordamiento. Cuando un contador
desborda, el procesador copia el estado actual de los registros de propo´sito
general, los registros EFLAGS y el contador de programa en un registro en el
buffer situado en el DS. Despue´s el procesador borra el contador y comienza a
contar de nuevo. Cuando el buffer esta´ casi lleno, se genera una interrupcio´n,
permitiendo que los registros sean salvados. No se trata de un buffer circular,
para evitar que se sobreescriban datos.
Solamente soportan PEBS un determinado subconjunto de eventos at-
retirement como son: Execution event, Front end event, y Replay event.
Para activar PEBS, el procesador debe soportarlo. Esto se puede observar
viendo el resultado de ejecutar la instruccio´n “CPUID”. Si esta´ permitido,
entonces son accesibles los siguientes campos:
El flag PEBS UNAVAILABLE en el registro IA32 MISC ENABLEMSR,
que indica si esta´ habilitado PEBS (cuando esta´ a 0).
El flag de activacio´n de PEBS (bit 24) en el IA32 PEBS ENABLEMSR
permite activar o desactivar PEBS.
El IA32 DS AREA MSR, que puede ser programado para que apunte
al DS.
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Figura 4.4: Registro de seleccio´n de evento y control (ESCR) para procesa-
dores Pentium 4 y Xeon con Hyper-Threading
4.2. Contadores de rendimiento en Hyper-Threading
Para procesadores con tecnolog´ıa Hyper-Threading la estructura de los re-
gistros utilizados para la monitorizacio´n de eventos incluye unas ligeras dife-
rencias. Estas se deben a la presencia de dos procesadores lo´gicos dentro del
mismo procesador f´ısico. As´ı, Intel ha modificado estas estructuras para que
el programador pueda decidir si medir los eventos de un procesador lo´gico,
del otro, o incluso los de los dos a la vez. A continuacio´n se detallan las
estructuras que cambian, y que´ es lo que cambia respecto a las vistas en el
punto 4.1.1.
4.2.1. ESCR MSRs
El cambio respecto al ESCR visto en la figura 4.1 es que los bit 0 y 1 que
estaban reservados se utilizan para establecer si se quiere medir los eventos
producidos en el procesador lo´gico 1. Con el bit 0 (T1 USR) activado se
contara´n los eventos producidos en las aplicaciones del usuario, y con el bit
1 (T1 OS) activado se contara´n los que se producen en el co´digo del sistema
operativo. El uso de estos dos bits, permite una gran variedad a la hora de
medir eventos, ya que se puede elegir que´ procesador se quiere medir o si son
los dos (activando los dos a la vez) y a su vez ver en que parte de co´digo se
generan los eventos de cada procesador. El resto de los campos permanecen
igual.
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Figura 4.5: Registro de configuracio´n (CCCR) para procesadores con HT
4.2.2. CCCR MSRs
Al igual que en el caso anterior, los campos an˜adidos provienen de los bits
reservados que se pod´ıan en la figura 4.3:
Active Thread, bits 16-17. Activa la cuenta dependiendo de que proce-
sador lo´gico este´ activo, es decir ejecutando un hilo. Este campo activa
un filtro basado en el estado de los eventos (activo o inactivo) del pro-
cesador lo´gico. Los valores que puede tomar son los siguientes:
00 - Ninguno. Cuenta so´lo cuando ninguno de los procesadores esta´ ac-
tivo.
01 - So´lo uno. Cuenta cuando solamente uno de los procesadores lo´gi-
cos esta activo. Da lo mismo cua´l sea.
10 - Ambos. Cuenta so´lo cuando los dos procesadores lo´gicos esta´n
activos.
11 - Alguno. Cuenta cuando alguno de los lo´gicos se encuentre activo,
incluyendo cuando los dos esta´n activos.
OVF PMI T1, bit 27. Si esta´ activado entonces se lanzara´ desde el pro-
cesador lo´gico 1, una interrupcio´n de contador de rendimiento o PMI
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(performance monitor interrupt) cada vez que suceda un desbordamien-
to en el contador. Si esta´ desactivado no se lanza PMIs.
OVF PMI T0, bit 26. Este campo no se ha an˜adido, simplemente se ha
renombrado. Su nombre anterior era OVF PMI, y se refer´ıa a la u´nica
CPU disponible. Su funcio´n es la misma que la vista en 4.1.1 pero para
el procesador lo´gico 1.
El resto de los campos mantienen su nombre y funcionalidad.
IA32 PEBS ENABLE MSR
En los procesadores con Hyper-Threading, PEBS se activa y gestiona me-
diante dos bits en el IA32 PEBS ENABLE MSR, en concreto el bit 25 (ENA-
BLE PEBS MY THR) y el bit 26 (ENABLE PEBS OTH THR). Estos bits
no especifican el procesador lo´gico, sino que permiten activar PEBS para
una secuencia de hilos de ejecucio´n del mismo procesador lo´gico en el que
se esta´ ejecutando (de ah´ı el nombre del campo, mi hilo) o para el otro
procesador lo´gico donde se estara´ ejecutando otro hilo.
Las restricciones sobre los eventos que soportan PEBS se siguen mantenien-
do, solo se puede usar con un subconjunto de eventos de la clase at-retirement:
Execution event, Front end event, y Replay event.
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Implementacio´n
A lo largo de este Cap´ıtulo, se detalla como se ha implementado el pla-
nificador simbio´tico HTAS (ver el prefacio). La planificacio´n desarrollada a
partir de las lecturas de los contadores, ha consistido en conseguir que el
Hyper-Threading se “active” y se “desactive”. Hasta encontrar una solucio´n
adecuada a la desactivacio´n/activacio´n del Hyper-Threading se ha pasado por
cuatro “ideas” generales, de ah´ı que se hayan separado en varias secciones.
Esto ha sido lo ma´s problema´tico del proyecto, debido a la complejidad de
Linux.
El entorno de desarrollo, depuracio´n y pruebas ha sido un PC, equipado
con un procesador Intel Pentium 4 a 3 GHz con core Northwood. No se ha
utilizado ningu´n tipo de simulador, siendo obtenidos todos los resultados
sobre ma´quinas reales, hasta ahora las pocas pruebas que se han hecho con
planificadores simbio´ticos han sido sobre simuladores.
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5.1. Creacio´n de entradas en /proc
El primer tema en ser abordado fue la desactivacio´n del Hyper-Threading.
Sin embargo para poder controlar la activacio´n/desactivacio´n, era necesario
crear una interfaz que lo permitiese. El sistema de ficheros /proc es un siste-
ma de ficheros virtual, que no se encuentra alojado en disco, sino que esta´ en
la memoria principal de la ma´quina. Es utilizado por el sistema para mostrar
informacio´n y para el ajuste de ciertos para´metros. Para obtener ma´s infor-
macio´n sobre la jerarqu´ıa del sistema de ficheros de Linux se puede consultar
[30].
Se creo´ en el directorio /proc una entrada denominada hypertreading en
la que podemos escribir enable o disable para activar o desactivar el Hyper-
Threading. Por supuesto, dicha entrada solamente se crea si el procesador en
el que esta´ instalado el kernel soporta Hyper-Threading. Con esto ya queda
resuelto el tema de la interfaz.
La creacio´n de entradas en el procfs consiste en an˜adir un v-nodo al sistema
de ficheros, de forma que cuando alguien lea o escriba en el fichero asociado
a nuestro nodo, se llamara´ a las funciones de lectura y escritura que hemos
implementado. Dichas funciones tienen los siguiente prototipos:
int (*read)( char* page, char **start, off_t off, int count, int *eof, void *data )
int (*write)( struct file *file, const char __user *buffer, unsigned long count, void *data )
En la llamada de lectura los parametros son:
page : una pa´gina de memoria en espacio de usuario que es en la que hay
que escribir la informacio´n que queramos devolver al usuario.
start : se utiliza para poder realizar lecturas de la entrada en varios acce-
sos. Por ejemplo, si necesita´semos devolver ma´s de los 4k que ocupa
una pa´gina de memoria, tendr´ıamos que devolver los cuatro primeros
kilobytes y dejar el puntero *start en el punto en el que nos quedamos
leyendo.
off : es el punto, dentro de la pa´gina, a partir del cual debemos empezar a
escribir.
count : es el nu´mero ma´ximo de bytes que debemos devolver.
eof : devolveremos 1 en caso de que se haya llegado al final del fichero.
data : es informacio´n extra que se nos pasa desde el nodo de la entrada.
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Y en la llamada a escritura los parametros son:
file : un puntero a la estructura del fichero.
buffer : memoria del espacio de usuario en la que esta´ la informacio´n que
esta´n escribiendo en la entrada.
count : nu´mero de bytes que se pretenden escribir.
data : al igual que en la funcio´n de lectura, esta informacio´n se nos pasa
siempre desde el nodo de la entrada en el procfs.
Para poder crear la entrada, creamos el fichero htaboot.c. Este fichero se
ha ido modificando en el transcurso de este proyecto.
5.1.1. Implementacio´n
init hta proc start( ) Esta funcio´n es ejecutada durante el arranque
del sistema. Su funcio´n es crear la entrada hyperthreading en el direc-
torio /proc cuando la ma´quina en la que se encuentra soporta la tecno-
log´ıa Hyper-Threading. Para realizar esa comprobacio´n, se mira la varia-
ble cpu_has_ht. Las entradas en /proc se crean con create_proc_entry( )
cuya forma de uso se muestra en el siguiente fragmento de co´digo. Las
entradas son struct del tipo proc_dir_entry. El campo data apun-
ta a un para´metro que se pasara´ a las funciones de lectura y escritura.
read_proc apuntara´ la funcio´n de lectura, en este caso hta_read_proc
que se explicara´ a continuacio´n, y write_proc a la de escritura, que
sera´ hta_write_proc.
int __init __hta_proc_start( void )
{
printk( "HTA: Building proc entry... " );
if( cpu_has_ht ) {
int i;
for( i = 0; i < NR_CPUS; i++ )
ss_kthreads[i] = NULL;
struct proc_dir_entry *entry = create_proc_entry( "Hyper-Threading", 0666,
NULL );
entry->nlink = 1;





printk( "HT not available.\n" );
return 0;
}
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hta read proc( ) Esta funcio´n realiza la lectura de la entrada
hyperthreading, devolviendo su valor que puede ser enabled o disabled.
Cuando se realice una lectura de ese fichero, se estara´ llamando a esta
funcio´n.
int hta_read_proc( char* page, char **start, off_t off, int count, int *eof,
void *data )
{
if( *(int*)data ) {
int menor = (count < 8)?count:8;
strncpy( page, "enabled\n", menor );
*eof = (menor == 8);
return menor;
} else {
int menor = (count < 9)?count:9;
strncpy( page, "disabled\n", menor );




hta write proc( ) Funcio´n que realiza la escritura en el fichero
hyperthreading. En primer lugar comprueba que el valor es correcto,
informando en caso contrario. En funcio´n del valor activa o desacti-
va el Hyper-Threading llamando a las funciones __enable_smt( ) y
__disable_smt( ) que se comentara´n en la seccio´n 5.2.
int hta_write_proc( struct file *file, const char __user *buffer, unsigned long count,
void *data )
{
switch( count ) {
case 6:







if( strncmp( buffer, "enable\n", 7 ) == 0 ||




} else if( strncmp( buffer, "disable", 7 ) == 0 ) {








if( strncmp( buffer, "disable\n", 8 ) == 0 ||
strncmp( buffer, "disable", 8 ) ) {
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printk( "HTA: You’re soooo smart!!!\n" );
return count;
}
5.2. Desactivacio´n del Hyper-Threading
En esta seccio´n se detalla las diferentes l´ıneas que hemos seguido hasta
lograr la activacio´n/desactivacio´n “en caliente”, ya que la u´nica forma hasta
ahora de hacerlo es en el arranque de la ma´quina desde la BIOS, siendo
imposible modificar su estado una vez arrancado. Se ha intentado hacer de
varias formas, aunque solo la alternativa presentada en la seccio´n 5.2.3 es
viable.
5.2.1. Primer intento
Segu´n [1] cuando uno de los procesadores esta´ en idle los recursos se reor-
ganizan de forma que el procesador funciona en modo monotarea. Un proce-
sador se dice que esta´ en idle cuando no esta´ realizando nada, el planificador
env´ıa la instruccio´n “HALT” de forma que el procesador (en este caso lo´gico)
se para.
Por tanto se puede llegar a la conclusio´n que si un procesador entra en
idle y conseguimos que no le llegue ninguna instruccio´n, el procesador entra
en modo monotarea [1]. En este intento por desactivar el Hyper-Threading se
bloquean las interrupciones del procesador que se quiere desactivar, evitando
as´ı que el planificador le env´ıa instrucciones para ejecutar. Este procesador
tampoco ejecutara´ co´digo del planificador, ya que la ejecucio´n de co´digo del
planificador se lleva a cabo mediante el env´ıo perio´dico de interrupciones a
los procesadores (ver Cap´ıtulo 2) y al estar estas desactivadas, son ignoradas.
Implementacio´n
El fichero htaboot.c, aparte de las funciones que se explican a continua-
cio´n, utiliza la funcio´n void __migrate_all_task( int, int ) implemen-
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tada en el fichero del planificador (sched.c) y que se muestra en u´ltimo
lugar.
disable smt( ) Funcio´n que desactiva el Hyper-Threading de todas las
CPUs lo´gicas excepto de la CPU 0. Como en estos procesadores lo´gi-
cos habra´ tareas ejecuta´ndose, habra´ que migrarlas a la CPU 0 que es
la u´nica que se va a mantener activada. La migracio´n se intento´ ha-
cer, sin e´xito, mediante una funcio´n implementada en el planificador
(sched.c). Para poder migrar las tareas es necesario que lo haga un
hilo de nu´cleo o kthread (ver [20]). En la variable ss_kthread[cpu] se
guardan los identificadores de los kthreads. Se puso un array para ge-
neralizar, aunque la implementacio´n de Hyper-Threading actual es de
dos procesadores lo´gicos por cada procesador f´ısico. Por tanto solamen-
te se usara´n las posiciones 0 y 1, correspondientes a cada uno de los
procesadores.
Para tratar todas las CPUs que tiene el sistema, utiliza
for_each_cpu( ) de forma que recorre la ma´scara que se le pasa y
hace lo que tenga dentro del bloque de instrucciones con la CPU cuya
posicio´n se encuentre a 1. Como la CPU 0 la queremos eliminar de la
ma´scara, utilizamos cpu_clear( int, cpu_mask ) que borra de una
ma´scara de CPUs la CPU que se pasa como primer para´metro. Las
ma´scaras seleccionan las CPUs poniendo su correspondiente posicio´n a
1, por tanto cpu_clear( 0, sibling_map ) pondra´ a 0 la posicio´n 0.
Despue´s para la CPU 1 crea un kthread que migra sus tareas a la 0. El
co´digo del kthread y lo que hace se vera´ ma´s adelante.




cpumask_t sibling_map = cpu_sibling_map[this_cpu];
cpu_clear( 0, sibling_map );
struct task_struct* k;
for_each_cpu_mask( cpu, sibling_map ) {
k = kthread_create( stop_sibling_kthread, (void*)this_cpu, "halt/%d", cpu );
if( !IS_ERR( k ) ) {




printk( "HTA: Couldn’t start stop_sibling_kthread for CPU #%d\n", cpu );
}
printk( "HTA: Hyper-Threading disabled\n" );
}
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enable smt( ) Funcio´n que activa el Hyper-Threading en una CPU f´ısica.
Esta es la parte ma´s complicada, ya que despertar a una CPU a la que
se le han desactivado las interrupciones no es trivial. Si a un procesa-
dor en idle se le env´ıa una interrupcio´n este se activara´. Hay un tipo de
interrupciones, denominadas no enmascarables o NMI que son recibi-
das siempre por el procesador aunque este tenga el ACPI desactivado.
Por tanto utilizamos estas para despertar al procesador lo´gico 1. Esta
interrupcio´n la puede enviar la CPU 0, ya que se pueden enviar inte-
rrupciones entre los procesadores, denominadas IPIs (Inter Processor
Interrupt). Para ello hay que preparar la NMI IPI que se va a enviar, y
despue´s enviarla. Esto hay que hacerlo tal y como se muestra en el si-
guiente co´digo. Hay que coger el nu´mero de CPU del procesador lo´gico
y seleccionar que´ mandar. Los env´ıos en realidad son escrituras que se
realizan con apic_write_around( ).
void __enable_smt( void )
{
int i;
unsigned long cfg, flags;
for( i = 0; i < NR_CPUS; i++ ) {
printk( "HTA: Need to stop halt/%d?... ", i );
if( ss_kthreads[i] != NULL ) {
printk( "yes.\n" );
printk( "HTA: Stopping halt/%d... \n", i );
cpu_set( i, cpu_online_map );
local_irq_save( flags );
apic_wait_icr_idle();
cfg = SET_APIC_DEST_FIELD( cpu_to_logical_apicid(i) );
apic_write_around(APIC_ICR2, cfg);
// Prepare the NMI IPI
cfg = APIC_DM_NMI | APIC_DEST_LOGICAL;









printk( "HTA: Hyper-Threading enabled\n" );
}
stop siblig kthread( ) Co´digo del hilo de nu´cleo que migrara´ las tareas y
parara´ la CPU en la que se ejecutara´. Lo primero que haces es desacti-
var las interrupciones locales del procesador con local_irq_save( )
que tambie´n hace una copia del estado de los flags en ese momento.
La ma´scara cpu_online_map tiene asignado un 0 a las CPUs que no
esta´n disponibles, y un 1 a las que s´ı lo esta´n. Por tanto, como la CPU
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no va a estar disponible, pasara´ a valer 0 su posicio´n, para a continua-
cio´n hacer una llamada a la funcio´n
__migrate_all_tasks(int, int) que migrara´ las tareas de la CPU
que se pasa como primer para´metro a la CPU que se pasa como segundo
para´metro. A continuacio´n ejecutara´ la instruccio´n “hlt” de ensambla-
dor1 (“HALT”) para parar esa CPU, que permanecera´ en ese estado
hasta que le llegue una interrupcio´n no enmascarable o NMI. Cuando
esto suceda, continuara´ con la ejecucio´n y restaurara´ las interrupciones.





int dest_cpu = (int)data;
int this_cpu = smp_processor_id();
cpu_clear( this_cpu, cpu_online_map );






migrate all tasks( ) Esta funcio´n migra todas las tareas de una CPU
de origen a otra de destino. Las CPUs se identifican como src_cpu
y dst_cpu como las CPUs de origen y destino respectivamente. Su
funcionamiento consiste en recorrer los distintos arrays de prioridades
(ver 2.1.3). Para pasar una tarea de la cola de una CPU a la cola de la
otra, las colas deben estar bloqueadas. La tarea actual no la movera´,
ya que se trata del propio hilo de migracio´n, con lo que se la saltara´.
El co´digo es el siguiente:
void __migrate_all_tasks( int src_cpu, int dst_cpu )
{
runqueue_t *src_rq, *dst_rq;
src_rq = cpu_rq( src_cpu );
dst_rq = cpu_rq( dst_cpu );
double_rq_lock( src_rq, dst_rq );
int arr, pr;
1En el kernel se utiliza ensamblador en l´ınea mediante asm . Una muestra de su uso
es la instruccio´n asm (”hlt”) de la funcio´n int stop sibling kthread(. . . )




for( arr = 0; arr < 2; arr++ ) {
for( pr = 0; pr < MAX_PRIO; pr++ ) {
list = &src_rq->arrays[arr].queue[pr];
int requeueus = 0;
while( !list_empty( list ) ) {
task = list_entry( list->next, task_t, run_list );





cpu_set( dst_cpu, task->cpus_allowed );
//Set new CPU to destination CPU
set_task_cpu( task, dst_cpu );
task->timestamp = task->timestamp - src_rq->timestamp_last_tick
+ dst_rq-> timestamp_last_tick;
// Dequeue task from source runqueue
src_rq->nr_running--;
dequeue_task( task, task->array );
task->array = NULL;
// Add task to destination runqueue
activate_task( task, dst_rq, 0 );
}
if( requeueus )
list_add( &current->run_list, list );
} // for( pr = 0; pr < MAX_PRIO; pr++ )
} // for( arr = 0; arr < 2; arr++ )
double_rq_unlock( src_rq, dst_rq );
}
#else
void __migrate_all_task( int src_cpu, int dst_cpu ) {}
#endif
Problemas y conclusiones
Los problemas que encontramos durante el desarrollo de esta solucio´n y
los que quedaron sin resolver son numerosos:
1. Al apagar el sistema con el Hyper-Threading desactivado se producen
kernel panics ya que se env´ıan interrupciones al procesador 1 y e´ste las
tiene desactivadas.
2. Durante el proceso de depuracio´n, segu´n [20] la funcio´n printk funciona
en cualquier contexto. Esto no es cierto ya que afecta al funcionamiento
del resto del co´digo si es utilizada dentro de un for_each_cpu( ).
3. En las colas de las CPUs no solamente hay tareas sino que hay tambie´n
kthreads del sistema. Como se hace una migracio´n indiscriminada, estos
kthreads pertenecientes a la CPU 1 se quedan en la 0 ya que al activar
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el Hyper-Threading no se vuelven a migrar a su CPU de origen. Esto
provoca una desactivacio´n total del Hyper-Threading pero el sistema
deja de funcionar correctamente. Por supuesto, al apagar el sistema
tambie´n se producen problemas al no tener dicho hilos de nu´cleo en la
CPU correspondiente.
4. La CPU 0 no se puede desactivar. Segu´n [1] los dos procesadores lo´gi-
cos son iguales, pero Linux coloca en el procesador 0 los kthreads ma´s
importantes, con lo que si se bloquea esta CPU el sistema funcionara´ in-
correctamente.
Debido a todos estos problemas, y a que no se recuperaba bien el estado
despue´s de volver a activar el Hyper-Threading, se penso´ en una solucio´n me-
nos agresiva que la implementada, de forma que no fuese necesario desactivar
las interrupciones del procesador lo´gico 1, sino que para hacer que este´ en
idle hay que evitar que le lleguen tareas nuevas, con lo que habra´ que modi-
ficar a fondo el planificador. Esta solucio´n parecio´ ma´s adecuada, ya que el
objetivo del proyecto es la modificacio´n del planificador, y con este me´todo
se modifican varias de sus funciones. En las siguientes secciones se describe
su desarrollo.
5.2.2. Segundo intento
En esta nueva rama de desarrollo, se hace una migracio´n de tareas desde la
CPU 1 a la 0 cada vez que se desactiva el Hyper-Threading pero distinguiendo
entre las tareas y los kthreads. Segu´n la definicio´n de kthread proporcionada
por [20] se llego´ a la conclusio´n que un kthread no deber´ıa tener memoria
virtual asignada. Por tanto, en task el campo mm debe apuntar a NULL. Efec-
tivamente este es el me´todo correcto para distinguir los kthreads del resto de
tareas, con lo que ahora se puede realizar una migracio´n pero dejando en la
CPU 1 sus hilos de nu´cleo para no desestabilizar el sistema. Los hilos que
se quedan en la CPU 1, pueden llegar a ejecutar co´digo, pero su tiempo de
ejecucio´n es despreciable en situaciones reales.
Otro de los problemas era el manejo de las interrupciones. A partir de
ahora, se evita la entrada de nuevos trabajos realizando otra planifiacio´n. Es
decir en todas las funciones de sched.c encargadas del equilibrado de carga,
se evita que este se realice. Tambie´n hay que tener en cuenta el problema de
las tareas nuevas, que deben ir siempre a la CPU 0. Por u´ltimo, se vio´ que
las tareas que se encuentran suspendidas en el momento de la desactivacio´n,
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al despertarse vuelven a su CPU, con lo que se tuvo que tener en cuenta este
caso tambie´n.
Otro problema an˜adido son las affinities de las tareas. Si una tarea solo se
puede ejecutar en el procesador lo´gico 1 y se desactiva el Hyper-Threading,
el planificador tal y como estaba no permitir´ıa la ejecucio´n de la tarea en la
CPU 0. Este es un problema complejo y que puede tener varias soluciones.
Se ha optado por permitir la ejecucio´n de estas tareas en el procesador 0
aunque la tarea no sea af´ın con este, ya que ha parecido mejor solucio´n que
el no permitir que la tarea se ejecute. Por supuesto, el affinity de la tarea
no se modifica, se modifica el planificador para que cuando se den estas
circunstancias, se planifiquen las tareas en la CPU 0.
Implementacio´n
La modificacio´n del planificador ha sido compleja. Sobretodo se han mo-
dificado los equilibradores de carga (ver seccio´n 2.3 del Cap´ıtulo 2). A con-
tinuacio´n ilustraremos lo ma´s relevante:
get affinity( ) La funcio´n get_affinity( ) ha sido an˜adida al planifica-
dor para solucionar el problema de las affinities. Se explica en primer
lugar esta funcio´n (aunque fue lo u´ltimo en hacerse) porque es llamada
por varias de las funciones modificadas del planificador. Realiza dos
funciones, dice si en la CPU que se pasa como primer para´metro se
puede ejecutar la tarea p, que es el segundo para´metro, y la ma´scara
entrada/salida dice que´ CPUs pueden ejecutar dicha tarea de todas las
disponibles.
Si el Hyper-Threading esta´ activado (valor de __ht_enabled a 1), es-
ta funcio´n no hace ma´s que una “AND” de las ma´scaras p->allowed y
cpu_online_map, que dicen para la tarea p que´ CPUs esta´n permitidas
y que´ CPUs se encuentran en funcionamiento en ese momento respec-
tivamente. La comprobacio´n de si cpu puede ejecutar p es comprobar
que la posicio´n cpu de la ma´scara resultante de la operacio´n “AND” no
sea 0. Esto mismo se hac´ıa a lo largo planificador varias veces, con lo
que an˜adiendo y realizando llamadas no se modifica su funcionamiento.
En el caso de tener desactivado el Hyper-Threading, habra´ que per-
mitir siempre la ejecucio´n en la CPU 0 y no permitirlo en la 1. Para
esto, una vez hecha la ma´scara, se elimina con cpu_clear(1, *mask) la
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CPU 1 de la ma´scara, y se permite la 0 con cpu_set(0, *mask). Des-
pue´s comprueba que en la CPU que se pasa como para´metro esta´ per-
mitida la ejecucio´n.
El co´digo de la funcio´n es el siguiente:
int get_affinity(int cpu, task_t *p, cpumask_t *mask)
{
runqueue_t *cpu_rq = cpu_rq(cpu);














wake idle( ) Esta funcio´n dice la CPU en la que deber´ıa despertarse una
tarea. Para equilibrar, esta funcio´n devolvera´ la primera CPU que
encuentre en idle. Para comprobar si una CPU esta´ en idle, utiliza
idle_cpu( cpu ). Si el Hyper-Threading esta´ desactivado, devolver´ıa
la 1, cosa que hay que evitar. Para ello se fuerza a que la CPU devuelta
sea la 0. El co´digo final es el siguiente:
#if defined(ARCH_HAS_SCHED_WAKE_IDLE)
























find idlest cpu( ) Esta funcio´n encuentra la CPU menos ocupada en ese
dominio de planificacio´n. La CPU menos ocupada sera´ aquella que ten-
ga su runqueue ma´s corta. En esta funcio´n se puede ver un ejemplo de
que´ fragmento de co´digo es al que sustituye la funcio´n get_affinity( )
explicada anteriormente. Gracias a esta funcio´n, no es necesario ha-
cer una distincio´n en esta funcio´n de si el Hyper-Threading esta´ o no
esta´ activado, ya que de eso se encarga get_affinity( ).









if (load < min_load) {
min_cpu = i;
min_load = load;





/* add +1 to account for the new task */
this_load = source_load(this_cpu) + SCHED_LOAD_SCALE;
/*
* Would with the addition of the new task to the
* current CPU there be an imbalance between this
* CPU and the idlest CPU?
*
* Use half of the balancing threshold - new-context is
* a good opportunity to balance.
*/
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load balance( ) A esta funcio´n encargada del equilibrado de carga y deta-
llada en el Cap´ıtulo 2, se le ha an˜adido al principio la comprobacio´n de
si esta´ o no activado el Hyper-Threading2 . Si esta´ desactivado, como
no interesa que haga un equilibrado de carga entre las CPUs, no hace
nada.
load balance newidle( ) Esta funcio´n es llamada cuando una CPU entra
en idle, con el fin de que se pasen tareas de las colas de otras CPUs
a la suya dentro de ese dominio (ver Cap´ıtulo 2). Si se quiere desacti-
var el Hyper-Threading sera´ necesario evitar que cuando la CPU entre
en idle le incluyan tareas en su cola. Para ello, nada ma´s empezar
la funcio´n, se an˜ade un fragmento de co´digo ide´ntico al de la funcio´n
load_balance( ), con la finalidad de que no haga nada. La modifica-
cio´n realizada en el co´digo es como la vista en la nota de pie de pa´gina
2.
idle balance( ) Esta funcio´n la llama schedlude( ) cuando la CPU que se
pasa como primer para´metro va a entrar en idle, con lo que le pondra´n
tareas en su cola para que no este´ sin hacer nada. Recorre los do-
minios de planificacio´n (ver seccio´n 2.1.4 del Cap´ıtulo 2) llamando a
load_balance_newidle( ) para asignar a la CPU tareas de otros pro-
cesadores de ese dominio. La modificacio´n realizada es como la vista
en la nota de pie de pa´gina 2.
active load balance( ) Esta funcio´n es llamada por los hilos de migracio´n
(ver Cap´ıtulo 2). Al tener el Hyper-Threading desactivado, no interesa
que haga un equilibrado, por lo que interesa que no haga nada3
rebalance tick( ) Es la funcio´n de equilibrado que se ejecuta en cualquier
CPU cuando llega una sen˜al temporizada del sistema (ver Cap´ıtulo 2).
Esta sen˜al se trata de una interrupcio´n. En esta funcio´n es donde se
comprueban las variables __ht_enabled y __ht_disable, que contro-
lan si el Hyper-Threading esta´ o no activado, y en funcio´n de sus valores
llama a las funciones de activacio´n y desactivacio´n __enable_smt( )
y __disable_smt( ) implementadas en el fichero htaboot.c
2Con el siguiente co´digo se evita que la funcio´n realice el equilibrado correspondiente:
#ifdef CONFIG SCHED HTA
if( ! ht enablesd )
return 0;
#endif
3Misma modificacio´n que la mostrada en la nota de pie de pa´gina 2.
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#define CPU_OFFSET(cpu) (HZ * cpu / NR_CPUS)
static void rebalance_tick(int this_cpu, runqueue_t *this_rq,
enum idle_type idle)
{
unsigned long old_load, this_load;
unsigned long j = jiffies + CPU_OFFSET(this_cpu);
struct sched_domain *sd;
/* Update our load */
old_load = this_rq->cpu_load;
this_load = this_rq->nr_running * SCHED_LOAD_SCALE;
/*
* Round up the averaging division if load is increasing. This
* prevents us from getting stuck on 9 if the load is 10, for
* example.
*/
if (this_load > old_load)
old_load++;
this_rq->cpu_load = (old_load + this_load) / 2;
for_each_domain(this_cpu, sd) {
unsigned long interval = sd->balance_interval;
if (j - sd->last_balance >= interval) {
#ifdef CONFIG_SCHED_HTA
if( __ht_enabled && __ht_disable ) {











if (load_balance(this_cpu, this_rq, sd, idle)) {







migrate all tasks( ) La funcio´n migra las tareas de una CPU origen a
una de destino. En esta implementacio´n, los kthreads que se encuentran
en la cola de la CPU de origen no se mueven, ya que esto ocasiona
problemas. Un kthread se diferencia del resto de tareas porque tiene el
puntero de memoria virtual a NULL. Esta funcio´n es llamada desde los
hilos de migracio´n implementados en htaboot.c.
void __migrate_all_tasks( int src_cpu, int dst_cpu )
{
runqueue_t *src_rq, *dst_rq;
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src_rq = cpu_rq( src_cpu );
dst_rq = cpu_rq( dst_cpu );





for( arr = 0; arr < 2; arr++ ) {
for( pr = 0; pr < MAX_PRIO; pr++ ) {
list = &src_rq->arrays[arr].queue[pr];
while( !list_empty( list ) ) {
task = list_entry( list->next, task_t, run_list );
if( task->mm == NULL ) {
list_move_tail( &task->run_list, &kt_list );
continue;
}
cpu_set( dst_cpu, task->cpus_allowed );
// Set new CPU to destination CPU
set_task_cpu( task, dst_cpu );
task->timestamp = task->timestamp - src_rq->timestamp_last_tick
+ dst_rq-> timestamp_last_tick;
// Dequeue task from source runqueue
src_rq->nr_running--;
dequeue_task( task, task->array );
task->array = NULL;
// Add task to destination runqueue
activate_task( task, dst_rq, 0 );
}
while( !list_empty( &kt_list ) )
list_move_tail( kt_list.next, list );
} // for( pr = 0; pr < MAX_PRIO; pr++ )
} // for( arr = 0; arr < 2; arr++ )
double_rq_unlock( src_rq, dst_rq );
}
try to wake up( ) Esta funcio´n intenta despertar una tarea, coloca´ndola
en la que considera la mejor CPU. Esta funcio´n es bastante compleja,
dependiendo de la CPU que ejecuta el co´digo del planificador, de la
CPU donde se estaba ejecutando antes y de las afinidades de la tarea.
Los cambios introducidos consisten en llamar a get_affinity( ) para
solucionar el problema de las afinidades. Los casos en los que se intenta
asignar la tarea a la CPU 1, esta´ tratado en las funciones a las que llama
este me´todo, que son las que se han descrito a lo largo de este punto.
El co´digo de esta funcio´n es excesivamente largo y no se ha an˜adido a
este documento.
En htaboot.c las modificaciones son ma´s pequen˜as. En los ficheros que
se incluyen, se podra´ ver que se ha an˜adido co´digo para tratar la lectura
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de contadores hardware. Se empezo´ a medir bajo esta implementacio´n, pero
debido a los problemas encontrados y que se describen en la siguiente seccio´n,
no se termino´ de implementar el sistema de lectura de los PMCs.
disable smt( ) Es exactamente igual que en el caso anterior. Crea un
kthread para cada CPU lo´gica excepto para la 0 y lo lanza en cada una
de ellas. El co´digo de estos hilos se explica a continuacio´n.





cpumask_t sibling_map = cpu_sibling_map[this_cpu];
cpu_clear( 0, sibling_map );
struct task_struct* k;
for_each_cpu_mask( cpu, sibling_map ) {
k = kthread_create( stop_sibling_kthread, (void*)0, "halt/%d", cpu );
if( !IS_ERR( k ) ) {








stop sibling kthread( ) Como se puede ver en el co´digo, la principal di-
ferencia es que esta vez en el co´digo del hilo de migracio´n, no se de-
sactivara´n las interrupciones del procesador que se quiere apagar. Mi-
grara´ todas sus tareas (excepto los kthreads), estando la mayor parte
del tiempo en idle por lo que el Hyper-Threading quedara´ deshabilitado.




int dest_cpu = (int)data;
int this_cpu = smp_processor_id();





Esta solucio´n corrige muchos de los problemas que quedaron sin resolver
con la anterior implementacio´n. Ya no hay problemas al apagar el sistema,
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ya que los kthreads del procesador 1 no se mueven de su cola. Esto tambie´n
hace que el sistema no se vuelva inestable al desactivar y activar el Hyper-
Threading.
La mayor dificultad ha sido comprender que´ es lo que realmente hace cada
una de las funciones y como funciona el planificador en conjunto.
Esta implementacio´n se ha ido desarrollando de forma incremental, ya que
en un principio no se pensaron todos los casos en los que una tarea pod´ıa
entrar en ejecucio´n en el procesador lo´gico 1. Una vez tratados todos los casos
y corregidos varios bugs detectados, se puede asegurar que si se desactiva el
Hyper-Threading, asignado disable a /proc/hyperthreading/status (ver
el manual de uso en el ape´ndice C), ninguna tarea sera´ ejecutada por la CPU
1, por muchas tareas que se lancen y se suspendan.
Despue´s de numerosas pruebas, se detecto´ que la ejecucio´n del kthread en-
cargado de migrar las tareas de la CPU que se desactiva daba problemas. No
se llego´ a detectar que´ produce estos errores ya que todo parec´ıa correcto. La
u´nica diferencia aparente entre el kthread utilizado para migrar las tareas por
la desactivacio´n del Hyper-Threading y los hilos de migracio´n utilizados por el
planificador para el equilibrado de carga es su creacio´n. En el tercer intento,
se modifica justamente esto, para que nuestro hilo se comporte exactamente
igual que los hilos de migracio´n.
5.2.3. Tercer intento
En esta u´ltima solucio´n, el kthread se crea en el mismo sitio que los hilos
de migracio´n que utiliza el planificador para hacer los equilibrados de carga.
Para ello se ha modificado la funcio´n migration_call( ) del planificador,
de forma que genere el hilo de migracio´n desde el mismo planificador.
Implementacio´n
Las funciones que han cambiado son las siguientes:
migration call( ) Funcio´n del planificador de Linux cuya funcio´n es crear
los hilos de migracio´n que permiten equilibrar la carga entre los pro-
cesadores. Estos kthreads esta´n en todo momento en la CPU en la que
son creados. Debido a los problemas descritos en la seccio´n anterior,
se decidio´ hacer exactamente lo que ya estaba hecho y por tanto, com-
probado su funcionamiento. Los hilos que permiten la desactivacio´n del
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Hyper-Threading se crean si se tiene definida la variable de compilacio´n
CONFIG_SCHED_HTA. El co´digo se puede ver a continuacio´n:
/*
* migration_call - callback that gets triggered when a CPU is added.
* Here we can start up the necessary migration thread for the new CPU.
*/
static int migration_call(struct notifier_block *nfb, unsigned long action,
void *hcpu)
{














/* Must be high prio: stop_machine expects to yield to it. */









kthread_bind( m, cpu );
rq = task_rq_lock( m, &flags );
__setscheduler( m, SCHED_FIFO, MAX_RT_PRIO-1 );


































/* Idle task back to normal (off runqueue, low prio) */








/* No need to migrate the tasks: it was best-effort if
* they didn’t do lock_cpu_hotplug(). Just wake up
















disable sibling kthread( ) Este es el co´digo del kthread. Esta disen˜ado
para un solo procesador. Su funcio´n es migrar las tareas llamando a la
funcio´n migration_all_task( ) y sigue la misma idea que los hilos
de migracio´n del planificador. El kthread permanece en el procesador
hasta que se le indica, con kthread_should_stop( ), que tiene que
terminar. Es ininterrumpible, y funciona de la siguiente manera:
1. Comprueba que no esta´ en el congelador (refrigerator, ver [20]).
2. Salva y desactiva las interrupciones del procesador con
spin_unlock_irqrestore( ).
3. Comprueba si la CPU esta´ online. Si no lo estuviese el kthread
terminar´ıa.
4. El kthread sabe si tiene que migrar tareas comprobando el valor
del campo activate_hta_thread, el cual fue an˜adido a las colas
100 Ajuste del planificador para Hyper-Threading
Desactivacio´n del Hyper-Threading
(estructura runqueue_t). Esta idea ha sido tomada despue´s de es-
tudiar el funcionamiento de los hilos de migracio´n. Ver el cap´ıtulo
2 donde se detalla la estructura de las colas y el funcionamiento
de los hilos de migracio´n).
5. Migra las tareas desde su CPU a la de destino y asigna 0 al campo
active_hta_thread para indicar que ya se ha hecho la migracio´n.
Se volvera´ a hacer cuando este valor cambie.
static int disable_sibling_kthread(void * data)
{
runqueue_t *rq;
int cpu = (long)data;
int dest_cpu;
unsigned long flags;
// XXX For single processor only








if (current->flags & PF_FREEZE) {
refrigerator(PF_FREEZE);
}
spin_lock_irqsave( &rq->lock, flags );
if (cpu_is_offline(cpu)) {
spin_unlock_irqrestore( &rq->lock, flags );
goto wait_to_die;
}
if( !(rq->activate_hta_thread) ) {





__migrate_all_tasks( cpu, dest_cpu );
rq->activate_hta_thread = 0;

















void __migrate_all_tasks( int src_cpu, int dst_cpu ) {}
#endif
try to wake up( ) y wake idle( ) En esta funcio´n se ha corregido un gra-
ve error. Con el Hyper-Threading desactivado siempre se devolv´ıa la
CPU 0. Esto es cr´ıtico en el caso de que la tarea fuese un hilo de migra-
cio´n perteneciente a la CPU 1, ya que al devolver la CPU 0 esta´ diciendo
do´nde despertar ese hilo. Para solucionar el problema se ha modifica-
do el principio de la funcio´n wake_idle( ) quedando como se ve a
continuacio´n:
static int wake_idle(int cpu, task_t *p)
{
/* XXX esto se podria quitar si idle_cpu devolviese 0, ya que la
* llamada a get_affinity devolvera en la mascara tmp solamente la










Lo que hace es devolver la CPU 0 solamente en caso de que no
se trate de un kthread (recordar que estos hilos no tienen memoria
virtual, es decir, tienen su campo mm al valorNULL). En caso de que lo
sea, devolvera´ la CPU que se pasa como para´metro, que sera´ a la que
pertenece el kthread.
disable smt( ) Ya no es utilizada.
stop sibling kthread( ) Esta funcio´n era el co´digo del kthread de la se-
gunda solucio´n propuesta. Por tanto ya no se utiliza, al haber quedado
sustituida por __migrate_all_tasks( ) en el planificador y ya co-
mentada.
Conclusiones y problemas
Esta solucio´n parec´ıa muy estable, pero despue´s de muchas pruebas, se
encontraron fallos de sincronizacio´n que provocaban que el sistema dejase de
responder.
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5.2.4. Cuarto intento
Una solucio´n ma´s elegante que el crear nuevos hilos de migracio´n para
mover las tareas cuando el Hyper-Threading se desactiva, es utilizar los hilos
de migracio´n (migration kthreads) para hacer esta funcio´n (ver 2.3.2).
El kthread que en las anteriores implementaciones ten´ıa como funcio´n mi-
grar las tareas, ahora hara´ una seleccio´n de las tareas que tienen que ser
migradas, creando una lista de migration_rq_t (peticiones de migracio´n)
para que sean atendidas por los hilos de migracio´n que el planificador dis-
pone. Esta es la idea principal sobre la que se ha basado esta solucio´n, y la
funcio´n __migrate_all_task( ) es la que ha sufrido la mayor parte de los
cambios.
Otra modificacio´n importante, es realizar ma´s comprobaciones de la tarea
que se va a migrar. Por ejemplo, ahora no se migrara´n tareas muertas. Estas
comprobaciones se realizan a lo largo de las funciones del planificador, y se
mostrara´ en el apartado siguiente que´ funciones han sido modificadas.
Implementacio´n
get affinity( ) Se han an˜adido las comprobaciones antes mencionadas. Para
ello se consulta al campo flags de la estrcutra task_t de los procesos.
En concreto, se comprueban los siguientes flags:
PF EXITING: esta´ saliendo
PF DEAD: esta´ muerta
PF SIGNALED: ha terminado por una sen˜al
PF KSWAPD: es el kthread kswapd. Este kthread es el encargado
de realizar el swapping
PF BORROWED MM: algu´n kthread esta´ accediendo a la memo-
ria de la tarea
Aparte de los flags se comprueba si la tarea no es el proceso idle, el
kthread de migracio´n, o bien cualquier otro ktread. Tal vez las compro-
baciones sean redundantes, pero el dejar un caso fuera significa fallo
del sistema. La funcio´n queda de la siguiente manera:
Ajuste del planificador para Hyper-Threading 103
Implementacio´n
int get_affinity(int cpu, task_t *p, cpumask_t *mask)
{
runqueue_t *cpu_rq = cpu_rq(cpu);




if( !__ht_enabled && cpu_isset( 1, *mask) )
if( !( p == task_rq(p)->idle ||
p == task_rq(p)->migration_thread ||
p->mm == NULL ||
(p->flags & (PF_EXITING | PF_DEAD | PF_SIGNALED | PF_KSWAPD










wake idle( ) Se ha modificado de la misma forma que la funcio´n anterior,
comprobando el campo flags. Las modificaciones han sido las siguien-
tes:




if( !( p == task_rq(p)->idle ||
p == task_rq(p)->migration_thread ||
p->mm == NULL ||
(p->flags & (PF_EXITING | PF_DEAD | PF_SIGNALED | PF_KSWAPD






migration call( ) Esta funcio´n no cambia respecto a la solucio´n del apar-
tado 5.2.3, creando el kthread a la vez que los hilos de migracio´n. Los
cambios se hara´n en el co´digo de la funcio´n __migrate_all_task( )
llamada desde el co´digo del kthread (disable_sibling_kthread( )).
disable sibling kthread( ) Al igual que la anterior, permanece igual, en-
contra´ndose los cambios en la funcio´n __migrate_all_task( ), que es
llamada desde aqu´ı.
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migrate all tasks( ) Esta funcio´n ya no mueve tareas, sino que pide al
hilo de migracio´n correspondiente que lo haga, mediante una lista de
peticiones de migracio´n (migration req t). En esta lista metera´ todas
las tareas que cumplan las condiciones que ya se han mencionado a
lo largo de esta seccio´n. Despue´s pone los procesos de esta lista en la
cola de migracio´n y espera hasta que la migracio´n se realice. Esto es




int n_migrations = 0;
unsigned long flags;
runqueue_t *rq = cpu_rq( 1 );
spin_lock_irqsave( &rq->lock, flags );
if( rq->nr_running == 0 ||
(rq->nr_running == 1 && rq->curr == current) ) {
spin_unlock_irqrestore( &rq->lock, flags );
return;
}




for( arr = 0; arr < 2; arr++ ) {
for( pr = 0; pr < MAX_PRIO; pr++ ) {
list = &rq->arrays[arr].queue[pr];
begin = list;
while( begin != list->next ) {
task = list_entry( list->next, task_t, run_list );
list = list->next;
if( task == rq->idle ||
task == rq->migration_thread ||
task->mm == NULL ||
(task->flags & (PF_EXITING | PF_DEAD | PF_SIGNALED |






list_add( &migrations[n_migrations].list, &rq->migration_queue );
n_migrations++;
}
} // for( pr = 0; pr < MAX_PRIO; pr++ )
} // for( arr = 0; arr < 2; arr++ )
struct task_struct *mt = rq->migration_thread;
get_task_struct(mt);
spin_unlock_irqrestore( &rq->lock, flags );
wake_up_process(mt);
put_task_struct(mt);
for( i = 0; i < n_migrations; i++ )
wait_for_completion( &migrations[i].done );
}
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Conclusiones
Esta es la u´ltima implementacio´n desarrollada y que parece solucionar to-
dos los problemas encontrados en las anteriores. Sin embargo, la planificacio´n
y sincronizacio´n de tareas es sumamente complicada, con lo que puede que
no este´ exenta de errores.
Esta implementacio´n, con el cambio de estrategia que se ha seguido, ha
sido motivado por varios errores de accesos a memoria y sincronizacio´n que
se han encontrado, con lo que ahora el planificador es ma´s cuidadoso a la
hora de mover tareas, esperando a que las migraciones se completen para
evitar condiciones de carrera.
5.3. Lectura de los PMCs
La lectura de los diversos contadores de rendimiento se ha llevado a cabo
desde htaboot.c. El procedimiento sigue las pautas descritas en las seccio-
nes anteriores, como se vera´ a continuacio´n. Las modificaciones realizadas al
planificador permiten que este funcione de una manera “inteligente”, sabien-
do en todo momento lo que esta´ pasando en el microprocesador mediante
la lectura de los contadores hardware, gracias a los cuales se ha conseguido
saber la tasa de fallos de cache, y en funcio´n de esta medida, tomar decisiones
sobre la activacio´n y desactivacio´n del Hyper-Threading. Tambie´n gracias al
uso de estos contadores, se pueden sacar una serie de estad´ısticas de lo que
esta´ pasando el procesador.
Para calcular la tasa de fallos de cache de nivel 1 (L1), es necesario saber
el nu´mero de fallos de cache producidos y el nu´mero de instrucciones loads
ejecutadas. La tasa de fallos de cache sera´ el resultado de dividir el nu´mero
total de fallos entre el nu´mero de loads. Para poder contabilizar estas dos
medidas, es necesario contar tres eventos diferentes:
Fallos de cache de nivel 1 (L1).
Etiquetado de las instrucciones load que se lanzan. Este evento es nece-
sario para poder contar despue´s el nu´mero de loads retirados del ROB.
Nu´mero de loads ejecutados.
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Tambie´n se puede planificar en funcio´n de la tasa de fallos de L2. Para
calcular esta tasa, es necesario saber el nu´mero de fallos producido en L2 y
el nu´mero de accesos a la memoria de segundo nivel. El nu´mero de accesos
sera´ el nu´mero de fallos producidos en la cache L1. Por tanto es necesario
medir un evento ma´s, para el ca´lculo de esta tasa.
La configuracio´n y lectura de los contadores se ha llevado a cabo siguien-
do el proceso descrito en puntos anteriores de este cap´ıtulo, y por tanto,
basado en lo recogido en [26]. El primer paso es elegir los contadores aso-
ciados a cada evento. Esto se ha guardado en las constantes PMC CACHE,
PMC LOAD TAG y PMC LOAD. Para conseguir la configuracio´n adecuada
de los registros ESCR y CCCR, ha sido de gran ayuda los programas de mo-
nitorizacio´n de contadores hardware Perfctr-2.6.13 y Brink & Abyss ([29]).
Los dos programas permiten la monitorizacio´n de contadores hardware, pero
el funcionamientos es diferente.
Perfctr muestra al usuario el nu´mero de eventos producidos durante la
ejecucio´n de un cierto programa que se pasa como para´metro. El evento que
se quiere contar se pasa tambie´n como para´metro, pero con la peculiaridad
de que deben pasarse los valores de los registros ESCR, CCCR y el nu´mero
de contador, en hexadecimal, con lo que el uso de este programa se vuelve un
poco tedioso, y ma´s teniendo en cuenta lo dif´ıcil que puede llegar a ser con-
seguir el valor de estos registros a partir de las muchas tablas documentadas
en [26] y [28]. Aparte, al estar trabajando con un Pentium 4, hay una serie
de para´metros, como la opcio´n de lectura ra´pida o conteo preciso (PEBS),
que tambie´n se pasan como para´metros. Tambie´n permite medir dos eventos
simulta´neamente, pero si los eventos no son compatibles para ser medidos en
un mismo registro no podra´ realizarse las medidas.
Por otro lado, Brink & Abyss ofrece al usuario una interfaz de alto nivel,
en la que este le pasa al programa el evento que quiere medir configurando un
fichero XML. A partir de ah´ı el programa ya realiza la medida, configurando
automa´ticamente los registros necesarios con solo saber el evento. Tambie´n
permite medir varios eventos a la vez, y al contrario que Perfctr, al realizar
e´l la configuracio´n de los registros, consigue que eventos incompatibles entre
s´ı sean medidos. Brink & Abyss esta´ compuesto por dos mo´dulos, Brink que
no es ma´s que un parser XML, y Abyss que es el encargado de realizar las
medidas a partir de la salida de Brink. La salida de Brink, no es ma´s que la
configuracio´n necesaria de los registros, es decir, como si fuesen los para´me-
tros que utiliza Perfctr. Un inconveniente es que Brink & Abyss solamente
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funciona con sistemas con nu´cleo 2.4. Pero con una modificacio´n, se puede
dejar de usar el mo´dulo Abyss, que es el que requiere un nu´cleo 2.4, mientras
que Brink s´ı funciona con el 2.6, con lo que se puede aprovechar la facilidad
con la que genera las configuraciones de los registros.
Una diferencia importante entre estos dos programas, es que Perfctr es
gene´rico y puede monitorizar eventos de cualquier procesador, mientras que
Brink & Abyss es espec´ıfico para los Pentium 4 y Xeon. De hecho, uno de
los desarrolladores de Brink & Abyss es el jefe de desarrollo del sistema de
contadores hardware de los Pentium 4, Brinkley Sprunt (ver [29]).
A continuacio´n se muestran los valores utilizados para registros y ma´scaras.
Estos han sido obtenidos gracias al uso conjunto de estos dos programas, tal















Se han definido los valores correspondientes para el ESCR, CCCR y el
contador a utilizar para cada uno de los tres eventos que se van a tratar.
Dos de ellos indican el valor de ESCR y de CCCR, siendo el tercero, llamado
PMC XXX, el que indica en que´ contador se contara´. Los ESCR L1 MISS,
CCCR L1 MISS y PMC L1 MISS son los utilizados para medir los fallos de
cache de nivel 1 que se producen durante la ejecucio´n de aplicaciones de usua-
rio. Los ESCR L2 RD MISS, CCCR L2 RD MISS y PMC L1 RD MISS son
los utilizados para medir los fallos de cache de nivel 2. ESCR LOAD TAG,
CCCR LOAD TAG y PMC LOAD TAG esta´n relacionados con el evento de
etiquetado de µops “LOAD”. Y por u´ltimo, ESCR LOAD, CCCR LOAD
y PMC LOAD para contabilizar los “LOAD” retirados del ROB. En todos
eventos, se ha configurado para contar en las aplicaciones de usuario de los
dos procesadores lo´gicos, de ah´ı que el u´ltimo valor de estos registros sea 5
en hexadecimal, siendo “00000101” en binario, correspondie´ndose los 1’s con
los bits “T1 USR” y “T0 USR” (ver apartado 4.2).
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PEBS ENABLE y PEBS MATRIX son utilizados para configurar y activar
el modo preciso, utilizado en la lectura de los fallos de cache de nivel 1.
Tambie´n se activa el modo de lectura ra´pido, solo presente en los procesadores
Pentium 4 y Xeon. Se recuerda que este modo consiste en leer u´nicamente
los 32 bits menos significativos del contador (el cual consta de 40 bits).
A continuacio´n se explicara´ todas y cada una de las funciones relacionadas
con la lectura y configuracio´n de contadores de rendimiento. Todas estas
funciones se encuentran en el fichero /arch/i386/kernel/htaboot.c. Las
estructuras de datos utilizadas tambie´n sera´n explicadas detalladamente:
clear counter( ) Esta funcio´n limpia los registros que se van a utilizar para
la lectura de los eventos. El co´digo es el siguiente:













En la instruccio´n condicional de la funcio´n, se comprueba que´ modelo
de procesador es dentro de la familia de procesadores Pentium 4 y Xeon,
y borra ese campo para los procesadores de modelo 1. Las pruebas se
han realizado en un Pentium 4 con core Northwood correspondie´ndose
con el modelo 2, por lo que en nuestro caso nunca se borrar´ıa.
clear msr range( ) Borra los n contadores (valor que se pasa como segun-
do para´metro) a partir de una base (primer para´metro), haciendo un
recorrido lineal.
static void clear_msr_range( unsigned int base, unsigned int n)
{
unsigned int i;
for( i = 0; i < n; i++ )
wrmsr( base+i, 0, 0 );
}
restart pmcs( ) En esta funcio´n se resetean los PMCs. Esta funcio´n es
llamada cada vez que se hace una lectura de los contadores. Como se
esta´ interesado en calcular la tasa de fallos de cache que se producen
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en un periodo de tiempo, cada vez que esto es calculado, los contadores
deben ser reinicializados para que este´n listos para el siguiente perio-
do de tiempo. La reinicializacio´n se lleva a cabo por partes, es decir,
primero los registros y contadores relacionados con el evento que mide
los fallos de cache, despue´s el evento de etiquetado de instrucciones
load y por u´ltimo, el evento que cuenta el nu´mero de instrucciones load
retiradas del ROB.
Lo primero es hacer un preempt_disable( ) para evitar que el pro-
ceso sea expulsado de la CPU que lo esta´ ejecutando (y as´ı, volver
ato´mica la ejecucio´n). Con la llamada a clear_counters( ) se bo-
rra el contenido de los contadores. A continuacio´n se lleva a cabo la
configuracio´n, para ello se utiliza la funcio´n wrmsr( ). Esta funcio´n
utiliza la instruccio´n “WRMSR” ya comentada y que sirve para po-
der escribir en estos registros (consultar [27]). El primer para´metro
de la funcio´n indica el destino y el segundo lo que se quiere escribir.
Para calcular el destino correcto es necesario sumar a un valor ba-
se ya definido (por ejemplo, MSR P4 ESCR0 y MSR P4 CCCR0), un
desplazamiento que toma un valor u otro en funcio´n del evento y del
contador utilizado para contar ese evento. Estos desplazamientos son
cccr_val, pmc, escr_val y escr_off. A continuacio´n se activa el
PEBS: primero se inicializan los registros relacionados con el conteo
de fallos de cache L1. Despue´s en funcio´n de que´ tasa queramos me-
dir se procedera´ a reiniciar unos u otros. Si se van a medir la tasa de
fallos de L1, (!target_level || counting), se reseteara´n los conta-
dores de los eventos de etiquetado y el de conteo de “LOADs” retirados
del ROB. Si por el contrario se esta´ calculando la tasa de fallos de L2
(target_level || counting), se limpian los que cuentan el nu´mero
de fallos de L2. El proceso es exactamente igual para todos los even-
tos, como se puede ver en el siguiente fragmento de co´digo, en el que
solamente cambian las constantes que contienen los valores correspon-
dientes.
void __restart_pmcs( void )
{




pmc = PMC_L1_MISS & P4_MASK_FAST_RDPMC;
escr_val = ESCR_L1_MISS;
escr_off = p4_escr_addr( PMC_L1_MISS & ~P4_FAST_RDPMC, cccr_val ) - MSR_P4_ESCR0;
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/* We program performance monitor counters for counting L1 cache misses */
wrmsr( MSR_P4_ESCR0 + escr_off, escr_val, 0 );
wrmsr( MSR_P4_CCCR0 + pmc, cccr_val, 0 );
wrmsr( MSR_P4_PEBS_ENABLE, PEBS_ENABLE, 0 );
wrmsr( MSR_P4_PEBS_MATRIX_VERT, PEBS_MATRIX, 0 );
if( target_level || counting ) {
/* We program performance monitor counters for counting L2 read cache misess*/
cccr_val = CCCR_L2_RD_MISS;
pmc = PMC_L2_RD_MISS & P4_MASK_FAST_RDPMC;
escr_val = ESCR_L2_RD_MISS;
escr_off = p4_escr_addr( PMC_L2_RD_MISS & ~P4_FAST_RDPMC, cccr_val )
- MSR_P4_ESCR0;
wrmsr( MSR_P4_ESCR0 + escr_off, escr_val, 0 );
wrmsr( MSR_P4_CCCR0 + pmc, cccr_val, 0 );
}
if( !target_level || counting ) {
/* Now for tagging load instructions */
cccr_val = CCCR_LOAD_TAG;
pmc = PMC_LOAD_TAG & P4_MASK_FAST_RDPMC;
escr_val = ESCR_LOAD_TAG;
escr_off = p4_escr_addr( PMC_LOAD_TAG & ~P4_FAST_RDPMC, cccr_val )
- MSR_P4_ESCR0;
wrmsr( MSR_P4_ESCR0 + escr_off, escr_val, 0 );
wrmsr( MSR_P4_CCCR0 + pmc, cccr_val, 0 );
/* And acounting tagged load instructions retired */
cccr_val = CCCR_LOAD;
pmc = PMC_LOAD & P4_MASK_FAST_RDPMC;
escr_val = ESCR_LOAD;
escr_off = p4_escr_addr( PMC_LOAD & ~P4_FAST_RDPMC, cccr_val )
- MSR_P4_ESCR0;
wrmsr( MSR_P4_ESCR0 + escr_off, escr_val, 0 );




read pmcs( ) Esta funcio´n es la encargada de leer los contadores hardwa-
re. Para ello llama a la funcio´n rdpmc_low( ), la cual utiliza la instruc-
cio´n “RDPMC”. El primer para´metro de esta funcio´n es el contador que
se quiere leer, en este caso guardado en las constantes PMC CACHE y
PMC LOAD. El segundo para´metro es la variable donde se guardara´ el
valor del contador. Una vez le´ıdos, se resetean los contadores llamando
a __restart_pmcs( ) para que la cuenta vuelva a empezar desde 0.
En esta funcio´n tambie´n establece distinciones de casos, ya que solo
se leen los contadores necesarios para proporcionar los datos que se van
a mostrar y que ayudara´n en la planificacio´n. As´ı, si se desea calcular
la tasa de fallos de L1, como ya se ha dicho, se leera´n las µops “LOAD”
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retiradas guardando el valor en la variable loads_retired. Si son los de
L2, pues se leera´n los fallos de L2 guarda´ndolos en l2_re_cache_misses.
La variable counting es la encargada de activar estas lecturas o desac-
tivarlas, estableciendo si se debe contar o no. Por supuesto, si la cuenta
esta´ desactivada, no se procedera´ a las lecturas de estos eventos y se
asigna directamente 0 al valor de las lecturas. Despue´s, en funcio´n de
lo que se quiere calcular, se asignara´ a las variables loads y misses
los valores le´ıdos de los contadores. Para terminar se incrementan las
variables encargadas de llevar la cuenta para las estad´ısticas.
void __read_pmcs( unsigned int* loads, unsigned int* misses )
{
unsigned int l1_cache_misses = 0;
unsigned int loads_retired = 0;
unsigned int l2_rd_cache_misses = 0;
rdpmc_low( PMC_L1_MISS, l1_cache_misses );
if( target_level || counting )
rdpmc_low( PMC_L2_RD_MISS, l2_rd_cache_misses );
if( !target_level || counting )
rdpmc_low( PMC_LOAD, loads_retired );







if( counting ) {
counter_loads += (unsigned long long)loads_retired;
counter_l1_misses += (unsigned long long)l1_cache_misses;




too much cache misses( ) Esta funcio´n establece si se han producido
demasiados fallos de cache. Primero hace una llamada a
__read_pmcs( ) para leer los contadores, guardando el nu´mero de fa-
llos de cache en misses y el nu´mero total de accesos a la memoria
correspondiente (o “LOAD” retirados o bien fallos de cache de L1) en
loads. Como desde el nu´cleo no se pueden realizar operaciones de pun-
to flotante, para calcular el porcentaje se ha multiplicado por 100 el
nu´mero de fallos para dividir el producto por loads. Despue´s, si se so-
brepasa un umbral, definido su valor en MISS_THRESSHOLD, se devuelve
1. En caso de que no se supere dicho umbral o el nu´mero de “LOAD”
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sea 0, se devolvera´ 0. Puede resultar extran˜o que en una porcio´n de
co´digo no se ejecute ni un solo “LOAD”, pero se ha comprobado que
s´ı sucede durante el arranque del sistema, lanzando un kernel panic
y quedando el sistema colgado. Con esta comprobacio´n el problema
queda resuelto.
int __too_much_cache_misses( void )
{
unsigned int loads, misses;
__read_pmcs( &loads, &misses );
last_cache_access = loads;
last_cache_misses = misses;





if( last_miss_percent > MISS_THRESSHOLD ) {
last_limit_surpased = last_miss_percent;





5.4. Interfaz y estad´ısticas
Para poder visualizar los resultados de las lecturas de los contadores hard-
ware, se ha disen˜ado una interfaz en el directorio /proc, tal y como se ha
explicado en la seccio´n 5.1, en la que se an˜ad´ıa una entrada para poder ha-
bilitar y deshabilitar el Hyper-Threading. Esta vez se han agrupado todas las
entradas en un directorio denominado hyperthreading. En este directorio,
se puede ver informacio´n derivada de las lecturas de los contadores, as´ı como
otra informacio´n de intere´s, como los para´metros del planificador propuesto.
El funcionamiento del interfaz se puede ver en el ape´ndice C.
5.4.1. Implementacio´n
Las funciones necesarias para la creacio´n de las entradas se han an˜adido
al fichero htaboot.c. Se nombrara´n las funciones an˜adidas y lo que hacen,
prescindiendo del co´digo debido a su excesiva extensio´n:
int proc counter read proc( char*, char **, off t, int, int *,
void *): devuelve al usuario el valor de los contadores.
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int proc counter write proc( struct file *, const char user *,
unsigned long, void *): inicia o detiene los contadores, segu´n lo que
escriba el usuario.
int max surpass count read proc( char*, char **, off t, int, int
*, void *): devuelve al usuario el nu´mero ma´ximo de veces seguidas
que se ha sobrepasado el l´ımite de fallos de cache, los cuales sera´n
tenidos en cuenta para reactivar el Hyper-Threading.
int max surpass count write proc( struct file *, const char
user *, unsigned long, void *): cambia el valor que devuelve la
funcio´n anterior.
int statistics read proc( char*, char **, off t, int, int *, void *):
devuelve al usuario los valores de los contadores internos de estad´ısticas.
int statistics write proc( struct file *, const char user *, un-
signed long, void *): esta funcio´n no hace nada, se an˜ade para com-
pletar la interfaz de llamadas al sistema para procfs.
int target level read proc( char*, char **, off t, int, int *, void
*): devuelve al usuario el nivel de cache en el que esta´ fijado el plani-
ficador.
int target level write proc( struct file *, const char user *,
unsigned long, void *): permite cambiar el nivel de cache en el que
se centra el planificador.
int miss threshold read proc( char*, char **, off t, int, int *,
void *): devuelve el nu´mero de fallos ma´ximo que se permiten antes
de la desactivacio´n del Hyper-Threading.
int miss threshold write proc( struct file *, const char user
*, unsigned long, void *): establece el nu´mero ma´ximo de fallos de
cache permitidos antes de la desactivacio´n del Hyper-Threading.
int status read proc( char*, char **, off t, int, int *, void *):
indica si el Hyper-Threading esta´ o no esta´ activado en ese momento.
int status write proc( struct file *, const char user *, un-
signed long, void *): permite forzar la activacio´n o deactivacio´n del
Hyper-Threading, o dejarlo a discrecio´n del planificador.
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5.4.2. Uso de la interfaz
Para utilizar la interfaz del /proc simplemente hay que escribir o leer de las
entradas creadas, con lo que se llamara´ a las funciones que se han comentado
ma´s arriba. Ma´s informacio´n sobre esto se puede encontrar en el manual de
uso (C).
5.5. Integracio´n
Por u´ltimo se ha integrado las implementaciones de los u´ltimos tres apar-
tados. En la implementacio´n final se desactiva/activa el Hyper-Threading tal
y como se ha descrito en el apartado 5.2.3 en funcio´n de las lecturas de los
contadores de rendimiento hardware, cuya lectura se hace como se ha expli-
cado en 5.3. La interfaz y estad´ısticas (5.4) fueron amplia´ndose a medida que
se necesitaba ma´s informacio´n en la etapa de desarrollo.
5.5.1. Implementacio´n
La desactivacio´n del Hyper-Threading la lleva a cabo el planificador, pero
para saber si debe desactivarlo o activarlo hace una llamada a
__should_disable_smt( ) que devolvera´ un entero indicando lo que debe
hacer. En los trozos de co´digo de los apartados anteriores, se a podido ver
como esta esta funcio´n estaba presente, y sin embargo no se ha comentado.
Esta funcio´n es la que decide que´ hacer en funcio´n de las lecturas de los
PMCs. Hace uso de la funcio´n too_much_cache_misses( ) que indica si se
ha sobrepasado la tasa de fallos de cache segu´n la pol´ıtica seleccionada por
el usuario a trave´s de la interfaz.
Como ya se comento´ en el apartado 5.4, el planificador propuesto puede
estar o no estar activado. En esta funcio´n es donde se realiza la comprobacio´n,
para modificar el funcionamiento normal del planificador o dejarlo tal y como
esta´. Para ello se comprueba la variable hta_sched_enable.
force_disable fuerza al planificador a desactivar el Hyper-Threading. Se
fuerza su desactivacio´n cuando se desactiva a trave´s de la interfaz (ver 5.4).
Por tanto si se esta´ forzando su desactivacio´n y esta´ activado (__ht_enabled)
se desactivara´. En caso de que este´ activada la cuenta y por tanto la lectura
de los contadores hardware (esto depende del valor de counting), los leera´ tal
y como se ha descrito en 5.3.
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Si se esta´ forzando la activacio´n con force_enable, la funcio´n devol-
vera´ siempre 0, para que no sea desactivado. Igual que en el caso anterior,
si esta´ activada la cuenta, se procedera´ a la lectura y ca´lculo de las tasas de
fallos del nivel de cache configurado.
A continuacio´n se comprueba si esta´ activada la opcio´n de planificacio´n
HTA (hta_sched_enable). En caso negativo, sale de la funcio´n devolviendo
un 0, que indica la no desactivacio´n del Hyper-Threading.
Si hta_sched_enable esta´ activado activara´ y desactivara´ en funcio´n de
la tasa de fallos. La funcio´n __too_much_cache_misses( ) dice si se han
producidos demasiados fallos de cache, en funcio´n del umbral establecido y
midiendo la tasa de un determinado nivel de cache (ver 5.3 y 5.4). Se ha
an˜adido un contador de “veces que se sobrepasa el umbral” para poder hacer
activaciones ma´s suaves, es decir, en un entorno en el que la mayor parte
del tiempo el procesador esta´ con el Hyper-Threading desactivado, si en un
momento puntual debe activarlo para desactivarlo inmediatamente se reali-
zar´ıa trabajo extra y no se ganar´ıa nada con la desactivacio´n. Con la variable
times_limit_surpassed se consigue que se realice una cierta resistencia a
la activacio´n del Hyper-Threading para evitar estas situaciones. Cuando se
supera el umbral, times_limit_surpassed se incrementa en 1, comproban-
do que no se supere un l´ımite establecido por max_times_surpass_count.
Este valor puede ser establecido por el usuario (ver C.3.3).
Si esta´ activado y se producen demasiados fallos de cache, la desactivacio´n
es inmediata. Si no supera el umbral de fallos de cache y no esta´ activado el
Hyper-Threading, se decrementa times_limit_surpassed siempre que sea
mayor que 0. Cuando este valor llegue a 0, se reactivara´ el Hyper-Threading.
El co´digo de la funcio´n es el siguiente:
int __should_disable_smt( void )
{
if( force_disable && __ht_enabled ) {
if( counting ) {
unsigned int loads, misses;




if( force_enable ) {
if( counting ) {
unsigned int loads, misses;
__read_pmcs( &loads, &misses );
}




if( __hta_sched_enabled ) {
if( __too_much_cache_misses( ) ) {




} else if( !__ht_enabled ) {
if( times_limit_surpassed > 0 ) // XXX: redundant
times_limit_surpassed--;
if( times_limit_surpassed == 0 )
__ht_enabled = 1;
}
} else if( counting ) {
unsigned int loads, misses;
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Resultados
6.1. Modelo de consumo de energ´ıa
Las medidas de energ´ıa que hemos calculado se han hecho en base a los
modelos de consumo de Micron [31].
Hemos utilizado las plantillas de The Micron c© System-Power Calcu-
lator para una memoria de tipo DDR2 a 333Mhz. El modelo no es exacto
porque nuestra memoria es de tipo DDR a 400Mhz, pero las diferencias en-
tre ambas memorias son mı´nimas en lo que a consumo se refiere, as´ı pues el
modelo es bastante preciso.
Teniendo en cuenta que cada linea de cache en el Pentium IV Northwood es
de 128 bytes y que la RAM puede proporcionar 4 bytes por ciclo, obtenemos
que son necesarios 42 ciclos para completar la lectura de una linea de cache
(en caso de fallo).
Segu´n el modelo, el consumo de potencia por acceso es de 317,5mW ,
lo que se traduce en un consumo de energ´ıa de 0,02J por cada bloque de
memoria que traemos a cache. Con esto ya podemos hacer el ca´lculo de la
energ´ıa que ha consumido un proceso en sus accesos a memoria principal.
6.2. Benchmarks
Se ha elegido diversas combinaciones de test para probar las diferentes
situaciones. Para la eleccio´n de dichas combinaciones nos hemos basado en
las simulaciones utilizadas en [17]. Se han lanzado 2, 3 e incluso 4 procesos
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simulta´neos, para comprobar los tiempos de ejecucio´n y consumo con el pla-
nificador HTAS activado y desactivado. Las combinaciones y las razones de
su eleccio´n son las siguientes:
gzip-art En este caso un proceso operaciones con enteros1 (gzip) con un IPC
medio y que produce pocos fallos de cache, se lanza con uno de punto
flotante2 (art) con un IPC bajo y un nu´mero alto de fallos de cache de
primer nivel. Se quiere comprobar si gzip es capaz de aprovechar los
recursos mientras art espera debido a los accesos a memoria.
gzip-gcc-wupwise En este test se lanzan tres procesos: gzip, gcc de enteros
con IPC medio y baja tasa de fallos de cache de primer nivel, y wupwise,
un test de punto flotante con un IPC alto.
gzip-twolf-mcf Tres procesos de enteros: gzip, twolf con un IPC medio-bajo
y el nivel de fallos de cache ma´s alto de los tres, mcf con un IPC muy
bajo y con muchos fallos de cache. Con esto veremos como se afectan
procesos con muy distintos IPCs y tasa de fallos.
gzip-gcc Dos procesos de enteros, gzip con IPC medio y gcc con IPC medio
y baja tasa de fallos de cache de primer nivel.
gzip-gzip En este caso se lanza el gzip dos veces. Pretendemos comprobar
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Figura 6.1: Mejora en tiempo de ejecucio´n (planificacio´n por L1) (I)
6.3. Rendimiento y consumo
A continuacio´n se mostrara´n las medidas obtenidas en la ejecucio´n de las
combinaciones de test anteriores. Se ha probado como influye el realizar una
planificacio´n teniendo en cuenta la tasa de fallos de cache de nivel 1 y 2. Se ha
medido el tiempo de ejecucio´n y se ha obtenido el consumo por los accesos a
memoria. Para obtener el consumo se ha utilizado un modelo proporcionado
por [31].
6.3.1. Umbral basado en L1
En las pruebas realizadas, el umbral para la desactivacio´n del Hyper-
Threading ha tomado los siguientes valores: 5%, 10%, 15%, 20% y 25%.
En la figura 6.1, se pueden ver la variacio´n en los tiempos de ejecucio´n:
gzip-art Los tiempos de ejecucio´n aumentan a medida que se limita la tasa
de fallos de cache, aunque en el peor de los casos el tiempo se incrementa
en un 2%. En este caso, se trata de una de las situaciones ventajosas
en las que Hyper-Treading resulta efectivo (ver 3.4), ya que los procesos
son muy diferentes3.
gzip-gcc Los tiempos de ejecucio´n mejoran ligeramente, al tratarse de pro-
cesos similares (ver 3.3).
3gzip entero y art de punto flotante e intensivo en memoria
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Figura 6.2: Mejora en consumo por accesos de memoria (planificacio´n por
L1) (I)
gzip-gcc-wupwise Se puede observar como con una limitacio´n del 25%, el
tiempo de ejecucio´n se incrementa entorno al 2.5%. Sin embargo, si
se reduce el l´ımite, el tiempo de ejecucio´n mejora considerablemente,
siendo el l´ımite de 20% el que obtiene unos mejores resultados, entorno
al 4% de mejora. Esta mejora se debe a que al tener dos procesos con
una tasa de fallos de cache alta, tienen conflictos por el uso de la cache
y el acceso a memoria que limita el rendimiento al no poderse ocultar
con Hyper-Threading. Al limitar la tasa de fallos y por tanto desac-
tivar el Hyper-Threading, estos conflictos desaparecen, aumentando el
rendimiento.
gzip-gzip Se consigue tambie´n mejorar el tiempo de ejecucio´n. Se debe a
que como siguen los mismos patrones de acceso, se puede producir
competencia, con lo que el funcionamiento con el Hyper-Threading de-
sactivado es beneficioso. No se observa el efecto de entrenamiento. Li-
mitando los fallos de cache a 5% se ve que es contraproducente, ya
que no se aprovecha el enmascaramiento de la latencia que proporciona
Hyper-Threading [1].
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Se puede sacar como conclusio´n, que limitando la tasa de fallos de cache de
primer nivel al 20%, se puede obtener una mejora del renidmiento entorno
al 2%.
En la figura 6.2 se ve como la planificacio´n de HTAS afecta al consumo
por accesos a memoria:
gzip-art El consumo se reduce en un 10%.
gzip-gcc Es el caso ma´s llamativo, con HTAS activado, se produce una
mejore en el consumo del 60%, respecto al consumo sin HTAS.
gzip-gcc-wuwise El consumo mejora entorno al 5%.
gzip-gzip El consumo disminuye a medida que se decrementa el umbral
para la tasa de fallos de cache, llegando a consumir en la configuracio´n
del 5% de fallos de cache un 90% menos que con HTAS desactivado.
En todos los casos el consumo se reduce, siendo esta reduccio´n dra´stica en
algunos casos. Es lo´gico que esto suceda, ya que se producen muchos menos
accesos a la memoria principal debido a la desactivacio´n del Hyper-Threading.
Al funcionar el procesador en modo monotarea ([1]), los procesos no compiten
por la cache y por tanto los accesos a memoria principal disminuyen.
En resumen, una buena configuracio´n para HTAS, consiste en limitar la
tasa de fallos de cache de primer nivel al 20%, ya que como se ha visto,
disminuye el consumo por accesos a memoria de manera considerable, sin un
deterioro importante del rendimiento, de hecho este aumenta en un 2%. Con
una configuracio´n del umbral al 5% consigue minimizar el consumo, aunque
a costa de perder un 2% de rendimiento.
Por otro lado, en la figura 6.3 se puede comprobar como procesos que son
diferentes4, con la desactivacio´n del Hyper-Threading no se obtienen buenos
resultados en cuanto a rendimiento. En cambio, con mgrid-mesa, dos proce-
sos con una caracterizacio´n similar, HTAS consigue mejorar el rendimiento,
excepto para el caso de tener fijado el umbral al 25%.
4En las pruebas perl-swim, gzip-twolf-mcf y gzip-mcf-equeke-swim (ver B)
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Figura 6.3: Mejora en tiempo de ejecucio´n (planificacio´n por L1) (II)
Figura 6.4: Mejora en tiempo de ejecucio´n (planificacio´n por L1) (II)
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Figura 6.5: Mejora en tiempo de ejecucio´n (planificacio´n por L2) (I)
En cuanto al consumo, en la figura 6.4, como ya se ha visto anteriormente,
al limitar los accesos a memoria, se ve disminuido significativamente. El caso
especial de estas pruebas, es perl-swim. Estos dos procesos, es la combinacio´n
perfecta para aprovechar al ma´ximo la tecnolog´ıa Hyper-Threading (ver 3.4).
Uno es un proceso intensivo en CPU de enteros y el otro en punto flotante,
con lo entre ellos no hay competencia por las unidades funcionales, por lo
que cualquier desactivacio´n de Hyper-Threading provoca una bajada en el
rendimiento.
6.3.2. Planificacio´n respecto a tasa de L2
En la figura 6.5 esta´n los tiempos de ejecucio´n cuando la planificacio´n
depende de la tasa de fallos de L2:
gzip-art En este caso el rendimiento puede verse afectado ligeramente, de-
pendiendo del caso. Nada significativo teniendo en cuenta la desviacio´n
media.
gzip-gcc El rendimiento permanece igual
gzip-gcc-wupwise El rendimiento aumenta en todos los casos, siendo el
caso en el que se limita la tasa de fallos al 25% y 20% los que menor
tiempo de ejecucio´n consigue, mejorando un 4.5%.
gzip-gzip El tiempo de ejecucio´n disminuye entre un 2% y un 3%.
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Figura 6.6: Mejora en consumo por accesos a memoria (planificacio´n por L2)
(I)
Trata´ndose de planificacio´n en funcio´n a la tasa de L2, se puede decir que
el rendimiento general mejora, ya que en el peor de los casos quedar´ıa igual
que sin HTAS, mejorando en el resto de los casos. Un valor o´ptimo es un
umbral del 20%.
Los valores en el consumo por accesos a memoria se ven en la figura 6.6:
gzip-art El resultado en esta prueba es rotundo, disminuye para todos los
valores del umbral el consumo por accesos a memoria entorno al 10%.
gzip-gcc Mejora para todos los valores, siendo muy significativos para el
15% y 10%, en el que el consumo queda en un 40% de lo consumido
sin HTAS.
gzip-gcc-wupwise Disminuye ligeramente, aunque puede considerarse que
se mantiene debido a errores en las medidas.
gzip-gzip Excepto para el caso del umbral al 25% que tiene igual consumo,
para el resto de los valores el consumo disminuye entorno al 10%.
Si HTAS realiza la planificacio´n en funcio´n de la tasa de fallos de L2, el
consumo por accesos a memoria se ve mejorado, al igual que el rendimien-
to en la mayor´ıa de los casos, sobretodo cuando se mezclan procesos con
caracter´ısticas muy diferentes, como es el caso de gzip-gcc-wupwise.
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Figura 6.7: Mejora en tiempo de ejecucio´n (planificacio´n por L2) (II)
Figura 6.8: Mejora en tiempo de ejecucio´n (planificacio´n por L2) (II)
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En la figura 6.7 se pueden ver los resultados de las restantes pruebas. Su-
cede exactamente lo mismo que cuando se realiza la planificacio´n en funcio´n
de la tasa de fallos de primer nivel. HTAS u´nicamente consigue mejorar el
rendimiento en el test mgrid-mesa, debido a la similitud de estos procesos.
En el resto de los casos empeora el rendimiento, al tratarse de situaciones
ventajosas en las que Hyper-Threading obtiene buenos resultados.
En cuanto al consumo (figura 6.8) se reduce en todos los casos, aunque en
l´ıneas generales en menor medida que cuando se planifica en funcio´n de la
tasa de L1.
6.4. Conclusiones
De los datos analizados en la seccio´n anterior se deduce que HTAS propor-
ciona una mejora en aquellas situaciones en las que los procesos ejecutados
son de caracter´ısticas parecidas, y que por tanto compiten por los recursos,
en este caso por los diferentes niveles de memoria cache. Esta es una de las
situaciones en las que Hyper-Threading supone una pe´rdida de rendimiento
(3.3), como se ha podido comprobar.
Tambie´n ha quedado demostrado como el Hyper-Threading es capaz de ob-
tener una mejora de rendimiento con procesos muy diferentes, ya que realiza
un mejor aprovechamiento de los recursos [1] (ver 3.4), siempre que no se
compita por ellos.
Se puede llegar a un compromiso entre rendimiento y consumo, si se desea
optimizar considerablemente el consumo, a costa de una ligera bajada de
rendimiento, la configuracio´n correcta de HTAS (ver C) sera´ la de planificar
en funcio´n de la tasa de fallos de primer nivel. Si por el contrario, se quiere
mantener el rendimiento, e incluso aumentarlo, se configurara´ para que pla-
nifique en funcio´n de la tasa de fallos de la cache de nivel 2, eso s´ı, el consumo
no se reducira´ tanto como en el otro caso.
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Conclusiones y trabajo futuro
La tecnolog´ıa SMT esta´ cada vez ma´s extendida. Los procesadores multico-
re con varios procesadores lo´gicos esta´n a punto de aparecer y los fabricantes
de procesadores para sistemas empotrados empiezan a incluir SMT en sus
chips. La importancia del SMT en el presente y el futuro pro´ximo esta´ pa-
tente.
E´sto hace necesario estudiar las implicaciones que tienen estas tecnolog´ıas,
y co´mo obtener un rendimiento o´ptimo de ellas.
En este proyecto hemos comprobado que SMT puede ser perjudicial para
el rendimiento del sistema y el gran impacto que tiene la pol´ıtica de pla-
nificacio´n en la efectividad del SMT. Hemos observado experimentalmente
que, incluso con heur´ısticas que tengan mı´nimamente en cuenta los recursos
compartidos al planificar, ya se consiguen mejoras visibles. Nuestra solucio´n
tiene en cuenta los fallos de cache y se pueden ver resultados muy positivos,
sobre todo en ahorro de energ´ıa.
Entre las posibles mejoras que pueden incluirse en el planificador desarro-
llado como trabajo futuro citamos las siguientes:
Utilizar umbrales para la desactivacio´n del Hyper-Threading donde no
so´lo se tenga en cuenta los fallos de cache, sino tambie´n otras me´tricas
importantes relacionas con el nivel de ocupacio´n/uso de otros recursos
compartidos (unidades funcionales, predictor de saltos. . . ).
Incluir informacio´n de compilacio´n o perfilado (profiling) en los ejecu-
tables que puede servir de base al planificador para conocer los recursos
que utilizara´ y guiar la pol´ıtica de asignacio´n de recursos.
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An˜adir pol´ıticas de calidad del servicio al planificador que tengan en
cuenta las peculiaridades de SMT ([17]). Aunque en general, con esta
tecnolog´ıa se consigue mayor productividad, dicha mejora puede con-
seguirse a expensas de disminuir los recursos disponibles para procesos
cr´ıticos. Nuestros experimentos preliminares parecen indicar que para
conseguir pol´ıticas que maximicen el nu´mero de plazos cumplidos por
tareas con requisitos de tiempo real suave, no basta con la asignacio´n de
prioridades tradicional de Linux, sino que es necesario tener en cuenta
SMT.
Un serio problema que nos hemos encontrado a la hora de programar
nuestro planificador, ha sido la poca atencio´n que Intel ha puesto en
el desarrollo e implementacio´n de los contadores hardware. Para im-
plementar planificadores simbio´ticos, es necesario tener a nuestra dis-
posicio´n un mecanismo de monitorizacio´n de eventos hardware mucho
ma´s cuidado ([32]). Tal y como esta´n ahora, no permiten cosas tan ne-
cesarias como poder contar el nu´mero de instrucciones de cada tipo,
por ejemplo, tan solo el nu´mero de instrucciones de uno o dos tipos.
Tampoco permite contar ciertos eventos simulta´neamente, o utilizar
el PEBS (4.1.4) en dos eventos distintos. Ser´ıa necesario por lo tanto
abordar el disen˜o de contadores hardware ma´s apropiados.
Para resumir, hemos comprobado que los planificadores simbio´ticos
pueden aportar importantes ganancias y, visto el panorama actual del
desarrollo de procesadores, ser´ıa imprescindible en un futuro cercano.
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Compilacio´n e instalacio´n del
kernel
En este ape´ndice se explica descargar, parchear, configurar, compilar e
instalar Linux para utilizar el planificador que hemos desarrollado.
A.1. Descargar Linux
El site principal de Linux se encuentra en http://kernel.org pero se puede
descargar de un mirror ma´s cercano, por ejemplo de rediris en la siguiente
URL: ftp://ftp.rediris.es/pub/linux/kernel/v2.6
El parche esta´ escrito para Linux 2.6.12.1, que es la versio´n ma´s re-
ciente a d´ıa de hoy (25-6-2005), y el funcionamiento esta´ asegurado para
esta versio´n, pero es muy probable que el parche se aplique limpiamente a
versiones anteriores y futuras (dentro de los l´ımites).
Para descargar Linux 2.6.12.1 tendremos que guardar con nuestro ges-
tor de descargas favorito el archivo linux-2.6.12.1.tar.gz, por ejemplo.
Tambie´n podr´ıamos descargar la versio´n comprimida en formato bzip2, que
tardara´ menos en descargar pero nos llevara´ ma´s tiempo descomprimir.
Para descomprimir el nu´cleo podemos utilizar cualquiera de las herra-
mientas gra´ficas que ponen a nuestra disposicio´n los entornos de escritorio,
o podemos hacerlo desde consola con los siguientes comandos:
Para el formato de fichero gzip, ser´ıa:
prompt:~$ tar xvzf linux-2.6.12.1.tar.gz
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y para el formato de fichero bzip2, ser´ıa:
\begin{quotation}
prompt:~$ tar xvjf linux-2.6.12.1.tar.bz2
A.2. Aplicar el parche HTA
Para aplicar el parche utilizaremos el programa patch, si el parche esta´ en
el mismo directorio en el que se descomprimieron las fuentes de Linux, el
fichero con el parche es patch-2.6.12.1-hta.patch y el directorio con las
fuentes es linux-2.6.12.1, el parche se aplicar´ıa de la siguiente forma:
prompt:~$ cd linux-2.6.12.1+\newline
prompt:~/linux-2.6.12.1$ patch -p1 < ../patch-2.6.12.1-hta.patch
El comando patch nos mostrara´ en su salida do´nde y que´ partes del
parche se han aplicado correctamente.
A.3. Configurar el Kernel
Existen varias interfaces de configuracio´n para el kernel, nosotros utiliza-
remos la interfaz de ncurses, para lo cual es necesario tener instaladas en el
sistemas las bibliotecas libncurses para desarrollo.
Para entrar en la interfaz de configuracio´n gra´fica ejecutamos, desde el
directorio de fuentes, el siguiente comando:
prompt:~/linux-2.6.12.1$ make menuconfig
Con esto nos compila y ejecuta el interfaz de configuracio´n con ncurses,
tras lo cual aparecera´ una pantalla como la de la figura A.1.
Si no tenemos mucha experiencia configurando el kernel, las opciones que
salgan por defecto activadas es ma´s que probable que sean suficientes para
nosotros.
Lo primero que tendremos que hacer sera´ entrar en las opciones de
Processor type and features (figura A.2) para activar las opciones para el
parche Hyper-Threading Aware.
Para que el parche funcione, deberemos seleccionar como familia de pro-
cesadores (Procressor family) la del Pentium 4, y activar la opcio´n de HTA
(Hyper-Threading Aware) scheduler support (figura A.3).
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Figura A.1: Interfaz de configuracio´n de Linux con ncurses
Figura A.2: Processor type and features
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Figura A.3: P4 como tipo de procesador, HTA Scheduler activado
Con esto ya tendremos activado el parche, solo nos resta salir guardando
los cambios (figura A.4.
A.4. Compilar Linux
En esta seccio´n se muestra como se puede compilar Linux por dos me´todos
diferentes: utilizando el Makefile o creando un paquete Debian.
El primer me´todo lo podra´ utilizar desde cualquier sistema operativo
basado en Linux y el segundo le requerira´ tener instalado Debian GNU/Linux.
Aunque el primero es ma´s universal un paquete Debian es ma´s fa´cil de ins-
talar y de desinstalar, as´ı que remendamos e´ste me´todo si se utiliza Debian
GNU/Linux.
A.4.1. Compilacio´n tradicional
Hacer uso de las reglas del Makefile para crear el paquete, es tan simple
como, desde el directorio de las fuentes, ejecutar:
\verb+prompt:~/linux-2.6.12.1$ make
Despue´s de un rato (entre 15-25 minutos, segu´n el equipo que utilizado),
el kernel estara´ compilado y listo para instalar.
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Figura A.4: Guardar los cambios
A.4.2. Crear un paquete Debian
Construir un paquete Debian con una imagen del kernel tampoco es mu-
cho ma´s complicado, pero requiere la instalacio´n del paquete kernel-package
que es el que contiene las herramientas que vamos a utilizar. Una vez insta-
lado el paquete, simplemente hay que ejecutar, tambie´n desde el directorio
de las fuentes, el siguiente comando:
prompt:~/linux-2.6.12.1$ make-kpkg kernel_image --revision 1
Si no lo ejecutas como root, necesitara´s an˜adir una opcio´n suplementa-
ria: --rootcmd fakeroot, e instalar el paquete fakeroot. Una vez termine
la compilacio´n, el nuevo paquete habra´ quedado construido en el directorio
superior al directorio de las fuentes, con el nombre: kernel-image-2.6.12.1-
hta 1 i386.deb. Listo para instalar.
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A.5. Instalar Linux
Si se eligio´ como me´todo de compilado la construccio´n de un paquete De-
bian, instalar el nuevo nu´cleo es tan sencillo como ejecutar el el siguiente
comando como root:
prompt:~$ dpkg -i kernel-image-2.6.12.1-hta_1_i386.deb
Si se opto´ por la opcio´n tradicional, la instalacio´n se compone de varios
pasos:
1. Instalar los mo´dulos (si los hubie´semos compilado):
prompt:~/linux-2.6.12.1$ make modules_install
2. Copiar la imagen del kernel situada en el directorio:
linux-2.6.12.1/arch/i386/boot/bzImage al directorio de arranque
/boot
3. Copiar al directorio de arranque el mapa de memoria del kernel, que es
el fichero System.map en el directorio ra´ız de las fuentes de Linux.
4. An˜adir una entrada en el gestor de arranque para el recie´n instalado
kernel.
Co´mo se an˜aden entradas al gestor de arranque depende de cual usemos.
Para arrancar Linux hay dos que son los ma´s utilizados: LILO y GRUB. LILO
fue´ el primer gestor de arranque que se hizo para Linux, GRUB es posterior,
ma´s moderno y suple muchas de las carencias de LILO.
Si utilizas GRUB, an˜adir una entrada al gestor de arranque es tan simple
como ejecutar el comando update-grub. GRUB detectara´ el recie´n an˜adido
nu´cleo y lo an˜adira´ al menu´.
Con LILO el proceso puede ser algo ma´s complicado. Hay que an˜adir una





Tras an˜adir la entrada, es suficiente con ejecutar lilo en la linea de
comandos para que se grabe el nuevo menu´ en el MBR.
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Tablas de rendimiento
En las tablas de esta seccio´n se pueden ver los resultados obtenidos sobre
el benchmark SPECINT2000 sobre la ma´quina de pruebas. La ma´quina sobre
la que se han ejecutado los test es:
Procesador Intel Pentium 4 a 3GHz (core Northwood), FSB a 400MHz
y 512KB de cache L2.
1024MB de memoria principal SDRAM DDR 400MHz
Cada benchmark esta´ compilado con gcc y con icc. Se ha medido los ciclos
de reloj empleados para la ejecucio´n, el nu´mero de fallos de cache de L1 y el
IPC conseguido para cada uno de los ejecutables obtenidos. Cada test se ha
lanzado en solitario.
B.1. Benchmarks SPECINT2000
Cuando se ejecuta un mismo test con diferentes para´metros, en la tabla
aparece el nombre del test seguido de un nu´mero. Para saber que´ para´metros
se corresponden con cada una de las pruebas hay que consultar las siguientes
listas de para´metros:







vpr 1. net.in arch.in place.out dum.out -nodisp -place only -init t 5 -exit t
0.005 -alpha t 0.9412 -inner num 2
2. net.in arch.in place.in route.out -nodisp -route only -route chan width
15 -pres fac mult 2 -acc fac 1 -first iter pres fac 4 -initial pres fac
8
cc1 1. integrate.i -o integrate.s
2. scilab.i -o scilab.s
3. expr.i -o expr.s
4. 200.i -o 200.s
5. 166.i -o 166.s
mcf 1. inp.in
crafty 1. crafty.in
parser 1. 2.1.dict -batch
perlbmk 1. -I./lib diffmail.pl 2 550 15 24 23 100
2. -I. -I./lib makerand.pl
3. -I./lib perfect.pl b 3 m 4
4. -I./lib splitmail.pl 850 5 19 18 1500
5. -I./lib splitmail.pl 704 12 26 16 836
6. -I./lib splitmail.pl 535 13 25 24 1091
7. -I./lib splitmail.pl 957 12 23 26 1014
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Cuadro B.1: Tabla de SPECINT2000 (1)
gzip-1
Compilador gcc icc
Ciclos de reloj 102847504320 93945280032
IPC 0,721047 0,65099
Fallos L1 3515364036 3379132472
gzip-2
Compilador gcc icc
Ciclos de reloj 46576116200 40485948392
IPC 0,808829 0,692441
Fallos L1 1340048049 1248080832
gzip-3
Compilador gcc icc
Ciclos de reloj 103169073784 95612315064
IPC 1,02074 0,895514
Fallos L1 1154427108 1165676746
gzip-4
Compilador gcc icc
Ciclos de reloj 78784460624 77050590824
IPC 0,997484 0,860251
Fallos L1 1155820458 1171159293
gzip-5
Compilador gcc icc
Ciclos de reloj 186230872752 173144797832
IPC 0,734608 0,68343
Fallos L1 8179568399 7993374663
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Cuadro B.2: Tabla de SPECINT2000 (2)
vpr-1
Compilador gcc icc
Ciclos de reloj 302992113576 251850168952
IPC 0,556383 0,629872
Fallos L1 3604427864 3694352491
vpr-2
Compilador gcc icc
Ciclos de reloj 293844951520 289778239784
IPC 0,40275 0,361341
Fallos L1 2976131049 3141958165
cc1-1
Compilador gcc icc
Ciclos de reloj 11985437624 9599009648
IPC 1,07234 0,980437
Fallos L1 340573855 193441232
cc1-2
Compilador gcc icc
Ciclos de reloj 65973456856 59587195440
IPC 0,942794 0,869994
Fallos L1 1142008972 792226531
cc1-3
Compilador gcc icc
Ciclos de reloj 11843076944 10439099736
IPC 1,00021 0,917427
Fallos L1 248420832 168823568
cc1-4
Compilador gcc icc
Ciclos de reloj 113829961232 103230381384
IPC 0,959182 0,889891
Fallos L1 2048426209 1583674750
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Cuadro B.3: Tabla de SPECINT2000 (3)
cc1-5
Compilador gcc icc
Ciclos de reloj 44503861080 39227065120
IPC 0,98259 0,760596
Fallos L1 1584518819 974735040
mcf
Compilador gcc icc
Ciclos de reloj 585864845392 605275878384
IPC 0,104936 0,147645
Fallos L1 11248902749 11533519372
crafty
Compilador gcc icc
Ciclos de reloj 328676750904 288029600200
IPC 0,9076 0,916819
Fallos L1 4122267658 3861924298
parser
Compilador gcc icc
Ciclos de reloj 643647621832 697699780648
IPC 0,809501 0,841827
Fallos L1 8686669183 8803567420
perlbmk-1
Compilador gcc icc
Ciclos de reloj 47572477056 44659234008
IPC 1,02134 1,04577
Fallos L1 369363991 406397588
perlbmk-2
Compilador gcc icc
Ciclos de reloj 1885730376 1761227864
IPC 1,08263 1,052
Fallos L1 2397984 4295586
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Cuadro B.4: Tabla de SPECINT2000 (4)
perlbmk-3
Compilador gcc icc
Ciclos de reloj 41310833384 40273904936
IPC 0,791978 0,781049
Fallos L1 243320685 231659207
perlbmk-4
Compilador gcc icc
Ciclos de reloj 113801483232 101633415216
IPC 1,47151 1,4131
Fallos L1 556740542 457692640
perlbmk-5
Compilador gcc icc
Ciclos de reloj 63341339464 57694293984
IPC 1,366 1,31163
Fallos L1 324488898 300236165
perlbmk-6
Compilador gcc icc
Ciclos de reloj 57375630160 51367300912
IPC 1,43366 1,3813
Fallos L1 287324113 247942255
perlbmk-7
Compilador gcc icc
Ciclos de reloj 104740493704 96861003616
IPC 1,36894 1,2936
Fallos L1 531859605 471096735
gap
Compilador gcc icc
Ciclos de reloj 270588020488 263287407544
IPC 1,1723 1,08479
Fallos L1 2541188879 2514960336
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Cuadro B.5: Tabla de SPECINT2000 (5)
vortex-1
Compilador gcc icc
Ciclos de reloj 147562266192 133371761880
IPC 1,05178 1,05262
Fallos L1 1356125417 1385594821
vortex-3
Compilador gcc icc
Ciclos de reloj 166057059736 150396077576
IPC 1,04125 1,03835
Fallos L1 1530242566 1567482594
bzip2-1
Compilador gcc icc
Ciclos de reloj 160706088160 160463588056
IPC 0,693208 0,748845
Fallos L1 1229099811 1240005146
bzip2-2
Compilador gcc icc
Ciclos de reloj 161361158368 161000091528
IPC 0,814871 0,911129
Fallos L1 1059293709 1064567898
bzip2-3
Compilador gcc icc
Ciclos de reloj 204595131568 206177040208
IPC 0,7371 0,829514
Fallos L1 1176699174 1221780736
twolf
Compilador gcc icc
Ciclos de reloj 891757678544 762061468048
IPC 0,500729 0,606359
Fallos L1 13786892977 14378233939
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B.2. Benchmarks SPECFP2000
En esta seccio´n se muestran los resultados de la ejecucio´n de SPECFP2000
(punto flotante) y sus para´metros. Cuando se ejecuta un mismo test con di-
ferentes para´metros, en la tabla aparece el nombre del test seguido de un
nu´mero. Para saber que´ para´metros se corresponden con cada una de las
pruebas de SPECFP2000 hay que consultar las siguientes listas de para´me-
tros:




mese 1. -frames 1000 -meshfile mesa.in -ppmfile mesa.ppm
galgel 1. galgel.in
art 1. -scanfile c756hel.in -trainfile1 a10.img -trainfile2 hc.img -stride 2
-startx 110 -starty 200 -endx 160 -endy 240 -objects 10
2. -scanfile c756hel.in -trainfile1 a10.img -trainfile2 hc.img -stride 2





fma3d 1. Sin para´metros
ixtrack 1. inp.in
apsi peak 1. Sin para´metros
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Cuadro B.6: Tabla de SPECFP2000 (1)
wupwise
Compilador gcc icc
Ciclos de reloj 452927471704 409302831384
IPC 1,31579 1,2992
Fallos L1 6043267502 6237640063
swim
Compilador gcc icc
Ciclos de reloj 633568894904 483020645960
IPC 0,600448 0,394975
Fallos L1 9428071190 22272761722
mgrid
Compilador gcc icc
Ciclos de reloj 743059005704 469761563016
IPC 1,03136 0,94231
Fallos L1 9042997099 7205350885
applu
Compilador gcc icc
Ciclos de reloj 845687555032 572776816088
IPC 0,86733 0,842164
Fallos L1 9056140505 7233331546
mesa
Compilador gcc icc
Ciclos de reloj 441759492192 410498528288
IPC 1,03287 0,93843
Fallos L1 972010789 1753339929
Ajuste del planificador para Hyper-Threading 145
Tablas de rendimiento
Cuadro B.7: Tabla de SPECFP2000 (2)
galgel
Compilador gcc icc
Ciclos de reloj N/A 392571113280
IPC N/A 0,839799
Fallos L1 N/A 19426359432
art-1
Compilador gcc icc
Ciclos de reloj 695630389000 316012449264
IPC 0,198576 0,136536
Fallos L1 11779332940 5770557949
art-2
Compilador gcc icc
Ciclos de reloj 711654858632 335151635640
IPC 0,20027 0,140403
Fallos L1 12059958409 6313126341
equake
Compilador gcc icc
Ciclos de reloj 280741105304 253430038184
IPC 0,735433 0,726765
Fallos L1 8427546641 9245140379
facerec
Compilador gcc icc
Ciclos de reloj N/A 389069144144
IPC N/A 1,09071
Fallos L1 N/A 4262954643
ammp
Compilador gcc icc
Ciclos de reloj 1122291688808 961141425176
IPC 0,481187 0,417826
Fallos L1 11931524447 11353640286
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Cuadro B.8: Tabla de SPECFP2000 (3)
lucas
Compilador gcc icc
Ciclos de reloj N/A 381778414128
IPC N/A 0,660701
Fallos L1 N/A 5514037947
fma3d
Compilador gcc icc
Ciclos de reloj N/A 533716130832
IPC N/A 0,760782
Fallos L1 N/A 9065353461
sixtrack
Compilador gcc icc
Ciclos de reloj 930530554256 617958276920
IPC 1,28557 1,05146
Fallos L1 1301027420 1362334323
apsi
Compilador gcc icc
Ciclos de reloj 1218227779000 817430914856
IPC 0,6529 0,588447
Fallos L1 8026216512 8010959853
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El planificador Hyper-Threading Aware exporta un interfaz al sistema de
ficheros proc, a trave´s del cual se pueden manipular sus para´metros, ver es-
tad´ısticas y aprovechar una funcionalidad de lectura de contadores hardware.
Todas las entradas en el proc referentes a nuestro planificador esta´n en
el directorio hyperthreading, as´ı que todas las referencias a las entradas del
proc son relativas a /proc/hyperthreading.
C.1. Activacio´n y desactivacio´n del planifica-
dor
Para controlar la activacio´n y desactivacio´n de nuestro planificador, hemos
an˜adido la entrada htasched en el proc. Para activar el planificador hay que
escribir enable en el fichero htasched, y para deshabilitarlo se escribe disable
en htasched.
La operacio´n se puede realizar desde consola de la siguiente manera:
prompt:/proc/hyperthreading$ echo enable > htasched
prompt:/proc/hyperthreading$ echo disable > htasched
Leyendo la entrada htasched podemos consultar si esta´ habilitado o des-
habilitado el planificador Hyper-Threading Aware. La consulta tambie´n se






Hay que tener en cuenta que al desactivar el planificador, el Hyper-Threading
podr´ıa estar deshabilitado. En ese caso habr´ıa que rehabilitarlo a mano (C.2)
si quisie´semos volver a la planificacio´n tradicional de Linux.
C.2. Estado del Hyper-Threading
Tambie´n se ha an˜adido una entrada para consultar si el Hyper-Threading
esta´ habilitado o deshabilitado, de forma que leer el fichero status del proc
nos devolvera´ esta informacio´n.
La entrada status tambie´n puede ser utilizada para forzar la habilita-
cio´n o deshabilitacio´n del Hyper-Threading. Escribiendo la palabra enable o
disable en status, habilitaremos o deshabilitaremos el Hyper-Threading.
Hay que tener en cuenta que lo que se escriba en status domina sobre
las decisiones que pueda hacer el planificador. As´ı pues, aunque tengamos
activo el planificador Hyper-Threading Aware, si hemos forzado la habilita-
cio´n o deshabilitacio´n del Hyper-Threading el planificador no podra´ cambiar
ese estado.
Si se quiere permitir que el planificador pueda decidir si activar o no el
Hyper-Threading, es suficiente con escribir auto en el fichero status.
C.3. Ajustar los para´metros del planificador
Como se ha explicado en cap´ıtulos anteriores, nuestro planificador toma la
decisio´n de activar o desactivar el Hyper-Threading segu´n unos para´metros.
Dichos para´metros pueden ser consultados y ajustados a trave´s del proc.
C.3.1. Porcentaje de fallos de cache
El l´ımite de fallos de cache a partir de los cuales se desactiva el Hyper-
Threading, se puede conocer leyendo la entrada miss_thresshold del proc.
Dicho l´ımite viene expresado en fallos por ciento de accesos.
Este l´ımite se puede cambiar escribiendo el nuevo l´ımite ma´ximo en la
entrada miss_thresshold. Por ejemplo, si quisie´semos cambiar el l´ımite de
fallos de cache a un 10% har´ıamos lo siguiente:








C.3.2. Nivel de cache
Tambie´n podemos establecer el nivel de cache del cual se contara´n los
fallos. Podemos elegir entre contar fallos de cache de nivel 1 o fallos de cache
de nivel 2. El nivel de cache en el que se esta´ fijando el planificador se puede
obtener haciendo una lectura de la entrada target_level, y puede cambiarse
escribiendo el nuevo nivel en target_level. Por ejemplo:
prompt:/proc/hyperthreading$ cat target_level
L1




C.3.3. L´ımite en la cuenta de excesos
Como se ha explicado (5.4), el planificador cuenta el nu´mero de veces
seguidas que se ha sobrepasado el l´ımite de fallos de cache, de forma que no
vuelve a habilitar el Hyper-Threading hasta que el nu´mero de fallos esta´ por
debajo del l´ımite el mismo nu´mero de veces. Existe un nu´mero ma´ximo de
excesos que contamos, tras los cuales no acumulamos ma´s. El valor de ese
l´ımite se leer de max_surpass_count, y se puede establecer un nuevo l´ımite
escribiendo el nuevo valor en max_surpass_count.
Cuanto ma´s bajo sea el l´ımite ma´s bruscamente se producira´n los cam-
bios de estado por el planificador, cuanto ma´s alto ma´s tendera´ el Hyper-
Threading a permanecer desactivado en situaciones en las que, en general,
hay muchos fallos de cache.
C.4. Estad´ısticas
Para poder ver que´ esta´ pasando con el planificador, se ha an˜adido una
entrada al proc con informacio´n sobre los u´ltimos sucesos y decisiones toma-
das por e´l. Si se desea acceder a esta informacio´n, basta con leer el contenido
de statistics.
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La informacio´n que encontraremos es la siguiente:
Last cache access: el nu´mero de accesos al nivel de cache seleccionado
la u´ltima vez que se leyeron los contadores hardware.
Last cache misses: el nu´mero de fallos de cache del nivel seleccionado.
Last miss percent: el porcentaje de accesos a cache que fueron fallo.
Last limit surpassed: el porcentaje de fallos de cache que se alcanzo´ la
u´ltima vez que se supero´ el umbral de desactivacio´n.
Times limit surpassed: el nu´mero de veces seguidas que se ha superado
el umbral hasta el momento de la lectura.
C.5. Contador
Disponemos de un mecanismo para contar los load, fallos de cache de nivel
1 y fallos de cache de nivel 2 entre instantes de tiempo. La entrada counter
del proc nos proporciona esa funcionalidad. Podemos iniciar la cuenta en
cualquier momento escribiendo start en el fichero y podemos detenerla es-
cribiendo stop. Para saber cuantos eventos ha contado solo necesitamos leer
el fichero, lo que nos devolvera´ la siguiente informacio´n:
Loads: el nu´mero de instrucciones de load ejecutadas.
L1 misses: el nu´mero de fallos de cache de nivel 1.
L2 misses: el nu´mero de fallos de cache de nivel 2.
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