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Abstract
Magnetic ordering in low dimensional semiconducting structures is an important ele-
ment for spin-based electronics. Zigzag graphene nanoribbons which sustain ferromag-
netic edge states and ordered nuclear magnetic states in GaAs 2DEGs are two such
examples which represent potentials for spintronics applications. In order to be real-
ized, both of these phenomena require certain conditions. For the magnetic ordering
at the zigzag edges of graphene nanoribbons, fabrication of high quality edges is a
prerequisite. Additionally, for the nuclear magnetic ordering in GaAs, the 2D system
needs to reach below miliKelvin temperatures.
Here, we study hydrogen plasma etching in graphite and graphene flakes in order to
fabricate graphene nanoribbons with zigzag edges. We study the distance and pressure
dependence of the etching process in graphite flakes, and define two distinct plasma
regimes. The direct plasma regime contains high density of H radicals and energetic
ions, which continuously induce defects on the surface, and results in perforated sur-
faces. On the other hand, the remote plasma regime includes only H radicals, giving the
opportunity to take the etching process under control to fabricate graphene structures.
The underlying substrate plays an important role in the etching process. For single
layer flakes on hBN, the etching is highly anisotropic and creates hexagonal etch-pits,
whereas on SiO2, the etching is isotropic. For bilayer flakes, the process is anisotropic
on both subtrates.
Atomic resolution atomic force microscopy reveals that the edges of the etched hexagons
on graphite are parallel with the zigzag crystallographic direction and the absence of
D-peak intensity in Raman spectra represents the high quality of the edges, since only
armchair and disordered edges can result in D-peak intensity. However, for single layer
samples on hBN, the high D-peak intensity shows that even tough the edges are along
the zigzag direction, they are interrupted by symmetric armchair segments. Analysis
on the polarization dependent Raman measurements result in the ratio of 40% for
armchair segments along a zigzag edge.
The picture of poor quality graphene edges is further confirmed by the low temperature
transport measurements. None of the features predicted for electronic band structure
of zigzag graphene nanoribbons are observed in the experiments. The findings are also
supported by the tight-binding simulations for a disordered zigzag edge.
In the second part of the thesis, we applied the well-established adiabatic nuclear de-
magnetization technique on a coulomb blockade thermometer in order to reach electron
temperatures of below 1mK. In this experiment, each measurement lead is cooled by
its own nuclear refrigerator made of 2 mols of copper. The nuclei and charge carriers
inside the coulomb blockade thermometer are cooled by large copper fins deposited on
the chip. In order to investigate the efficiency of the process, we tested two different
ramp-rates and precooling durations. Electron temperatures of 1.8mK and 2.7mK
in the coulomb blockade thermometer are measured in two cool-downs, resulting in
efficiencies of about 10%. A simple thermal model is given in the context of the mea-
surements considering the heat leaks and thermal dynamics within the system, also
comparing the results with previous experiments.
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11 Introduction
1.1 From compasses to spintronics: From lodestones to spin-
qubits
Magnetism is a phenomenon which is known to mankind since ancient times. It was
discovered when people noticed that iron is attracted by lodestone, which was actually
Fe3O4, magnetite, a naturally occurring magnet. Around the third century BC, this
knowledge was utilized to develop a device called the compass, where it was realized
that a magnetic needle would magically point North. Only after the 10th century, was
it described with a scientific attitude, and it was concluded that the Earth itself must
also be a magnet [1] .
In the beginning of 19th century, the great scientists Ampère, Gauss, Faraday et al.
have investigated this phenomenon and described the laws governing its dynamics and
natural link to electricity. Then Maxwell compiled all these laws into one complete
theory and therein explained a detailed mathematical formalism which are known as
Maxwell’s equations today [2].
Maxwell’s equations described the nature of electromagnetism completely and even
extended further to say that light is an electromagnetic wave. Moreover, the equations
implicitly included the constancy of the speed of light. Soon after that, the science had
a paradigm shift with the introduction of Einstein‘s special relativity [3]. Together with
quantum mechanics, these two theories were highly influential for the understanding
of the fundamental nature of things.
While it is beyond these introductory pages to explain their tremendous effects, one
important aspect we learned from quantum mechanics is that things behave differently
if we look at them at the level of elementary particles. This naturally imposed a dis-
tinction between microscopic and macroscopic worlds and motivated the research to
understand the link between. Thus, we learned that some observable phenomena that
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we know from the macroscopic world stem from the collective behaviour of particles be-
longing to -and ruled by- the microscopic world, such as the relation of bulk magnetism
to magnetic moments of elementary particles.
The magnetic moment of an elementary particle is related to its intrinsic angular
momentum. Just like a charged object which spins around its own axis has an angular
momentum and behaves like a magnetic dipole, the elementary particles also show
the same magnetic behaviour even tough they do not physically spin. This intrinsic
angular momentum is called spin and it plays a key role in the interaction of particles
with each other and with external electromagnetic fields. These interactions determine
the conditions for magnetically ordered states in condensed matter systems.
Just like ancient people who utilized a magnetic needle as a compass, the same mind-
set still persists today in order to transfer knowledge to practical purposes. One of the
exciting fields of condensed matter physics today is called spintronics, which studies
and aims to exploit spin properties of electrons in order to improve the efficiency
of technological devices and/or develop new functionalities, which are otherwise not
possible if only the charge property of electrons is made use of [4].
Spintronics is a very wide area of research. At one end it intends to control and
manipulate a single spin for, for example, spin-based quantum computing and, on the
other, extends to development of nanoscale and microscale components such as a spin
transistor to be used in spintronic devices, which, in the near future, would possibly
replace the current electronics technology [5].
The current commercial semiconductor industry is based on the charge of the electron
where, charge current and its interaction with electromagnetic fields are employed
in sourcing, detecting, transporting and manipulating the state of a device. As a
landmark, transistors are the basis of today’s modern technology leading to smart
devices in everybody’s pocket with tremendous capabilities. The field of spintronics
is now in search for the most efficient materials and methods to replace the above
mentioned electronic components with their spintronic counterparts. Spin injection
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and detection, spin transport, spin valves and spin filters can be counted as some
example concepts to be used in a macroscopic spin system [4].
1.2 Zigzag-edged graphene nanoribbons
In the quest of finding materials for future technological devices, graphene, the two
dimensional form of carbon atoms, has attracted much interest since it was first exfoli-
ated as a single layer on top of a substrate and quantum transport measurements were
performed on it [6].
It is a one of a kind material not only for applications in technology but also for the
observation of some phenomena, which can not be observed in conventional semicon-
ductors. Gate tunability of charge carriers and charge carriers behaving as massless
Dirac fermions are two attractive properties [7]. Additionally, it is one of the strongest
materials, while still being flexible and light, and it has been shown that it can have
very high mobilities at room temperature [8]. Recent research carried out has demon-
strated that superconductivity occurs at twisted bilayer graphene and this has further
marked the interest in graphene due to its peculiarities [9].
Still, some issues are present when it comes to applicability. Even though it is a device
in which you can tune the charge carrier density by gating, it is a zero-gap semiconduc-
tor, which means that it does not have a band-gap. Moreover, Klein tunnelling allows
charge carriers to tunnel through potential barriers with an amplitude proportional to
barrier height [10]. So it is impossible to use it as a transistor or form quantum dots
and constrictions via methods applied in conventional semiconductors.
Nevertheless, graphene proves itself to be interesting again. Forming nanoribbons in a
single graphene sheet alters its electronic band structure and opens a band gap inversely
proportional to the ribbon’s width due to lateral confinement [11]. Further alteration of
electronic band structure occurs if the edges of a ribbon can be made along particular
crystallographic directions, namely zigzag and armchair. For the zigzag case, the low
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temperature ground state of the electronic structure supports magnetically ordered
localized edge states, which are in antiferromagnetic orientation at opposite edges [12].
Combined with a band-gap, high mobility and external electromagnetic fields, zigzag
edged graphene nanoribbons are strong candidates for spintronic devices [13].
The drawback to this scheme is that the band structure is highly vulnerable to dis-
order, which enforces the need to fabricate graphene nanoribbons with perfect zigzag
edges. Numerous methods have been proposed and investigated in the last 10 years
and fabrication of such nanostructures have been proven to be a great challenge [14].
In the first part of this thesis, a remote hydrogen plasma etching method is inves-
tigated. The interaction of hydrogen plasma particles on graphite surfaces has been
known to create hexagonal etch-pits since 1970 [15]. After single layer graphene came
into play in quantum transport experiments, and the necessity of producing high qual-
ity zigzag edge graphene ribbons appeared, anisotropic etching methods have drawn
interest again, since the process naturally selects a crystallographic direction. This is
highly beneficial because it allows control of the edges of a ribbon on nanometer scale
depending only on a few parameters of the plasma which are convenient to control, such
as power, pressure and temperature. Chapter 3 explains a study where optimum etch-
ing parameters are determined in single layer graphene flakes on insulating substrates.
In Chapter 4, the quality of the etched edges and nanoribbons created with hydrogen
plasma are examined via Raman microscopy and quantum transport measurements.
1.3 Adiabatic nuclear demagnetization
The other extreme of spintronics deals with manipulating a single spin for the ultimate
goal of realizing spin-based quantum computing; an invention which holds the promise
to reshape the future of mankind [16]. An incredible amount of effort and resources
are being invested in this research since a quantum computer will consist of many
units, each of which require high expertise to be designed, developed and operated.
Owing to the ability of fast operation, high fidelity and the level of development of
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the semiconductor industry, one of the most promising schemes is to utilize spins of
electrons in semiconductor quantum dots to form the basic operational unit called a
quantum bit - qubit [17–19].
In this scheme, one needs to form, manipulate and conserve the state of the spin in a
quantum dot for a finite amount of time, called the coherence time. In a semiconductor
where a quantum dot resides, there exist certain mechanisms, which relax the electron
spin, such as scattering, spin-orbit interaction and hyperfine interaction. For longer
coherence times, these interactions must be suppressed to a certain degree.
One way to increase the coherence is to weaken the coupling of nuclear spins to the
electron spin via nuclear spin polarization, provided that a quantum dot can be formed
in such a system where more than 99% of nuclear spins are polarized. An intrinsic
polarization of nuclear spins in a GaAs 2DEG can be hosted due to a magnetic phase
transition which occurs at ultra low temperatures [20]. This nuclear spin temperature
which imposes a nuclear ferromagnetism is predicted to be around 1 mK [21]. Even
though not yet achieved in a 2D electron system, evidence for a helical nuclear spin
order in a 1D system has been shown around 100 mK, due to that in a one-dimensional
system, the electron-electron interaction effects are much more pronounced, leading to
a much higher ordering temperature compared to two dimensional systems. [22, 23].
Reaching down to -and below- the mK regime in a nanoscale condensed matter system
requires many obstacles to be overcome, due to several reasons regarding the weakening
of heat transport at low temperatures, heat leaks from the environment and the sources
of cooling power. Today, it is easily possible to reach 5mK, and even slightly lower
temperatures with commercially available dilution refrigerators (DR) [24]. However,
it is another issue for a nanoelectronic device to be well-thermalized with a DR in a
cryostat, leading to warmer electron temperatures in the device to be measured.
Another well established method is called magnetic refrigeration which uses magnetic
disorder entropy of magnetic moments for cooling [25]. More specifically, it is possible to
cool nuclei and, in turn, conduction electrons in a metal by adiabatically demagnetizing
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the nuclear spin bath. This method, which is called adiabatic nuclear demagnetization
(AND), was first applied in 1956 by Kurti et al., and nuclear temperatures of 20µK
were reached [26, 27]. A milestone in the history of adibatic nuclear demagnetization
is the work by Berglund et al. where the nuclear refrigeration technique is combined
with a dilution refrigerator and a superconducting magnet [28]. As a result, conduction
electron temperatures of 0.37mK were reached in a copper nuclear refrigerant.
An advantage of this technique is the possibility of incorporating the nuclear refrigerant
on the same chip of a nanoelectronic device, where the quantum transport measure-
ments are performed, which is much more efficient than a dilution refrigerator can
manage. Still, the question arises about how to measure the temperature of elec-
trons accurately without using an external thermometer. This can be achieved with a
Coulomb blockade thermometer (CBT) where the transport characteristics of the nor-
mal metal-insulator-normal metal tunnel junctions are temperature dependent [29, 30].
The lowest electron temperature in a condensed matter system was achieved in this
way by on-and-off chip magnetic refrigeration of a CBT in a dry crysotat. The recorded
temperature by M. Palma and C. Scheller et al. was 2.8 mK and stands as the currently
reported world record [31]. In Chapter 5, CBT experiments will be discussed in a similar
fashion where the effect of different experimental parameters and possible limitations
are investigated and electron temperatures of 1.8mK are reached.
1.4 Thesis Outline
This thesis is comprised of two branches of experiments for the purpose of achieving
magnetically ordered states in condensed matter systems. The first part is about
fabrication and characterization of zigzag-edged graphene nanoribbons. In the second
part, adiabatic nuclear demagnetization experiments will be carried out in order to
obtain ultra-low electron temperatures in a nanoelectronic device.
Chapter 2 introduces the necessary background information for the experiments carried
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out in the main chapters. General properties of graphene nanoribbons, their fabrication
methods, corresponding characteristics and Raman spectroscopy in graphene will be
explained. Then, the principle of adiabatic nuclear demagnetization and possible heat
sources will be given.
Chapter 3 presents a hydrogen plasma etching technique in graphene and graphite,
which creates hexagonal-shaped etch pits with edges along the zigzag direction. Two
distinct plasma regimes are defined and the subtrate dependence of the etching process
will be examined.
Chapter 4 is the exploration of the quality of graphene edges defined with hydrogen
plasma etching via atomic resolution atomic force microscopy, raman microscopy, and
low temperature transport measurements.
Chapter 5 deals with adiabatic nuclear demagnetization experiments in a CBT. The
cryo-free refrigerator and the working principle of the CBTs will be briefly explained.
Comparison of three cool-downs with different ramp-rates and precooling durations
will be presented in order to understand the effect of these experimental parameters
on the efficiency of the AND process. Also, possible limitations that prevent reaching
lower temperatures will be discussed.
Chapter 6 is the conclusion of this thesis, where the main results are recapped and an
outlook on future experiments will be given.

92 Theoretical and Experimental Background
The general physics behind the experiments conducted for this thesis have been well
known to the scientific community and also explained in many books and review
papers[11, 12, 14, 25, 32] . In this chapter, the phenomena related to our specific
experiments will be explained and laying the basis for understanding further experi-
ments in the later chapters. First, graphene nanoribbons, their edge-related electronic
properties and fabrication methods will be briefly explained. Since Raman microscopy
is an important tool for our experiments, it is also necessary to describe the Raman
spectrum of Graphene and its interaction with the edges. Finally, basic physical prin-
ciples of ultra-low temperature experiments will be summarized.
2.1 Graphene:Theoretical Perspective
In graphene, carbon atoms are arranged in a hexagonal lattice structure which can
also be seen as two triangular lattices interpenetrating each other, see Figure 2.1.
These triangular lattices make up two sublattices A and B and they are responsible for
peculiar phenomena [11].
In monolayer graphene, three of the electrons hybridize as sp2 and create covalent σ
Figure 2.1: A) Hexagonal real lattice structure of graphene, consisting of two sublattices
with atoms A and B, as coloured blue and yellow. This hexagonal lattice structure can be
viewed as a combination of two triangular lattices. ai show the unit lattice vectors and δi
are nearest neighbour vectors. B) Brillouin zone of graphene is depicted with K and K′ as
being two unequal valleys. bi are the unit reciprocal lattice vectors. C) Low energy linear
dispersion relation is shown at six Dirac points. Figure adapted from [33].
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bonds, making graphene mechanically a very strong 2D material [8]. The fourth elec-
tron forms the 2pz orbital perpendicular to the graphene plane. This orbital creates
the so called pi bands and is in charge of the electrical conductivity of graphene. The
electronic dispersion relation of graphene is calculated with tight-binding approxima-
tions based on these pi-states. The conduction and valence bands touch each other at
six Dirac points, corresponding to the six corners of the Brillouin Zone. Out of six, two
inequivalent sets of three Dirac points are labelled as K and K′, giving rise to valley
degeneracy of 2. For small energies, the dispersion relation is linear in momentum,
ε = ±~νF~k, meaning that charge carriers move at constant speed around these points,
given by the Fermi velocity νF ≈ c/300. The electron dynamics in graphene is thus
effectively relativistic such that the linear dispersion relation can well be described by
Dirac equation for massless Dirac fermions. This implies that the effective mass of the
charge carriers in this region is zero.
In undoped graphene, the Fermi energy lies at the Dirac point, namely at the charge
neutrality point (CNP). This makes graphene known as a zero-gap semiconductor. A
novel property of graphene stemming from two equal sublattices A and B is a pseudo-
spin number in addition to spin and orbital quantum numbers. Due to this pseudo-spin
number, the charge carriers at two linear branches of energy dispersion (right-moving
and left-moving particles) acquire a different chirality and become independent of each
other.
2.1.1 Graphene Nanoribbons
The graphene hexagonal lattice has two crystallographic directions, known as arm-
chair (AC) and zigzag (ZZ). Graphene Nanoribbons (GNRs) created with armchair and
zigzag edge termination have different characteristics in their electronic structure de-
pending on the edge type and width of the ribbon. Tight-binding calculations show
that ribbons with armchair termination have gapped semiconducting or gapless metallic
behaviour, alternating with increasing width [34–38]. Within the same model, metallic
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behaviour is predicted for all zigzag ribbons with almost flat bands extending over one
third of the 1D Brillouin zone at the Fermi energy, see Figure 2.2. These bands get
flatter and flatter as the width of the ribbon increases. These dispersionless states are
localized at the zigzag edges and decay very quickly into the bulk of the ribbon.
The origin of this difference in band structure is related to two sublattices forming the
graphene lattice. For armchair ribbons, the atoms sitting at one edge belong to both
sublattices A and B, whereas in zigzag ribbons one edge consists of atoms belonging
to only one sublattice and the opposite edge atoms belong to the other. This means
that wavefunctions for both sublattices must vanish at both edges for armchair ribbon.
On the other hand, at opposite edges of the zigzag ribbon sublattice A and B have
non-vanishing solutions.
As discussed previously, a band-gap is a key element for graphene nanoribbon based
electronics and spintronics. For semiconducting AC-GNRs, a gap opens due to the con-
Figure 2.2: Structure of a A) metallic armchair and B) zigzag nanoribbon with N, defining
the number of atoms across the ribbon. Black atoms are carbon and white are neutral
hydrogen atoms terminating the dangling bonds. Energy band structure and corresponding
density of states for a metallic armchair ribbon and for a zigzag ribbon is shown in C) and D),
respectively. The high density of states at the Fermi energy corresponds to localized charge
density at the edges of the zigzag ribbon in real space, as depicted in the inset. Here, blue
and red regions correspond to conduction and valence electrons. Figure adapted from [39].
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finement potential where the energy of the splitting decreases with increasing width
[13, 34–38, 40]. In ZZ-GNRs, band gap originates from staggered sublattice potential
due to spin ordered states at the edges [40]. Besides, as a result of the one dimensional
confinement, the transverse modes of the ribbon are quantized and conductance quan-
tization is expected for GNRs with crystallographic edges [41]. For AC-GNRs, valley
degeneracy is lifted due to the intervalley mixing at the edges and steps of 2 e2/h are
predicted. For ZZ-GNRs, both spin and valley degeneracy is maintained and steps of
4 e2/h are anticipated [36, 42].
The peculiar property of ZZ-GNRs is the magnetic ordering at the edges. The flat
bands at the fermi energy give rise to a high density of states. Upon inclusion of
spin degrees of freedom in the mean-field Hubbard model, ferromagnetic ordering of
electron spins at opposite edges of the zigzag ribbon with anti-parallel orientation is
predicted [13, 40, 43, 44]. The magnitude of the antiferromagnetic ordering scales
inversely with the square of the ribbon width [45]. When electron-electron interactions
are also introduced, a band gap opens at the flat-band region as shown in Figure 2.3.
For high doping levels, magnetism is no longer maintained since the Fermi level is tuned
away from the flat band region [12, 45].
Figure 2.3: A) Schematic magnetic structure of a zigzag ribbon showing two opposite
magnetic moments, red and blue, at pooposite edges. B) Electronic band structure and
corresponding density of states of a zigzag ribbon calculated in mean-field Hubbard model
with certain on-site Coulomb repulsion potential. The gap opening at Fermi level is due to
the electron-electron interactions. Figure adapted from [39].
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2.1.2 Graphene Nanoribbons with Edge Disorder
All the above theoretical predictions are based on perfect crystallographic edges with
no disorder and the dangling bonds of the edge atoms being terminated by neutral
hydrogen atoms. To date, only few experiments have given hints of perfect ZZ or
AC-GNR features since fabricating ribbons with perfect edges proved to be highly
challenging, as will be explained in detail in the next section.
Theoretical studies show that edge roughness has a significant effect on the edge states
of nanoribbons, resulting in the collapse of the above-mentioned electronic properties
predicted for perfect-edge ribbons. Conductance for non-perfect edges is suppressed due
to several reasons and quantization of conductance disappears due to loss of ballisticity
[46, 48–50].
The edge roughness decreases the number of conductance channels at the edge and
localizes charge carriers at the edge [50]. Depending on the total width and penetration
of roughness into the bulk of the ribbon, this can lead to formation of quantum dots and
observation of coulomb blockade, as illustrated in Figure 2.4 [46]. Also, edge defects act
as random scatterers and enhance the backscattering at the edges, leading to Anderson
Figure 2.4: A) Sketch of a GNR with deep vacant edge sites, leading to necks and formation
of dots along the ribbon, taken from [46] B) DFT simulation of the suppression of magnetic
moments localized at the edges of a zigzag ribbon with vacant sites. From top to bottom,
vacant sites get closer to each other, similar to increasing edge disorder. Figure taken from
[47].
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localization if the nanoribbon is longer than the localization length [50]. Moreover, the
disordered edges will lead to loss of localized magnetic moments at the edges of a
zigzag ribbon because vacancies and impurities at the edge would not contribute to
the density of states at Fermi energy [47]. It should be noted that the effect of edge
roughness in conductance is edge-type and width dependent as well as being correlated
with the existence of a intrinsic band gap or a transport gap. For example, conductance
suppression should be weaker in wider ribbons for the same edge disorder density [50].
There are several studies where edge states are predicted to be robust under some
specific conditions. For example, ballisticity could be maintained for low edge disorder
[48]. In case of a ZZ-GNR, edge states can survive when the width changes slowly
with step-edges where zigzag edge is interrupted with armchair segments [34]. For
semiconducting AC ribbons, electronic states are predicted to be robust against edge-
disorder for low energies [51].
Other than edge disorder, bulk disorder, substrate dependent varying potentials
(electron-hole puddles) and edge passivation can suppress the conductance in edge
channels [48, 52]. The dangling bonds of the Carbon atoms located at the edge can
be passivated with atoms or molecules other than Hydrogen (especially due to the
chemicals involved in the sample fabrication environment). Any non-neutral edge
passivation, again, results in modification of electronic structure at the edge [49].
2.2 GNRs in Experiment: Fabrication, Edge Character and
Electronic Structure
Since single layer graphene became available for physics experiments, many physical
phenomena have been tested and graphene nanoribbon devices in various structures
have been proposed. Alas, the fabrication of graphene nanoribbons with atomic scale
ordered edges has been proven to be extremely challenging. Throughout the years
many different approaches have been presented and investigated.
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There are two distinct groups of GNR fabrication, top-down and bottom-up ap-
proaches. In a top-down approach, the GNR device is simply cut or shaped in
a larger graphene sheet via etching. Oppositely, in bottom-up approaches, GNRs
or nanostructures are grown atom by atom via deposition or molecular assembly.
Each group has various different methods to produce such ribbons. As a result,
GNRs produced with different methods resulted with qualitative differences in their
electronic properties and edge configuration. While some of them are successful in
producing highly ordered edges but poor in electronic quality and practicality, some
others are much more practical to implement as nano devices but poor in producing
atomically perfect edges. This section summarizes major methods of GNR fabrication,
their characteristics and performance so far. It is important to see the state of the art,
so we can place our H-plasma method in full picture and compare its advantages and
disadvantages.
2.2.1 Lithographical Methods
The most used top-down approach to fabricate graphene nanoribbons is to use an etch-
mask to define the geometry of the device and expose the sample to Ar/O2 plasma
to etch away the unprotected graphene regions. The easiest etch-mask is by using
a PMMA polymer and then shape the mask with e-beam lithography. This method
allows precise control of geometrical shapes down to about 20 nm. Some other methods
that have been used as an etch-mask are silicon nanowires [53], PS-PDMS copolymer
films [54], meniscus-mask [55], etc. Since all these methods have their own limitations,
PMMA masks are the most accepted method for top-down processes.
The biggest drawbacks of Ar/O2 plasma etching are the poor edge-quality and the fact
that the process is not anisotropic. During the etching process, the bombardment of
energetic particles from the plasma breaks the chemical bonds, dissociates atoms in
any direction and creates rough edges. Graphene nanoribbons created with disordered
edges with this method have been investigated and laid the basis for understanding
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the transport properties of such devices.
As explained by theory, the nanoribbons are supposed to show intrinsic energy gaps
around the charge neutrality point which scales inversely with the width due to con-
finement (namely, confinement gap). However in reality, the observed suppressed con-
ductance (transport gap) was usually larger than anticipated intrinsic confinement gap
and included sharp conductance resonances, as shown in Figure 2.5A [56–58]. These
resonances occurred at low temperatures due to the charge transport between local-
ized states which dominate the density of states around CNP [59–61]. Moreover, this
transport gap was observed to shift or change size after annealing of sample at high
temperatures. This pointed out that the localized states are due to the doping of GNR
and disorder due to charged impurities [57].
Combined with the confinement gap, the charged impurities which are spread over
the graphene sheet create an inhomogeneous potential landscape and in turn form a
series of quantum dots (localized states) along the ribbon, as depicted in Figure 2.5B.
The resonances inside the gap can be explained by tunnelling through these quantum
Figure 2.5: A) Conductance mesaurement near the charge neutrality point showing the
transport gap region. Left inset is the zoom-in of the gap region, clearly showing the conduc-
tance peaks. Right inset is the AFM image of the measured single layer graphene on SiO2
device. Figure taken from [56]. B) Sketch of the band structure of a graphene nanoribbon
with disordered edges with respect to position at the top and corresponding charge map on
lateral plane. Here red regions correspond to hole doped and blue regions correspond to
electron doped regions. Conduction and valence band edges shift in energy, creating electron
and hole doped islands along the ribbon, like multiple quantum dots. Charge carriers can
hop from one region to another at certain energies and also due to Klein tunneling. Figure
taken from [57].
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Figure 2.6: A) Colour map of spatial charge density variations in the graphene supported
on SiO2. Red regions correspond to electrons and blue regions to holes. Figure taken from
[52]. B) SEM image of suspended graphene ribbons, about 1µm above SiO2 substrate and
the schematic of the suspended structure. As seen, the ribbon is strongly deformed after
current annealing, creating a narrow constriction in section B, rather than a long parallel
edged ribbon. Scale bar is 2µm. Figure taken from [62].
dots. The same mechanism is also responsible for the observation of Coulomb blockade
diamonds of multiple quantum dots [56–58, 63]. An important experiment was done by
Martin et al., in which they imaged the charge puddles in graphene on SiO2 substrate
by using a scanning electron transistor, shown in Figure 2.6A [52]. This experiment
pointed out the effect of the substrate on the transport properties of graphene sheets.
One alternative way to overcome the charge inhomogeneities due to the substrate is
to suspend the sample, depicted in Figure 2.6B. After current annealing, this enabled
reaching mobilities of 200′000 cm2/(Vs) [64] and also observation of quantized conduc-
tance [62].
Other than charge-hole puddles, SiO2 substrates presented other limitations on the
electronic quality of graphene due the charged surface states and impurities [65], sub-
strate surface roughness [66, 67] and surface optical phonons [68, 69]. To overcome
these issues, Dean et al. proposed to use hexagonal Boron Nitride (hBN) as an un-
derlying dielectric substrate [70]. hBN is an insulating isomorph of graphene lattice
structure with a small (1.7%) lattice mismatch [71]. It is relatively inert and expected
to be free of surface charge traps and also has been shown to conform to both corru-
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gated and flat substrates [66, 72]. Moreover, the single crystal pieces of hBN can easily
be grown and transferred. Since the discovery of its advantages, hBN is the choice of
material as an insulating substrate for almost all graphene devices.
hBN can also be easily exfoliated like graphene flakes and it allows patterning of
graphene device structures with lithographical methods. Graphene nanoribbons
on hBN substrates were fabricated with oxygen plasma and showed mobilities of
around 50′000 cm2/(Vs) [74]. Lately, hBN has started to be used as a caping layer
to protect the graphene layer from fabrication residues of further processes, shown in
Figure 2.7 [73], which even improved the device performances, allowing the mobilitiy
of 150′000 cm2/(Vs) for point-like constriction samples [75] and on the order of
106 cm2/(Vs) for 2D device structures [76, 77]. Even though one could produce GNRs
with various dimensions easily with lithography, the field of research is still seeking
to produce ribbons with edges along crystallographic directions and with much less
disorder to exploit the peculiar properties of ZZ and AC ribbons.
Figure 2.7: Schematic of monolayer graphene encapsulation. As a first step of fabrication,
graphene is encapsulated between two thin hBN layers by dry pick-up method. Then the
etching mask is employed via e-beam lithography to shape the flake as desired. Plasma etching
is also employed to etch trenches to further deposit metal for 1D etch contacts. Figure taken
from [73].
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2.2.2 Sonication of Intercalated Graphene
One of the first chemical approaches to obtain narrow graphene nanoribbons is based on
sonication [78]. In this method, commercial expandable graphite is exfoliated by a rapid
temperature increase up to 1000 ◦C in forming gas. When heated, the intercalation
compounds which were synthetically absorbed into graphite layers decompose into gas
particles and create an inter-layer pressure to push apart graphite planes in c axis
direction. As a result, a huge volume expansion is observed, see Figure 2.8A. The
material is then dispersed in an appropriate solution with specific chemical agents to
be sonicated and form into small flakes. After that, bulk graphite pieces are removed
by centrifugation. Finally, GNRs are carefully transferred on suitable subtrates such
as SiO2 for further characterization, as shown in Figure 2.8C. This method produces
large amount of graphene flakes including GNRs with often narrow (<10 nm to ∼50 nm
and long (up to 1µm) dimensions.
It turned out that this method produces flakes with one to few layers, determined by
atomic force microscopy mesaurements. Even though this method suggests very smooth
edges [78], non-perfect edges with mixture of zigzag and armchair segments is evidenced
Figure 2.8: Main steps of fabricating GNRs by sonication. A) Commercial expandable
graphite is exfolited thermally at 1000 ◦C and then dispersed in appropriate solution for
sonicaiton. Sonication creates a homogenous solution with many graphite and graphene
pieces. B) Centrifugion helps to eliminate big graphite pieces and form a solution with thin
graphene layers. C) AFM images of sonicated GNRs, transfered on SiO2 substrate. All scale
bars are 100nm. As seen, the ribbons show very smooth edges, however they are shown to
be chiral rather than zigzag or amrchair. Figure adapted from [78].
20 2 Theoretical and Experimental Background
in electronic measurements [79, 80]. The narrow (<10nm) GNRs show semiconducting
behaviour at room temperature, whereas wider ribbons showed metallic behaviour
without a gap [79]. Even though the quality of these ribbons can be improved by high
temperature annealing in inert atmospheres, low mobilities around 100− 200 cm2/(Vs)
are measured for narrow ribbons indicating low performance as a field effect transistor,
possibly due to the residues of chemicals used in the process of fabrication.
2.2.3 Carbon Nanotube Unzipping
Carbon nanotube unzipping is intensely studied to form one or few layer graphene
nanoribbons from unzipping single wall or multiwall carbon nanotubes (CNTs) by
solution based oxidation [81], immersing in PMMA with controlled etching [82], soni-
cation [83], using cobalt or nickel particles as precursors [84] and partly unzipping with
Zn sputtering [85]. This method can be applied to both single wall and multi CNTs,
forming single layer and multilayer GNRs, respectively, depicted in Figure 2.9.
Even though unzipping CNT results in GNRs with very smooth edges, the edges are
shown to be chiral rather than perfect ZZ or AC by Raman [82, 83, 85], STM and STS
measurements [86]. Electronic transport measurements on substrate [82, 83, 87, 88] and
on suspended samples [89, 90] also did not show features of electronic band structures
of ZZ or AC edges.
Figure 2.9: Schematic of carbon nanotube unzipping process, forming a perfect zigzag edge
graphene nanoribbon from a single-wall carbon nanotube. Figure adapted from [81].
This method showed comparable electronic quality to lithographically fabricated rib-
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bons. Quantum dot formation and coulomb blockade have also been observed and
mobilities up to 2′000 cm2/(Vs) are measured [91, 92]. Experiments also pointed out
that unzipping method needs to be improved further for better performance since it
includes many chemicals during the process, which would cause surface adsorbtion and
edge functionalization, resulting in quality degradation [87, 92].
2.2.4 Bottom up Fabrication from Molecular growth
One important bottom-up fabrication method of producing graphene nanoribbons with
atomically precise edge structures is by molecular assembly. This approach is pro-
posed by surface-assisted polymerization and subsequent cyclization of suitably de-
signed molecular precursors [93–96]. In this method, the synthesized GNR structure
is atomically well-defined as revealed by STM images and the topology is fully deter-
mined by the precursors. It is possible to produce few nanometer straight armchair
[93] and zigzag [94, 97] nanoribbons, as shown in Figure 2.10.
STS measurements of these devices report band gaps of 2.3 eV for N=7 AC-GNR [94]
and 1.9 eV for the energy splittings of edge states of a N=6 Z-GNR transferred on NaCl
substrates [96]. The non-triviality of this process is to produce or transfer GNRs onto
Figure 2.10: A) STM image of chevron-type GNRs fabricated on a Au(111) surface. Inset
shows the high-resolution STM image and a DFT-based simulation overlaid with molecular
model of the ribbon (blue, carbon; white, hydrogen). Figure adapted from [93]. B) Large-
scale STM image of zigzag edged GNRs on Au(111) surface after annealing at 625K. Inset
shows high-resolution STM of a 6-ZGNR, with the superimposed structural model. Figure
adapted from [97].
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an insulating substrate. The molecular assembly mechanism works only on catalytic
surfaces such as Au(111) and Ag(111) and the strong electronic coupling between the
ribbons and the metal surface obscures the detection of the electronic edge states.
Therefore the technological use of this fabrication method faces some challenges, such
as contacting the short ribbons via metal deposition for transport measurements or its
extension to substrates that are technologically relevant. Methods to transfer intact
GNRs from gold films onto suitable substrates are still under investigation.
Another noteworthy molecular bottom-up chemical synthesis has also been reported
to produce GNRs encapsulated in single-walled carbon nanotubes by confined poly-
merization [98]. Analysis of the HRTEM images showed that the nanoribbons were
often nonuniform in the width with a visible variation in the range of few nanometers.
The geometrical shape turned out to be complicated such that the ribbons were ob-
served to twist and form helical configurations. If further investigated and improved,
perfect edge GNRs encapsulated by single wall nanotubes would be useful for certain
spintronics applications.
2.2.5 Epitaxial Growth on SiC Step Edge
Sprinkle et al. developed a patterned growth of GNRs based on both lithography and
epitaxial growth on SiC subtrates [99, 100]. When heated in vacuum or in an inert
atmosphere, SiC decomposes by silicon sublimation and the remaining carbon atoms
rearrange as a graphene layer. By etching trenches on the surface of SiC, one can
let graphene layers grow only on those etched facets, which also determines the width
of the grown ribbon, see Figure 2.11. One can fabricate GNRs as narrow as 40 nm,
determined by trench depth. The first example devices created with this method
showed room temperature mobilities up to 2′700 cm2/Vs and demonstrated scalability
by fabricating 10′000 top gated graphene transistors on a SiC chip [100]. Mobilities on
the order of 106 cm2/(Vs) have been reported for 40 nm wide ribbons, which presented
this technique as a valuable and promising one to be improved compared to the other
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methods [101, 102].
Figure 2.11: A) Self-organized graphene nanoribbon grown on the (110n) facet of SiC. The
facet is formed via thermal relaxation of the step-edges of the trench made by lithography.
B) Schematic of a full transistor device with source and drain electrodes and with a top gate
insulated from the graphene layer to control the charge doping. Figure adapted from [100].
2.2.6 Other methods
In order to complete the picture, other minor examples of shaping graphene flakes are
summarized here. One of them is to use catalytic particles to cut through graphene
flakes. Metallic particles such as Fe or Ni interact with graphene in the presence of a
hydrogen atmosphere and dissociate carbon-carbon bonds [103–106]. This interaction
etches graphene with well defined edges. However the etching direction can not be
predetermined and can follow random directions, creating a wide variety of geometrical
nanostructures, as shown in Figure 2.12. TEM studies [107] and ab intio calculations
[106] suggests that zigzag edge is more favourable to be followed by metal particles.
Another method is carbothermal etching of graphene sheets at 700 ◦C in Ar atmo-
sphere which create hexagonal etch pits with nearly perfect edges confirmed by Raman
measurements [108, 109]. The low D peak in the resulting Raman spectrum indicates
low disorder and highly ordered zigzag edges. However, there are no transport mea-
surement reported on nanoribbons created with this method. Other methods are to
employ anisotropic etching during CVD growth [110–114] and using an AFM tip to
create trenches by oxidizing carbon atoms on the surface [115].
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Figure 2.12: A) Cartoon of the process, showing the absorbtion of carbon from graphene by
Ni particles. Inset shows the summary of the hydrogenetaion reaction of dissociated carbon
atoms, forming methane as the yield of the reaction. B) and C) Sketch and AFM image of
nanoparticle assisted etching in single layer graphene. Certain angles between trenches show
how the chirality is preserved during the process, making randomly shaped nanostructures.
Figure adapted from [103].
2.2.7 Hydrogen Plasma Etching
Among all the etching and growth techniques, those which are anisotropic are
favourable since a crystallographic direction is chosen by the nature of the process.
Hydrogen plasma etching is an anisotropic etching technique which creates hexagonal
etch-pits with edges along the zigzag direciton. It was first proposed by McCarroll
et al. [15, 116] and later studied by Yang et al.[117]. When graphene is exposed to
hydrogen radicals, these radicals etch graphene, creating hexagonal holes starting from
defective sites, as can be seen in Figure 2.13. The crucial point of this technique is
that the process can be controlled by defining artificial defects via e-beam lithography
to produce on-demand graphene nanoribbons and structures as illustrated in Figure
2.14 [118].
Several works have investigated the details of this process. The process was first develop
for graphite flakes and then applied to graphene flakes. This revealed that the underly-
ing substrate is highly influential for the etching characteristics. It has been shown that
etching of single layer graphene on SiO2 is isotropic and give circularly shaped holes
[118–122]. The process is highly anisotropic on hBN [119, 122], graphite [117, 122] and
for few layer graphene on SiO2 [118, 120–122]. Atomic resolution Scanning Tunnneling
Microscopy (STM) maeasurements showed that the etched edges on graphite are along
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Figure 2.13: AFM images showing the hexagonal etch pits on graphite surface. A) Large
scale hexagonal etch pits created by H plasma on the top layers of a graphite flake. B) STM
image of two intersecting hexagonal etch pits of monolayer depth, as illustrated by the profile
scan in the inset. C) Atomic resolution image of the square marked region in b, showing that
the etched edge is parallel to the zigzag direction. Figure adapted from [117].
the zigzag direction, see Figure 2.13C [117]. However, true microscopic picture could
have never been achieved.
Early electronic transport studies on transistors with H plasma etched ribbons showed
on-off ratios of about 10 [117] for narrow ribbons of 10 nm on SiO2, which is a low ratio
for a transistor device. Carrier mobility of 2′000 cm2/(Vs) was measured for a 10 nm
wide few layer ribbon on SiO2 [118]. A recent work from the same group reported
carrier mobility of 10′000 cm2/(Vs) for 10nm wide single layer GNRs on hBN [119] and
investigated the magnetotransport properties at low densities [123].
So far, no direct evidence have been shown to describe the etching process on the
molecular level. An attempt with molecular dynamics situation gives some insight
to the underlying chemical process [124]. This theory explains the etching process in
Figure 2.14: From A to D, the process to shape nansoturcutres by e-beam lithography is
depicted. First, graphene is deposited on a suitable substrate, shown in purple. Then circular
hole etch mask is introduced via e-beam lithography in the second step and the holes are
etched with oxygen plasma in step C. At the final step, hydrogen plasma starts to etch from
circular holes and form hexagonal holes. Figure adapted from [118].
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three phases, as illustrated in Figure 2.15. Full hydrogenation of GNR free edges during
phase 1 reduces the potential barriers to H chemisorption on near-edge C atoms from
the basal plane. Subsequent hydrogenation of near-edge C-C dimers creates mechanical
stress between C atoms (due to local sp2-to-sp3 rehybridizations) which leads to the
rupture of C-C dimers bonds, unzipping locally the 1st and 2nd edge carbon rows.
The unzipping then propagates randomly along the GNR edges and creates suspended
linear carbon chains (phase 2). Due to the continuous H bombardment and strong
thermal vibrations, the suspended carbon chains are weakened and may then rupture,
leading to the sputtering of their carbon atoms as single C atoms or C2 molecules
(phase 3).
Even though this method has been known for some time and investigated by different
groups, full characterization of physical and electronic properties are missing. The
details of how the etching process depends on the etching parameters, characterization
of edge quality and electronic measurements on ribbons created with that method will
be the subject matter of the following chapters.
2.3 Raman Spectroscopy in Graphene
Raman microscopy is one of the most common techniques to characterize carbon based
materials such as graphene, carbon nanotubes, fullerenes. It is fast, non-destructive
and gives insight on structural and electronic properties of the surface. The features
and interpretation of graphene Raman spectra are investigated and well-established in
literature. A quick look at the Raman spectrum of a graphene flake can immediately
disclose the number of layers, orientation or amount of disorder etc. Plus, further anal-
ysis of the Raman features can demonstrate more detailed properties of the structure,
such as strain, doping, functional groups.
The Raman spectra of monolayer graphene have two distinctive features. The first
one is the so called G-peak which appears at around 1580 cm−1 and the other one
is the 2D-peak at around 2670 cm−1 for the laser excitation of wavelength 633 nm
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(green). Another prominent peak which appears in the case of disorder is the D-peak
at 1320 cm−1.
The G-peak originates from a normal first order Raman scattering process as can be
seen in Figure 2.16. It is associated with in-plane vibration of sp2 carbon atoms and it
is a doubly degenerate (TO and LO) phonon mode (E2g) at the Brillouin zone center
(Γ) [125] . On the other hand, the D and 2D peak originate from a second order (double
resonance) process which involves two phonons for 2D peak and one TO phonon and
one defect for D peak. The 2D peak is also called G′ in literature since it is the second
most prominent peak of graphite samples after G peak. In graphene spectra, there is
also D′ peak which is a weak disorder-induced feature, arising around 1620 cm−1.
The double resonant process, shown in Figure 2.16 proceeds as follows: an electron of
wave-vector ~k around K valley absorbs a photon with energy Elaser and is scattered
inelastically by a phonon or by a defect of wavevector q to another point around K′
valley. The electron is then scattered back to the k state, recombines with a hole and
Figure 2.15: Illustration of the molecular dynamics simulation showing how the Hydrogen
plasma dissociates carbon atoms at free edges of graphene. First, (A) the edges are hydro-
genated (green is Hyrdogen) which leads to H chemiabsorbtion of near-edge atoms. (B-C)
Subsequent hydrogenetaion breakes more C-C bonds, creating mechanical stress along the
edge, while forming a long Carbon chain (D-E-F). At the last step, the full carbon chain
breaks free from the graphene plane. Figure adapted from [124].
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Figure 2.16: The resonance processes of phonons creating the G, D, D′ and 2D peaks.
Figure adapted from [125].
emits a photon. If the two scattering process involve two phonons and are inelastic, then
the result is the 2D-peak. On the other hand, if the electron is elastically scattered
by a defect (instead of one phonon) and then inelastically by a phonon, then the
process results in D-peak. This double resonance process is an intervalley process since
the scattering events occur in between two inequivalent K and K′ valleys in the first
Brillouin zone of graphene. Moreover, the D′ peak is also a double resonance process
but it is an intravalley process since it occurs in the same valley as pictured in Figure
2.16.
These main peaks, G, D and 2D, are used to determine the character of graphene
samples at hand. First of all, one can determine the layer thickness by looking at the
shape of 2D peak, especially to differentiate a single layer from multilayer. As can
be seen in Figure 2.17, for single layer graphene, the 2D peak can be fitted with a
single Lorentzian, whereas more layered samples require more peaks to be fitted. The
multipeak structure of 2D peak for more than 2 layers is related to the dispersion of
pi electrons in graphene [127, 128]. In addition, the increase in intensity of the G-
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Figure 2.17: Raman spectra showing the difference in 2D peak height and shape depending
on the number of layers. The single and multiple Lorentzian fits are shown in the right panel.
Figure adapted from [126].
peak is due to the fact that more carbon atoms contribute to scattering for multilayer
graphene. Secondly, mechanical deformations and charge doping also cause modifica-
tions in Raman spectra. A detailed analysis in the peak positions and bandwidths of
G, D and 2D peaks can give information about whether the graphene sheet is under
strain or if it is doped [33, 129, 130]. Especially, the relative intensity of 2D peak with
respect to G peak, I(2D)/I(G), is a common method to determine if the graphene sheet
is doped. High levels of doping will result in a significant decrease of this ratio [131].
2.3.1 Raman Spectrum of Graphene Edges
The disorder-related D peak is not only a measure of the density of defects in a graphene
sheet, but also it is the litmus test to determine if an edge is armchair or zigzag
terminated. The boundaries of a crystal is also considered as a defect, and for the case
of monolayer graphene, the edges of a graphene sheet are extended one-dimensional
defects and stimulate scattering events which contribute to D-peak intensity in the
Raman spectra. For AC and ZZ edges, the double resonance process is different. This
difference in the scattering event gives rise to D peak for AC edges, however it does
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not occur for ZZ edges and results in the absence of a D peak. This feature can be
utilized to determine if the edge is along ZZ direction or AC direction.
In Figure 2.18, the graphene lattice is depicted in real space (A) and in Brillouin zone
(B), oriented according to real space. As explained, the double resonance process starts
with a scattering event by a phonon of wavevector q from K valley to K′ valley. After
that the electron is scattered back to K valley by a defect in which momentum should
be conserved such that dx = −q. In panel A of Figure 2.18, the defect wavevectors are
drawn for armchair and zigzag edges which are perpendicular to the edge. Comparing
with the Brillouin zone picture, it is clear that the armchair wavevector da is able
to complete the double resonance process by connecting two points near K and K′
valleys. However, the zigzag wavevector dz cannot connect two valleys for a momentum
conserving elastic scattering event. Thus, the Raman spectra will show D peak only
for armchair edges but not for zigzag edges [132]. This peculiar difference between
armchair and zigzag edges has been observed experimentally by several groups and
since then have been used as a method to differentiate between armchair and zigzag
edges [132–134]. It should be noted here that the D′ band occurs for both armchair and
Figure 2.18: Schematic illustration of the double resonance process for zigzag and armchair
edges. A) Graphene lattice in real space with edge-scatttering wavevectors corresponding
to each edge. B) First Brillouin zone of graphene as the edge-scattering vectors are drawn
parallel to real space. This image explicitly shows that the scattering from the zigzag edge
does not intersect with another valley to complete the double resonance process. Figure
adapted from [132].
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zigzag edges since it is an intravalley process and can satisfy momentum conservation
for both cases.
Indeed, this property depends severely on the quality of the edge. Ideally, a perfect
armchair edge gives high D-peak, whereas for a zigzag edge, D-peak is absent. However,
even though an edge generally follows a zigzag direction, it may include some armchair
segments and this will result in some weak D-peak intensity. In this case, a more
detailed analysis is highly useful to determine the percentage of armchair contribution
along a zigzag edge. This brings into the play the polarization dependence of the
incident and scattered light from these edges.
Raman scattering from these edges exhibits a polarization dependence on both the
incident and scattered light polarizations [132, 134]. Because of the optical anisotropy
of graphene, the optical absorption and emission is proportional to ~P× ~k where ~P is
the direction of polarization and ~k is the wavevector of electron [125]. As a result of
this polarization dependence, the D-peak intensity obtains a cos2θ factor where θ is
the angle of incident light polarization with respect to ~k. This means that the D-peak
intensity will be maximum when the light polarization is set parallel to the edge and
Figure 2.19: A) I(D)/I(G) as a function of θin, the polarization angle. As the polarization
is swept, clear oscillations in D peak intensity is observed for two different edges. Black data
points can be assigned to an armchair edge and blue data points to a zigzag edge including
armchair segments. The clear finding is that the intensity is maximum when the polarization
is parallel to the edge. Figures adapted from [134] B) Polarization dependence of G peak for
pure zigzag, pure armchair and partial zigzag segments in average armchair direction. Figure
adapted from [135].
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minimum when perpendicular.
Further analysis by Casiraghi et al. [134] in a polarization dependent case proposed
that, by scanning the angles of polarization, one can obtain the sinusoidal behaviour of
the D peak and infer whether the edge is along armchair or zigzag direction and roughly
determine its disorder. It should be noted that for impurities, short range defects and
also short range AC segments at the edge (shorter than ~νF/ ∼ 0.6nm where ~ is the
Planck’s constant, νF is the Fermi velocity of the electrons and  is the energy of the
electrons measured from Dirac point), the backscattering probability does not depend
on the angle of incidence. So these kind of defects at the edge will result in D-peak
intensity regardless of light polarization.
In Figure 2.19A, I(D)/I(G) is represented for two cases, red curve for armchair edge
and blue curve for zigzag edge where θin is measured with respect to the direction of the
edge. One can clearly see that, both of these curves do not go to zero for perpendicular
orientation, which implies that the edges have some defective sites to result in D peak.
The ratio of I(D)min to I(D)max can also be used to extract the amount of disorder along
the edge [134]. The general dependence of D peak intensity on the incident polarization
direction can be written as:
I(D)(θin) = I(D)min + [I(D)max − I(D)min]cos2(θin − θmax) (2.1)
where I(D)min and I(D)max are minimum and maximum D peak intensities and θmax is
the angle at which I(D)max is measured. For long armchair segments (for nearly perfect
edges) we expect ρA0 = I(D)min/I(D)max to be small and θmax to correspond to armchair
direction. Now we can generalize this analysis to disordered cases. For armchair edges,
a disordered armchair edge can have segments with 3 different orientations. If we
assume the average armchair direction as reference, there will be some fraction f of
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armchair segments at ±60◦. Then we can sum up the intensities as follows:
(1− f)[ρA0 + (1− ρA0)cos2(θin)]+
(f/2)[ρA0 + (1− ρA0)cos2(θin − 60◦)]+
(f/2)[ρA0 + (1− ρA0)cos2(θin + 60◦)]
(2.2)
which results in ratio of armchair segments along the average direction, ρA:
ρA =
ρA0 + 3f/(4− 3f)
1 + 3fρA0/(4− 3f)
> ρA0 (2.3)
On the other hand, a disordered edge along zigzag direction will include armchair
segments at ±30◦ which we can denote as f1 and f2. Then addition of intensities can
be represented as:
f1[ρA0 + (1− ρA0)cos2(θin − 30◦)]+
f2[ρA0 + (1− ρA0)cos2(θin + 30◦)]
(2.4)
which gives
ρZ =
ρA0 + (2− k)/(2 + k)
1 + ρA0(2− k)/(2 + k)
, k =
√√√√1 + 3(f1 − f2)2(f1 + f2)2 . (2.5)
For a symmetric edge, f1 and f2 should be equal to each other where the maximum
intensity is measured to be along the edge direction. ρZ, the ratio of zigzag segments
along the average edge direction, should be close to 1/3 for long armchair segments
and close to 1 for short AC segments or defects.
Not only the D peak, but also the G peak has polarization dependence for different edge
types. Theoretical calculations showed that only the longitudinal optical phonon mode
is Raman active near an armchair edge whereas for zigzag edge the transverse optical
phonon mode is active [135]. This asymmetry between the edge results in observable
polarization dependence in the G-peak intensity. As depicted in 2.19B, if the laser
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polarization is defined with respect to edge direction, armchair (zigzag) edges have
clear cosine (sinus) dependence. It is important to note here that, for disordered edges,
the amplitude of this sinusoidal dependence attenuates and gives a flat response for a
chiral edge with a 50 % mixture of zigzag and armchair segments. This dependence is
also experimentally observed [136].
As summarized in this section, Raman microscopy is a powerful tool to characterize the
type and quality of graphene edges. For our experiments, it is an essential technique
to determine the structural properties of hydrogen plasma etched edges of single layer
graphene flakes, as will be the topic of Chapter 4.
2.4 Reaching miliKelvin Temperature and Below
Cooling a device to low temperatures means, in principle, sucking the heat out of it,
be it carried by the phonons or the electrons. This is achieved by efficient coupling of
a cold reservoir at TC to a hot object at TH which will eventually thermalize at a final
temperature TC < Tfinal < TH . Even though it is fairly easy to cool macroscopic or
microscopic devices down to few Kelvin, cooling further below becomes a greater chal-
lenge and requires special techniques such as using dilution refrigerators and magnetic
refrigeration.
The reasons behind the greater challenge are twofold. First of all, it is difficult to supply
a significant amount of cooling power to cool and keep a nano electronic device at low
temperatures stably. Secondly, the weak thermal transport in the case of insulators at
low temperatures, heat leaks from the warmer environment and material heat release
stand as other challenges for low temperature experiments. Hence, novel methods are
necessary to overcome these challenges.
Today in modern research laboratories, commercially available and well-established
systems are commonly used to cool below 1K. Liquid helium cryostats and pulse-tube
cryo-coolers are the two mostly used cryogenic apparatus to cool devices to about 4K
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by continuous operation. In order to go below 1K, dilution refrigerators (DR) are
used. These units can reach base temperatures of below 10mK and are the workhorses
for the low temperature experiments. However, one prominent limitation of dilution
refrigerators is the weak coupling of the coldest parts of the refrigerator to the electronic
system of the nano electronic device through insulating paths, resulting in electron
temperatures that are typically higher (>50mK) than the refrigerator temperature
[137].
Adiabatic Nuclear Demagnetization (AND) is another well-known technique to reach
below miliKelvin temperatures in condensed matter systems. In this technique, con-
duction electrons inside a metal are cooled directly by the nuclear spin bath. The
lowest temperatures reported so far in a nuclear refrigerator (NR) are 1µK for elec-
trons in Pt [138] and 300 pK for nuclear spins in Rh [139]. One of the advantages of
this method is the possibility of coupling the nuclear refrigerator to the measurement
leads of a separate nanoelectronic device via conductive paths. A disadvantage on the
other hand is that AND is a single-shot technique and it allows limited amount of time
at the lowest temperature for the actual experiment.
Phonons and electrons are responsible for heat transport inside a material. Therefore,
their thermal conductivity is an important parameter. At low temperatures (T  ΘD,
where ΘD is Debye temperature), the thermal conductivity of phonons, κph, scales
with T3 and for electrons, κel ∼ T. This results in weaker thermal conductivity as
the temperature gets lower and it is further weaker for insulators where the heat can
only be transported via phonons. Therefore, the cooling of conduction electrons in a
condensed matter system is difficult through the insulating substrates.
AND stands as a more efficient technique since the conduction electrons are cooled
directly by the nuclei and the cooling power can be transported via conductive materials
such as the measurement leads of the nano electronic device to be measured. Here in
this section, the physics of AND and main heat sources relevant to our experiment
will be briefly explained. The techniques that are mentioned above has been known
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to scientific community for some time and their working principles, properties and
example structures can be found in detail in many textbooks [25, 32, 140–144]
2.4.1 Adiabatic Nuclear Demagnatization
Adiabatic Nuclear Demagnetization (AND) is to cool the nuclei of a paramagnetic
material by bringing the system from a high energy magnetically ordered state to a low
energy magnetically ordered state while the entropy is kept constant [25, 32, 140]. To
explain the process, we consider an ensemble of nuclei with spin I at initial temperature
Ti. First, a high initial magnetic field, Bi, is applied to the nuclear refrigerator in order
to create a spin split state according to Zeeman effect:
EZ = −mµngnB (2.6)
with nuclear magneton µn, nuclear g-factor gn and magnetic quantum number m (run-
ning from +I to -I), see Figure 2.20.
As a result of this high spin polarization, a significant amount of heat is produced. In
the second step of the process, which is called precooling, this heat of magnetization
is absorbed by the dilution refrigerator. The duration of this process depends on
the cooling power and thermal conductivity between two systems. Eventually, both
systems are thermalized at the initial (precooling) temperature, Ti.
After thermalization, the NR and the DR are thermally disconnected from each other
by the help of superconducting (Al) heat switches [145]. This is to assure that the
cooling power supplied during the demagnetization step is not wasted to the warmer
parts of the cryostat.
The third step, demagnetization, is to ramp down the magnetic field adiabatically to a
final field Bf which is the key step where the cooling happens. In the high temperature
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limit, EZkBT, the molar entropy of the nuclear spin system is defined as [25]:
S = R ln(2I + 1)− λnB
2
2µ0T2n
, (2.7)
where R is the molar gas constant, λn is the molar Curie constant, µ0 is the vacuum
permeability and n is the temperature of the nuclei. Figure 2.21 shows the molar
nuclear spin entropy for copper (I=3/2) as a function of temperature. The red arrow
shows the reduction in temperature when the magnetic field is ramped down from
8T to final field of 80mT for a perfectly adiabatic process where the entropy is kept
constant. Then the final temperature is obtained as:
S(BiTi
) = S(BfTf
) ⇒ Tf = TiBfBi . (2.8)
So, the reduction in magnetic field determines the reduction of temperature in an ideal
process. The final magnetic field could be chosen as low as possible to reach the lowest
temperatures. However, it should be determined according to two mechanisms. First,
Bf must be higher the internal magnetic field of the NR where the internal interactions
Figure 2.20: Zeeman levels of Cu nuclei with spin I = 3/2 before and after demagnetization
step. Zeeman splitting and the relative population of the levels are calculated for nuclear
spin temperature of 6mK at 8T. When the field is adiabatically reduced to 8mT, the relative
population of nuclear spin states are maintained, resulting in lower nuclear spin temperature
of 6µK. Figure taken from [25].
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will align the magnetic moments in the NR at the lowest temperature. Second, the
cooling power of the nuclear spin bath decreases with magnetic field due to decreasing
heat capacity of the nuclei (Cn ∝ B2/ T 2). Therefore, an optimum final magnetic field
can be determined with hyperfine coupling strength K, total heat leak in the system
Q˙t and the molar Curie constant [25]:
Bf,opt =
√√√√µ0KQ˙t
λn
. (2.9)
In reality, the final temperature is affected by the heat leaks onto the nuclear refrig-
erator. These external heat leaks will cause deviations from perfect adiabaticity and
result in a higher final temperature. With that in mind, we can define the efficiency of
the process as:
ξ = BfBi
Ti
Tf
, (2.10)
which gives ξ = 1 for an ideal AND process and ξ < 1 for a realistic process due to
heat leaks. These heat leaks not only cause higher final temperatures but they are also
the reason for warm-up after the system reaches its final temperature. Since AND is
a single-shot technique, which means it does not supply continuous cooling power, the
final temperature can be only kept for a finite amount of time, hours or days, given by,
Figure 2.21: Molar nuclear spin entropy of nuclear system calculated for Cu in four different
magnetic fields as a function of temperature. Red arrow shows the adiabatic demagnetization
process from 8T to 80mT. Figure adapted from [25].
2.4 Reaching miliKelvin Temperature and Below 39
again, the amount of heat leak to the system.
2.4.2 Heat Sources
It is impossible to completely isolate an object from its environment and impossible to
stop heat flowing from hot to cold. This means that, the device which is cooled to very
low temperatures always has a link to other parts of the cryostat, which are eventually
at room temperature. So, there is always heat flowing from the warmer environment
to the cold device. Not only does one need to supply cooling power continuously, but
also extra care should be taken for proper isolation, shielding of black body radiation
from warmer parts of the cryostat, filtering to eliminate the high frequency noise from
the leads and efficient thermalization of the leads.
One typical source of heat is due to the gas particles filling the space in a cryostat.
This can be highly reduced by pumping the system to high vacuum (≤ 10−5 mbar).
Second one is the black body radiation from high temperature parts of the system to
low temperature parts, determined by Stefan-Boltzman law. Although, it is impossible
to eliminate completely, the excess heat can be reduced by protective shielding made
of highly reflective materials such as space foil. Another less obvious heat leak is due
to the internal relaxation in materials, called heat release. When a cryo system is
designed and built, the materials used in the system should be chosen accordingly for
lowest heat release possible.
Regarding the nanodevices, radio-frequency radiation which couples to measurement
leads from room-temperature equipment can bring extra heat to the electronic system.
This common problem needs proper filtering of the measurement leads, for example,
by lossy thermo-coaxes [146] and with silver-epoxy microwave filters [137]. Also, due
to electrical resistance, nanodevices are effected by Joule heating when voltage bias is
applied during transport measurements.
Among many, one particular heat source is highly relevant for the study explained
in this thesis. When a conductor is placed in a time-varying magnetic field, B˙, or
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when a conductor moves in an inhomogeneous magnetic field, eddy currents are gener-
ated. This effect produces heat continuously as long as magnetic fields and mechanical
vibrations are present in the system. The generated heat can be described by:
Q˙eddy =
GVB˙2
ρ
and B˙ = dBdt =
dB
d~r
d~r
dt . (2.11)
Here, G stands for the geometry factor, ρ is the resistivity and V is the volume.
To prevent eddy current heating, dimensions and structure of the metals inside the
magnetic field region must be carefully designed and the magnetic field inside the
solenoid volume must be as homogeneous as possible. The mechanical vibrations in the
cryostat must also be reduced efficiently. Floating tables to decouple the cryostat from
environment, big cement blocks and bellows to damp vibrations coming from pumps
are solutions to the vibration problems. As will be discussed in detail in Chapter 5,
pulse tubes are one of the main sources of vibrations in modern cryo-free systems.
2.4.3 State of the Art for microKelvin
While ultra-low temperature experiments have been extensively carried out in quantum
fluids or pure metals [32], cooling semiconductor devices below miliKelvin has proven
to be extremely challenging since the cooling power from a refrigerator must be carried
to a nanoelectronic device along resistive paths. Adiabatic nuclear demagnetization
has been utilized in cryo-free systems by single nuclear refrigerants which required
insulating links to the nanoelectronic device [147–149]. This, naturally, was inefficient
to cool conduction electrons due to reasons explained in previous sections. Up to the
day this thesis is being written, electron temperatures below 1mK have never been
reported in semiconducting nanoelectronic devices. Nevertheless, the state of the art
now approaches to this limit by cooling normal metal-insulator-superconductor (NIS)
junction devices and Coulomb Blockade Thermometers (CBTs) via adiabatic nuclear
demagnetization [31, 150–152].
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Coulomb Blockade Thermometry was invented in 1994 by J.P.Pekola et al. and mea-
sured at 4.2K [29]. So far, CBTs have been improved by several groups, resulting in
lower electron temperatures. The device design has been modified by introducing large
cooling fins to increase electron-phonon coupling and also the experimental setups were
altered for minimized heat leaks and increased AND performance. Implementing mi-
crowave filters on measurement leads helped to reduce the heat leak due to electrical
noise and resulted in electron temperatures below 10mK [137, 150]. Advances in fab-
rication of CBT samples allowed to lower the charging energy of the tunnel junctions
which increased the precision of temperature measurement in few mK range. Upon
this improvement, electron temperatures of 3.8mK is reached in a He3 immersion cell
[153] and of 4.5mK [151] and 2.8mK [31] via on-chip magnetic cooling.
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3.1 Abstract
We investigate the etching of a pure hydrogen plasma on graphite samples and graphene
flakes on SiO2 and hexagonal Boron-Nitride (hBN) substrates. The pressure and dis-
tance dependence of the graphite exposure experiments reveals the existence of two
distinct plasma regimes: the direct and the remote plasma regime. Graphite surfaces
exposed directly to the hydrogen plasma exhibit numerous etch pits of various size and
depth, indicating continuous defect creation throughout the etching process. In con-
trast, anisotropic etching forming regular and symmetric hexagons starting only from
preexisting defects and edges is seen in the remote plasma regime, where the sample is
located downstream, outside of the glowing plasma. This regime is possible in a narrow
window of parameters where essentially all ions have already recombined, yet a flux
of H-radicals performing anisotropic etching is still present. At the required process
pressures, the radicals can recombine only on surfaces, not in the gas itself. Thus, the
tube material needs to exhibit a sufficiently low H radical recombination coefficient,
such a found for quartz or pyrex. In the remote regime, we investigate the etching of
single layer and bilayer graphene on SiO2 and hBN substrates. We find isotropic etch-
ing for single layer graphene on SiO2, whereas we observe highly anisotropic etching
for graphene on a hBN substrate. For bilayer graphene, anisotropic etching is observed
on both substrates. Finally, we demonstrate the use of artificial defects to create well
defined graphene nanostructures with clean crystallographic edges.
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3.2 Introduction
Graphene nanoribbons (GNRs) have emerged as a promising platform for graphene
nano devices, including a range of intriguing quantum phenomena beyond opening of
a confinement induced band gap [13, 34, 38, 40, 154].In armchair GNRs, giant Rashba
spin-orbit coupling can be induced with nanomagnets, leading to helical modes and
spin filtering[51]. Further, Majorana fermions localized at the ends of the ribbon were
predicted in proximity of an s-wave superconductor[51]. Zigzag ribbons, on the other
hand, were proposed as a promising system for spin filters[38]. Theory showed that
electronic states in zigzag ribbons are strongly confined to the edge[34, 38, 40], recently
observed in experiments[86, 96, 155, 156]. Further, edge magnetism was predicted to
emerge at low temperatures[12, 34, 38, 40, 157], with opposite GNR edges magnetized
in opposite directions. High quality, crystallographic edges are very important here,
since edge disorder suppresses magnetic correlations[12] and tends to cause electron
localization, inhibiting transport studies. GNRs fabricated with standard electron
beam lithography (EBL) and Ar/O2 etching typically exhibit pronounced disorder
[50, 57, 58, 158–161], complicating transport studies.
Fabrication methods creating ribbons with clean crystallographic edges were recently
developed, including carbon nanotube unzipping [81, 83], ultrasonication of intercalated
graphite [78], chemical bottom up approaches [93, 97], anisotropic etching by nickel
nanoparticles [103], or during CVD processing [110–112], or carbothermal etching of
graphene sheets [108, 109, 162, 163]. Here, we use a hydrogen (H) plasma etching
technique [116–119, 164] because it allows precise, top-down and on-demand positioning
and tailoring of graphene nanostructures. Such nanostructures can easily be designed
to spread out into larger graphene areas incorporated into the same graphene sheet,
thus providing for a relatively easy way to make electrical contacts.
In this work, we investigate the anisotropic H plasma etching of graphite surfaces
in dependence of the gas pressure and the sample - plasma distance (see Methods).
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We find that the etching characteristics can be divided into a direct and a remote
plasma regime. In the direct plasma regime, the sample is placed within the glowing
plasma, and surfaces show many hexagons of various sizes indicating a continuous defect
induction throughout the etching process. In the remote plasma regime, on the other
hand, the sample is placed downstream of the glowing plasma, and etching occurs
only from preexisting defects which makes the fabrication of well defined graphene
nanostructures possible. Further, we have prepared single layer (SL) and bilayer (BL)
graphene flakes on SiO2 and hexagonal boron nitride (hBN) substrates and exposed
them to the remote H plasma. We observe a strong dependence of the anisotropy
of the etch on the substrate material. SL graphene on SiO2 is etched isotropically,
confirming previous findings[118, 120], whereas we observe highly anisotropic etching of
SL graphene on hBN [119], producing very regular and symmetric hexagonal etch pits.
Anisotropic etching of SL graphene on hBN offers the possibility to fabricate diverse
graphene nanostructure with well defined edges (e.g. GNRs) and allows investigation
of their intrinsic electronic transport properties.
3.3 Results
3.3.1 Etching on Graphite: Direct and remote plasma regimes
We first investigated graphite flakes, allowing for rather simple and fast processing.
The graphite specimen[165] were cleaned by peeling with scotch tape and subsequently
exposed for one hour to a pure H plasma at a temperature T = 400 ◦C and a distance
d from the end of the surfatron. We first present the distance dependence of the H
plasma process. Figure 3.1A shows AFM topography scans for exposures of one hour at
four different distances at constant pressure p = 1mbar. At the larger distances, etch
pits of monolayer step height are created upon plasma exposure, exhibiting a regular
hexagonal shape and demonstrating a strongly anisotropic process [116, 117]. All
observed hexagons exhibit the same orientation. From previous studies, it is known that
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hexagons created by exposure to a remote H plasma exhibit edges pointing along the
zigzag direction [116, 117]. As the sample is brought closer to the plasma, significantly
more etch pits appear, often located at the border of existing holes, sharing one common
hexagon side (see Figure 3.1A, d = 42 cm). For the closest position d = 37 cm – unlike
the larger distances – the sample is located within the visible plasma glow region,
resulting in a strong and several layers deep scarring of the entire surface.
To quantitatively study the distance dependence, we evaluated larger images to gather
better statistics and plot histograms showing the number of holes as a function of
diameter, see Figure 3.1B-D. The overall number of holes obviously increases strongly
with decreasing sample-surfatron distance d. For small distances, a wide distribution of
diameters is seen, ranging from several 100 nm down to nearly vanishing hexagon size,
suggesting that new defects serving as etch seeds are created throughout the exposure
time. The width of the hole diameter distribution is given by the anisotropic etch rate
and the exposure duration in this regime. For larger d, on the other hand, the few holes
seen have comparable diameters, consistent with etching proceeding predominantly
from preexisting graphite defects, without adding new defects. This results in a narrow
width of the distribution of hole sizes. As previously reported [116–118], exposure to
energetic ions seems to create defects, while exposure to hydrogen radicals appears
to result in anisotropic etching and growth of hexagons centered around preexisting
defects and borders.
Next, we turn to the pressure dependence. In Figure 3.2A, AFM topography images
are shown at four different pressures p at constant distance d = 52 cm. The number of
holes increases with decreasing pressure, similar to decreasing distance, giving rise to
etch pits of monolayer step height at intermediate pressures. At the highest pressures,
however, no etch pits were observed, in strong contrast to the lowest pressure, where
ubiquitous and deep etching is seen, demonstrating the strong influence of p. Analyzing
the etch pits using histograms confirms that p and d have a similar influence on the
etching process (compare Figure 3.2B, C with Figure 3.1B-D). Figure 3.1E summarizes
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Figure 3.1: Distance dependence of graphite exposures
(A) AFM images (tapping mode) of graphite surfaces for various distances d, as labeled,
all exposed to the plasma for 1 h at p = 1mbar and T = 400◦C, all shown on the same
color scale. Main panels are 3 × 3µm2, scale bar is 1µm, insets (dashed white boxes) are
0.25 × 0.25µm2. Slight hexagon distortion at 42 cm is an imaging artefact due to drift. (B-
D) Histograms obtained from 10 × 10µm2 scans, showing the number of holes against hole
diameter (bin size 20 nm). (E) The size of the circle markers corresponds to the width of the
diameter distribution. The color indicates the number of holes, with red corresponding to
large number of holes. For samples located within the glowing plasma (red circles), a lower
bound of 300 holes and a minimum width of distribution of diameter of 600 nm is shown.
the histograms of all investigated graphite samples, using color to represent the number
of holes, while the size of each marker is proportional to the width of the distribution
of hole diameters. A clear correlation between the number of holes and the width of
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Figure 3.2: Pressure dependence of graphite exposures
(A) AFM images (tapping mode) of graphite surfaces for various p, as indicated, exposed for
one hour at d = 52 cm and T = 400◦C, all shown on the same color scale. All panels are
3× 3µm2. (B,C) Histograms from 10× 10µm2 scans, displaying the number of holes against
hole diameter (bin size 20 nm) for p as labeled. (D) Length Lg of the optically visible plasma
as a function of p. The dashed curve is a 1/√p fit. (E) Number of holes versus distance from
plasma edge d− Lg. A lower bound of 300 holes is given for the heavily etched cases where
an exact hole-count was not feasible. The dashed black line is an exponential fit to the data
with < 300 holes with 1/e decay length ∼ 5 cm.
the distribution is seen: the largest circles are red, while the small circles are purple.
The analysis of the graphite exposure data leads to two qualitatively different types of
processes: the direct and the remote plasma regime. In the direct plasma regime (large,
red circles, Figure 3.1E), the sample is located directly within the plasma discharge
region, hence exposing it to large densities of radicals and ions, capable of inducing
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defects throughout the exposure, giving a broad hole diameter distribution. In the
remote plasma regime (small, purple circles, Figure 3.1E), on the other hand, the sample
is positioned outside, downstream of the plasma generation region, where ions have
recombined and only a residual flux of radicals is present. There, etching proceeds
predominantly from preexisting defects and edges, leaving the basal planes mostly
untouched. In this regime, a narrow distribution of hole diameters results, centered
around the diameter given by the anisotropic etch rate and the exposure time.
Further, there is an intimate connection between distance and pressure: lower pres-
sure results in a longer gas mean free path and therefore a larger average distance
for recombination in the diffusive gas. This results in a larger length of the plasma
column Lg(p), measured from the edge of the visibly glowing plasma to the surfatron,
see Figure 3.2D. Thus, changing the pressure with fixed sample position modifies the
distance between sample and plasma edge. Hence, it is useful to introduce an effective
distance d′ = d−Lg(p), the distance from the sample to the edge of the glowing plasma.
Thus, d′ . 0 roughly marks the direct plasma regime while d′  0 signifies the remote
plasma regime. Reactive particles are generated inside the plasma column and start
recombining once they have left the plasma generation region.
3.3.2 Kinetics of Hydrogen Plasma in a Quartz Tube
The reaction kinetics in low temperature H plasmas are highly non-trivial despite the
relatively simple chemical composition [166]. Nevertheless, it is well known that at the
pressures used here (p ∼ 1mbar), the predominant radical decay mechanism is surface
mediated association rather than gas collisions. Two colliding H atoms require a third
body to carry away the excess energy for association to occur [167]. However, under
the present conditions, three body collisions are very unlikely, thus leaving only the
surface assisted process (which also leads to surface heating [168]). Recombination of
ions, in contrast, can also occur through an additional collisional channel, in absence of
a surface. Which species – ions or radicals – decay on a shorter length scale downstream
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of the plasma edge thus depends on both the surface properties and gas parameters.
For anisotropic etching without defect creation, a flux of H radicals in absence of ions
is needed, as previously reported [116–118], thus requiring the ion density to decay on
a shorter length than the radicals.
The surface attenuation of H radicals thus plays an important role, and was previously
studied [168, 169]. Some glasses such as pyrex or quartz – as used in our experiments
– were identified as a materials with a low recombination coefficient, particularly com-
pared to some common metallic surfaces such as stainless steel and aluminum. This
weak surface attenuation can open a downstream window offering a flux of H radicals
while essentially all ions have already recombined, as desired and achieved here, see
e.g. Figure 3.1B, 3.2B and 3.3 (below). Nevertheless, the etch rate in the downstream
window was observed to decrease slowly over long periods of time, reaching a van-
ishingly small etch rate after more than 100 hours of plasma exposure. The elevated
temperatures in the furnace may enhance impurity migration towards the surfaces of
the tube, possibly amplifying the surface attenuation of H radicals. Larger anisotropic
etch rates were observed when utilizing higher purity quartz tubes manufactured from
synthetic fused silica [170], supporting the assumption of the role of impurities. High
impurity content and even small amounts of metallic deposition on the tube wall give
wave damping due to dielectric losses and result in an enhanced decay of radicals.
To study the decay of reactive species, we note that the ion flux is proportional to
the number of holes created. We find a roughly exponential decrease of the number of
holes with distance, see Fig.3.2E and supplementary online materials (SOM), with a
1/e decay length of about 5 cm. The anisotropic etch rate, on the other hand, is related
to the flux of H radicals. We extract the anisotropic etch rate, defined as the growth per
unit time of the radius of a circle inscribed to the hexagonal etch pit, averaged over a
number of holes, shown in Figure 3.4A. Only the largest set of hexagons of each exposed
graphite sample were evaluated to obtain the etch rate, since smaller holes might not
have etched from the beginning of the exposure. As expected, the anisotropic etch
52 3 Anisotropic Etching of Graphite and Graphene in a Remote Hydrogen Plasma
rate is largest for small distances, falling off quickly with increasing separation from
the plasma edge. There is also an apparent pressure dependence, with larger pressures
tending to give lower etch rates, see Fig. 3.4A. Given only two or three points along the
d-axis for each pressure, and only few holes for some parameter sets (d, p), a reliable
H-radical decay length cannot be extracted from these data. A theoretical estimate
gives an H-radical decay length of ∼ 12 cm, see SOM, in agreement with observations
in Fig. 3.4A, and longer than the ion decay length of 5 cm, as observed. The etch rates
we extract are a few nm per min at 400 ◦C, consistent with previous reports [117, 118].
SL on SiO2A
1 h
BL on SiO2B
1 h
substrate dependence
840-4
phase [°], height [nm]p = 1 mbar, d = 52 cm
p = 1.7 mbar, d = 42 cm
SL on hBNC
5 h
BL on hBND
22 h
Figure 3.3: Substrate dependence of SL/BL graphene (A,B) AFM phase contrast
images of a SL (A) and BL (B) section of the same flake on a SiO2 substrate, etched for
1 h at T = 450 ◦C. Round holes of 50 nm diameter were defined before H-etching. AFM
topography image of a SL (C) and BL (D) flake on hBN etched for 5 h and 22h, respectively.
Holes of 200nm (SL) and 100nm (BL) were defined before etching. For (D) the color scale
values are divided by four. The scale bars on all images are 1µm.
3.3.3 Etching on Single and Bi-layer Graphene: Substrate Dependence
Next, we study the plasma exposure of SL and BL graphene exfoliated onto a SiO2 sub-
strate using the established tape method [6]. We patterned disks using standard EBL
and reactive ion etching with an Ar/O2 plasma, resulting in circular graphene holes
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which were subsequently exposed to the remote H plasma in the regime where H radi-
cals but essentially no ions are present, as determined from the graphite experiments.
BL graphene grows regular hexagons with parallel sides (see Figure 3.3B), as expected
from the graphite results. SL graphene, on the other hand, displayed mostly round
holes (see Figure 3.3A), though some weakly developed, irregular hexagonal shapes are
also occasionally seen. Further, several additional, not EBL defined holes appear on
the SL after exposure, all smaller than the EBL initiated etch pits. After a second
plasma exposure, the number of holes on the SL increased further, indicating genera-
tion of new defects, while only EBL defined holes appear on the BL. Note that the SL
and BL regions shown in Figure 3.3A and B are located on the same graphene flake,
ensuring identical plasma conditions.
In addition, the average hole diameter on SL is visibly larger than on the BL (Fig-
ure 3.3A and B) after the same exposure time, indicating a faster etch rate on SL. Thus,
SL on SiO2 is more reactive when exposed to the plasma and no longer anisotropic when
exposing . This is consistent with previous reports [118–120], and is suspected to arise
from charge inhomogeneities in the SiO2 substrate [171–173] or other SiO2 surface
properties. A broad range of plasma parameters in the remote regime were investi-
gated for SL and BL samples on SiO2, giving qualitatively similar results (isotropic
SL etching). The etch rate for SL and BL on SiO2 is shown in Figure 3.4B. For the
SL samples, only the EBL defined holes were evaluated, ignoring the plasma induced
defects, since these do not etch from the beginning of the exposure. Clearly, for all
plasma parameters studied, SL exhibits a significantly larger etch rate compared to
BL [117, 120], as already visible from the AFM images in Figure 3.3A and B. The
temperature dependence of the etch rate for both SL and BL on SiO2 is shown in
Figure 3.4C. The etch rates are strongly reduced at temperatures far above and below
the process temperature, consistent with previous reports [117, 120], and consistent
with reported hydrogen recombination rates on quartz increasing dramatically with
temperature [174].
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Figure 3.4: Anisotropic etch rates (A) Graphite anisotropic etch rate versus distance
from plasma d − Lg for several configurations. (B) Etch rate of SL and BL on SiO2 at
indicated parameters. (C) Temperature dependence of the etch rate of SL and BL samples
on SiO2. (D) Average radius of a circle inscribed to the hexagonal etch pits as a function of
exposure time for SL on hBN. Several etch pits were evaluated in order to obtain average size
and standard deviation, where the latter is smaller than the diameter of the marker circle.
The dashed red line is a linear fit to the points at ≤ 5h, the blue curve is a tanh-fit shown
as a guide for the eye.
To study the substrate dependence, we use high-quality hBN crystals as grown in
Ref. [175]. SL and BL graphene were aligned and deposited onto areas covered with
several 10 nm thick hBN lying on a SiO2 substrate, following the recipe of Ref. [70].
Then, the same fabrication steps were repeated as before to fabricate circular graphene
holes. Figure 3.3C shows an AFM topography image of SL graphene on hBN after 5 h
of remote H plasma exposure. Clearly, very regular and well aligned hexagonal holes
are visible, indicating a highly anisotropic etch. Etching of the hBN substrate by the H
plasma was not observed, see profiles in SOM.We observed this anisotropic SL graphene
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etching on hBN in more than 10 samples demonstrating the high reproducability of
the process.
In Figure 3.3D we present an AFM topography image of a BL graphene flake on hBN
which was exposed to the H plasma for 22 h. We observe anisotropic etching of the
BL flake with a slightly higher etch rate for the top layer (∼ 0.3 nm/min) compared
to the bottom layer (∼ 0.2 nm/min), leading to a staircase-like structure at the etch
pit borders. As seen in Figure 3.3D, the hexagons in the bottom and the top layer are
of the same orientation. We note that the bottom layer is on hBN while the top layer
is laying on graphene. The situation of the top layer is comparable to the SL etching
on a graphite surface, where it was shown that the edges of the hexagons are aligned
with the zigzag direction of the graphite lattice [116, 117]. Since the bottom layer
exhibits hexagons oriented in the same direction as the hexagons emerging on the top
layer, this further confirms that the etching of SL graphene on hBN is yielding etch
pits oriented along the zigzag direction. The ribbon defined by the two left hexagons
in Figure 3.3D has a width of about 20 nm, demonstrating the fabrication of nanoscale
graphene structures with a remote H plasma.
The size of the SL hexagons as a function of exposure time is shown in Figure 3.4D. A
linear fit (dashed red) is clearly over estimating the etch rate for long exposure times,
deviating from the data by several standard deviations for the longest times. This
hints towards either an insufficient H atom collection mechanism as the etch pits are
growing larger or an aging effect of the tube as discussed above.
Raman spectroscopy on SL and BL samples on hBN was performed before and after H
plasma etching. The D and D′ disorder peaks were not seen (see SOM), both before and
after H plasma etching. This suggests that neither defect formation nor hydrogenation
[127, 176–178] is occurring in the bulk 2D during plasma etching, taking into account
the annealing of the sample during the cool down phase [176], opening the door for
high quality electrical properties.
The EBL defined circles stand very clearly visible in the center of the hexagons as an
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elevated region, as seen in Figure 3.3C and D, growing in height but not diameter upon
further H plasma exposure. These discs appear also away from the graphene flakes
directly on the hBN, wherever circles were EBL/Ar/O2-plasma defined. However,
these elevated regions are also observed to shrink in height in ambient conditions. For
a better understanding of the composition and behaviour of these surface structures,
further investigations are required, which are however beyond the scope of this work.
In addition, the adhesion between graphene and hBN often appears to be rather poor.
Graphene flakes of several micrometres in length seem to be tilted with respect to the
circular pillars induced by EBL. AFM tip forces or elevated temperatures may have
shifted the flakes from their original position [179, 180].
3.4 Conclusions
In conclusion, we have investigated the pressure and distance dependence of the
anisotropic etching of graphite surfaces in a H plasma. We have found that the etching
characteristics can be divided into two regimes, the remote and the direct plasma
regime. In the remote region of the plasma (d′ > 0) etching only occurs at preexisting
defect sites whereas for d′ < 0 new defects are induced. Further, we have prepared SL
and BL graphene flakes on SiO2 and hBN substrates and exposed them to the remote
H plasma. We observed isotropic etching of SL graphene on SiO2, whereas on hBN
it is highly anisotropic, exhibiting very regular and symmetric hexagonal etch pits.
BL graphene, on the other hand, did not show a substrate dependence of the etching
character and was anisotropic for both substrates.
By inducing artificial defects by lithographic means it becomes possible to pattern
graphene nanostructures of various geometries with clean crystallographic edges defined
by the etching in a remote H plasma. This leads to the opportunity to fabricate GNRs
with well defined edges on a well suited substrate for electronic transport experiments,
such as hBN. It would be interesting to study the etching process in dependence of
the graphene electrochemical potential, which can be adjusted in-situ with a back gate
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during the etching process. Also, a remote nitrogen plasma [181] could be investigated
to be potentially used in a similar way to define armchair edges via anisotropic etching
of atomic nitrogen.
3.5 Methods
A pure H plasma was created in a quartz tube through a matching network by a
13.56MHz radio frequency (RF) generator at a typical power of 30W. See Figure 3.5
for a sketch of the setup. This RF power was capacitively coupled to the 80mm
diameter tube by an outer electrode acting as a surfatron [182]. The pressure was
regulated using a needle valve for 20 SCCM H gas flow of purity 6N. The sample was
placed at a distance d from the end of the surfatron, was electrically floating and a
three-zone furnace controlled the temperature T . The ion impact energy is roughly the
difference between the plasma potential and the floating potential and is around 10−15
eV with an average ion mass of 2 amu. We estimate the ion flux to be significantly
lower than 1015 ions/cm2s measured for a similar plasma setup but at lower pressure
[178]. In order to characterize and optimize the anisotropic etching process, we studied
the influence of pressure, distance, and temperature on the etching process, generally
finding good repeatability.
Figure 3.5: Setup of the plasma furnace. The quartz tube has a length of ca. 1 m and
a diameter of 80 mm (drawing not to scale).
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3.6 Supplementary Information
3.6.1 Direct and remote plasma region
In Figure 3.6, AFM scans acquired after exposure of natural graphite samples for 1
hour to a pure hydrogen (H) plasma at a power of 30W depict the influence of the
pressure and distance on the etching strength and type. For every pressure and distance
combination a new graphite sample was fabricated as described in the main text. The
matrix representation of the AFM scans of the complete set of investigated parameters
remarkably demonstrates the transition from soft anisotropic etching (above or to the
right of the cyan line) including only H atoms, to strong etching parameters (below
or to the left of the cyan line) comprising also ions. The separation between the two
regimes is based upon the size distribution of the hexagonal pits as ions are expected to
induce defects acting as new etch sites throughout the whole exposure time. Lowering
the pressure as well as decreasing the distance has the effect to increase the number
of holes as well as the size distribution and depth of the etch pits, demonstrating an
increase of the reactive particle density. On some of the AFM images, unintentional
growth or deposition of some additional nanostructures such as worms or particles is
seen, e.g. d = 42 cm and p = 1.4mbar or p = 0.7mbar. For all AFM scans shown
in Figure 3.6, the number of holes and their respective diameters are evaluated and
plotted in histograms shown in Figure 3.7, describing a comparable picture as the
AFM topography scans. Again, not only the amount of holes but also the width of
the diameter distribution shows a strong dependence on pressure and distance. As for
the AFM scans, the remote (upper right) and the direct (lower left) plasma region can
be distinguished using the widths of the distributions in the histograms. In the lower
right panels we estimated the number of holes for each diameter to > 12 and the width
of the diameter distribution to be at least 600 nm, since an exact investigation of the
hole number and diameter was not feasible (see Figure 3.6).
The number of hexagons etched into the graphite surface as well as the width of the
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Figure 3.6: Distance and pressure dependence of graphite plasma exposure. AFM
topography scans at all parameters investigated in Figure 3.1. All AFM images are 2×2µm2
in size. The cyan curve marks the transition from the remote (upper right) to the direct (lower
left) plasma region. On some surfaces, particles are visible which probably are amorphous
carbon residues, either grown or deposited during the etching process (see AFM scans for
p = 0.7mbar and d = 37 cm or p = 1.4mbar and d = 42 cm).
hole diameter distribution reflect the number of ions inducing defects on the graphitic
surface, assuming a low intrinsic defect density on the surface of the graphite samples.
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Figure 3.7: Distance and pressure dependence of graphite plasma exposure. His-
tograms (10 nm bin size) showing the number of holes for all pressure and distance parame-
ters corresponding to Figure 3.6, obtained from 10× 10µm2 AFM scans. For AFM scans of
strongly etched surfaces, we plot 12 holes for every hole diameter.
3.6.2 Exponential decay of reactive particles
The number of holes (purple) and the width of the diameter distribution (orange) is
shown in Figure 3.8 against the distance between the plasma edge and the sample,
d′ = d − Lg. For d′ < 0 the sample is directly exposed to the glowing plasma, hence
experiencing the impact of ions perforating the graphite surface with uncountable,
several layers deep holes. For d′ > 0 on the other hand, the hole number and the
width of the hole distribution both appear to roughly decay exponentially with larger
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sample-plasma distance, with an 1/e decay length of ∼ 5 cm extracted from a fit to an
exponential (dashed lines).
The radical concentration is decaying exponentially when moving down the axis of the
tube, and is given by [168, 174]
[H] = [H]0 · exp (−a√pd′) (3.1)
with sample-plasma edge distance d′, concentration [H]0 at d′ = 0, pressure p, and the
geometrical factor a:
a =
√
vthermγ
R ·D′ . (3.2)
Here, vtherm =
√
8kBT/(pim) ≈ 2′750m/s is the molecular H2 thermal velocity, with
Boltzmann constant kB, hydrogen massm and temperature T . The material dependent
recombination coefficient [168, 174] of the radicals is γ ≈ 7.5 · 10−4, R = 4 cm is the
radius of the quartz tube and D′ = 7.39 atm cm2/s is the temperature dependent
diffusion coefficient taken here at ∼ 700K from Ref. [183, 184]. Note the explicit
pressure dependence of the decay length. Here, this results in a decay length of ≈ 12 cm
at p = 1mbar, which is consistent with our data. As mentioned in the main manuscript,
the recombination of the radicals in the gas phase is expected to be irrelevant and
the radicals only recombine at the surface of the quartz tube for the pressure range
p ∼ 1mbar used here.
3.6.3 Raman measurements before and after plasma exposure
The influence of the H atoms on the graphene quality was further investigated by
performing Raman measurements before, after 3 h and after 5 h of plasma exposure, as
shown in Figure 3.10. To compare the Raman traces, we subtracted the background
before normalizing the traces with the graphene G peak height at ≈ 1582cm−1. The
Raman scans taken on the bare hBN substrate in panel D are normalized to the SiO2
peak (not visible) to allow comparison. All Raman measurements presented in this
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Figure 3.9: AFM images of BL graphene on an hBN substrate. Time series after
8 h, 12 h and 18 h of remote H-plasma exposure (upper panel). AFM profiles (lower panel)
taken along paths indicated in upper panel (color coded). Averaging over the vertical range
as indicated by the finite vertical width bars in the upper panel is performed to obtain an
improved signal. These cuts demonstrate that the hBN substrate is not etched by the H-
plasma, since the graphene step height is independent of exposure time. The center pillar
appears to be growing with exposure time.
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work were acquired with a green laser with a wavelength of λ = 533 nm, where the
bulk hBN E2g peak at 1366 cm−1 and the graphene D-peak at 1350 cm−1 are close to
each other. Nevertheless, in many cases a weak D-peak can still be reliably extracted.
Panel D shows Raman spectra of the hBN flake before (yellow), after 3 h (blue) and
after 5 h (red) of remote H plasma etching. The hBN E2g peak [185] shape, height and
position does not significantly change, indicating no or only insignificant interaction of
the hBN with the H plasma. Panel E shows Raman spectra acquired on bulk graphene,
again before (yellow), after 3 h (blue) and after 5 h (red) of H plasma etching. We
did not observe a D-peak in the bulk of the graphene flakes even after 15 h of plasma
etching (not shown), indicating no induction of defects or hydrogenation of our samples
[127, 176]. Note that after the end of the plasma exposure, the samples are annealed in
vacuum while the oven is cooling down from process temperature to room temperature.
Significant information about the type and quality of edge can in principle be obtained
from Raman spectra of the graphene edge [109]. However, care needs to be taken to
not overheat and possibly reconstruct or otherwise change the edge with the laser [186]
when illuminating the graphene edge on SiO2 at a laser power of 1.5mW or more. Our
spectra do not meet these low power requirements. The damage threshold for graphene
on hBN is not known, and study of these effects goes beyond the scope of this work.
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Figure 3.10: Raman spectra and spatially resolved Raman scans of the hBN
sample in the main paper. Panel A: optical image of a graphene on hBN sample. Panel
B: Raman map of the 2D peak of the same graphene flake before H plasma exposure. Panel
C: AFM topography scan showing the region where the Raman single spectra were taken.
The scale bars in Panel A to C are 2µm. Panel D and E: Raman spectra of the bare hBN
flake (panel D) and bulk graphene on hBN (panel E) before (yellow), after 3 h (blue) and after
5 h (red) of remote plasma exposure. The Raman spectra are vertically shifted for clarity.
Panel F and G: 2D maps of the G peak (panel F) and D peak (panel G) of the flake region
shown in panel C.
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4.1 Abstract
We investigate the quality of hydrogen plasma defined graphene edges by Raman spec-
troscopy, atomic resolution AFM and low temperature electronic transport measure-
ments. The exposure of graphite samples to a remote hydrogen plasma leads to the
formation of hexagonal shaped etch pits, reflecting the anisotropy of the etch. Atomic
resolution AFM reveals that the sides of these hexagons are oriented along the zigzag
direction of the graphite crystal lattice and the absence of the D-peak in the Raman
spectrum indicates that the edges are high quality zigzag edges. In a second step of the
experiment, we investigate hexagon edges created in single layer graphene on hexag-
onal boron nitride and find a substantial D-peak intensity. Polarization dependent
Raman measurements reveal that hydrogen plasma defined edges consist of a mixture
of zigzag and armchair segments. Furthermore, electronic transport measurements
were performed on hydrogen plasma defined graphene nanoribbons which indicate a
high quality of the bulk but a relatively low edge quality. These findings are supported
by tight-binding transport simulations. Hence, further optimization of the hydrogen
plasma etching technique is required to obtain pure crystalline graphene edges.
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4.2 Introduction
Graphene edges play an important role in many physical phenomena [34, 40]. In partic-
ular, the edge shape defines the electronic properties of graphene nanoribbons (GNRs).
Crystallographic edges of the armchair (AC) type are predicted to enable the creation
of helical modes and Majorana fermions [51] and to be excellent candidates for the
implementation of spin qubits [154]. For pure zigzag (ZZ) edges, edge-magnetism was
predicted to emerge which can be used for spin filtering[13]. For these effects to be
observable in experiment, high quality edges are necessary because edge disorder sup-
presses magnetic correlations [12] and leads to electron localization which complicates
transport studies[50, 57, 58, 159–161]. It has been observed, that GNRs fabricated by
ebeam lithography and reactive ion etching (RIE) in an Ar/O2 plasma have a high de-
gree of edge disorder [57, 58, 159–161]. Hence, other approaches to create GNRs with
high quality edges are pursued such as carbon nanotube unzipping [81–83], ultrasoni-
cation of intercalated graphite [78], chemical bottom up synthesis[93, 97], anisotropic
etching by nickel nanoparticles[103], anisotropic etching during CVD processing [110–
113], or carbothermal etching of graphene sheets[108, 109, 162, 163]. Another promising
approach which was considered to create high quality crystallographic graphene edges
is to employ a hydrogen (H) plasma to perform anisotropic etching of graphite and
graphene[15, 116–120, 122, 123, 164, 187].
In this study, we characterize H plasma defined graphene edges on graphite and sin-
gle layer (SL) graphene on hexagonal boron nitride (hBN) by means of atomic force
microscopy (AFM), Raman spectroscopy and low temperature electronic transport
measurements. We find high quality ZZ edges on graphite surfaces, manifested by the
absence of the D-peak in the Raman spectrum[132, 188]. In contrast, SL graphene on
hBN edges exhibit a large D-peak which is indicative of the presence of edge disorder
and AC segments. In comparison, the D-peak intensity measured at H plasma defined
edges is twice as large as on edges created with RIE. Polarization dependent Raman
measurements reveal an edge configuration which consists of approx. 60% ZZ and
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40% AC segments. Moreover, electronic transport measurements performed across a
pnp junction of a H plasma treated graphene flake exhibit Fabry-Pérot oscillations, re-
flecting the high electronic quality of the bulk graphene flake after H plasma exposure.
However, at high magnetic field valley-isospin oscillations appear and indicate a rather
low edge quality. In a second device we investigate transport through narrow GNRs
with RIE defined edges and H plasma defined edges and find comparable mobilities for
these two edge types.
The results from the Raman experiments and the electronic transport studies give a
consistent picture, indicating the presence of disorder at H plasma defined graphene
edges and thus the need for optimization of the etching process to enable the creation
of high quality ZZ edges.
4.3 Results and Discussion
4.3.1 High Quality ZZ Edges on Graphite.
In a first step of the experiment, we intend to visualize the edge of a hexagon created
by H plasma exposure, to learn its crystallographic direction and its atomic configu-
ration. Therefore, we record topography and force images by means of ambient qPlus
based atomically resolving AFM[189] (Figure 4.1 a) - c)) on a graphite surface which
shows several hexagons. In panel a) we show one corner of a hexagon, and its edges
are demarcated with white dashed lines. From a) to c), black squared regions are
scanned with higher resolution with the same sample orientation. Figure 4.1 c) is a
constant height atomic resolution force image of the graphite surface close to the edge
and the hexagonal lattice structure is superimposed on the image. The green dashed
line in panel c) is drawn parallel to the white dashed lines in panel a) and b). This
picture clearly shows that the edge is in parallel to the ZZ direction, in agreement
with recent findings [117]. Although the above discussed AFM measurements allow
to unambiguously assign the macroscopic edge orientation of the hexagons to the ZZ
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direction, thermal drift hindered to position the edge inside the scan range for the
atomic resolution imaging, hence it was not possible to actually visualize the atomic
configuration of the hexagon edge.
To access information about the edge configuration on the atomic level, Raman mea-
surements are conducted on a graphite flake which was exposed to H plasma under
similar conditions as the sample investigated in Figure 4.1 a) to c). 41 Raman spectra
are taken over a 5 × 5µm2 region, covering the whole area as shown in Figure 4.1 d)
with the grid of black circles. This web of spectra makes sure that the surface is fully
covered. The resulting 41 spectra are laid on top of each other in panel e). These 41
spectra are essentially the same; in particular, the G and 2D-peaks fit to each other
and there is no D-peak as seen in Figure 4.1 e). The absence of the D-peak in any of
these spectra indicates high quality ZZ edges since any edge disorder would result in
some D-peak intensity[132–134, 188, 190].
4.3.2 Raman Spectroscopy on SL Graphene Hexagons on hBN.
Next, we investigate the edge quality of hexagons created in SL graphene flakes on a
hBN substrate. In a previous work [122], we showed that the character of the etch is
substrate dependent and that it is also possible to get highly anisotropic etching if SL
graphene is placed on a hBN substrate. However, it remains unclear how good the edge
quality is on a microscopic level. To find out, we prepare a SL graphene flake on a hBN
substrate and etch it for 4 h in a remote H plasma to perform Raman measurements
at the created graphene edges.
Figure 4.2 a) shows an AFM height image of a SL graphene flake on a hBN substrate.
The two darker disks are induced defects which we fabricated by means of ebeam
lithography and RIE in an Ar/O2 plasma. Upon H plasma exposure, they transform
into regular hexagonal shaped etch pits. Moreover, smaller hexagons grow next to the
two big ones. Those smaller hexagons are either grown from lattice defects already
present after exfoliation or induced during H plasma exposure (i.e. by highly energetic
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Figure 4.1: AFM maps and Raman spectra of H plasma etched graphite a) AFM
height image of a section of a hexagonal shaped etch pit on a graphite flake which was exposed
to a remote hydrogen plasma. b) Zoom-in on data shown in panel a). c) Atomic resolution
AFM force image of the black squared region in b). The graphene lattice is superimposed
in white. The green dashed line indicates the ZZ direction and is parallel to the hexagon
edges (white dashed lines in a) and b)). d) Tapping mode AFM image of a 5 × 5µm2 area
of a graphite flake. The black circles with a diameter of 800 nm, given by the laser spot size,
indicate the locations at which Raman spectra were taken. e) 41 Raman spectra laid on top
of each other.
ions). To learn about the edge quality of such SL graphene edges, we record Raman
spectra at the locations indicated by the red and green dashed circles in a) and show
them in panel b). We observe the graphene related G and 2D-peaks and the hBN
peak coming from the substrate. More importantly, the graphene D-peak appears to
the left of the hBN peak at both measurement locations. The difference in intensity
could stem from differences of the probed edge segment length. Further, we overlay a
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spectrum taken on the graphite sample shown in Figure 4.1 (blue curve). Apparently,
there is no D-peak for the graphite case whereas we do observe a D-peak for the SL
graphene on hBN edges. This indicates, that there is a significant amount of disorder
present at the hexagon edges in SL graphene.
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Figure 4.2: AFM height image and Raman spectra of H plasma defined SL
graphene edges a) AFM height image of a SL graphene flake on a hBN substrate after
4 h of remote H plasma exposure. Two round shaped defects of a diameter of 600 nm were
created by ebeam lithography and RIE etching in a Ar/O2 plasma. They serve as nucleation
centers for the anisotropic etch which transforms them into hexagonal etch pits. Besides the
two patterned defects, there are defects which grow into the smaller hexagons visible next to
the larger ones. The red and green dashed circles indicate the locations at which the Raman
spectra shown in b) were recorded. The black numbers denote the different investigated edge
segments of which the measurements are shown in Figure 4.3 f). b) Raman spectra of graphite
(blue) and of SL graphene edges encircled by the green and red dashed circles in panel a).
The inset shows the region of the D-peak.
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Obviously, the hexagon edges created in SL graphene on hBN are of different quality
compared to the edges of hexagons formed on graphite. Already in our previous study
[122] we have observed that the substrate has a big influence on the etching character.
Although hBN as a substrate allows for highly anisotropic etching, the edge configura-
tion on a microscopic level is different from the one on graphite surfaces. This could be
due to several reasons, e.g. the different lattice constants of graphene and hBN could
potentially lead to strain effects[191] or to the appearance of Moiré superlattice effects
[173] which could influence the quality of the H plasma etching process.
4.3.3 Evolution of the Raman D-mode from RIE to H Plasma Defined
Graphene Edges.
Next, we study the evolution of the observed D-peak over a time sequence of the
etching process. This series of measurements shows how the edge quality evolves from
a RIE defined circular hole to H plasma defined edges and further studies the effect of
annealing. We started with defining circular holes by means of ebeam lithography and
RIE with an Ar/O2 plasma, which creates disordered edges without any defined crystal
orientation [57, 58, 159–161, 192]. The AFM image of this RIE defined circular hole is
shown in Figure 4.3 a). Raman single spectra were recorded with circularly polarized
light at the bottom edge of the hole indicated by the black dashed circle. Circular
polarization ensures that the Raman signal is collected equally at every point of the
edge, regardless of the edge direction. After the measurements, the sample is exposed
to the remote H plasma first for 2 hours and then 2 more hours, creating hexagonal
etch pits of increasing diameter as shown in Figure 4.3 b) and c). As a final step, we
annealed the sample in vacuum. After each step, Raman spectra are measured at the
same location.
In Figure 4.3 e), four Raman spectra measured at different stages shown in a) to d) are
plotted, normalized to the G-peak height. All spectra are averages over five measure-
ments recorded under same conditions and looking all very similar. As expected, the
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RIE defined hole shows a D-peak (blue curve). After the first H plasma etching (red
curve) the D-peak intensity surprisingly increases approximately by a factor of two and
stays at this level for further etching (green curve). Finally, annealing at an elevated
temperature of 700 ◦C again increases the D-peak (black curve), suggesting structural
edge defects as the D-peak origin, since annealing likely would reduce, not increase, the
amount of edge hydrogenation. We note also that when investigating bulk graphene
with Raman spectroscopy, where no edge segments are inside the laser spot, we do not
observe any D-peak, consistent with previous work [176], indicating the absence of bulk
hydrogenation (see supplementary online material (SOM) S1), though it is in princi-
ple possible that annealing at even higher temperatures might be required to remove
hydrogen from the edge. The bright circular rim of the RIE defined circular hole on
b) 2h H-plasma c) 4h H-plasma
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Figure 4.3: Comparison of RIE defined edges with H plasma defined edges a) to
d) AFM height images of ebeam defined defects in SL graphene on hBN, after RIE a), after
2 h b) and 4h c) of remote H plasma etching and after annealing at T = 700 for 30min at a
pressure of 1.6 · 10−3mbar d). The black dashed circles indicate the spot size of the Raman
measurements. e) Raman spectra recorded with circularly polarized light at the bottom edge
of the right hole (edge segment #2, see Fig. 4.2 a)) after RIE, 2 h, 4 h and after annealing
at T = 700 . The spectra are normalized to the G-peak and each curve is an average of
five measurements. f) Normalized D-peak intensities recorded at different edge segments as
labeled in Fig. 4.2 a). The blue and red shaded bands are the standard deviations from all
the corresponding measurements.
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hBN (Fig. 4.3 b)-d)) does not contribute to the graphene bands in the Raman spectrum
(see SOM S1). Further, changes in both graphene area and edge length enclosed in
the laser spot are giving negligible contributions to the evolution of the D-peak; see
SOM S5 for details. In Figure 4.3 f) we find the same trend in D-peak intensity for all
four different edge segments which are indicated in Figure 4.2 a) by the black arrows
and numbers. The values for different edge segments stay in a narrow window, giving
consistent results.
The increase of the D-peak upon the first H plasma exposure could stem from the
formation of AC segments at the edges, since AC edges are highly D-peak active [132–
134, 188, 190]. From previous studies[122], it is clear that the direction of the edge
generally goes along the ZZ direction. Hence, we conclude that the SL graphene edges
on hBN run along the ZZ direction but have a substantial amount of disorder, probably
at least partially in form of AC segments. To test this hypothesis, we study the edge
disorder with the angular dependence using linearly polarized light [134, 193].
4.3.4 Polarization Angle Dependent Raman Measurements.
Xu and coworkers in Ref. [193] have observed edge reconstruction on ZZ edges due
to thermal treatment. Since we etch our samples at a temperature of T = 400 ◦C, it
might be that also our graphene edges experience thermal reconstruction. Indeed, it is
theoretically predicted that an AC edge has lower energy compared to a ZZ edge[194].
A model to extract the relative abundance of AC-30◦ segments and point defects was
proposed in Ref. [193]. We apply this model to our data and see that the observed
D-peak signal only comes from AC-30◦ segments and that essentially no point defects
are present (see SOM S4). Furthermore, Casiraghi et al. in Ref. [134] proposed a
theory to calculate the ratio of ZZ segments to AC-30◦ segments which we apply to
our data; see Figure 4.4. Panel a) shows an AFM height image of a hexagon created
in SL graphene supported on a hBN substrate. The Raman spectra were recorded at
the laser spot indicated by the white dashed circle. The angle θ of the polarization
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with respect to the edge is marked in light blue. In panel b) we plot the normalized
D-peak intensities as a function of θ. The blue curve is a fit to equation 1 of Ref. [134].
Since our hexagons exhibit rather straight edges, we take an equal amount of +30◦
and -30◦ AC segments. We find that our graphene edge consists of about 59 ± 2 %
ZZ and 41± 2 % AC-30◦ segments. This is in excellent agreement with a second data
set acquired on a different hexagon on the same graphene flake (see SOM S4 for data
taken at different stages of the etching process).
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Figure 4.4: Polarization angle dependence of a SL/hBN graphene edge a) AFM
height image of a hexagonal etch pit in a SL graphene flake on a hBN substrate after 6 h of
remote H plasma exposure. The white dashed circle indicates the laser spot where the Raman
spectra were recorded and θ denotes the angle of the laser light polarization with respect to
the graphene edge. b) Normalized D-peak intensity for different polarization angles θ. The
blue curve is a fit to equation 1 of Ref. [134] yielding I(D)min = 38 ± 2, I(D)max = 120 ± 2
and θmax = −8± 1.
Besides the polarization dependence of the D-peak, the G-peak can also serve to get
insight into the structure of graphene edges [135, 136]. In particular, a clean AC edge
is expected to exhibit a cos2(θ) dependence and a clean ZZ edge a sin2(θ) dependence.
An edge with a mixture of ZZ and AC segments would result in a corresponding mixed
angular dependence with a weak amplitude of modulation. This is what is seen in our
data and is thus again consistent with a similar mixture of ZZ and AC segments.
4.3.5 Fabry-Pérot Interference in a H Plasma Defined GNR pnp Junction.
Next, we investigate the influence of H plasma treatment on the electronic property of
graphene. In particular, we address the quality of bulk graphene and features arising
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from the H plasma defined graphene edges. To this end, we fabricate a SL GNR with H
plasma defined edges following the ZZ direction of the crystal lattice, done as follows.
After a first exposure of the graphene flake to the remote H plasma, a few hexagons
grow from which we can learn the crystallographic orientation of the flake. Next, the
graphene flake is cut into stripes which run parallel to the hexagon sides and hence
parallel to the ZZ direction of the crystal lattice (see Figure 4.5 a)). Subsequently,
another H plasma exposure leads to etching from the ribbon edges and thus leaves a
GNR with H plasma defined graphene edges. We note that the investigated GNR is free
of defects in form of missing carbon atoms, because otherwise these defects would have
grown into hexagons (see panel b)). The white dashed rectangle in panel b) indicates
the location of the top gate which was fabricated after encapsulation with hBN[73]. In
panel c), a schematic of the cross section of the device is shown.
The local top gate and the global back gate allow to tune the charge carrier densities
inside and outside the top gated regions independently. This enables the possibility to
tune the system into bipolar regimes, i.e. pnp or npn, thus creating two pn junctions
which can form a cavity for the charge carriers. If the charge carriers move ballistically
inside such a cavity, Fabry-Pérot resonances appear [195]. In panel d), we show the
conductance as a function of back gate and top gate voltages in the pnp regime. Clear
fringes due to Fabry-Pérot resonances are seen to fan out from the charge neutrality
point. The oscillation frequency of the Fabry-Pérot resonances is linked to the cavity
length L. We extract values for L in the range of L = 160 nm to 330 nm (see SOM S3
for details about the cavity length extraction). Since L represents a lower bound for the
mean free path, we can calculate the corresponding lower bound of the mobility, which
is approximately 60′000Vs/cm2, reflecting the high electronic quality of graphene after
H plasma exposure.
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Figure 4.5: Electronic transport measurements of encapsulated GNR with H
plasma defined edges a) AFM height image of a SL GNR with remote H plasma defined
edges and hexagonal shaped etch pits in the bulk. The white dashed lines indicate that the
hexagon edges are well aligned with the GNR edges. b) AFM height image of the GNR on
which electronic transport was measured. The white dashed lines indicate the location of the
top gate which was evaporated on top of a hBN capping layer and has a width of 200 nm. The
GNR is 600 nm wide and measures 1.6µm in length between the source and drain contacts. c)
Device schematic of the encapsulated GNR with a global back gate and a local top gate. The
black dashed line indicates the SL GNR. The bottom and top hBN layers have a thickness
of 42nm and approx. 35nm, respectively. d) Differential conductance as a function of back
gate VBG and top gate VTG voltage at B = 0T in the pnp region (n under the top gate). e)
Similar map as in d) but recorded at B = 8T and in the npn regime (p under the top gate).
In the bi-polar regime, resonances fanning out linearly from the charge neutrality point are
visible. f) Cut along the blue solid line in e) and an additional curve recorded at same gate
voltages but at B = 7T. The x-axis was converted from back gate voltage to the pn-interface
location ∆xpn; see SOM S7 for details. g) Calculation of the conductance through a GNR
following the ZZ direction with disorder in form of AC-30◦ segments and a bulk disorder of
35meV plotted versus the position of the pnp-region ∆Xpnp.
4.3.6 Valley-Isospin Dependent Conductance Oscillations in a H Plasma
Defined GNR.
These measurements can be repeated at high magnetic field (see Figure 4.5 e)). We
follow an analysis based on ref. [196] to study the edge quality in transport. At high
magnetic field, the charge carriers move along the edges of the GNR and along the pn-
interfaces. With scanning gate voltages one can effectively move the pn-interface along
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the edge of the ribbon and in this way scan the edge and probe its disorder [196]. In
panel f), we show a cut along the blue solid line in the map of panel e) at VTG = −4V
and a similar cut recorded at B = 7T, showing that the oscillations already develop
at lower field and remain stable as the magnetic field strength is increased. This is a
sign that the observed oscillations originate from the valley-isospin physics.
Theoretical expectations for ribbons with one-atom steps at the top edge and zero
bulk disorder show a conductance oscillating from 0 to 2 e2/h for the ZZ case (see Fig-
ure 4.6 a)) and from 0 to ∼ 1.5 e2/h for the AC case (see Figure 4.6 b)). If a realistic
bulk disorder strength of 35meV (extracted from the experimental data based on the
width of the Dirac peaks) is added, the oscillations in the ZZ case collapse to a roughly
constant conductance of ∼ 0.6 e2/h, whereas the AC case is essentially unaffected by
the bulk disorder. We note that the AFM results presented in Figure 4.1 indicate that
the edges are following the ZZ direction. Hence, for further calculations we focus on
ZZ GNRs with different kinds of edge disorder, as follows. A GNR with disordered
edges and generally following the ZZ direction shows fast oscillations with an amplitude
of ∼ 2 e2/h for zero bulk disorder. These oscillations are not stable upon 35meV of
bulk disorder and also collapse to a roughly constant conductance of ∼ 0.6 e2/h (see
Figure 4.6 c)). An AC ribbon with edge disorder, on the other hand, would retain oscil-
lations with a large amplitude of ∼ 2 e2/h upon a realistic bulk disorder strength [196]
(not shown). Our measurements show neither of these behaviors (see Figure 4.5 f)).
However, calculations for a ribbon which follows the ZZ direction and with disorder in
form of AC-30◦ segments show oscillations which are relatively robust against a bulk
disorder of 35meV and which look qualitatively similar to the ones found in experi-
ment (see Figure 4.5 g) and Figure 4.6 d)). Hence, these findings are in agreement with
what we found in our Raman studies presented above, i.e. SL graphene edges on hBN
created by remote H plasma exposure follow the ZZ direction but contain edge disorder
in form of AC-30◦ segments.
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Figure 4.6: Quantum transport simulations a1) Ribbon with a perfect ZZ edge at the
bottom and one-atom steps at the top edge. b1) Similar case as in a1) but following the AC
direction. c1) Ribbon following the ZZ direction but with a large amount of edge disorder on
both edges. d1) ZZ edge ribbon with 40% fraction of randomly distributed AC-30◦ segments
on both sides (as found in experiment) with a depth of 1nm. e) Sketch of the ribbon model
with a pnp junction. The yellow regions are p-doped and the blue region is n-doped. The red
and green circles are zoom-ins on the top and bottom edges of the ribbons as indicated in the
ribbon model. Panel a2) to d2) show conductance as a function of ∆Xpnp for the respective
ribbon structures shown in a1) to d1). The blue curves are for zero bulk disorder and the
red curves for 35meV, the value from experiment. Only the ZZ with AC-30◦ segments case
qualitatively agrees with the experiment.
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4.3.7 Electronic Transport Through H Plasma Defined Constrictions.
In Figure 4.7, we show transport measurements for narrower and shorter graphene
constrictions fabricated in a different way. Prior to encapsulation, we define two round
holes of small diameter into the graphene layer with Ar/O2 plasma and expose these to
the remote H plasma to create hexagons sandwiching a GNR with ZZ edges between
them, see Figure 4.7 b). Here, the round seed hole is relatively small, only about 100nm
in size, and most of the ∼ 500nm hexagon was etched with the H plasma process
in an exposure of about 5 hours. For the Fabry-Pérot sample, in contrast, only a
relatively small amount of H plasma etching was performed (about 1 hour), enlarging
the Ar/O2 plasma defined structures only slightly. It would be interesting to compare
in transport experiments ribbons with long and short H plasma exposure, even though
no time dependence of the edge quality was observed on the Raman samples (see
Figure 4.3). It is plausible that longer exposure has a healing effect on the edge, such
that it removes defects more efficiently and creates less disordered atomic arrangements.
Plus, for longer exposures the ribbon direction is solely determined by the graphene
lattice since the etching starts from a round defect and evolves naturally to a hexagon
with edges along the ZZ crystal axis. In the Fabry-Pérot sample (short exposure), a
small misalignment between the overall ribbon direction and the ZZ crystal axis may
remain after the H plasma etching. Also, the ebeam defined circles are clearly visible
as an elevated region. Such regions are known to appear after H plasma exposure and
have been observed in many samples [122]. However, further investigation is required
to better understand these features.
Figure 4.7 shows an example of such a ZZ GNR, with 4-wire conductivity as a function
of global back gate voltage plotted in panel a), comparing a H plasma defined ribbon
(blue) with a RIE defined ribbon (black). Both ribbons are fabricated on the same
graphene flake, allowing direct comparison. As seen, the two curves are very similar,
resulting in comparable mobilities, and no plateaus of quantized conductance are clearly
evident. We note that for most of the gate voltage range the mean free path is larger
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Figure 4.7: a) Four-wire conductivity as a function of gate voltage for two GNRs etched in
the same encapsulated sample, fabricated as labeled. A series resistance is subtracted from
each curve, consistent with the the number of squares between the ribbon and the contacts
(∼ 200 Ω for blue and ∼ 400 Ω for black curve) b) AFM height image of H-plasma etched
GNR with a width of ∼ 300 nm. Two Cr/Au edge contacts (not shown) are evaporated on
each side of the ribbon after encapsulation and the black dashed regions are etched out to
prevent short circuiting of the ribbon.
than 500 nm in bulk, determined from a separate Hall bar sample, see SOM S6. Even
though the ribbons are about a factor of 2 shorter than the mean free path, conductance
quantization is not observed. Hence the edges are the dominant source of scattering,
irrespective of whether they are defined with H plasma or RIE. We note that none
of the wiggles seen in these conductivity traces obviously develop into a conductance
plateau even under application of a magnetic field.
4.4 Conclusion
In conclusion, we have found that H plasma defined hexagons in SL graphene on
hBN exhibit a relatively large D-peak. Polarization dependent Raman measurements
revealed an edge configuration consisting of approximately 60% ZZ and 40% AC-30◦
segments. In contrast, H plasma defined hexagons on graphite did not show any D-peak
intensity, thus seem to be high quality ZZ edges. Electronic transport measurements
on H plasma defined GNRs unveil high electronic quality of the bulk graphene after
H plasma exposure, manifested in Fabry-Pérot resonances. We note that the exposure
of graphene to the remote H plasma is an excellent cleaning method, since it removes
residues very efficiently without degrading the quality of the graphene crystal lattice.
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This is confirmed by Raman spectroscopy (no D-peak in the bulk), AFM (very clean
surfaces without PMMA residues) and electronic transport measurements (high elec-
tronic mobility). However, measurements at high magnetic field show valley-isospin
oscillation characteristics which indicate the presence of edge disorder. In particular,
quantum transport simulations for a ZZ GNR with AC-30◦ segments fit the experimen-
tal data best and support the findings of the Raman experiments. Moreover, transport
through narrow graphene constrictions showed similar mobilities for RIE defined edges
and H plasma edges.
Hence, the Raman investigations and the transport measurements both indicate the
presence of edge disorder for H plasma defined SL graphene edges. Further investiga-
tions are needed to identify possible origins of the disorder such as e.g. hBN-graphene
interactions where the relative rotation angle could play a role[173, 197], or a too high
thermal energy leading to edge reconstruction[193]. Thus, further optimization of the
H plasma etching process is required in order to obtain high quality crystallographic
graphene edges.
4.5 Methods
AFM specifications: Two different AFM instruments were used for the measure-
ments presented in this work. The data shown in Figure 4.1 a) to c) was obtained by
means of ambient qPlus based atomically resolving AFM[189], namely with a quartz
force sensor with resonance frequency f0 = 33 kHz, stiffness k = 1800N/m and quality
factor Q = 3000. Coarse topography images in Figure 4.1 (a) and b)) were acquired
in the frequency-modulated mode while Figure 4.1 c) shows an atomically resolved fre-
quency shift image acquired in the constant height mode. The details of the setup are
described elsewhere [198]. For all other AFM data a Bruker Dimension 3100 was used.
All data measured with this instrument was acquired in intermittent contact mode
(amplitude modulated).
H plasma parameters: The following parameters were used for the exposures of all
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samples presented in this work: T = 400 , p = 1.7mbar, H2 gas flow of 20 SCCM. The
details of the setup are described elsewhere[122].
Raman microscope: The Raman measurements were acquired with a WITEC al-
pha300 Raman system. The wavelength of the He-Ne laser was 633 nm and the used
objective was 100x with NA = 0.9. The laser power was set to 1.5mW or below for
all measurements. This power is low enough to exclude any laser induced structural
changes (see SOM S2). To extract the peak heights, we first subtract the background
and fit single Lorentzians (for the G and 2D-peaks) and a double Lorentzian for the D
and hBN peaks.
Sample fabrication: We used graphite flakes from NGS Naturgraphit GmbH. SL
flakes were obtained by the scotch tape method[6] and transferred on top of hBN crys-
tals by the wet transfer technique described in Ref. [70]. High quality hBN crystals[175]
were exfoliated on top of a p++ doped Si wafer covered by 300 nm SiO2 following the
same scotch tape method. For the sample in Figure 4.7, we used an hBN flake from
HQ-Graphene. After H plasma etching, the electronic transport samples were in ad-
dition encapsulated by a top hBN flake to ensure high cleanliness and stability of the
devices. To cut the hBN/graphene/hBN stack in order to shape it or define control
ribbons an SF6/Ar/O2 gas mixture was used in an RIE process. Cr/Au side-contacts
were fabricated following ref. [73] with an additional RIE step with CHF3/O2 gas prior
to metalization.
Electronic transport measurements: Standard low frequency lock-in measure-
ments were performed in a variable temperature insert at T = 4K.
Quantum transport simulations: All quantum transport simulations are done with
the following parameters. Magnetic field is fixed at B = 16T, the distance between
two pn-interfaces is set to 20 nm, and the smoothness of the pn and np regions is
approximately 5 nm. All calculations with disorder are averaged over 200 different
configurations of Anderson-type disorder potential. All calculations are done at zero
temperature.
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4.6 Supplementary Information
4.6.1 High quality bulk graphene after hydrogen plasma exposure
In order to investigate the influence of remote hydrogen (H) plasma exposure on the
graphene flake, we recorded Raman maps (see Fig. 4.8). In panel a) and b) we show the
integrated 2D- and D-peak intensities, respectively. It is nicely visible, that the D-peak
intensity is only high at the edges of the flake and the hexagons and very low in the
bulk, showing that exposure of graphene to remote H plasma only edges from defects
and the edges and leaves the bulk intact. Furthermore, we can exclude hydrogenation
of bulk graphene because this would lead to D-peak intensity [176]. Panel c) shows an
AFM height image of the region where the Raman maps in a) and b) were recorded.
The green, red and purple crosses are drawn at the same location on the flake through
a) - c), namely the green cross lays inside the hexagon, the red cross at the edge and
the purple cross on bulk graphene.
Raman spectra were recorded at the location of these crosses and are shown in panel
d) with the corresponding color coding. We observe the graphene related D-, G-, and
2D-peaks, as well as the hBN-peak coming from the substrate. Looking at the G- and
2D-peaks, the intensity is highest for the measurement on bulk graphene, decreases to
about half the intensity for the measurement at the hexagon edge and almost vanishes
for the measurement taken inside the hexagon. Since the laser spot size is on the order
of the hexagon size, the G- and 2D-peak intensities do not fully vanish because the tails
of the Gaussian beam shape still excite a small fraction of graphene. Interestingly, the
D-peak intensity is only high for the measurement taken at the edge and zero inside and
outside the hexagon (see panel e) for the zoom-in). This shows, that the rim initially
created when the starting defect was fabricated by reactive ion etching (RIE) in an
Ar/O2 plasma does not contribute to the graphene D-band in the Raman spectrum. In
Figure 4.8 f) we show the intensity profile of the 2D-peak, recorded along the red solid
line in panel a). From this profile we extract a laser spot diameter of ∼ 860 nm. This
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Figure 4.8: High quality bulk graphene after H plasma exposure Integrated 2D-
intensity (a)) and integrated D-peak intensity (b)) of a section of a single layer (SL) graphene
flake on a hexagonal boron nitride (hBN) substrate after 4 h of H plasma exposure. c) AFM
height image of the region where the Raman maps in a) and b) were recorded. d) Raman
spectra recorded at the locations indicated by the colored crosses in a) - c). e) Zoom-in on
the region of the D-peak. f) 2D-peak intensity as a function of distance measured along the
red solid line in panel a).
is well in agreement with the theoretically expected diffraction-limited spot diameter
(1.22∗λ/NA = 858 nm, with the numerical apertureNA = 0.9 and the laser wavelength
λ = 633 nm).
4.6.2 Laser power test
A crucial condition for the investigation of the edge constitution by means of Raman
spectroscopy is that the edge is not changed upon laser irradiation. Indeed it has
been observed experimentally[186] that edge reconstruction due to laser annealing can
happen at graphene edges. To ensure, that our graphene edges are not altered upon
laser irradiation we performed a laser power test. In Figure 4.9 a) we show an AFM
height image of the sample on which we performed the laser power test. In panel b) we
plot the normalized D-peak intensities measured at different stages of the laser power
test (measurement # 1 to 5).
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Figure 4.9: Laser power test a) AFM height image of a SL graphene flake on hBN after
4 h of remote H plasma exposure. The blue and red dashed circles indicate the laser spot
where the Raman spectra shown in panel b) were recorded. b) Normalized D-peak intensity
recorded at different stages of the laser power test. Measurement # 1, 3, 4 and 5 were acquired
with a laser power of 0.5mW. Only hexagon 2 was exposed to a laser power of 1.5mW, see
measurment # 2 (green dashed area indicates exposure to 1.5mW). The red solid and dashed
lines at measurement # 3 to 5 indicate the average and the standard deviations, respectively.
They are prolonged to the left across measurement # 1 and 2 and show that the normalized
D-peak intensities recorded before and after exposure to 1.5mW are comparable. All data
points are averages over five measurements and the error bars are the corresponding standard
deviations.
First we measured at both hexagons with a laser power of 0.5mW (measurement #
1). In a second step we measure at hexagon 2 with a laser power of 1.5mW (mea-
surement # 2). After this exposure to 1.5mW we measure again at both hexagons
with 0.5mW (measurement # 3 to 5). Comparing the normalized D-peak intensities
recorded before exposure to 1.5mW (measurement # 1) with the intensities recorded
afterwards (measurement # 3 to 5), it is indicated that measuring with a laser power
of 1.5mW does not change the recorded D-peak intensity significantly and hence the
edge is not impaired. Hence we generally measured with a laser power of 1.5mW to
have a reasonable signal to noise ratio.
4.6.3 Extraction of the cavity length
In order to characterize the electronic quality of our H plasma exposed graphene sam-
ples, we extract a lower bound for the mean free path lmfp of the charge carriers from
the oscillation period of the Fabry-Pérot oscillations which are only visible if lmfp ex-
ceeds the cavity length L. In particular, L can be calculated from the charge carrier
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density values n of two consecutive oscillations:
L =
√
pi√
nj+1 −√nj (4.1)
In Figure 4.10 we present electronic transport data recorded on the sample presented
in Figure 5 in the main manuscript. Panel a) shows the conductance as a function of
the inner (nin) and outer (nout) densities, where nin is the density in the top gated area
and nout is the density in the graphene which is only influenced by the global back gate.
The conductance map can be divided into four regimes: pnp, pp’p, npn and nn’n. In
the two bipolar regimes (pnp and npn) pn-junctions are formed which build a cavity
for the charge carriers and lead to Fabry-Pérot resonances (see panel b) for a cut along
the blue line in a)). Using equation4.1 we extract values for L at different nout, see
panel c). The largest cavity sizes are reached for low values of nout and large values of
nin. In particular, the values for L lay in the range of 160 nm to 330 nm.
Figure 4.10: Extraction of the cavity length a) conductance as a function of nin and
nout. b) cut along the blue solid line in a). Fabry-Pérot resonances are visible indicating
ballistic transport between the pn-interfaces. c) Extracted cavity lengths L as a function of
nin for three different values of nout.
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4.6.4 Edge Reconstruction
Reconstruction of zigzag (ZZ) edges has been observed experimentally [193, 199] and
predicted theoretically[194]. Among them, Xu et al.[193] proposed a reconstruction
mechanism which leads to four types of edge reconstructions and has the following
form:
ID ∝ 14f1 + f2 +
1
2f1cos
2(θ + φ) (4.2)
where f1 describes the relative weight of armchair (AC)-30◦ segments, f2 are the point
defects, f3 are the ZZ-0◦ segments and f4 are the ZZ-60◦ weights. θ denotes the
polarization angle with respect to the edge and φ is an offset which could stem from an
alignment error. Since only AC-30◦ segments and point defects are D-peak active, it is
possible to learn about their relative abundance (f1/f2) by performing polarized Raman
experiments. In Figure 4.11 a) we plot the normalized D-peak intensity as a function
of θ which was measured at the edge of the hexagon shown in Figure fig:figure4 a) in
the main manuscript. The blue curve is a fit to equation 4.2 from which we extract
values for f1 and f2. The extracted values indicate that AC-30◦ segments are much
more abundant than point defects and hence that the edge essentially consists only of
AC-30◦ and ZZ segments.
In Figure 4.11 b) we plot the ratio of ZZ to AC-30◦ segments ρZ extracted at different
stages of the etching process for two different hexagon edges. The extraction of ρZ
was done following the procedure presented in Ref. [134] as also described in the main
manuscript. Within the experimental error bars ρZ is similar for all investigated etching
times.
4.6.5 Effect of the Hole Shape on the D-peak Intensity
As complementary to the discussion of the etching series presented in Figure 3 of the
main manuscript, the geometrical change from the circular hole to the hexagonal hole
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Figure 4.11: Edge reconstruction. a) Normalized D-peak intensity as a function of the
polarization angle θ for the hexagon shown in Fig. 4 a) of the main manuscript. The blue
curve is a fit to equation 4.2 yielding f1 = 165 ± 6, f2 = −3 ± 3 and φ = 8 ± 1. b) ρZ as a
function of etching time for two different hexagon edges.
must be taken into account in order to interpret the increase of the D-peak intensity
correctly. Naturally, a change in edge length effects the D-peak intensity and the
graphene area enclosed in the laser spot affects the G-peak intensity. These geometrical
changes must be normalized such that ID/IG only manifests the edge quality.
First, we look at the change of the shape from the RIE circular hole to the H plasma
etched hexagonal hole. The total edge length enclosed in the laser spot for both shapes
are almost equal to each other (∼ 940 nm). But for the total D-peak intensity, it is
crucial to consider the orientation of the edge, polarization direction and the position
with respect to the center of the laser spot. These three properties determine the D-
peak intensity together. We calculate an effective D-peak intensity by assuming that
every point at the edge allows the second order scattering process which is responsible
for the D-peak signal. This assumption assures that the following calculation only
covers the geometrical changes from a circular shape to a hexagonal shape. Taken into
account all these points, the D-peak intensity in a single spectrum measurement, when
the laser is positioned as seen in Figure 4.12, is given by:
ID ≈
∫ ∫
dβdrP (β) cos2(θ + β)I(~r). (4.3)
The first function in the integral is the polarization function P (β), which gives the
amplitude of the laser power at an angle β with respect to the horizontal axis, shown
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Figure 4.12: Schematic of the integral in equation 4.3 In order to calculate the D-peak
intensity with an integral, the components of the integral must be identified while a single
spectrum measurement is taken. The center of the laser spot is located at the circumference.
For any point along the edge, the distance from the center of the laser spot is defined as ~r,
the direction of the polarization vector with respect to the horizontal axis is defined as β and
the angle between the tangent line at that point and the horizontal axis is defined as θ.
in Figure 4.12. This function is written explicitly in equation 4.4, describing the full
elliptical shape of the incident polarization:
|~P (β)| = P (β) =
√
(2.5 cos β)2 + sin2(β). (4.4)
The coefficient (2.5) describes how much the polarization is deviated from a perfect
circular polarization due to an asymmetry at the beam splitter. For the circular polar-
ization, β is integrated from 0 to pi. The second function I(~r) describes the Gaussian
beam shape:
I(~r) = I0e
−2 r2
ω20 (4.5)
with ~r being the radial distance from the center of the laser spot to the respective
point at the edge and ω0 being the (Gaussian) beam waist, measured and calculated
to be 430 nm. The third part is the cosine squared function which is a correction due
to that the D-peak intensity is maximum (minimum) when the polarization direction
is parallel (perpendicular) to the edge direction. The argument of this function is the
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sum of the polarization angle β and the angle θ of the tangent line with respect to the
horizontal axis, as shown in Figure 4.12.
In order to calculate the effective D-peak intensity at the RIE hole, we apply this
integral onto the circumference that fits inside the laser spot, as drawn schematically
in Figure 4.12. For ease-of-calculation, the full circular shape is approximated as a
60-edge-polygon which has an imperceptible effect on the calculation. It should also
be noted that the integral in equation 4.3 is converted into a line integral for the actual
calculation.
Secondly, we calculate the effective D-peak intensity for the hexagonal hole. This
calculation is easier than the circular case since it includes only 3 edge segments with
angles of 0 and ±60 degrees. The lengths of the hexagonal hole edges are measured
on AFM images. All the dimensions of the holes and the D-peak intensity calculations
are given in Table 1.
Then we calculate the graphene area enclosed in the laser spot. Obviously, from the
circular to the hexagonal case it is a different geometrical shape and area of graphene.
Since we locate the center of the beam at the center of the top or bottom edge, half of
the laser spot is always filled but only the side pieces around the hole are different after
each etching step. At this point, we calculate the area by using simple geometry and
write the result again in Table 1. As you can see the change in area is at most 14%.
In this calculation, we assume that the G-peak intensity is proportional to the amount
of graphene enclosed in the area of the laser spot and we do not consider the Gaussian
intensity profile. In fact, the effect of these side areas on the G-peak intensity is much
less than the calculated values since they are further away from the center so that they
are less excited due to the Gaussian beam shape. This approximation actually makes
our argumentation bolder.
The resulting ID/IG ratios are given in Table 1. All the values in the table are normal-
ized to the value for the RIE hole of the corresponding quantity. That is why in each
column, the top row (RIE hole value) is always equal to 1 and the values for 2h etching
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and 4h etching show the change from the RIE case. Apparently, the geometrical change
of the edge length and the area does not correspond to the measured values of ID/IG
in the main text. This means that the increase of the ID/IG values from the RIE hole
to the H plasma etched hole is not due to that the edge is longer or the graphene area
is less but it is due to a change in the atomic configuration at the edge. Namely, going
from the RIE hole to the H plasma hole there are more edge segments contributing to
the D-peak signal.
Etching Total Calculated Area Measured Calculated
(x) edge length IxD/IRIED inside ω0 IxD/IxG IxD/IxG
inside ω0 ≈ IxG/IRIEG (main text) (geometry)
RIE ∼ 940nm 1 1 1 1
2h H-plasma ∼ 945nm 1.03 0.89 2.4 1.16
4h H-plasma ∼ 950nm 1.04 0.86 2.4 1.21
Table 1: Calculations for the 600 nm hole with circularly polarized light
4.6.6 Electronic Mobility of Encapsulated Hall Bar
In this section we present transport data recorded on a SL graphene Hall bar encap-
sulated between two hBN flakes. In particular we are interested in the cleanliness of
the encapsulated graphene and extract the mean free path lmfp of the charge carriers
to compare it with relevant length scales of the investigated graphene nano ribbon
(GNR) devices discussed in the main manuscript (Fig. 6). In Figure 4.13 a) an optical
microscopy image of the encapsulated Hall bar is shown with the electronic circuit
drawn on top of it. In panel b) the conductivity σ as a function of the charge carrier
density n is plotted. The blue and green curves are fits to the following equation:
σ(n) =
(
1
µne+ σ0
+ ρs
)−1
(4.6)
where µ is the mobility, e the electronic charge, σ0 the minimal conductivity caused by
the residual doping and ρs a series resistivity which is composed of the contact resis-
tances and the cryostat lead resistances. The fit to the electron side (green curve) gives
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µ = 151′000Vs/cm2 and the fit to the hole side (blue curve) gives µ = 90′000Vs/cm2.
In panel c) we plot σ as a function of n on a log-log scale. By looking at the position
of the kink indicated by the black solid and dashed lines we extract an estimate of the
residual disorder density which is 1.5 · 1010 cm−2 for the hole side and 4.6 · 1010 cm−2
for the electron side. Further, we calculate lmfp of the charge carriers for the electron
side by using the following formula:
lmfp(µ, n) =
~
e
· µ · √pin (4.7)
where ~ is the Planck constant.
The mean free path reaches 1µm at n = 2.6·1011 cm−2 which clearly exceeds all relevant
length scales in the GNR devices discussed in the main manuscript (Fig. 6).
4.6.7 Conversion of Backgate Voltage to the pn-interface Location
In order to interpret the valley-isospin oscillations in terms of the pn-interface loca-
tions it is necessary to convert gate voltages to the actual pn-interface locations. In
Figure 4.14 a) a calculation of the electrostatics of the studied device is shown where the
pn-interface position ∆xpn as a function of back gate and top gate voltages is plotted.
In panel b) a cut along the red solid line in a) is shown. This curve was used to convert
back gate voltage to ∆xpn for the curves presented in the main manuscript. Panel c)
shows a schematic of the device where ∆xpn is indicated. Hence, ∆xpn denotes how far
the left pn-interface moves to the left and the right pn-interface moves to the right.
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Figure 4.13: Mobility of an Encapsulated Hall Bar a) Optical microscopy image
of the investigated SL graphene Hall bar encapsulated between two hBN flakes. The side
contacts are yellow and the electronic circuit is indicated. b) Conductivity as a function
of the charge carrier density. The green and blue curves are fits to equation 4.6. The
following fitting parameters were obtained: electron side, µ = 1.51 · 105 ± 1 · 103Vs/cm2,
ρs = 192.3 ± 0.6 Ω, σ0 = 8 · 10−21 ± 3 · 10−5 S; hole side: µ = 9 · 104 ± 7 · 102Vs/cm2,
ρs = 195.1± 0.6 Ω, σ0 = 2.3 · 10−4 ± 2 · 10−5 S c) Conductivity as a function of the absolute
value of the charge carrier density plotted in a log-log representation. The locations of the
kinks give the estimates of the residual disorder density which is 1.5 · 1010 cm−2 for the hole
side and 4.6 · 1010 cm−2 for the electron side. d) Mean free path as a function of the charge
carrier density for the mobility value obtained for the electron side.
Figure 4.14: Conversion of Backgate Voltage to the pn-interface Location a)
Electrostatic simulation of the device presented in Figure 5 in the main manuscript where the
pn-interface location is plotted as function of top and back gate voltages. b) Cut along the
red solid line in a). c) Schematic of the device with the pn-interface locations indicated.
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5 Adiabatic Nuclear Demagnetization down to
1.8mK
This chapter is concerned with experiments on cooling a Coulomb blockade thermome-
ter (CBT) via adiabatic nuclear demagnetization (AND) in a cryogen free fridge. A
CBT consists of an array of Al/AlOx tunnel junctions with large Cu cooling fins which
serve as nuclear spin reservoirs. The concept applied here is called on-and-off chip
cooling [31]. In this concept, each measurement lead is cooled through its own nuclear
refrigerator (NR) which reduces the heat leaking to the chip during the demagnetiza-
tion process. On the other hand, to cool the electrons in the nanoelectronic device,
AND is applied on the nuclear spin reservoirs of Cu islands deposited on the chip.
The nanoelectronic device is a Coulomb blockade thermometer, from which one can
determine the electron temperature via transport measurements.
Application of this concept resulted in electron temperatures down to 1.8mK in a
Coulomb blockade thermometer device. The previous experiments carried out in the
same system reached electron temperatures of 2.8mK in the same kind of a device
and pointed out few mechanisms which prevent reaching lower temperatures [31]. Here
further analysis will be done by investigating few other parameters such as sample
orientation, ramp rate and precooling duration. An attempt is also made by stabi-
lizing the inner shields of the cryostat with each other in order to reduce mechanical
vibrations.
The following sections will explain the experimental set up, calibration of a Coulomb
blockade thermometer and two AND cool-downs. Different experimental parameters
will be investigated also together with a reported experiment by Palma et al. [31].
96 5 Adiabatic Nuclear Demagnetization down to 1.8mK
5.1 Experimental Setup: Cryo-free Refrigerator
The AND experiment is carried in a Bluefors dry fridge, equipped with a Cryomech
Pulse Tube and two 9T magnets for the sample and the nuclear stage. The schematic
of the system is shown in Figure 5.1A, representing the significant units. Starting from
the top, 16 measurement leads come from the room temperature electronic equipment
and reach down to the CBT chip going through several stages.
Figure 5.1: Figure of the experiment fridge with significant units. A) Stages of the cooling
and filtering, starting from the room temperature electronics down to the sample. Thermo-
coaxes, Ag epoxy microwave filters and RC filters are the filtering units of the system for
electronic noise. The leads are thermalized at each stage, starting from the pulse tube stage
down to the mixing chamber and finally at the nuclear refrigerator. Heat switches and the
magnetic field regions are also shown. B) Picture of sintered silver heat exchangers. C) Pic-
ture of the nuclear refrigerator network. D) Schematic of the copper box where the sample
is placed with extra microwave filters right before the box. For better thermalization the
copper box and the filters are glued to the side of one of the NRs. E) Picture of the whole
system from mixing chamber to sample holder. Figure adapted from [200, 201]
First, the leads are filtered by lossy thermocoaxes until the mixing chamber (MC)
stage (100 dB attenuation for f> 3GHz) [146]. At the MC stage, additional filtering is
managed via home-built silver epoxy microwave filters (100 dB f>200MHz) [137] and
double RC filters (3 dB for f> 45 kHz). After the filtering stages, 16 leads go through
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the mixing chamber to be well thermalized via heat exchangers made with sintered
silver, see Figure 5.1B. The silver sinters have huge surface areas (ca. m2 per gram)
to reduce the Kapitza boundary resistance between liquid Helium and the metal leads
for greater thermalization. The base temperature of the mixing chamber is ∼ 9 mK.
After the mixing chamber, the measurement leads are made of annealed thick silver
wires (diameter of 2.54mm), going through Al heat switches with fused joints and
spot welded to a nuclear refrigerator. At the MC temperature, Al is a superconductor
which is a thermal insulator. Application of a small magnetic field (15mT) breaks
the superconductivity in aluminium, converting it to a thermal conductor. Hence,
we can switch between thermally conducting and insulting state while keeping the
link always electrically connected. Each measurement lead is spot-welded to its own
nuclear refrigerator which is made of 2 mols of copper. This way a network of 16
nuclear refrigerators is established to assure AND cooling of the leads while maintaining
electrical isolation from each other and ground.
After the NRs, the leads are extended to the chip carrier at the bottom as annealed
silver wires. However, in this experiment, the chip carrier at the bottom was not used.
Instead, the CBT chip was integrated (perpendicular to the magnetic field direction)
in a small Cu box which is glued with silver epoxy at the side of one of the nuclear
refrigerators for greater thermalization. The two leads used for measuring the CBT
were filtered with additional microwave filters prior to entering the Cu box through
MMCX connectors. The microwave filter used here are home-built by following the
procedure in Ref. [137] with lots of patience and neat work. They are made of 2m
long, 0.3mm thin copper wire wound around ∼2 mm thick copper rod which is also
demagnetized during AND to provide cooling.
At the mixing chamber flange, a Magnetic Field Fluctuation Thermometer (MFFT) is
mounted, which can measure down to 0.120mK where it hits the SQUID noise floor.
The thermal motion of electrons creates current fluctuations in a metal. In order
to measure the electron temperatures in the NRs, the magnetic fields priduced by
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these current fluctuations are inductively measured by a superconducting gradiometer
and then amplified by a SQUID mounted at 4K [202–205]. The working principles,
calibration and implementation of these thermometers to our system are explained
elsewhere [25, 31, 200, 206].
Figure 5.2: Schematic of the MC and the still shields with the NRs in the middle. Black
lines indicate the locations where the shields are bolted with PEAK screws for stabilizing
the inner parts with each other against the mechanical vibrations. The right panel shows the
integrated voltage noise across the CBT as a function of frequency at B = 4 T. As a result
of the fixing, the resonance frequency of the structure shifts to a lower frequency. The red
curve is adopted from a previous experiment performed in the same system, reported in Ref.
[31].
As discussed in the background chapter, mechanical vibrations in the system are one
main reason of heat leaks in the presence of magnetic fields due to eddy currents. As
an attempt to stabilize the NRs and the CBT sample against the vibrations, the inner
cold structure which holds the NRs is screwed to mixing chamber shield via three
screws made of Polyether Ether Keton (PEAK), see Figure 5.2. The mixing chamber
shield is also screwed to the still shield with same type of screws at the bottom. Even
tough PEAK has very low thermal conductivity, the solid connection between separate
parts of the system created a higher base temperature (∼ 9 mK) compared to the base
temperature without screws (∼ 6.5 mK) [200, 201]. The idea behind is that the shields
are rigidly attached to MC and still flanges, whereas NRs are not, and carry a larger
mass which could lead to larger vibrations. Hence, fixing these parts would lead to
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stabilization. As a result of this fixation, the resonance frequency of vibrations have
been shifted as can be seen in the integrated voltage noise spectra across the CBT in
Figure 5.2.
5.2 Coulomb Blockade Thermometry
A Coulomb blockade thermometer makes use of the Coulomb blockade effect of charge
carriers tunneling through an insulating barrier between two large metallic reservoirs
[29, 30].
The device consists of linear arrays of Al/AlOx/Al tunnel junctions with large metallic
islands in between them as shown in Figure 5.3. On top of 40 nm thick Al top layer,
200 nm of copper is also deposited. This thick layer of copper provides the necessary
nuclear spin reservoir on the chip. During AND process, the nuclear spins of the copper
layer are demagnetized and supply cooling to the conduction electrons. The total array
comprises of 32 tunnel junctions with 16 large copper islands in between them.
Figure 5.3: False color electron micrographs of the CBT sample. A) The large copper
island (volume≈ 42′000µm3) with two tunnel junctions (yellow boxes). B) Close up image
of a tunnel junction shown in the yellow box in left panel. Details of fabrication of such
samples are explained in Ref. [152]. Figure taken from [31].
The electronic temperature is obtained by measuring 2-wire differential conductance
g of the CBT as a function of bias voltage Vbias. The measurement is done by apply-
ing few µV AC excitation with a lock-in amplifier at a frequency of 7 Hz. In Figure
5.4A, typical conductance traces are shown for different temperatures. The zero bias
conductance, g0, is suppressed compared to the high bias asymptotic value gT , due
to environmental Coulomb blockade effects, creating the zero bias dip [29]. As repre-
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sented by the colour coding in Figure 5.4A, the dip gets narrower and lower with the
decreasing temperature. Both the width or depth of the conductance dip can be used
to determine electron temperature. The full width at half maximum is directly related
to temperature which can be used as a primary thermometer [30]:
V1/2 ' 5.439 NkBTe (5.1)
where N is the number of junctions in the array and e is the electron charge. This
direct relationship with temperature assumes no overheating effects and all junctions to
be in thermal equilibrium. The width can be obtained with a bias sweep measurement,
which in turn causes overheating of the device. In Figure 5.4A, a conductance trace
at zero bias and at MC temperature is appended (as a function of time, top axis).
As seen, the conductance value is lower than the value the dip reaches for the same
temperature. Therefore, the width of the dip would give a higher temperature reading
due to overheating. Hence, instead of the width, the depth of the dip, i.e. conductance
value at zero bias, is a more accurate measure of the temperature. However, it is a
secondary thermometer and requires calibration to directly deduce the temperature.
For the calibration, we measure 2-wire conductance at different temperatures and ob-
tain zero bias conductance g0 and high-bias conductance gT values. Then, we plot the
normalized conductance dip δg as a function of temperature as in Figure 5.4B. The
normalized zero bias dip δg is given by [30]:
δg = 1− g0gT =
u
6 −
u2
60 +
u3
630 , u =
Ec
kBTCBT
, (5.2)
where kB is the Boltzman constant, EC is the charging energy of the tunnel junction
and TCBT is the electronic temperature in CBT. We fit the Equation 5.2 to data in
Figure 5.4B while keeping the charging energy EC as a free parameter. The fitting is
applied at higher temperatures, TCBT ≥ 30 mK where the device is well thermalized
with the system. The deviation of the fit from the actual values of δg is visible at lower
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Figure 5.4: Calibration of the CBT against the MC temperature A) The 2-wire conductance
of the CBT (lead resistance subtracted) as a function of voltage bias at various temperatures.
As the temperature decreases, the conductance dip at zero bias gets deeper and narrower.
The top axis belongs to the zero bias time trace at 8.7mK, showing the overheating effect of
bias sweep at the same temperature (dark blue curve) B) Normalized conductance dip as a
function of temperature (red dots). The red curve is the fit to the Equation 5.2, giving the
charge energy of the device as 6.71mK. C) CBT temperature against the MC temperature,
calculated with charging energy obtained in panel B.
temperatures due to heat leaks.
As a result of the fit, charging energy of the CBT tunnel junctions, EC = 6.71± 0.04 mK,
is extracted. The extracted value of charging energy is then used for determining
the electron temperature from the measured g0 values during the AND process via
Equation 5.2. During the demagnetization step, the differential conductance, g0, will
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be constantly measured at the exact dip location with effectively zero bias to prevent
overheating.
The validity of Equation 5.2 depends on the ratio u and was investigated in Ref.
[29, 207]. The range of a CBT device for accurate temperature reading is when
EC∼ kBT. For EC > kBT, the temperature reading will lose its accuracy since the
single electron charging effects dominate at this regime rather than temperature de-
pendency of conductance through the tunnel junctions. In particular with our sample,
electron temperatures down to roughly 2 mK can be measured with an accuracy of
about 15% [207].
5.3 Adiabatic Nuclear Demagnetization
In principle, the final temperature of the AND process is determined only by the
magnetic field reduction. However, the heat leaks in the system break the adiabatic
process and increase the final temperature. Since these heat leaks are related to the
experimental environment, it is possible to tune experimental parameters in order to
minimize the heat leaks. Previous studies have already investigated some of these
structural and experimental parameters and have reached electronic temperature of
2.8mK in the same system where the CBT sample is mounted parallel to the magnetic
field direction [31, 200, 201, 206]. Here we implemented the CBT chip in perpendicular
to the magnetic field to be able to demagnetize to lower final fields and performed
two cool-downs (CD) with different ramp rates, voltage excitations and precooling
durations.
Below, these two cool-downs will be compared with each other and also with a previous
cool-down reported in Ref. [31]. As mentioned, the parallel sample configuration in Ref.
[31] allows to reduce the magnetic field down to 375mT, whereas it can be reduced to
80mT for perpendicular configuration. These final fields are determined such that Al is
in metallic phase and not in the superconducting phase i.e. higher than the critical field
for Al thin film in perpendicular and parallel configurations. A structural difference
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Figure 5.5: The first step of the AND process, precooling. Graphs show the temperature of
the DR and the CBT after the field is ramped to 9T. Panel A shows the data for perpendicular
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of the second cool-down is shifted to match the time-scale of the second cool-down since the
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heat of magnetization created after ramping the field is drained into the DR. See the text for
details.
compared to previous study is the implementation of PEAK screws as explained above.
Once the system is well thermalized at the base temperatue (TMC = 9 mK), AND
process is started. First, an initial magnetic field of Bi = 9 T is applied in order to
magnetize the nuclear spins in NRs and in the CBT sample. As the nuclear spins
are polarized, large heat of magnetization is produced, which should be drained into
the mixing chamber. This process is called precooling and takes couple of days. In
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Figure 5.5, the temperatures of the CBT and mixing chamber are plotted with respect
to time. As seen, at the beginning of precooling, the system is much warmer than
base temperature. As the mixing chamber supplies the cooling power, TCBT gets closer
to mixing chamber temperature but can only reach down to 24mK after 3 days of
precooling for the first cool-down and to 21mK after 6 days of precooling for the
second cool-down. At the same time, temperature of the mixing chamber saturates at
9mK for both cool-downs. In Figure 5.5B, data from [31] is shown, where the CBT
reaches 24mK after 3 days.
The discrepancy between TCBT and TMC at the end of precooling indicates heat leaks,
especially due to eddy currents created in the presence of magnetic field due to pulse
tube vibrations and a weak thermal link between these two parts of the system which
are physically in contact with each other. These effects will be discussed further in the
following section.
Before starting the nuclear demagnetization, the thermal link between the MC and
the NRs are cut by running Al heat switches into the superconducting (or thermally
insulating) phase by removing externally applied magnetic field (15mT). In this way,
we prevent the loss of cooling power created in NRs into the MC and the other high
temperature parts of the system and reduce the heat leaking into the NR from the
warmer upper parts of the system. Then the magnetic field is slowly reduced from
Bi = 9 T to final field of Bf = 80 mT for the perpendicular case, as shown in Figure
5.6A and 375mT for the parallel case in Figure 5.6C.
Another parameter for the demagnetization which we can tune is the ramp rate which
should be determined considering the heat leaks to the system. A fast ramp rate
creates large eddy current heating since Q˙eddy ∝ B˙2. However, the heat leak during the
magnetic field sweeps have been observed to be independent of ramp rate in previous
experiments carried out in the same system [31, 206]. On the other hand a slow ramp
rate will result in a longer process where the system will be exposed to heat leaks for
longer duration. For the perpendicular case, different ramp-rates were attempted. The
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second cool-down is ramped faster (1T/h from 9T to 8T and 2T/h from 8T to 80mT)
as opposed to the first cool-down where the ramp rate is slower for the last part of the
demagnetization (1T/h from 1T to 80mT).
Also, a lower AC excitation voltage of 4µV is applied in the second cool-down for the
conductance measurements as opposed to 10µV in the first cool-down. This is reflected
as slightly noisier data for the second cool-down. We note that the applied bias for
each island is divided by the number of islands in the array.
Prec. Prec. Final Final Final Efficiency
time Temp. Field Temp. Temp. ξ
Ti Bf for ξ = 1 Tf
days (mK) (mT) (mK) (mK)
CBT 1 3 24 80 0.2 2.7 0.08
CBT 2 6 21 80 0.19 1.8 0.10
CBT [31] 3 24 375 1 2.8 0.36
NR 1 3 9 80 0.08 0.15 0.55
NR 2 6 9 80 0.08 0.13 0.61
NR [31] 3 10 375 0.42 0.45 0.93
Table 2: CBT and AND temperatures for the AND experiments for three different cool-
downs.
Figure 5.6 shows the temperature of CBT and NRs during the demagnetization pro-
cess. The temperature reduction in an ideal adiabatic process is also plotted as
dashed lines for NRs and CBT. At the end of the demagnetization, the final tem-
perature for an ideal adiabatic process is given by Equation 5.3 and written in Table
2. However, due to heat leaks, the measured final temperatures are higher than the
ideal values: TCBT,f,1 = 2.7 mK and TCu,f,1 = 0.15 mK for the first cool-down and
TCBT,f,2 = 1.8 mK and TCu,f,2 = 0.13 mK.
Comparing the values in Table 2 can manifest the effect of different parameters em-
ployed in different cool-downs. In the perpendicular case (CD1 and CD2), the final
magnetic field (80mT) is much lower than the parallel case (CD [31] 375mT) which,
in principle, could lead to lower final temperatures for the same initial temperature.
As seen in Figure 5.6B, at the end of demagnetization, TCBT,1 does not decrease until
the final field but slightly increases.
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Note that the heat capacity becomes very low (∼B2) at low magnetic fields and so the
cooling power from the nuclei is not enough to cool the electrons further. The heat leak
in the system takes over against the cooling power and starts to increase the electron
temperature of the CBT slightly before demagnetization is finished. This leads to final
temperatures higher than otherwise they could reach, see Figure 5.6A.
Precooling duration obviously has an effect on the initial and final temperatures as
can be clearly seen by comparing CD1 and CD2. Longer precooling results in lower
electron temperatures for CD2 than CD1. Since the magnetic field reduction are the
same for both cool-downs; equal temperature reduction ratios are expected for both
cool-downs, leading to lower final temperatures, as observed. Additionally, CD2 shows
a slightly higher efficiency compared to CD1, pointing towards an effect of reduced
excitation voltage.
It should be also noted that, longer precooling does not necessarily result in lower
initial temperatures since TCBT would saturate at a temperature well above TMC due
to weak thermal links between the CBT and the DR.
After the demagnetization, temperatures of the system are monitored (without apply-
ing any external heat and keeping the heat switches insulating) to learn about their
warm up behaviour as plotted in Figure 5.7.
The CBT stays at the lowest temperature for a short amount of time and quickly
warms up to 8mK (6.5mK) in 2 hours (5 hours) for the first (second) cool-down.
Then a sudden jump in CBT temperature to about 40mK occurs and is maintained
while the copper NRs stay below 1mK for much longer time (∼ 15 hours) due to the
much larger spin reservoir. Presumably, this sudden jump to 40mK occurs when the
Cu box or the Cu plate, to which Cu box is glued, warms up while the monitored Cu
plate is still cold. This certainly effects the temperature of the monitored Cu plate
since a slight increase in TCu is visible when TCBT jumps to 40mK, see Figure 5.7.
Here, the weak thermal link between the monitored NR and the CBT is again visible
as huge temperature difference is sustained. After about 15 hours, the monitored Cu
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plate and the CBT thermalize with each other and their temperatures are equal. The
further stepwise increase in temperature can be attributed to the warming-up of other
Cu plates.
5.4 Thermal Dynamics
To get a better insight on the cooling mechanisms and possible heat leaks in the
AND process, a simple thermal model will be represented, similar to previous CBT
experiments as explained in Ref. [31, 151, 206]. This model tries to explain the
thermalizations of the subsystems of the CBT (nuclei, electrons and phonons) and the
thermal links between the CBT and the NR.
Figure 5.8 is a schematic showing the subsystems of the CBT and its links to Cu NRs.
The electrons are linked to nuclei via Hyperfine Coupling and to phonons via electron-
phonon interactions. An important parameter for comparison of these three systems
is their heat capacities [25]:
Cn ∼ B
2
T2 for Nuclei,
Cel∼T for Electrons,
Cph ∼ T
3
Θ3D
for Phonons,
(5.3)
where ΘD is the Debye temperature.
Among these subsystems, the nuclei have the largest heat capacity at low temperatures.
This means that a large cooling power (or heat leak) is necessary to cool down (or warm
up) the nuclei. Also, due to their much smaller heat capacity, electrons and phonons
come to thermal equilibrium very quickly even tough their coupling is very weak at
low temperatures (Q˙el−ph∼T5).
The thermalization of nuclei with conduction electrons is given by the Koringa law
[25]:
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τ1Te = κ, (5.4)
where τ1 is the time constant for thermalization of electrons with nuclei due to hyperfine
interaction, Te is the electron temperature and κ is a material dependent value which
is a measure of the hyperfine coupling strength. The time constant, τ1, is defined
through:
dT−1n
dt =
Tn − Te
κTn
= −T
−1
n − T−1e
τ1
, (5.5)
where Tn is the temperature of the nuclei. For the case of AND where Tn < Te, the
nuclei absorb heat from the electrons:
Q˙ = nCeT˙e = −nCnT˙n. (5.6)
By combining Equations 5.4, 5.5 and 5.6, the rate of change of electronic temperature
can be derived:
T˙e = −(Te − Tn)TnCn
κCe
. (5.7)
At low temperatures where CeCn, Equation 5.7 implies fast cooling of electrons due
to cold nuclei.
The copper nuclear refrigerators and the CBT sample are connected to each other in
two paths. One of them is the electronic leads which transport heat via Wiedemann-
Franz (WF) law and depends on the temperature squared. It should be noted that
the WF-cooling is inefficient for arrays of resistive tunnel junctions, meaning that the
charge carriers flowing from large copper NRs to the CBT can weakly transfer the
cooling power. The MFFT measures the electron temperature at one of the copper
NRs which is at the same time one of the measurement leads of the CBT sample. As
observed, electron temperature at the NRs are lower than what is measured in the
CBT, pointing towards a weak heat transport via conduction electrons. Joule heating
(∼V2/Rjunc) at the tunnel junctions of the CBT array is another effect creating heat
inside the CBT.
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Figure 5.8: The schematic showing the subsystems of the CBT sample and two thermal
paths linking it to Cu NRs. Nuclei, electrons and phonons are coupled to each other with
different couplings but well thermalized with each other (see main text). On the other hand
CBT is coupled to Cu NR via metal leads and through the insulating substrate. A parasitic
heat leak is also present, effecting the temperature of the system.
The second path connecting the CBT and the NRs is through the CBT substrate. As
explained in subsection 5.1, the CBT sample is placed inside a small copper box which
is glued to one of the copper plates at the side of a nuclear refrigerator. This path
provides heat transport through phonons which is quite weak at this low temperature
regime (∼T3) and is hindered by Kapitza boundary resistance (∼ 1/T3) at interfaces
between copper islands, substrate, copper box and silver epoxy.
This weak coupling between the Cu NRs and the CBT is the reason behind the large
temperature differences between the two systems since the CBT sample can not be
cooled via the much larger nuclear spin reservoir of NRs. During demagnetization, both
systems are demagnetized and are cooled, however, they come into balance at different
temperatures depending on the heat leak onto those effectively separate systems and
size of their nuclear spin reservoir. On the other hand, during the warm-up, we observe
that NRs stay at the lowest temperature for much longer time whereas the CBT slowly
warms up and suddenly jumps to 40 mK. Larger spin reservoir of the NRs and the
weak link between two systems stand as the reason for TNR to lag behind.
A parasitic heat leak is also introduced in the model due to eddy current heating, elec-
tronic noise from the measurement leads and heat release from the materials. Among
them, the eddy current heating is quite substantial and can not be easily overcome.
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During the precooling stage, the CBT sample and NRs are inside the high magnetic
field. The pulse tube of the cryostat continuously creates mechanical oscillations due to
large pressure differences in the cold-head at the frequency of pulse tube remote motor
(1.4Hz). In the presence of small inhomogeneities in magnetic field on lateral axis, this
oscillations will induce eddy current heating (Q˙eddy ∼ B˙2 = (dB/dr)2 ∗ (dr/dt)2, where
r is displacement). During the demagnetization, the changing magnetic field creates
the eddy current heating, resulting in lower efficiencies. Note that the effect of eddy
current is different for perpendicular and parallel configurations since the orientations
of the CBT chips are different.
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Figure 5.9: FFT spectra of voltage noise across the CBT as a function of magnetic field
after fixing the cold tail with PEAK screws. A) Full spectra, showing the increased noise
level around 110Hz B) Zoom-in of the marked region, clearly showing the substructure with
intervals of 1.4Hz.
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Figure 5.9 shows the FFT spectra of voltage noise across the CBT as a function of
magnetic field, visualizing the relation between the electrical noise and pulse tube
vibrations. A clear increase in the noise level is seen around 110Hz. Besides, a sub-
structure spans the whole frequency range with sharp noise peaks with a separation of
1.4Hz, which corresponds to the pulse tube frequency. Note that, the same substruc-
ture also existed in Ref. [31] but with an eigenfrequency of 140Hz as shown in Figure
5.2.
5.5 Conclusions
Here in this chapter, two AND cool-downs are performed and CBT temperatures of
2.8mK and 1.8mK are measured. Two cool-downs are carried out to compare the
effect of experimental parameters in the efficiency of AND process and in the final
temperature. A previous study reported by Palma et al. [31] is also taken as a reference
for comparison of experimental parameters.
By comparing the cool-downs we can conclude that, longer precooling time results in
colder CBT temperatures with similar AND efficiency. We have also observed a slighly
higher efficieny for CD2 compared to CD1 which may be related to ramp rate difference
as opposed to previous observations [31, 206]. It has to be noted that the ideal ramp
rate is related to parasitic heat leaks in the system, whether they are time-varying or
not and should be determined for each particular system [25, 200].
The weak thermal link between the NRs and the CBTs leads to temperature difference
in all stages of the AND process. The CBT can not be cooled with the external Cu
NRs but with the nuclear spin reservoirs of copper islands deposited on the chip. Since
it is a challenge to better couple the CBT and the NRs at these lowest temperatures,
it is favorable to improve the cooling power of the on-chip nuclear refrigerants by using
other metals as nuclear refrigerants such as Indium [208]. An alternative device design
without tunnel junction arrays would also help to assure better coupling between two
systems.
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The voltage noise spectra measured through the CBT device shows electrical noise in
the system due to mechanical vibrations induced by the pulse tube. To further improve
the coldest temperature, one should try to eliminate these vibrations by, for example,
decoupling the pulse tube cold head from the cryostat or by using a wet fridge. Plus,
the Ag epoxy microwave filters are coils with about 1000 turns which pick up these
vibrations and create electrical noise at low frequencies. A cool-down without the filters
should also be tried to see their effect.
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6 Conclusion
In the course of this thesis, two branches of experiments have been carried out for the
prospect of achieving magnetically ordered states in semiconducting condensed matter
systems. One of them was to investigate the hydrogen plasma etching in graphene
and characterize the etched edges with a view to fabricating high quality zigzag edge
graphene nanoribbons, which could support ferromagnetic edges states in their elec-
tronic ground state. The second branch was to improve the efficiency of adiabatic
nuclear demagnetization in a coulomb blockade thermometer, in order to reach below
miliKelvin electron temperatures in a nanoelectronic device.
In chapter 3, the anisotropic etching in graphite and graphene flakes was studied in
a hydrogen plasma formed in a high purity quartz tube with an RF power source
(13.56MHz, 30W). It was known that hydrogen radicals etch graphene starting from
defective sites, creating hexagonal etch-pits [15, 116, 117]. Here, we studied the etching
parameters and substrate dependence in order to characterize the process. Atomic force
microscopy was used extensively to image the etched graphene surfaces.
First, distance, pressure, and temperature dependence was studied on graphite flakes
and, as a result, two distinct plasma regimes were defined by comparing the number
of etch-pits in a unit area and etching speed. The direct plasma regime contains many
hydrogen radicals as well as many energetic ions which continuously induce defects
on the graphene surface, resulting in perforated surfaces. On the other hand, in the
remote plasma regime, where the sample is placed in the downstream end, away from
the glowing region, the graphene is etched exclusively from pre-existing defects. By
performing the etching in this remote plasma regime, it is possible to have the process
under control in order to fabricate graphene nanostructures.
The maximum etching speed is determined to be at a temperature of 450 ◦C and it is
revealed that the tube (plasma chamber) material should have a low H recombination
coefficient and impurity density as low as possible, since the recombination of H radicals
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occurs only at the tube surfaces. Quartz or pyrex tubes serve well for these purposes.
The substrate dependence of the process is also examined by etching single layer and
bilayer graphene flakes on SiO2 and on hBN. Isotropic etching is observed for single
layer graphene flakes on SiO2, whereas highly anisotropic etching with very regular and
symmetric edges is observed on hBN.
The precise control of the etching parameters and the location of the hexagonal etch-
pits by introducing artificial defects present the opportunity for fabricating graphene
nanoribbons with well-defined edges. The advantages of this method compared to
others for fabricating graphene nanoribbons (see Chapter 2) are numerous: H-plasma
etching creates very clean graphene surfaces without any chemicals involved in the
process, it allows the use of hBN as a substrate, and for encapsulation afterwards,
which is the ideal graphene device structure for electronic transport measurements,
and it makes contacting easier, since a ribbon can be enlarged into larger graphene
areas.
The following chapter examined the quality of H-plasma etched edges of graphene flakes
to determine whether the edges are of high quality. First, atomic resolution atomic
force microscopy was used to image the graphene surfaces. AFM images revealed that
the edges of hexagonal etch-pits are parallel to the zigzag crystallographic direction.
Plus, the absence of a disorder-related D-peak in the Raman spectrum (ID/IG ∼ 0) of
graphene edges revealed high quality zigzag edges for graphite flakes.
However, the Raman microscopy on the etched edges of single layer graphene on hBN
showed substantial D-peaks (ID/IG ∼ 60%) which indicate poor quality. To further
elucidate the case, polarization dependent Raman spectroscopy was done, which yielded
that for etching in SL graphene on hBN, the edges consist of a mixture of armchair
and zigzag edges, with a ratio of 40% to 60%, respectively. Indeed, the edge runs along
the zigzag direction but is interrupted by many symmetric armchair segments.
Low-temperature transport measurements were also conducted in two different types
of hBN encapsulated samples, one of which is long and wide (L = 1.6µm,W = 600 nm)
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and another which is narrow and short (L ∼ 300 nm,W ∼ 300 nm). It turned out that
the graphene nanoribbons fabricated with the H-plasma method are of high quality in
the bulk but disordered at the edges, which suppresses the edge effects. Comparison
of a similar dimension nanoribbon etched with Ar/O2 plasma presented no qualitative
difference with H-plasma etched nanoribbons. Tight-binding calculations for a zigzag
edge with armchair segments also supported our experimental findings.
In chapter 5, we shifted gears to the second part of the thesis and cooled down a
Coulomb blockade thermometer via adiabatic nuclear demagnetization. The concept
applied here is to have a separate nuclear refrigerator for each measurement lead and
large copper islands as nuclear spin reservoirs on the chip for efficient cooling of the
nanoelectronic device. The electron temperature of 1.8mK was measured which stands
as an improvement to the previously reported result of 2.8mK
Two different ramp rates and precooling times were tested to obtain a lower electron
temperature. A simple thermal model was also given in order to understand the cooling
mechanism. We concluded that the cooling of conduction electrons in the CBT device
comes from the copper nuclear spin reservoirs deposited on the chip and the external
NRs are inefficient for cooling the CBT but helps to reduce heat leaking from the
measurement leads to the chip. As a last part, we speculated about the limitations
which impede reaching sub-mK temperatures.
6.1 Outlook
One clear conclusion from Chapter 4 is that the H-plasma etching method should be
improved in order to obtain high-quality zigzag edges. It would be highly beneficial
if the etching process i.e. the dissociation of carbon atoms at the edges is clearly
understood on the atomic level. This, in turn, would help to learn what steps should
be taken to improve the process.
From an experimental perspective, the etching process can be further tested by tuning
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the etching parameters and checking the quality of edges in the same way. Since the
temperature plays an active role [193, 194, 199] in formation and reconstruction of
edges, the quality of the edges which are etched at different temperatures, can be
examined.
In our experiments, the etching was done at 450◦C where we obtain the maximum
etching speed. The etching speed may also have an effect on the edge structure. A
recent study has revealed that different crystallographic directions have different etch-
ing speeds, resulting in various geometrical etch-pits depending on the total etch time
[113]. So, the process can be further tested to fine tune the etching speed by either
changing process temperature or by placing the sample further away in the remote
plasma regime where there are fewer hydrogen radicals.
Since the substrate has a major effect in the etching process, i.e., determining whether
the process is anisotropic or not, other insulating substrates can also be tested to see if
hydrogen plasma etches graphene anisotropically on different materials. A promising
avenue of materials to try out is 2D van der Waals materials which recently attracted
attention [209]. Besides, it is as well worth to test a similar etching process in other 2D
materials, since the field of research in 2D materials is looking forward to fabricating
heterostructures out of layered materials in various geometries.
Despite the limitations going below 1mK in electron temperatures in nanoelectronic
devices, certain experiments in semiconductor devices were proposed to benefit from
low miliKelvin temperatures. Back action effects in charge sensing [210], fractional
quantum hall states [211, 211–213] or strip of stripes model [214, 215] can be explored
experimentally at these low temperatures.
In order to accomplish this, the cryostat should modified in such a way to allow mount-
ing semiconducting chips easily with a chip carrier. In the current configuration it is
not feasible to mount any kind of sample inside a copper box with limited amount of
measurement leads.
It is still quite a challenge to modify the system since the NRs must be coupled very
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efficiently to the chip carrier and hold time at the lowest temperatures must be ex-
tended. To extend the duration to conduct experiments at the lowest temperature, the
heat leaks in the system must be minimized. Currently, an attempt is being made to
decouple cold head induced vibrations in the system in order to reduce the heat leaks.
6.2 Pulse Tube Cold Head Suspension
Eddy currents and electrical noise are the two prominent reasons for heat leaks in
magnetic refrigeration cryostats. These can be created if the conducting parts of the
system (e.g. measurement leads, nuclear refrigerators, Ag epoxy filters made with coils)
moves in the presence of inhomogeneous magnetic field. In a dry fridge, the mechanical
vibrations induced by the pulse tube cold head can be responsible for this kind of an
effect.
Even though the cold head has no moving parts, the high pressure gas pulses from the
remote motor are transferred to the cold head via flexible tubes. In order to damp these
impulses, the cold head is mounted to the room temperature flange of the cryostat with
a bellow. The cold stages of the cold head are also mounted to 50K and 4K flanges
with soft large area copper braids. Plus, the magnet leads are bolted to the cold head
stages for efficient cooling.
Due to these connections between cold head and the cryostat, the impulses at the pulse
tube frequency of 1.4Hz are transferred down to the lower stages of the cryostat where
the sample is mounted. An attempt to decouple the cold head from the cryostat is to
rigidly suspend the pulse tube from above with a separate structure. This separate
structure extends outside of the cryostat table and rigidly fixed to the ground, see
Figure 6.1.
The key point of this structure is to make rigid contacts to the cold head, such that
the mechanical energy from the remote motor pulses are carried away to the separate
structure and to the lab ground, rather than being transferred to the cryostat through
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the bellow.
Figure 6.1: Decoupling of the pulse tube with a rigid suspension. A) The cold head is
mounted to the cage which is hold tightly by an upper cage to allow rotational alignment
when the system is set up. B) The cages are firmly screwed to a separate structure which
also allows fine alignment in lateral directions. Remote motor which stand on a separate
structure is visible in the picture. C) Large scale picture of the separate structure, which is
fixed to the side walls from the top. It extends outside the cryostat table and bolted to the
ground.
Other than the cold head suspension, the magnet leads which were connected to the
pulse tube stages are also replaced and mounted on the flanges, so that one direct
mechanical connection from cold head to the cryostat is also removed.
Before and after these structural changes, the mechanical vibrations in the system are
monitored with a vibration analyser. In Figure 6.2, the integrated displacement is
plotted as a function of frequency at the mixing chamber flange and at the room tem-
perature flange for both the standard frame and the separate frame. The displacements
are recorded in three dimensions separately. It is clear that the effect of decoupling
pulse tube is different for different directions and at different stages. For the mixing
chamber flange, the vibrations are reduced in the vertical direction, whereas they are
increased in the horizontal directions. On the other hand, at the room temperature
flange, the vibrations are reduced only in one lateral direction. In the figure, the x-axis
grids are adjusted to show the multiples of pulse tube frequency of 1.4Hz. Clearly, the
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integrated displacement increases step by step at these harmonics, especially at lower
frequencies. A substantial increase at around 5Hz is also visible for lateral directions,
which is not related to the pulse tube vibrations.
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Figure 6.2: Integrated displacement spectra of mechanical vibrations at mixing chamber
(black curves) and at room temperature (blue curves) flanges before (dashed curves) and
after (solid curves) the cold head suspension in A) vertical direction, B-C) lateral directions.
The vertical grids show the multiples 1.4Hz, the pulse tube frequency harmonics.
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In Figure 6.3, the displacement is shown as a function of frequency at the mixing
chamber flange. Here, the peaks correspond to the main pulse tube frequency and its
harmonics up to 100Hz. When the pulse tube is turned off (blue curves), the vibrations
are in the lab floor level, except some structural resonances at certain bands, which
are different for vertical (∼ 25 Hz) and lateral (∼ 5 Hz and ∼ 25 Hz) directions.
It should be noted that, the main peaks at 1.4Hz in the displacement spectra have
very similar amplitudes before and after suspending the pulse tube but the amplitudes
for higher harmonics are either damped or amplified, leading to lower or higher values
in the integrated spectra, respectively. The resonance band around (25 Hz) seems to
be amplified due to the separate structure.
A similar separate structure to suspend the cold head was tested elsewhere [216], and
has been shown to reduce vertical vibrations to lab floor level and horizontal vibrations
drastically. However, the effect of the suspension structure may differ depending on
the lab environment, the mass of the system and the performance of the remote motor.
Vibration measurements are also done when the mechanical connections between the
cold head and the cryostat (bellow, copper braids, magnet leads etc.) are removed one
by one. As long as there is a physical connection with any of these parts, vibrations at
the mixing chamber flange are observed with more or less equal amplitude.
Still, a cool-down with the suspended cold-head should be done to see the AND perfor-
mance. Note that, the vibration measurements are conducted when the fridge is open,
meaning that the heavy magnets and shields are not mounted. Naturally, a heavy load
in the system would make a difference in the mechanical vibrations. However, it is
not possible to make vibration measurements at the mixing chamber level when the
magnets are mounted and the system is closed and cold.
As a conclusion, in order to damp the vibrations, further actions are necessary. An
alternative method such as active damping can be tried [217]. However, it would require
a more sophisticated structure since an active damper must be specially designed for
the cold head. Another alternative action may be damping vibrations on the remote
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Figure 6.3: Displacment spectra of mechanical vibrations at the mixing chamber flange
before (black) and after (red) the cold head suspension. The displacements when the pulse
tube is off is also shown (blue). The peaks correspond to pulse tube frequency and its higher
harmonics. A) Displacements in vertical direction. B-C) Displacement in lateral directions.
motor side. Since it is the source which transfer high pressure pulses to the cold head,
it would be more efficient to damp the vibrations before they reach to cold head.
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2.8 Main steps of fabricating GNRs by sonication. A) Commercial expand-
able graphite is exfolited thermally at 1000 ◦C and then dispersed in
appropriate solution for sonicaiton. Sonication creates a homogenous
solution with many graphite and graphene pieces. B) Centrifugion helps
to eliminate big graphite pieces and form a solution with thin graphene
layers. C) AFM images of sonicated GNRs, transfered on SiO2 substrate.
All scale bars are 100nm. As seen, the ribbons show very smooth edges,
however they are shown to be chiral rather than zigzag or amrchair.
Figure adapted from [78]. . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.9 Schematic of carbon nanotube unzipping process, forming a perfect
zigzag edge graphene nanoribbon from a single-wall carbon nanotube.
Figure adapted from [81]. . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.10 A) STM image of chevron-type GNRs fabricated on a Au(111) surface.
Inset shows the high-resolution STM image and a DFT-based simulation
overlaid with molecular model of the ribbon (blue, carbon; white, hy-
drogen). Figure adapted from [93]. B) Large-scale STM image of zigzag
edged GNRs on Au(111) surface after annealing at 625K. Inset shows
high-resolution STM of a 6-ZGNR, with the superimposed structural
model. Figure adapted from [97]. . . . . . . . . . . . . . . . . . . . . . 21
2.11 A) Self-organized graphene nanoribbon grown on the (110n) facet of
SiC. The facet is formed via thermal relaxation of the step-edges of the
trench made by lithography. B) Schematic of a full transistor device
with source and drain electrodes and with a top gate insulated from the
graphene layer to control the charge doping. Figure adapted from [100]. 23
2.12 A) Cartoon of the process, showing the absorbtion of carbon from
graphene by Ni particles. Inset shows the summary of the hydrogene-
taion reaction of dissociated carbon atoms, forming methane as the
yield of the reaction. B) and C) Sketch and AFM image of nanoparticle
assisted etching in single layer graphene. Certain angles between
trenches show how the chirality is preserved during the process, making
randomly shaped nanostructures. Figure adapted from [103]. . . . . . . 24
2.13 AFM images showing the hexagonal etch pits on graphite surface. A)
Large scale hexagonal etch pits created by H plasma on the top layers
of a graphite flake. B) STM image of two intersecting hexagonal etch
pits of monolayer depth, as illustrated by the profile scan in the inset.
C) Atomic resolution image of the square marked region in b, showing
that the etched edge is parallel to the zigzag direction. Figure adapted
from [117]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
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2.14 From A to D, the process to shape nansoturcutres by e-beam lithogra-
phy is depicted. First, graphene is deposited on a suitable substrate,
shown in purple. Then circular hole etch mask is introduced via e-beam
lithography in the second step and the holes are etched with oxygen
plasma in step C. At the final step, hydrogen plasma starts to etch from
circular holes and form hexagonal holes. Figure adapted from [118]. . . 25
2.15 Illustration of the molecular dynamics simulation showing how the Hy-
drogen plasma dissociates carbon atoms at free edges of graphene. First,
(A) the edges are hydrogenated (green is Hyrdogen) which leads to H
chemiabsorbtion of near-edge atoms. (B-C) Subsequent hydrogenetaion
breakes more C-C bonds, creating mechanical stress along the edge,
while forming a long Carbon chain (D-E-F). At the last step, the full
carbon chain breaks free from the graphene plane. Figure adapted from
[124]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.16 The resonance processes of phonons creating the G, D, D′ and 2D peaks.
Figure adapted from [125]. . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.17 Raman spectra showing the difference in 2D peak height and shape
depending on the number of layers. The single and multiple Lorentzian
fits are shown in the right panel. Figure adapted from [126]. . . . . . . 29
2.18 Schematic illustration of the double resonance process for zigzag and
armchair edges. A) Graphene lattice in real space with edge-scatttering
wavevectors corresponding to each edge. B) First Brillouin zone of
graphene as the edge-scattering vectors are drawn parallel to real space.
This image explicitly shows that the scattering from the zigzag edge
does not intersect with another valley to complete the double resonance
process. Figure adapted from [132]. . . . . . . . . . . . . . . . . . . . . 30
2.19 A) I(D)/I(G) as a function of θin, the polarization angle. As the po-
larization is swept, clear oscillations in D peak intensity is observed for
two different edges. Black data points can be assigned to an armchair
edge and blue data points to a zigzag edge including armchair segments.
The clear finding is that the intensity is maximum when the polariza-
tion is parallel to the edge. Figures adapted from [134] B) Polarization
dependence of G peak for pure zigzag, pure armchair and partial zigzag
segments in average armchair direction. Figure adapted from [135]. . . 31
2.20 Zeeman levels of Cu nuclei with spin I = 3/2 before and after demagne-
tization step. Zeeman splitting and the relative population of the levels
are calculated for nuclear spin temperature of 6mK at 8T. When the
field is adiabatically reduced to 8mT, the relative population of nuclear
spin states are maintained, resulting in lower nuclear spin temperature
of 6µK. Figure taken from [25]. . . . . . . . . . . . . . . . . . . . . . . 37
2.21 Molar nuclear spin entropy of nuclear system calculated for Cu in
four different magnetic fields as a function of temperature. Red arrow
shows the adiabatic demagnetization process from 8T to 80mT. Figure
adapted from [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
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3.1 Distance dependence of graphite exposures
(A) AFM images (tapping mode) of graphite surfaces for various dis-
tances d, as labeled, all exposed to the plasma for 1 h at p = 1mbar and
T = 400◦C, all shown on the same color scale. Main panels are 3×3µm2,
scale bar is 1µm, insets (dashed white boxes) are 0.25×0.25µm2. Slight
hexagon distortion at 42 cm is an imaging artefact due to drift. (B-D)
Histograms obtained from 10 × 10µm2 scans, showing the number of
holes against hole diameter (bin size 20 nm). (E) The size of the circle
markers corresponds to the width of the diameter distribution. The color
indicates the number of holes, with red corresponding to large number
of holes. For samples located within the glowing plasma (red circles),
a lower bound of 300 holes and a minimum width of distribution of
diameter of 600 nm is shown. . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Pressure dependence of graphite exposures
(A) AFM images (tapping mode) of graphite surfaces for various p, as
indicated, exposed for one hour at d = 52 cm and T = 400◦C, all shown
on the same color scale. All panels are 3×3µm2. (B,C) Histograms from
10× 10µm2 scans, displaying the number of holes against hole diameter
(bin size 20 nm) for p as labeled. (D) Length Lg of the optically visible
plasma as a function of p. The dashed curve is a 1/√p fit. (E) Number
of holes versus distance from plasma edge d−Lg. A lower bound of 300
holes is given for the heavily etched cases where an exact hole-count was
not feasible. The dashed black line is an exponential fit to the data with
< 300 holes with 1/e decay length ∼ 5 cm. . . . . . . . . . . . . . . . . 49
3.3 Substrate dependence of SL/BL graphene (A,B) AFM phase con-
trast images of a SL (A) and BL (B) section of the same flake on a SiO2
substrate, etched for 1 h at T = 450 ◦C. Round holes of 50 nm diame-
ter were defined before H-etching. AFM topography image of a SL (C)
and BL (D) flake on hBN etched for 5 h and 22 h, respectively. Holes of
200 nm (SL) and 100 nm (BL) were defined before etching. For (D) the
color scale values are divided by four. The scale bars on all images are
1µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Anisotropic etch rates (A) Graphite anisotropic etch rate versus dis-
tance from plasma d−Lg for several configurations. (B) Etch rate of SL
and BL on SiO2 at indicated parameters. (C) Temperature dependence
of the etch rate of SL and BL samples on SiO2. (D) Average radius of
a circle inscribed to the hexagonal etch pits as a function of exposure
time for SL on hBN. Several etch pits were evaluated in order to obtain
average size and standard deviation, where the latter is smaller than the
diameter of the marker circle. The dashed red line is a linear fit to the
points at ≤ 5 h, the blue curve is a tanh-fit shown as a guide for the eye. 54
3.5 Setup of the plasma furnace. The quartz tube has a length of ca. 1
m and a diameter of 80 mm (drawing not to scale). . . . . . . . . . . . 57
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3.6 Distance and pressure dependence of graphite plasma expo-
sure. AFM topography scans at all parameters investigated in Figure
3.1. All AFM images are 2 × 2µm2 in size. The cyan curve marks
the transition from the remote (upper right) to the direct (lower left)
plasma region. On some surfaces, particles are visible which probably
are amorphous carbon residues, either grown or deposited during the
etching process (see AFM scans for p = 0.7mbar and d = 37 cm or
p = 1.4mbar and d = 42 cm). . . . . . . . . . . . . . . . . . . . . . . . 59
3.7 Distance and pressure dependence of graphite plasma expo-
sure. Histograms (10 nm bin size) showing the number of holes for all
pressure and distance parameters corresponding to Figure 3.6, obtained
from 10×10µm2 AFM scans. For AFM scans of strongly etched surfaces,
we plot 12 holes for every hole diameter. . . . . . . . . . . . . . . . . . 60
3.8 Number of holes (purple, left axis) and width of diameter distribution
(orange, right axis) as a function of effective distance d′ = d− Lg. . . . 62
3.9 AFM images of BL graphene on an hBN substrate. Time series
after 8 h, 12 h and 18 h of remote H-plasma exposure (upper panel).
AFM profiles (lower panel) taken along paths indicated in upper panel
(color coded). Averaging over the vertical range as indicated by the
finite vertical width bars in the upper panel is performed to obtain an
improved signal. These cuts demonstrate that the hBN substrate is not
etched by the H-plasma, since the graphene step height is independent
of exposure time. The center pillar appears to be growing with exposure
time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.10 Raman spectra and spatially resolved Raman scans of the hBN
sample in the main paper. Panel A: optical image of a graphene on
hBN sample. Panel B: Raman map of the 2D peak of the same graphene
flake before H plasma exposure. Panel C: AFM topography scan showing
the region where the Raman single spectra were taken. The scale bars in
Panel A to C are 2µm. Panel D and E: Raman spectra of the bare hBN
flake (panel D) and bulk graphene on hBN (panel E) before (yellow),
after 3 h (blue) and after 5 h (red) of remote plasma exposure. The
Raman spectra are vertically shifted for clarity. Panel F and G: 2D
maps of the G peak (panel F) and D peak (panel G) of the flake region
shown in panel C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1 AFM maps and Raman spectra of H plasma etched graphite
a) AFM height image of a section of a hexagonal shaped etch pit on
a graphite flake which was exposed to a remote hydrogen plasma. b)
Zoom-in on data shown in panel a). c) Atomic resolution AFM force
image of the black squared region in b). The graphene lattice is su-
perimposed in white. The green dashed line indicates the ZZ direction
and is parallel to the hexagon edges (white dashed lines in a) and b)).
d) Tapping mode AFM image of a 5 × 5µm2 area of a graphite flake.
The black circles with a diameter of 800 nm, given by the laser spot size,
indicate the locations at which Raman spectra were taken. e) 41 Raman
spectra laid on top of each other. . . . . . . . . . . . . . . . . . . . . . 70
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4.2 AFM height image and Raman spectra of H plasma defined
SL graphene edges a) AFM height image of a SL graphene flake on a
hBN substrate after 4 h of remote H plasma exposure. Two round shaped
defects of a diameter of 600 nm were created by ebeam lithography and
RIE etching in a Ar/O2 plasma. They serve as nucleation centers for
the anisotropic etch which transforms them into hexagonal etch pits.
Besides the two patterned defects, there are defects which grow into the
smaller hexagons visible next to the larger ones. The red and green
dashed circles indicate the locations at which the Raman spectra shown
in b) were recorded. The black numbers denote the different investigated
edge segments of which the measurements are shown in Figure 4.3 f). b)
Raman spectra of graphite (blue) and of SL graphene edges encircled by
the green and red dashed circles in panel a). The inset shows the region
of the D-peak. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3 Comparison of RIE defined edges with H plasma defined edges
a) to d) AFM height images of ebeam defined defects in SL graphene on
hBN, after RIE a), after 2 h b) and 4 h c) of remote H plasma etching
and after annealing at T = 700 for 30min at a pressure of 1.6·10−3mbar
d). The black dashed circles indicate the spot size of the Raman mea-
surements. e) Raman spectra recorded with circularly polarized light at
the bottom edge of the right hole (edge segment #2, see Fig. 4.2 a)) after
RIE, 2 h, 4 h and after annealing at T = 700 . The spectra are normal-
ized to the G-peak and each curve is an average of five measurements.
f) Normalized D-peak intensities recorded at different edge segments as
labeled in Fig. 4.2 a). The blue and red shaded bands are the standard
deviations from all the corresponding measurements. . . . . . . . . . . 73
4.4 Polarization angle dependence of a SL/hBN graphene edge a)
AFM height image of a hexagonal etch pit in a SL graphene flake on a
hBN substrate after 6 h of remote H plasma exposure. The white dashed
circle indicates the laser spot where the Raman spectra were recorded
and θ denotes the angle of the laser light polarization with respect to the
graphene edge. b) Normalized D-peak intensity for different polarization
angles θ. The blue curve is a fit to equation 1 of Ref. [134] yielding
I(D)min = 38± 2, I(D)max = 120± 2 and θmax = −8± 1. . . . . . . . . 75
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4.5 Electronic transport measurements of encapsulated GNR with
H plasma defined edges a) AFM height image of a SL GNR with
remote H plasma defined edges and hexagonal shaped etch pits in the
bulk. The white dashed lines indicate that the hexagon edges are well
aligned with the GNR edges. b) AFM height image of the GNR on which
electronic transport was measured. The white dashed lines indicate
the location of the top gate which was evaporated on top of a hBN
capping layer and has a width of 200 nm. The GNR is 600 nm wide
and measures 1.6µm in length between the source and drain contacts.
c) Device schematic of the encapsulated GNR with a global back gate
and a local top gate. The black dashed line indicates the SL GNR. The
bottom and top hBN layers have a thickness of 42 nm and approx. 35 nm,
respectively. d) Differential conductance as a function of back gate VBG
and top gate VTG voltage at B = 0T in the pnp region (n under the
top gate). e) Similar map as in d) but recorded at B = 8T and in the
npn regime (p under the top gate). In the bi-polar regime, resonances
fanning out linearly from the charge neutrality point are visible. f)
Cut along the blue solid line in e) and an additional curve recorded
at same gate voltages but at B = 7T. The x-axis was converted from
back gate voltage to the pn-interface location ∆xpn; see SOM S7 for
details. g) Calculation of the conductance through a GNR following
the ZZ direction with disorder in form of AC-30◦ segments and a bulk
disorder of 35meV plotted versus the position of the pnp-region ∆Xpnp. 77
4.6 Quantum transport simulations a1) Ribbon with a perfect ZZ edge
at the bottom and one-atom steps at the top edge. b1) Similar case
as in a1) but following the AC direction. c1) Ribbon following the ZZ
direction but with a large amount of edge disorder on both edges. d1) ZZ
edge ribbon with 40% fraction of randomly distributed AC-30◦ segments
on both sides (as found in experiment) with a depth of 1 nm. e) Sketch
of the ribbon model with a pnp junction. The yellow regions are p-doped
and the blue region is n-doped. The red and green circles are zoom-ins
on the top and bottom edges of the ribbons as indicated in the ribbon
model. Panel a2) to d2) show conductance as a function of ∆Xpnp for
the respective ribbon structures shown in a1) to d1). The blue curves
are for zero bulk disorder and the red curves for 35meV, the value from
experiment. Only the ZZ with AC-30◦ segments case qualitatively agrees
with the experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.7 a) Four-wire conductivity as a function of gate voltage for two GNRs
etched in the same encapsulated sample, fabricated as labeled. A series
resistance is subtracted from each curve, consistent with the the number
of squares between the ribbon and the contacts (∼ 200 Ω for blue and
∼ 400 Ω for black curve) b) AFM height image of H-plasma etched GNR
with a width of ∼ 300 nm. Two Cr/Au edge contacts (not shown) are
evaporated on each side of the ribbon after encapsulation and the black
dashed regions are etched out to prevent short circuiting of the ribbon. 81
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4.8 High quality bulk graphene after H plasma exposure Integrated
2D-intensity (a)) and integrated D-peak intensity (b)) of a section of
a single layer (SL) graphene flake on a hexagonal boron nitride (hBN)
substrate after 4 h of H plasma exposure. c) AFM height image of the
region where the Raman maps in a) and b) were recorded. d) Raman
spectra recorded at the locations indicated by the colored crosses in a)
- c). e) Zoom-in on the region of the D-peak. f) 2D-peak intensity as a
function of distance measured along the red solid line in panel a). . . . 85
4.9 Laser power test a) AFM height image of a SL graphene flake on hBN
after 4 h of remote H plasma exposure. The blue and red dashed circles
indicate the laser spot where the Raman spectra shown in panel b) were
recorded. b) Normalized D-peak intensity recorded at different stages of
the laser power test. Measurement # 1, 3, 4 and 5 were acquired with
a laser power of 0.5mW. Only hexagon 2 was exposed to a laser power
of 1.5mW, see measurment # 2 (green dashed area indicates exposure
to 1.5mW). The red solid and dashed lines at measurement # 3 to 5
indicate the average and the standard deviations, respectively. They
are prolonged to the left across measurement # 1 and 2 and show that
the normalized D-peak intensities recorded before and after exposure to
1.5mW are comparable. All data points are averages over five measure-
ments and the error bars are the corresponding standard deviations. . . 86
4.10 Extraction of the cavity length a) conductance as a function of nin
and nout. b) cut along the blue solid line in a). Fabry-Pérot resonances
are visible indicating ballistic transport between the pn-interfaces. c)
Extracted cavity lengths L as a function of nin for three different values
of nout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.11 Edge reconstruction. a) Normalized D-peak intensity as a function
of the polarization angle θ for the hexagon shown in Fig. 4 a) of the main
manuscript. The blue curve is a fit to equation 4.2 yielding f1 = 165±6,
f2 = −3± 3 and φ = 8± 1. b) ρZ as a function of etching time for two
different hexagon edges. . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.12 Schematic of the integral in equation 4.3 In order to calculate the
D-peak intensity with an integral, the components of the integral must
be identified while a single spectrum measurement is taken. The center
of the laser spot is located at the circumference. For any point along the
edge, the distance from the center of the laser spot is defined as ~r, the
direction of the polarization vector with respect to the horizontal axis is
defined as β and the angle between the tangent line at that point and
the horizontal axis is defined as θ. . . . . . . . . . . . . . . . . . . . . . 90
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4.13 Mobility of an Encapsulated Hall Bar a) Optical microscopy im-
age of the investigated SL graphene Hall bar encapsulated between two
hBN flakes. The side contacts are yellow and the electronic circuit is in-
dicated. b) Conductivity as a function of the charge carrier density. The
green and blue curves are fits to equation 4.6. The following fitting pa-
rameters were obtained: electron side, µ = 1.51·105±1·103Vs/cm2, ρs =
192.3±0.6 Ω, σ0 = 8·10−21±3·10−5 S; hole side: µ = 9·104±7·102Vs/cm2,
ρs = 195.1±0.6 Ω, σ0 = 2.3·10−4±2·10−5 S c) Conductivity as a function
of the absolute value of the charge carrier density plotted in a log-log
representation. The locations of the kinks give the estimates of the
residual disorder density which is 1.5 · 1010 cm−2 for the hole side and
4.6 · 1010 cm−2 for the electron side. d) Mean free path as a function of
the charge carrier density for the mobility value obtained for the electron
side. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.14 Conversion of Backgate Voltage to the pn-interface Location
a) Electrostatic simulation of the device presented in Figure 5 in the
main manuscript where the pn-interface location is plotted as function
of top and back gate voltages. b) Cut along the red solid line in a). c)
Schematic of the device with the pn-interface locations indicated. . . . 94
5.1 Figure of the experiment fridge with significant units. A) Stages of the
cooling and filtering, starting from the room temperature electronics
down to the sample. Thermocoaxes, Ag epoxy microwave filters and RC
filters are the filtering units of the system for electronic noise. The leads
are thermalized at each stage, starting from the pulse tube stage down to
the mixing chamber and finally at the nuclear refrigerator. Heat switches
and the magnetic field regions are also shown. B) Picture of sintered
silver heat exchangers. C) Picture of the nuclear refrigerator network.
D) Schematic of the copper box where the sample is placed with extra
microwave filters right before the box. For better thermalization the
copper box and the filters are glued to the side of one of the NRs. E)
Picture of the whole system from mixing chamber to sample holder.
Figure adapted from [200, 201] . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 Schematic of the MC and the still shields with the NRs in the mid-
dle. Black lines indicate the locations where the shields are bolted with
PEAK screws for stabilizing the inner parts with each other against the
mechanical vibrations. The right panel shows the integrated voltage
noise across the CBT as a function of frequency at B = 4 T. As a re-
sult of the fixing, the resonance frequency of the structure shifts to a
lower frequency. The red curve is adopted from a previous experiment
performed in the same system, reported in Ref. [31]. . . . . . . . . . . . 98
5.3 False color electron micrographs of the CBT sample. A) The large
copper island (volume≈ 42′000µm3) with two tunnel junctions (yellow
boxes). B) Close up image of a tunnel junction shown in the yellow box
in left panel. Details of fabrication of such samples are explained in Ref.
[152]. Figure taken from [31]. . . . . . . . . . . . . . . . . . . . . . . . 99
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5.4 Calibration of the CBT against the MC temperature A) The 2-wire
conductance of the CBT (lead resistance subtracted) as a function of
voltage bias at various temperatures. As the temperature decreases, the
conductance dip at zero bias gets deeper and narrower. The top axis
belongs to the zero bias time trace at 8.7mK, showing the overheating
effect of bias sweep at the same temperature (dark blue curve) B) Nor-
malized conductance dip as a function of temperature (red dots). The
red curve is the fit to the Equation 5.2, giving the charge energy of the
device as 6.71mK. C) CBT temperature against the MC temperature,
calculated with charging energy obtained in panel B. . . . . . . . . . . 101
5.5 The first step of the AND process, precooling. Graphs show the temper-
ature of the DR and the CBT after the field is ramped to 9T. Panel A
shows the data for perpendicular configuration and panel B is the par-
allel configuration reported in [31]. The precooling data of the second
cool-down is shifted to match the time-scale of the second cool-down
since the data for first cool-down is recorded ∼ 6 hours after the field
is ramped. During precooling the heat of magnetization created after
ramping the field is drained into the DR. See the text for details. . . . 103
5.6 Demagnetization step of the AND process. A) The temperatures of CBT
and NR are shown with respect to magnetic field. The temperature
reduction for ideal adiabatic process is also drawn as dashed lines with
respective colors. The jump in TMC,1 is due to the switching of ramp
rate. B) Zoom-in of the plot in A, at the end of demagnetization. C)
The demagnetization data taken from [31]. . . . . . . . . . . . . . . . . 105
5.7 Warm-up of the CBT and NRs after demagnetization. A) First 6 hours
after the system reaches the lowest temperature. CBTs start to warm up
slowly while NRs stay at the lowest temperature for about 5 hours. then
the sudden jump in CBT temperature occurs, followed by an increase in
NR temperature. B) Same data as in A for a longer period of time C)
Corresponding warm-up data from [31]. . . . . . . . . . . . . . . . . . . 108
5.8 The schematic showing the subsystems of the CBT sample and two
thermal paths linking it to Cu NRs. Nuclei, electrons and phonons are
coupled to each other with different couplings but well thermalized with
each other (see main text). On the other hand CBT is coupled to Cu
NR via metal leads and through the insulating substrate. A parasitic
heat leak is also present, effecting the temperature of the system. . . . 111
5.9 FFT spectra of voltage noise across the CBT as a function of magnetic
field after fixing the cold tail with PEAK screws. A) Full spectra, show-
ing the increased noise level around 110Hz B) Zoom-in of the marked
region, clearly showing the substructure with intervals of 1.4Hz. . . . . 112
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6.1 Decoupling of the pulse tube with a rigid suspension. A) The cold head
is mounted to the cage which is hold tightly by an upper cage to allow
rotational alignment when the system is set up. B) The cages are firmly
screwed to a separate structure which also allows fine alignment in lateral
directions. Remote motor which stand on a separate structure is visible
in the picture. C) Large scale picture of the separate structure, which
is fixed to the side walls from the top. It extends outside the cryostat
table and bolted to the ground. . . . . . . . . . . . . . . . . . . . . . . 120
6.2 Integrated displacement spectra of mechanical vibrations at mixing
chamber (black curves) and at room temperature (blue curves) flanges
before (dashed curves) and after (solid curves) the cold head suspension
in A) vertical direction, B-C) lateral directions. The vertical grids show
the multiples 1.4Hz, the pulse tube frequency harmonics. . . . . . . . . 121
6.3 Displacment spectra of mechanical vibrations at the mixing chamber
flange before (black) and after (red) the cold head suspension. The dis-
placements when the pulse tube is off is also shown (blue). The peaks
correspond to pulse tube frequency and its higher harmonics. A) Dis-
placements in vertical direction. B-C) Displacement in lateral directions. 123
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