Abstract. Given an isotropic quadratic form over a number field which assumes a value t, we investigate the distribution of points at which this value is assumed. Building on the previous work about the distribution of small-height zeros of quadratic forms, we produce bounds on height of points outside of some algebraic sets in a quadratic space at which the form assumes the value t. Our bounds on height are explicit in terms of the heights of the form, the space, the algebraic set and the value t.
Introduction and statement of results
The question of effective distribution of zeros of quadratic forms has a long history. In particular, the famous Cassels' theorem (1955) asserts that an isotropic rational quadratic form has zeros of bounded height with effective bounds depending on the height of this form, [2] . By height here we mean a height function, a standard tool of Diophantine geometry, measuring the arithmetic complexity of an object; we provide a brief overview of height functions in Section 2. There have been many extensions and generalizations of Cassels theorem over the years, see [7] for a survey of this lively area. In particular, in the recent years there have been several results assessing the distribution of small-height zeros by proving that they cannot be easily "cut-out" by any finite union of linear subspaces or even projective varieties not completely containing the quadratic hypersurface in question. Specifically, results of [6] , [5] , [3] , [8] prove existence of zeros of bounded height of an isotropic quadratic form outside of a union of projective varieties. One may wonder if the same type of results hold for other values of a quadratic form. Namely, if K is a number field, Q is a nonzero quadratic form on a subspace V of K n and t is an element of K represented by (V, Q), can the small-height points z ∈ V with Q(z) = t be efficiently "cut-out" by sufficiently simple algebraic sets? This question can be viewed as an inhomogeneous analogue of the problem about small-height zeros. To state our results, let us start with some notation.
Let K be a number field and O K its ring of integers. Let j ≥ 1 be an integer. For each 1 ≤ i ≤ j, let S i be a finite set of polynomials in K[X 1 , . . . , X n ] and Z K (S i ) be its zero set in K n , that is, Z K (S i ) = {x ∈ K n : P (x) = 0 for all P ∈ S i }.
For the collection s := {S 1 , . . . , S j } of finite sets of polynomials, define
(1)
and (2)
The set Z s defined in (1) is said to be homogeneous if all the polynomials in the sets S 1 , . . . , S j are homogeneous polynomials. When Z s is not homogeneous, we will sometimes need the homogenization of Z s , defined as follows. Introducing one more variable X n+1 , we define the homogenization P
. . , X n ] to be the unique homogeneous polynomial such that deg P * = deg P and
. . , X n , 1),
Then Z s * is a homogeneous algebraic set in K n+1 , while clearly
We also write H and h for the homogeneous and inhomogeneous height function, respectively, to be defined in Section 2. Further, if V ⊆ K n and Q(X 1 , . . . , X n ) ∈ K[X 1 , . . . , X n ] is a quadratic form in n variables, we refer to the pair (V, Q) as a quadratic space (over K). This quadratic space is called isotropic if there exists 0 = x ∈ V such that Q(x) = 0. A totally isotropic subspace of V is a subspace of V on which Q vanishes identically. A maximal totally isotropic subspace of V is the largest totally isotropic subspace of V with respect to inclusion. The orthogonal complement of V in K n is defined to be
where Q(x, y) is the associated symmetric bilinear form. It is easy to see that ⊥ Q (V ) is a subspace of K n . The radical V ⊥ of (V, Q) is defined to be the subspace of singular points in V with respect to Q, i.e.
we may also say that Q is regular on V , or simply that Q is regular if V = K n . The dimension of a maximal totally isotropic subspace of a regular quadratic space V is called the Witt index of V . With this notation and terminology, here is a simplified version of a result of [8] (which is an improvement of the previous similar results [3] , [5] , [6] ), adapted to our purposes. . Let Q be a nonzero quadratic form in n variables over K, V be an m-dimensional subspace of K n , and w be the dimension of a maximal totally isotropic subspace of the quadratic space (V, Q). Let Z s be a homogeneous algebraic set as in (1) such that Q has a nontrivial zero in V \ Z s . Then there exists a nontrivial zero
where the implied constant depends only on K, m and M s .
Remark 1.1. Here and in the rest of the paper we choose not to explicitly specify the dimensional and field constants: their importance is marginal while their form often gets complicated. This being said, all the results of this paper are effective in that these constants can be explicitly computed.
Results like Theorem 1.1 are usually stated with the point x in question having coordinates in K. It is however always possible to find some a ∈ O K such that ax ∈ O n K ; since Q(ax) = a 2 Q(x) = 0 and the homogeneous height H(ax) = H(x), we can simply assume that x ∈ O n K . On the other hand, the distinction between points in K n and O n K is more subtle in the inhomogeneous situations. For any 0 = t ∈ Q(V ), let Q t (X 1 , . . . , X n ) := Q(X 1 , . . . , X n ) − t and Q * t (X 1 , . . . , X n+1 ) be its homogenization as defined earlier. Here is the first "inhomogeneous" observation, which we derive from Theorem 1.1 in Section 3. Theorem 1.2. Let Q be a nonzero quadratic form in n variables over K and let V ⊆ K n be an m-dimensional subspace, m ≤ n. Let w ≥ 0 be the dimension of a maximal totally isotropic subspace of the quadratic space (V, Q). Let 0 = t ∈ Q(V ) and Z s be an algebraic set as in (1) which does not contain the zero set of the polynomial Q t (X 1 , . . . , X n ). Then there exists a point z ∈ V \Z s such that Q(z) = t and
The implied constant in the inequality depends only on K, m, n and M s .
The idea of the proof here is to consider Q * t (X 1 , . . . , X n+1 ) under the condition X n+1 = 1, apply Theorem 1.1 and then divide out by this new variable.
One conceptual difference between Theorem 1.1 and Theorem 1.2 is that in the homogeneous case the small-height point in question has coordinates in O K whereas in the inhomogeneous setting it does not. In fact, the problem of obtaining an inhomogeneous result over O K instead of K is substantially more difficult. Some state-of-the art results for integer solutions to inhomogeneous integral quadratic equations without any avoidance conditions can be found in [4] . Theorem 1.3 below is a version of the main result of [4] , which addresses the special case K = Q, stated in terms of our notation. A quadratic form in Z[X 1 , . . . , X n ] is said to be integral if its Gram matrix has integer entries.
. . , X n ] be a regular integral quadratic form. Suppose that an integer t is integrally represented by Q. Then there is a vector z ∈ Z n such that Q(z) = t and
where the implied constant depends only on n and
The following corollary is a subspace version of Theorem 1.3. We postpone its proof to the next section after all the height functions are defined.
As for integer solutions to inhomogeneous integral quadratic equations with avoidance conditions, we have the following result in this direction. Its proof will be given in Section 4.
where the implied constant depends only on m, n, and k.
Remark 1.2. Notice that Theorem 1.5 cannot be true when the dimension of V is equal to 2, since in that case the number of representations of an integer by Q on V ∩ Z n is always finite, and hence all the representing vectors can easily be cut out by a finite union of hyperplanes.
Notation and tools
We start with some notation and technical lemmas, following [3] . Let K be a number field and d := [K : Q] the global degree of K over Q. Let M (K) be the set of all places of K. For each place v ∈ M (K), we write K v for the completion of K at v, and let
we define the absolute value | | v to be the unique absolute value on K v that extends either the usual absolute value on R or C if v|∞, or the usual p-adic absolute value on Q p if v|p, where p is a prime. For each non-zero a ∈ K the following product formula is satisfied:
and take a product to define a global height function on K n :
for each x ∈ K n . This height function is homogeneous, in the sense that it is defined on the projective space over K n , thanks to the product formula (7). We also define the inhomogeneous height h(x) = H(1, x), which generalizes the Weil height on algebraic numbers. Clearly, h(x) ≥ H(x) for each x ∈ K n . We extend the height functions H and h to polynomials by evaluating the height of their coefficient vectors. Finally, we define the height of an m-dimensional subspace V ⊆ K n as
where x 1 , . . . , x m is a basis for V and x 1 ∧ · · · ∧ x m is viewed as a vector in K ( n m ) under the standard Plücker coordinate embedding. Due to the product formula, this global height does not depend on the choice of the basis, and H(K n ) = 1.
Now we review some basic tools that we will need for our main arguments.
Lemma 2.2. Let x = (x 1 , . . . , x n ) ∈ Z n , then h(x) = |x|, where |x| is the supnorm of x, and H(x) = h(x) if x is primitive, i.e. gcd(x 1 , . . . , x n ) = 1. Moreover, for x, y ∈ Z n , h(x + y) ≤ h(x) + h(y).
Proof. Let x ∈ Z n . Then H p (x, 1) = 1 for all finite primes p and H ∞ (x, 1) = max{|x 1 |, . . . , |x n |} which is the sup-norm |x|. Therefore, h(x) = H(x, 1) = |x|. Furthermore, |x| = H ∞ (x), while the product over p-adic absolute values
Thus, H(x) = |x|/ gcd(x 1 , . . . , x n ) and hence H(x) = h(x) if x is primitive. The last assertion is clear because h is just the sup-norm.
Lemma 2.3 ([3], Lemma 2.2).
Let V be a subspace of K n , n ≥ 2, and let subspaces U 1 , . . . , U k ⊆ V and vectors x 1 , . . . , x ℓ ∈ V be such that
where the constant in the upper bound depends on n and ℓ.
Lemma 2.4 ([3], Lemma 2.4).
Let U 1 , U 2 be subspaces of K n , then
Lemma 2.5. Let Q be a nonzero quadratic form in n variables over K and let V K n be an m-dimensional subspace, 1 ≤ m < n. Then
where the constant in the upper bound depends on n, m, and K.
Proof. Let x 1 , . . . , x m be a small-height basis for V guaranteed by Siegel's lemma (see [1] ), so
where the constant in the upper bound depends on K and m. By Lemma 2.3 of [3] ,
where the constant in the upper bound depends only on n and m. The conclusion follows by combining (9) with (10).
We conclude this section by presenting the proof of Corollary 1.4. From now on, for a string of parameters I, we will write "f ≪ I g" to mean that f ≤ C g for some constant C depending only on the parameters in I.
Proof of Corollary 1.4. As in the proof of Lemma 2.5, V has a basis y 1 , . . . , y m satisfying
But the version of Siegel's lemma in [1, Theorem 9] says more: y 1 , . . . , y m can be chosen to be in V ∩ Z n . For every y ∈ V ∩ Z n , h(y) is simply the sup-norm of the integral vector y which is comparable to the Euclidean length of y. Then by the Hadamard Inequality [9, Theorem 2.1.1], the Hermite Inequality [9, Theorem 2.2.1], and (11) together, the Z-lattice V ∩ Z n has a basis x 1 , . . . , x m such that
Let T be the n × m matrix [x 1 · · · x m ] and Q ′ (X 1 , . . . , X m ) be the integral quadratic form with Gram matrix T t QT . Then Q ′ is a regular integral quadratic form in m variables and t is integrally represented by Q ′ . By Theorem 1.3, there
n such that Q(z) = t. By Lemma 2.1 and (12), we have
Since the matrices T and Q have integral entries, (12) implies that
where by h(T ) we mean height of T viewed as a vector. Combining (13) and (14) we obtain (6) in the Corollary.
Proof of Theorem 1.2
Starting with an algebraic set Z s ⊂ K n as in (1), let us consider its homoge-
, where e n+1 is the last standard basis vector in K n+1 . Then V * is an (m + 1)-dimensional subspace of K n+1 , and by Lemma 2.3,
since the height of V does not change after the embedding V → (V, 0) into K n+1 . Let t = 0 be an element of Q(V ), and Q * t ∈ K[X 1 , . . . , X n+1 ] be the homogenization of the quadratic polynomial Q(X 1 , . . . , X n+1 ) − t, i.e.
Then for any x ∈ V , Q(x) = t if and only if Q * t (x, 1) = 0. The hypothesis of the theorem implies that there exists z ∈ V \ Z s such that Q(z) = t. Let
Then Q * t (z, 1) = 0 and (z, 1) ∈ V * \ Z ′ s , meaning that the quadratic form Q * t on K n+1 has a nontrivial zero in V * \ Z ′ s . Notice also that for every maximal totally isotropic subspace W of (V, Q), (W, 0) is a totally isotropic subspace of (V * , Q * t ), and hence the dimension w * of a maximal totally isotropic subspace of (V * , Q * t ) is at least w. Further, if w = 0, i.e. if (V, Q) is anisotropic, then w * = 1. Then, by Theorem 1.1, there must exist y ∈ V * \ Z ′ s such that Q * t (y) = 0 and
by (15). Since y / ∈ Z ′ s , y n+1 = 0, so define
, . . . , y n y n+1 , 1 , and let z = y1 yn+1 , . . . , yn yn+1 ∈ V , i.e. y ′ = (z, 1). Then, by the product formula,
and Q * t (y ′ ) = Q * t (y) = 0, which means that Q(z) = t. This completes the proof of Theorem 1.2.
Remark 3.1. Notice that the argument in the proof of Theorem 1.2 does not necessarily produce a point with coordinates in O K , since we divided by y n+1 . In the next section we produce weaker versions of such a result over O K when K = Q.
Proof of Theorem 1.5
In this section we give the proof of Theorem 1.5. We start with the following lemma, which is essentially Case 1 in the proof of the main theorem in [5] . We extract its proof from [5] and present it here for the convenience of the reader.
Lemma 4.1. Let K be a number field and Q(X 1 , . . . , X n ) ∈ K[X 1 , . . . , X n ] be a nonzero quadratic form. Suppose that (V, Q) is a regular isotropic subspace of K n of dimension ≥ 3. If W 1 , . . . , W k are hyperplanes of V , then V has an isotropic vector outside of the union
Proof. After fixing a choice of basis for V , we may assume that V = K n with n ≥ 3.
It is straightforward to check that Q(T u (x)) = 0 for all x ∈ K n . Fix an index i. We claim that L i (T u (X 1 , . . . X n )) is not the zero polynomial. Assume the contrary that L i (T u (X 1 , . . . , X n )) is indeed the zero polynomial. Suppose first that L i (u) = 0. Then
for all x ∈ K n , which means that Q(X 1 , . . . , X n ) is a product of two linear forms which is impossible since (K n , Q) is a regular quadratic space of dimension ≥ 3. Now, if L i (u) = 0, then Q(u, x)L i (x) = 0 for all x ∈ K n , which is impossible again since both L i and x −→ Q(u, x) are not the zero linear functional on K n . So, the polynomial
is not the zero polynomial in K[X 1 , . . . , X n ]. We can then take a vector x ∈ K n such that
n be an m-dimensional subspace, 3 ≤ m ≤ n, such that the quadratic space (V, Q) is regular and isotropic of Witt index w. Let W 1 , . . . , W k be distinct hyperplanes of V . Then for every anisotropic vector y ∈ V ∩ Z n , there exists a
Proof. If y ∈ k i=1 W i , then we are done; so we assume from now on that y ∈ k i=1 W i .
Case 1: Assume that w, the Witt index of V , is at least 2. Let V y be the orthogonal complement of y in V , which is an (m−1)-dimensional regular isotropic subspace of 
Note that H(Q) = h(Q) because Q has integer coefficients. For 1 ≤ r ≤ k + 1, let z r := y + ru which is in (V ∩ Z n ). Suppose that all of these z r are in k i=1 W i . By the Pigeon-Hole Principle, there must be 1 ≤ r = s ≤ k + 1 and 1 ≤ j ≤ k such that z r and z s are in W j . Then z r − z s is in W j , implying that u is also in W j which is a contradiction. Thus, there must be an r such that z := z r is not in
Now, suppose that V y is one of the W i , say V y = W 1 . Then V y ∩ W i is a hyperplane in V y for every i ≥ 2. As is done in the last paragraph, we have an isotropic vector u ∈ (V y ∩ Z n ) \ k i=2 W i and h(u) is bounded above as in (17). Since u is in W 1 but y is not, all of the z r defined as in the last paragraph are not in W 1 . Suppose that all of these z r are in k i=2 W i . As is argued before, there will be two different indices r, s ∈ {1, . . . k + 1} and j ∈ {2, . . . , k} such that z r − z s ∈ W j . This means that u is in W j for some j ≥ 2, which is impossible. We may now argue as in the last paragraph to obtain an z ∈ (V ∩ Z n ) \ k i=1 W i with Q(z) = Q(y) and h(z) bounded above as in (18). 
Suppose first that Q(u, y) = 0. We could argue as in Case 1 and obtain a vector
Note that this upper bound is better than the one in the statement of the lemma. Now, let us suppose that Q(u, y) = 0. Then Q[u, y] is a 2-dimensional regular subspace of V , and its orthogonal complement G in V is an (m − 2)-dimensional anisotropic subspace of V . By Siegel's lemma [1, Theorem 9] , there exist vectors x 1 , . . . , x s in Z n which form a basis for G and
h(x i ) ≪ m H(G).
Let x be a vector among the x i that has the smallest height. Then, combining this with (19) and using Lemmas 2.3, 2.4, and 2.5, we have It is easy to check that z r ∈ V ∩ Z n and Q(z r ) = Q(y). Suppose that for all ℓ ∈ {1, . . . , k + 1} and all r ∈ I ℓ , z r are in k i=1 W i . Fix an ℓ; by the Pigeon-Hole Principle, there must be two distinct indices r, s ∈ I ℓ and i(ℓ) ∈ {1, . . . , k} such that both z r and z s are in W i(ℓ) . Then z r − z s is in W i(ℓ) and hence x − 1 2 Q(x)(r + s)u ∈ W i(ℓ) .
By virtue of the Pigeon-Hole Principle one more time, there must be two different indices ℓ 1 , ℓ 2 ∈ {1, . . . , k + 1}, i 0 ∈ {1, . . . , k}, and pairs of distinct integers r 1 , s 1 ∈ I ℓ1 and r 2 , s 2 ∈ I ℓ2 such that both z r1 − z s1 and z r2 − z s2 are in W i0 . Then, 1 2 Q(x) ((r 2 + s 2 ) − (r 1 + s 1 )) u ∈ W i0 .
Without loss of generality, we may assume that ℓ 1 < ℓ 2 . Then r 1 + s 1 ≤ 2(k + 1)a ℓ1 = (k + 1)a ℓ1+1 − (k + 1)
and hence u ∈ W i0 , which is impossible. Thus, there must be one of these z r in (V ∩ Z n ) \ 
