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Abstract
We develop a dynamical study of the sixth Painleve´ equation for all parameters gen-
eralizing an earlier work for generic parameters. Here the main focus of this paper is on
non-generic parameters, for which the corresponding character variety becomes a cubic
surface with simple singularities and the Riemann-Hilbert correspondence is a minimal
resolution of the singular surface, not a biholomorphism as in the generic case. Introduc-
ing a suitable stratification on the parameter space and based on geometry of singular
cubic surfaces, we establish a chaotic nature of the nonlinear monodromy map of Painleve´
VI and give a precise estimate for the number of its isolated periodic solutions.
1 Introduction
The aim of this paper is to develop a dynamical study of the sixth Painleve´ equation for all
parameters generalizing an earlier work for generic parameters, where the main two issues are
establishing a chaotic nature of the nonlinear monodromy map of Painleve´ VI and counting
the number of its periodic solutions along a given loop. For generic parameters these problems
were discussed in a previous paper [20], so that the main focus of this paper is on non-generic
parameters. A difficulty in the non-generic case stems from the fact that the corresponding
character variety becomes an affine cubic surface with simple singularities and the Riemann-
Hilbert correspondence is only an analytic minimal resolution of the singular surface, while it
is a biholomorphism onto a smooth cubic surface in the generic case. Therefore, in order to
apply a general dynamical systems theory on a smooth compact complex surface to the present
situation, one has not only to compactify the affine surface but also to take a minimal resolution
of the singular surface. Another difficulty occurs in counting the number of periodic solutions.
For non-generic parameters there may be periodic solutions parametrized by a curve, in which
case the counting problem obviously fails to make sense in its na¨ıve formulation.
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singularities t1 = 0 t2 = z t3 = 1 t4 =∞
first exponent −λ1 −λ2 −λ3 −λ4
second exponent λ1 λ2 λ3 λ4 − 1
difference κ1 κ2 κ3 κ4
Table 1: Riemann scheme: κi is the difference of the second exponent from the first.
Thus the main problem of this paper is to overcome these difficulties. As in [20], our
principal tool is again a Riemann-Hilbert correspondence, but this time being a lifted one onto
a desingularized character variety, namely, a desingularized affine cubic surface. Through it the
monodromy map of Painleve´ VI is strictly conjugate to a biregular map on the latter surface,
which in turn extends to a birational map on its compactification obtained by adding tritangent
lines at infinity. A close investigation into the last map, especially, into its dynamical behaviors
around the tritangent lines as well as around the exceptional set enables us to establish its
ergodic properties based on the general theory of bimeromorphic surface maps developed in
[1, 7, 8, 10] (see also [5, 6]). As for counting the number of periodic solutions, the difficulty
mentioned above is surmounted by our general theory of periodic points for area-preserving
birational maps of surfaces in [21], in which a method of counting isolated periodic points is
developed in the presence of periodic curves. For all these discussions, a suitable stratification
is introduced on the parameter space of Painleve´ VI and several arguments are made stratum
by stratum, becuase the singularities of cubic surfaces depend efficiently on the stratification.
The sixth Painleve´ equation PVI(κ) is a Hamiltonian system of differential equations with
an independent variable z ∈ Z := P1 \ {0, 1,∞} and unknown functions (q, p) = (q(z), p(z)):
dq
dz
=
∂H(κ)
∂p
,
dp
dz
= −∂H(κ)
∂q
,
where κ := (κ0, κ1, κ2, κ3, κ4) are complex parameters lying in the parameter space
K := { κ = (κ0, κ1, κ2, κ3, κ4) ∈ C5 : 2κ0 + κ1 + κ2 + κ3 + κ4 = 1 }
and the Hamiltonian H(κ) = H(q, p, z; κ) is given by
z(z − 1)H(κ) = (q0q1qz)p2 − {κ1q1qz + (κ2 − 1)q0q1 + κ3q0qz}p+ κ0(κ0 + κ4)qz,
with qν := q − ν for ν ∈ {0, 1, z}. Let Mz(κ) be the set of all meromorphic solution germs
to PVI(κ) at a point z ∈ Z. In [14, 15, 16], the set Mz(κ) is realized as a moduli space of
stable parabolic connections. Here a stable parabolic connection is a rank 2 vector bundle with
a Fuchsian connection and a parabolic structure, having a Riemann scheme as in Table 1 and
satisfying a sort of stability condition in geometric invariant theory. The parameter κi is the
difference of the second exponent from the first one at the regular singular point ti and thus λi
is uniquely determined from κi. This formulation provides the moduli space Mz(κ) with the
structure of a smooth quasi-projective rational surface. It is known that there exists a natural
compactification Mz(κ) of the moduli space Mz(κ). The space Mz(κ) has a unique effective
anti-canonical divisor Yz(κ) and Mz(κ) is obtained from Mz(κ) by removing Yz(κ). Thus
2
01 ∞
z
Z
γ2 γ3
γ1
Figure 1: Three basic loops in Z := P1 \ {0, 1,∞}
there exists a global holomorphic 2-form ωz(κ) on Mz(κ), meromorphic on Mz(κ) with pole
divisor Yz(κ). It is unique up to constant multiples and yields a natural area form on Mz(κ).
The Painleve´ equation enjoys the Painleve´ property, namely, any solution germ Q ∈Mz(κ)
can be continued analytically along any loop γ ∈ π1(Z, z), so that the automorphism
γ∗ :Mz(κ) ∼→Mz(κ), Q 7→ γ∗Q
is well defined, where γ∗Q is the result of analytic continuation of Q along γ. The map γ∗ is
called the nonlinear monodromy map along γ. It preserves the area form ωz(κ). The dynamical
system of this map is what we want to study in this paper. However this map is too transcen-
dental to deal with directly, so that it will be converted to a more tractable map on an affine
cubic surface S(θ) via the Riemann-Hilbert correspondence
RHz,κ :Mz(κ)→ S(θ), (1)
which is an analytic minimal resolution of the (possibly) singular surface S(θ) (see Theorem
5.1). Through it the monodromy map γ∗ is conjugated to a polynomial automorphism on S(θ).
This last map was studied in [5, 6, 18, 20], but a further investigation is made in this paper.
In terms of the dynamical behavior of the monodromy map, each loop in π1(Z, z) falls into
two types, that is, an elementary loop and a non-elementary loop.
Definition 1.1 Let γ1, γ2 and γ3 be loops in π1(Z, z) surrounding 0, 1 and ∞ respectively
once anti-clockwise as in Figure 1. A loop γ ∈ π1(Z, z) is said to be elementary if γ is conjugate
to the loop γmi for some index i ∈ {1, 2, 3} and some integer m ∈ Z. Otherwise, γ is said to be
non-elementary.
If γ is elementary, the map γ∗ : Mz(κ) 	 preserves a fibration and exhibits a very simple
dynamical behavior (see Remark 5.2). So from now on we assume that γ is non-elementary.
Remark 1.2 In [20] we introduced an algebraic number λ(γ) ≥ 1 called the first dynamical
degree of γ ∈ π1(Z, z) (see also Definition 2.1) and established an algorithm to calculate λ(γ) in
terms of a reduced word for the loop γ in the alphabet γ±11 , γ
±1
2 , γ
±1
3 ([20, Theorem 3]). It was
also shown that λ(γ) is a quadratic unit strictly greater than 1 if and only if γ is non-elementary.
3
zi zj
℘
zi zj
ε
Figure 2: An eight-loop and a Pochhammer loop, where z1 = 0, z2 = 1, z3 =∞
Example 1.3 Let ε and ℘ denote loops conjugate to γiγ
−1
j and [γi, γ
−1
j ] = γiγ
−1
j γ
−1
i γj for some
indices {i, j, k} = {1, 2, 3} as in Figure 2. They are called an eight-loop and a Pochhammer
loop respectively. Their first dynamical degrees are given by
λ(ε) = 3 + 2
√
2, λ(℘) = 9 + 4
√
5. (2)
The first main theorem of this paper is concerned with the ergodic properties of the mon-
odromy map for all parameters, which generalizes a main theorem in [20] for generic parameters.
Before stating it, we review some terminology from [20].
Definition 1.4 The dynamical system of a holomorphic map f : X → X on a complex surface
X is said to be chaotic if there exists an f -invariant Borel probability measure µ on X such
that the following conditions are satisfied:
(1) the measure µ has a positive entropy hµ(f) > 0;
(2) the measure µ is mixing, hyperbolic of saddle type and has a product structure with
respect to local stable and unstable manifolds. Moreover, hyperbolic periodic points of f
are dense in the support of µ.
Let Ω(f) denote the nonwandering set of f . It is an f -invariant set serving as the hub for
recurrent behaviors of f , that is, it contains the support of any f -invariant probability measure.
Theorem 1.5 Let γ ∈ π1(Z, z) be a non-elementary loop and γ∗ :Mz(κ) 	 be the monodromy
map along the loop γ.
(1) The nonwandering set Ω(γ) of γ∗ is compact in Mz(κ) and the trajectory of each initial
point Q ∈Mz(κ) \ Ω(γ) tends to infinity Yz(κ) under the iterations of γ∗.
(2) The map γ∗ : Ω(γ) 	 is chaotic, that is, there exists a γ∗-invariant Borel probability
measure µγ satisfying the conditions of Definition 1.4. The measure-theoretic entropy
h(γ) := hµγ (γ∗) with respect to µγ and the topological entropy htop(γ) of γ∗ are given by
h(γ) = htop(γ) = log λ(γ), (3)
where λ(γ) is the first dynamical degree of γ (see Remark 1.2). In particular, µγ is a
unique maximal entropy measure.
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Next the second main theorem is concerned with the number of periodic solutions to PVI(κ).
A periodic solution to PVI(κ) of period n ∈ N along a loop γ is defined to be a periodic point of
period n of the map γ∗ :Mz(κ) 	. For some non-generic parameters, however, γ∗ may admit
curves of periodic points, in which case the set of periodic points is obviously uncountable and
one should consider the set Perin(γ; κ) of isolated periodic points of period n instead. It will turn
out that any periodic curve must be an irreducible component of the exceptional set Ez(κ) of the
Riemann-Hilbert correspondence (1) (see Theorem 1.6). Each irreducible component of Ez(κ)
is known as a Riccati curve, since Ez(κ) parameterizes all Riccati solution germs to PVI(κ) at
z. They are classical special solutions that can be expressed in terms of Gauss hypergeoemtric
functions (see [14, 24, 25, 27]). The second main theorem is now stated as follows.
Theorem 1.6 Assume that γ ∈ π1(Z, z) is non-elementary. Then any irreducible periodic
curve of γ∗ must be a Riccati curve and the set Per
i
n(γ; κ) is finite for any n ∈ N and its
cardinality #Perin(γ; κ) counted with multiplicity is estimated as
|#Perin(γ; κ)− λ(γ)n| < O(1) as n→∞,
where λ(γ) is the first dynamical degree of γ and O(1) stands for a bounded function of n ∈ N.
Moreover, if HPern(γ; κ) denotes the set of saddle periodic points of period n for γ∗, then
#Perin(γ; κ) ∼ #HPern(γ; κ) ∼ λ(γ)n as n→∞, (4)
where an ∼ bn means that the ratio an/bn → 1 as n → ∞, so that asymptotically almost all
points in Perin(γ; κ) belong to HPern(γ; κ).
Remark 1.7 In formula (4) the number #Perin(γ; κ) may be counted without multiplicity,
since HPern(γ; κ) ⊂ Perin(γ; κ) and each element of HPern(γ; κ) is of simple multiplicity.
Example 1.8 Here are some explicit formulas for the number #Perin(γ; κ).
(1) If the parameter κ ∈ K is generic, then Ez(κ) is empty and the number of isolated periodic
solutions along any non-elementary loop γ ∈ π1(Z, z) is calculated in [20, Theorem 3] as
#Perin(γ; κ) = λ(γ)
n + λ(γ)−n + 4.
(2) If κ = (0, 0, 0, 0, 1) ∈ K, which is non-generic, then Ez(κ) consists of four Riccati curves
and the numbers of isolated periodic solutions along an eight-loop ε and a Pochhammer
loop ℘ are calculated as
#Perin(ε; κ) = λ(ε)
n + λ(ε)−n, #Perin(℘; κ) = λ(℘)
n + λ(℘)−n − 4,
respectively, where λ(ε) and λ(℘) are given by formula (2). Note that ε∗ fixes exactly one
Riccati curve, while ℘∗ fixes all the four Riccati curves.
In Section 6 the number #Perin(℘; κ) will be calculated for various values of κ ∈ K. In general
the number #Perin(γ; κ) is computable at least in principle, once the data of a non-elementary
loop γ ∈ π1(Z, z), a parameter κ ∈ K and a period n ∈ N is given explicitly.
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The discussion above is about periodic solutions along a single loop in π1(Z, z). One can
also think of priodic solutions with respect to the entire π1(Z, z)-action, that is, global solutions
with finitely many branches. They are exactly algebraic solutions to Painleve´ VI ([18]), which
have been classified by [23] after many contributions by various authors (see also [2, 19]).
This article is organized as follows. In Section 2 we review some general theories of complex
surface dynamics that will be needed to prove our main results. In Section 3 a four-parameter
family of affine cubic surfaces is introduced as the target spaces of the Riemann-Hilbert cor-
respondence and the possible types of singularities on them are classified. After investigating
polynomial automorphisms on the cubic surfaces in Section 4, we establish our main results in
Section 5. Finally, Section 6 is devoted to a thorough study of isolated periodic solutions along
a Pochhammer loop for various parameters.
2 Preliminaries
In this section we collect some basic results from complex surface dynamics that will be needed
later. In order to establish Theorem 1.5 it is necessary to construct an invariant measure
satisfying the conditions in Definition 1.4. The first part of this section is a review on the
construction of such measures for a class of bimeromorphic maps on smooth surfaces. The
second part is a survey on a general theory of isolated periodic points for area-preserving
surface maps admitting periodic curves, which will be used to prove Theorem 1.6. All along
the way the following two concepts for bimeromorphic surface maps due to [12, 7] are important.
Definition 2.1 Let f : X → X be a bimeromorphic map on a compact Ka¨hler surface X .
(1) The first dynamical degree λ(f) is defined by
λ(f) := lim
n→∞
||(fn)∗|H1,1(X)||1/n ≥ 1,
where || · || is an operator norm on EndH1,1(X). It is known that the limit exists, λ(f) is
independent of the norm || · || chosen and invariant under bimeromorphic conjugation.
(2) The map f is said to be analytically stable (AS for short) if the condition (fn)∗ = (f ∗)n :
H1,1(X)→ H1,1(X) holds for any n ∈ N. It is known that f is AS if and only if
f−mI(f) ∩ fnI(f−1) = ∅ for every m,n ≥ 0, (5)
where I(f) is the indeterminacy set of f . If f is AS then the first dynamical degree λ(f)
coincides with the spectral radius of the linear map f ∗|H1,1(X).
We begin with a review on invariant measures. Under the condition
λ(f) > 1, (6)
Bedford and Diller [1] constructed “good” positive closed (1, 1)-currents µ± on X such that
(f±1)∗µ± = λ(f)µ±,
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where µ+ and µ− are called the stable and unstable currents for f . They represent unique (up
to scale) nef classes θ± ∈ H1,1
R
(X) such that (f±1)∗θ± = λ(f) θ± and can be expressed as
µ± = c±ω lim
k→∞
λ(f)−k(f±k)∗ω,
where ω is any given smooth closed (1, 1)-form on X and c±ω > 0 are constants. Moreover,
under a quantitative condition on the indeterminacy sets of the forward and backward maps:
∞∑
N=0
λ(f)−N log dist(fNI(f−1), I(f)) > −∞, (7)
Bedford and Diller [1] and Dujardin [10] legitimated the wedge product µ := µ+ ∧ µ− as
an f -invariant Borel probability measure, where the first authors defined it by appealing to
pluripotential theory while the second author viewed it as geometric intersection. The condition
(7) is slightly stronger than (5) and a map satisfying condition (7) might be called quantitatively
AS. The measure has good dynamical properties as is mentioned in the following.
Theorem 2.2 ([1, 10]) If f : X 	 satisfies conditions (6) and (7), then the wedge product µ
of stable and unstable currents µ± is well defined and, after a suitable normalization, µ gives an
f -invariant Borel probability measure satisfying all the conditions in Definition 1.4. Moreover,
(1) the measure-theoretic entropy hµ(f) with respect to the measure µ and the topological
entropy htop(f) of f are expressed as
hµ(f) = htop(f) = log λ(f),
(2) the measure µ puts no mass on any algebraic curve on X,
(3) there exists a set Pn(f) ⊂ supp µ of saddle periodic points of period n such that
#Pn(f) ∼ λ(f)n, 1
λ(f)n
∑
p∈Pn(f)
δp → µ, as n→∞.
Remark 2.3 The definition of entropy needs some care for a bimeromorphic surface map
f : X 	, since it may have indeterminacy sets I(f±1) on which f±1 are not defined. To handle
this situation, notice that f restricts to a well-defined automorphism f |Xf of the space
Xf := X\
( ⋃
n≥0
fnI(f) ∪ f−nI(f−1)). (8)
If a Borel probability measure ν on X satisfies ν(Xf ) = 1, then the measure-theoretic entropy
of f with respect to ν can be defined by hν(f) := hν(f |Xf ) in terms of the map f : Xf 	
(see [13]). The measure µ constructed in Theorem 2.2 satisfies this condition and so the
entropy hµ(f) is well defined. In the same spirit the topological entropy of f is defined by
htop(f) := htop(f |Xf ), where the right-hand side employs Bowen’s definition on a non-compact
space (see [3]). Similarly the nonwandering set Ω(f) of f is that of f |Xf , i.e., Ω(f) := Ω(f |Xf ).
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We proceed to a survey of the results of [21] on the number of isolated periodic points
for area-preserving surface maps with periodic curves. Let f : X 	 be a birational map of a
smooth projective surface X . Since f may have indeterminacy sets I(f±1) on which f±1 are
not defined, we should again be careful with the definitions of a fixed point and a fixed curve.
Definition 2.4 A point x ∈ X is called a fixed point if x is an element of the set
X0(f) := X
◦
0 (f) ∪X◦0 (f−1),
where X◦0 (f) is the set of all points x ∈ X \I(f) fixed by f . Moreover let X1(f) be the set of all
irreducible curves C in X such that C \ I(f) is fixed pointwise by f . An element C ∈ X1(f) is
called a fixed curve. It is easy to see that the definition is symmetric, namely, X1(f) = X1(f
−1).
As in [21, 26] the set X1(f) of fixed curves is divided into two disjoint subsets:
X1(f) = XI(f)∐XII(f), (9)
namely, into the curves of type I and those of type II (see Definition 2.12).
The set of periodic points of period n for f is defined by Pern(f) := X0(f
n). The subset of
isolated ones is denoted by Perin(f) and its cardinality counted with multiplicity is defined by
#Perin(f) :=
∑
x∈Perin(f)
νx(f
n),
where νx(f
n) is the local index of fn at x ∈ X0(fn) to be defined in Definition 2.11.
Theorem 2.5 ([21]) Let f : X → X be an AS birational map with λ(f) > 1 on a smooth
projective surface and assume that f preserves a nontrivial meromorphic 2-form ω such that no
irreducible component of the pole divisor (ω)∞ of ω is a periodic curve of type I. Then f has at
most finitely many irreducible periodic curves and must have infinitely many isolated periodic
points. Moreover the cardinality #Perin(f) is estimated as
|#Perin(f)− λ(f)n| ≤
{
O(1) (X ∼ no Abelian surface),
4 λ(f)n/2 +O(1) (X ∼ an Abelian surface),
where X ∼ Y indicates that X is birationally equivalent to Y and O(1) is a bounded function
of n ∈ N.
Let HPern(f) be the set of all saddle periodic points of period n and Pn(f) the set of saddle
periodic points mentioned in Theorem 2.2. Then one has Pn(f) ⊂ HPern(f) ⊂ Perin(f), since
any saddle periodic point is isolated. Thus Theorems 2.2 and 2.5 have the following.
Corollary 2.6 If f satisfies the assumptions in Theorems 2.2 and 2.5, then
#Perin(f) ∼ #HPern(f) ∼ λ(f)n as n→∞, (10)
so that asymptotically almost all points in Perin(f) belong to HPern(f).
Remark 2.7 In formula (10) the number #Perin(f) may be counted without multiplicity, be-
cause HPern(f) is a subset of Per
i
n(f), every point in HPern(f) is of simple multiplicity, and
the asymptotics #HPern(f) ∼ λ(f)n holds with multiplicity taken into account.
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The above results are derived from a basic formula representing the Lefschetz numbers of
iterates of f in terms of suitable local data around isolated periodic points as well as around
periodic curves of f (see Theorem 2.8). Here the Lefschetz number of f is defined by
L(f) :=
∑
i
(−1)iTr[f ∗ : H i(X)→ H i(X)].
In order to state that formula, let P (f) be the set of all positive integers that arise as primitive
periods of some irreducible periodic curves of f . For each n ∈ N, denote by Pn(f) the set of
all elements k ∈ P (f) that divides n. Moreover, for each k ∈ P (f) let PCk(f) be the set of all
irreducible periodic curves of primitive period k, and Ck(f) the union of all curves in PCk(f).
Note that there exist the following decompositions:
X0(f
n) = Perin(f)∐
⋃
k∈Pn(f)
Ck(f), X1(f
n) =
∐
k∈Pn(f)
PCk(f).
For each k ∈ P (f) let ξk(f) be the number defined by
ξk(f) :=
∑
x∈Ck(f)
νx(f
k) +
∑
C∈PCk(f)
τC · νC(fk).
where τC is the self-intersection number of C. Then our formula is stated as follows.
Theorem 2.8 ([21]) If f : X 	 satisfies the assumptions in Theorem 2.5, then
L(fn) = #Perin(f) +
∑
k∈Pn(f)
ξk(f) (n ∈ N).
This formula is used not only to get the general estimate in Theorem 2.5 but also to calculate
the exact value of #Perin(f) for various individual maps f (see Section 6).
Now let us recall the definitions of νx(f), νC(f), XI(f) and XII(f). Leaving the general
cases in [21, 26] we put the following assumption for the sake of simplicity. It will be fulfilled by
the birational maps on (desingularized) cubic surfaces to be discussed later (see Remark 4.8).
Assumption 2.9 All fixed curves of f : X 	 are smooth, no two of which are tangent and no
three of which meet in a single point.
For a given point x ∈ X◦0 (f) let Ax be the completion of the local ring of X at x, which
can be identified with the formal power series ring C[[x1, x2]] of two variables, because X is
smooth. Since f is holomorphic around x, f induces an endomorphism f ∗x : Ax → Ax in a
natural manner. From Assumption 2.9, f ∗x can be expressed in suitable coordinates (x1, x2) as{
f ∗x(x1) = x1 + x
n1
1 · xn22 · h1,
f ∗x(x2) = x2 + x
n1
1 · xn22 · h2,
with some relatively prime elements h1, h2 ∈ Ax and some nongegative integers n1, n2 ∈ Z≥0.
For {j, k} = {1, 2} let τ(xj) : C[[x1, x2]]→ C[[xk]] denote the natural projection. Write
τ(xj)(hi) = x
nij
k · hij (i, j ∈ {1, 2}),
where hij is a unit in C[[xk]] and nij is either an integer or infinity. By convention x
∞
k := 0.
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Definition 2.10 The prime ideal pi := (xi) generated by xi is said to be of type I relative to
f ∗x if nii 6=∞; otherwise, pi is said to be of type II.
For each i ∈ {1, 2} we put
νpi(f
∗
x) := ni, (11)
νAx(f
∗
x) := dimC Ax/(h1, h2) +
2∑
i=1
νpi(f
∗
x) · µpi(f ∗x), (12)
where Ax/(h1, h2) is the quotient vector space of Ax by the ideal (h1, h2), which is finite-
dimensional from Assumption 2.9, and the numbers µpi(f
∗
x) are defined by
µpi(f
∗
x) :=
{
nii ( if pi is of type I),
nji ( if pi is of type II),
with {i, j} = {1, 2}. Similarly for a given point x ∈ X◦0 (f−1) one can define the number
νAx((f
−1)∗x) via formula (12). Next, given a fixed curve C ∈ X1(f), take a point x of C \ I(f).
Then one can speak of the endomorphism f ∗x : Ax → Ax. Since C is smooth by Assumption
2.9, the prime ideal pC ⊂ Ax defining the germ at x of the curve C may be written pC = (x1)
in suitable coordinates (x1, x2), so that one can define the number νpC (f
∗
x) via formula (11).
Definition 2.11 The local index νx(f) at a fixed point x ∈ X0(f) is defined by
νx(f) :=
{
νAx(f
∗
x) ( if x ∈ X◦0 (f)),
νAx((f
−1)∗x) ( if x ∈ X◦0 (f−1)),
where the right-hand side is consistent, that is, νAx(f
∗
x) = νAx((f
−1)∗x) for any x ∈ X◦0 (f) ∩
X◦0 (f
−1) (see [21]). The index νC(f) at a fixed curve C ∈ X1(f) is defined by
νC(f) := νpC (f
∗
x),
with x ∈ C \ I(f), where the right-hand side does not depend on the choice of x (see [26]).
Finally we recall the following definition concerning the types of fixed curves.
Definition 2.12 A fixed curve C ∈ X1(f) is said to be of type I or of type II relative to
f : X → X , according as the prime ideal pC is of type I or of type II relative to f ∗x : Ax → Ax
in the sense of Definition 2.10. This definition does not depend on the choice of x ∈ C \ I(f)
(see [26]). Let XI(f) and XII(f) denote the set of fixed curves of types I and that of type II
respectively. Then there exists the direct sum decomposition (9).
3 Singular Cubic Surfaces
The purpose of this section is to introduce a four-parameter family of affine cubic surfaces which
are the target spaces of the Riemann-Hilbert correspondence (1) and to classify the types of
singularities that can occur on those surfaces. The affine cubic surfaces we consider are
S(θ) = { x = (x1, x2, x3) ∈ C3 : f(x, θ) = 0 },
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where f(x, θ) is a cubic polynomial of x with parameters θ = (θ1, θ2, θ3, θ4) ∈ Θ := C4:
f(x, θ) := x1x2x3 + x
2
1 + x
2
2 + x
2
3 − θ1x1 − θ2x2 − θ3x3 + θ4.
Depending on parameters θ ∈ Θ the surface S(θ) may admit singular points. In order to
describe its singularity structure, it is convenient to introduce a map
rh : K → Θ, (13)
called the Riemann-Hilbert correspondence in the parameter level. It is the composite of maps
K β−−−→ B α−−−→ A ϕ−−−→ Θ, (14)
where the intermediate parameter spaces A and B are given by
A := {a = (a1, a2, a3, a4) ∈ C4a},
B := {b = (b0, b1, b2, b3, b4) ∈ (C×b )5 : b20 b1 b2 b3 b4 = 1},
and the three maps ϕ, α and β are defined respectively by
θi =
{
aia4 + ajak ({i, j, k} = {1, 2, 3}),
a1a2a3a4 + a
2
1 + a
2
2 + a
2
3 + a
2
4 − 4 (i = 4),
ai = bi + b
−1
i (i = 1, 2, 3, 4),
bi =
{
exp(
√−1πκi) (i = 0, 1, 2, 3),
− exp(√−1πκ4) (i = 4).
(15)
It turns out that the discriminant ∆(θ) of the cubic surface S(θ) factors as
∆(θ) =
4∏
l=1
(bl − b−1l )2
∏
ε∈{±1}4
(bε − 1) =
4∏
l=1
sin2 πκl
∏
ε∈{±1}4
cos
π(ε · κ)
2
, (16)
where bε := bε11 b
ε2
2 b
ε3
3 b
ε4
4 and ε ·κ := ε1κ1+ε2κ2+ε3κ3+ε4κ4 for each ε = (ε1, ε2, ε3, ε4) ∈ {±1}4.
Thus S(θ) is singular if and only if κ satisfies at least one of the affine linear relations:
κi = m, ε · κ = 2m+ 1 (m ∈ Z, i ∈ {1, 2, 3, 4}, ε ∈ {±1}4). (17)
Behind formulas (16) and (17) there exists an affine Weyl group structure on the Riemann-
Hilbert correspondence in the parameter level (13). The affine space K carries the inner product
induced from the standard complex Euclidean inner product on C4 via the isomorphism K ∼→
C
4, κ 7→ (κ1, κ2, κ3, κ4). For each i ∈ {0, 1, 2, 3, 4} let wi : K 	 be the orthogonal affine
reflection in the affine hyperplane Hi := {κ ∈ K : κi = 0}. Explicitly wi is given by
wi(κj) = κj − κicij ,
where C = (cij) is the Cartan matrix of type D
(1)
4 in Figure 3 (right). The group
W (D
(1)
4 ) := 〈w0, w1, w2, w3, w4〉
11
w1 w2
w3 w4
w0
C =

2 −1 −1 −1 −1
−1 2 0 0 0
−1 0 2 0 0
−1 0 0 2 0
−1 0 0 0 2

Figure 3: Dynkin diagram and Cartan matrix of type D
(1)
4
generated by w0, w1, w2, w3, w4 is an affine Weyl group of type D
(1)
4 . The hyperplanes in (17)
are the reflection hyperplanes of W (D
(1)
4 ) and the map (13) is a branched W (D
(1)
4 )-covering
ramifying along these hyperplanes. The automorphism group of the Dynkin diagram in Figure
3 (left) is the symmetric group S4 of degree 4, which acts on K by permuting κ1, κ2, κ3, κ4 and
fixing κ0. The group W (D
(1)
4 ) extends to an affine Weyl group of type F
(1)
4 :
W (F
(1)
4 ) := S4 ⋉W (D
(1)
4 ).
Corresponding to the two affine Weyl groups mentioned above, we can define two stratifi-
cations on K. Let I be the set of all proper subsets I ⊂ {0, 1, 2, 3, 4} including the empty set
∅. For each I ∈ I we denote by KI the W (D(1)4 )-translates of the affine subspace
HI :=
⋂
i∈I
Hi,
and by KI the set obtained from KI by removing all the sets KJ such that #J = #I + 1.
Moreover let DI be the Dynkin subdiagram of D
(1)
4 that has nodes exactly in I. Some examples
of these are given in Figure 4. It turns out that for any pair I, I ′ ∈ I either KI = KI′ or
KI ∩KI′ = ∅ holds (see Remark 3.1), so that one can define a stratification of K by the subsets
KI with I ∈ I. It is called the W (D(1)4 )-stratification. A parameter κ ∈ K is said to be generic
if κ ∈ K∅; otherwise, κ is said to be non-generic.
For I ∈ I one can speak of the abstract Dynkin type of the subdiagram DI . For example,
DI is of abstract type A3 when I = {0, 1, 2}. All the possible abstract Dynkin types are those
in Figure 5 below. On the other hand there is a natural action of S4 on the set I induced from
its action on the nodes {1, 2, 3, 4} and the abstract Dynkin type of DI is represented by the
S4-orbit of I. Thus all the abstract Dynkin types are parametrized by the quotient set I/S4.
1 2
3 4
0
1 2
3 4
0
1 2
3 4
0
D4 A⊕41 A3
I = {0, 1, 2, 3} I = {1, 2, 3, 4} I = {0, 1, 2}
Figure 4: Some W (D
(1)
4 )-strata and their abstract Dynkin types
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∅ −−−→ A1 −−−→ A⊕21 −−−→ A⊕31 −−−→ A⊕41y y y
A2 −−−→ A3 −−−→ D4
Figure 5: Adjacency relations among the W (F
(1)
4 )-strata
Remark 3.1 ([18]) Let I and I ′ be distinct elements of I. Then KI = KI′ if and only if
DI and DI′ have the same abstract type A1 or A2. Here the “if” part is shown by a direct
calculation, while the “only if” part follows from the fact that the map (13) isW (D
(1)
4 )-invariant
and rh(κ) 6= rh(κ′) for any κ ∈ KI and κ′ ∈ KI′ if the condition is not fulfilled. Therefore,
(1) there is a unique W (D
(1)
4 )-stratum of abstract type ∅, A1, A2 or A⊕41 ,
(2) there are six W (D
(1)
4 )-strata of abstract type A
⊕2
1 or A3,
(3) there are four W (D
(1)
4 )-strata of abstract type A
⊕3
1 or D4.
We proceed to define a coarser stratification, that is, the W (F
(1)
4 )-stratification. Observe
that the W (F
(1)
4 )-translates of HI depends only on the abstract Dynkin type ∗ = [I] ∈ I/S4,
so that it is denoted by K(∗). Note that K(∗) is the W (D(1)4 )-translates of the union
H(∗) :=
⋃
[I]=∗
HI . (18)
We say that ∗∗ is adjacent to ∗ and write ∗ → ∗∗ if K(∗∗) is a subset of K(∗). All the adjacency
relations are depicted in Figure 5. The set K(∗) is obtained from K(∗) by removing all the sets
K(∗∗) such that ∗ → ∗∗. There is a direct sum decomposition
K =
∐
∗∈I/S4
K(∗).
Note that the W (F
(1)
4 )-stratum K(∗) is the union of all W (D(1)4 )-strata of abstract type ∗.
We compactify the affine cubic surface S(θ) by the standard embedding:
S(θ) →֒ S(θ) ⊂ P3, x = (x1, x2, x3) 7→ [1 : x1 : x2 : x3],
where the compactified surface is given by S(θ) = {X ∈ P3 : F (X, θ) = 0 } with
F (X, θ) = X1X2X3 +X0(X
2
1 +X
2
2 +X
2
3 )−X20 (θ1X1 + θ2X2 + θ3X3) + θ4X30 .
The intersection of S(θ) with the plane at infinity is the union L of three lines
Li = {X ∈ P3 : X0 = Xi = 0 } (i = 1, 2, 3).
The set L, called the tritangent lines at infinity (see Figure 6), is independent of θ ∈ Θ and
the surface S(θ) is smooth in a neighborhood of L for every θ ∈ Θ (see [20, Lemma 2]). The
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S(θ)
S(θ)
Li
Lj Lk
pj
pi
pk
Figure 6: Tritangent lines at infinity on S(θ)
intersection point of Lj and Lk is denoted by pi for {i, j, k} = {1, 2, 3}. It is explicitly given by
p1 = [0 : 1 : 0 : 0], p2 = [0 : 0 : 1 : 0], p3 = [0 : 0 : 0 : 1].
When the parameter θ = rh(κ) is non-generic, based on a method in [4] we construct an
algebraic minimal resolution of the singular surface S(θ) by considering the rational map:
τ : P2 −→ P3, u = [u1 : u2 : u3] 7−→ [τ0(u) : τ1(u) : τ2(u) : τ3(u)], (19)
where the polynomials τ0(u), τ1(u), τ2(u), τ3(u) are given by
τ0(u) := −b20u1u2u3,
τ1(u) := b
2
0u1{b20u21 + u22 + u23 + b20(b1b2 + b3b4)u1u2 + b20(b1b3 + b2b4)u1u3},
τ2(u) := u2{b40u21 + b20u22 + u23 + b40(b1b2 + b3b4)u1u2 + b20(b2b3 + b1b4)u2u3},
τ3(u) := u3{b20u21 + b20u22 + u23 + b20(b2b3 + b1b4)u2u3 + b20(b1b3 + b2b4)u1u3}.
It is a birational map of P2 onto S(θ) whose indeterminacy points are the six points
c1 := [0 : −b1b4 : 1], c4 := [0 : −b2b3 : 1] ∈ l1,
c2 := [−b1b3 : 0 : 1], c5 := [−b2b4 : 0 : 1] ∈ l2,
c3 := [−b3b4 : 1 : 0], c6 := [−b1b2 : 1 : 0] ∈ l3,
(20)
where li is the strict transform of the line Li under the map (19) and is given by
li = {[u1 : u2 : u3] ∈ P2 ; ui = 0} (i ∈ {1, 2, 3}).
Let ρ : S˜(θ)→ P2 be the blow-up of P2 at the six points c1, . . . , c6, and put
π := ρ ◦ τ : S˜(θ)→ S(θ). (21)
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c1
c2c3
c4
c5c6
l1 = {u1 = 0}
l2 = {u2 = 0}
l3 = {u3 = 0}
Figure 7: Six indeterminacy points of τ in P2
Proposition 3.2 The birational morphism (21) gives an algebraic minimal resolution of S(θ).
Proof. Starting with S0 := P2 we inductively define ρi : Si → Si−1 as the blow-up of Si−1 at
the point ci for i = 1, . . . , 6. The birational morphism ρ : S˜(θ)→ P2 then decomposes as
ρ = ρ1 ◦ · · · ◦ ρ6.
Consider the linear system δ := { p0τ0+p1τ1+p2τ2+p3τ3 : [p0 : p1 : p2 : p3] ∈ P3 } ⊂ |3H|, where
H is a line in P2. Starting with δ0 := δ and D0 := 3H we inductively define δi := ρ
∗
i δi−1 − Ei
and Di := ρ
∗
iDi−1 − Ei for i = 1, . . . , 6, where Ei := ρ∗i (ci−1) is the exceptional curve of ρi
over the point ci−1. In view of (19) the linear system ρ
∗
i δi−1 ⊂ |ρ∗iDi−1| admits Ei as its fixed
part and thus one has the inclusion δi ⊂ |Di|. Since the canonical divisor KS0 = KP2 on P2 is
linearly equivalent to the divisor −3H = −D0, we have
KSi = ρ
∗
iKSi−1 + Ei ∼ −(ρ∗iDi−1 −Ei) = −Di (i = 1, . . . , 6).
In particular the canonical divisor K eS(θ) = KS6 on S˜(θ) is linearly equivalent to −D6. Therefore
for any (−1)-curve C on S˜(θ) we have C ·D6 = −(C ·K eS(θ)) = 1 from the adjunction formula.
This means that the birational morphism (21) never contracts any (−1)-curve C to a point in
S(θ). Thus the proposition is established. ✷
Remark 3.3 The surface S(θ), if it is smooth, is known as a Del Pezzo surface of degree 3.
On the other hand, if S(θ) is singular, the desingularized surface S˜(θ) is called a degenerate
Del Pezzo surface of degree 3 in [9]. Any degenerate Del Pezzo surface of degree 3 is obtained
as a blow-up of P2 at six points, no two of which are infinitely near of order 1 to the same point
and no four of which are collinear. The image of a degenerate Del Pezzo surface under the map
of its anti-canonical class is called an anti-canonical Del Pezzo surface of degree 3, an example
of which is our cubic surface S(θ).
Since S˜(θ) is a six-point blow-up of P2, its second cohomology group is expressed as
H2(S˜(θ),Z) = ZE0 ⊕ ZE1 ⊕ ZE2 ⊕ ZE3 ⊕ ZE4 ⊕ ZE5 ⊕ ZE6,
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where E0 is the class of the strict transform of a line in P
2 and Ei is the class of the exceptional
curve over the point ci for i = 1, 2, 3, 4, 5, 6. Their intersection relations are listed as
(Ei, Ej) =

1 (i = j = 0),
−1 (i = j 6= 0),
0 (otherwise).
(22)
If the line Li is identified with the cohomology class of its strict transform under π, we have
L1 = E0 −E1 − E4, L2 = E0 − E2 −E5, L3 = E0 − E3 −E6. (23)
In view of formulas (22) and (23) there exists a direct sum decomposition
H2(S˜(θ),C) = V ⊕ V ⊥, (24)
where V is the subspace spanned by L1, L2, L3 and V
⊥ is the orthogonal complement to V
with respect to the intersection form. It is easy to see that V ⊥ is spanned by the vectors
L4 := E1−E4, L5 := E1−E5, L6 := E1−E6, L7 := 2E0−E1−E2−E3−E4−E5−E6. (25)
The decomposition (24) will be important in the ergodic study of birational maps on S˜(θ).
Now we investigate the structure of singularities on S(θ) utilizing the rational map (19),
especially observing the configuration of its indeterminacy points. For a case-by-case treatment
we divide the parameter space B into several pieces B(∗) depending on abstract Dynkin types
∗ ∈ I/S4, each of which is further decomposed into smaller pieces Bm(∗) and then into even
smaller pieces Bm(∗; -). Here the definitions of Bm(∗) and Bm(∗; -) are given in Table 2. Put
B(∗) := B(∗) \
⋃
∗→∗∗
B(∗∗).
Proposition 3.4 Given any b ∈ B, put θ = (ϕ ◦ α)(b). Then S(θ) has simple singularities of
abstract Dynkin type ∗ ∈ I/S4 if and only if the parameter b is an element of B(∗) := ∪mBm(∗).
Proof. A careful inspection of formulas (16) and (20) shows that the surface S(θ) is singular
if and only if the indeterminacy points c1, . . . , c6 ∈ P2 of the rational map (19) are not in a
general position, namely, if and only if at least one of the following conditions are satisfied.
(C1) The six points lie on a (unique) conic; this condition is equivalent to b1b2b3b4 = 1.
(C2) Three of them, say, ci, cj and ck are colinear; this condition is equivalent to
b4 − b−14 = 0 ({i, j, k} = {1, 2, 3}),
b1b2b3b
−1
4 = 1 ({i, j, k} = {4, 5, 6}),
bi − b−1i = 0 (i ∈ {1, 2, 3}, {j, k} = {4, 5, 6} \ {i+ 3}),
b−1i bjbkb4 = 1 (i ∈ {4, 5, 6}, {j, k} = {1, 2, 3} \ {i− 3}).
(C3) ci = ci+3 for some i ∈ {1, 2, 3}, that is, bib−1j b−1k b4 = 1 with {i, j, k} = {1, 2, 3}.
16
parameter spaces Bm(∗) defining equations of Bm(∗; -)
B1(D4) = B1(D4; ·) ε1b1 = ε2b2 = ε3b3 = ε4b4 = 1
B1(A
⊕4
1 ) = B1(A
⊕4
1 ; ·) ε1b1 = ε2b2 = ε3b3 = −ε4b4 ∈ {1,
√−1}
B2(A
⊕4
1 ) = B2(A
⊕4
1 ; ·) ε1b1 = ε2b2 = ε3b3 = ε4b4 =
√−1
B1(A3) =
⋃
1≤i<j≤4
B1(A3; i, j) εibi = εjbj = 1, εkbk = εlbl
B2(A3) =
⋃
1≤i<j≤4
B2(A3; i, j) εibi = εjbj = 1, εkbk = (εlbl)
−1
B1(A
⊕3
1 ) =
⋃
1≤i≤4
B1(A
⊕3
1 ; i) εjbj = εkbk = εlbl = 1
B2(A
⊕3
1 ) =
⋃
1≤i≤4
B2(A
⊕3
1 ; i) εjbj = εkbk = εlbl = (εibi)
−1
B3(A
⊕3
1 ) = B3(A
⊕3
1 ; ·) ε1b1 = ε2b2 = ε3b3 = ε4b4
B4(A
⊕3
1 ) =
⋃
1≤i≤3
B4(A
⊕3
1 ; i) εjbj = εkbk = (εibi)
−1 = (ε4b4)
−1
B1(A2) =
⋃
1≤i 6=j≤4
B1(A2; i, j) εibi = 1, εkbk = blbl
B2(A2) =
⋃
1≤i≤4
B2(A2; i) εibi = εibjbkbl = 1
B1(A
⊕2
1 ) =
⋃
1≤i<j≤4
B1(A
⊕2
1 ; i, j) εibi = εjbj = 1
B2(A
⊕2
1 ) =
⋃
1≤i<j≤4
B2(A
⊕2
1 ; i, j) bib
−1
j = bkbl = εi
B3(A
⊕2
1 ) =
⋃
1≤i≤3
B3(A
⊕2
1 ; i) bib
−1
4 = bjb
−1
k = εi
B4(A
⊕2
1 ) =
⋃
1≤i≤3
B4(A
⊕2
1 ; i) bib4 = bjbk = εi
B1(A1) =
⋃
1≤i≤4
B1(A1; i) εibi = 1
B2(A1) =
⋃
1≤i≤4
B2(A1; i) bi = bjbkbl
B3(A1) =
⋃
1≤i≤3
B3(A1; i) bib4 = bjbk
B4(A1) = B4(A1; ·) b1b2b3b4 = 1
Table 2: Parameter spaces Bm(∗): εi ∈ {±1} satisfy ε1ε2ε3ε4 = 1.
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The Dynkin graph of the singularities on S(θ) appears as the dual graph of the (−2)-curves
on the desingularized surface S˜(θ). Here each (−2)-curve arises either as the strict transform of
the conic in case (C1), or as the strict transform of the line through ci, cj , ck in case (C2), or as
the exceptional curve over the “degenerate” point ci in case (C3). Thus the Dynkin structure
of the singularities on S(θ) can be read off from the following data:
• the six points themselves;
• the unique conic, if it exists, specified by condition (C1);
• all the lines specified by condition (C2);
• all the degenerate points specified by condition (C3).
A case-by-case check shows that all feasible data on varous parameter spaces Bm(∗) are
depicted in Figures 8–13, where a degenerate indeterminacy point is marked by a white circle
and a nondegenerate one is by a black-filled circle respectively. Each (−2)-curve arises either
from the conic, if it exists, or from a line, or from a white circle in the figures. The (−2)-curve
from a white circle intersects the one from a conic but none from a line. If two lines intersect in
a black-filled circle, then the corresponding (−2)-curves are disjoint; otherwise they do meet in
a single point. In this manner the data determines the dual graph of the (−2)-curves on S˜(θ)
and hence the Dynkin type of the singularities on S(θ). ✷
Theorem 3.5 Given a parameter κ ∈ K, put θ = rh(κ). If κ ∈ K(∗) with ∗ ∈ I/S4, then the
affine cubic surface S(θ) has simple singularities of abstract Dynkin type ∗.
Proof. First, notice that S(θ) has all its singularities within its affine part S(θ), since S(θ)
is smooth around the tritangent lines at infinity L. Thanks to Proposition 3.4, in order to
establish the theorem, it suffices to prove K(∗) = β−1(B(∗)) for every ∗ ∈ I/S4. To this end
we use the W (D
(1)
4 )-action on the parameter space B, where the action wi : b 7→ b′ is given by
b′0 =

b−10 (i = 0),
b0bi (i = 1, 2, 3),
−b0b4 (i = 4),
b′j =

b0bj (i = 0, j ∈ {1, 2, 3, 4}),
b−1i (i, j ∈ {1, 2, 3, 4}, i = j),
bj (i, j ∈ {1, 2, 3, 4}, i 6= j).
Let κ ∈ K(∗). From the definition of K(∗) there exist w ∈ W (D(1)4 ) and κ′ ∈ H(∗) such that
κ = w(κ′), where H(∗) is given by (18). An inspection of Table 2 shows that β(κ′) ∈ B(∗);
actually B(∗) has been defined so that this is the case. It implies that
β(κ) = β(w(κ′)) = w(β(κ′)) ∈ w(B(∗)) = B(∗),
where the last equality follows from the W (D
(1)
4 )-invariance of the set B(∗). Thus we have
κ ∈ β−1(B(∗)) and hence the inclusion K(∗) ⊂ β−1(B(∗)). The proof of the reverse inclusion
β−1(B(∗)) ⊂ K(∗) relies on two claims, which are presented in the next two paragraphs.
The first claim asserts that for any b ∈ B(∗) there exist b′ ∈ β(H(∗)) and w ∈ W (D(1)4 ) such
that b = w(b′). We see this for the case ∗ = A1 dividing it into several subcases. In the subcase
b ∈ B4(A1) the claim is true because any b ∈ B4(A1) is either of the forms (±1, b1, b2, b3, b4),
where the negative pattern (−1, b1, b2, b3, b4) is recast to a positive pattern (1, b−11 , b−12 , b−13 , b−14 )
18
c2 = c5
c3 = c6
c2 = c5
c1 = c4 c3 = c6
B(D4) B1(A
⊕4
1 ) B2(A
⊕4
1 )
c1 = c4
Figure 8: On the strata of types D4 and A
⊕4
1
cj = cj+3
ck+3
ck
ci+3
cj+3
cjci
ck+3
ck
c1 = c3
c2 = c5
c3 = c6
B1(A
⊕3
1 ) or B2(A
⊕3
1 ) B3(A
⊕3
1 ) B4(A
⊕3
1 )
ci = ci+3
Figure 9: On the stratum of type A⊕31
cj+3
cj
ck+3
ck
ci+3
cj+3
cjci
ck+3
ck ci = ci+3
cj = cj+3
ck
ck+3
B1(A
⊕2
1 ) or B2(A
⊕2
1 ) B3(A
⊕2
1 ) B4(A
⊕2
1 )
ci = ci+3
Figure 10: On the stratum of type A⊕21
c1
c4 c5
c2
c6
c3
ci+3
cj+3
cjci
ck+3
ck ci = ci+3 cj ck
cj+3
ck+3
B1(A1) or B2(A1) B3(A1) B4(A1)
Figure 11: On the stratum of type A1
19
cj+3
cj
ci = ci+3
ck+3
ck
B2(A3)
ci = ci+3
ck+3
ck
B1(A3)
cj = cj+3
Figure 12: On the stratum of type A3
ci+3
cj+3
cjci
ck+3
ck
B2(A2)
cj+3
cjci = ci+3
ck+3
ck
B1(A2)
Figure 13: On the stratum of type A2
by the action w1w2w3w4, and any positive pattern certainly belongs to β(H(∗)). The remaining
subcases b ∈ B1(A1), B2(A1), B3(A1) can be treated along the same line with the help of actions
(±1, bi, bj, bk, bl) wi7−→ (±bi, b−1i , bj , bk, bl)
wj7−→ (±bibj , b−1i , b−1j , bk, bl),
(±bi, b−1i , bj, bk, bl) w07−→ (±b−1i ,±1,±bibj ,±bibk,±bibl).
In a similar manner the first claim is valid for every abstract Dynkin type ∗ ∈ I/S4.
The second claim is that β−1(β(K(∗))) = K(∗). Indeed any element of β−1(β(K(∗))) is
expressed as (κ0 + n0, κ1 + 2n1, κ2 + 2n2, κ3 + 2n3, κ4 + 2n4) for some (κ0, κ1, κ2, κ3, κ4) ∈ K(∗)
and some ni ∈ Z such that n0 + n1 + n2 + n3 + n4 = 0. Since there exists an action
wiw0(wjwkwlw0)
2 : (κ0, κi, κj , κk, κl) 7→ (κ0 + 1, κi − 2, κj, κk, κl) ({i, j, k, l} = {1, 2, 3, 4}),
and K(∗) is W (D(1)4 )-invariant, one has β−1(β(K(∗))) ⊂ K(∗) and so β−1(β(K(∗))) = K(∗).
Now let κ ∈ β−1(B(∗)), that is, β(κ) ∈ B(∗). From the first claim there exist b′ ∈ β(H(∗))
and w ∈ W (D(1)4 ) such that β(κ) = w(b′) ∈ w(β(H(∗))) = β(w(H(∗))) ⊂ β(K(∗)). Therefore
the second claim implies κ ∈ K(∗) and thus β−1(B(∗)) ⊂ K(∗). The proof is complete. ✷
4 Dynamics on Cubic Surfaces
In this section we discuss the polynomial automorphisms on the cubic surface mentioned in
the Introduction and in particular investigate their dynamical properties. They were intently
studied in [5, 6, 18, 20] and the expositions below are largely based on [20].
Since S(θ) has the structure of a (2, 2, 2)-surface, namely, the defining function f(x, θ) of
S(θ) is quadratic in each variable xi, the line through x ∈ S(θ) parallel to the xi-axis passes
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through a unique second point x′ ∈ S(θ). This defines an involutive automorphism
σi : S(θ)→ S(θ), x 7→ x′.
The surface S(θ) admits a natural complex area-form called the Poincare´ residue:
ω(θ) :=
dx1 ∧ dx2 ∧ dx3
dxf(x, θ)
restricted to S(θ).
It pulls back to the natural 2-form ωz(κ) on Mz(κ) via the Riemann-Hilbert correspondence
(1) (see [17]). Moreover it is almost preserved by the map σi, namely, it is sent to its negative
σ∗i ω(θ) = −ω(θ) (i = 1, 2, 3). (26)
Let G be the group generated by three involutions σ1, σ2, σ3, and G(2) its index-two
subgroup generated by three elements σ1σ2, σ2σ3, σ3σ1. It is known that G is of finite index in
the group of all polynomial automorphisms of S(θ) (see [6, 11]). Although our main interest
is in an element of G(2), we spend a short while working with a general element of G. Each
element σ ∈ G extends to a birational map on S(θ) and it in turn lifts to a one on S˜(θ). For
the biregular map σ : S(θ) 	 the induced birational maps on S(θ) and S˜(θ) are repersented by
the same symbol σ. Note that the birational map σ : S˜(θ) 	 restricts to an automorphism of
S˜(θ) \ L, still denoted by σ. The area-form ω(θ) induces a meromorphic 2-from ω˜(θ) on S˜(θ),
whose pole divisor is the sum L1 + L2 + L3 of the three lines at infinity.
Recall that the concept of a non-elementary loop in π1(Z, z) was defined in Definition 1.1.
Its counterpart in the group G is defined in the following manner, whose relation with the
original concept will be discussed in Section 5.
Definition 4.1 An AS element σ ∈ G is said to be elementary if σ = (σiσj)n for some
{i, j, k} = {1, 2, 3} and n ∈ Z; otherwise, σ is said to be non-elementary.
We describe how an element σ ∈ G acts on the subspace V ⊂ H2(S˜(θ),C) spanned by L1, L2,
L3. This was done in [20] when S(θ) is smooth and it carries over when S(θ) is singular.
(1) For each i ∈ {1, 2, 3}, σi blows down the line Li to the point pi, which is the unique
indeterminacy point of σi. Moreover σi restricts to an automorphism of Lj that exchanges
pi and pk, where {i, j, k} = {1, 2, 3}, as in Figure 14 (see [20, Lemma 3]). Thus the
endomorphisms σ∗1 , σ
∗
2, σ
∗
3 : H
2(S˜(θ),Z) 	 map the subspace V into itself and their
restrictions to V are represented by the matrices
s1 =
0 1 10 1 0
0 0 1
 , s2 =
1 0 01 0 1
0 0 1
 , s3 =
1 0 00 1 0
1 1 0
 , (27)
respectively, relative to the basis L1, L2, L3 (see [20, Lemma 10]).
(2) Given any element σ ∈ G other than the unit element, we can write
σ = σi1σi2 · · ·σim , (28)
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Figure 14: The birational map σi restricted to L
for somem ∈ N and somem-tuple of indices (i1, . . . , im) ∈ {1, 2, 3}m. Here we may assume
that every neighboring indices iν and iν+1 are distinct, because σi is an involution. The
expression (28) with this condition is unique; it is called the reduced expression of σ.
Thus G is isomorphic to the universal Coxeter group of rank 3 (see [20, Theorem 4]).
From what we mentioned in item (1), the following hold for the expression (28):
σnI(σ−1) = {pi1} (n ≥ 0), σ−nI(σ−1) =
m⋃
ν=1
Liν (n ≥ 1), (29)
where I(σ) stands for the indeterminacy set of the birational map σ : S˜(θ) 	.
(3) Let f and g be bimeromorphic maps on a compact Ka¨hler surface X . For the induced
actions f ∗ and g∗ on H1,1(X) the composition rule (f ◦ g)∗ = g∗ ◦ f ∗ is not always true.
This is true if and only if g blows down no curve into a point of I(f). It follows from
item (1) that every neighboring pair σiν and σiν+1 satisfies this condition so that
σ∗ = σ∗im · · ·σ∗i2σ∗i1 : H1,1(S˜(θ)) = H2(S˜(θ),C) 	, (30)
provided that (28) is a reduced expression (see [20, Lemma 8]).
(4) It is easily seen from formula (29) that an element σ ∈ G is AS if and only if the initial
index i1 and the terminal index im are distinct in expression (28). Moreover any element
is conjugate to some AS element in G (see [20, Lemma 12 and page 324]). In what follows
we may and shall assume that σ is AS, namely, that i1 6= im.
(5) By formula (30) and the matrix representations (27), the eigenvalues of σ∗|V are 0 and
the two roots of the quadratic equation
λ2 − α(σ)λ+ (−1)m = 0, (31)
where α(σ) is the trace of the matrix s := sim · · · si2si1 , which takes an even positive
integer. Moreover α(σ) > 2 if and only if σ is non-elementary (see [20, Lemma 13]).
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(6) Assume that σ is non-elementary. Then for any n ∈ N the n-th iterate σn has exactly
two fixed points pi1 and pim on L in the sense of Definition 2.4, where pi1 ∈ X◦0 (σn) and
pim ∈ X◦0 (σ−n) are superattracting fixed points of σn and σ−n respectively in the usual
sense. So their indices are νpi1 (σ
n) = νpim (σ
n) = 1 (see [20, Lemma 15]). Moreover one
has {i1, i2, . . . , im} = {1, 2, 3} and thus σ−nI(σ−1) = L from formula (29). In particular
σ : S˜(θ) 	 contracts L to the point pi1 .
From now on we focus our attention on an even element σ ∈ G(2). It follows from (26) that
the birational map σ : S˜(θ) 	 preserves the meromorphic 2-form ω˜(θ), that is, σ∗ω˜(θ) = ω˜(θ).
Theorem 4.2 Assume that σ ∈ G(2) is an AS element. Then the first dynamical degree λ(σ)
is a quadratic unit that appears as the largest root of the quadratic equation (31) with m even.
Moreover λ(σ) is strictly greater than 1 if and only if σ is non-elementary.
Proof. Consider the action σ∗ : H2(S˜(θ),C) 	. We know that σ∗ preserves the subspace V .
It also preserves its orthogonal complement V ⊥. Indeed, for any v ∈ V ⊥ and v′ ∈ V one has
(σ∗v, v′) = (v, (σ−1)∗v′) = 0, since (σ−1)∗ is the adjoint of σ∗ relative to the intersection form
and preserves V . This shows that σ∗ preserves V ⊥. Now we claim that the operator σ∗|V ⊥ is
unitary. Indeed, a corollary to the push-pull formula (see [7, Corollary 3.4]) yields
(σ∗v1, σ
∗v2) = (v1, v2) +Q(v1, v2) (v1, v2 ∈ H2(S˜(θ),C)),
where Q(v1, v2) is a nonnegative Hermitian form that can be expressed as
Q(v1, v2) =
3∑
i=1
ki · (v1, Li) · (v2, Li),
with some positive integers k1, k2, k3 ∈ N. Thus if v1 and v2 are in V ⊥ then Q(v1, v2) vanishes
and so σ∗|V ⊥ preserves the intersection form on V ⊥. Recall that the vectors L4, L5, L6, L7 in
(25) form a basis of V ⊥, whose intersection relations are known to be (Li, Lj) = −2δij from
formula (22), where δij is Kronecker’s delta. Thus the intersection form on V
⊥ is negative
definite. Since σ∗|V ⊥ preserves a negative definite Hermitian form, it must be unitary. In
particular all of its eigenvalues are of modulus 1.
On the other hand, since σ is assumed to be AS, the eigenvalues of σ|V consist of 0 and the
two roots of quadratic equation (31) with m even. These three numbers and the four numbers
of modulus 1 in the last paragraph constitute all the seven eigenvalues of σ∗ : H2(S˜(θ),C) 	.
Note that equation (31) has a real root ≥ 1 because α(σ) ≥ 2. Thus the first dynamical degree
λ(σ), which is the spectral radius of σ∗ : H1,1(S˜(θ)) = H2(S˜(θ),C) 	, is given by the largest
root of equation (31). Moreover λ(σ) > 1 if and only if α(σ) > 2, which is the case precisely
when σ is non-elementary. The proof is complete. ✷
We now apply the construction in Remark 2.3 to X = S˜(θ) and f = σ. The birational map
σ : S˜(θ) 	 restricts to an automorphism σ : S˜(θ)σ 	, where S˜(θ)σ designates the space Xf of
definition (8) adapted in the present setting. This space can be identified in the following.
Lemma 4.3 For any non-elementary AS element σ ∈ G(2), we have S˜(θ)σ = S˜(θ) \ L.
Proof. This readily follows from what we have mentioned in item (6). ✷
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Theorem 4.4 If σ ∈ G(2) is a non-elementary AS element, then the nonwandering set Ω(σ)
of the birational map σ : S˜(θ) 	 is compact in S˜(θ) \ L and the trajectory of each point
x ∈ S˜(θ) \ Ω(σ) tends to infinity L under the iterations of σ.
Proof. Put σ = σi1σi2 · · ·σim as in (28). Since σ : S˜(θ) 	 contracts L into the superattracting
fixed point pi1 ∈ L, there exists a neighborhood U of L in S˜(θ) such that each point of U is
attracted to pi1 under the iterations of σ. Hence the nonwandering set Ω(σ) ⊂ S˜(θ)σ = S˜(θ)\L
of σ : S˜(θ) 	 is contained in S˜(θ) \U and thus compact in S˜(θ) \L because Ω(σ) is closed. ✷
Theorem 4.5 Assume that σ ∈ G(2) is a non-elementary AS element. Then the birational
map σ : S˜(θ) 	 admits a σ-invariant Borel probability measure νσ with support in Ω(γ) that
satisfies the conditions in Definition 1.4. Moreover,
(1) the measure-theoretic entropy hνσ(σ) and the topological entropy htop(σ) are expressed as
hνσ(σ) = htop(σ) = log λ(σ), (32)
(2) the measure νσ puts no mass on any algebraic curve on S˜(θ),
(3) there exists a set Pn(σ) ⊂ supp νσ of saddle periodic points of period n such that
#Pn(σ) ∼ λ(σ)n, 1
λ(σ)n
∑
p∈Pn(σ)
δp → νσ, as n→∞.
Proof. Put σ = σi1σi2 · · ·σim as in (28). From Theorem 4.2 the first dynamical degree λ(σ) is
strictly greater than 1. Since I(σ) = {pim} and σN (I(σ−1)) = {pi1} for any N ≥ 0,
∞∑
N=0
λ(σ)−N log dist(σNI(σ−1), I(σ)) = log dist(pi1 , pin)
∞∑
N=0
λ(σ)−N > −∞,
and hence condition (7) is satisfied. Therefore Theorem 2.2 implies that there exists a σ-
invariant Borel probability measure νσ that satisfies all conditions of the theorem. ✷
We turn our attention to the second topic, that is, estimating the number of isolated periodic
points of the birational map σ : S˜(θ) 	 for a given element σ ∈ G(2). Let Perin(σ \ L) denote
the set of all isolated periodic points of period n that lie in S˜(θ) \ L.
Theorem 4.6 Let σ ∈ G(2) be a non-elementary AS element. Then any irreducible periodic
curve of the map σ : S˜(θ) 	 must lie in the exceptional set E(θ) of the minimal resolution
π : S˜(θ) → S(θ) in (21). Moreoveor for every n ∈ N the set Perin(σ \ L) is finite and its
cardinality counted with multiplicity is estimated as
|#Perin(σ \ L)− λ(σ)n| ≤ O(1) as n→∞. (33)
Proof. We begin with the assertion about periodic curves. Let σ = σi1σi2 · · ·σim be the reduced
expression as in (28). In view of item (6), since σ ∈ G(2) is non-elementary, for any n ∈ N
the n-th iterate σn contracts L to the superattracting fixed point pi1 ∈ L of σ. We claim that
any periodic point of the map σ : S(θ) 	 must be isolated. Indeed, assume the contrary that
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σ admits a periodic curve C ⊂ S(θ). Since S(θ) is affine, the compact curve C must intersect
the lines at infinity L. If n ∈ N is the primitive period of C, then the fixed curve C of σn
must meet L in pi1 , because L is contracted into the superattracting fixed point pi1 by σ
n. This
contradicts the fact that pi1 is an isolated fixed point of σ
n. Therefore any irreducible periodic
curve of σ : S˜(θ) 	 must be contracted to a point by the map (21), that is, it must lie in the
exceptional set E(θ) of the resolution (21).
The above argument shows in particular that no irreducible component of the pole divisor
(ω˜(θ))∞ = L1 + L2 + L3 is a periodic curve of σ. Thus Theorem 2.5 gives an estimate
|#Perin(σ)− λ(σ)n| ≤ O(1),
since S˜(θ) is not birationally equivalent to any Abelian surface. On the other hand the number
#Perin(σ \L) is obtained from #Perin(σ) by subtracting the sum of local indices at the isolated
fixed points on L for the map σn. In view of item (6) those fixed points are just pi1 and pim ,
each having local index 1. Therefore the number #Perin(σ \ L) is given by
#Perin(σ \ L) = #Perin(σ)− 2, (34)
so that the estimate (33) is established by combining all these observations. ✷
By virtue of Corollary 2.6, Theorems 4.6 has the following.
Corollary 4.7 Assume that σ ∈ G(2) is a non-elementary AS element. Then we have
#Perin(σ \ L) ∼ #HPern(σ) ∼ λ(σ)n as n→∞,
so that asymptotically almost all points in Perin(σ \ L) belong to HPern(σ).
Remark 4.8 From Theorem 4.6 any periodic curve of a non-elementary map σ : S˜(θ) 	 must
be an irreducible component of E(θ). On the other hand E(θ) is the exceptional set of a minimal
resolution of simple singularities on S(θ). Thus no two of the irreducible components of E(θ)
are tangent and no three of them meet in a single point. Therefore every iterate of the map σ
satisfies Assumption 2.9 and it is why this assumption was made in Section 2.
5 Proofs of the Main Theorems
In this section we prove our main theorems combining all the previous discussions. As is
mentioned in the Introduction, the Riemann-Hilbert correspondence (1) recasts the monodromy
map on the moduli spaceMz(κ) to a biregular map on the cubic surface S(θ), where the latter
map was studied in Section 4. After a brief review of how these two maps are related, we
establish our main theorems by translating the results on S(θ) back to Mz(κ).
Given a pair (z, a) ∈ Z ×A, let Rz(a) be the moduli space of Jordan equivalence classes of
representations ρ : π1(P
1\{t1, t2, t3, t4}, ∗)→ SL2(C) such that Tr ρ(Ci) = ai for i ∈ {1, 2, 3, 4},
where t1 = 0, t2 = z, t3 = 1, t4 = ∞ and Ci is a loop surrounding ti once anti-clockwise as
in Figure 15. The space Rz(a) is called a relative SL2(C)-character variety of the quadruply
punctured sphere P1 \ {t1, t2, t3, t4}. Then the Riemann-Hilbert correspondence is the map
RHz,κ :Mz(κ)→Rz(a), Q 7→ ρ (35)
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C1 C2 C3
C4
t1 = 0 t2 = z t3 = 1
Figure 15: Four loops in P1 \ {0, z, 1,∞}; the fourth point t4 =∞ is outside C4, invisible.
sending each stable parabolic connnection Q to the Jordan equivalence class ρ of its monodromy
representation, where κ 7→ a is the composition of the maps α and β in (14). On the other
hand, there exists an isomorphism of affine algebraic surfaces
Rz(a)→ S(θ), ρ 7→ x = (x1, x2, x3),
where xi = Tr ρ(CjCk) for {i, j, k} = {1, 2, 3} and a 7→ θ is the map ϕ in (14). It enables us to
identify the character variety Rz(a) with the affine cubic surface S(θ), so that the Riemann-
Hilbert correspondence (35) can be reformulated as the map in (1) with θ = rh(κ) in (13).
Theorem 5.1 ([14, 15, 16]) Given any κ ∈ KI, put θ = rh(κ) ∈ Θ. If I = ∅ then the surface
S(θ) is smooth and the Riemann-Hilbert correspondence (1) is a biholomorphism. Otherwise,
S(θ) has simple singularities of Dynkin type DI and the Riemann-Hilbert correspondence (1) is
a proper surjective map that is an analytic minimal resolution of the singular surface S(θ).
On the other hand, we have an algebraic minimal resolution π : S˜(θ) \ L → S(θ) as the
restriction of (21) to the affine surface S(θ). Since the minimal resolution is unique up to
isomorphisms, the Riemann-Hilbert correspondence (1) lifts to a biholomorphism
R˜Hz,κ :Mz(κ)→ S˜(θ) \ L (36)
sending the exceptional set Ez(κ) of Mz(κ) to the exceptional set E(θ) of S˜(θ) \L. It is known
that for each i ∈ Z/3Z the monodromy map γi∗ : Mz(κ) 	 along the basic loop γi ∈ π1(Z, z)
is strictly conjugate to the automorphism σiσi+1 : S˜(θ) \ L 	 via the lifted Riemann-Hilbert
correspondence (36) (see [14]). Moreover there exists an isomorphism of groups
Φ : π1(Z, z)→ G(2) (37)
sending γi to σiσi+1 for each i ∈ Z/3Z (see [21]). Thus the monodromy map γ∗ :Mz(κ) 	 along
a general loop γ ∈ π1(Z, z) is strictly conjugate to the automorphism σ := Φ(γ) : S˜(θ) \ L 	.
Any loop γ ∈ π1(Z, z) can be written as a word in the alphabet γ±11 , γ±12 , γ±13 . Such a word
of minimal length is called a reduced expression of γ and this minimal length is by definition
26
the length of γ. A loop γ is said to be minimal if it is of minimal length in the conjugacy
class of γ. It suffices to consider minimal loops only, because conjugate loops induce conjugate
monodromy maps which are dynamically the same. Any minimal loop γ ∈ π1(Z, z) is sent to
an AS element σ ∈ G(2) by the isomorphism (37) and vice versa. Moreover γ is non-elementary
in the sense of Definition 1.1 if and only if the AS element σ is non-elementary in the sense of
Definition 4.1. The first dynamical degree of γ is that of the birational map σ : S˜(θ) 	, namely,
λ(γ) := λ(σ). Thus Theorem 4.2 implies that λ(γ) > 1 if and only if γ is non-elementary.
We are now in a position to establish our main theorems.
Proofs of Theorems 1.5 and 1.6. We may assume that γ ∈ π1(Z, z) is a non-elementary minimal
loop. Then σ := Φ(γ) ∈ G(2) is a non-elementary AS element. First we prove Theorem 1.5.
From Theorem 4.4 the nonwandering set Ω(σ) of σ : S˜(θ) 	 are compact in S˜(θ) \ L and
the trajectory of any point x ∈ S˜(θ) \ Ω(σ) tends to infinity L under the iterations of σ.
Since the lifted Riemann-Hilbert correspondence (36) is proper, the nonwandering set Ω(γ) of
γ∗ : Mz(κ) 	 is also compact in Mz(κ) as the inverse image of Ω(σ) by the map (36). For
the same reason the trajectory of any point Q ∈ Mz(κ) \ Ω(γ) tends to infinity Yz(κ) under
the iterations of γ∗. Let νσ be the σ-invariant Borel probability measure on S˜(θ) mentioned in
Theorem 4.5, which has support in Ω(σ) ⊂ S˜(θ) \L. It pulls back to a γ∗-invariant probability
measure µγ := R˜H
∗
z,κ(νσ) on Mz(κ) through the lifted Riemann-Hilbert correspondence (36).
The measure µγ has support in Ω(γ) and all the assertions in Theorem 1.5 follow from those in
Theorem 4.5. In particular formula (3) comes from formula (32). We proceed to the proof of
Theorem 1.6. Since the lifted Riemann-Hilbert correspondence (36) is biholomorphic, one has
#Perin(γ; κ) = #Per
i
n(σ \ L), (38)
and all the assertions in Theorem 1.6 follow from those in Theorem 4.6 and Corollary 4.7. ✷
Remark 5.2 Let γ ∈ π1(Z, z) be an elementary loop conjugate to the loop γmi for some index
i ∈ {1, 2, 3} and some integer m ∈ Z. Then the monodromy map γ∗ : Mz(κ) 	 is semi-
conjugate to the map (σiσi+1)
m : S(θ) 	 via the Riemann-Hilbert correspondence (1). Notice
that the latter map preserves the projection S(θ) → C, x = (x1, x2, x3) 7→ xk, where (i, j, k)
is a cyclic permutation of (1, 2, 3). Through the map (1) this projection is pulled back to an
analytic fibration Mz(κ)→ C which is preserved by the monodromy map γ∗ :Mz(κ) 	.
6 Periodic Solutions along a Pochhammer Loop
We illustrate the power of Theorem 2.8 by calculating for various κ ∈ K the explicit values of
the number #Perin(℘; κ) of isolated periodic solutions to PVI(κ) along a Pochhammer loop ℘
(cf. Example 1.8). It is interesting that the result strongly depends on the value of κ ∈ K.
Some subspaces of the parameter spaces B and K are introduced to facilitate an efficient
case-by-case discussion. For each n ∈ N let B(n) be the subspace of B defined by
B(1) :=
{
b ∈ B : b0 = 1, b21 = b22 = b23 = ±
√−1},
B(n) :=
{
b ∈ B : b0 = 1, Rn(b1, b2, b3) = 0
}
(n ≥ 2),
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where
Rn(b1, b2, b3) :=
∏
1≤m<n
(m,n)=1
(
r(b1, b2, b3) + 2b
2
1b
2
2b
2
3 cos
πm
n
)
,
r(b1, b2, b3) := 1− 3b21b22b23 +
(
b21b
2
2b
2
3 − 1
){
b21b
2
2b
2
3 +
∑
i∈Z/3Z
(
b2i − b2i+1b2i+2
)}
.
Moreover let K(n) be the W (F (1)4 )-translates of the set β−1(B(n)), where β : K → B is the map
defined by (15). For each abstract Dynkin type ∗ ∈ I/S4, we define
K(n)(∗) := K(∗) ∩ K(n), K(⋆)(∗) := K(∗) \
⋃
n≥2
K(n)(∗).
Recall from formula (2) that the first dynamical degree of ℘ is given by λ(℘) = 9+4
√
5 and
from Theorem 1.6 that any periodic curve along ℘ must be a Riccati curve. For any κ ∈ K(∗)
the Riccati curves on Mz(κ) has the dual graph of abstract Dynkin type ∗ ∈ I/S4.
Theorem 6.1 Along a Pochhammer loop ℘ ∈ π1(Z, z) the following hold:
(1) If κ ∈ K(A1), then the unique Riccati curve on Mz(κ) is a periodic curve of primitive
period n ≥ 1 precisely when κ ∈ K(n)(A1). If moreover κ ∈ K(⋆)(A1), then we have
#Perin(℘; κ) =
{
λ(℘)n + λ(℘)−n − 10 (κ ∈ K(1)(A1)),
λ(℘)n + λ(℘)−n + 4
(
κ ∈ K(⋆)(A1) \ K(1)(A1)
)
.
(2) If κ ∈ K(A2), then neither of the two Riccati curves on Mz(κ) is a periodic curve of any
period, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n + 4.
(3) If κ ∈ K(A⊕21 ), then neither of the two Riccati curves on Mz(κ) is a fixed curve. If
moreover κ ∈ K(⋆)(A⊕21 ), then neither of them is a periodic curve of any period, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n + 4.
If κ ∈ K(n)(A⊕21 ) with n ≥ 2, then both of them are periodic curves of primitive period n.
(4) If κ ∈ K(A3), then the Riccati curve corresponding to the central node of the Dynkin
diagram of type A3 is a fixed curve, but neither of the other two Riccati curves on Mz(κ)
is a periodic curve of any pariod, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n − 2.
(5) If κ ∈ K(A⊕31 ), then none of the three Riccati curves on Mz(κ) is a fixed curve. If
moreover κ ∈ K(⋆)(A⊕31 ), then none of them is a periodic curve of any period, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n + 4.
If κ ∈ K(n)(A⊕31 ) with n ≥ 2, then all of them are periodic curves of primitive period n.
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strata basis of V1 basis of V−1
A1, A2 L7 L4, L5, L6
A⊕21 , A3 Li+3, L7 Lj+3, Lk+3
A⊕31 L
′
4, L
′
5, L
′
6 L
′
7
D4, A
⊕4
1 L4, L5, L6, L7 none
Table 3: Bases of the eigenspaces V±1, where {i, j, k} = {1, 2, 3}.
(6) If κ ∈ K(D4), then all of the four Riccati curves on Mz(κ) are fixed curves, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n − 4.
(7) If κ ∈ K(A⊕41 ), then none of the four Riccati curves on Mz(κ) is a periodic curve of any
period, and
#Perin(℘; κ) = λ(℘)
n + λ(℘)−n + 4.
Remark 6.2 The number #Perin(℘; κ) is yet to be determined for κ ∈ K(n)(∗) with ∗ = A1,
A⊕21 , A
⊕3
1 and n ≥ 2, in which cases periodic curves of higher periods occur and things are
much subtler. In this paper we content ourselves with the cases allowing at most fixed curves.
The first step toward the proof of Theorem 6.1 is to calculate the actions of the basic
elements σi on the cohomology group H
2(S˜(θ),C) = V ⊕ V ⊥, where the subspaces V and
V ⊥ are spanned by the vectors L1, L2, L3 in (23) and by the vectors L4, L5, L6, L7 in (25)
respectively. It is convenient to introduce another basis of V ⊥ defined by
L′4 := E0 −E1 − E5 − E6, L′5 := E0 − E2 − E4 − E6,
L′6 := E0 −E3 − E4 − E5, L′7 := E0 − E1 − E2 − E3.
Lemma 6.3 For each i = 1, 2, 3 the action σ∗i : H
2(S˜(θ),C) 	 preserves the subspaces V and
V ⊥. Its restriction to V is represented by the matrix si in (27) relative to the basis L1, L2, L3,
while its restriction to V ⊥ has eigenvalues ±1 whose eigenspaces V±1 have bases in Table 3.
Proof. We only deal with the stratum B(A1) as the other strata can be treated in similar
manners. Moreover it suffices to consider the case b ∈ B4(A1), namely, the case where the six
points c1, . . . , c6 in (20) lie on a conic C, because the entire B(A1) is covered by the W (D
(1)
4 )-
translates of B4(A1). Since b1b2b3b4 = 1 on B4(A1), formula (20) reads:
c1 = [0 : 1 : −b2b3], c4 = [0 : −b2b3 : 1],
c2 = [−b3b1 : 0 : 1], c5 = [1 : 0 : −b3b1],
c3 = [1 : −b1b2 : 0], c6 = [−b1b2 : 1 : 0],
and the conic passing through these points is given by
C :=
{
[u1 : u2 : u3] :
∑
j∈Z/3Z
{u2j + (b−1j b−1j+1 + bjbj+1)ujuj+1} = 0
}
. (39)
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For each i = 1, 2, 3, the birational map φi := τ ◦ σi ◦ τ−1 : P2 → P2 is expressed as
φ1[u1 : u2 : u3] = [(b2u2 + b
−1
3 u3)(b
−1
2 u2 + b3u3) : u1u2 : u1u3],
φ2[u1 : u2 : u3] = [u1u2 : (b3u3 + b
−1
1 u1)(b
−1
3 u3 + b1u1) : u2u3],
φ3[u1 : u2 : u3] = [u1u3 : u2u3 : (b1u1 + b
−1
2 u2)(b
−1
1 u1 + b2u2)].
where τ : P2 → P3 is defined in (19). The birational map φi has the indeterminacy set
I(φi) = {ci, ci+3, ei} with e1 := [1 : 0 : 0], e2 := [0 : 1 : 0], e3 := [0 : 0 : 1],
and sends the six points as
φi :
{
ci ←→ Ci, ci+3 ←→ Ci+3,
cj ←→ cj+3, ck ←→ ck+3,
with {i, j, k} = {1, 2, 3}, where Ci and Ci+3 are lines defined by
Ci :=
{
bi+1ui+1 + b
−1
i+2ui+2 = 0
}
, Ci+3 :=
{
b−1i+1ui+1 + bi+2ui+2 = 0
}
(i ∈ Z/3Z).
The lines Ci and Ci+3 pass through the points ci and ci+3 respectively. Moreover φi maps a
generic line in P2 to a conic passing through ci and ci+3. Thus σ
∗
i : H
2(S˜(θ),Z) 	 is given by
σ∗i :

L 7−→ 2L− Ei − Ei+3,
Ei 7−→ L− Ei, Ei+3 7−→ L− Ei+3,
Ej 7−→ Ej+3, Ej+3 7−→ Ej ,
Ek 7−→ Ek+3, Ek+3 7−→ Ek.
This formula readily leads to the statement of the lemma for the stratum B(A1). ✷
The nonlinear monodromy map ℘∗ :Mz(κ) 	 is strictly conjugate to the automorphism
σ := (σ1 ◦ σ2 ◦ σ3)2 : S˜(θ) \ L 	
through the lifted Riemann-Hilbert correspondence (36) (cf. [21, Section 8]). It follows from
Lemma 6.3 and some calculations that σ∗ : V 	 has three simple eigenvalues 0, λ(℘) and
λ(℘)−1, while σ∗ : V ⊥ 	 has only a quadruplicate eigenvalue 1.
Corollary 6.4 The n-th iterate of the birational map σ : S˜(θ) 	 has Lefschetz number
L(σn) = 6 + λ(℘)n + λ(℘)−n (n ∈ N). (40)
Proof. Since S˜(θ) is a smooth rational surface, one has
Hq(S˜(θ),C) ∼=
{
C (q = 0, 4),
0 (q = 1, 3).
Trivially (σn)∗ is identity on H0(S˜(θ),C). It is also identity on H4(S˜(θ),C), since σ and so σn
are birational. Moreover it has three simple eigenvalues 0, λ(℘)n, λ(℘)−n and a quadruplicate
eigenvalue 1 on H2(S˜(θ),C). So the Lefschetz number of σn is given as in (40). ✷
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Proof of Theorem 6.1. As in the proof of Lemma 6.3, we consider the A1-stratum only, since
the remaining strata can be treated in similar manners. Again we may assume that b ∈ B4(A1).
Then the unique (−2)-curve E on S˜(θ) is the strict transform of the conic C ⊂ P2 in (39). This
conic has a parametrization g : P1 ∋ z 7→ [g1(z) : g2(z) : g3(z)] ∈ C with
g1(z) := b1b2(1− b22b23)z + (1− b21)(1− b22) + b21(1− b22b23),
g2(z) := −b2(b2z + b1)(b1b2b23z + 1),
g3(z) := b2b3(z + b1b2)(b1b2z + 1),
in terms of which σ = (φ1 ◦ φ2 ◦ φ3)2 acts on C and so on E as the Mo¨bius transformation
z 7→ −(r(b1, b2, b3)− b
2
1b
4
2b
4
3)z + b1b2b
2
3(b
2
1b
2
2b
2
3 − b21b22 + b22 − 1)
b1b
3
2b
2
3(b
2
1b
2
2b
2
3 − b21b23 + b23 − 1)z + b21b42b43
.
Therefore E is a fixed curve of σ if and only if
b1b2b
2
3(b
2
1b
2
2b
2
3 − b21b22 + b22 − 1) = 0,
b1b
3
2b
2
3(b
2
1b
2
2b
2
3 − b21b23 + b23 − 1) = 0,
(r(b1, b2, b3)− b21b42b43) = −b21b42b43.
A little calculation shows that the above equations hold if and only if b ∈ B(1). On the other
hand E is a periodic curve of primitive period n ≥ 2 for σ if and only if the matrix
Q =
(
r(b1, b2, b3)− b21b42b43 b1b2b23(b21b22b23 − b21b22 + b22 − 1)
b1b
3
2b
2
3(b
2
1b
2
2b
2
3 − b21b23 + b23 − 1) b21b42b43
)
has eigenvalues c · exp(±m
n
√−1π) for some c ∈ C× and some 1 ≤ m < n such that (m,n) = 1.
It is easy to see that this is the case precisely when b ∈ B(n)∩B(A1), since the eigenvalues of Q
are the roots of quadratic equation λ2 − r(b1, b2, b3) λ+ b41b42b43 = 0. Under the biholomorphism
(36) the Riccati curve on Mz(κ) is sent to the (−2)-curve E on S˜(θ) \ L, so that the Riccati
curve is a periodic curve of primitive period n along ℘ if and only if κ ∈ K(n)(A1).
Finally we apply Theorem 2.8 to calculate the exact value of #Perin(℘; κ) for κ ∈ K(⋆)(A1).
First, if κ ∈ K(⋆)(A1) \ K(1)(A1), then the map σ : S˜(θ) 	 has no periodic curves and thus
Pn(σ) = ∅ for any n ≥ 1. Theorem 2.8 and Corollary 6.4 imply #Perin(σ) = L(σn) = 6 +
λ(℘)n + λ(℘)−n, which together with formulas (34) and (38) yields
#Perin(℘; κ) = #Per
i
n(σ \ L) = #Perin(σ)− 2 = λ(℘)n + λ(℘)−n + 4.
Secondly, if κ ∈ K(1)(A1) then the (−2)-curve E is the unique fixed curve of σ and Pn(σ) =
{1}. It turns out that there are exactly six points on E at which the local index is positive.
Denote them by y1, . . . , y6. In terms of suitable local coordinates (x1, x2) around yi such that
E = {x1 = 0}, the local endomorphism σ∗yi : Ayi ∼= C[[x1, x2]] 	 can be expressed as{
σ∗yi(x1) = x1 + x
2
1 h1(x1, x2) = x1 + x
3
1 h˜1(x1, x2),
σ∗yi(x2) = x2 + x
2
1 h2(x1, x2),
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where h˜1(0, 0) 6= 0 and h2(0, x2) = 3x2(1 + x22)6. From formulas (11) and (12),
νE(σ) = ν(x1)(σ
∗
yi
) = 2, νyi(σ) = νAyi (σ
∗
yi
) = 1 + 2 · 1 = 3.
Noticing C1(σ) = {y1, . . . , y6}, PC1(σ) = {E} and τE = −2, we have
ξ1(σ) =
∑
x∈C1(σ)
νx(σ) +
∑
C∈PC1(σ)
τC · νC(σ) = 6 · 3 + (−2) · 2 = 14.
Since Pn(σ) = {1} for every n ∈ N, Theorem 2.8 and Corollary 6.4 imply that
#Perin(σ) = L(σ
n)− ξ1(σ) = λ(℘)n + λ(℘)−n − 8,
which together with formulas (34) and (38) yields
#Perin(℘; κ) = #Per
i
n(σ \ L) = #Perin(σ)− 2 = λ(℘)n + λ(℘)−n − 10.
Therefore the theorem is established for the A1-stratum. The remaining strata can be treated
in similar manners (we refer to [21, Section 8] for the D4-stratum). ✷
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