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Abstract 
In this paper we consider a portfolio optimization problem on maximizing the geometric mean return subject to the lower 
semivariance as a risk measure in the financial engineering. Its optimal condition and the solving method via the Monte Carlo 
simulation are given, and a numerical experiment is presented in order to show that the method is efficient. 
© 2011 Published by Elsevier Ltd. Selection and peer-review under responsibility of Desheng Dash Wu 
Keywords : Financial engineering; Portfolio optimization; Monte Carlo simulation; Numerical experiment 
1.  Introduction 
The geometric mean investment strategy, introduced into the finance and economics literature by Henry Latane [1]
in 1959, has recently received some attentions in scholarly circles [2-5]. Ye and Li [6] considered the geometric mean 
return on portfolio investments with the variance of returns as a risk measure. The variance, however, is a 
questionable measure of risk for at least two reasons: First, it is an appropriate measure of risk only when the 
underlying distribution of returns is symmetric. And second, it can be applied straight forwardly as a risk measure 
only when the underlying distribution of returns is normal. However, both the symmetry and the normality of stock 
returns are seriously questioned by the empirical evidence on the subject. The lower semivariance of returns, on the 
hand, is a more plausible measure of risk [7-9] for several reasons: first, investors obviously do not dislike upside 
volatility; they only disliked own side volatility. Second, the lower semivariance is more useful than the variance 
when the underlying distribution of returns is asymmetric and just as useful when the underlying distribution is 
symmetric; in other words, the lower semivariance is at least as useful a measure of risk as the variance. And third, 
the lower semivariance measures the information provided by two statistics, variance and skewness, thus making it 
possible to use a one-factor model to estimate required returns. Thus, we will consider the lower semivariance as a 
risk measure to maximize the geometric mean return on portfolio investments. The paper is organized as follows. 
Section 2 develops our portfolio optimization model and its optimal condition. In Section 3, a Monte Carlo method 
is proposed to solve the model and a numerical example is given to show the effectiveness of the model. Conclusion 
is given in Sections 4. 
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2.  Model and optimality condition 
2.1. Model 
Consider a single-period financial investment problem. Suppose that a investor (individual or company ) invests 
one unit capital in finite assets in a capital market. If ix denotes the fraction of his wealth which the investor invests 
in asset i and 0i 
1( , , n
denotes the periodic payout, including return of principal, provided by asset i , .
Let
1, 2, ,i n
T)x xx be a portfolio vector and T, )n1( ,  
( )
be the random vector defined on a probability 
space and has a continuous distribution function ( , , )PF F with its probability density function ( )p  .It is easy 
to derive the formula for the total return 
T
1
n
i
i ix

 x                                                                                                                                                  (1) 
Furthermore, the geometric mean return on portfolio investments is denoted by 
T( ) [log(E x )]x                                                                                                                                      (2) 
where is a expectation operator.  [ ]E 
It is possible that the value of the total return Tx   fluctuates since it is uncertain at the end of the period, and the 
negative deviation from the expected return value is a risk for the averse risk investor. So, we assume that the 
investor uses the lower semivariance as the risk measure, whose definition is given as follows 
T T( ) [(min{ ( ),0}) ]SV E Ex x x  2
, }n
]
                                                                                                          (3) 
Clearly, the set of possible asset allocations can be defined as follows 
n
i=1
{ 1, 0, 1,i iD x x i    x |                                                                                                               (4) 
Thus, the portfolio optimization problem on maximizing the geometric mean return under the lower semivariance 
constraint is formulated as follows 
Tmax  ( ) [log( )
s.t. ( )
D
E
SV





x
x x
x

                                                                                                                            (5) 
  is a constant presenting a risk constrain level.where  
Let ( ) ( )  x x
]
. Then Eq. (5) is equivalent to the following problem 
Tmin  ( ) [log( )
s.t. ( )
D
E
SV



 

x
x x
x

                                                                                                                           (6) 
2.2. Optimality condition 
The following lemma is important to prove the optimality condition, and see [10].
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Lemma 1  Suppose that for a given random vector  , the function ( , )f   is convex and smooth, and for a given 
real value vector , is measurable and G En ( ,f xRx ) ( ) [ ( ,f )]  x x  , then G  is convex and smooth, 
and
( )x
( )G E  [ ( ,f xx x )] .
Lemma 2 is convex and smooth. (SV )x
2Proof.  Let .Then it is obvious that T T( , ) (min{ ( ),0})H Ex x x   ( , )H   is convex and smooth for a given 
random vector  . Moreover, for a given ,nRx ( , )H x is measurable. Thus, according to Lemma 1, SV is
convex and smooth. 
( )x
We give the optimality condition of the problem (6) as follows. 
Theorem is the optimal solution of the problem (6) if and only if there exists *x 1 ,u R 2u R  and 
such that  T)n, ,   nR
T
1T
1
*
1 1
1
0 ( [( ) ] 2 [( )(min{ ( ),0})] ( ) )
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where  ,T) 1, ,i n(0, ,1, ,0ie      , .T1( ( ), ( ))nE E   
Proof. Let the Lagrange function be  
1 2
1 1
( , , )= ( )+ ( ( ) ) ( 1)
n n
i
i i
L u SV u x i ix 
 
    x u x x 
T) )
                                                                                (8) 
where  and 1 2( ,u uu T1( , n  v  are multiple vectors. Then according to lemma 1, derivative ( , , )x uL  with
respect to , we have x
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Thus, by the theorem 28.3 in [11], the proof is completed because the problem (6) is a convex programming. 
3. A Monte Carlo Method and Numerical Experiments 
According to the probability density function ( )p  , we use the Monte Carlo method to generate a sample 
k
, where is the sample of the random vector1{ , , NN    }k j T1( , , )j j n    , 1, , kj N  N, k is the number of 
the sample, k is the time of the simulation. Thus the problem (6) is approximated to the following definite 
optimization problem 
1
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min  ( ) log{ }
s.t. ( ) [min{ ( ),0}]
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Let
1
min{ ( ),0}
n
j
i i j
i
x u 

  .Then Eq.(10) is transformed into 
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where .T)
j
1 kN
The problem (11) is a definite convex optimization and can be solved by the existing algorithm and software. We 
carry out the problem (11) for an example in which an optimal portfolio is to be constructed from 20, 40 and 50 
stocks. The algorithm of the problem (11) was implemented in Matlab on 400 MHz Pentium-IV machine. In 
generating the random numbers, we work with Monte Carlo approach and assume that every i
( , ,u uu 
 follows the normal 
distribution with the expectation 0 and the variance 1. For the simulation time , we calculated the optimal 
portfolio and optimal value, obtaining the results in Table 1. 
k
*x
k
k
Table 1.  Optimal value and calculation times 
N  n  Time of CPU Optimal value 
1 300 20 5 198.64 0.0465 
2 500 20 5 950.64 0.0187 
3 800 40 5 1946.45 0.0107 
4 800 50 5 3307.57 0.0119 
The experiment implies that for the larger the time of solving is larger. According to the strong large number 
theorem, however, the optimal solution and the optimal value is more precise when the number of the sample is 
larger. So the best optimal value is 0.0119 in the experiment. 
4. Conclusion 
We have investigated a finance optimization problem which maximizes the geometric mean return subject to the 
lower semivariance constraint, in fact this is a specific convex stochastic optimization. The optimal condition is 
given. The frame work for solving this problem is presented via Monte Carlo simulation in order to make the 
problem be equivalent to an approximating optimization problem. Under some parameters given, we give a 
numerical experiment by the Matlab software. 
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