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Abstract-The integrability conditions for certain systems of differential equations 
where P and Q are cubic polynomials, are obtained using two distinct computational approaches. 
Such conditions are required in the investigation of Hilbert’s 16th problem and in the development 
of algorithms for the automatic solution of differential equations. 
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1. INTRODUCTION 
Suppose that P and Q are polynomials and that z = y = 0 is a critical point of focus type of the 
system 
2 = P(? Y), 1 = Qh ~1. 
In canonical coordinates the system can be written in the form 
k==xs+y+p(z,y), Y = --2 + XY + q(x, Y), (1.1) 
where p,q are polynomials without linear terms. If X # 0 the origin is a focus, stable if X < 0 
and unstable if X > 0. If X = 0 it is possible for the origin to be centre (that is, all orbits in 
its neighbourhood are closed). The search for necessary and sufficient conditions on p and q 
for the origin to be a centre has a long history, and a variety of methods have been developed. 
When the origin is a centre there is an analytic first integral. The concept of integrability is of 
significance in a whole range of nonlinear phenomena. In the case of flows defined by differential 
equations in two dimensions, several strands of the subject come together in the search for centre 
conditions. Not only are such criteria required to study the bifurcation of limit cycles but they 
also arise in, for example, the attempt to develop algorithmic methods for finding ‘exact’ solutions 
of differential equations. Bifurcation of limit cycles is of particular relevance in the investigation 
of Hiibert’s 16th problem where information is sought about the maximum number of limit cycles 
of polynomial systems and their possible configurations. 
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Research on Hilbert’s 16th problem, and indeed on the whole subject of polynomial differential 
equations, has been stimulated considerably by the availability of Computer Algebra Systems. 
In particular, it has recently been possible to derive necessary and sufficient conditions for a 
centre in the case of a number of classes of systems of the form (1.1) which had previously been 
intractable. Though attempts have been made in the past to prove the necessity and sufficiency 
of such conditions in parallel, it is more fruitful and reliable to discuss the two separately. 
In a sequence of papers (for example [l-3]) it is shown how necessary conditions are obtained 
by calculating the focal values. It is well known that in a neighbourhood of the origin there is a 
function V such that pi, its rate of change along orbits, is of the form 
P = q2r2 +q4r4 +...+772kr2" + **a , (1.2) 
where r2 = z2 + y2. The ?,rZk are the focal values and are polynomials in the coefficients in p 
and Q. The origin is a centre if and only if 7)2k = 0, for all k. Since the stability of the origin is 
determined by the sign of the first nonzero focal value, r]sk is relevant only when 172e = 0, for e < k. 
Consequently, we set 172 = 774 = .a. = q2k-2 = 0 in the expression for q2k. The quantities so 
obtained are called the Liapunov quantities and are denoted by L(k), k = 0, 1, . . . ; by convention 
nonzero multiplicative factors are omitted from the expressions given for the Liapunov quantities. 
By the Hilbert basis theorem there is M such that L(k) = 0 for all k if and only if L(k) = 0 for 
all k 5 M. Thus, it is only necessary to find a finite number of focal values, though in any given 
case it is not known a priori how many are required. In this way, sets of necessary conditions 
are obtained and the sufficiency of each set is then considered separately. 
The calculation of focal values is impossible by hand except in the simplest cases and com- 
putational methods have been developed. The first two authors developed a procedure (called 
FINDETA), using the Computer Algebra System REDUCE, for the computation of the focal 
values [4]. This has been used extensively both in the study of bifurcating limit cycles and to 
investigate the problem of the centre. The reduction of the focal values to obtain the Liapunov 
quantities also requires the use of Computer Algebra and is often computationally intensive [l]. 
More recently, computer-assisted methods have been developed to obtain sufficient conditions for 
a centre; these rely on a systematic search for invariant algebraic curves and the construction of 
appropriate integrating factors [5]. 
The third author has also used computational methods for the derivation of necessary and 
sufficient conditions for a centre [6]. His approach to the computation of focal values is quite 
different. He uses the property that the focal values are polynomials, which are known in Com- 
binatorics as partition polynomials. Using the known properties of such polynomials a simple 
recurrence relation for the focal values is obtained. Polynomials B(k) are then constructed, where 
B(k) E TpJk modulo the ideal generated by ~2,774, . . . , qZk_2. An algorithm for calculating the 
B(k) is described in [7]. (The notation B(k) reflects the fact that such polynomials were first 
considered by Bautin [8] in his seminal work on the bifurcation of limit cycles from a critical 
point of focus type or a centre.) 
The program for the calculation of the quantities B(k) is written in PASCAL. As PASCAL is 
not a Computer Algebra System special procedures have to be written to carry out arithmetic 
operations on the large integers that arise, and to represent and manipulate multivariate poly- 
nomials. Results have previously been obtained for quadratic and some cubic systems using this 
approach. 
There is an obvious issue regarding the reliability of mathematical results whose proofs depend 
on computer calculations (see [9] f or an interesting recent discussion of some of these issues). A 
number of checks and balances have been introduced which persuade us that the results obtained 
using FINDETA are reliable. Comparison has been made as often ss possible with results ob- 
tained independently by other authors using different methods and particular cases can be proved 
directly without use of a computer (see [lo] for instance). In the case of the proof of sufficiency, 
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the situation is clearer. The computing is used to find an integrating factor which can then be 
verified independently. 
Despite these checks and balances, it is clearly preferable if exactly the same calculation is 
performed by different researchers in totally different ways. It is such work that we report in this 
paper. As already mentioned, the approach adopted by the third author for the computation 
of focal values is entirely different from that used in FINDETA. In FINDETA a function V 
with undetermined coefficients is substituted into relation (1.2), linear equations are obtained for 
the coefficients of V and the focal values are determined by requiring that these equations are 
consistent. In contrast, the approach described in [6] is to develop a theory which predicts the 
form of the focal values and computational methods are then used to determine the numerical 
coefficients. 
Research on polynomial systems has progressed by the consideration of particular classes- 
indeed there are relatively few general results on Hilbert’s 16th problem. In recent years consid- 
erable effort has been devoted to the understanding of cubic systems. Writing (1 .l), with X = 0 
and p, q cubic, in complex form we have 
i?iJ = W + a1w2 + azwzSl+ a3ti2 + a4w3 + a5w28 + a6wC2 + a7tij3, 
where w = z+iy and the ak are complex. The programme of research initiated in [6] is to consider 
the question of the centre conditions for this system when three of the coefficients al,. . . , a7 are 
zero. In this paper, we consider the case in which a2 = a4 = as = 0. 
2. NECESSITY 
Using the notation established in [6,11] we consider systems 
iti = w - Q10W2 - a- 12ti2 - cr~~W% - a43Q3; (2.1) 
this form is invariant under rotation. Equivalently we write the system as 
2 = y - Cx2 + (B + 2D)xy + Cy2 + Px3 + Gx2y - (H + 3P)xy2 + Ky3, 
g = -x + Ox2 + (E + 2C)xy - Dy2 - Kx3 - (H + 3P)x2y - Gsy2 + Py3. 
(2.2) 
The precise form of the coefficients in (2.2) is chosen for computational efficiency. Using 
FINDETA we calculate the focal values and find that L(1) = H. We now set H = 0; then 
L(2) = (G - K)(DE - BC) - P (B2 + 4BD + 4CE + E2). 
Suppose first that 6 = DE - BC # 0. From L(2) = 0 we have 
G-K=6-‘P(B2+4BD+4CE+E2). 
Then L(3) = fh, L(4) = -flh, L(5) = flf4, where 
fi = B3C + B3E + 3B2DE - 3BCE2 - BE3 - DE3, 
f2 = B2P + BCG + SBDP + 4C2P + SCEP + 4D2P - DEG + E2P 
and fs, f4 are polynomials in B, C, D, E, G and P. Clearly fr = 0 leads to a possible centre 
condition. When fi # 0 we take G such that f2 = 0. Then j’s = -18P2fsfs and f4 = 
-144P2_fs_fsf7, where fs = (B + 4D)2 + (E + 4C)2 and f6 = BD + 2C2 + 2CE + 2D2. Under 
current hypotheses fs # 0. Consequently, we have the following possible conditions for a centre 
when S # 0: 
(I)H=P=G=K=O; 
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(II) H = 0, (DE - BC)(G - K) - P(B2 + 4BD + 4CE + E2) = 0, 
B3C + B3E + 3B2DE - 3BCE2 - BE3 - DE3 = 0; 
(III) H = 0, (DE - BC)K = 2P(C2 + D2), 
(DE - BC)G = P(B2 - 6C2 - 6D2 + E2), 
BD+2C2+CE+2D2=0. 
We now consider the case in which 6 = 0 and suppose first that B # 0; we take C = DE/B 
and find that L(2) = -P(B + 4D)(B2 + E2). With P = 0 and B + 40 # 0 we have 
L(3) = -E(B - E)(B + E)(B + ID)(-BK + DG - DK), 
L(4) = E(B - E)(B + E)gl, 
L(5) = -E(B - E)(B + E)gz, 
where g1 and g2 are polynomials. Clearly the following are possible centre conditions: 
H=P=C=E=O, 
H=P=O, B=E, C=D, 
H=P=O, B=-E, C=-D. 
Another possibility, when K # 0, is B = D(G - K)K-l. Then under current hypotheses 
g1 = g2 = 0 if and only if 
H=P=O,G=-K,B=-2D,E=-2C. 
When K = 0 the only possibilities are H = P = K = C = D = 0 and (I) above. 
We now consider the alternative from L(2) = 0, namely B = -40. Then E = -4C, L(3) = 0, 
L(4) = -(G + 3K)gs, and L(5) = g3g4 (where gs and g4 are polynomials). When G = -3K and 
g4 = 0 we have a special case of (I) above. When gs = 0 another possible centre condition arises, 
namely 
H=O,B=-4D,E=-4C, 
C4P + C3D(G - K) - 6C2D2P - CD3(G - K) + D4P = 0. 
It remains to consider the case in which B = 0. This leads to two possibilities: H = B = E = 0 
andH=B=P=D=O. 
LEMMA 1. Suppose that the origin is a centre for system (2.1). Then one of the following sets 
of conditions holds: 
(a) H=P=G=K=O; 
(b) H = B = E = 0; 
(c) H = 0, (DE - BC)(G - K) - P(B2 + 4BD + 4CE + E2) = 0, 
B3C + B3E + 3B2DE - 3BCE2 - BE3 - DE3 = 0, DE - BC # 0; 
(d) H = 0, B = -40, E = -4C, 
C4P + C3DG - C3DK - 6C2D2P - CD3G + CD3K + D4P = 0; 
(e) H=P=C=E=O; 
(f) H = P = 0, B = E, C = D; 
(g) H = P = 0, B = -E, C = -D; 
(h) H=P=B=D=O; 
(i) H = 0, (DE - BC)K = 2P(C2 + D2), (DE - BC)G = P(B2 - 6C2 - 6D2 + E2), 
BD+2C2+CE+2D2=0,DE-BC#O; 
(j) H = P = 0, B = - 20, E = -2C, G = -K; 
(k) H=P=C=D=K=O. 
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Converting the conditions given in Lemma 1 to the complex form using the notation of [6] we 
have the following lemma. 
LEMMA 1’. The following are necessary conditions for the origin to be a centre for system (2.1): 
(a) ali = a-13 = 0; 
(b) Imoii = 0, (~10 = 0; 
(c) Imali = Im(cr~oo-i2) = Im(criob-lzcu-13) = 0, Im(alo&12) # 0; 
(d) Imarl = o-12 = Im(cr~oo_i3) = 0; 
(e) Imail = Imcr- 13 = Imcri0 = Irna-12 = 0; 
(f) Imali = Imcu-12 = 0, Imor0 = Reai0, Ima- = Rea_12; 
(g) Imcrii = Imo_ is = 0, Imcri0 = -Reo~i0, Irno-12 = -Recw_i2; 
(h) Imcrri = Ima- 13 = RecKi0 = Rea-12 = 0; 
(i) Imcrri = Im(ai0b_i2cY_i3) = 0, crl0&0 = o_12~-12, 
all Im(cYi0d_i2) + c~-12ti_12 Ima- = 0, Im(criod-12) # 0; 
(j) Imcrri = 0, a10 = a-12, a-13 = crll; 
(k) Imcrii = 0, (~10 = -o-12, o-13 = -(Y~I. 
REMARK. We emphasise that these necessary condictions are in agreement with those obtained 
by the third author, who uses a different approach. 
3. SUFFICIENCY 
We now turn to proving the sufficiency of the above conditions. Recall that there are two 
classical conditions for a centre: 
(1) the origin is a centre if the system is symmetric in one of the axes; and 
(2) the origin is a centre if the divergence of the vector field is zero. 
Condition (1) has an obvious generalisation. The origin is a centre if the system is symmetric 
in any line through the origin. Condition (2) can also be generalised and this is the idea behind 
much of the recent work on developing sufficient conditions for a centre. The origin is a centre 
if a function B can be found such that (BP), + (BQ), = 0 in a neighbourhood of the origin. 
The function B is an integrating factor (or a Dulac function). The systematic search for Dulac 
functions described in [5] involves looking for invariant algebraic curves, the product of powers of 
which is an integrating factor. Once an integrating factor is found a first integral can be obtained. 
We consider the conditions (a)-(k) of Lemma 1 and Lemma 1’. 
If (a) holds then the cubic terms vanish and the resulting quadratic system has a centre at 
the origin; in fact a Dulac function can be constructed which is the product of powers of two 
invariant lines (see [5]). If condition (b) holds then the divergence of the vector field is zero and 
the result follows. 
We show that conditions (c)-(h) are sufficient for a centre by proving that in these cases the 
system can be rotated to a form which is symmetric in the s-axis. Thus, the original system is 
symmetric in a line and the result follows. To do this we consider the complex form of the system 
and introduce the change of coordinates w = zeie. The system then becomes 
it = z - ai0eiez2 - a_i2e -3it? -2 z --iiz2f- o-ise -4iOz3 . (3.1) 
Let C = f and T = 4. System (3.1) is symmetric in the z-axis if it is unchanged by this 
transformation. The conditions for this to be the case are: 
aloe 
-ie ie = Sloe , 
a11 = 61, 
a-12e 
-3ie _ - 
- a--12e 
369 
, 
=13e 
-4iO _ - 4iO 
-a_136 . 
(3.2) 
LEMMA 2. Suppose that cylo # 0. System (2.1) has a line of symmetry if and only if 
Imcrii = Im (c+,a_12) = Im (c~:~a_i3) = 0. (3.3) 
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PROOF. Since cxrc is supposed nonzero, 8 is chosen so that e2ie = fiilo/cris. The relations (3.2) 
are then satisfied if and only if (~11 is real, CX~~(Y_~~ = 6a06_iz and (Y:~Q-~ = 6f,&_is, whence 
the result. I 
COROLLARY 1. Suppose that CY~O # 0. If any of the conditions (c)-(h) hold then the origin is a 
centre. 
PROOF. It is easily confirmed that (3.3) is satisfied if arc # 0 and any of (d)-(h) holds. As for 
(c), it is certainly the case that a-12 # 0. Then, if CX~~Q_~~ and ~lod_l2~~_13 are real, so is their 
product ~~c1~_r21~~y_r3, and so therefore is CY~~(Y_~~. I 
It follows from the above that conditions (c)-(h) can be combined. Indeed we have the following 
result. 
COROLLARY 2. Conditions (b)-(h) together are equivalent to condition (3.3). 
PROOF. If (b) holds, then so does (3.3) and we have already seen that (3.3) holds in all other 
cases mentioned. Conversely, suppose that (3.3) holds. If arc = 0, then (b) holds. Suppose, 
therefore, that ~10 # 0. Then Im((r~06~od_i2a_is) = Im(crlcb_12a-131Q1016) = 0 and so 
Im(arc&_iza_rs) = 0. Thus, (c) holds when arcd_r2 is not real. Suppose that aicb_lz is real. 
If ~-12 = 0 then (d) holds, while if (Y_ 12 # 0 then a;ioIo_i212 is real, and so therefore is ato. It 
follows that argcxie is a multiple of z/4. Since crlsb_i2 is real (~-12 = Marc where k is real; hence 
argarc = arga-12 or I arg alo - argcy-121 = 7~. Thus, one of the possibilities (e)-(h) holds. 1 
To prove that conditions (i), (j) and (k) are sufficient for a centre we use the technique described 
in [5] to construct Dulac functions from invariant lines. To simplify the presentation we first rotate 
the system (2.2) through an angle 4 where tan44 = 4P/(G - K). If P is already zero of course 
no rotation is required, and if G = K then the rotation is through z/8. Without loss of generality 
the system is now of the form 
3i: = y - Cx2 + (B + 2D)zy + Cy2 + Gs2y + Ky3, 
p = --2 + Ox2 + (E + 2C)zy - Dy2 - Kx3 - Gxy2. 
Conditions (i), (j) and (k) are now, respectively: 
(i’) H=P=G=K=0,BD+2C2+CE+2D2=0, 
(j’) H = P = 0, B = - 20, E = -2C, G = -K, 
(k’) H = P = C = D = K = 0. 
If (i’) holds then so does condition (a) and we have already seen that this is sufficient. Suppose 
that (j’) holds. Using the procedure explained in [2) we obtain an integrating factor eVgZeT 
where 
e1 = m1x - m1y + 1, e2=~22-m2y+1, e3 = m32 + msy + 1, 
a1 = - (C - D)ma + (C + D)m3 
m3(m2-m1) ’ 
a2 = (C - D)rn~ + (C + D)m3 a3 = - (C-D) 
m3(m2-m1) ' m3 . 
Here ml, m2 are distinct roots of m2 + (C + D)m + K = 0 while ms is a nonzero root of 
m2 - (C - D)m + K = 0. A nonzero ms can be found unless K = 0, C = D in which case 
the system is quadratic and the result follows from the sufficiency of (a). If ml = m2, then 
4K = (C + D)2 and in this instance we have 
el = ml2 - mly + 1, e2=n2z+n2y+1, e3 = n3z + nay + 1, 
al= -2, cY2 = 
(2n3-C+D) 
a3 = - 
(2n2-C+D) 
(nz-ns) ' (nZ--n3) * 
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Here ml = -(C + 0)/2 an d 722,723 are roots of 4m2 - 4(C - D)m + (C + D)2 = 0. If C + D = 0, 
K = 0 the system is quadratic and (a) holds. The roots nz, ns are not distinct if CD = 0 and in 
this case the Dulac function is 
(-(C + D)z + (C + D)y + 2)-2 ((C - D)z + (C - O)y + 2)-2. 
Suppose now that (k’) holds. We find three invariant lines 
e, = -7niy + 1, &! = -m2y + 1, t3 = m3x + 1, 
with integrating factor ey1e;‘eT3 where 
a1 = 
(Bm2 - Ems) 
m3 (ml - m2) ’ 
a2=-(B ml - Ems) 
m3 (ml - m2) ’ 
B 
a3=--. 
m3 
Here ml, m2 are distinct roots of m2 - Em+G = 0 while ms is a nonzero root of m2 - Bm+G = 0. 
A nonzero m3 can be found unless B = G = 0 when we have a special case of (a). If ml = m2, 
then E2 = 4G and 
e,=-$+I, e2 = n2x+ 1, e3 = nsx + 1, 
o!i = -2, 
(B - 2nd 
o2 = (72s - n2) ’ 
(2n2 - B) 
a3 = (123 - n2) ’ 
Here nz, ns are nonzero, distinct roots of 4n2 - 4nB + E2 = 0 and E # 0. If E = 0 then G = 0, 
a situation that is covered by (a). If n2 = ns, then B = &E in which case the Dulac function is 
(-Ey + 2)-2(fEy + 2)-2. 
Thus, the sufficiency of all the conditions noted in Lemma 1 is confirmed. 
For completeness we note that in case (i) three invariant lines can be found and an integrating 
factor ey1f?F2e$3 constructed, where for i = 1,2,3, ei = mix - niy + 1, mi is a root of 
Cz2m4 - BCz2m3 + z (-C3z - 4C2P + CD2z - CDz2 - Pz2) mz 
- DPz (4C2 + z2) m + CP2 (4C2 + z2) = 0, 
z = B + 20, ni = miz(Cmi + P)/di and di = 2CP - Dmiz - mpz # 0. The powers cxi,os, (~3 
satisfy 
3 
c 
aimi+ B=O, aini + E = 0, 
i=l i=l 
and 
3 
t: 
I-Yyimi 
(2C2 + DZ + miz) = o 
i=l di 
We summarise our conclusions so far in the following result. 
LEMMA 3. The origin is a centre for (2.1), if and only if, one of the following conditions holds 
(1) all = CL-13 =o; 
(2) Imall = Im(a&cx-lz) = Im(&a_is) = 0; 
(3) Imaii = Im(cri&_i2cu_is) = 0, aicdis = o-126-12, 
ali Im(aisd-12) + a-126-12 Ima- = O,Im(ad-12) # 0; 
(4) Imcxii = 0, (~10 = a-12, a-13 = all; 
(5) Imali = 0, c~is = -o-12, a-13 = -all. 
CaJw ,z:,o-E 
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Finally we combine conditions (3), (4) and (5) of Lemma 3, and obtain the following result 
giving the necessary and sufficient conditions for a centre which we seek. 
THEOREM 1. The origin is a centre for (2.1), if and only if, one of the following conditions holds 
(1) cyii = (Y-13 = 0; 
(2) Imcrli = Imc&cx_i2 = Imcx$o_1s = 0; 
(3) Imali = 0, aic&o = a-126-12, c~-12cxi1 = Q110c~-13. 
PROOF. Conditions (1) and (2) are as in Lemma 3. Suppose that (3) of Theorem 1 holds. We 
consider the following two cases. 
(i) Suppose that Im(ai&rz) = 0. Then there is k E R such that crro = ka-12. Since 
lai2j2 = Ic~_i21~, we have k = fl or (~10 = ~-12 = 0. In the latter case condition (2) of 
Lemma 3 holds. If k = fl then, since a-12011 = criecx_ra, we have that (~11 = fa_13. 
Hence, if k = 1, condition (4) of Lemma 3 holds, while if k = -1, condition (5) of Lemma 
3 holds. 
(ii) Suppose now that Im(cris&_i2) # 0. Then, since all is real and cr_r2cxrr = ars(~_~a, we 
have 
aicb-lsoli = als&l)&-i3. 
Thus, 
(~11 Im (aicb_12) = (~~01~ Im (6-13) = - Icr1212 Im (a-13). 
Also 
Im (oic&_i2o-r3) = Im (6-_12cx_rscxrr) = Jcri212 Imarl = 0. 
Hence, (3) of Lemma 3 holds. 
Conversely suppose that (3), (4) or (5) of Lemma 3 holds. If (4) or (5) is satisfied then it is 
immediate that (3) of Theorem 1 holds. Suppose then, that (3) of Lemma 3 is satisfied. Write 
< = arsd_rs. Since Im< # 0, ~10 and &-is are nonzero. Now <a_13 is real, so 
ImtRecx_13 + Re<Ima-is = 0. (3.4) 
Hence, 
and so 
- ~ai~~21ma_~sRecx_is + aiiRe<Ima_is = 0. 
If Im a-13 = 0, then by (3.4) Re cr_ 13 = 0 and from the hypothesis we see that cry11 = 0. Therefore, 
(1) of Theorem 1 is satisfied. If, on the other hand, Imcr-13 # 0 then cxrrRe< = Ic~_r21~Recr_rs, 
whence 
criic~1c&_i2 = ail(Re< + iImc) = I cL1212 (Re(Y-13 - iImcu_rs) = kY_i212&-_13. 
Since (~-12 # 0, we have that ~ilc~lc = (Y_rs&-13. Since crrr is real it follows that crrra_12&ls = 
~~-12&!-_12(~_13, and hence, that (~lrc~_r2lo10)~ = Ioy-r2120re~-r3. But Iors12 = IQ-~~I~ # 0; so 
~ri~cr-~2 = (Y~~cY-~~ and (3) of Theorem 1 is satisfied. Thus, the conditions of Theorem 1 taken 
together are equivalent to those of Lemma 3, and the proof is complete. I 
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