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The imaging of astronomical objects is limited by atmospheric turbulence, which consists 
of layers of varying refractive index surrounding the earth. These refractive index fluctua-
tions are a direct consequence of the warming and cooling of air and water vapour in the 
atmosphere. Wavefronts entering the atmosphere acquire phase distortions, which when 
propagated result in amplitude fluctuations known as scintillation. Hence the practical 
manifestation of the atmosphere is a degradation of the signals passing through it, for 
example it severely limits the resolution of images captured by ground-based telescopes. 
A variety of solutions, or inverse problems, have been proposed and trialed in the attempt 
to obtain the best possible images from astronomical telescopes. An orbiting telescope (for 
example the Hubble space telescope) is one solution. In this case light is captured before 
it is distorted by the atmosphere. Less expensive ground-based solutions include the post 
processing of short exposure images and real-time compensation using adaptive optics, both 
of which are investigated in this thesis. 
However, the success of an inverse problem lies in the accurate modelling of the processes 
that give rise to the corresponding forward problem, in this case the random refractive 
index fluctuations that characterise the atmosphere. Numerical simulation of atmospheric 
turbulence is achieved using phase screens in which the assumption of Kolmogorov statistics 
is often made. A previously presented method for modelling Kolmogorov phase fluctuations 
over a finite aperture, the midpoint displacement method, is both formalised and improved. 
This enables the accurate generation of atmospheric speckle images for the development 
and testing of post processing methods. 
Vl AB SRA CT 
Another aspect of the forward problem is the accurate simulation of scintillation, resulting 
from the propagation of phase distorted wavefronts. Commonly used simulation meth-
ods achieve this by assuming periodic boundary conditions. A technique for the accurate 
modelling and simulation of scintillation from an aperiodic Kolmogorov phase screen is pre-
sented. The more physically justifiable assumption of smoothness is shown to result in a 
propagation kernel of finite extent. This allows the phase screen dimensions for an accurate 
simulation to be determined and truncation can then be used to eliminate the unwanted 
spectral leakage and diffraction effects usually inherent in the use of finite apertures. 
Deconvolution methods are popular for the post processing of atmospheric speckle images 
to compensate for the effects of the atmosphere. Conventional deconvolution algorithms are 
applied when the distortion is known or well-characterised, whereas, blind deconvolution al-
gorithms are used when the distortion is unknown. Conventional deconvolution techniques 
are not often directly applied to astronomical imaging problems as the distortion introduced 
by the atmosphere is unknown. However, their extension to blind deconvolution is straight-
forward and hence their development is valuable. The ill-conditioning of the deconvolution 
problem requires the addition of prior information, such as positivity, to enable its solu-
tion. It is shown that the conventional deconvolution problem can be reformulated as an 
equivalent quadratic programming problem. Consequently, an accelerated quadratic pro-
gramming approach is applied and shown to be an improvement to an existing method used 
for enforcing positivity in deconvolution applications. The main algorithmic differences of 
the new method are implementation via the fast Fourier transform (FFT) and guaranteed 
convergence to the constrained minimum. 
Blind deconvolution is also an interesting problem that may arise in many fields of re-
search. It is of particular relevance to imaging through turbulence where the point spread 
function can only be modelled statistically, and direct measurement may be difficult. The 
extension of the quadratic programming method to blind deconvolution, combined with 
Tikhonov-Miller regularisation (energy constraints), smoothness constraints, penalty terms 
and statistical priors produced a series of new algorithms. The performance of these algo-
rithms is illustrated on simulated astronomical speckle images. 
ABSRACT vii 
Ground-based adaptive optics (AO) technologies are an alternative to post processing meth-
ods and aim to compensate for the distortion introduced by the atmosphere in real-time. 
Knowledge of the vertical structure of the atmosphere combined with AO provides the 
potential for compensation over a wide field of view. However, the continually changing 
nature of atmospheric turbulence places strict requirements on techniques for determining 
the turbulence structure. The remote sensing of scintillation data to estimate this infor-
mation is known as scintillation detection and ranging (SCIDAR). Application of SCIDAR 
methods to the capture and analysis of experimental data, as demonstrated in this thesis, 
highlighted a number of problems with the technique. Methods for overcoming these diffi-
culties are discussed and demonstrated. Finally, alternative approaches to the estimation 
of atmospheric turbulence profiles and a proposed new technique are investigated. 
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I began my postgraduate studies in 1997, under the supervision of Dr. Richard Lane, in-
tending to examine the fundamental limits of blind deconvolution. During my first year I 
attended a number of Masters lecture courses including: Adaptive Optics by Prof. Chris 
Dainty and Image Recovery jointly taught by Dr. Richard Lane, Assoc. Prof. Phil Bones 
and postdoctoral fellow Dr. John Connolly. The result being that my research diverged to 
include not only image restoration but also more astronomically related research, culminat-
ing finally in a thesis entitled "Inverse Problems in Astronomical Imaging". 
A project I undertook in the first year of my research was the interpolation of "Systeme 
Probatoire d'Observation de la Terre" (SPOT) satellite images. This is in some senses 
the reverse of astronomical imaging where space objects are imaged from earth. Instead 
the SPOT satellites record optical images of the earth's terrain from space. They are 
equipped with panchromatic and multispectral sensors enabling the capture of data at 
several fixed resolutions. Resampling, and subsequent interpolation, is frequently required 
for the rectification of images and comparison with other data. The availaLility of &. µ&.ir of 
matching images, one at twice the resolution of the other, allowed the direct computation of 
an interpolator for the low resolution data, referred to as the upsampling inverse filter (UIF). 
A comparison between the UIF and the best performing classical interpolator resulted in 
the submission and subsequent publication of this work in the joint IVCNZ'97 /DICTA'97 
proceedings. However, since this work is not directly related to the remainder of the research 
presented in this thesis no further mention of it is made. 
xvm PREFACE 
Astronomical imaging is an area of continuing research in the attempt to obtain diffraction-
limited images from ground-based telescopes. This is made difficult by the atmosphere, a 
region of random refractive index fluctuations surrounding the earth, which separates the 
ground-based observer from the objects of interest. Incoming light is distorted and infor-
mation lost before the imaging of this incomplete data is made by ground-based telescopes. 
Attempts to recover the lost information and improve the resolution of the measured data 
require the solution of many inverse problems. The aim of this thesis is to provide an 
overview of selected inverse problems in the field of astronomical imaging and the original 
contributions I have made during my PhD studies. 
The inverse problem of interest throughout this thesis is the compensation of the degrada-
tions introduced by the atmosphere to images captured by ground-based telescopes. New 
methods for the processing of single and multiple speckle data frames are discussed in detail 
in chapters 5 and 6. Prior information, for example positivity, is necessary to attempt to 
recover the lost information and resolution. Positivity is commonly enforced in the majority 
of algorithms developed for astronomical applications, as it is intensities, which cannot be 
negative, that are measured. A main result presented in this thesis is the development of 
an improved technique for enforcing positivity using quadratic programming methods. The 
extension of this method to blind deconvolution is also demonstrated, as are a variety of 
related deconvolution problems. 
Alternative compensation techniques include adaptive optics (AO) technologies, designed 
to compensate for the distortion introduced by the atmosphere in real-time. My investi-
gations in this area involved researching the estimation of atmospheric turbulence profiles 
from scintillation measurements. This information can then be used to improve the com-
pensation performance of AO systems by enabling the dominant turbulence to be targeted. 
Existing scintillation detection and ranging (SCIDAR) approaches are reviewed and im-
proved. Alternative methods for turbulence profiling are discussed in chapter 9 along with 
a proposed new method. 
PREFACE XIX 
0.0.1 Thesis organisation 
A brief description of the contents of each chapter is now given. 
A general introduction to image processing and inverse problems is presented in chapter 1. 
The astronomical imaging problem is outlined along with an in-depth introduction to the 
atmosphere and its effects. This chapter concludes with a brief description of each of the 
research areas detailed in later chapters. 
Chapter 2 introduces the notation and much of the mathematics necessary for the under-
standing of this thesis. Linear systems, transform, probability and information theories 
are all introduced. The linear system model describes a variety of degradations including 
the instantaneous effects of atmospheric turbulence. Transforms, in particular the Fourier 
transform, are fundamental to the algorithms developed in this thesis and are outlined in 
some detail in both continuous and discrete forms. Relevant aspects of probability theory, 
necessary for the investigation of the random refractive index fluctuations characteristic of 
the atmosphere, are also introduced. Finally, basic information theory concepts are out-
lined as required for an understanding of the maximum entropy error metric used in image 
restoration algorithms. 
An introduction to imaging through atmospheric turbulence is presented in chapter 3. Basic 
geometrical and Fourier optics theory is outlined. This includes diffraction, a key component 
of Fourier optics theory, which provides the basis for the simulation of scintillation outlined 
in chapter 4. Also presented is the imaging of atmospherically distorted images, important 
for providing an understanding of the forward problem relevant to astronomical imaging. 
This chapter concludes with a short introduction to emerging adaptive optics technologies 
for further improving the compensation of the effects of the atmosphere. 
Chapter 4 describes and demonstrates new and improved methods for the simulation of 
atmospheric turbulence and its effects. The assumptions made by many of the commonly 
used approaches are physically unjustified and hence do not accurately model the processes 
of interest. A previously presented method (Lane et al [94]) is both formalised and improved, 
xx PREFACE 
enabling the rapid simulation of accurate and realistic phase screens. These phase screens 
are then used in the simulation of accurate scintillation necessary for the testing of SCIDAR 
and related techniques and also in the simulation of accurate speckle images required for 
the testing and development of post processing techniques. In addition, extension to the 
simulation of non-Kolmogorov statistics is shown to be straightforward. 
Chapter 5 is concerned with estimating positive reconstructions from degraded measure-
ments using conventional deconvolution methods. Much of the work presented in this 
chapter is shown to be an improvement to a method proposed by Nakamura et al [117]. 
The resulting algorithm, developed from standard quadratic programming methods, is im-
plemented using the fast Fourier transform (FFT) and guarantees convergence to the con-
strained minimum for only a trivial amount of extra computation over other methods in 
common use, e.g. projected least squares methods. 
Chapter 6 investigates the blind deconvolution of astronomical images and includes a thor-
ough review of existing methods. The improved method for enforcing positivity, outlined in 
chapter 5, is extended to blind deconvolution. A variety of forms of prior information are 
used to regularise the problem, resulting in several original iterative blind deconvolution 
algorithms. The performance of these algorithms is demonstrated for the effects of noise, 
turbulence severity, starting estimate and form of prior information. 
Chapter 7 addresses the problem of estimating atmospheric turbulence profiles from mea-
sured scintillation data as necessary for site profiling and improving the performance of AO 
systems. The majority of the work in this area has been carried out by Vernin and his 
co-workers [4, 5,8, 26-28, 38,42,57, 58, 111, 132, 133, 165, 166, 168-170]. More recent contribu-
tions have been made to this field by Tyler and Steinhoff [161], Tyler [159] and Kluckers et 
al [85]. The inversion of the scintillation covariance is required to obtain an estimate of the 
turbulence profile C'f.r(h), the refractive index structure constant as a function of altitude. 
It is shown that the positivity enforcement outlined in chapter 5 can also be successfully 
applied to this problem. Experimental scintillation data, obtained during an observing run 
to the Mount John observatory, a University of Canterbury field station, is processed and 
PREFACE xxi 
analysed. Finally, difficulties that arose during the processing of the experimental data are 
addressed. 
Alternative techniques for the estimation of atmospheric turbulence profiles are presented 
in chapter 8. Established differential image motion monitor (DIMM) [142] and Hartmann 
differential image motion monitor (HDIMM) [10, 147] technologies are introduced. The 
extension of these methods to turbulence height estimation by the imaging of binary stars, 
as suggested by Bally et al [10], is demonstrated. Finally, a new technique requiring only 
single star scintillation is proposed and demonstrated. 
Conclusions and recommendations for future work are presented in chapter 9. 
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0.0.5 Astronomical and technical terms 
A glossary of relevant astronomical and technical terms is presented here. Much of this 
material has been taken from Barlow [12] and Ridpath [131]. 
Angular resolution A telescope's ability to distinguish, or resolve, an adjoining pair of 
objects (such as double stars) into two separate objects. 
Binary star A system of two stan; bound together by their mutual gravitation, that orbit 
about their common centre of mass. 
Coherent imaging The imaging of an object illuminated by coherent light, where coher-
ent illumination implies the optical field is perfectly correlated or deterministic, i.e. 
laser light. 
Double star A system of two stars located close to each other without having any real 
physical attraction. 
Diffraction-limited image An optical image whose resolution is limited only by the op-
tics with which it is captured. 
Incoherent imaging The imaging of objects illuminated by incoherent light, where each 
object point is assumed to be statistically independent of all other object points, e.g. 
self-luminous objects. 
Magnitude A measure of the brightness of a star expressed according to a logarithmic 
scale in which a difference of 5 magnitudes defines a brightness ratio of 100 to 1. 
GLOSSARY XXVll 
Phase screen A single realisation of the phase distortion introduced by the atmosphere. 
Pixel A contraction of picture element. The smallest element of a digital image, e.g. an 
individual element in a CCD array. 
Primary mirror The main light-gathering mirror of a reflecting telescope, that collects 
and focuses incoming light. 
Scintillation The amplitude fluctuations, or twinkling, resulting from the propagation of 
phase distorted wavefronts through the atmosphere. 
Secondary mirror Any mirror second in the optical path after the primary mirror. 
Seeing The angular extent to which a star's image is spread by turbulence in the earth's 
atmosphere; good seeing refers to atmospheric conditions in which most of the light 
is concentrated in a diameter smaller than 1 arc second. 
Spider The supports, in a telescope, holding the secondary mirror in place above the pri-
mary mirror. 
Wavefront A surface found by connecting points an equal optical path length from the 
source. 
Zenith angle The angular distance from the zenith to the observed object, where the 
zenith describes a point directly above the observer. 
Chapter 1 
Introduction 
Image processing deals with the capture, storage, interpretation, manipulation and improve-
ment of images, where an image is defined to be, 
" A physical likeness or representation of a person, animal, or thing, photographed, painted, 
sculptured, or otherwise made visible" [150], 
or alternatively, 
" An optical appearance or counterpart of an object, such as is produced by rays of light 
either reflected as from a mirror, refracted as through a lens, or falling on a surface after 
passing through a small aperture " [183]. 
Image processing can be split into four general areas; rectification, enhancement, restora-
tion and reconstruction [13]. Image rectification is concerned with the removal or correction 
of geometric and system induced distortions in digital images, e.g. the correct alignment 
of images with each other. Essentially it describes the operations that are used to trans-
form an image into standard format. For example, airborne side looking radar images are 
subject to severe geometric distortions and may require geometric correction before inter-
pretation [29]. Image enhancement aims to improve the visual appearance of an image or 
1 
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convert it to a form better suited for display or analysis. This could be in the form of edge 
enhancement, pseudocolouring, noise filtering, sharpening or magnifying [79]. It should be 
noted that the information content of the image is not increased during image rectification 
and enhancement, it is merely manipulated to suit a specific purpose. Real world images 
often suffer from unwanted distortion. The identification, modelling, estimating and revers-
ing of degradations associated with images is known as image restoration, and is an area 
of particular interest in this thesis. The restoration of an image degraded by atmospheric 
turbulence is an example of an image restoration problem, where a large number of diverse 
methods have been proposed for this application. Image reconstruction on the other hand 
deals with the reconstruction of detail in severely distorted images, when the distortion is 
known a priori, e.g. the deblurring of an image when the blurring function is known. 
1.1 Image formation, detection and recording 
The desire to manipulate and improve images leads to the need for accurate understanding 
and modelling of the image formation, detection, recording and degradation processes. 
The relationships or transformations between an object and its measured quantity must 
be understood in order for it to be accurately modelled. The object, the quantity being 
measured, is defined in object space using the (e, 77) coordinate system. 
An object can be illuminated by an independent source of light or radiant energy. For 
example a planet, which is illuminated by the sun. Alternatively, an object can be self-
luminous, e.g. a star, whereupon it emits its own light. An image is formed when the 
radiant energy from the object, whether it is emitted or reflected, is intercepted by an 
image forming system, e.g. the eye or a man-made optical system. An image is defined by 
a different coordinate system, (x, y), in image space (see Fig. 1.1). 
Image formation in visible light is hindered by the non-penetrating nature of the radiation 
at that wavelength. Consider the situation illustrated in Fig. 1.2, only the light passing 
through the aperture can be used to form the image. The truncation of light waves by the 
aperture, resulting in the distortion of the image, is due to the physical phenomenon called 








Figure 1.1: Mapping between object and image spaces. 
diffraction, which is of the utmost importance in the theory of optical imaging systems. 
Diffraction effects are generally thought to be harmful, since the best images are formed 
when all the light from the object travels undistorted to the detector. Diffraction effects 
occur wherever light waves are truncated, an example being the propagation of light through 
an imaging system, and cannot be removed. The resolution limit imposed by diffraction is 
termed the diffraction-limit. Diffraction theory is presented in chapter 3 and simulation of 
the diffraction phenomenon is detailed in chapter 4. 
Aperture Observation Plane 
Figure 1.2: The general diffraction prnblem. 
Image detection and recording are also important processes, as it is not possible to process 
4 CHAPTER 1. INTRODUCTION 
an image without a system to sense and record it [3]. Photochemical, e.g. film, and 
photoelectronic, e.g. a charge coupled device ( CCD) camera, technologies are available. 
The silver halides on the surface of photographic film change after exposure to light, and 
hence record the scene of interest. The human eye also detects and records images. Here the 
image is formed on the retina, the surface of which is covered by millions of light receptors 
which become excited by light energy. Photoelectronic imaging devices, however, separate 
the detection and recording processes. A photoactive surface detects the image and then 
scanning electronics record the image formed on the surface. 
Noise and measurement artifacts are inherent to the image detection and recording processes. 
Finite storage capacity and finite measurement times place limits on the amount of infor-
mation that can be recorded and hence the quality of the corresponding image restoration. 
In addition, noise can be a major problem as noise sources are varied and are found every-
where. Components in the imaging and readout electronics of a system introduce signal 
independent noise, often modelled as Gaussian noise. Astronomical imaging applications 
also suffer from photon or shot noise, which is described by Poisson statistics and is due 
to the random arrival times and locations of photons in the detector. In some cases the 
light propagating from an object undergoes mechanical or thermal degradation that further 
reduces its resolution. A good example of this is the imaging of an object that is located 
behind a heat haze. 
The transformation, distortion and loss of information the object suffers before and while it 
is imaged is referred to here as the forward or direct problem. Investigation of the forward 
problem is essential to its successful inversion. For example, an estimate of the object is 
obtained when the measured data is passed through an appropriate inverse transformation. 
The forward transformation could simply be a Fourier transform (described in section 2.4.1) 
as is the case in a number of engineering and optics problems. The corresponding inverse 
transformation is then performed with use of the inverse Fourier transform. However, often 
the transformation is not so simple and as a result the forward problem must be accurately 
modelled and understood before the corresponding inversion can be addressed. 
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1. 2 The image model 
A simple degradation model has four parts to it; f (x, y) represents the object, h(x, y; e, rt) 
the degradation or point spread function (PSF), n(x, y) the additive noise and d(x, y) the 
observed image. Assuming that the system is linear, the degraded image can be represented 
as [79) 
d(x, y) = l: l: J(e, rt)h(x, y; e, rt)dedrt + n(x, y). (1.1) 
For implementation on a digital computer these continuous quantities must be approximated 
by a series of discrete points, a process known as sampling (see section 2.5.1). This leads 
to the discrete form of Eq. (1.1), given by [11) 
00 00 
d(x,y) = L L f(k,l)h(x,y;k,l) +n(x,y), (1.2) 
k=-ool=-oo 
where d(x,y), f(x,y), h(x,y;k,l) and n(x,y) now represent matrices and k and l take on 
integer values. This model can incorporate both space variant and invariant distortions. 
Space variant blurs can be very complicated and are not required in this thesis. Instead the 
distortion is considered to be linear space invariant (LSI). The PSF can now be expressed 
as 
h(x, y; k, l) = h(x - k, y - l). (1.3) 
A number of simple distortion models, for example blur due to camera motion or at-
mospheric turbulence, are described by this model. The 2D superposition summation for a 
space invariant PSF becomes 
00 00 
d(x,y) = L L f(k,l)h(x -k,y-l) +n(x,y). (1.4) 
k=-ool=-oo 
This ce.n also be expTessed in <m equivalent and more compci..ct form 
d(x, y) = h(x, y) 0 f (x, y) + n(x, y), (1.5) 
where 0 denotes the 2D convolution operator. The model described by Eq. (1.5) is illus-
trated in Fig. 1.3. 
The digital image degradation process is often represented in terms of a matrix vector 
formulation, 






Figure 1.3: Simple degradation model. 
n(x,y) 
g(x,y) 




where d the observed data, f the original image and n the noise are now represented by 
vectors and H is a matrix representing the linear convolution with h. The vectors d, f 
and n are created by stacking the rows (or columns) of the original matrices. Assuming 
the original image has dimensions N x N, the corresponding dimensions after the stacking 
operation are N 2 x 1, i.e. 
JT = [f(l, l)f (1, 2) ... f(l, N), f (2, 1) ... f(N, N)f, (1.7) 
and the corresponding H matrix has dimensions N 2 x N 2 . 
A large part of the work presented in this thesis is directed towards estimating the true 
object from degraded image measurements, with and without prior knowledge of the PSF. 
The simple convolution model of Eq. (1.2) models the forward problem for many real world 
processes, and therefore permits a thorough investigation of the behaviour and possible 
outcomes of processes of this nature. An understanding of the forward problem is essential 
to the success of inversion techniques. As a result the forward problems relevant to the 
areas presented in this thesis are addressed in some detail in the following chapters. 
1. 3 Inverse problems 
Scientific measurements of physical quantities are made in the fields of physics, astronomy, 
electrical engineering and in everyday life. In many cases the desired measurements can be 
made directly. Often, however, the object of interest is not directly measurable, so indirect, 
incomplete or distorted measurements are made. This process results in a significant loss 
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of information which must then be inferred or recovered from these measurements. The 
relationships or transformations between the object and its measured quantity must be 
understood and modelled before an inversion can be performed, where this inversion is 
typically referred to as an inverse problem. Many inverse problems occur in everyday 
life, for example geophysicists are interested in the earth's interior but are restricted to 
measurements from the surface [39], whereas astronomers try to infer information about the 
stars from their measurements of them [155]. In fact, image restoration and reconstruction 
problems are examples of inverse problems. 
1.4 Astronomical imaging 
Astronomical imaging is an example of an image restoration or inverse problem. This 
thesis investigates inverse problems related to the improvement of astronomical images. 
The objects of interest are generally celestial bodies such as stars, planets, galaxies, nebulae 
and moons. These are separated from ground-based telescopes by the atmosphere, which 
optically consists of layers of varying refractive index surrounding the earth. The incoming 
wavefronts are distorted by the atmosphere, reducing the quality and resolution of the 
observed and recorded images. As is the case with all inverse problems it is necessary 
to investigate the forward problem, in this case the atmosphere, to aid the reversal of its 
effects. 
1.4.1 The atmosphere 
The atmosphere consists of an envelope of gases and particles surrounding the earth. Tur-
bulence arises because the atmosphere is warmed during the day and cooled at night. The 
combination of these temperature fluctuations with water vapour and the wind result in 
the mixing of air with water vapour and warm air with cool air. This in turn varies the 
refractive index, which is a function of the temperature and the concentration of water 
vapour. The heating of air in this manner results in large scale motions. As the turbulence 
develops, the kinetic energy of the large scale motions is transferred to smaller and smaller 
scale motions [87], eventually resulting in randomly sized and distributed pockets of air 
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known as turbulent eddies [139]. The scale of motions giving rise to turbulence is from 
the outer scale, Lo, which is in the order of 10s of metres down to the small scale motions 
described by the inner scale, lo, which is usually in the order of millimetres. 
The atmosphere can be divided into four sections; the troposphere, stratosphere, mesosphere 
and thermosphere, where the elevation of each layer is displayed in Fig. 1.4. The tropopause 
separates the troposphere and stratosphere. The stratopause and mesopause separate the 
stratosphere and mesosphere, and mesosphere and thermosphere respectively. Atmospheric 
















Figure 1.4: The structure of the atmosphere. 
The statistical distribution of the size and number of turbulent eddies is characterised 
by the power spectral density (PSD) of the refractive index fluctuations, <J)N(K;), where 
atmospheric turbulence is often modelled by Kolmogorov statistics [139]. The PSD for 
Kolmogorov statistics is given by 
(1.8) 
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where K, denotes the scalar-wavenumber vector (K,x, K,y, K,z), and C'Jv is the structure constant 
of refractive index fluctuations. C'fv gives a measure of the turbulence severity and is 
measured in units of m-2/ 3 , Turbulence can also be characterised by its temperature and 
humidity PSDs, <T>r(K,) and <T>c(K,) respectively, both of which also obey a -11/3 power law. 
Kolmogorov's theory assumes an infinite outer scale and zero inner scale. These are explic-
itly taken into account by the von Karmen spectrum, which has a power spectrum given 
by [139] 
(1.9) 
where K 0 = 21f/L0 and Km= 5.92/10 • 
Large amounts of research have been directed at analysing, measuring and understanding 
the atmosphere. There is considerable evidence that turbulence in the free atmosphere 
is confined to thin, horizontal layers separated by non-turbulent regions [134, 163]. The 
thickness of the layers is thought to be in the order of 100-200m with C'Jv values increasing 
by more than an order of magnitude above the background levels in these distinct layers. 
A number of turbulence models have been suggested that mathematically describe C'fv 
values for a range of altitudes, h. Daytime turbulence models include the Hufnagel-Valley 
and submarine laser communications day (SLC-Day) models [139]. The Hufnagel-Valley 
turbulence model is given by 
+ Aexp { -h/100} , (1.10) 
where A sets the turbulence strength near the ground and vis the high altitude wind speed. 
Whereas, nighttime models include a modified Hufnagel-Valley profile and the Greenwood 
profile. The modified Hufnagel-Valley profile is 
C'fv (h) 8.16 x 10-54h10exp { -h/1000} + 3.02 x 10-17 exp {-h/5000} 
+ 1.90 x 10-15exp { -h/100}. (1.11) 
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Although the natural atmosphere is turbulent in nature and degrades resolution, turbulence 
is not restricted to the free atmosphere. There are five distinct contributing elements to 
the degradation of images of celestial bodies [169]. These are the free atmosphere, the 
boundary layer, the surface layer, dome seeing and mirror seeing. Mirror seeing and dome 
seeing correspond to the turbulence occurring inside the telescope and dome. The surface 
layer turbulence describes the interface between the air inside and outside the dome. This 
has been recognised as a significant contribution to degradation in image resolution [134]. 
The boundary layer extends to 10s of metres above the ground. Finally turbulence in the 
free atmosphere describes the natural turbulence found in the troposphere and above. 
Information on boundary layer turbulence can be obtained using ground-based or tower 
mounted high speed temperature sensors. Acoustic, radar and aircraft soundings can also be 
used. Turbulence in the free atmosphere is harder to measure. Often remote measurements 
are made using balloon-borne instrumentation [8,25,167,169], radar soundings [41,163], laser 
scintillations [53] and stellar scintillation analysis [8, 26, 85]. However, since the atmosphere 
can change rapidly it is important that it can be measured efficiently. The use of balloon-
borne instrumentation is not adequate as it captures only a snapshot of the turbulence that 
it passes through, so the information relating to higher altitudes corresponds to turbulence 
that may have changed considerably since the low altitude measurements were made. The 
remote sensing of stellar scintillation measurements is more suited to this application as it 
includes information relating to the entire turbulence profile at any one time and can be 
inferred from measurements made from a ground-based telescope. 
1.4.2 The astronomical problem 
Atmospheric turbulence is a major problem in astronomy or in fact any application having 
optical paths through the atmosphere [167]. For astronomers, the objects of interest are 
often distant stars, where stars are modelled as point sources that emit spherical wave-
fronts. After propagation over hundreds of light years, the spherical wavefronts incident 
on the atmosphere can be considered to be planar. These planar wavefronts encounter the 
atmosphere, which acts like a collection of lenses of different refractive indices [16], a few 
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kilometres above the earth. As the wavefronts pass through the atmosphere, they undergo 
a phase distortion. Propagation of this phase distortion introduces amplitude fluctuations, 
known as scintillation. As a consequence, the wavefronts entering the telescope pupil suffer 
from both phase and amplitude variations. 
In the absence of atmospheric turbulence the planar wavefronts emitted from a distant star 
continue undistorted to the telescope aperture. The resolution of the recorded image is 
limited only by the finite size of the aperture and is defined as the diffraction-limited image. 
Diffraction effects spread the ideal image of a star from a single point to a small region of 
points. In practice, the effects of the atmosphere cannot be ignored. The phase distortion 
introduced by the atmosphere is illustrated in Fig. 1.5. Light that has passed through 
atmospheric turbulence results in the formation of a severely distorted image referred to 
as a speckle image, due to is speckled appearance. The aim is, therefore, to estimate the 
diffraction-limited image from single or multiple speckle images. 
The phase distortion introduced by the atmosphere is more severe than the resulting scin-
tillation and hence the scintillation is often neglected [134]. However, scintillation can be 
used to determine information about the structure of the atmosphere [85]. The size of the 
scintillation detail is given by the Fresnel length, r f, 
(1.12) 
where A is the wavelength of light and z the distance of propagation. Therefore, as the 
height of the turbulent layer or the distance of propagation increases the Fresnel length also 
increases as iHustrated in Fig. 1.6. The propagation of light from the top of the atmu:-;vhere 
to the telescope aperture can be derived from diffraction theory and is investigated in 
chapter 4. 
Many of the parameters used to characterise atmospheric turbulence can be derived from 
Fried's parameter or the turbulence coherence length, denoted by r0 . Fried's parameter can 
be computed from the C'Jv.(h) profile by [162] 
















Figure 1.5: Tl1e astronomical problem. The diffraction limited image 
is obtained when no distortion is introduced by the atmosphere. The 
speckled appearance of the speckle image is due to the effects of the 
atmosphern. 
where k = 2{ is the wavenumber and ( is the zenith angle. It represents the effective 
diameter of a telescope capable of producing diffraction-limited images in the corresponding 
conditions. At a good astronomical site it is generally of the order of 2cm to 20cm for 
visible light [134]. Because the expression for r0 contains C'fv(h), A and the propagation 
path in one expression, it is widely used for scaling laws and the description of atmospheric 
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(a) (b) 
(c) (d) 
Figure 1.6: Sample scintillation patterns for propagation distances of (a) 
2.5km, (b) 5km, (c) 7.5km, and (d) lOkm. Note that each scintillation 
pattern is of dimensions lm by lm. 
phenomena [162]. 
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Other parameters often used to characterise the turbulence are the isoplanatic angle and 
turbulence time constant, denoted by 80 and To respectively. The isoplanatic angle is the 
largest angle of separation between two objects where the turbulence induced distortions 
of each object can be considered identical. Similarly, the isoplanatic patch is the patch of 
sky over which the distortion can be considered to be unchanging. The isoplanatic angle 
is small for astronomical observations in the visible wavelength range [139], typically 2-3 
arcseconds. It can also be expressed in terms of C'Jv(h) [162], the turbulence severity as a 
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function of height, 
[ I ]
-3/5 
Bo= 2.9k2sec(() C'fv(h)h513dh (1.14) 
The turbulence time constant, To, specifies the time interval over which the turbulence 
remains essentially unchanged and is often in the order of milliseconds. It can be expressed 
in terms of C'Jv(h) and v(h), the turbulence velocity profile [85], 
To= [2.9k2sec(() j C'fv(h)v513(h)dh]- 315 (1.15) 
Turbulence is driven by winds in the atmosphere. The wind velocity, v(h), can be estimated 
by experiment or from wind models. For example, the Bufton model [123] is an example of 
a wind model where 
{ [
h - 9400] 
2
} v(h) = 5 + 30exp -
4800 
. (1.16) 
A number of techniques are used to eliminate the effects of the atmosphere. A good telescope 
above the atmosphere, for example the Hubble space telescope (HST), is able to obtain 
almost diffraction-limited images. Other suggestions have included placing observatories on 
the moon [184]. However, space telescopes are far more expensive to build and maintain 
than those on the ground. In addition, the size and weight is restricted by the need to place 
the telescope in orbit. 
The general and more cost effective ground-based techniques used to deal with the effects 
of the atmosphere, have fallen into two general classes; freezing the turbulence by capturing 
short exposure images and secondly compensating the wavefront in real-time [93]. The first 
class of techniques refers to the post processing of short exposure frames on a computer to 
recover the lost resolution. Such techniques include speckle interferometry [90], bispectral 
analysis [7] and deconvolution techniques [91]. The second class of techniques refers to 
adaptive optics systems. Here the aim is to compensate for the distortion introduced by the 
atmosphere in real-time, that is to remove the wavefront distortion before the wavefront is 
detected. Aspects of these two classes of approaches are investigated in detail throughout 
this thesis. 
Simulation of atmospheric turbulence and stellar scintillation is necessary for the research 
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and development of the techniques outlined above. Although many such techniques exist, 
improved techniques have been developed throughout the course of this research, to improve 
the accuracy, understanding and simulation of the astronomical problem and are presented 
in chapter 4. The algorithms and simulation tools developed throughout this thesis were 
generated using Matlab [113) and Mathematica [112). 
1.5 Post processing 
The majority of post processing techniques can be considered to be image restoration tech-
niques, where image restoration describes the inversion process used to obtain an estimate 
of the object from distorted or incomplete data (see Fig. 1.7). The aim is to reconstruct 
the original object from the contaminated measurements. A main application is the recon-
struction of stellar objects from astronomical speckle images. However, the post processing 
techniques mentioned and developed throughout this thesis can be applied to a variety of 
other problems also, for example medical imaging and remote sensing. 
Speckle images, used by post processing algorithms, capture the instantaneous effect of 
the atmosphere. As a result the simple degradation model of Eq. (1.5) can be applied, 
where h(x, y) is the distortion introduced by the atmosphere at the instant the frame was 
captured. The relationship between the degraded image and the object is defined as a 
convolution. Hence, reversing the effects of the degradation can be considered to be a 
deconvolution problem. Many different approaches have been used to solve this problem 
including filtering techniques as well as direct and iterative methods. 
There are several different classes of deconvolution problems and all are investigated through-
out this thesis. In a conventional deconvolution problem the aim is to recover f (x, y) and 
n(x, y) from the degraded image d(x, y) and an estimate of the point spread function (PSF), 
h(x, y). Therefore, conventional deconvolution algorithms can deblur images provided area-
sonably accurate estimate of the blurring function is available. Often, the image is de blurred 
using a filter derived from the blurring function, for example inverse and Wiener filters [13). 
In addition, many iterative techniques have been proposed and are commonly used, for 
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(a) (b) 
Figure 1. 7: A sample rnstorntion prnblem. (a) The degraded image and 
(b) the original image. The aim is to rnstorn (b), often from the infor-
mation given in (a). 
example the CLEAN (108) and Richardson-Lucy (104, 130) algorithms. 
A more complicated restoration problem is the blind deconvolution problem, which includes 
both single frame and ensemble varieties. In each case, no knowledge of the PSF is assumed, 
so the potential applications are much wider than those of conventional deconvolution. 
The single frame blind deconvolution problem is the most difficult to solve. Here the 
aim is to recover f (x, y), h(x, y) and n(x, y) from a single observed data frame, d(x, y). 
The difficulty arises due to measurement noise and the lack of known information. Post 
processing techniques suffer from a low single frame signal to noise ratio (SNR) (138), a 
major limiting factor of single frame methods. The extension to an ensemble of speckle 
data frames is used to overcome the low SNR of the single frame problem. 
When more than one frame of data is considered, the simple linear degradation model of 
Eq. (1.5) becomes 
(1.17) 
where 1 ~ i ~ N and N is the number of speckle images. The aim is then to recover 
f (x, y), hi(x, y) and ni(x, y) from di(x, y), the observed frames. Astronomical imaging 
data can be used for ensemble blind deconvolution as it is easy and cheap to obtain several 
versions of the same distorted image. This is because the atmosphere is continually changing 
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while the object is assumed constant. A large number of blind deconvolution algorithms 
have been developed from direct single frame techniques, such as zero sheets [92], to the 
more common iterative ensemble techniques resulting from the iterative blind deconvolution 
(IBD) algorithm of Ayers and Dainty [6]. Applications include astronomical imaging [143], 
photography, crystallography, electron microscopy [43], medical imaging, positron emission 
tomography (PET) [83] and many others. 
A significant problem with blind deconvolution is the issue of uniqueness. As so little infor-
mation is available, there is no way of choosing one set of estimates over another. However, 
the use of a priori information about the object and/or the PSF can be used to narrow down 
the possible solution sets. A priori information can include energy, smoothness, positivity 
and support information, however, even with the addition of prior information, ambiguities 
still exist. Enforcing positivity is particularly relevant in the astronomical arena since nega-
tive photons have no physical meaning. Numerous techniques exist for enforcing positivity, 
each with their associated advantages and disadvantages. A new technique for enforcing 
positivity in deconvolution problems is presented in chapter 5 and is extended to blind 
deconvolution in chapter 6. 
1.6 Adaptive optics 
" . . . refers to a set of techniques that corrects turbulence-induced phase distortions by me-
chanically deforming a reflective surface in the optical train of the telescope" [122]. 
The adaptive optics (AO) concept was first proposed by Babcock in the early 1950s [9] and 
the first small scale AO systems were constructed during the mid 1970s [122]. The aim of 
an AO system is to remove the wavefront distortion introduced by the atmosphere before 
the wavefront is detected. AO technology covers a wide range of disciplines from chemistry 
to electrical engineering. However, it is the data processing and performance aspects of AO 
systems that are of interest here. 
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A standard AO system consists of four main parts; a bright reference source, a wavefront 
sensor, a correction element and a control system. A sample system containing the four 
main elements is illustrated in Fig. 1.8. An AO system found in nature is the eye. The 
eye can adapt to various conditions and improve the quality of the image perceived. In this 
case the control system is the brain as it interprets an image, determines a correction and 

















Figure 1.8: A simple adaptive optics system. 
Astronomers are often interested in very faint objects, those that do not emit enough light to 
enable wavefront measurement, and extended objects such as planets. A suitable reference 
source along the propagation path is required to estimate the wavefront distortion. Often, 
the reference source is chosen to be a bright unresolvable star. However, suitable stars are 
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not always available. A solution in the form of artificial sources, known as synthetic beacons 
or laser guide stars, was first proposed by Feinlieb in 1982 [123] and independently by Foy 
and Labeyrie in 1985 [52]. They can be placed at specific locations in the sky and used to 
obtain accurate measurements of the phase distortion. One technique for generating a laser 
guide star is to focus a laser beam on a relatively low altitude portion of the atmosphere, i.e. 
10-20km. The back scattered or Rayleigh scattered light in the direction of the telescope is 
used to measure the turbulence induced distortions. An alternative to the laser guide star is 
the sodium beacon [34]. In this case the sodium atoms in the sodium layer, 90km above the 
earth, are excited and give off light energy which can be used for wavefront measurements. 
The wavefront sensor obtains the phase measurements, representing the distortion intro-
duced by the atmosphere, from the reference source. The distorted wavefront can be de-
tected and analysed with a shearing interferometer [178], a Shack-Hartmann wavefront 
sensor [97] or a curvature sensor [135]. A shearing interferometer splits the incoming light 
and recombines it, forming interference patterns which correspond to distortion at points 
across the aperture. The average wavefront slope is then estimated from the interference 
patterns. The Shack-Hartmann wavefront sensor splits the aperture into many subapertures 
or lenslets. Each subaperture focuses a spot onto a detector in the focal plane, allowing 
the local wavefront slope to be determined. A curvature sensor determines the curvature 
in each subaperture by differencing intensities measured at equal distances before and after 
the focal plane. When the slope or curvature information has been obtained, the phase 
estimate is computed using a phase reconstruction algorithm [148]. A final alternative is 
that of phase retrieval which has also been suggested as a means for wavefront sensing [95]. 
The correction or compensation element is generally a single deformable mirror (DM), 
although systems with multiple correction elements are becoming more common. There 
are several types of deformable mirrors, including monolithic [69], segmented [77] and bi-
morph [144] varieties. The monolithic mirror is comprised of a single piece of glass that 
is controlled by a grid of ceramic piezoelectric actuators. Segmented mirrors consist of a 
mosaic of small lightweight mirrors, each of which can move independently and is generally 
controlled by a servo motor. With precise control the resulting surface can be nearly as 
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smooth as that due to a one piece mirror. An emerging technology is that of bimorph 
mirrors consisting of sandwiches of two unlike piezoelectric layers, creating an electronically 
controllable deformable surface or membrane. 
The phase measurements made by the wavefront sensor are fed into the control system. It 
uses these measurements to calculate the changes necessary to make the deformable mirror 
the opposite or conjugate of the instantaneous atmospheric distortion. Signals are then sent 
to the actuators or pistons controlling the deformable mirror. The corrected light can now 
be detected and recorded. 
The entire process, from the measurement of the degradation to the appropriate deformation 
of the correction element, must be performed faster than the rate of change of the turbulence. 
Effectively, the surface of the deformable mirror is continually changing in an effort to 
represent the conjugate of the turbulence, and hence eliminate its effects. However, an 
AO system cannot produce diffraction-limited images due to the finite limitations of the 
wavefront sensor, deformable mirror and the time delays between sensing and correcting for 
the distortion introduced by the turbulence. 
As well as the problems of finite delay times and limitations inherent to the various compo-
nents of the system, there are other limitations. Firstly, the reference star must be bright 
enough. This can be achieved by use of artificial guide stars as the reference source, if no 
suitable natural stars are within the same isoplanatic patch. In addition, the compensation 
is limited to a small region around the reference star, which is in the order of several arc-
seconds for visible light. Methods have been proposed and trialed for increasing the field 
of view (FOV) over which compensation can be performed, some of which are outlined in 
section 3.5. Finally, due to the limited number of degrees of freedom of the deformable 
mirror, restoration will not be complete, so further post processing may be required. 
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1. 7 Estimating atmospheric turbulence profiles 
An increasing number of modern telescopes are being equipped with state of the art AO 
systems, having the potential to compensate in real-time for the phase distortion introduced 
by the atmosphere. For these systems to be effective a precise characterisation of the 
atmosphere is required. The problem of estimating, modelling and simulating atmospheric 
turbulence profiles is an essential step in the design and development of AO systems. 
A remote sensing technique for profiling atmospheric turbulence is the scintillation detec-
tion and ranging (SCIDAR) technique proposed by Vernin and Roddier in 1973 [170] and 
modified by Fuchs et al in 1994 [57]. Binary star scintillation patterns are measured and 
processed to produce C'fv(h) and v(h) profiles. These techniques have been trialed at observ-
ing sites around the world, as well as at the local Mount John observatory. The development 
of a series of SCIDAR simulation and analysis tools presented in chapter 7, brought to light 
a number of problems with these techniques. New processing methods to overcome these 
inadequacies are discussed and demonstrated. 
Problems with aspects of the inversion to obtain C'fv(h) profiles and the need to find binary 
stars of a suitable brightness and separation led to the investigation and development of 
a technique requiring only single star measurements. The advantage is that there are 
considerably more suitable single stars than there are binary stars. An outline of this 
technique and other alternatives to the SCIDAR methods are given in chapter 8. 
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Chapter 2 
Mathematical Preliminaries 
This chapter introduces the notation, terminology and some of the mathematical require-
ments necessary for the understanding of this thesis. Only general mathematics and con-
cepts are outlined, with the theory necessary for specific problems in later chapters being 
introduced when required. 
Section 2.1 introduces the notation used throughout this thesis to represent vectors, matri-
ces, functions and complex numbers. Section 2.2 introduces a variety of special functions. 
A large number of special functions have been developed to help in the mathematical de-
scription of real problems. One example is the delta function, used to characterise linear 
S~fstems and model point sources. 
Linear systems theory which describes many real problems, including astronomical imaging, 
is outlined in section 2.3. The mathematical tools of convolution and correlation which 
are often used to simplify linear systems theory are also discussed. Section 2.4 introduces 
transform theory. Transforms are powerful in that they can be used to simplify the numerical 
processing of physical problems. Particular use is made of the Fourier transform as it 
describes the transformations of quantities in astronomy, microscopy and crystallography. 
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In addition, many of the properties of the Fourier transform are used throughout this thesis. 
The cosine, Hankel and Fresnel transforms, closely related to the Fourier transform, are also 
introduced. Throughout this thesis these transforms are used in their discrete forms and 
the corresponding discrete transforms are detailed in later sections of this chapter. 
A number of areas relating to the processing of real images are presented in section 2.5. The 
majority of the computation required for image processing applications is performed on a 
digital computer. Consequently, there is often the need to represent continuous quantities 
digitally. Discretisation of a continuous quantity involves both sampling and quantisation. 
Sampling describes the process in which a continuous signal is approximated by a series of 
discrete points. The sampling theorem of Whittaker, Shannon and Nyquist is introduced 
in section 2.5.1. Also discussed are a variety of associated practical considerations such 
as undersampling and oversampling. Quantisation deals with the conversion of a sampled 
quantity into a quantity that is discrete in both time and amplitude. Finally, real world 
limitations place restrictions on the energy contained in and size of an image, and these are 
also discussed along with an introduction to positive images. 
Physical phenomena can be described as either deterministic or random. A deterministic 
variable is completely predictable or "known", e.g. if a monochromatic light wave with a 
known complex field distribution is incident on a transparent aperture in a perfectly opaque 
screen, the resulting complex field distribution some distance away from the screen can be 
calculated precisely by using the well-established diffraction formulae of wave optics [67]. 
In contrast, a random quantity is "unknown" or unpredictable and is generally described 
by its statistical behaviour, for example the complex field resulting from a monochromatic 
light wave after passing through a region of unknown random atmospheric turbulence can 
no longer be calculated. Most signals of interest have a random component due to factors 
such as noise, introduced by optical components or the photon nature of light, and random 
distortions inherent when transmitting information through a channel or region of space. 
Probability theory, introduced in section 2.6, is used to model these quantities. Basic 
probability theory concepts are fundamental to all areas of research presented in this thesis. 
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The final area introduced is that of information theory (section 2.7). Information theory 
has made contributions to communications, statistical inference, probability, statistics and 
engineering and deals with mathematical modelling and analysis [71]. In particular, the key 
concepts of information and entropy are defined as needed for the investigation of maximum 
entropy based image restoration techniques discussed in chapters 5 and 7. 
2 .1 Notation 
2.1.1 Vectors and matrices 
A vector of components (x1, x2, ... Xn) is often represented by the corresponding bold lower 
case letter, x. A matrix describes a rectangular array of numbers, i.e. 
(2.1) 
XNN 
and is often represented by the corresponding bold upper case letter, X. In both cases 
individual components are denoted by lower case subscripts. For example, Xn denotes the 
nth element of the vector x and aij is the element of the matrix A corresponding to the ith 
row and jth column. The size of a matrix or vector is given as the number of rows by the 
number of columns, e.g. N x Nor N x 1. A square matrix has the same number of rows 
and columns. 
The transpose of a matrix A, is denoted by AT. If 
an ai2 aiN 
a21 a22 
A= (2.2) 
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then 
AT= (2.3) 
The identity matrix, I, is a diagonal matrix with ls on the diagonal and Os off the diagonal. 
It is analogous to 1 in numerical algebra. If there exists an A -l such that A-1 A= AA -l = 
I, then A is an invertible matrix and A -l is referred to as the inverse of A. 
When the inverse of A does not exist it is sometimes possible to compute the pseudoinverse 
of A, denoted by A+, which inverts the parts of A that can be inverted. To compute 
the pseudoinverse it is first necessary to decompose the matrix A using the singular value 
decomposition (SVD) (137, 149]. For an m x n matrix A the SVD gives 
A=UAVT, (2.4) 
where A is a diagonal matrix containing the singular values of A, U = (U1, U2, ... Um), 
where the Ui are the left singular vectors of A and V = (Vi, Vi, ... Vn), where the Vi are 
the right singular vectors of A. The pseudoinverse of A is then calculated as 
(2.5) 
A real symmetric matrix or Hermitian matrix A can be decomposed into (151] 
A, TT .l ur A= Ul\. ~, (2.6) 
where A is a diagonal matrix containing the eigenvalues of A and U = (U1, U2, ... , Un), 
where the Ui are the orthonormal eigenvectors of A. 
2.1.2 Functions 
Mathematical functions are used to represent various physical phenomena. Often these 
functions can be expressed in terms of explicit mathematical formulae of one or several 
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independent variables. For example, f ( x) denotes a function of a single variable x and 
f (x, y) a function of two variables x and y, where the variables are enclosed in round 
brackets. Functions of two variables are the main focus throughout this thesis as they are 
used to represent images and extensively in the analysis of optical systems. A circumflex 
over a quantity, i.e. f (x, y), indicates that it is an estimate of the original quantity f(x, y). 
When f (x, y) is known to represent an image, i.e. the context of the problem is known, the 
( x, y) coordinates may be omitted leaving only f. 
Consider the function 
Y = f(x). (2.7) 
If y is a single-valued function, then only one value of y for each x exists. Whereas, a 
multiple-valued function can have more than one value of y for each x. Functions in which 
the range of y values includes only real numbers are referred to as real-valued functions. 
Functions including real and complex numbers are known as complex-valued functions. 
Many functions exhibit symmetries which can be used to simplify the data processing re-
quired for various applications. For example, functions are often assumed to be periodic for 
computation purposes. A periodic function, 
f (x) = f(x + nT), (2.8) 
where n is an integer and T the period off, repeats itself at intervals of T. An even function 
obeys 
f (x) = f (-x), 
whereas an odd function satisfies, 
f (x) = -f (-x). (2.10) 
A conjugate-symmetric or Hermitian function satisfies, 
f (x) = f*(x), (2.11) 
where a superscript * denotes complex conjugation. 
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A 2D function is said to be separable in a particular coordinate system if it can be written 
as a product of two lD functions, each of which depends only on one of the coordinates. 
Thus f (x, y) is separable if 
J(x, y) = g(x)h(y) (2.12) 
where g(x) is a function only of x and h(y) is a function only of y. 
2.1.3 Coordinate spaces 
A particularly common function of space is the two-dimensional (2D) picture or image. 
Although images can be of any number of dimensions, the images discussed in this thesis 
are restricted to two dimensions. 
Mathematical transforms are used to convert data represented by a particular coordinate 
system to an equivalent, but different, representation using a different set of coordinate 
vectors. An image exists in image space, spanned by its cartesian position vector, x = 
{ x, y}. Transformations between quantities in optics can often be described by the Fourier 
transform. The Fourier transform or spectrum of an image exists in Fourier space, (see 
section 2.4.1), spanned by the 2D position vector u = {u,v}. Images are denoted by lower 
case roman letters with the corresponding upper case letters being used to denote their 
Fourier transforms. 
2.1.4 Complex numbers 
The concept of an imaginary quantity, essential to the theory of complex numbers, first 
appeared in the work of Giralamo Cardano in 1545 [182]. However, it was R. Bombelli who 
first saw the value in the use of imaginary quantities [182]. 
A complex number, c, is an expression of the form 
c =a+ jb, (2.13) 
where a and b are real numbers and j satisfies j 2 = -1. Here a and b are the real and imag-
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inary parts of c, denoted by Re(c) and Im(c) respectively. Hence, an equivalent expression 
for c is 
c = Re(c) + jlm(c). (2.14) 
Geometrically, a complex quantity c =a+ jb is represented by the point (a, b) in a rectan-
gular coordinate system known as the complex plane (see Fig. 2.1), which is also spanned 
by the cartesian coordinates { x, y }. A complex number is said to be real when b = 0 and 
pure imaginary when a = 0. Real numbers exist on the x axis only, whereas pure imaginary 
numbers exist on they axis. 
Imaginary Axis 
b ..............• c 
~~-+---~~~~~-x 
a Real Axis 
Figure 2.1: Location of the complex number c = a+ jb in the complex 
plane. 
Perhaps the most useful way of representing complex numbers is in polar form, e.g. 
c rexp(jB), 
iclexp{jPh( c) }. 
(2.15) 
(2.16) 
Here lei and r are referred to as the magnitude, absolute value or modulus of c and B or 
Ph(c) as the argument or phase of c, where 
r 
or alternatively, 
!cl = J a2 + b2 = JRe(c)2 + Im(c)2 










a+ jb = r (cose + jsine). 
(2.20) 
(2.21) 
The complex conjugate of c is denoted by c* and is obtained by replacing each j with -j, 
i.e. c* =a - jb. Note 
(2.22) 
2.2 Special functions 
In science and engineering a number of functions have evolved to allow for "nice" math-
ematical descriptions of real phenomena, where these functions tend to be piecewise in 
nature. The functions outlined in this section include the Dirac delta function, the comb 
and rectangle functions. In addition to the definition of these piecewise functions a num-
ber of additional functions are defined; the chirp, Gaussian, sine and circle functions. The 
former are all separable functions and hence can be written as the product of equivalent 
one-dimensional functions. The circle function is a circularly symmetric function and can, 
therefore, be defined as a function of the radius alone. 
2.2.1 Dirac delta function 
The Dirac delta function, 8 ( x, y), often referred to as the impulse function, is used exten-
sively in the analysis of linear systems. It is frequently used to represent point sources or 
model ideal realisations of physical quantities. For example, stars are often modelled as 
point sources. 
In one-dimension (lD) the Dirac delta function is defined as 
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The two-dimensional (2D) Dirac delta function is defined as, 
O(x,y) ~ { : x = O,y = 0 (2.24) 
otherwise 
A property of the delta function is that 
l: l: <5(x, y)dxdy = 1. (2.25) 
The delta function has a number of useful mathematical properties. The sifting property is 
useful in that it provides a means for "sifting" a single value of the function f (x, y) [60], 
f (xo, Yo) = l: l: f(x, y)<5(x - xo, y - Yo)dxdy. (2.26) 
The discrete delta function is different to the continuous forms expressed in Eqs. (2.23) and 
(2.24). It is represented graphically as a spike of unit height, as opposed to infinity, located 






.91 -0.5 0 0.5 -1 -1 
(a) (b) 
Figure 2.2: The Dirac delta function in (a) lD and (b) 2D. 
2.2.2 Comb function 
The comb function, comb(x, y), is a relative of the impulse function. It describes an array 
of delta functions, given the name "comb" due to its physical comblike appearance. In lD, 
00 
comb(x) = L <5(x - n), (2.27) 
n=-oo 
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where n takes on only integer values (see Fig. 2.3(a)). In 2D this becomes, 
00 00 





where once again n and mare integers (see Fig. 2.3(b)). The comb function is commonly 







.92 -1 0 2 -2 -2 
(a) (b) 
Figure 2.3: The comb function in (a) 1D and (b) 2D. 
2.2.3 Rectangle function 
The rectangle function is also a piecewise function. In the time domain it can be used to 
represent a shutter operation in a camera, whereas in the spatial domain it is often used to 
describe the transmittance of an aperture. In this thesis square and rectangular apertures 
are used for the simulation of atmospheric turbulence, scintillation and Shack-Hartmann 
wavefront sensors. In lD the rectangle function is defined as, 
rect(x) = { ~ (2.30) 
otherwise 
This produces a rectangle of unity height, centred at the origin. Extension to 2D gives, 
{ 0
1 
rect(x, y) = (2.31) 
otherwise 
rect ( x )rect (y). (2.32) 
The rectangle function in one and two dimensions is illustrated in Fig. 2.4. 






.91 -0.5 0 0.5 -1 -1 
(a) (b) 
Figure 2.4: The rectangle function in (a) 1D and (b) 2D. 
2.2.4 Circle function 
The circle function is useful for representing circular apertures inherent to components 
found in all optical systems and hence of particular relevance in this thesis. It is defined by, 
circ(r) ~ { ~ (2.33) 
otherwise 
where r = Jx2 + y2 (see Fig. 2.5). The circle function can also be obtained by rotation of 







.92 -1 0 2 -2 -2 
(a) (b) 
Figure 2.5: The circle function in (a) lD and (b) 2D. 
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2.2.5 Sine function 
The sine function plays an important role in imaging theory. It is defined in lD as [71], 
. ( ) sin('rrx) sine x = , 
'lrX 
(2.34) 
and arises from the Fourier transform of the rectangle function. It has a height of 1 at x = 0 
and approaches 0 as x -+ oo, oscillating through positive and negative values. The width 
between the first two zero-crossings (nearest the origin) is two, with the function passing 
through zero at x = ±1, ±2, ±3 . . . ± oo. 
In 2D it is given by, 
sinc(x, y) 
sin( 7rX) sin( 7ry) 
7rX 7rY 
sinc(x )sinc(y). 







JV\) \/\/j 5 
-5 0 5 
(a) 






It should also be noted that the Fourier transform of the circle function, the Airy disk 
function, is important in optics and is introduced in chapter 3. 
2.2. SPECIAL FUNCTIONS 35 
2.2.6 Gaussian function 
The Gaussian function in lD is defined as 
(2.37) 
The corresponding representation in 2D is 
exp(-7r(x2 + y2 )) = exp(-7rx2)exp(-7ry2). (2.38) 
See Fig. 2. 7 for a graphical representation of the Gaussian function in one and two dimen-
sions. The Gaussian function is used in chapter 4 to apply the more physically justifiable 







.£>2 -1 0 2 -2 -2 
(a) (b) 
Figure 2.7: The Gaussian function in (a) lD and (b) 2D. 
2.2. 7 Chirp function 
The chirp function is expressed in lD as 
(2.39) 
where ax is a real constant. In 2D this expression becomes 
(2.40) 
where ax and ay are real constants. It is a function of uniform magnitude and quadratic 
phase, hence it is a complex-valued function. The real and imaginary parts of a sample 
chirp function are illustrated in Fig. 2.8. 
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(a) (b) 
Figure 2.8: A sample chirp function. (a) Real part and (b) imaginary 
part. 
The chirp function has a number of useful properties and is used extensively in the analysis 
of the diffractive process. It describes the effect of a convex lens on the field traversing the 
lens and the degree of defocus in the imaging system. In addition, it describes the spreading 
within the diffractive process. Hence, knowledge of the chirp makes it possible to determine 
how the input is spread to the output. 
2.3 Linear systems 
Many physical processes can be described or modelled by linear systems theory. It is for 
this reason that many mathematical tools, for example convolution and correlation, have 
been developed to simplify these systems. Consider the linear system represented in Fig. 
2.9 (c.f. Fig. 1.3). Let the linear system transformation that maps the input f (x, y) to the 
output g(x, y) be represented by H {}, i.e. 
g(x, y) = H {f (x, y)}. (2.41) 
A linear system obeys the principle of superposition, that is the response to any number of 
inputs is equal to the sum of the responses to each individual input. This can be illustrated 
mathematically as 
H{c1fi(x,y) + c2f2(x,y)} ciH{f1(x,y)} + c2H{f2(x,y)} 





Figure 2.9: Simple degradation model. 






A linear system is characterised by its response to a point source or delta function, which is 
referred to as the impulse response in lD and the point spread function (PSF) in 2D. The 
point spread function is aptly named as it describes the transformation or spreading that a 
single point undergoes as it passes through the system. Since an image can be considered 
to be a sum of weighted point sources, the response of a linear system to an image is a 
sum of scaled and shifted versions of the point spread function. Mathematically the PSF is 
defined as 
h(x,y;e,ry) = lf{6(x,y;e,ry)}, (2.42) 
where h(x, y; e' ry) can describe both space variant and space invariant point spread func-
tions. An important subset of linear systems, are linear time and space invariant systems, in 
which h(x, y; e, ry) = h(x-e, y-ry). In communications theory a matched filter describes any 
system in which the output is a time reversed and delayed version of the input signal, hence 
linear time and shift invariant systems can be described as matched filters. Throughout this 
thesis a linear system is taken to mean a linear shift invariant (LSI) system. In practice, 
no system is shift invariant over an entire plane, but can be considered to be shift invariant 
over small regions, known as isoplanatic patches, in which the assumption is valid. It should 
be noted that regions of space varying phenomenon can be assumed to be isoplanatic, the 
images obtained from these regions are then assumed to behave as if imaged from a linear 
space invariant system with an appropriate choice of point spread function. 
The output of a linear system to an input image f ( e, ry) that utilises the sifting property of 
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the delta function (Eq. (2.26)) is 
g(x,y) 
2.3.1 Convolution 
H {/_: 1_: J(e, 77)o(x, y; e, 77)aea77} 
1_: /_: f(e, 77)H { o(x, y; e, 77)} aea77 
1_: 1_: J (e, 77)h(x, y; e, 77)aea77. (2.43) 
Substitution of the linear shift invariant PSF, h(x - e, y - 77), into Eq. (2.43) gives the 
convolution integral, 
g(x,y) 1_: 1_: J(e, 77)h(x - e, Y - 77)aea77 
f (x, y) 8 h(x, y) 
(2.44) 
(2.45) 
which mathematically describes the process of convolution. Here 8 denotes the 2D convolu-
tion operator and f(x, y) and h(x, y) are termed the components of the convolution g(x, y). 
An irreducible function cannot be expressed as the convolution of two or more components. 
A function that can be expressed as a convolution of two or more components is termed a 
composite function. Hence, the function f (x) is composite if 
f(x) = fi(x) 8 fz(x) ... fN(x), (2.46) 
for an integer value N > 1. 
The convolution operation has a number of properties that are relevant to this thesis, and 
are listed below. The corresponding proofs can be found in Gaskill [60]. 
Commutative property 
f(x) 8 h(x) = h(x) 8 f(x). (2.47) 
Distributive property 
[av(x) + bw(x)] 8 h(x) =a [v(x) 8 h(x)] + b [w(x) 8 h(x)]. (2.48) 
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Shift invariance 
If 
f(x) 0 h(x) = g(x), (2.49) 
then 
f(x - xo) 0 h(x) = g(x - xo). (2.50) 
Associative property 
[v(x) 0 w(x)] 0 h(x) = v(x) 0 [w(x) 0 h(x)). (2.51) 
Convolution with delta functions 
f(x) 0 8(x - xo) = f (xo). (2.52) 
Smoothing 
Given g(x) = f(x) 0 h(x) it is generally true that g(x) is smoother than either f(x) or 
h(x). The process of convolution tends to round sharp detail present in the convolution 
components, as it can be considered to be a low pass filtering operation. 
2.3.2 Correlation 
and is defined as 
f (x, y) * h(x, y) = l: l: f(e, rt)h(x + e, y + rt)dedrt, (2.53) 
where * denotes the 2D correlation operator. It is calculated in a similar way to the 
convolution integral. In fact, the correlation operation can be represented in terms of the 
convolution operation, i.e. 
f (x, y) * h(x, y) = f (x, y) 0 h(-x, -y). (2.54) 
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When the functions are complex the cross correlation is defined by 
(2.55) 
where h*(x, y) denotes the complex conjugate of h(x, y). The autocorrelation function, 
a special case of the correlation function, describes the correlation of a signal with its 
conjugate, 
(2.56) 
The correlation function behaves in a similar manner to the convolution function with one 
significant difference. The correlation operation does not commute, i.e. 
f (x, y) * h(x, y) =/= h(x, y) * f (x, y), (2.57) 
indicating that the correlation operation is not shift invariant, since if f and h are identical 
but offset, then f * h and h * f will produce peaks that are displaced by equal amounts on 
opposite sides of the origin. 
The correlation of two signals f (x, y) and h(x, y) gives a direct measure of the similarity 
of the fluctuations in each. It assigns a set of numerical values to the "closeness" between 
the signals f (x, y) and h(x, y) [176). A single peak of the correlation function at the origin 
indicates an exact correlation. If the correlation function peaks for a particular ( x, y), then 
the two signals achieve the closest match when displaced by that amount. If a negative 
peak occurs at the origin, the two signals are anticorrelated, in that the fluctuations are 
similar in a negative sense. Finally, small correlation values indicate little or no correlation. 
2 .4 Transform theory 
Transforms are used as mathematical tools to replace a problem that cannot be solved easily 
with one that can be readily solved. For example, the use of a suitable transform, e.g. the 
Fourier transform or the Laplace transform, aids the solution of a differential equation by 
converting it to an algebraic expression. A number of transforms are used throughout this 
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thesis; the Fourier, Hankel, Fresnel and cosine transforms. However, in most cases it is the 
discrete versions of the transforms that are utilised. 
The Fourier transform (FT) has by far the largest application in this thesis. It is a pow-
erful tool, especially in the analysis of linear systems. The Fourier transform of a function 
decomposes it into a linear combination of exponentials of the form exp(j2n-jt). The re-
sponse of a linear system is then the sum of the scaled and shifted exp(j27r ft) terms. In 
addition, the Fourier transform describes many artificial and physical processes involving 
wave phenomena, e.g. the operation of antennae, lenses, eyes and ears. 
There are many variations and special cases of the FT. The Hankel transform (HT), some-
times referred to as the Fourier-Bessel transform, is one example. It corresponds to the 
FT of a circularly symmetric function. The 2D FT of a circularly symmetric function re-
duces to the lD Hankel transform, with the result also being circularly symmetric. Another 
variation of the FT is the Fresnel transform. In this case the FT kernel is modified by a 
quadratic phase term. It describes an approximation made to simplify calculation of dif-
fraction patterns in diffraction theory and is introduced with the concept of diffraction in 
chapter 3. Finally, the cosine transform (CT) is also very similar to the FT except where 
the FT assumes periodicity at the image boundary the CT assumes reflection. As a result 
it decomposes the function of interest into a linear combination of cosines. 
2.4.1 Fourier transform 
The Fourier transform (FT) is an example of an integral transform, where an integral 
transform traditionally refers to the generalised expansion, as an integral rather than a 
series sum, of a function in a continuum of oscillating exponential or related functions [176]. 
Other integral transforms include the Hankel, Laplace and cosine transforms. The integral 
transform of a function f(t) defined on a.::; t.::; band denoted by I{f (t)} is [45]: 
I{f(t)} =lb K(t,k)f(t)dt, (2.58) 
where K ( t, k) represents the kernel and k the transformation variable. 
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The Fourier transform is a generalisation of the Fourier series, therefore, it is necessary to 
introduce the concept of a Fourier series (FS). A periodic signal f ( t), of period To, can be 
expanded into a Fourier series provided it satisfies the Dirichlet conditions [60, 71]: 
1. f (t) is single-valued within the interval -To/2 < t < To/2 
2. f (t) has a finite number of discontinuities in -To/2 < t < To/2 
3. f (t) has a finite number of maxima and minima in -To/2 < t < To/2 and 
4. f(t) is absolutely integrable on -To/2 < t < To/2, i.e. 
!
To/2 
/f(t)/dt < 00. 
-To/2 










-;:;::;- f (t)dt 
.LO -To/2 
2 !To/2 -;:;::;- J (t)cos(27rnfot)dt n = 1, 2, ... oo and 
.LO -To/2 
2 rTo/2 _, , . , . . .. 








An alternative, but equivalent, expression for the Fourier series expansion of f (t) is in 
complex or exponential form. Here, 
00 




Cn = -;:;::;- j(t)exp(-j27rnfot)dt 
.LO -To/2 
n=-oo, ... ,-2,-1,0,1,2, ... oo . (2.66) 
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A FS expansion of a periodic signal is equivalent to resolving the signal into its various 
harmonic or complex exponential components. Decomposition of a non-periodic signal in 
terms of these same complex exponential functions requires use of the Fourier transform. 
This is obtained by setting To --+ oo in Eq. (2.66). Complex exponentials are the eigen-
functions of linear space invariant systems, i.e. the output of a LSI system when a complex 
exponential is input to it is another complex exponential. 
The FT of a lD function f ( t) is defined as [71], 
J='{f(t)} = F(f) = 1_: J(t)exp(-j27rft)dt (2.67) 
where J='{} denotes the FT operation and has the form of an integral transform defined in 
Eq. (2.58). Given F(j), the original signal is recovered using the inverse Fourier transform 
(IFT), defined as 
.r-1{F(f)} = 1_: F(j)exp(j27rft)df (2.68) 
where .r-1{} denotes the inverse Fourier transform operation. F(f) is termed the spectrum 
off (t) and f (t) and F(f) form a Fourier transform pair indicated in this thesis by a double 
ended arrow, i.e. f (t) +-+ F(j). This also emphasises the invertible relationship existing 
between an image and its transform, i.e. 
J='{f (t)} F(f) 
.r-1{ F(f)} f (t). 
Throughout this thesis 2D signals are the main focus and hence the 2D FT is required. 
The 2D FT kernel is a function of the spatial domain variables { x, y} and Fourier domain 
variables {u,v}. The 2D forward and inverse FTs of f(x,y) and F(u,v) are given by [66], 
F(u, v) = 1_: 1_: J(x, y)exp(-j27r(ux + vy))dxdy (2.69) 
and 
f (x, y) = 1_: 1_: F(u, v)exp(j27r(ux + vy))dudv. (2.70) 
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The 2D FT is an example of a separable transform since it can be performed by a series of 
operations in each dimension. For example, it is possible to write Eq. (2.69) as 
F(u, v) = J: [J: f(x, y)exp(-j27rux)dx] exp(-j27rvy)dy (2.71) 
and perform a lD FT in the x-direction followed by a lD FT along the y-direction. 
The FT properties relevant to this thesis are outlined below and summarised in Table 2.1 
which also includes some additional properties. The relevant properties are stated here 
for the 2D case only. Proofs and additional properties can be found in Goodman [66] and 
Gaskill [60]. 
Linearity theorem 
If f(x, y) ++ F(u, v), h(x, y) ++ H(u, v) and a and bare arbitrary constants, then 
:F{af(x,y) + bh(x,y)} a:F{f (x, y)} + b:F{h(x, y)} 
aF(u, v) + bH(u, v). 
(2.72) 
(2. 73) 
Thus the spectrum of a sum of signals can be computed by adding their individual spectra. 
Similarity theorem 
If f(x, y) ++ F(u, v) and a and bare real non-zero constants, then 
1 (u v) :F{f(ax, by)}= ~F ~' b . (2.74) 
This indicates that if the width of a function is increased its FT becomes narrower. Hence 
stretching in the spatial domain results in a contraction in the frequency domain. 
Shift theorem 
If f ( x, y) ++ F ( u, v) and a and b are real-valued constants, then 
:F {f (x - a, y - b)} = F(u, v)exp(-j27r(ua +vb)). (2.75) 
The FT of a function shifted in the spatial domain contains a linear phase shift in the 
frequency domain. 
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Parseval's theorem 
If f (x, y) H F(u, v), 
i: i: lf(x, y)l 2dxdy = i: i: IF(u, v)l 2 dudv. (2.76) 
Eq. (2. 76) indicates that no energy is lost as a result of the transformation process. 
Convolution theorem 
If f (x, y) H F(u, v) and h(x, y) H H(u, v), 
:F{f(x, y) 0 h(x, y)} = F(u, v)H(u, v). (2.77) 
This is a very important property of the FT and is used extensively throughout this thesis. 
The FT of a convolution is simply given by the product of the individual transforms. The 
converse is also true, i.e. 
:F{f(x, y)h(x, y)} = F(u, v) 0 H(u, v). (2.78) 
Autocorrelation theorem 
If f (x, y) H F(u, v), 
:F{f(x, y) * f*(x, y)} = IF(u, v)l 2 (2.79) 
and similarly, 
:F{lf(x, y)l 2 } = F(u, v) * F*(u, v). (2.80) 
Note that IF(u,v)l 2 is the power spectral density (PSD) or power spectrum of f(x,y). If 
f (xi y) if;; rea\ its ;:u1tnr.orn~latinn is n~al an<l even an<l itR power Rpectrum is real and even. 
2.4.2 Hankel transform 
Functions exhibiting radial or circular symmetry are frequently encountered in the analysis 
of optical systems due to the circular nature of the system components, for example, lenses 
and aperture stops [60]. A circularly symmetric function can be written as a function of 
the radius only, i.e. 
g(r, e) = g(r). (2.81) 
46 CHAPTER 2. MATHEMATICAL PRELIMINARIES 
Property Spatial domain Frequency domain 
Definition f(x,y) F(u, v) 
Linearity af (x, y) + bh(x, y) aF(u, v) + bH(u, v) 
Similarity (Time scaling) f (ax, by) 1 F (u v) labT a' 7i 
Shift (in time) f(x-a,y-b) F(u, v)exp[-j27r(ua +vb)] 
Shift (in frequency) f (x, y)exp(-j27r(ax +by)) F(u - a, v - b) 
Duality F(x, y) f(-u, -v) 
Convolution J(x,y) 8 h(x,y) F(u, v)H(u, v) 
Cross correlation f(x, y) * h(x, y) F(u, v)H(-u, -v) 
Autocorrelation f(x, y) * f*(x, y) IF(u, v)[ 2 
Multiplication in time J(x,y)h(x,y) F(u, v) 8 H(u, v) 
Conjugate Functions J*(x,y) F*(-u, -v) 
Differentiation 8f(x,y) j21fuF(u, v) ax 
Table 2.1: Fourier transform prnperties. 
A property of a circularly symmetric function is that its transform is also circularly sym-
metric and can be found using the lD Fourier-Bessel or Hankel transform of zeroth order. 
The Hankel transform of g(r), denoted by G(p), is given by [66] 
G(p) = 1i{g(r)} = 27r fo 00 g(r)Jo(27rpr)rdr, (2.82) 
where Jo(x) is a zeroth order Bessel function of the first kind. The inverse Hankel transform 
which is used to obtain g(r) from G(p) is defined as [66] 
g(r) = 1i-1{G(p)} = 27r fo 00 G(p)Jo(27rpr)pdp. (2.83) 
Eqs. (2.82) and (2.83) clearly show that the Hankel transform is self reciprocal, that is the 
forward and inverse kernels are identical. 
The zeroth order Hankel transform is in fact a special case of the Hankel transform of order 
v, where [60] 
U(p; v) = 27r fo 00 u(r)Jv(27rpr)rdr, (2.84) 
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and 
u(r) = 27r fo00 U(p; v)Jv(27rrp)pdp. (2.85) 
Here lv is a vth order Bessel function of the first kind. Since only the zeroth order Hankel 
transform is related to the Fourier transform and of relevance to this thesis any future 
reference to the Hankel transform refers to the zeroth order Hankel transform. 
2.4.3 Cosine transform 
The cosine transform, also known as the Fourier cosine transform, is an example of another 
integral transform which is a special case of the Fourier transform. When the function f(t), 
defined on (-oo, oo), is an even function, the Fourier transform of f(t) reduces to the cosine 
transform off (t). The cosine transform and its inverse are defined by [116] 
Fc(k) = Fc{f(t)} = ~ fo 00 cos(kt)f(t)dt (2.86) 
and 
(2.87) 
The discrete version of this transform, known as the DCT, is of interest in this thesis and 
is outlined in section 2.5.3. It is used as an alternative to the FFT to avoid spectral leakage 
effects in the numerical simulation of scintillation (see chapter 4). 
2.5 Real world images 
2.5.1 Sampling 
When processing data with the aid of a digital computer it is necessary to describe contin-
uous data by its values at a discrete set of points. It is also often desirable to describe a 
function by a discrete number of points when dealing with the limited data handling capa-
bilities of all physical devices. The value of the image at the sampled points corresponds 
to the original function values at those points when performing point sampling. When per-
forming area sampling, as in CCDs [177] and Shack-Hartmann sensors, each sample value is 
obtained by integrating over each sensor and corresponds to the average of the light falling 
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on it. In most cases a set of equispaced values of an image or signal are recorded to provide 
an approximation to it. If the samples are taken sufficiently close to each other, the sampled 
values provide an accurate representation of the original function [66]. The original function 
can then be reconstructed from its samples by interpolation. In fact, provided a function is 
bandlimited it can be reconstructed exactly if sampled sufficiently closely. 
For point sampling, considered here, the sample values correspond to the function values 
evaluated at the sampling points. The sampling interval, 6., describes the separation of the 
sampling points in lD. In 2D the sampling interval is denoted by 6.x in the x coordinate 
direction and 6.y in the y coordinate direction. The sampling rate (sometimes referred to 
as the sampling frequency) is the reciprocal of the sampling interval, i.e. Is = 1/ 6.. As 
6. ---+ 0 the sampled function tends to the original function. 
Let g(t) describe a continuous bandlimited lD function. Its Fourier transform, G(f), illus-
trated in Fig. 2.lO(a), is clearly bandlimited since it is only non-zero for -W < G(f) < W. 
Let g8 (t) denote the sampled version of g(t), where 
00 
9s(t) = L 6(t - n6.)g(t) (2.88) 
n=-oo 
comb(~) g(t). (2.89) 
The corresponding sampling rate or frequency is 1/ 6.. The spectrum of g8 (t) is obtained 
by applying the convolution theorem (section 2.3.1) to Eq. (2.89), 
:F {comb(~)} 0 :F {g(t)} 
6.comb(6.I) 0 G(f) 
6. nf:oo 6 (1 - 2) 0 G(f) 
6. nf:oo G (I - 2) 
1 00 
Is n~oo G(f - nls)· (2.90) 
Therefore, the sampling of a signal causes its spectrum to be repeated periodically as 
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Figure 2.10: (a) The spectrum of g(t). (b) The spectrum of 9s(t). 
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illustrated in Fig. 2.lO(b). Inspection of Eq. (2.90) indicates that the repeated spectra 
of G(f) can be separated provided G(f) = 0 for Iii 2:: Wand 
This is equivalent to requiring 





Two-dimensional spectra can be recovered provided G(u, v) = 0 for lxl 2:: Wu, IYI 2:: Wv and 
1 1 
6.x < -- 6.y < --. 
- 2Wu' - 2Wv 
(2.93) 
Eqs. (2.92) and (2.93) define the Whittaker-Shannon sampling theorem [60, 66]. The the-
orem states that any bandlimited function can be specified exactly by its sampled values, 
taken at regular intervals, provided that these intervals do not exceed some critical sampling 
interval. The critical sampling interval, termed the Nyquist interval, is given by Eq. (2.92) 
and the corresponding Nyquist sampling rate is given by equality in Eq. (2.91). 
The continuous spectrum G(f) can be recovered by the multiplication of Gs(!) with a 
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rectangular window of width 2W, i.e. 
G(f) = G8 (f)rect ( 2~) , (2.94) 
which is equivalent to convolving g8 (t) with a sine function in the time domain to give 
g(t) = g8 (t) 8 2Wsinc(2Wt). (2.95) 
When the sampling rate is less than the Nyquist sampling rate the spectrum once again 
consists of repeated versions of G(f), however they are now overlapped (see Fig. 2.11). 
Multiplication of G8 (f) by a rectangular window, of width 2W, will no longer return G(f). 
Some of the signal information is lost due to aliasing, where high frequency components of 
the signal appear to take on the identity of a lower frequency in the spectrum or in other 









Figure 2.11: (a) The spectrum of g(t). (b) The spectrum of an under-
sampled version of g(t). 
Another example of aliasing is presented in Fig. 2.12, which illustrates lrad/s and llrad/s 
sinewaves. If sampled at lOrad/s, the corresponding function values at the sample points, 
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indicated by an '0' in Fig. 2.12, are identical making it impossible to determine the fre-
quency of the original signal. Generally the low frequency sinewave would be reconstructed 
from these samples, as it would be assumed that the original signal was sampled according 
to the Nyquist sampling criterion. 
-0.5 
2 
Figure 2.12: The aliasing phenomenon. Two sinewaves of lrnd/s and 
llrnd/s prnduce identical sample values when sampled at lOrnd/s. 
If g(t) is now sampled at a rate higher than the Nyquist rate, its Fourier transform consists 
of repeated versions of G(f) surrounded by empty space (see Fig. 2.13). This is often 
referred to as zeropacking. In this case the original spectrum can be more easily recovered 
since the choice of window function is not restricted to the rectangular window. 
2.5.2 Discrete Fourier transform 
The Fourier transform of a sampled image is given by the discrete Fourier transform (DFT). 
The DFT provides a simplistic approximation to the continuous FT. Consider the lD con-
tinuous FT integral, Eq. (2.67), 
X(f) = 1_: x(t)exp(-j27rft)dt. (2.96) 
It is not practical to use this for real data as only a finite amount of data is available. To 
combat this the DFT assumes that the data is periodic outside the range of available data, 
an assumption that may not be physically justifiable. 
The assumption of periodicity made by the DFT, allows the FT to be calculated via a 










Figure 2.13: (a) The spectrum of g(t). (b) The spectrum of an oversam-
pled version of g ( t). 
Fourier series calculation. Hence, 
00 




X(k) = T lo x(t)exp(-j27rkft)dt 
(2.97) 
(2.98) 
and T is the period of the available data. Eq. (2.98) is then converted into a summation 
using a crude rectangular approximation of N rectangles, each 6 wide. Ultimately, this 
gives the lD DFT, 
X(k) = ~ t 1 x(n)exp ( -j 2r.nk)\ . 
N n=O \ N 
(2.99) 
The inverse discrete Fourier transform (IDFT), in lD, is 
N-1 ( 2 k) 
x(n) = L X(k)exp j "; . 
k=O 
(2.100) 
In 2D the forward and inverse DFTs are given by (40] 
. 7f ux + vy N-lN-1 ( 2 ( )) 
F(u, v) = ~ ~ f (x, y)exp -J N (2.101) 
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and 
1 N-lN-1 (.21f(ux+vy)) 
f(x, y) = N 2 L L F(u, v)exp J N . 
u=O v=O 
(2.102) 
Since quantities that use the DFT are sampled, both the data and its transform are assumed 
periodic. This assumption of periodicity can lead to spectral leakage. If the available data 
is equal to the period of the original data, application of the DFT introduces no errors as 
illustrated in Fig. 2.14. The signal data in Fig. 2.14(a)(i) is equal to one period of the 
underlying signal illustrated in Fig. 2.14( a) (ii). Therefore, application of the DFT produces 
the correct transform (Fig. 2.14(a)(iii)). When the available signal data, Fig. 2.14(b)(i), 
is not equal to an exact multiple of the true period of the underlying signal, the DFT still 
assumes the signal is periodic, as shown in Fig. 2.14(b)(ii), producing the spectrum in Fig. 
2.14(b)(iii). The periodicity assumption of the DFT means that when the signal in Fig. 
2.14(b)(i) is repeated, discontinuities are introduced into the underlying signal assumed by 
the algorithm. Extra frequencies are required to represent this discontinuity and hence, 
some of the signal energy that should be located at the frequencies contained in the signal 
has leaked to other frequencies illustrating a phenomenon known as spectral leakage. 
Spectral leakage can be reduced by windowing the data before performing the DFT. This 
reduces the extent of the discontinuities, introduced by the periodicity assumption of the 
DFT, when the data is repeated (see Fig. 2.15). The rectangular window is the default 
window used by the DFT, and not a good choice when attempting to combat spectral 
leakage. There are many alternative window choices, including Hamming, Bartlett and 
Blackman windows (see Fig. 2.16). A specific window may, however, be more suited to one 
application than another, so choice and use of windowing is critical when analysing real 
data with the DFT. 
Evaluation of a lD FT requires N 2 multiplications for a vector of length N. As a result 
it is computationally expensive for large N. However, the fast Fourier transform (FFT), a 
computationally efficient algorithm for computing the DFT, was introduced in 1965 (37]. 
It is most efficient for sequence lengths in which N is a power of 2. The computation 
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Figure 2.14: Spectral leakage, a practical problem resulting from the 
periodicity assumption of the DFT. (a) (i) One period of the underlying 
signal. (ii) The underlying signal. (iii) The spectrum of the signal in 
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required for a lD FFT of a sequence of length N is Nlog2N multiplications. This provides 
a significant improvement for large N. In addition, the properties of the continuous FT are 
valid for the DFT and the FFT. All FTs computed in this thesis are via the FFT and are 
zeropacked where required to ensure that N is a power of 2. 
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(a) (b) 
Figure 2.15: The effect of windowing. (a) The unwindowed periodic data 
assumed by the DFT. (b) The same data windowed by a Bartlett win-
dow. The discontinuities present in (a) have been essentially eliminated 
by windowing. 
50 100 
Figure 2.16: Possible window functions; Bartlett (solid), Blackman (dot-
ted) and Hamming (dashed). 
2.5.3 Discrete cosine transform 
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The discrete cosine transform (DCT) is used to calculate the cosine transform of sampled 
signals. The DCT, developed by Ahmed et al [2] in 1974, is a close relative of the DFT. 
In fact, the FFT is often used to compute the DCT. The DCT is widely used in image 
compression [172], the JPEG, MPEG and CCITT standards all use the DCT as it is very 
effective at image compression since most of the energy in the data can be packed into a 
few transform coefficients. 
The DCT and IDCT of s(x) and Sc(u) respectively are defined in lD as [2], 
(2 n-l ((2x + 1) ) Sc(u) = y-;;;,C(u) ~ s(x)cos ~ U1f for u = O, 1, ... n - 1, (2.103) 
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and 
{2n-1 ((2 + 1) ) s(x) = y-;;;, ~ S(u)C(u)cos x
2









The DCT does not assume periodicity as the DF'l' does, however, it still has a special 
symmetry. Consider s(x), defined on the interval 0 ::::; x ::::; T. The extension outside 
the interval over which it is defined is the even extension of the sequence as illustrated in 
Fig. 2.17. The symmetry around the endpoints results in the assumption of a continuous 
underlying signal, producing a sequence that is even at x = 0 and x = T. As a result the 
DCT does not suffer from the spectral leakage problem to the same extent as the DFT. 
This property of the DCT is utilised in chapter 4 to combat spectral leakage effects in the 
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Figure 2.17: A r.nmpa.rison of t.hA ,c1ymmetries assumed by the DCT and 
DFT. (a) The original signal, (b) the underlying signal as assumed by 
the DOT and (c) the underlying signal as assumed by the DFT. 
2.5.4 Finite energy, finite size and compactness 
The physical size constraints of real world imaging equipment mean that only data within 
the field of view of the apparatus can be recorded. In some cases the object of interest 
may be small enough so that it fits completely within the instrument's field of view. More 
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often, however, the object is larger than the field of view and the resulting image of it is 
truncated during the capturing and recording processes. In addition, the recorded image is 
inevitably contaminated by noise. The noise can generally be considered to be randomly 
distributed with the root mean square amplitude denoted by the positive real number E, 
which describes the background noise or uncertainty level. In addition to restricting the 
size of real images, the practical limitations of the recording equipment place an upper limit 
on the image amplitudes that can be recorded, i.e. 
If (x, y)j < oo for all (x, y). (2.106) 
A consequence of these is that real world images must also be of finite energy, where the 
energy of an image f (x, y) is given by 
Et(x,y) = l: l: IJ(x, y)j 2dxdy. (2.107) 
When noise is present the level of contamination is often described in decibels (dB), with 
En(x,y) 
EdB = 10log10 E , 
f (x,y) 
(2.108) 
where n(x, y) represents the noise. 
It has already been established that a real image contains only a finite amount of energy. 
This combined with the size restriction imposed by the finite field of view of the imaging 
apparatus results in most of the image energy being contained in a finite region of space 
termed the support. The support of J(x,y) is denoted by Sf(x,y)· Outside St(x,y) the 
magnitude off (x, y) is in the order of E and so can be considered to be negligible, i.e. 
lf(x, y)j < E 
lf(x,y)j 2'.'. E 
outside support 
inside support. 
If this region is finite the image is said to have finite support. 
(2.109) 
(2.110) 
It is often computationally useful to define an image box B f(x,y), having sides parallel to the 
cartesian axes, which is just large enough to entirely encompass the support of the image 
f (x, y). The length of Bf(x,y) in the kth coordinate direction is defined as the extent, or 
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length of, f (x, y) in that direction. The extent in the kth direction is denoted by Lk(f). 
The image box is always larger than or equal to the support off (x, y) (see Fig. 2.18). 
A finite-valued image that has finite support is said to be compact [13]. If E = 0 in Eqs. 
(2.109) and (2.110) an image is said to be exactly compact, otherwise it is approximately 
compact. 
BJ(x,y) 
Figure 2.18: The support, image box and extents for an image f (x, y). 
2.5.5 Quantisation 
It is necessary to describe real data by its values at a discrete set of points for processing 
and storage as outlined in section 2.5.1. The next step in the process of analog to digital 
conversion is quantisation. Each sample value of g(t), represented by g(n6), is approxi-
mated by an integer multiple of the quantising step q. The sample values of g(n6) can 
take on one of a finite number of discrete amplitude levels. The quantised representation of 
g(t) is, therefore, discrete in both time and amplitude. A sample quantised signal and the 
original signal are illustrated in Fig. 2.19. The error introduced by the quantisation process 
is called quantisation noise, and is an example of the contamination inherent to the digital 
processing of real world images. The maximum quantisation error introduced in the output 
when rounding to the closest available amplitude level is q/2. It is also common to assume 
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that any possible quantisation error in the range -q/2 to q/2 is equally likely, corresponding 
to the assumption of a uniform distribution of quantisation errors. The variance of the error 
signal is thus 
100 1 jq/2 q2 x 2 fx(x)dx = - x2dx = --()() q -q/2 12 (2.111) 
where fx(x) is the uniform probability distribution function defined in section 2.6. Halving 
the size of the quantisation step decreases the quantisation error by 4. If the discrete 
amplitude levels are made close enough the quantised signal is essentially indistinguishable 
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Figure 2.19: Quantisation. (a) The original signal. (b) The same signal 
quantised to 20 amplitude levels. 
When an image has been quantised, each sample point becomes known as a pixel (short for 
picture element) (3). A pixel describes the basic unit of an image and is generally understood 
in 2D space where it represents a 2D area. 
2.5.6 Positivity 
The concept of a positive image complicates the mathematical solution to an image restora-
tion problem. If it is known that an image is formed from positive radiant energy compo-
nents then a solution containing negative components has no physical meaning. In addition, 
it is intensities that are measured and processed and intensities are always positive. This 
constraint must, therefore, be incorporated into the image restoration problem. Not only 
does enforcing positivity produce a more realistic solution it also helps to narrow down 
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the set of solutions from which the best match, according to the specified error metric, is 
selected. Existing and new methods for enforcing positivity are presented in chapter 5. 
2.6 Statistics and random processes 
Signals can be described as deterministic or random. A deterministic signal can be described 
exactly by an analytic expression or function. Therefore, the value of a deterministic signal 
at a specific instant in time is known. The value of a random signal, however, cannot 
be predicted in advance. A random signal could be a signal that has been transmitted 
through a noisy channel or a wave that has propagated through a region of inhomogeneous 
space. In fact, most signals of interest are random or contain a random component. As 
a result, statistical methods are required to describe these signals and extract the useful 
information contained in them. The mathematics behind the statistical characterisation of 
random signals is termed probability theory [71). 
2.6.1 Probability theory 
A random experiment is an experiment in which the outcome cannot be predicted in ad-
vance. Furthermore, if the experiment is repeated, the outcome can differ to a previous 
outcome. For each random experiment there is a set of possible outcomes, called the sam-
ple space and denoted by S. S can be infinite or finite depending on the experiment. An 
event, £, describes one possible outcome in the sample space, where each event has a prob-
ability associated with it. In the case of an event A the probability associated with it is 
denoted by P{A}. P{A} describes how likely or probable the occurrence of event A is. The 
probability of an event is intended to represent the likelihood that a trial of an experiment 
will result in the occurrence of that event. 
There are many possible techniques for assigning a probability to an event. However, the 
common approach is to find the probability of an event A, P{A}, that satisfies the axioms 
of probability: 
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1. o:::;P{A}:::;l. 
2. P{ S} = 1, hence S is termed the sure event. 
3. P{A + B} = P{A} + P{B}. If A and Bare mutually exclusive, i.e the occurrence of 
one guarantees that the second does not occur, P{AB} = {O}, where {O} denotes the 
null or impossible event. 
All the development and properties associated with probability theory can be derived, di-
rectly or indirectly, from the axioms of probability, for example the property of conditional 
probability. Consider an experiment that involves a pair of events A and B. The probability 
of an event B occurring, given that event A has already occurred, is denoted by P{BIA} 
and referred to as a conditional probability. It is defined mathematically as [71] 
P{BIA} = P{AB} 
P{A} 
assuming A has non-zero probability, i.e. P{A} > 0. This can be rewritten as 
P{AB} = P{BIA}P{A}, 
or alternatively as 




In some cases P{AIB}, P{B} and P{A} may be known, and the value of P{BIA} desired. 
Combining Eqs. (2.112) and (2.114) produces Bayes' rule 
nr AID) DfD) 
P{BIA} =-'- l£11.LJJ-'- l-'--'J 
P{A} 
(2.115) 
which relates P{AIB} and P{BIA}. 
If P{AIB} = P{A}, then the occurrence of event B provides no more information about the 
probability of the event A. In this case, A and B are said to be statistically independent. 
Statistical independence occurs if and only if 
P{AB} = P{A}P{B}. (2.116) 
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2.6.2 Random variables 
The outcome of an experiment can take on any point in the sample space, with the value 
being determined by experiment. Consider S = (s1, s2 ... ) as a set of possible outcomes 
of a random experiment. A function, X, that takes each possible outcome and assigns to 
it a real number X(s1),X(s2), ... is termed a random variable. It is possible to define both 
continuous and discrete random variables as necessary for dealing with the continuous and 
discrete outcomes of random experiments. A continuous random variable can take on any 
value in a particular observation interval, for instance the instantaneous value of a wavefront 
propagating through atmospheric turbulence. Whereas, a discrete random variable can take 
on only a discrete set of values, for example the value of a pixel in a gray scale image. 
Random variables are often described by their cumulative distribution function ( CDF), 
denoted by Fx(x) for a random variable X. This describes the probability that X assumes 
a value less than or equal to x, i.e. 
Fx(x) = P{X:::; x}. (2.117) 
Fx(x) is a monotonically increasing function, i.e. Fx(x1) :::; Fx(x2) if x1 < x2. In addition, 
O:::;Fx(x):::;l. 
A more common characterisation of a random variable X is by its probability density 
function (PDF), fx(x), where 
f , ( ) = dFx ( x) xx dx . (2.118) 
It follows that fx(x) must obey the following properties, 
1. J~ fx(x)dx = 1. 
The probability density function describes the "preferred" range of values that X assumes. 
It is always a non-negative function with a total area of unity. A wide variety of probability 
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distributions find common use. The uniform, normal (Gaussian) and Poisson probability 
density functions are outlined below. The uniform case gives no information on the preferred 
range for X between x1 and x2. Whereas, the Gaussian PDF is often used to describe sensor 
measurement noise and the Poisson PDF, photon or shot noise inherent to astronomical 
imaging problems. 
Uniform PDF 
Under the assumption of a uniform PDF Xis equally likely anywhere in the interval between 
x1 and x2, i.e. 
fx(x) ~ { ~'~"' Xl < X ::; X2 
elsewhere 
(2.119) 
Quantisation noise, for example, is assumed to be uniformly distributed (see section 2.5.5). 
Gaussian or Normal PDF 
A Gaussian or normal random variable X obeys the following PDF, 
1 { (x-µx)
2
} fx(x) = V2if exp - 2" 2nox 20"x 
(2.120) 
where µx and O"k denote the mean and variance of the distribution respectively. The 
Gaussian model is accurate for a wide variety of physical situations and it has numerous 
convenient mathematical properties. 
The central limit theorem provides the mathematical justification for using a Gaussian 
process as a model for a large number of different physical phenomena in which the observed 
random variable, at a particular instant of time, is the result of a large number of individual 
random events [71]. Let Xi, i = 1, 2, ... N be a set of statistically independent random 
variables, having arbitrary probability distributions with means µi, ... µN and variances 
O"t, ... O"'Jy. Let Z be a random variable, where 
N 
z = _1_ L xi - µi. 
.JN i=l O"i 
(2.121) 
The central limit theorem states that as N ---+ oo, the PDF for Z approaches a Gaussian 
PDF. 
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Poisson PDF 
A Poisson random variable X is described by the following PDF [22] 
fx(x) = ~ µ'1ex~~-µx) 8(x - k) (2.122) 
where µx represents both the mean and the variance. The Poisson PDF is commonly used 
in astronomical imaging applications where it models the photon nature of light. 
2.6.3 Moments 
The description of properties of random variable PDFs can often be accomplished by use of 
a few parameters, namely the moments of the random variables. The PDF of a Gaussian 
random variable is completely defined by the first two moments, whereas, the Poisson PDF 
requires only the first moment. 
The kth moment of a random variable X is defined as 
(2.123) 
where E denotes the statistical expectation operator and () represents an ensemble average. 
An ensemble describes a collection of similar statistical processes. Hence, an ensemble 
average is obtained by averaging across many statistically similar signals. 
The most important moments are the first two moments, µx and µ x2, 
µx = E[X] = (X) = l: xfx(x)dx (2.124) 
and 
(2.125) 
The first moment or mean value is often referred to as the expected value of the random 
variable X, whereas the second moment is the mean square value. 
The central moments are used to describe the fluctuations of a random variable around its 
mean. The kth central moment is given by 
(2.126) 
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An important central moment is the second central moment, or variance, generally denoted 
by lT1, where 
(}1=1: (x - µx) 2 fx(x)dx. (2.127) 
In fact, 
(2.128) 
The square root of the variance, lTX, is called the standard deviation of the random variable 
x. 
In many cases the outcome of a random experiment requires more than one random variable 
for its description. The statistics of two or more random variables are described by their 
joint statistics. The joint distribution function of two random variables, X and Y, describes 
the probability that a point (X, Y) lies in a specific quadrant in the (x, y) plane, i.e. 
Fxy(x, y) = P{X S x, Y Sy}. (2.129) 
The joint PDF of X and Y, fxy(x, y), is equal to the partial derivative of Fxy(x, y), 
f -( ) _ 8
2 Fxy(x, y) 
X1 x,y - 8x8y . (2.130) 
This has equivalent properties to PDFs for single random variables. That is, it is a monoton-
ically increasing function of x and y, is always non-negative and has a total volume of unity. 
Two random variables X and Y are statistically independent if knowledge of the outcome 
of X in no way affects the outcome of Y. This occurs if and only if 
P{XY} = P{X}P{Y}. (2.131) 
If Eq. (2.131) holds, then 
Fxy(x, y) = Fx(x)Fy(y) (2.132) 
and 
fxy(x, y) = fx(x)fy(y). (2.133) 
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The expected value of the product of two random variables is termed the correlation of X 
and Y, denoted by Rxy, where 
Rxy = E[XY] = l: l: xyfxy(x, y)dxdy. (2.134) 
The correlation of a random variable with itself is termed autocorrelation. The joint moment 
of centred random variables X and Y, is the covariance of X and Y, C XY, where 
Cxy E[(X - µx)(Y - µy)] l: l: (x - µx)(y- µy)fxy(x,y)dxdy. (2.135) (2.136) 
The covariance of a random variable with itself is termed autocovariance, and is equal to 
the variance of the random variable. The covariance and correlation of two variables are 
related by 
Cxy = Rxy - µxµy. (2.137) 
2.6.4 Random processes 
In many cases one may wish to analyse or characterise random time and/ or space varying 
signals or data, e.g. wavefronts passing through a turbulent medium. A collection, often 
referred to as an ensemble, of all realisations of random time/space varying signals is a 
random or stochastic process. The random process can be considered to be a generalisation 
of the concept of a random variable. It is again necessary to define a sample space, S, con-
taining all the possible outcomes of a random experiment. However, each possible outcome 
is now a function of time (or space). The random variable corresponding to an event A 
is X(A), often denoted by X. The random process associated with an event A is X(A, t), 
often denoted by X(t). Therefore, the theory of random processes describes functions of 
time or space that cannot be predicted in advance. An ensemble of sample time functions 
is illustrated in Fig. 2.20. 
A random process requires a different random variable to describe its statistics at each point 
in time. Let X(t1), X(t2), ... X(tn) denote the random variables obtained by observing X(t) 
at t =ti, t2, ... tn. Each random variable can be described by its corresponding CDF and 
2.6. STATISTICS AND RANDOM PROCESSES 







X2(t) C'\ : C>-. : I 
t 









Figure 2.20: An ensemble of sample functions, where ti and t 2 are the 
parameter values for which the joint density function fx(ti)X(t2 ) (x1, x2) 
is specifi.ed. 
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first order distribution function of X(t) and fx(t) the first order density function of X(t). 
The second order density function is the joint density function of the random variables 
X(t1) and X(t2), given by 
(2.138) 
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and 
(2.139) 
This can also be extended to the nth order joint density function of X(t1), X(t2), ... X(tn), 
(2.140) 




for all arbitrary time shifts T, and orders n. In other words, the statistics are independent 
of the choice of the origin, t = 0. This leads to two situations of special interest. 
1. Ifn=l, 
Fx(t)(x) = Fx(t+7 )(x) = Fx(x). (2.143) 
This result indicates that the first order distribution function of a stationary random 
process is time independent. 
2. If n = 2 and T = -ti, 
(2.144) 
Hence, the second order distribution function of a stationary random process depends 
only on the time difference between observations. 
A wide sense stationary process has a mean that is independent of time and an autocorre-
lation, Rx(ti)X(t2 ) (x1, x2) which depends only on the time difference, T = ti - t2. Hence, 
a strictly stationary process is also wide sense stationary, but the converse is generally not 
true. Most practical signals can be considered to be wide sense stationary only. 
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The averages calculated so far have been across a collection, or ensemble, of random vari-
ables. However, it is useful when dealing with random processes to investigate time averages. 
Time averages describe the properties of an individual sample function as it evolves in time, 
or in other words an average along the process. It is useful to relate time averages to ensem-
ble averages, as time averages represent a practical means for the estimation of ensemble 
averages of a random process [71]. 
Recall that the ensemble or statistical average of a wide sense stationary random process is 
given by (c.f. Eq. (2.124)), 
µX(t) = E[X(t)] = (X(t)) = l: X(t)fx(t)(x)dx. (2.145) 
The time average of a sample function x(t) of a signal defined on -T < t <Tis given by 
l !T µx(T) = -T x(t)dt, 
2 -T 
(2.146) 
where µx(T) is itself a random variable. It depends on the observation interval and the 
sample function of X(t) that is used for its calculation, with the property that 
(2.147) 
where µx is the mean of the process X(t). A stochastic process X(t) is called ergodic in 
the mean if its time average can be substituted for its ensemble average. This occurs if the 
following two conditions are satisfied [71]: 
lim µx(T) = µx and 
T---+oo 
(2.148) 
lim var [µx(T)] = 0. 
T---+oo 
(2.149) 
The time averaged autocorrelation function of a sample function x(t) is 
l !T Rx(T, T) = -T x(t + T)x(t)dt. 
2 -T 
(2.150) 
A stochastic process is ergodic in the autocorrelation function if the following two conditions 
are satisfied [71]: 
lim Rx(T, T) = Rx(T) and 
T---+oo 
(2.151) 
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lim var [Rx(T, T)] = 0. 
T-too 
(2.152) 
Therefore, the most restrictive class of random processes is the class of ergodic random 
processes. For a random process to be ergodic it must be a strictly stationary process. As 






Figure 2.21: The hiernrchy of r:fassAs of r;:i.ndnm prnce88P.8 
Probability theory plays a key role in imaging through turbulence as well as in the un-
derstanding of incoherent imaging (introduced in chapter 3). For example, atmospheric 
turbulence is a random process where turbulence induced perturbations are often assumed 
to be wide sense stationary [139]. In addition, signal dependent photon noise and signal 
independent CCD readout noise must also be properly analysed to accurately model the 
random degradations of a real optical system. 
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2. 7 Information theory 
Information theory has made contributions to communications, statistical inference, prob-
ability, statistics and engineering and deals with mathematical modelling and analysis [71). 
The key concepts of information, uncertainty and entropy are of particular interest and are 
outlined below. 
The probability of an event A, P{A}, provides some measure of how certain or uncertain 
the occurrence of event A is. If P{A} = 1, there is no uncertainty associated with the 
event A, and therefore no new information is gained when event A occurs. The more 
uncertainty there is about an event, the more information is gained if it occurs. The 
amount of information gained after observing the occurrence of an event A, which has a 
probability P{A} associated with it, is I(A), where 




Hence, if P{A} = 1, the outcome of the experiment will be A, so I(A) = 0 as no information 
is gained. 
It is now useful to introduce the concept of entropy. I(sk) is a discrete random variable that 
takes on the values I(so),I(s1), ... ,I(sN-1) with probabilities P{so},P{si}, ... P{sN-1}. 
The average amount of information contained in the occurrence of an event over the entire 
set of possible events is termed the entropy, h, where 
h E [I(sk)] 
N-1 
h - L P{sk}log2(P{sk}). (2.155) 
k=O 
The concept of entropy is utilised in chapters 5 and 7 as a criterion of optimality when recon-
structing degraded images and during the inversion of scintillation covariances to estimate 
C'jy(h) profiles. 
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Chapter 3 
Imaging through Turbulence 
Optics deals with the study of light, where light is considered to be radiation that can 
be sensed by the eye. There exist a number of different light models each making up 
an entirely separate branch of optics; geometrical optics, physical optics and quantum 
optics [46]. This chapter introduces the geometrical and physical optics theory necessary 
for the understanding of later chapters of this thesis. 
Geometrical optics provides a simplistic model for the understanding and investigation of 
light propagation. Light is considered to be a form of energy that travels in straight lines. 
Hence, light propagation can be computed using simple geometry. Geometrical optics is 
useful for the introduction of basic optics theory and is essential for some aspects of the 
design and use of almost any optical system [17 4], including telescopes, adaptive optics and 
SCIDAR systems. 
Fourier optics provides a more in-depth study of the properties of light propagation. It is 
a study of the wave nature of light, which came about after Maxwell showed light to be a 
form of electromagnetic wave. The wave nature of light is used here to introduce the key 
concept of diffraction which does not fit into the realm of geometrical optics. Diffraction 
73 
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arises due to the non-penetrating nature of visible light. It plays an important role in the 
understanding and modelling of optical imaging systems as it describes many situations in 
which the behaviour of an optical wavefront departs from the ideal performance predicted 
by geometrical optics. Therefore, a thorough introduction to the mathematics and assump-
tions behind the diffraction phenomenon is presented in section 3.2.1. The use of various 
mathematical approximations, resulting in the well-known Fresnel and Fraunhofer diffrac-
tion theories, are presented in sections 3.2.2 and 3.2.3. Fresnel diffraction theory, valid 
for short propagation distances, provides a parabolic approximation to the ideal spherical 
wavefronts. It models the propagation of light between turbulent layers, and as a result is 
used extensively in the modelling and simulation of wave propagation through atmospheric 
turbulence presented in chapter 4. In F:raunhofer diffraction theory, valid for long propa-
gation distances, the parabolic wavefronts are replaced with planar wavefronts. F:raunhofer 
diffraction is valid for most practical optical imaging systems as the objects of interest, 
stars, are separated from the imaging system by light years. The resolution limits imposed 
by diffraction are investigated in section 3.2.5. Finally, diffraction theory is extended to two 
types of non-monochromatic illumination; coherent and incoherent illumination, in section 
3.2.6. 
The departure of real optical systems from the formation of a point image in response to 
a point object is due not only to diffraction but also to aberrations, introduced in section 
3.3. Sources of aberrations include imperfections in the optical components of a system 
and external effects such as atmospheric turbulence. The basic aberrations of conventional 
optical systems, for example coma and spherical aberration, are shown to correspond to the 
low order Zernike polynomials, which can be used to represent both fixed aberrations and 
atmospheric turbulence. 
Section 3.4 looks in-depth at imaging through atmospheric turbulence and how it affects 
optical imaging systems. The height, strength and number of turbulence layers all contribute 
to the distortion of the images formed in the telescope. The image degradation can be 
described by the PSF which is also a function of the turbulence distribution, with static low 
altitude turbulence and time varying high altitude turbulence corresponding to significantly 
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different distortions. Further, the information available for image formation depends on the 
size of the telescope aperture through which it is viewed and the exposure time of the images 
captured. A good understanding of the interaction between these variables is necessary for 
the compensation of the atmosphere and is made possible by its simulation outlined in 
chapter 4. 
This chapter concludes with a brief introduction, in section 3.5, to the latest adaptive optics 
technologies for compensating for the effects of imaging through atmospheric turbulence. 
The compensation achieved by a conventional AO system is limited by a number of factors. 
The restrictions imposed by the lack of bright natural stars for accurate wavefront sensing 
led to the development of the laser guide, which in turn created an entirely new set of prob-
lems. However, even with a bright source a major limitation is the small field of view over 
which compensation can be achieved, with many objects of interest exceeding this region. 
Suggestions to overcome these problems include multiconjugate adaptive optics systems and 
the use of multiple laser guide stars discussed in sections 3.5.1 and 3.5.2 respectively. 
3 .1 Geometrical optics 
Geometrical optics is the oldest branch of optics and deals with the study of light using a 
few simple geometrical relationships, known as the laws of geometrical optics (46]. These 
are the laws ofrectilinear propagation, reflection, refraction and reversibility. However, it is 
first necessary to introduce the concept of a light ray. A straight line with an arrowhead is 
used to represent a light ray, with the arrowhead pointing in the direction of propagation. 
In a uniform or homogeneous medium, where the physical properties are constant, light 
travels in straight lines and the possible paths it can take are referred to as rays (see Fig. 
3.1). 
3.1.1 The laws of geometrical optics 
The law of rectilinear propagation describes the assumption that light travels in straight 
lines. This is observed in everyday life by the existence of shadows (see Fig. 3.2). At a 
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Figure 3.1: Light rays in a homogeneous medium. 
boundary or interface between two media, light propagation is altered; it can be reflected 
or refracted. Reflection occurs when light bounces off the interface between the two media 
as illustrated in Fig. 3.3. The reflected ray lies in the same plane as the incident ray and 
the angle of incidence, 81, is equal to the angle of reflection, 82. 
Figure 3.2: Tlie formation of a shadow. 
RP.fradinn; however; de8(Tihe8 the tranRmiRRion of light through the Recond medium enconn-
tered at an interface. Light travels at different speeds in different media, and more slowly 
in media than in a vacuum. The ratio of the speed of light in a vacuum, c, to the speed of 
light in some arbitrary medium, v, is known as the refractive index, n, where 
c 
n = - = y'Efi,. 
v 
(3.1) 
Here E is the dielectric constant of the medium and µ the magnetic permeability of the 
medium. It should be noted that n is always greater than 1. If a transparent medium, such 
as a piece of glass or a lens, is placed between a light source and your eye, the source is dis-
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placed. This is due to refraction and can be described by Snell's law which states that when 
a beam of light passes through a boundary separating media of different refractive indices, 
the change in velocity results in a change in the direction of propagation. Mathematically 




where v1 and v2 are the velocities through the different media, ni and n2 are the refractive 
indices of the media and B1 and B2 are the angles of incidence and refraction respectively. 
The law of reversibility states that if the direction of a ray is reversed it follows exactly 
the same path in reverse. This becomes apparent when considering the reflected and re-
fracted rays illustrated in Figs. 3.3 and 3.4. Clearly, if the roles of the incident and 
reflected/refracted rays are reversed the paths mapped out correspond to the original paths 
but in reverse. 
The laws of geometrical optics can all be derived from Fermat's principle, which is based on 
the optical path length, describing the distance travelled by a light ray between two points. 
The optical path length between points A and B is denoted by [AB] and is expressed 
mathematically as 
[AB]= lB n·ds, (3.3) 
where n is the refractive index of the medium and ds is a differential element of length 




Figure 3.3: The reflection of light at an interface between two media. 




Figure 3.4: The refraction of light at an interface between two media. 
passes from one point to another, undergoing reflections and refractions, the path taken is 
such that the time occupied over it is stationary (i.e. a maximum or a minimum) [51]. This 
applies to arbitrary points A and B. However, if A and B are close enough so that there 
is no real focus between them [173], then the path taken will be the shortest or minimum 
time path. Consequently Fermat's principle is often termed the principle of least time. 
Using the optical path it is possible to introduce the concept of a wavefront. Wavefronts, like 
light rays, are used to model light. A wavefront is considered to be a surface of constant 
optical path length from the source or alternatively the surface orthogonal or normal to 
the rays emitted from the source. The concept of a wavefront is illustrated in Fig. 3.5. 
Wavefronts are very useful in modelling the aberrations suffered by real optical systems. 
3.1.2 Lenses 
Lenses play important roles in many optical systems. A lens does two things; it magnifies 
and inverts the image of an object [22]. An ideal lens, as with any ideal optical system, 
maps a point object to a point image as illustrated in Fig. 3.6. An ideal lens can also be 
viewed as changing the radius of curvature of a spherical wavefront. A real lens, however, 




Figure 3.5: A wavefront is a surface of constant optical path from the 
source or a surface orthogonal to the light rays emitted from a source. 
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cannot convert an incident spherical wavefront into another spherical wavefront perfectly, 
due to inhomogenities introduced in the lens fabrication process. 
Figure 3.6: An ideal lens: The formation of an ideal image point from an 
ideal object point. 
The physical properties of the lens can be combined into a single number, f, called the focal 
length, and defined as [66] 
1 ( 1 1 ) f = (n - l) Ri - R2 (3.4) 
where n is the refractive index of the lens, R 1 the radius of curvature of the left hand surface 
and R2 the radius of curvature of the right hand surface. 
A lens with useful properties is the thin lens, for which the separation of the opposite surfaces 
is small enough to be negligible. A good example of a thin lens is a pair of spectacles. More 
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complicated optical systems, for example telescopes can also sometimes be modelled as a 
thin lens. The distance behind the lens, d0 , where the rays emanating from a single point 
will again cross in an image point, a distance di in front of the lens, for a thin lens (see Fig. 
3.7) is expressed mathematically as [66] 
1 1 1 -+- - - = 0, 
do di f 
(3.5) 
where f is the focal length defined in Eq. (3.4). Eq. (3.5) is referred to as the thin lens 
equation or the lens law. An equivalent form of this relationship is 
where m = t is the magnification performed by the lens. 
f f 
Figure 3. 7: Image formation through a thin lens, where f is the focal 
length of tl1e lens and d0 and di are the distances from the object and 
image respectively. 
3.1.3 Aperture stops, entrance and exit pupils 
(3.6) 
The amount of light that reaches the imaging element depends not only on the brightness 
of the object but also on the dimensions of the optical elements, which limit how much light 
is seen by the system. This limit could be due to the finite aperture of an individual system 
component or a stop, a hole in an opaque screen purposely designed to limit light into the 
system. The limiting component is termed the aperture stop. The entrance pupil, defined as 
the image of the aperture stop as viewed from object space, is formed by all of the optical 
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elements preceding the aperture stop. The exit pupil is the image of the aperture stop, as 
seen looking back from image space, and is formed by all the optical elements following it. 
3.2 Fourier optics 
The simple geometrical model is often inadequate, as there are many situations in which 
the behaviour of an optical wavefront does not fit within the realm of geometrical optics. 
This is due to diffraction, inherent to all optical systems. Where geometrical optics predicts 
a single point the light is actually spread over a small region around that point. Hence, 
the aim becomes to reach the limit imposed by diffraction instead of the ideal geometrical 
performance predicted in section 3.1. Fourier or physical optics theory can be used to 
describe many of these situations and can be considered to be a study of the wave nature 
of light. 
3.2.1 Diffraction 
Let u(P, t) be a scalar function representing the optical field due to a monochromatic wave 
at a position P and time t. The field for a monochromatic wave can be written as [66] 
u(P, t) =Re [U(P) exp(-j21fvt)] (3.7) 
where v is the optical frequency. If u(P, t) is an optical wave it must obey the scalar wave 
equation, defined as 
2 1 82u vu - 2 [) 2 = 0, 
c t 
, r-19 A2 . fi2 . A2 , • , , , "' , . , . . "' .. ,.... Q 1 
wnere v- = 1fxx -r 1fir -r ~ ana c is tne speea or ugm ma vacuum, 0x1uvms 
(3.8) 
This can 
be simplified to the time independent wave equation, known as the Helmholtz equation, by 
substitution of Eq. (3.7) into Eq. (3.8), to give [66] 
(3.9) 
where k = 2_\ is known as the wavenumber and A is the wavelength of light. 
Given a complex wavefront or disturbance U, the aim is to determine its value at some 
arbitrary observation point (x1, Y1) in image space. This is known as the diffraction problem, 









Figure 3.8: The diffraction problem. What is the optical field at (x1, Y1) 
in the observation plane due to an optical field incident on the aperture 
at (xo,Yo)? 
where the geometry of the problem is illustrated in Fig. 3.8. An optical field incident on the 
aperture in the aperture plane, is propagated to the observation plane, with the distance 
between the aperture and observation planes given by z. The distance joining arbitrary 
points (xo, Yo) and (x1, Y1) is denoted by r. Application of the Helmholtz wave equation to 
this problem and the use of Green's theorem leads to the Rayleigh-Sommerfeld formula [139], 
1 Joo Joo exp(jkr) U(x1, Y1) = 7\ U(xo, Yo) cos(B)dxodyo, 
}A -oo -00 r 
(3.10) 
where e denotes the angle between z and r. Eq. (3.10) can be rewritten as 
U(x1, Y1) = l: l: U(xo, Yo)h(x1, Y1i xo, Yo)dxodyo, (3.11) 
where 
. 1 P.XD ( 1 kr) ... 
h(x1, Y1; xo, Yo) = 7\ " '" 'cos(&). 
}A T 
(::u2) 
Eq. (3.11) is a mathematical equivalent of the Huygens-Fresnel principle which states 
that every point on the aperture can be considered to be a point source that serves as a 
source for spherical waves. The optical field at any point beyond the aperture is simply the 
superposition of all spherical waves reaching that point. 
The Rayleigh-Sommerfeld diffraction formula can be very difficult to use. However, use of 
various approximations leads to some well-known special cases of it. Firstly, it is assumed 
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that z is much greater than the extent of the region of observation, hence cos( e) ~ 1. 
Therefore, r is approximately equal to z and Eq. (3.13) becomes 
1 . 
h = ----:\exp(J kr). 
JAZ 
(3.13) 
It should be noted that r still features in the exponential, since a small percentage error in 
r represents a significant phase change. In order to avoid the introduction of phase errors 
the more accurate Fresnel and F:raunhofer approximations for r are used. 
3.2.2 Fresnel diffraction 
The Fresnel approximation is obtained by approximating r, the distance between the object 
and image points. The exact form for r is 
r = Jz2 + (xo - x1)2 +(Yo -y1)2 (3.14) 
zJ l + ( Xo : X1 r + (Yo : Yl r. (3.15) 
The binomial expansion of a square root is given as 
(3.16) 
however, it is often adequately approximated by the first two terms, i.e. 
(3.17) 
Combining Eqs. (3.15) and (3.17) gives 
r = z [ 1 + ~ ( Xo : X1) 
2 
+ ~ (Yo : Yl) 
2
] (3.18) 
and, therefore, Eq. (3.13) becomes 
( ) exp(jkz) {. k [( )2 ( )2)} h x1, Y1; xo, Yo = j ,\z exp J 2z xo - x1 + Yo - Y1 . (3.19) 
A comparison of Eqs. (3.13) and (3.19) shows that the spherical wavefronts have been 
approximated by quadratic wavefronts. This approximation, resulting in Fresnel diffraction, 
is only valid when close to the aperture so is often referred to as near-field diffraction. 
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The substitution of Eq. (3.19) into Eq. (3.11), gives the optical field in the observation 
plane for Fresnel diffraction as 
U(x1, Y1) exp(jkz) loo loo U( ) . xo,Yo 
J )..z -oo -oo 
x exp {j 
2
kz [ (xo - x1) 2 +(Yo - Y1) 2]} dxodyo (3.20) 
exp(jkz) { k } 100 100 { [ k ] } j>.z exp j 2z (xi+ Yi) _00 _ 00 U(xo, Yo)exp j 2z (x6 + Y6) 
x exp [-j~(xox1 + YoY1)] dxodYo· (3.21) 
The second representation of U(x1,Y1), Eq. (3.21), shows that the optical field U(x1,y1) is 
simply the Fourier transform of U(xo, Yo)exp [j ~z (x6 + v5) J evaluated at G~, ~). 
3.2.3 Fraunhofer diffraction 
The Fraunhofer approximation further simplifies the Rayleigh-Sommerfeld diffraction for-
mula. When the Fraunhofer assumption [66] 
z > > k(x6 +
2
v6)max (3.22) 
is used the quadratic phase term exp (j 2kz (x6 + Yff)) in Eq. (3.21) is approximately unity. 
The Fraunhofer approximation, therefore, replaces the quadratic wavelets of the Fresnel 
approximation with plane waves to give 




x /__:/__: U(xo,Yo)exp [-j~:(xox1 +YoY1)] dxodyo (3.23) 
exp(jkz) ( . k 2 2 1 ( )} 
,;\~ expiJ0Jx1 +Y1) rF{U Xo,Yo lr-':'-l.{!l). (3.24) 
j /\!Cl \. ,i.J/.,/ ) I 'AZ 'AZ ' 
U ( x1, Y1) is now found as the Fourier transform of the optical field in the aperture eval-
uated at ( ~~, ~). Fraunhofer diffraction is only valid a long distance from the aperture, 
as indicated by Eq. (3.22), and as a result is termed far-field diffraction. It is simply 
the limiting case of the Fresnel approximation as illustrated by Fig. 3.9. The Fraunhofer 
approximation is valid for most astronomical applications, for example at a wavelength of 
589x10-9 m (visible light) and a lm aperture, the observation distance z must satisfy 
z > > 2600 km. (3.25) 
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Fresnel Diffraction Region 
Fraunhofer Diffraction Region 
Aperture 
Plane waves Increasing distance from aperture 
Figure 3.9: The regions of diffraction and typical diffraction patterns 
observed within these regions for a square aperture. As the distance 
from the aperture is increased the similarity between the diffraction 
pattern and the aperture gradually disappears. Note that the distance 
from the aperture is not to scale. The physical distance between each 
of the diffraction patterns increases as the distance from the aperture 
increases. 
3.2.4 Diffraction from an aperture 
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The repeated application of diffraction formulae allows for the investigation of complex 
optical systems, for instance a system made up of a combination of optical elements. Alter-
natively, diffraction effects can be grouped and assumed to occur during the propagation 
from object to entrance pupil and exit pupil to image. The propagation of light through 
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the optical system is then adequately described by geometrical optics [66]. It is however 
possible to go a step further and associate all the diffraction effects with either of the above 
propagation paths, for example it is common to view diffraction effects as resulting from 
aberrations in the exit pupil [66]. This requires the introduction of the generalised pupil 
function, P(x, y), which represents the wavefront in the exit pupil, and is defined as 
{ 
P(x, y)exp[j¢(x, y)] inside aperture 
P(x,y) = 
0 outside aperture 
where P(x, y) represents the pupil function for a diffraction-limited system, 
{ 
1 inside aperture 
P(x,y) = 
0 outside aperture 
(3.26) 
(3.27) 
The pupil phase, a measure of the phase aberrations, is given by ¢(x, y) and can be expressed 
as a function of the overall wavefront aberration W(x, y), defined in section 3.3, by 
27r 
¢(x,y) = TW(x,y). (3.28) 
The relationship between the object and image planes for the generalised framework, illus-
trated in Fig. 3.10, is given as [139] 
(3.29) 
where h(x1, y1; xo, Yo) is the imaging system response. In the absence of aberrations, an 
analysis of the simplest possible imaging system, a single thin lens, gives [66] 
h(x1, y1; xo, Yo) =Kl: l: P(x, y)exp {-j ~: [(x1 - xo)x + (y1 - Yo)y]} dxdy, (3.30) 
where z represents the distance from the exit pupil to the observation plane (see Fig. 3.10). 
Eq. (3.30) corresponds to the Fraunhofer diffraction pattern of the exit pupil centred on 
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Eq. (3.30) becomes 
h(x1 - xo, Y1 - Yo) = K' l: l: P(>..zu, >..zv)exp {-j27r [(x1 - xo)u + (y1 - Yo)v]} dudv. 
(3.33) 
Now setting x = (x1 - xo), y = (Y1 - Yo) and ignoring the constant gives an exact Fourier 
transform relationship 
h(x,y) l: l: P(>..zu, >..zv)exp {-j27r(ux + vy)} dudv 
:F { P(>..zu, >..zv)}. 
(3.34) 
(3.35) 
In this case the image can be considered to be a convolution of the image predicted by 
geometrical optics with an impulse response determined by the exit pupil of the system. 









Figure 3.10: Generalised imaging system. 






In aberration-free imaging, diffraction provides the only limit to system resolution. Since 
diffraction effects are inherent to real images and cannot be removed, the aim becomes to 
minimise the wavefront aberration, W(x, y), and hence to achieve as close to diffraction-
limited imaging as possible. 
As mentioned previously, most astronomical problems can be described by Fraunhofer dif-
fraction. Since the apertures of most optical systems, for instance telescopes and micro-
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scopes, are circular the Fraunhofer diffraction pattern of a circular aperture is an important 
result. The pupil function for an aberration-free circular aperture is 
P(x, y) c x2 + y2::::; a2 (3.36) = x2 + y2 > a2 
circ (~) (3.37) 
where a is the radius of the aperture. Substitution of Eq. (3.37) into Eq. (3.35) gives 
h ( x, y) = 1-l { circ ( ~) } I {z (3.38) 
The Hankel transform can be used since the aperture in this case is circularly symmetric. 
This gives 
h(x, y) = 2J1 (w) 
w 
where 
27ra V w = --x2 +y2 
>. z 
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and is shown in Fig. 3.11. This function is called the Airy disk function or pattern. It has 
a similar form to the sine function, described by Eq. (2.34), with one major difference. The 
zero crossings of the sine function are equal distances apart, whereas the distance between 
zero crossings for the Airy disk function decrease as the distance from the origin increases 




0 1 Max 
3.833 0 Min 
5.136 0.0175 Max 
7.016 0 Min 
8.417 0.0042 Max 
10.174 0 Min 
Table 3.1: The flrst few maxima and minima of the Airy disk function 
The resolution of an imaging system is generally regarded as a measure of its ability to 
distinguish between two closely spaced point sources [60]. This would indicate that the 
resolution is determined by the impulse response of the imaging system. A system with 
an impulse response that closely represents a delta function has a much better resolution 
than a system with a more spread impulse response. Diffraction determines the PSF for 
aberration-free imaging and thus places a fundamental limit on how close two points can 
be and still be distinguished. 
Consider again the Fraunhofer diffraction pattern corresponding to aberration-free imaging 
using a circular aperture. The image corresponding to two separated point sources is the 
sum of two shifted Airy disk patterns, as illustrated in Fig. 3.12. According to Rayleigh's 
criterion for resolution [66], two point sources of equal strengths are just resolved if the 
centre of the Airy disk due to one source falls on the first zero crossing of the Airy disk 
pattern due to the second source. Let rmin denote the minimum distance of separation 
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necessary to enable two point sources to be resolved, where 
Inspection of Table 3.1 indicates that the first zero crossing occurs at 3.833, hence 
Manipulation of Eq. (3.43) gives 
27r a 







where F = ;a is the F number of a system. The resolution can also be specified in terms of 
an angle between two objects and is preferable for astronomical applications. The minimum 
angle of separation to enable the detection of two stars is 
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Figure 3.12: Intensity pattern for two point sources separnted by the 
Rayleigh resolution distance. 
(3.46) 
Consider now an aberrated optical system. The PSF corresponding to an aberrated optical 
system is always more spread than that of the same system with no aberrations. The 
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spreading of the PSF results in a decrease in the corresponding peak height as area is 
preserved. A useful measure of the performance or quality of a system is the ratio of the 
peak PSF values for the same system, with and without aberrations. This measure, known 
as the Strehl Ratio, S, is described mathematically as 
S _ (lh(x, Y)l~aJactual 
- (I h ( X, Y) I ?naJ diffraction-limited . (3.4 7) 
This concept is illustrated in Fig. 3.13. The values of S can lie only in the interval 0 to 1. 
It should be noted that a tip or tilt of the wavefront incident on the imaging system merely 












Figure 3.13: The Strehl ratio is defi.ned as the ratio of the peak of a 
system with aberrations and the peak of the same system free from 
aberrations. 
In astronomical imaging, atmospheric turbulence produces random aberrations (see sec-
tion 3.4) and therefore it is important to relate the Strehl to these phase distortions. An 
alternative expression for S is [162] 
1 I rl r2n { 27f } 
1
2 
s = 7f2 lo lo exp -jTW(p,e) pdpde (3.48) 
For small aberrations, 
{ 
. 27f } . 27f 1 ( 27f) 
2 
( 2 exp - J T w (p, e) ~ 1 - J T w (p, e) - 2 T w p, e) . (3.49) 
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Substitution of this result into Eq. (3.48) and integrating gives 
s (27r) 2 1 - -:\ CJfv 
1 - CJ~ 
(3.50) 
(3.51) 
where CJf1r is the wavefront variance and CJ~ represents the variance of the phase aberration. 
This expression indicates that S is independent of the form of aberration provided CJ~ < < 1. 
It is not possible to obtain a Strehl ratio of 1 for real optical systems. However, a system is 
said to be effectively diffraction-limited if CJ~ < 0.2 or S 2 0.8. This is known as Marechal's 
criterion. 
3.2.6 Coherent and incoherent imaging 
To fully understand the forward problem in relation to optical imaging and imaging through 
turbulence it is necessary to know the properties of the light illuminating or being illumi-
nated by the object, as these properties influence the image that is observed [67]. The 
assumption of strictly monochromatic light made previously is an idealistic assumption. 
The illumination generated by real sources is never perfectly monochromatic [66). Further-
more, neither a perfectly coherent nor completely incoherent wave can exist, hence light 
does not fit into either category and is generally considered to be partially coherent. In 
this section the extreme cases of spatially coherent and spatially incoherent forms of illu-
mination, referred to as coherent and incoherent illumination respectively, are discussed. 
These are of particular relevance since the spatial coherence properties of an optical field 
determine the performance limit of a system when imaging through the atmosphere. 
Coherent illumination implies that the optical field is perfectly correlated or deterministic. 
Here all object points are assumed to have a fixed phase relationship, that is they must all 
be at the same frequency, and vary in unison. An example of a coherent radiation source is 
a laser. The nature of coherent illumination allows the responses of each object point to be 
added on a complex amplitude basis. It is therefore said to be linear in complex amplitude. 
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Recall the generalised imaging problem where the relationship between the input and output 
can be modelled as a convolution. The relationship between the object field 'llin(x, y) and 
the image field 1lout(x, y) is given as [139] 
1lout(x, y) = 'llin(x, y) 0 h(x, y), (3.52) 
where h(x, y) represents the system impulse response. Application of the Fourier transform 
converts this to a multiplication, 
Uout(tt, v) = Uin(tt, v)H(u, v) (3.53) 
where an uppercase quantity represents the Fourier transform of the corresponding lowercase 
quantity. The PSF of the generalised imaging system is given by Eq. (3.35). Hence the 
transfer function is obtained by Fourier transforming this to give 
H(u, v) F {h(x, y)} 
F {F {P(.Azu, .Azv)}} 
P(-.Azu, -.Azv). (3.54) 
Therefore, the coherent transfer function is simply equal to the rotated pupil function. The 
coherent transfer functions and PSFs for square and circular apertures are illustrated in 
Fig. 3.14. 
In incoherent illumination each object point is assumed to be statistically independent of 
all other object points. Incoherent imaging refers to the imaging of many types of objects, 
for example those that are self-luminous, illuminated by thermal light and astronomical 
objects, so it includes astronomical imaging. The independence of the responses to the 
object points requires that they are added on an intensity basis and, therefore, incoherent 
illumination is considered to be linear in intensity. 
In the case of incoherent imaging the relationship between the input and output can be 
represented as [139] 
iout(x,y) = iin(x,y) 0 \h(x,y)l2. (3.55) 
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Figure 3.14: Cross sections of the (a) Coherent transfer function for a 
square aperture (b) Coherent PSF for a square aperture (c) Coherent 
transfer function for a circular aperture and ( d) Coherent PSF for a 
circular aperture. 
Application of the Fourier transform gives 
Iout(u, v) = Iin(u, v)1i(u, v) (3.56) 
where an uppercase I corresponds to the Fourier transform of the corresponding lower 
case quantity and 1i(u, v) represents the incoherent transfer function, termed the optical 
transfer function (OTF). Using Eqs. (3.35), (3.55), (3.56) and the autocorrelation theorem, 
the incoherent transfer function is 
1i(u, v) :F {1h(x,y)l2} 
j j P(>.zu', >.zv')P(>.zu' + >.zu, >.zv' + >.zv)dv' du' 
P(>.zu, >.zv) * P(>.zu, >.zv). (3.57) 
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Therefore, the transfer function of an incoherent imaging system is simply the autocorrela-
tion of the pupil function, as illustrated in Fig. 3.15. 
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Figure 3.15: Cross-sections of the (a) OTF for a square aperture (b) PSF 
for a square aperture (c) OTF for a circular aperture and (d) PSF for 
a circular aperture. 
3.3 Ideal and aberrated optical systems 
All optical systems investigated so far have been considered to be ideal or diffraction-limited. 
An ideal system maps a point object to a point image at the correct location as in Fig. 3.6, 
whereas in a diffraction-limited system the image is no longer a point, the light is instead 
spread over a small area around the point. Real optical systems may fall short of this ideal 
behaviour as aberrations, which cause non-ideal images to be formed, may be encountered. 
In practice, image quality is degraded by imperfections in the image forming components 
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of a system, e.g. optical manufacturing and misalignments, non-linear behaviour due to the 
thermal and fluid properties of the system components and external random spatially and 
temporally varying wavefront perturbations such as atmospheric turbulence. 
Ignoring external and non-linear aberrations (atmospheric turbulence is dealt with in section 
3.4), the remaining aberrations can be divided into two general categories; those that are 
wavelength dependent, referred to as chromatic aberrations and those that are wavelength 
independent, known as monochromatic aberrations. Chromatic aberrations arise from the 
change in refractive index with changing wavelength, a phenomenon known as dispersion. 
It is the monochromatic aberrations, however, that are of interest in this thesis. 
Consider the optical system represented in Fig. 3.16. The ideal spherical wavefront is 
denoted by S. In the absence of aberrations, the real wavefront is identical to S and an 
object point P0 is mapped to an image point Pt. In the presence of aberrations the real 
wavefront is distorted. A sample distorted wavefront is illustrated in Fig. 3.16 and denoted 
by S'. The aberrated wavefront maps point P0 to point Pi. The distance between Pt and 
Pi is termed the ray aberration. The path length between Q and Q, points on the ideal 
and aberrated wavefronts respectively, is called the wavefront aberration and denoted by 
W(x, y). Therefore, W(x, y) represents the deformation of the wavefront from the ideal 
spherical shape of S, which causes the change in optical path length between Q and Q. 
All wavefront aberrations, those due to the system and external to the system, can be 
described by W(x, y) which is termed the overall wavefront aberration. It is often expressed 
in polar coordinates, w (p, e)' with 
p 
e 




The expression for the wavefront aberration in polar coordinates can be expanded in a 
power series in terms of p, e and y, where y is the position of the object in the field of view. 
This gives, 









Figure 3.16: Ray and wave aberrations. The displacement of the real 
image point Pi from the ideal image point Pt conesponding to an ob-
ject at point P0 in the object plane describes the ray aberration. The 
deviation of the point Q on the real wavefront from the point Q on the 
ideal wavefront is termed the wave aberration. 
+ bip4 spherical aberration 
+ b2p3y cos(O) coma 
+ b3p2y2 cos2 (0) astigmatism 
+ b4p2y2 field curvature 
+ b5py3 cos(O) distortion 
+ other higher order terms. 
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(3.60) 
Terms 3 to 7 of Eq. (3.60) represent the most common monochromatic aberrations, known 
as the Seidal aberrations; spherical aberration, coma, astigmatism, field curvature and 
distortion. Each term represents a particular type of departure of the wavefront from the 
ideal spherical form. 
The spherical aberration term in Eq. (3.60) is independent of y and hence affects both 
the off-axis and on-axis images. In the presence of spherical aberration there is no real 
focus, rays near the optical axis are brought to focus in a different location than those 
passing near the edge of the lens. The remaining Seidal aberrations contain a yk term, 
where k ;::: 1, indicating off-axis aberrations only. The first aberration to appear off-axis is 
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coma, followed by astigmatism, field curvature and distortion. Coma produces a cometlike 
asymmetric blurring of an image. Astigmatism arises when object rays lying in different 
planes are brought to focus at different distances from the lens. These three aberrations 
tend to blur or smear the image and prevent the formation of ideal point images. 
Field curvature and distortion, on the other hand, allow the formation of ideal point images, 
but they deform the image. Field curvature produces ideal point images for each point 
object. These points, however, do not lie in a straight line so the position of the ideal point 
images is affected. When distortion is present the image of any straight line in the object 
plane which meets the axis is itself a straight line, but the image of any other straight line 
is curved. 
3.3.1 Zernike polynomials 
The Zernike polynomials are a set of polynomials defined on the unit circle [121 J and are or-
thogonal over it. They have long been used to describe the aberrations of optical wavefronts 
due to external atmospheric turbulence and the fixed aberrations within optical systems 
themselves. Optical wavefronts can be described in terms of simple wavefront aberrations 
such as tip, tilt, defocus, astigmatism, coma and spherical aberration which correspond to 
the low order Zernike polynomials. Although many other sets of polynomials can also be 
used, the Zernike polynomials have several useful properties. They are generally defined in 
polar coordinates as the product of radial and angular terms. Using the ordering scheme of 
Noll [121 J the Zernike polynomials are defined as 
where, 
Zevenj (p, B) 
Zoddj(p, B) 
Zj(p) 
Vn+lR~(p)hcos(mB), m-/= 0 
vn + lR~(p)hsin(mB), m-/= 0 
R~(p), m = 0, 
(n-m)/2 (-l)s( _ )I 
m( ) ~ n 8 · n-2s 





Here n is the radial degree or order and m is the azimuthal frequency or order and m and 
n are non-negative integers such that m :::; n and n - m = even. The index j is a mode 
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ordering number and is a function of n and m. 
As mentioned above, Zernike polynomials are useful for expanding aberrated wavefronts 
in terms of the standard wavefront aberrations. The expansion of an arbitrary wavefront, 
¢(p, e), as a polynomial expansion over a circle of radius R is given by 
¢(Rp, e) = L ajZj(p, e). 
j 
The Zernike coefficients, aj, are defined as 
rl r27r 
aj =lo lo W(p)¢(Rp, e)Zj(p, 8)dp 
where W(p) is a unit volume weighting function, 





Zernike polynomials are used in the design of "static" optical systems because of their 
useful aberration balancing properties [70], where balancing refers to the combining of 
different aberrations in order to obtain the best image. For example, a system suffering 
from a small amount of sixth-order spherical aberration (p6 ) can be compensated by the 
introduction of a controlled amount of fourth-order spherical aberration (p4 ) and defocus 
(p2 ) [23]. Although Zernike polynomials have been widely used to represent fixed aberrations 
in optical systems [139], they can also be used to represent atmospheric turbulence as 
outlined in chapter 4. 
3.4 Imaging through atmospheric turbulence 
Atmospheric turbulence makes a significant contribution to wavefront aberrations. The 
refractive index fluctuations inherent to atmospheric turbulence affect all optical systems 
that use light which has propagated through long atmospheric paths [139]. Atmospheric 
turbulence was first introduced in chapter 1, as the measurement, compensation and elimi-
nation of its effects are the motivation for much of the work in this thesis. A short review 
of its effects is included in section 3.4.1 as well as an introduction to the phase structure 
function which is often used for its description. 
100 CHAPTER 3. IMAGING THROUGH TURBULENCE 
The simulation of atmospherically distorted wavefronts is an important tool for studying 
light propagation and imaging and corresponds to one aspect of the forward problem for 
many of the inverse problems investigated in the later chapters of this thesis. Accurate 
simulations can be used to predict the performance of adaptive optics systems and test 
post processing algorithms under a wide variety of conditions. The ultimate aim, is to de-
velop efficient and effective methods for imaging astronomical objects through the turbulent 
atmosphere. 
The effect of the atmosphere is not deterministic and must be modelled using statistics. 
Most simulation techniques assume that atmospheric turbulence can be modelled with Kol-
mogorov statistics. As a result a large number of approaches have been used to generate 
phase screens with Kolmogorov statistics, many of which are detailed in chapter 4, includ-
ing spectral methods, modal expansions as well as existing and new techniques using the 
fractal property of Kolmogorov turbulence. However, the Kolmogorov model is limited by 
its unrealistic inner and outer scale assumptions as a non-zero inner scale is imposed dur-
ing the simulation of atmospheric turbulence. Simulation of other turbulence types is also 
important as deviation from the assumed Kolmogorov statistics has been measured [153]. 
The extension of the new turbulence simulation method to non-Kolmogorov statistics is 
straightforward as demonstrated in chapter 4. 
Section 3.4.2 deals with long and short exposure imaging. The exposure time of optical 
imaging apparatus has a large effect on the statistics of the problem. Long exposure imaging 
captures average information, whereas short exposure imaging freezes the instantaneous 
effects of the atmosphere. 
Perhaps the most familiar manifestation of atmospheric turbulence is in the twinkling of 
the stars. This effect, which results from the propagation of phase distorted wavefronts, is 
known as stellar scintillation and provides the basis for the SCIDAR technique discussed 
later in this thesis. The theory of wave propagation through atmospheric turbulence is 
outlined in section 3.4.3, with its simulation detailed in chapter 4. 
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3.4.1 Review of atmospheric turbulence and its properties 
The atmosphere, heated by the sun during the day and cooled by radiation at night is in 
unceasing turmoil [16]. Optically the atmosphere acts like a collection of lenses of varying 
refractive indices. The effects of atmospheric turbulence manifest themselves in a number 
of ways; random image motion, image spreading and the twinkling of the stars. The at-
mospheric effects on an image depend not only on the atmosphere but also on the size of 
the telescope aperture through which it is viewed. Random image motion is observed with 
small apertures, whereas image spreading and blurring result from the use of large aper-
tures. When a short exposure time is used to effectively freeze the atmosphere an image 
with a speckled appearance results. By contrast long exposure times tend to broaden and 
smooth the PSF, spreading the images. 
Atmospheric turbulence is often modelled by Kolmogorov statistics, named after A. N. Kol-
mogorov who made key contributions to the mathematics of turbulent air motion [87]. The 
extension of Kolmogorov's results to include the statistics of refractive index fluctuations 
was made by Tatarskii [156]. A key quantity in describing turbulence is the refractive in-
dex structure function, Dn(r'), which arises naturally in the analysis of the average optical 
transfer function of a telescope looking through turbulence [139]. It is simply the mean 
square difference of two random processes, defined as 
Dn(r') = \ln(r) - n(r + r')l 2), (3.68) 
where n(r) represents the random refractive index fluctuations. This can be related to the 
covariance of the random process by 
Dn(r') = 2[Cn(O) - Cn(r')]. (3.69) 
Consider now a plane wave entering the atmosphere. It undergoes phase and amplitude 
distortions due to optical path fluctuations resulting from the refractive index fluctuations 
inherent to atmospheric turbulence. The phase shift, ¢(r), introduced by the random 
refractive index fluctuations is given by 
rh+8h 
¢(r) = k Jh n(r, z)dz. (3.70) 
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As in the case of refractive index fluctuations, it is possible to describe these phase fluctu-
ations in terms of the phase structure function, D¢(r'), which describes the variance of the 
difference of the phase at point r and a nearby point r + r'. Mathematically, 
D¢(r') = (1¢(r) - ¢(r + r')l 2 ). (3.71) 
The phase structure function of a wave that has propagated through Kolmogorov turbulence 
is [136] 






6.88 - ' 
ro 
(3.73) 
where ro is the turbulence coherence length or Fried's parameter defined by Eq. (1.13) and 
( is angle from the zenith or vertical, termed the zenith angle. 
3.4.2 Diffraction-limited, short and long exposure imaging 
Fig. 3.17 illustrates diffraction-limited, and sample short exposure and long exposure im-
ages for a circular aperture and D /ro = 10. The diffraction-limited image is simply the 
Fraunhofer diffraction pattern of the aperture and shows the diffraction effects of a finite 
aperture. An exposure time in the order of milliseconds produces the short exposure im-
age illustrated in Fig. 3.17(b), which is speckled in appearance. Note that many of the 
individual speckles are the same size as the diffraction-limited image. A speckle image is 
considered to capture instantaneous atmospheric perturbations. The final image illustrated 
in Fig. 3.17 is a sample long exposure image obtained by summing 1000 short exposure 
images. Since the atmosphere is continually changing, the individual short exposure images 
are continually evolving and changing producing the average image illustrated. 
Figs. 3.18 and 3.19 contain the diffraction-limited, short exposure and long exposure OTFs 
and PSFs for square and circular apertures respectively. The short and long exposure results 
are plotted for D /ro values of 0.1, 1, 2 and 10 and the diffraction-limited results are repro-
duced from Fig. 3.15 for comparison purposes. The quality of short exposure images is not 
affected by the wavefront tilt. Hence, the short exposure OTFs generated from an ensemble 
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(a) (b) (c) 
Figure 3.17: Simulated single star images. (a) Diffraction-limited image, 
(b) short exposure image and (c) long exposure image. 
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of centroided speckle images contain a considerable amount of high frequency information, 
particularly for low D fro. The corresponding PSFs are, therefore, relatively narrow and not 
far from the diffraction-limited result. As the turbulence increases in severity, the speckling 
becomes more severe resulting in a narrower transfer function and a broader PSF. The long 
exposure image is an average quantity. This is seen clearly as an attenuation of the high 
frequencies in the OTFs, even for low values of D fro. As a result the corresponding PSFs 
quickly diverge from the diffraction-limited result to smoother and broader functions. 
Atmospheric turbulence is continually changing and evolving with time, but can be consid-
ered static when exposure times of the order of milliseconds are employed. Exposure times 
which exceed this significantly are known as long exposure images, where the long exposure 
image is an ensemble average. This quantity is denoted by (dLE(x, y)), where 
(dLE(x, y)) = f (x, y) 0 (hLE(x, y)) + (n(x, y)). (3.74) 
Here (hLE(x, y)) denotes the average image of a point source, J(x, y) the object and (n(x, y)) 
the average image noise. The incoherent imaging of objects is of interest in this thesis, 
therefore, Fourier transforming Eq. (3.74) gives 
(DLE(u, v)) = F(u, v) (1hE(u, v)) + (N(u, v)), (3.75) 
where the transfer function corresponding to this form of illumination, 1hE ( u, v), is de-
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Figure 3.18: Typical OTFs and PSFs for a square aperture. (a) 
Diffraction-limited OTF, (b) diffraction-limited PSF, ( c) family of short 
exposure OTFs, (d) family of short exposure PSFs, (e) family of long 
exposure OTFs and (f) family of long exposure PSFs. The family of 
curves coITespond to D /ro = 0.1 (solid), 1 (dashed), 2 (dashed-dotted) 
and 10 (dotted). 
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Figure 3.19: Typical OTFs and PSFs for a circular aperture. (a) 
Diffraction-limited OTF, (b) diffraction-limited PSF, (c) family of short 
exposure OTFs, (d) family of short exposure PSFs, (e) family of long 
exposure OTFs and (f) family of long exposure PSFs. The family of 
curves correspond to D/ro = 0.1 (solid), 1 (dashed), 2 (dashed-dotted) 
and 10 (dotted). 
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(3.26) is used in place of the diffraction-limited pupil function in Eq. (3.57) giving 
(1-lLE(u,v)) \J j P*C>..zu',>..zv')P(>..zu' +>..zu,>..zv' +>..zv)du'dv') 
(/ j P*(>..zu',>..zv1)exp{j¢(>..zu',>.zv')} 
x P(>.zu' + >.zu, >.zv' + >.zv)exp {j¢(>.zu1 + >.zu, >.zv' + >.zv)} du'dv') 
Cu(>.zu,>.zv)T(u,v) (3.76) 
where Cu(u) is the atmospheric transfer function, 
(3.77) 
and T( u, v) is the telescope transfer function, given as 
T(u, v) = j j P*(>.zu', >.zv')P(>.zu' + >.zu, ).,zv' + >.zv)du1dv1• (3.78) 
Combining Eqs. (3. 73), (3. 77) and (3. 78) gives the following expression for the long exposure 
transfer function, 
('llLE( u, v)) ~ T( u, v )exp [-3.44 ("'~~uj t'] . (3.79) 
For long exposure times the OTF of the entire system is the product of the transfer function 
of the telescope with an atmospheric transfer function. The resolving power is limited by 
the telescope when D < ro and by the atmosphere when D > ro [134]. 
When the exposure time is short enough to freeze the effects of the atmosphere, a short 
exposure image is obtained. Short exposure astronomical images are highly structured 
and are made up of a collection of discrete segments that produce a speckled appearance 
as illustrated in Fig. 3.17(b), hence the name speckle images. A dominant effect of the 
atmosphere is a random wavefront tilt in the pupil [139]. This is clearly illustrated by the 
sample phase screen in Fig. 3.20. In fact Fried [54] calculated that approximately 90% of the 
degradation is due to the tilt of the wavefront. The tip and tilt components of atmospheric 
turbulence produce random motion of the images in the image plane, that shift the short 
exposure image without introducing additional distortion. The distortion present in the 
short exposure image is due instead to higher spatial perturbations. 








Figure 3.20: A sample phase screen showing the dominant tilt effect. 
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Since the quality of the short exposure image is unaffected by the dominant tip and tilt 
distortions, that broaden the long exposure PSFs and OTFs, the Strehl of a short exposure 
image is much better than that of a long exposure image. An alternative measure of image 
quality is given by the resolution, n, defined as [55] 
n = 1: (1-i(u)) du. (3.80) 
The resolution can be normalised by the limiting resolution Rmax, the limiting value of 
the long exposure resolution as the aperture becomes arbitrarily large. The normalised 
short and long exposure resolutions are illustrated in Fig. 3.21. The results in Fig. 3.21 
show the long exposure resolution tending to the limiting resolution Rmax, as D /ro tends 
to infinity. This limiting aperture imposed by the atmosphere corresponds to the same 
resolution as diffraction-limited imaging with a lens of diameter ro. The second curve in 
Fig. 3.21, however, shows a significant improvement in resolution may be obtained with 
short exposure times. 
There are a number of ways that the wavefront tilt can be removed to improve the per-
formance of the imaging system. The image can be compensated in real-time using a tilt 
correction mirror or a long term image can be formed by summing short exposure frames. 
This process is equivalent to the long exposure imaging of a tilt compensated system. 
The transfer function for a short exposure image assuming incoherent illumination, the 
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Figure 3.21: The rnsolution R normalized by Rmax for long-exposure 
(lower curve) and short-exposure (upper curve) imaging. 
short exposure OTF, is given by [139] 
1isE(u,v) = T(u,v)exp {-3.44 C'~~ui r [ 1-a C'~uif']}. 
The difference between the long and short exposure results is the term 
(3.81) 
(3.82) 
In contrast to the long exposure OTF, the short exposure OTF is no longer simply the 
product of a telescope term with an atmospheric term. The atmospheric term now has a 
telescope dependence as indicated by Eq. (3.82). In long exposure imaging this term is 
equal to 1, i.e. a= 0, whereas in short exposure imaging it is non-zero and the effect of the 
extra term varies with z. For small z the original exponential term dominates indicating the 
blur is mainly due to phase effects. For large z the second term becomes more significant, 
indicating contributions from phase and amplitude perturbations. 
3.4.3 Wave propagation through Kolmogorov turbulence 
Consider the propagation of a plane wave through atmospheric turbulence as illustrated in 
Fig. 3.22. The atmosphere is assumed to be homogeneous, except for a layer between the 
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altitudes of h and h + 8h, which has an increased but constant C'fv. A plane wave incident 
on the top of the layer at h + 8h suffers only a phase shift ¢(x, y) as it passes through the 
layer. Since the layer is assumed to be so thin, diffraction effects can be neglected as there 
is no distance in which they can evolve. The effect of the layer on the wavefront is given by 
Uh(x, y) =exp {j¢(x, y)} (3.83) 
where 
2n 
¢(x,y) = TW(x,y). (3.84) 
Alternatively, Eq. (3.83) can be written in polar coordinates as 
Uh(r) =exp {j¢(r)}. (3.85) 
Propagation through turbulence alters the correlation properties of the optical field. The 
correlation, which in this case is equivalent to the covariance since the process is zero mean, 
· of the complex amplitude of a wave that has propagated through atmospheric turbulence is 
(Uh(r)U/;(r + r')) 
(exp {j [¢(r) - ¢(r + r')J}) 
exp {-~D¢(r')} (3.86) 
where D¢(r') is the phase structure function as defined in Eq. (3.71). 
Eq. (3.86) provides an expression for the correlation of the optical field at a height h, 
however, correlation at the pupil, h = 0, is of more practical interest as this is where 
measurements are made. Propagation of the optical field Uh(r) from the output of the 
turbulence layer to the pupil gives rise to diffraction effects which in turn lead to amplitude 
fluctuations or scintillation. Optical wavelengths are generally much smaller than the scale 
of the observed wavefront perturbations, hence the Fresnel diffraction approximation can 
be used to obtain an expression for the complex field, Uo(r), at ground level, 
rr ( ) _ U ( ) [exp(jkz) ( .kr
2





It should be noted that this expression for evaluating the complex field at ground level is in 
terms of the linear convolution operation. This property of linearity is utilised in chapter 
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4 in the simulation of wave propagation through atmospheric turbulence. The accurate 
simulation of the propagation of an optical field using Eq. (3.87) requires the consideration 
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Figure 3.22: Propagation of a planar wave through a single turbulent 
layer at an altitude of hkm. 
The field correlation of the complex amplitude at ground level is equal to the field correlation 
of the complex amplitude at the output of the layer, i.e. 
Co(r') (U0 (r)U;(r + r')) 
Ch(r'). (3.88) 
In other words, the field correlation of the propagated optical field is invariant with free 
space propagation [139]. This result is useful when considering the effects of turbulence on 
an incoherent imaging system. 
3.5 Adaptive optics technologies 
Adaptive optics (AO) is a means for ground-based real-time compensation of the degrada-
tions introduced by the turbulent nature of the earth's atmosphere. An ideal AO system 
perfectly senses and compensates for atmospherically distorted wavefronts. However, this 
ideal performance is not achieved due to a number of limiting factors [139]; finite light lev-
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els, anisoplanatism, fundamental limits of the system components and the finite temporal 
response. 
The problem of the low light levels available for wavefront sensing is a significant limiting 
factor in AO systems. Astronomers are often interested in astronomical objects that are 
very dim, and hence the object itself cannot be used for wavefront sensing. Therefore, a 
nearby reference star must be used to obtain a measurement of the atmospheric distortion. 
However, this leads to anisoplanatism effects, which arise due to light from the reference 
star and the object of interest propagating through different regions of the atmosphere and 
hence seeing different distortions (see Fig. 3.23). The error introduced by the different 
perturbations the object and natural reference star see is termed angular anisoplanatism 
and is one of the major limitations to astronomical AO [70]. The difference in distortion 
is considered trivial if the two objects are separated by no more than the isoplanatic angle 
e0 , which is a function of the vertical turbulence distribution. An additional limiting factor 
when considering visible wavelengths, is that only a fraction of the sky is within suitable 
distance of natural guide stars. 
A solution to this problem was proposed in 1982 by Feinleib and again independently by 
Foy and Labeyrie [52] in the form of an artificial or laser guide star, providing enough 
light to accurately measure the atmospheric distortion at any point in the sky. However, 
the use of artificial guide stars introduces an entirely different set of problems in the form 
of focal anisoplanatism effects. Focal anisoplanatism results from light from the object 
and guide star travelling through different regions of high altitude turbulence, see Fig. 
3.23(b). The resulting distortion is termed the cone effect as only a cone shaped volume of 
turbulence is measured, with turbulence above the beacon not being measured at all. Focal 
anisoplanatism is characterised by d0 , the effective diameter of the AO imaging system when 
a single artificial guide star is used, and is given by [56] 
(3.89) 
where His the altitude of the artificial star. 
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Focal anisoplanatism effects can be reduced by using backscattered light from a higher 
altitude, for example sodium beacons, which result from the excitation of sodium atoms in 
the sodium layer 90km above ground level and well above any turbulence of interest. The 
use of multiple artificial beacons has also been suggested to improve focal anisoplanatism 
and is discussed in section 3.5.2. 
TURBULENCE TURBULENCE 
TELESCOPE PUPIL TELESCOPE PUPIL 
(a) (b) 
Figure 3.23: (a) Angular anisoplanatism and (b) Focal Anisoplanatism, 
rnferred to as the cone effect. 
The fundamental limits of system components, for example the finite sampling of the wave-
front sensor and the finite number of degrees of freedom of the deformable mirror, also 
prevent AO systems from achieving their ideal performance. Another limiting factor re-
lates to the finite temporal response of the system. Errors introduced by changes in the 
atmosphere between measuring the turbulence and correcting for it lead to temporal aniso-
planatism. As a result the systems ability to sense and compensate for the high spatial 
frequencies of the wavefront deformations is diminished [139]. These effects can be reduced 
by using wavefront sensors with higher spatial sampling rates and deformable mirrors with 
larger numbers of actuators corresponding to more degrees of freedom. However, these 
options are expensive and result in an increase in complexity. Less expensive and simpler 
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options include partially compensating and hybrid systems. Since 873 of the aberration 
is due to wavefront tilt, considerable compensation can be achieved with a simple tip-tilt 
system [62]. It essentially becomes a compromise between the cost and the compensation 
achieved. In addition, an AO system cannot completely remove atmospheric distortions, so 
some post processing may be required. 
Many point objects such as stars and binary stars for example have been imaged at high 
resolutions using adaptive optics technologies. The same resolution images of extended 
objects, however, have not been seen. This is because the compensation performed by an 
AO system is only over a region of space known as the isoplanatic patch, with the size of 
extended objects such as planets, galaxies and nebulae, exceeding this region. A number of 
approaches have been suggested to improve the field of view of an adaptive optical telescope. 
These include single and multiple conjugate adaptive optics discussed in section 3.5.1 and 
the use of multiple laser guide stars discussed in section 3.5.2, which was also suggested 
as a means for reducing focal anisoplanatism. An additional benefit of a multiconjugate 
adaptive optics system is the reduction of the amplitude variations [15], that cannot be 
compensated for with a mirror. 
3.5.1 Multiconjugate adaptive optics (MCAO) 
The angular extent of many objects of interest exceeds the isoplanatic angle, so compen-
sation over a wide field of view is a major goal for astronomical AO. In a conventional 
AO system the deformable mirror (DM) is conjugated to the telescope entrance pupil [129] 
and provides compensation only over the isoplanatic angle B0 , typically 2-3 arcseconds for 
visible wavelengths. This corresponds to the optimal placement of the DM only if the 
boundary layer turbulence is dominant. A significant increase in the field of view (FOV) 
can be achieved by conjugating the deformable mirror to the average seeing layer. Racine 
et al [129] report an increase in the FOV by a factor of two when using this approach. 
The conjugation of the DM to the average seeing layer is only optimal when the turbulence 
is confined to a single layer. However, atmospheric turbulence is known to consist of several 
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layers, for example the presence of more than one dominant layer has been reported by 
Kluckers et al [85]. Therefore, to achieve compensation over wide FOVs, it is necessary to 
employ three-dimensional wavefront compensation [70], to account for the three-dimensional 
structure of the atmosphere. 
The possibility of increasing the isoplanatic patch by using multiple DMs, each imaged on a 
specific atmospheric layer has been proposed by a large number of authors [52,81,154], and is 
referred to as multiconjugate adaptive optics (MCAO). More complete reference lists for this 
area can be found in Beckers [15] and Hardy [70]. Ideally the DM positions correspond to 
the turbulent layers as illustrated for a two layer system in Fig. 3.24, although the general 
problem of fewer DMs than turbulent layers has been investigated by Fusco et al [59]. 
The placement of the DMs requires knowledge of the vertical structure of the atmosphere, 
or at least knowledge of the heights of the turbulent layers. This can be achieved using 
atmospheric tomography techniques or SCIDAR and related techniques investigated in some 
detail in chapters 7 and 8. 
OBJECT 
TURBULENT LA YER 1 
TURBULENT LA YER 2 
TELESCOPE 
CONJUGATE PLANE 2 
CONJUGATE PLANE 1 
Figure 3.24: A multiple conjugate system with two deformable mirrors. 
3.5. ADAPTIVE OPTICS TECHNOLOGIES 115 
3.5.2 Multiple laser guide stars 
The use of multiple laser guide stars, suggested by Foy and Labeyrie [52], has been proposed 
as a means for reducing focal anisoplanatism effects and increasing the field of view over 
which compensation can be achieved. The idea being that each laser guide star is used 
to image part of the atmosphere with the combined responses completely illuminating the 
region of interest. 
The mean square wavefront distortion due to focal anisoplanatism is [136] 
(
D)5/3 
criA = do ' (3.90) 
where do is given by Eq. (3.89). In the case of multiple guide stars this becomes [136] 
( 
s ) 5/3 
criA = do ' (3.91) 
where the area of illumination of each beacon corresponds to a subsection of the telescope 
aperture with an area of s2 . When a large number of guide stars are used to probe the same 
region criA is considerably reduced. The aperture dimension serviced by each beacon is 
reduced to a dimension comparable to do, minimising the error due to focal anisoplanatism 
[70]. 
However, the practical implementation of a multiple laser guide star system is not trivial. 
Multiple guide stars introduce a host of technical problems, as well as being additional 
sources of wavefront error [70]. For example, the wavefront measurements from each beacon 
must have a unique identifying characteristic to ensure that each is processed correctly and 
must be combined with the measurements from the other beacons to provide an estimate 
of the overall wavefront distortion. 
There are three ways that the distorted wavefront measurements can be combined; butting, 
stitching and merging [160] as illustrated in Fig. 3.25. Butting is a technique in which 
the data from each guide star is used to estimate the wavefront distortion directly under 
that star. Stitching involves combining data from regions where the guide stars overlap. 
Stitching error arises from the need to combine measurements from sources whose relative 
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positions cannot be precisely controlled, as is the case with laser guide stars as they can 
be subject to random beacon wander. The final technique is that of merging. In this case 
each subaperture views all laser guide stars and filtering techniques are used to combine 
the data and obtain an estimate of the distorted wavefront. 
(a) (b) (c) 
Figure 3.25: Three methods of combining multiple wavefronts to reduce 
the impact of focal anisoplanatism (a) Butting, (b) Stitching and (c) 
Merging. 
Preliminary work has been carried out using multiple laser guide stars to extend the FOV 
of an AO system, by probing the turbulence to estimate the phase of each turbulent layer, 
combined with multiconjugate adaptive optics to increase the isoplanatic angle [136]. How-
ever, at this stage multiple laser guide star systems have not progressed much past the 
conceptual stage. 
Chapter 4 
Simulation of Atmospheric 
Turbulence 
The simulation of atmospherically distorted wavefronts is an important tool for studying 
light propagation and imaging, although the final measure is always on real data. The 
lack of ground truth measurements and the desire to develop adaptive optics systems and 
data processing algorithms, provides the motivation for developing effective design tools. 
For example, the success of an AO system to compensate for wavefront perturbations is a 
complicated function of the components of the system, atmospheric conditions and light lev-
els [139]. Accurate simulations can provide insight into how a system will perform, exposing 
problem areas and exploring possible solutions ail at the design stage. The development 
of existing and new deconvolution, blind deconvolution and phase retrieval algorithms also 
benefit from simulation. Post processing techniques need to be tested in a controlled man-
ner and under a wide variety of conditions, requiring the generation of ensembles of speckle 
images consistent with actual physical processes. An ideal simulation is one which matches 
the real world exactly, hence considerable effort is directed towards improving the simulation 
of real world quantities to achieve this. 
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The atmosphere is a weak, inhomogeneous extended random medium that manifests itself 
in discrete layers [170]. As a result it is often modelled as free space containing a series of 
thin layers or phase screens. In the case of static turbulence an adequate approximation is 
often a single phase screen located at the entrance pupil of the optical system, although this 
cannot account for non-isoplanatic effects [139]. The propagation of distorted light output 
from a single layer to the input of the next layer is modelled by a Fresnel propagation. This 
process is then repeated for the remaining turbulent layers with the propagation of the 
distorted wavefront output from the final layer to the telescope aperture also modelled by a 
Fresnel propagation. Therefore, the simulation of atmospherically distorted wavefronts at 
the telescope aperture requires the simulation of random phase screens and the propagation 
of light between these phase screens. The simulation of atmospheric turbulence is investi-
gated in section 4.1, along with the introduction of an improved technique for its simulation. 
An improved method for the simulation of wavefront propagation through random media 
is presented in section 4.2. 
4.1 Simulation of Kolmogorov turbulence 
The starting point for nearly all the analysis of atmospheric turbulence has been the as-
sumption that atmospheric turbulence follows a Kolmogorov spectrum [134], as outlined in 
section 3.4. Kolmogorov turbulence can be described statistically by its power spectrum of 
refractive index fluctuations, given in Eq. (1.8) and reproduced here for convenience, 
(4.1) 
where"' denotes the scalar-wavenumber vector ("'x' "'Y' "'z), and C'fv is the structure constant 
of refractive index fluctuations. The corresponding power spectrum of phase fluctuations 
is [134] 
9.7 x 10-3k21r1-1113c'fv(h)oh 
0.023 lfl-ll/3 
5/3 ' ro 
(4.2) 
(4.3) 
where k = 2{ is the wavenumber, oh corresponds to the turbulence layer thickness and r0 
is Fried's parameter. 
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Simulation of atmospheric turbulence is performed by generating phase screens, where a 
phase screen provides a single realisation of the phase distortion introduced by the at-
mosphere. An accurate turbulence simulation should not only produce a speckled distortion 
of the image, it should also shift the centroid of the image formed. The low frequencies in 
the Kolmogorov spectrum, contributing significantly to the tip and tilt components of the 
distortion, discussed in sections 3.2.5 and 3.3.2, account for the centroid motion. As a result 
it is important that these are accurately modelled. Furthermore, simulation of atmospheric 
turbulence is not restricted to Kolmogorov statistics, other power laws can also be modelled 
and this is investigated in section 4.1.8. 
The phase screen is related to the spectrum of phase fluctuations, P(k, l), by the Fourier 
transform pair [24] 
r+oo r+oo 
P(k, l) =Loo Loo 'lj;(u, v)exp(-i27r(uk + vl))dudv (4.4) 
and 
r+oo r+oo 
'lf;(u, v) =Loo Loo P(k, l)exp(i27r(uk + vl))dkdl. (4.5) 
The notation 'lj;(u, v) is used to represent a two-dimensional phase screen in the aperture of 
the telescope, where ( u, v) are the coordinates in this aperture. One important property of 
the phase screens which are generated by assuming a pure Kolmogorov spectrum is that, 
although they are not statistically stationary, they have stationary increments. It is thus 
necessary to describe their statistics in terms of the phase structure function 
I {q/,(q,, q1, \ - q/,(q/n •In \\ 2 \ 
\\'t'\~l)Vl/ 't'\~L,,VL,JJ I 




where ro is Fried's parameter [54] and () is used to denote averaging over the ensemble of 
phase screens. It is important to note that the structure function is solely dependent on ro 
and the magnitude of the vector (u1 - u2, v1 - v2). Note also that in this thesis both Dp 
and Dq, are used to represent the phase structure function. 
It is impossible to define a covariance function for points in a Kolmogorov phase screen 
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directly, since the covariance of the DC term is infinite. It is, however, possible to define 
a phase covariance for the phase screen over a finite region when the mean is removed 
(121, 171]. Therefore, a new phase screen is generated by removing the mean component to 
give 
¢(u,v) = 1/J(u,v) - j WA(u',v')'ljJ(u',v')du'dv', (4.9) 
where WA(u, v) is an aperture function which defines the region over which the phase is to 
be simulated. The aperture function has the property that 
{ 
c over the region of simulation 
WA(u, v) = 
0 outside the region of simulation 
where the constant, c, is chosen so that 
j WA(u, v)dudv = 1. 
(4.10) 
(4.11) 
The simplest simulation techniques use FFT methods of filtering white Gaussian noise. 
These techniques although straightforward to implement suffer from a lack of low frequency 
information since by definition the FFT is periodic and the Kolmogorov spectrum is not. 
As a result these techniques do not accurately simulate the random centroid motion result-
ing from propagation through atmospheric turbulence. Solutions to this problem include 
a variety of modifications to the original spectral technique, investigated in section 4.1.1. 
Modal expansions, a completely different simulation approach, involve combining appropri-
ately weighted Zernike polynomials to generate Kolmogorov turbulence and are outlined in 
section 4.1.2. An exact, but intensive, direct simulation method is outlined in section 4.1.3. 
More recent approaches exploit the fractal nature of Kolmogorov turbulence and utilise al-
gorithms created for generating fractal surfaces, namely the random midpoint displacement 
and successive random additions algorithms presented in section 4.1.4. 
The random midpoint displacement method provides a reasonably accurate and fast method 
for simulating Kolmogorov turbulence (94]. However, the theory behind the method was 
not properly explained. Section 4.1.5 contains a theoretical justification of the approach 
taken in a previous study and extends it to improve the overall accuracy of the simulation 
by simulating the phase screen in a two stage process. 
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4.1.1 Spectral methods 
Spectral methods, as they are termed throughout this thesis, are the simplest approach 
to generating phase screens. An array of uncorrelated random numbers is multiplied by a 
sampled approximation to the Kolmogorov power spectrum [94], 
(
2D)5/3 
W(i, j) = 0.023 ~ V(i2 + j2)-11/3 (4.12) 
where i and j are the sample indices. The product is then Fourier transformed, with the 
resulting real and imaginary components each representing independent phase screens as 
illustrated in Fig. 4.1. 
(a) (b) 
Figure 4.1: Typical phase screens simulated using the basic speckle 
method. (a) Real phase screen and (b) imaginary phase screen. 
For an accurate simulation the dimension of the simulation must be in the order of the outer 
scale, while at the same time the sampling interval must adequately sample the fine structure 
which is in the order of the inner scale of the turbulence. Hence for lo = lmm and Lo = 
50m, the simulation dimension N must be at least 50000. If the simulation is of dimension 
L, no frequencies lower than 1/ L exist in the Fourier transform, since frequencies with a 
period greater than the imposed aperture are not represented. This is a direct consequence 
of the periodicity assumption of the FFT, which by definition produces a result with a 
zero mean slope. The inaccurate modelling of the low frequency terms means that the tip 
and the tilt of the wavefront, which account for the centroid motion, are underrepresented. 
Consequently, this technique although simple does not provide an accurate approximation 
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to Kolmogorov statistics. Typical speckle patterns generated by this technique are shown 
in Fig. 4.2 and illustrate how the speckle centroid is not shifted significantly from the image 
centre. 
(a) (b) 
Figure 4.2: Typical speckle patterns for D/ro = 10 simulated from the 
phase screens in Figs. 4.1 (a) and (b). 
The accuracy of the spectral approach can be determined by a comparison of the phase 
structure function of the simulated phase screens with the ideal result given by Eq. ( 4.8), 
and illustrated in Fig. 4.3. Figs. 4.1 and 4.3 show that the phase screens and hence the 
corresponding structure function generated using the spectral technique are periodic. The 
ideal structure function, however, is not. This is a result of the sampling process and leads 
to large deviations from the desired statistics. The computation required to perform an 
N x N Fourier transform is N 2log2N
2 operations. 
The effective simulation of the atmosphere was started by McGlamery [114] who simulated 
turbulence over an area 16 times larger than the aperture, using the spectral approach 
outlined above, to give a result of dimensions 4L x 4L. The resulting phase screen was the 
central L x L portion of this (see Fig. 4.4). The accuracy of this approach is illustrated by 
a comparison of ideal and simulated phase structure functions in Fig. 4.5. McGlamery's 
method produces a considerable improvement in the estimated phase structure function 
statistics. However, it is at a considerable increase in the computational cost of the original 
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Figure 4.3: Ideal (solid) and simulated (dotted) phase structure functions 
calculated over an ensemble of 10000 phase semens for the basic spectral 
method. 
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technique and again is only adequate for applications where the overall tilt across the pupil 
is of no concern. 
(a) (b) 
Figure 4.4: (a) Phase screen generated using McGlamery's method. (b) 
Corresponding i;peckle pa,llern for D /'ro = 10. 
Various techniques were proposed for dealing with the inadequate low frequency modelling of 
the FFT based approaches, either by the artificial addition of lower frequency information to 
the spectrum or by the compensation of centroid motion after speckle image generation. A 
simple technique for modelling the effects of these lower frequencies is to generate additional 
random frequencies and add their effects to the sampled frequencies obtained from Eq. 
(4.12). Lane et al [94] achieve this by the addition of subharmonics. The sample at the 
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Figure 4.5: Ideal (solid) and simulated (dotted) phase structure functions 
calculated over an ensemble of 10000 phase screens for McGlamery's 
method. 
origin of the spectrum is divided into nine samples, each 1/9th the area and weight of the 
original sample, where these additional frequencies are known as subharmonics. Additional 
subharmonic sets can be generated by further division of the remaining area around the 
origin, until the desired outer scale of turbulence is reached. This technique requires less 
computation than the technique of McGlamery and produces more accurate phase screens. 
Adcock and Jones [1] generated low frequencies in the simulated phase screen, by starting 
with a phase screen of size N x N and of dimensions L x L. A central 2x2 piece of the 
phase screen is extracted and interpolated to N x N pixels. A second phase screen generated 
over this new area contains the higher frequencies absent from the first. These are then 
combined and the process repeated until the required phase screen scale results. 
An approach proposed by Shaklan as outlined in Lane et al [94] is to generate a phase 
screen of dimensions 2D x 2D, where D represents the desired aperture dimensions, and 
extract the central D x D portion. The centroid of the resulting speckle pattern is then 
manually shifted. This gives an improvement in accuracy over the basic spectral technique, 
but it does not take into account all the information present at the lower frequencies [94]. 
For example, centroid motion is not purely a function of the tip and tilt distortions, higher 
order terms like coma can also move the centroid of a speckle image. Therefore, the manual 
shifting of the centroid does not ensure the correct relationship between the tip/tilt and 
higher order terms. 
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4.1. 2 Modal expansions 
An alternative approach to the simulation of atmospheric turbulence is to expand the tur-
bulence induced phase aberrations in terms of a set of orthogonal basis functions, i.e. 
00 
1/J(u, v) = L appj(u, v) 
j=l 
(4.13) 
where 'l/J( u, v) represents the phase of the aberrated wavefront, lf!j ( u, v) the jth basis function 
and aj the coefficient of the jth basis function. The expansion can be performed using 
Zernike polynomials, however, it is not optimal as the coefficients in the Zernike expansion 
are not statistically independent. N. Roddier [137] performed the expansion in terms of 
randomly weighted Karhunen-Loeve functions, where the Karhunen-Loeve functions are a 
unique set of orthogonal functions which have statistically independent weights. Although 
these functions do not have an analytic formula, they can be expanded in terms of the 
Zernike polynomials. 
The aberrated wavefront phase, using the Zernike expansion of Noll [121], is defined in polar 
coordinates as 
00 
¢(Rp, e) = L ajZj(p, e), 
j=2 
(4.14) 
where the Zj represent the Zernike polynomials, R the radius of the aperture, ¢(Rp, e) the 
piston removed phase and the coefficients aj of the expansion are given by [136] 
r27r roo 
aj =lo lo W(p, B)Zj(p, B)¢(Rp, B)pdpde. (4.15) 
Here W(p, B) represents the aperture weighting function. Note that because of the under-
lying Gaussian distributed nature of ¢(Rp, B), the aj are also Gaussian distributed [139]. 
The covariance of two Zernike polynomial coefficients aj and ak, corresponding to Zernike 
polynomials Zj and Zk, is given as [136] 
\! W(e_)Zj(f!)¢(Rf!)de_ I W(e_')Zj(e_')¢(Re_')de_') 
I ( ¢(Re_)¢(Re_')) I W(e_)W(e_')Zj([!_)Zk(e_')de_de_' 
I I C1(Re_, Re_')W(e_)W(e_)Zj([!_)Zk(e_')de_de_' (4.16) 
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where ¢(Re) is the phase of the aberrated wavefront, C¢(Rf!., Re.') is the phase covariance 
function and f!. = (p, B). Since the aj are zero mean Gaussian random variables the covari-
ance is equivalent to the correlation of the aj. Eq. (4.16) can be evaluated to give 
(4.17) 
where [136] 
Cjk = 7.2 X 10-3 V(n + l)(n' + 1)(-l)(n+n'-2m)/27r8/3 
r(14/3)r [(n + n' - 5/3)/2] 
x r [(n - n' + 17 /3)/2] r [(n' - n + 17 /3)/2] r [(n + n' + 23/3)/2]' (4·18) 
The covariance values for a2 to a10 are given in Table 4.1 and show that the coefficients 
corresponding to Zernike polynomials Z2, Zs and Z3, Z7 are correlated. This indicates that 
a simple Zernike expansion is not optimal, since an optimal expansion would be given by 
uncorrelated coefficients. 
2 3 4 5 6 7 8 9 10 
2 0.448 0 0 0 0 0 -0.0141 0 0 
3 0 0.448 0 0 0 -0.0141 0 0 0 
4 0 0 0.0232 0 0 0 0 0 0 
5 0 0 0 0.0232 0 0 0 0 0 
6 0 0 0 0 0.0232 0 0 0 0 
7 0 -0.0141 0 0 0 0.00618 0 0 0 
8 -0.0141 0 0 0 0 0 0.00618 0 0 
I :0 I : 
0 0 0 0 0 0 0.00618 0 
0 0 0 0 0 0 0 0.00618 
Table 4.1: Covariance matrix (cjk) for a2 to a10. 
The Karhunen-Loeve functions form a set of statistically independent basis functions and 
are therefore a better choice of basis functions for high order simulations than the weakly 
correlated Zernike functions. Although, they have no analytic formula they can be expressed 
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in terms of the Zernike polynomials. The Karhunen-Loeve expansion is given by 
00 
¢(Rp, e) = 'L biKi(p, e) (4.19) 
i=2 
where the bi are the coefficients of the Karhunen-Loeve expansion and the Ki(p, B) are the 
Karhunen-Loeve functions. 
The general technique for performing a Karhunen-Loeve expansion is to compute the inde-
pendent Karhunen-Loeve coefficients, convert these to the corresponding Zernike coefficients 
and evaluate the phase screen as a sum of Zernike polynomials [137]. The process starts by 
defining the vector a, where 
a= (4.20) 
is a matrix of (N -1) Zernike coefficients, note that piston is not included. The covariance 




where the components (ajak) can be calculated using Eq. (4.17). Ca is a Hermitian matrix 
and can be decomposed via the singular value decomposition (SVD) to: 
(4.22) 
where A is a diagonal matrix containing positive eigenvalues and U contains the eigenvectors 
of Ca. The covariance matrix Ca can be block diagonalised before the SVD is applied to 
accelerate the computation and improve the accuracy as outlined in N. Roddier [137]. 
Now consider the transformation of a, 
(4.23) 
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where bis a vector of Karhunen-Loeve coefficients (b2, b3, ... bN )T. For the new coefficients 
to be statistically independent the corresponding covariance matrix must be diagonal. The 
covariance matrix of these new coefficients is given by 
(uraaru) 
UT (aaT) U 
UTCaU 
A. (4.24) 
This result indicates that the coefficients in bare uncorrelated and statistically independent. 
The corresponding Zernike coefficients are obtained by inverting Eq. ( 4.23) to give 
a=Ub. (4.25) 






~ (~ U;;b;) Z;(p,O) 
~ b; (~ U;;Z;(p, B)) 
00 
'L biKi(P, e) 
i=2 
00 




One of the advantages of a Zernike based system is that it is often possible to estimate how 
many Zernike modes can be compensated by an AO system. Consider an AO system which 
compensates N Zernike modes. The remaining distortion must, therefore, be due to the 
uncompensated modes. The residual phase is 
</>R(Rp, e) = </>(Rp, e) - </>N(Rp, e), (4.28) 
4.1. SIMULATION OF KOLMOGOROV TURBULENCE 129 
where </JN(Rp, B) is defined as 
N 
¢N(Rp, e) = L aiZi(p, e). (4.29) 
i=2 
This can then be used to calculate the mean square residual phase error, o-~N' where 
J J W(p, e) ( ¢~(Rp, e)) pdpde 
J J W(p, e) ( (¢(Rp, e) - ¢N(Rp, B)) 2 ) pdpde. (4.30) 
In the case of a Zernike expansion, the mean square residual phase error is given by [121] 
(4.31) 
where (¢2 ) is the phase variance, which is infinite due to the piston mode. For large N this 
can be approximated by [121 J 
(4.32) 
The values of o-~N (Z) for Zernike modes N ~ 10 are given in Table 4.2. Note that 86% 
of the total error is removed when the tip and tilt modes of turbulence, Z2 and Zs, are 
removed [139]. Considerable compensation is achieved by removal of the low order terms 
in the Zernike expansion as shown in Table 4.2. A further significant reduction in mean 
square residual phase error requires the removal of a large number of modes. For N > 15 
the removal of a single Zernike mode corresponds only to a marginal reduction [139]. 
The mean square residual phase error remaining after the removal of N Karhunen-Loeve 
modes is given as [ i39] 
N 
(T~N (KL)= 1.0299 (D) -L (b[), 
ro i=l 
(4.33) 
where a bar denotes a mean quantity. The values of o-~N(KL) for Karhunen-Loeve modes 
N ~ 10 are given in Table 4.3. The Karhunen-Loeve expansion returns a slightly smaller 
mean square residual phase error than the Zernike expansion. 
Fig. 4.6 shows a phase screen generated by summing 396 Zernike polynomials and the 
corresponding speckle pattern for D fro = 10. The computational load for the technique of 
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Table 4.2: o-~N (Z) for the compensation of N :::; 10 Zernike modes. 
summing Zernike polynomials is proportional to aN2 [94], where a is the number of Zernike 
polynomials used. For a 64x64 phase screen, a would need to be less than 9 to compare 
with the computation required for the basic spectral methods. However, the use of about 
400 Zernike polynomials is suggested, and this will increase for higher values of D / ro. 
(a) (b) 
Figure 4.6: (a) Phase screen generated using an expansion of 396 Zernike 
polynomials. (b) Corrnsponding speckle pattern for D fro = 10. 
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Table 4.3: a~N (KL) for the compensation of N :::; 10 Karhunen-Loeve 
modes. 
4.1.3 Direct simulation of a phase screen 
131 
The covariance of the piston removed phase screen ¢(u, v), defined in Eq. (4.9), is given 
by [171] 
C( u1, v1, u2, v2) (¢( u1, v1)¢( u2, v2)) 
(/ ( V;( u1, v1) -1/;( ui, vi) )WA ( ui, vi)dui dvi 
x j (V;(u2, v2) -1/;(u;, v;))WA(u;, v;)du;dv;) 
j j ((V;(u1,v1) -V;(ui,vi))(V;(u2,v2) -1/;(u;,v;))) 
(4.34) 
Using 
Dp(u1, V1, U2, v2) = ( V;(u1, v1)2 - 21/J(ui, v1)1/J(u2, v2) + V;(u2, v2)2) (4.35) 
and Eq. (4.8) it is possible to rearrange Eq. (4.34) to produce 
1 
-2Dp(u1, V1, U2, v2) 
+ ~ j Dp(ui, vi, u2, v2)WA(ui, vi)dui dvi 
+ ~ j Dp(u1, v1, u;, v;)WA(u;, v;)du;dv; 
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~ j j Dp(ui, v~, u~, v~)WA(ui, vi)WA(u~, v~)dui dv~ du~dv~ 
(4.36) 
the result for a continuous phase screen. However, for computation purposes a sampled 
phase screen is required. 
The covariance is now calculated as the outer product of the stacked phase screen, 
(4.37) 
where <T? is the original phase screen rearranged into a vector, by the stacking operator R, 
i.e. 
<T?(mN + n) = R[¢(m6.u, n6.v)]. (4.38) 
Here N is the number of samples in the v direction, and 6-u and 6-v are the sample intervals 
in the u and v directions respectively. If the dimension of the starting screen is N x N then 
the dimension of Cs is N 2 x N 2 . 
The direct simulation of a phase screen can now be achieved by the use of the eigensystem 
of Cs computed using a singular value decomposition (SVD): 
(4.39) 
where A is a diagonal matrix containing positive eigenvalues and U = (U1, U2 , ... , UN2), 
where the Ui are the eigenvectors of Cs. 
An exact stacked phase screen is then given by 
<T? = Ux (4.40) 
where x is a random vector of independent elements. Each element has its variance given 
by the corresponding element on the leading diagonal of A. This matches the second order 
statistics of the Kolmogorov turbulence [134] which is sufficient to completely describe 
a Gaussian process. The unstacked phase screen is obtained by reversing the stacking 
operation in Eq. (4.38) to produce ¢(m6.u, n6.v), a simulated phase screen with the desired 
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covariance statistics. The columns of U when unstacked give the Karhunen-Loeve basis 
functions of the turbulence. Therefore, this approach differs to that of N. Roddier [137] 
only in a choice of basis functions. This direct phase screen simulation method was outlined 
in Goldring and Carlson [64]. 
The approach described here has the advantage that the coefficients generated by Eq. (4.40) 
can be used directly as the samples of the phase screen, without the need to sum weighted 
Zernike polynomials. A drawback of this technique is that the SVD factorisation of Cs, 
although it only needs to be performed once for a given size of phase screen, requires a 
large amount of computation, in the order of N 6 operations for an array of N 2 points [151]. 
As a result 32 x 32 pixels is the practical computational limit for phase screens simulated 
directly. A phase screen and the corresponding D fro = 10 speckle pattern simulated using 
the direct method are illustrated in Fig. 4. 7. 
(a) (b) 
Figure 4. 7: (a) Phase screen generated using the direct method. (b) 
Corresponding speckle pattern for D fro = 10. 
4.1.4 Fractal methods 
Fractal geometry is a relatively new branch of mathematics and was conceived and developed 
by Benoit Mandelbrot [124]. Fractal shapes are invariant to scale, that is they look similar 
regardless of the scale at which they are viewed, a property known as self-similarity. For 
Kolmogorov turbulence this means that changing the size of the aperture has no effect on 
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the shape of the phase structure function [94], i.e. 
( 4.41) 
This fractal nature of Kolmogorov phase screens was noted by Lane et al [94] and later 
by Schwartz et al [144]. It is, therefore, possible to apply existing fractal generation algo-
rithms to the simulation of Kolmogorov turbulence. Lane et al used the random midpoint 
displacement method, whereas Schwartz et al investigated the successive random additions 
method for simulating atmospheric turbulence. 
It is necessary to introduce Brownian motion before further discussion of fractal generation 
algorithms. Brownian motion in one variable constitutes the simplest random fractal [124] 
and can be described in one dimension by the following power law 
(4.42) 
the spectrum of Brownian motion. It can also be described by its structure function, 
(4.43) 
Brownian motion can be generated by integrating white noise, where white noise is com-
pletely uncorrelated from point to point. 
When the exponent of the power spectrum in Eq. (4.42) is not equal to 2 this defines frac-
tional Brownian motion (fBm), a generalisation of Brownian motion. Fractional Brownian 
motion is a Gaussian random process characterised by, 
(4.44) 
where 0 < H < 1 and is known as the Hurst parameter. H = 1/2 corresponds to Brownian 
motion and indicates no correlation between the random variables. H > 1/2 indicates a 
positive correlation between the random variables and H < 1/2 a negative correlation. 
Random midpoint displacement is a technique for simulating and increasing the resolution 
of fBm. The random midpoint displacement algorithm has mainly found application in the 
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computer generation of artificial landscapes, where it results in more natural landscapes 
than can be generated by other means. This process for lD fBm starts with two independent 
zero mean Gaussian random variables, X 0 and X1, with a variance equal to a 2 . For a unit 
length separation, 
(4.45) 
The algorithm uses the process of successive subdivision to increase the resolution of the 
fBm. The midpoint between the two original points, X 1; 2 , is calculated hy interpolation 
and the addition of an independent random variable di, with variance 6 2 , to give 
(4.46) 
The variance 6 2 is chosen so that 
(4.47) 
to give 6 2 = a 2 /2. This process is repeated to produce finer and finer resolution samples 
of fBm. 
For Kolmogorov turbulence, midpoint displacement is a technique for increasing the sam-
pling rate and consequently the number of samples of the initial phase screen in a manner 
consistent with the structure function statistics. The original midpoint displacement [94] 
was based on using bilinear interpolation between 4 existing points on the phase screen 
followed by a random displacement of the interpolated point, where the four starting points 
are samples of 2D Kolmogorov turbulence and hence correlated. This process is shown in 
Fig. 4.8 for a, larger nurnuer of initial f>Ui11Lt>. PeiLge11 [124] assumed the interpolation was 
between four uncorrelated Gaussian random variables, regardless of the power spectrum 
being simulated and as a result failed to produce phase screens with acceptable structure 
functions or speckle transfer functions [94]. 
The interpolation at each iteration consisted of three steps. In the first step, Fig. 4.8(a), 
the value of the centre point ¢(ui, vi), shown by a•, was given by 
(4.48) 
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1' 1' 
x x x x * x * x x * x * x 
<Jl(upv1) <Jl(u2, V2) <Jl(upv1) cp(u,,v,) <Jl(u2,V2) 
<Jl(upv1) 
• • * • • * 7· + • * cp(upv1) 
x x x x x x x + x + x 
<Jl(u3,V3) <Jl(u4,V4) <Jl(u3,v3) cp(upv;) <Jl(u4,v4) 
• • * • • * * • + • * 
<Jl(u2, V2) 
x x x x * x * x x * x * x 
(a) (b) (c) 
Figure 4.8: The interpolation steps for generating a higher resolution 
phase semen where the known initial points are marked by X (a) First 
step of interpolation. The points determined at this stage are marked 
•. (b) Second step of interpolation. The points determined at this stage 
are marked*· (c) Third step of interpolation. The points determined 
are marlced +. In this case f is reduced by a factor of J2 because the 
spacing is equivalently reduced. 
The first term on the right hand side is the bilinearly interpolated phase value. The random 
value, Ei, follows a normal law with variance given by 0.609l(f) 513 . The steps for calculating 
Ei are outlined in Lane et al [94]. The term f is the spacing between the points being 
interpolated, initially the original points (indicated by a cross in Fig. 4.8), whereupon 
f = 1. This additional term is required to give the correct structure function between 
the phase at the central point and those at the corners, as predicted by Eq. ( 4.8). The 
second step established a value for the edge points, shown by* in Fig. 4.8(b). These were 
calculated in a similar manner except that only the adjacent corner points were averaged: 
(4.49) 
with the additional random displacement, /e, having a variance given by 0.4471(f) 513 . The 
final step, shown in Fig. 4.8(c), produced the+ in the same way as the first step found the 
•, except that the f used to determine additional displacement, was reduced by a factor 
of J2 due to the reduced spacing of the four surrounding samples. These steps completed 
a higher resolution phase screen and the same steps could be repeated, with a value of f 
halved after each iteration, until the phase screen was as large as required. 
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The algorithm described in the original paper started from a 2 x 2 array but it is simpler to 
demonstrate all steps on a 3x3 initial phase screen (see Fig. 4.8). This original approach, 
whilst producing reasonable structure functions had three major limitations (94]. Firstly, 
the choice of the standard bilinear interpolator, whilst intuitively reasonable, did not have a 
rigorous theoretical basis. Secondly, the interpolation at the edges was clearly less accurate 
than the central pixel calculation. Thirdly, by starting with a 2 x 2 pixel array the operation 
had to be repeated many times to produce large phase screens. This allowed errors in the 
approximation to accumulate. 
A sample phase screen generated using the midpoint displacement method from a 2 x 2 
array is illustrated in Fig. 4.9 along with the corresponding D /ro = 10 speckle pattern. 
This technique has the advantage that only N operations are needed for an array of N 
points, a significant reduction in computation over the spectral, modal and direct methods. 
(a) (b) 
Figure 4.9: (a) Phase screen generated using the original midpoint 
method. (b) Corresponding speckle pattern for D /ro = 10. 
The method of successive random additions (SRA) is another technique for generating ffim 
and was used by Schwartz et al (144] for the simulation of Kolmogorov turbulence. The 
technique is very similar to that of the random midpoint displacement method with one 
major difference. In random midpoint displacement once a point has been determined, its 
value remains unchanged at all later stages. The SRA method adds randomness to all points 
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at each stage of the subdivision process. This technique also requires only N operations for 
an array of N points. 
4.1.5 Derivation of the midpoint displacement algorithm 
A more general technique for deriving the midpoint displacement process can be achieved 
by representing the phase over a finite region as a set of basis functions. The process is best 
explained by considering an N x N set of samples from a Kolmogorov phase screen. These 
existing samples are shown by an X in Fig. 4.lO(a) and are denoted by <I>z(ui, vi)· The aim 
is to produce the optimal estimates of the additional points marked• and* in Fig. 4.lO(a). 
Adding these new points doubles the sampling rate to produce a higher resolution phase 
screen, <I>h(u,v), of dimensions (2N -1) x (2N -1). 
This higher resolution phase screen, <I> h ( u, v), can be expressed in terms of basis functions 
by 
M2 
<I>h = L akUk(u, v) (4.50) 
k=O 
where M = (2N - 1), the ak are the coefficients of the basis functions and the Uk(u, v) 
are the eigenvectors (or basis functions) computed from the covariance matrix of the high 
resolution samples. Each eigenvector has dimension M 2 x1 and can be unstacked to produce 
an M x M two-dimensional basis function. Note Ub( u, v), the eigenvector for the DC term, 
is included. Since the DC term is theoretically of infinite variance it is removed when the 
eigenvectors covariances are calculated. The DC term must, however be included when 
computing the interpolator over a 8nmll region of the phase 8creen since this subregion may 
have a non-zero mean. It is computationally sufficient to set the associated eigenvalue of 
this eigenvector to a very large number. To solve for the coefficients { ai}, <I> and U' are 
converted into vectors using the stacking operation described in Eq. (4.38). This results in 
the system of equations 
where U' = (Uci(u, v), U{(u, v), 
dents of the basis functions. 
(4.51) 
4.1. SIMULATION OF KOLMOGOROV TURBULENCE 139 
A subset of the equations is obtained by selecting the rows of U' and <Ph corresponding to 
the low resolution points whose values are known. In the 4x4 case, this would be rows (1, 
3, 5, 7, 15, 17, 19 ... 49). This reduced set of equations is given by 
<P1 =BA (4.52) 
where 8 is a submatrix of U' of dimension N 2 x(M2 +1) and A is as given for the previous 
equation. 
"· J 
x * x * x * x • • • • 
* • • • • • * • x • x 
x • x • x • x 
* • • • • • * • • • • 
x • x • x • x 
• x • x 
* 0 0 • 0 0 * 
x * x * x * x • • • • 
(a) (b) 
Figure 4.10: The interpolation steps for generating a higher resolution 
phase screen where the initial low resolution points are marked by X. 
(a) • and * are the interpolated points. (b) The effect of removing the 






To interpolate the required high resolution points, <Ph, it is first necessary to solve Eq. 
(4.52) for A and substitute this into Eq. (4.51). The difficulty in solving Eq. (4.52) is 
that there are onlv the oriefoal N 2 low resolution uoints and (2N - 1 )2 + 1 coefficients 
V "---' .J- \ I 
to be estimated, an underdetermined problem. This system of equations can be solved by 
using a priori knowledge about the statistics of the coefficients to increase the number of 
equations. Using a Bayesian approach, or equivalently incorporating extra equations [99] 
for the unknowns, results in a weighted least squares estimator. This gives [99, 105] 
(4.53) 
where 8 and <P1 are as defined above. A' corresponds to the eigenvalues computed from the 
covariance matrix of the high resolution samples, note that it contains an eigenvalue for the 
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DC term. 
The interpolated higher resolution points can now be generated by a weighted sum of low 
resolution points. The higher resolution estimate, qS'h, is generated from A as described by 
Eq. (4.51). It should be noted that Eq. (4.53) can be used to generate all high resolution 
points, and the points corresponding to low resolution points are returned unchanged. 
Figure 4.11: Illustrntion of the possible choices of 4x4 regions of low 
resolution points, marked by X, capable of inte1polating a high resolu-
tion point •. The choice marked by the solid line is used except when 
inte1polating near edges. 
This process descriLes how it is vussiLle lo inLervolale any high resolution sample through-
out the region bounded by the original low resolution samples. When the interpolation is 
based on a region greater than the 2 x 2 low resolution points this leads to a choice of how 
to interpolate a high resolution point. Fig. 4.11 illustrates that using a 4x4 region of low 
resolution points there are 5 possible ways of interpolating the high resolution point marked 
by a •. Since the interpolation is expected to be the best at the centre of a patch of low 
resolution samples this interpolation is preferred, except when precluded from doing so by 
the edge of the low resolution phase screen. This has the advantage that the bulk of the 
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phase screen can be interpolated using a convolution, and also any blocking artifacts are 
minimised. The process described so far is the first stage in increasing the resolution of 
the phase screen, namely interpolating the low resolution samples. As with the method 
described in section 4.1.4, it is then necessary to displace the interpolated points randomly 
to ensure good agreement with the structure function. The amount of random displacement 
required is computed by considering the residual covariance between the true phase screen 
points, ~, and their estimated values. This yields 
Residual covariance E{(~ - ~)(~ - ~)T} (4.54) 
u'A'u'r - 2u'A'er Lirv'r + u'LieA'er Lirvir (4.55) 
The residual covariance, shown in Fig. 4.12, is zero at the low resolution points on the phase 
screen, as expected. It is also necessary that the added random displacements are uncorre-
lated with each other. This is the case as most of the cross-terms in the residual covariance 
are close to zero, the dominant values occurring on the diagonal. Although residual values 
can be determined corresponding to any interpolated point in the higher resolution grid, in 
general only the central point is needed and the window shifted accordingly. The variance 
of the random displacement required for an interpolated point is found on the diagonal of 
the residual covariance. This is then used to generate a random displacement, E, in the 
manner discussed in Section 4.1.4. The optimal 2x2 interpolator and residual displacement 
1.vith a variance of 0.6093 proved to be identical to the bilinear interpolator proposed in 
the original method. The 4x4 interpolator is more precise and consequently requires the 
addition of a random variable with a lower residual variance of 0.0844. 
4.1.6 Implementation of interpolators 
The interpolation process described in the previous section can also be viewed as a zero-
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Figure 4.12: Different views of the residual variance on the estimated 
screen points for a 4x4 interpolator, f = 1. The rnsidual is zero at the 
initial screen points, since these are exact. 




0.25 0 0.25 
0 1 0 
0.25 0 0.25 
A 0.5 0.5 0 0 
~; 3 --- 3 ~3 
-3 -3 -3 -3 
(a) (b) (c) 
Figure 4.13: The interpolators change as their size increases, however, 
after 4x 4 they are very similar and little is to be gained by increasing 
past this size. (a) 2x2 interpolator, (b) 4x4 interpolator and (c) 6x6 
interpolator. 
(4.56) 
Derivation of the 4x4 interpolator by this method gives a significant change from the 2x2 
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coefficients: 
-0.0017 0 -0.0341 0 -0.0341 0 -0.0017 
0 0 0 0 0 0 0 
-0.0341 0 0.3198 0 0.3198 0 -0.0341 
I4x4 = 0 0 0 1 0 0 0 (4.57) 
-0.0341 0 0.3198 0 0.3198 0 -0.0341 
0 0 0 0 0 0 0 
-0.0017 0 -0.0341 0 -0.0341 0 -0.0017 
but subsequent increases in interpolation size do not produce significant changes in the 
interpolator values, a point demonstrated graphically in Fig. 4.13. 
The higher resolution screen is then generated by convolving the lower resolution screen 
that has been zero-filled and the interpolating filter followed by random displacement of the 
interpolated values. The interpolation of the central points is performed in two stages as 
discussed in relation to Fig. 4.8. As can be seen in Fig. 4.8(c) the interpolator is rotated by 
45° in the second stage. The effect ofrotating the 4x4 interpolator is shown in Fig. 4.14. 
While in theory an interpolator larger than 4x4 would produce better results, there are 
two reasons to use this interpolator. Firstly as previously explained the coefficients of the 
interpolator change very little as its size increases past 4x4, and very little improvement in 
the structure function is observed past this size. Secondly, and perhaps more importantly, 
the number of points that can no longer be interpolated as the central point of a region of 
low resolution points increases. This makes interpolating edges of the phase screen more 
difficult as the size of the interpolator grows. 
Computing the higher resolution points at the edge of the phase screen requires a different 
approach because not all their surrounding points exist. As the size of the interpolator 
increases, so do the number of affected edge points. Two techniques for dealing with this 
problem were investigated. For the first method interpolating filters specifically for the edge 
points were constructed and the appropriate residual determined. In the second method the 
edges were simply removed from the phase screen in the final step of each iteration and the 
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value of f adjusted so that the overall dimension of the phase screen is the same as it was 
in the first step. For example when a 2x2 interpolator is used the outer border of points in 
Fig. 4.lO(a) are deleted to produce Fig. 4.lO(b). This second method requires the initial 
phase screen to be larger than the interpolating filter, otherwise the phase screen does not 







5 5 5 5 
0 0 0 0 
(a) (b) 
Figure 4.14: The 4x4 interpolators used for the (a) 1st and (b) 2nd 
levels of interpolation. The structure of the filter depends on the spatial 
relationship between the known points and the point to be estimated 
as in Figs. 4.8(a) and 4.8(c). 
4.1. 7 Simulation of Kolmogorov turbulence 
10 
The phase screens produced by the midpoint method can be increased in size by further 
iterations. Therefore increasing the number of iterations can produce a phase screen of 
the required resolution. Fig. 4.15 shows the effect of successive levels of iteration on 
the appearance of the phase screen. It appears that higher levels of iteration produce a 
'smoother' phase screen, this is due however to a reduction in the aliasing artifact. Visually 
there is little difference in the phase screen's appearance between using a 2 x 2 interpolator 
and a 4x4 interpolator. As the phase screen resolution increases the extent of the speckle 
in the transform domain also increases due to oversampling, resulting in the corresponding 
speckle images at different phase screen resolutions shown in Fig. 4.16. 
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(a) (b) 
(c) (d) 
Figure 4.15: The same initial phase screen as the number of successive it-
erations is increased. (a) The initial 15x15 exact screen, (b) 1 iteration, 
(c) 3 iterations and (d) 5 iterations. 
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The accuracy of the phase screens is better determined by comparing their structure func-
tions, over an appropriately sized ensemble, to the ideal structure function, described in Eq. 
( 4.8). Fig. 4.17 shows these comparisons over an ensemble of 10,000 phase screens, each 
produced by iterating 4 times from the initial low resolution points. In order to quantita-
tively assess the performance of the method a statistical analysis of the structure function 
was also performed (see Fig. 4.17). Using Dp(i) to denote the structure function computed 
from the ith phase screen, 
O"(u,v) = (4.58) 
This gives the standard deviation of the mean structure function generated by this tech-
nique. Fig. 4.18 shows a plot of the number of standard deviations between the average 
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(a) (b) (c) 
Figure 4.16: For each speckle a D /r0 of 10 was used, from a phase screen 
of (a) 2 iterations, (b) 3 iterations and (c) 4 iterations. In each case 
the detail is of approximately the same scale with the interpolation 
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Figure 4.17: Phase structure functions for the phase screens generated 
(solid lines) are compared against the ideal phase structure function 
(dashed lines) as given by Eq. (4.8) (a) for the 2x2 interpolator and 
(b) for the 4x4 interpolator. In both cases edges are removed at each 
iteration. 
and ideal structure functions for both the 2x2 and 4x4 interpolators, i.e. 




The results for the 2 x 2 interpolator are statistically significant for an ensemble of 100, 
however for the 4x4 interpolator a statistically significant deviation is only reached for an 
ensemble size of 10,000. When comparing the two methods for dealing with edge points, 
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(a) (b) 
Figure 4.18: Number of standard deviations from ideal structure func-
tions for structure functions generated from an ensemble of 100 for (a) 
a 2x2 interpolator and (b) a 4x4 interpolator. Note that the structure 
functions for the 4x 4 interpolator were generated from an initial 15x 15 
phase screen with 6 iterations, whereas for the 2x 2 interpolator only 4 




the structure functions show that superior results are obtained by removing the edges of 
the phase screens rather than by interpolating them, Fig. 4.19. 
Phase screens can be generated by this method very quickly. Fig. 4.20 shows the CPU 
time taken to produce a screen, against the number of samples produced. Initially the time 
taken is steep due to the overhead from direct computation of the initial exact phase screen, 
however as the size increases the relationship becomes linear. An initial 15x15 phase screen 
was used because the computational requirements are not huge and it provides a reasonable 
haRe for interpolation. Therefore, each iteration produces a screen of area approximately 
four times larger than the previous one and it should take four times longer to generate 
it. To produce a phase screen of 139xl39 elements (5 iterations from an initial 15x15 
screen, using a 4x4 interpolator with the edges removed) requires 2704697 floating point 
operations (flops) and takes 0.17 CPU seconds on a Sun Enterprise 450. This does not 
differ significantly from the computational requirements of the spectral methods [94], but 
the phase screen is substantially more accurate. 
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Figure 4.19: Phase structure functions for the phase screens generated 
(solid lines) using different techniques for the edge points are compared 
against the ideal phase structure function (dashed lines) as given by Eq. 
(4.8). A 2x2 inte1polatoT was used fol' these results. (a) Edge points 
are interpolated. (b) Edge points are removed. 
10-2~~-~~-~-~~ 
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Figure 4. 20: CPU time to produce phase screens as the number of samples 
generated increases. 
4.1.8 Simulation of non-Kolmogorov turbulence 
200 
The simulation of atmospheric turbulence using the improved midpoint displacement method 
is not restricted to Kolmogorov statistics. Consider turbulence described by a more general 
power spectrum of phase fluctuations, 
(4.60) 
4.1. SIMULATION OF KOLMOGOROV TURBULENCE 149 
where (3 = 11/3 corresponds to Kolmogorov statistics. The power spectrum and structure 
function of a random process are related by [139] 
D¢(r) = 2 [: W¢(k)[l - cos(2nrk)]dk. (4.61) 
Since the structure function and power spectrum are both rotationally symmetric this can 
be written as a Hankel transform, 
D¢(r) = 4n fo 00 W¢(k)[l - Jo(2nrk)]kdk, (4.62) 
where r = lrl and k = lkl. Therefore, the structure function for the general power spectrum 
is 
D¢(r) ex 4n fo 00 k1-/3[1 - Jo(2nrk)]dk. (4.63) 
This can be evaluated with [121] 
ln
oo nlJP-1 
x-P [1 - Jo(bx)] dx = 2 ' 




for 2 < (3 < 4. For (3 = 11/3 the well-known structure function for Kolmogorov statistics 
results (4.8). For (3 = 10/3 this gives 
(4.66) 
and for (3 = 9/3, 
D¢;(r) ex r. (4.67) 
Consider now 





for (3 = 9/3, 10/3, 11/3 and 12/3. Although Eq. (4.64) does not converge for (3 = 12/3 
it is assumed that (3 = 12/3 corresponds to D¢(r) ex r 2 in the limit. Knowledge of the 
structure function allows the phase covariance to be calculated from Eq. (4.36). A SVD 
can now be performed to obtain the eigenvalues and eigenvectors. The direct simulation 

























Figure 4.21: Different views of phase screens generated by direct simu-
lation for (a),(b) 9/3 (c),(d) 10/3 (e),(f) 11/3 and (g),(h) 12/3 power 
laws. 
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of phase screens with these power laws is possible with sample phase screens illustrated in 
Fig. 4.21. As (3 is decreased from 11/3 a smaller percentage of the distortion is due to the 
tip-tilt components, whereas (3 = 12/3 corresponds to a completely tip-tilt distortion. 
As with Kolmogorov turbulence, the optimal interpolators for the power laws presented 
here can be determined. An investigation of interpolators for (3 = 9/3 and 10/3 was carried 
out. For (3 = 12/3 interpolation is simple as the screen is determined exactly by its slope, 
hence standard bilinear interpolation produces an exact result. The 2 x 2 interpolators for 
(3 = 9/3 and 10/3 were identical to the interpolator calculated for Kolmogorov statistics. 
However, the necessary random displacements are larger, 1.9287 and 1.2490 respectively, 
reflecting the larger contribution of the higher order terms. The 4 x 4 interpolators have 
the same form but slightly different values, i.e. 
-0.0122 0 -0.0098 0 -0.0098 0 -0.0122 
0 0 0 0 0 0 0 
-0.0098 0 0.2819 0 0.2819 0 -0.0098 
lg/3(4x4) = 0 0 0 1 0 0 0 (4.69) 
-0.0098 0 0.2819 0 0.2819 0 -0.0098 
0 0 0 0 0 0 0 
-0.0122 0 -0.0098 0 -0.0098 0 -0.0122 
and 
r -0 :084 : -0 ~233 : -0.:098 ~ -0 ~233 1 
-0.0233 0 0.3050 0 0.3050 0 -0.0233 
I10/3(4x4) = 0 0 0 1 0 0 0 (4.70) 
-0.0233 0 0.3050 0 0.3050 0 -0.0233 
0 0 0 0 0 0 0 
-0.0084 0 -0.0233 0 -0.0233 0 -0.0084 
and are illustrated in Fig. 4.22. Once again the required random displacements are larger 
than that required for (3 = 11/3, 0.6320 and 0.2701 respectively. Phase screens with different 
values of (3 simulated using the improved midpoint method are illustrated in Fig. 4.23. 
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The accuracy of the simulations can again be checked by comparison with the appropriate 
structure function (see Fig. 4.24). 
0.5 0.5 0.5 
0 0 0 0 0 0 
(a) (b) (c) 
Figure 4.22: 4 x 4 inte1polators for (a) 9/3 (b) 10/3 and (c) 11/3 poweT 
laws 
4.2 Wave propagation through random media 
This section outlines a technique for the accurate modelling and simulation of scintillation 
patterns due to various turbulence statistics without the need to assume periodic boundary 
conditions. The more physically justifiable assumption of smoothness results in a prop-
agation kernel of finite extent. This allows the phase screen dimensions for an accurate 
simulation to be determined and truncation can then be used to eliminate the unwanted 
spectral leakage and diffraction effects usually inherent in the use of finite apertures. A de-
tailed outline of the proposed technique and comparison of simulations with analytic results 
are presented. 
Many different methods for simulating wavefront propagation have been published [1, 33, 
50,109,110,141,164]. A common theme to these papers has been the assumption of periodic 
boundary conditions, originally proposed for laser propagation applications by Martin and 
Flath~ [109]. This assumption is a consequence of using the basic spectral technique for 
simulating turbulence. 
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(a) (b) 
(c) (d) 
Figure 4.23: Phase screens simulated using the improved midpoint 
method for (a) 9/3, (b) 10/3, (c) 11/3 and (d) 12/3 power laws. 
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The assumption of periodic boundary conditions, as in Fig. 4.25, has no physical basis 
and can lead to a number of difficulties in simulating the effects of atmospheric turbulence. 
For example, periodic phase screens do not have a significant average slope [94] and as a 
result do not model the deflection of the wavefront caused by atmospheric turbulence. This 
causes problems when simulating wavefront sensors, where the estimation of the average 
slope is critical and also when modelling laser propagation when the deflection of the beam 
is an important issue. Another example where assumption of boundary conditions causes 
difficulties is the simulation of moving turbulence [63]. Although it can be argued that there 
are circumstances where the assumption of periodic boundary conditions does not affect the 
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Figure 4.24: Ideal (solid) and simulated (dotted) structure functions for 
(a) 9/3, (b) 10/3, (c) 11/3 and (d) 12/3 power laws. Plots in which 
there appears to be only a single solid line indicate a very good match 
between the simulated and ideal structure functions. 
An important feature of the proposed technique is that the errors introduced by aliasing 
and edge effects are both quantifiable and controllable. Since the Fresnel kernel and the 
phase screen are not bandlin1ited in either time or frequency; the ability to sample ade-
quately in either domain is an important issue. Problems caused by the infinite size of 
both the atmosphere and the Fresnel propagation kernel can be avoided, by an appropriate 
regularisation of the problem. 
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4.2.1 Theory 
The atmosphere is a weak, inhomogeneous random medium known to have a finite number 
of horizontal layers [170]. For simulation purposes it is considered to be free space containing 
a finite number of very thin phase screens, where the simplest case is a single phase layer 
situated a height z above the telescope aperture. The layer is assumed so thin, that only 
the phase of the incident wavefront is distorted when passing through the phase screen. 
The phase distorted wavefront, 1/J(x, y, z- ), is given by [109] 
'lj;(x,y,z-) = 'lj;(x,y,z+)exp(j<f>(x,y,z)), (4.71) 
where 'lj;(x,y,z+) is incident on the phase layer <f>(x,y,z) at a height z (see Fig. 4.25), as 
outlined in section 3.4.3. The atmosphere is modelled as a series of thin phase screens that 
obey a Kolmogorov power law [134]. These phase screens are simulated using the improved 
midpoint displacement technique outlined in section 4.1.5, which generates phase screens 
with accurate statistics. Propagation between the phase layers is obtained by evaluating 
the Fresnel diffraction over the distance between the phase screens. This is achieved by 
convolution of the incident wavefront with the Fresnel convolution kernel as outlined in 
section 3.4.3 or alternatively by use of the angular spectrum transfer function [139]. The 
existing methods for evaluating the propagation, outlined in section 4.2.2 below, differ in 
their treatment of edge effects and sampling considerations. A major limitation of these 
techniques is they make unrealistic assumptions. A more realistic method for the simulation 
of Fresnel propagation is outlined in sections 4.2.3 to 4.2.6, with the extension to propagation 
through non-Kolmogorov turbulence presented in section 4.2.7. 
4.2.2 Existing techniques 
Wave propagation can be simulated using the Fresnel diffraction integral [66], 
(4.72) 
where U0 (x, y) is the original wavefront and Up(x, y) the propagated wavefront. The basic 
procedure to propagate a wave through a single turbulence layer at a height of z above 
ground level is outlined below and corresponds to the technique outlined in Martin and 
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Flatte [109]: 
Step 1 - Propagate through the phase layer represented by <f;(x, y, z) 
'lj;(x, y, z-) = 'lj;(x, y, z+ )exp(j<f;(x, y, z)) (4.73) 
Step 2 - Fourier transform the resulting wavefront 
'1r(u,v,z-) = :F {'lj;(x,y,z-)}, (4.74) 
where 
r+oo r+oo 
:F { 'lfJ(x, y, z-)} =Loo Loo 'lj;(x, y, z-) exp(j21f(ux + vy))dxdy. (4.75) 
Step 3 - Convolve with the Fresnel convolution kernel by multiplication in the Fourier 
domain 
'1r(u, v, 0) = '1r(u, v, z-)H(u, v) (4.76) 
Step 4 - Take the inverse Fourier transform to obtain the propagated wavefront 
'lj;(x, y, 0) = ;::-1 {'1r(u, v, O)} (4.77) 
Although straightforward in concept, a practical issue arises since both h(x, y) and 
H(u, v) =exp (jkz) exp (-j ;k ( u2 + v2)) (4.78) 
are infinite in extent. As a consequence aliasing causes significant differences between the 
discrete Fourier transform of h(x, y) and H(u, v) sampled from Eq. (4.78). One of the 
advantages of the proposed method is to theoretically relate the effective extent of the 
Fresnel kernel to the smoothness of U0 ( x, y). 
Although both the atmosphere and the Fresnel kernel are in theory of infinite extent, only 
a finite piece of the atmosphere can be used for computational purposes. This effectively 
superimposes a limiting aperture on the atmosphere and edge diffraction effects are seen 
in the resulting scintillation patterns unless the atmosphere is assumed to be periodic, an 
approximation which has no physical basis (see Fig. 4.25(a)). 
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Scintillation simulated from a periodic phase screen is illustrated in Fig. 4.26(a) and is 
also periodic. By contrast, scintillation simulated from a non-periodic phase screen (see 
Fig. 4.26(b)) clearly suffers from edge effects. A solution used by Adcock and Jones [1] is 
to window the data with a Gaussian edged apodising mask as in Fig. 4.26(c). However, 
this reduces the dimension of accurate and useful simulation data and again is not a rep-
resentation of the physical process. An alternative solution, which was an early attempt 
at producing useful simulation data from a non-periodic screen, involved using reflection 
at the edges of the screen (as in the DCT) to perform the propagation (see Fig. 4.26(d)). 
Although it enabled scintillation to be easily calculated from non-periodic phase screens, 
the assumption of reflection at the edges is again physically unjustified. 
Atmosphere 
~










Figure 4.25: (a) The periodic assumption. Note the propagated wavefront 
at Q depends equally on the initial wavefront at the points P1 and P2. 
(b) The use of an extended initial wavefront showing the extra screen 
dimensions rnquired for an accurate scintillation simulation. A phase 
screen of dimension (D + 2d)m x (D + 2d)m is rnquired for an accurate 
scintillation representation of Dm x Drn a,t the tele::;cupe aperture, afte1 
propagation over the height z. 
4.2.3 Scintillation from an aperiodic phase screen 
d 
An alternative is to employ a larger starting phase screen than required, to minimise edge 
effects, as illustrated in Fig. 4.25(b). Goodman [68] suggests that an extra dimension of 
4-v'AZ is required, but this is an approximation computed for a sharp edge or finite aperture 
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(a) (b) 
(c) (d) 
Figure 4.26: Simulation of scintillation over a propagation distance of 
5km from (a) a periodic phase screen, (b) a non-periodic phase semen, 
(c) a non-periodic phase screen with a Gaussian edged apodising mask 
and ( d) a non-periodic phase screen with rnflection at the edges. 
and is inappropriate for atmospheric turbulence. Instead, it is possible to use the statistics 
of the wavefront to determine the extra aperture dimension required. 
The principle of stationary phase [23] is particularly relevant to this problem. Stationary 
phase is a technique for finding asymptotic values of integrals of the form 
j g(z)exp(jkf(z))dz, (4.79) 
where g(z) is slowly varying with respect to kf (z). The Fresnel diffraction integral, Eq. 
( 4. 72), is of this form. Because the extreme parts of the kernel away from the saddle in 
the middle vary rapidly, they do not contribute significantly to the integral provided the 
envelope g(z) is slowly varying [76]. Referring again to Fig. 4.25(b), this means that in 
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practice the extra distance required, 2d, is finite. Since Kolmogorov phase screens are 
fractal [94, 144], an approximation that makes g(z), in this case U0 (x, y), slowly varying is 
required in order to apply stationary phase rigorously. 
This is achieved by regularising U0 (x, y) by convolution with a Gaussian 
1 ( x2 + y2) 
s(x, y) = 2mr2 exp - 20-2 ' (4.80) 
where a- is a user defined constant that defines the width of the Gaussian. The convolution 
with the Gaussian smooths the fractal detail of the phase screen, so that the principle of 
stationary phase can be applied. In the limit, as a- --+ O, s(x, y) tends to a delta function 
and the smoothed solution tends to the unregularised solution. It is important to note that 
convolving with s(x, y) introduces an error into the simulation, but it does however ensure 
that the problem is computable. Decreasing a- means that the solution is more accurate 
but requires more computing resources, and the choice of a- thus provides a mechanism for 
this tradeoff. The desired accuracy of the simulation can therefore be set by the user for a 
specific application. 
The convolution of the data with the Gaussian smoothing term can be considered to be a low 
pass filtering of the angular spectrum or equivalently multiplication of the spatial spectrum 
of the phase by a Gaussian determined by the inner scale. This is known to restrict the 
required sampling rate of the simulation, but it also limits edge effects in the simulation 
procedure. This approach can also be viewed as a means of imposing a finite inner scale in 
a well controlled manner. The propagation of the wavefront can now be written as 
Up(x, y) = (U0 (x, y) 0 s(x, y)) 0 h(x, y). (4.81) 
Because convolution is a linear operation, the result is unchanged by the order of convo-
lution. Hence it is possible to combine the Gaussian with the chirp and then convolve the 
modified chirp with the phase screen. The analytic expression for the smoothed chirp is 
h(x,y) h(x, y) 0 s(x, y) 
( x2+y2) (jk (x2+y2)) K exp (jkz) exp - 2o-a exp 2z (3 , (4.82) 
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where 
(4.83) 
are found using Eqs. (3.19) and (4.80). It should be noted that as a---+ 0, Eq. (4.82) tends 
to the original Fresnel kernel h(x, y). In addition, regardless of the choice of a it integrates 
to 1. Finally, it should be noted that when simulating turbulence in cases that a can be 
chosen to limit the size of s(x, y) to below the size of the inner scale there is a minimal 
effect on U0 (x, y). 
4.2.4 Determining the required screen size for simulation 
The key advantage of using h(x,y) instead of h(x,y) arises from the presence of the term 
exp (-x~;t) which windows h(x,y) as illustrated in Fig. 4.27. The effective width W of 
h(x, y) is defined by 
1- -- exp - < X 1 1W/21W/2 ( x2 + y2) 
27ra~ -W/2 -W/2 2a~ 
(4.84) 
where X is the acceptable error fraction. This in turn defines the extra size required in 
U0 (x, y) to obtain the desired size of Up(x, y) as d = W /2. The results presented throughout 
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Figure 4.27: Comparison of the real parts of the original and smoothed 
Fresnel kernels. (a) Original kernel and (b) smoothed kernel. 
The extra aperture dimension required in the simulation is a function of two quantities. 
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Firstly, the amount of smoothing performed and secondly the distance propagated. Now 
the basic procedure for propagating a wave through a single turbulence layer at a height 
of z above ground level, outlined in section 4.2.2, requires two modifications. Firstly, the 
convolution kernel H(u, v) in step 3 must be replaced with H(u, v) and secondly an extra 
step (step 5) is needed. In step 5 the resulting (D + 2d) x (D + 2d) phase screen must 
be truncated to dimensions of D x D. Assuming a propagation distance of lOkm, Fig. 
4.28(a) shows how the extra distance required decreases as the smoothness increases. The 
tradeoff in accuracy is shown in Fig. 4.28(b) which illustrates the distortion of the original 
phase screen as a function of increasing smoothness. Finally, Fig. 4.28(c) illustrates how 
the effective width of h(x, y) and consequently the computational cost required by the 
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Figure 4.28: Simulation parameters as a function of smoothing and prop-
agation distance. (a) Extra distance required versus smoothness for z 
= 10km and D /ro = 1. (b) Phase screen distortion versus smooth-
ness for z = 1 Okm and DI ro = 1. ( c) The envelope of the mo dined . - ' ' 
kernel as a function of the propagation distance (lOkm (solid), 7.5km 
(dashed), 5km (dashed-dotted) and 2.5km (dotted)) for D/ro = 1 and 
a = 0.005m. 
1.5 
Convolution of the Fresnel kernel with the Gaussian is almost equivalent to multiplying the 
chirp with a Gaussian window apart from the (usually small) alteration to the chirp phase. 
An alternative, suggested in Refs. [1] and [33] and illustrated in section 4.2.2, is to window 
the phase screen by multiplication with a suitable window. However, apodising techniques 
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have the effect of reducing the dimension of accurate and useful simulation data, requiring 
large starting screens to be used. More importantly the effect of apodising is very difficult 
to quantify on the final simulation, since the order of convolution and multiplication cannot 
be interchanged. By contrast, here the effect of the convolution by the Gaussian can be 
quantified as a distortion on the input or output, since the smoothing convolutions can be 
performed at any stage of the propagation process. For the purposes of analysis it is useful 
to consider convolving the Gaussian with the input phase screen or the output scintillation, 
while for computation purposes it is useful to combine it with the chirp and generate a 
kernel of finite extent. Fig. 4.29 demonstrates the relationship between the input phase 







Figure 4.29: Illustration of edge effects for an aperturn of size lm x lm, 
propagation distance of 3km, r0 of 10cm, CJ= 0.002m and visible light. 
(a) The lm x lm scintillation pattern resulting from the convolution 
of a lm x lm non-periodic phase screen with the unmodified Fresnel 
kernel. Edge effects are apparent only close to the edges in the image 
however they extend across the entire result. (b) Use of the smoothed 
Fresnel kernel and a starting phase screen of size 1.8438m x 1.8438m 
is necessary to produce an undistorted lm x lm scintillation pattern. 
Although the introduced smoothing does not eliminate the edge effects 
it does guarantee that they do not extend into the valid rnsult rngion. 
( c) The valid lm x lm portion of the scintillation from the 1. 8438m x 
1.8438m starting semen, which is clearly free from diffraction effects. 
4.2. WAVE PROPAGATION THROUGH RANDOM MEDIA 163 
4.2.5 Determining the required sampling rate 
The Fourier transform of the regularised kernel, Eq. (4.82), is given by, 
H(u, v) =exp (jkz) exp (- u~;;v
2
) exp(-;~ (u2 + v2)) , (4.85) 
where a 8 = 1/a. Convolution by the Gaussian smoothing term effectively bandlimits the 
chirp (Fig. 4.30), thus enabling adequate sampling in the frequency domain to be achieved. 
0.5 
-0.5 
=~.5 0.5 -50 0 50 
(a) (b) 
Figure 4.30: The real part of the regularised kernel in (a) the time domain, 
h(x,y), and (b) the frequency domain, H(u,v). 
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It is essential that the phase screens, the Fresnel propagation kernel (or the angular spectrum 
transfer function) and the scintillation itself are sampled adequately so as to avoid aliasing 
and the resulting effects on the accuracy of the scintillation simulations. Using classical 
Nyquist theory, a signal is adequately sampled at twice the maximum frequency present. 
Since all signals here are of infinite bandwidth, a more practical alternative for sampling 
the phase screen is to ensure that for the chirp and the phase screen [1) 
¢(x) - ¢(x + 6x) < 
6x - 1f, (4.86) 
where ¢(x) is the instantaneous phase. The variance of the phase difference can be found 
from the structure function for Kolmogorov turbulence, 
D¢(6x) = E{(¢(x) - ¢(x + 6x)) 2} (4.87) 
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(
6x)5/3 
= 6.88 ro , (4.88) 
where r 0 is the turbulence coherence length and can be described as the effective diameter 
of the telescope imposed by the atmosphere. The spatial sampling 6.x has been chosen as 
.6.x = ro 
3 
(4.89) 
which corresponds to the phase difference being less than 7r radians 99. 73 of the time. 
The scintillation must be adequately sampled so that the detail determined by the inner-
scale cutoff can be seen. The size of the scintillation is approximately given by the Fresnel 
length, 
(4.90) 
As the propagation distance, z, is increased the scale of the scintillation also increases. In 
this case 6.x has been chosen to be less than half of the smallest scale of the scintillation, 
6.x < J">:Z. 
- 2 (4.91) 
The sampling of the Fresnel propagation kernel, however, now requires a different analysis. 
The continuous Fresnel propagation kernel, Eq. (3.19), is of infinite bandwidth and so 
cannot be adequately sampled. However, once convolved with a Gaussian, it is both of 
finite extent and bandlimited in frequency (see Fig. 4.30). Thus once d is determined it is 
sufficient to ensure that the adjacent pixels differ by less than 7r at the smaller distance of 
d. Since dis equal to W/2 (half the effective width of h(x,y)), the sampling requirement 
imposed by the need to adequately sample the Fresnel kernel is thus 
.6. 
)..zf3 
X <--- w· (4.92) 
The overall sampling rate corresponds to the minimum individual sampling rate required, 
from Eqs. (4.89), (4.91) and (4.92). As an example, where z is lOkm, ).. = 589 x 10-9m 
the wavelength of visible light, D = lm, a= 0.005m and ro = 25cm, the regularised kernel 
requires a sampling interval of 0.0052m. This corresponds to a maximum frequency that can 
be recovered of 95.46 cycles m-1. From Eq. (4.85) the envelope of the spectrum has fallen 
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to 0.0111, confirming that there is indeed minimal aliasing. A further test was carried out 
by extending the effective width of h(x, y) to 8aw, corresponding to the regularised kernel 
requiring a sampling interval of 0.0039m. Although the envelope of the spectrum has now 
fallen to 3.4 x 10-4 , no further reduction in aliasing is gained for the required increase in 
sampling rate. 
4.2.6 Simulation of Kolmogorov scintillation 
A variety of tests of the proposed technique were performed, ranging from simple visual 
tests to comparisons of simulated and theoretical results. The comparison of theoretical 
and simulated variance and covariance results necessary for the development of the SCI-
DAR technique was the main focus. Theoretical covariance curves are the basis functions 
for the SCIDAR technique, so a simulation approach that closely approximates these was 
required. Although tests of scintillation statistics based on spectra are often used in eval-
uating propagation techniques [50, 109, 110], spectral leakage effects are difficult to address 
when calculating spectra from non-periodic data. Lane et al [94] illustrate that the power 
law computed from a non-periodic phase screen decays as lkl-2 , instead of the lki-ll/3 
expected for a Kolmogorov spectrum, an effect attributable to spectral leakage. 
The phase screens used in the simulations were generated using the improved midpoint 
displacement technique (see sections 4.2.3 to 4.2.6) providing considerable improvement in 
accuracy over the periodic realisations used in many of the other simulation techniques. 
The scintillation patterns for propagation distances of 2.5km, 5km, 7.5km and lOkm, for 
D /ro = 4, are displayed in Fig. 4.31. The scintillation patterns do increase in size as 
expected as the propagation distance increases. As expected, no significant edge effects are 
present in the simulations. 
The scintillation index or mean normalised variance numerically describes the percentage 
scintillation present. Accurate simulations must generate the appropriate scintillation levels 
for different propagation distances and turbulence strengths. Experimentally, the scintilla-
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(a) (b) 
(c) (d) 
Figure 4.31: Scintillation patterns for O" = 0.003m and D /ro = 4 phase 
semens propagated over (a) 2.5km, (b) 5km, (c) 7.5km and (d) 10km. 
tion index can be calculated as 
2 (12) - (I)2 
(]" - -'----'---~-
! - (I)2 ' (4.93) 
where O"J is the mean normalised intensity variance [1] and I is the scintillation intensity. 
This can be compared to the analytic expression for the scintillation index, obtained by the 
Rytov approximation [1], 
O"J = 19.12>.-7/ 5 fo00 h516 C'jy(h)dh. (4.94) 
The Rytov approximation is valid for small perturbation theory only, that is for log normal 
variances of less than 0.3, and for lo < < L:.x < < Lo , where lo and Lo are the inner and outer 
scales of turbulence respectively. The convolution of the Fresnel propagation kernel with the 
Gaussian introduces discrepancies between the simulated and analytic O"J values. However, 
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as the user defined constant a tends to zero, the Gaussian tends to a delta function and the 
modified convolution kernel tends to the original kernel. In addition, as a is decreased, the 
sampling rate is increased and the simulated results tend towards the ideal results; the price 
being an increase in the computational processing required. A comparison of the simulated 
and analytic results is displayed in Fig. 4.32. These results confirm the effect of a non-zero 





Figure 4.32: Comparison of theoretical (solid) and simulated intensity 
variance rnsults for prnpagation over 3km, D = lm, ro = 25cm. (a) 
a = 0.002m (dotted). (b) a = 0.002m (dotted), a = 0.005m (dashed-
dotted) and a= 0.008m (dashed). 
The final test performed was a comparison of the simulated and analytic covariance curves 
for single star scintillation. The covariance is given by the Fourier transform of the spatial 
power spectrum of the scintillation. The power spectrum in lD is given by 
(4.95) 
Fig. 4.33 shows a good match between the simulated and analytic results, provided a is 
not too large. However, the errors introduced by smoothing can be modelled by convolving 
the true covariance with the autocorrelation of the smoothing kernel given in Eq. (4.80). 
This is shown in Fig. 4.34, which shows how smoothing improves the agreement between 
the theoretical and simulated results obtained at a considerably lower computational cost. 
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Figure 4.33: Comparison of theoretical (solid) and simulated covariance 
curves for D = lm and ro = 25cm. (a) Propagation distances of 2.5km, 
5km, 7.5km, 10km, O' = 0.005m (dotted, 2.5km lowest, 10km high-
est). (b) O' values of 0.002m (dotted), 0.005m (dashed-dotted), 0.008m 
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Figure 4.34: Comparison of theoretical zero inner scale (solid), theoretical 
non-zero inner scale (dotted) and simulated covariance curves (dashed) 
for D = lm, r0 = 25cm, O' = 0.008 and a propagation distance of 
10km. Note that the non-zero inner scale covariance is a smoothed 
version of the ideal result obtained by convolving the ideal result with 
the autoc01Telation of the corresponding Gaussian smoothing term. 
0.08 
4.2. 7 Simulation of non-Kolmogorov scintillation 
It is also possible to simulate scintillation with non-Kolmogorov statistics. The power 
spectrum of scintillation fluctuations is related to the power spectrum of phase fluctuations 
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by [134] 
Ws(f) 4W¢(f)sin2 ( 7f >.h12 ) 




where (3 = 11/3 once again corresponds to Kolmogorov statistics (see Eq. (4.95)). Hence, 
(4.98) 
corresponds to 
Ws(f) ex: 1-/3. (4.99) 
The scintillation covariances for (3 values of 9/3, 10/3, 11/3 and 12/3 were evaluated and 
are illustrated in Fig. 4.35 for z = 5km and C'fv = 10-14m-213 . Although the general 
shape of the covariance curves is preserved as (3 is varied, the heights of the peaks differ 
considerably over the standard Kolmogorov statistics. Powers of 9/3 and 10/3 correspond 
to an increase in the peak heights, whereas a (3 of 12/3 produces a reduction. 
One explanation for this difference is that the scintillation covariance is not a function of 
the tip-tilt component of the measured distortion. Phase distortions of equal strengths, 
but obeying different power laws contain different percentages of tip-tilt distortion. For 
example, 9/3 and 10/3 power laws contain a smaller percentage of tip-tilt distortion than 
Kolmogorov turbulence as illustrated in section 4.1.8. Whereas, a 12/3 power law defined 
in section 4.1.8 corresponds to a completely tip-tilt distortion. The scintillation covariance 
should, therefore, be zero as a wavefront passing through this type of distortion is shifted but 
not distorted. However, the evaluation of the Hankel transform of Eq. (4.97) for (3 = 12/3 
indicates a non-zero covariance. Nevertheless, scintillation patterns corresponding to 9 /3, 
10/3 and 11/3 power laws, as illustrated in Fig. 4.36, clearly indicate a drop in scintillation 
with increasing (3. 
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Figure 4.35: Theoretical covariance spectra for f3 values of 9/3 (dashed), 
10/3 (dotted), 11/3 (solid) and 12/3 (dashed-dotted). 
4.3 Summary 
The simple spectral based techniques produced very inaccurate simulation results, whereas 
the more accurate technique of summing Karhunen-Loeve functions proved to be very com-
putationally expensive. The original midpoint method produced adequate phase structure 
function results, however the theory behind the method was not rigorous. A formal deriva-
tion of the original bilinear interpolator was presented as well as the extension to higher 
order interpolators. Another improvement over the original midpoint technique is the use 
of initial phase screens generated by expansion of the phase screen into basis functions. 
The use of 4 x 4 interpolators and larger initial phase screens produced very accurate 
simulation results and as a result no advantage was gained in using interpolators past this 
size. No statistically significant deviations, from the ideal structure function for an ensemble 
of 10,000 screens, were seen with the 4 x 4 interpolator. 
An investigation of existing propagation techniques was then needed to enable the improved 
phase screen simulations to be used to generate accurate scintillation. Many of the exist-
ing techniques used the physically unjustifiable assumption of the periodicity of the phase 
screen and the Fresnel kernel, a direct consequence of using spectral phase screen simula-
tion techniques. The same approach applied to aperiodic phase screens, as simulated by the 




Figure 4.36: Comparison of scintillation patterns for (a) 9/3, (b) 10/3 
and (c) 11/3 power laws, corresponding to er = 0.002, z = 5km and 
D/ro = 4. 
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convolving the Fresnel propagation kernel with the Gaussian was shown to produce accurate 
results from non-periodic phase screens, that were free from spectral leakage and unwanted 
edge diffraction effects. 
The introduction of the Gaussian smoothing introduced some discrepancies between the 
simulated and theoretical results. However, the desired accuracy could be adjusted by al-
tering the smoothing constant in the expression for the Gaussian term. This extra accuracy 
was at the expense of computational load since a decrease in er led to a decrease in the spatial 
sampling, 6x, and a subsequent increase in N for a fixed aperture dimension, D. Although 
smoothing introduced a modelling error, the effect on the output was easily quantifiable 
since the smoothing and propagation were represented as a series of convolutions. 
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Finally, the new and improved techniques for the simulation of atmospheric turbulence and 
wavefront propagation through random media presented in this chapter produce simulations 
that accurately match the theory. The usefulness and accuracy of these techniques were 
confirmed by comparison of numerical simulation and analytic results. These results provide 
confidence in the generation of speckle and scintillation patterns to be used for testing and 
development of post processing and SCIDAR techniques presented in later chapters. In 
addition, these techniques can be easily extended to the simulation of non-Kolmogorov 
turbulence and scintillation. 
Chapter 5 
Enforcing Positivity in 
Deconvolution Problems 
Real world images are often blurred or distorted in some way, for instance images captured 
by an out of focus camera or imaged through atmospheric turbulence. Even adaptive op-
tics compensated images contain residual blurring. Deconvolution techniques attempt to 
remove the distortion when the blurring function, or an estimate of the blurring function, is 
available. Many techniques use a priori blur identification methods to estimate the blurring 
or PSF and then use conventional deconvolution to estimate the object. This chapter pro-
vides an introduction to the conventional deconvolution problem and its inversion to obtain 
positive reconstructions. When the blurring function is unknown, a blind deconvolution 
problem results. An introduction to the blind deconvolution problem and its solution is 
given in chapter 6. 
Practically, the blurring process causes information to be lost. In this case it is necessary to 
incorporate additional information to enable the components of the problem to be estimated. 
In astronomical, or incoherent, imaging it is common to enforce positivity in an attempt 
to achieve the closest possible match to the actual object. This is because real intensities 
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cannot be negative, hence the components of the problem are positive, for example the 
incoherent PSF is the squared modulus of the coherent PSF. It is also necessary to regularise 
the deconvolution problem to enable its inversion in the presence of noise. Therefore, a 
variety of regularisation options are investigated. Deconvolution algorithms incorporating 
positivity and regularisation under the assumption of Gaussian, Poisson and mixed noise 
statistics are presented. 
5.1 Introduction 
Many problems in image processing can be represented by a linear convolution of the form 
d(x,y) g(x, y) + n(x, y) 
f (x, y) 0 h(x, y) + n(x, y) (5.1) 
where d(x, y) represents the observed data, g(x, y) the noise free data, f (x, y) the true 
image, h(x, y) the space invariant point spread function, n(x, y) the additive noise and 
0 the operation of convolution. Many astronomical imaging problems can be described 
by Eq. (5.1), where f (x, y) represents a stellar object and h(x, y) the space invariant or 
isoplanatic PSF which represents the instantaneous blurring introduced by the atmosphere. 
The deconvolution techniques presented here, however, are not restricted to astronomical 
problems, they find wide application as emphasised in later chapters of this thesis. 
For practical purposes it is more convenient to consider a discretisation of Eq. (5.1), which 
can be represented in matrix form [3] as, 
d=Hf+n (5.2) 
where the operation of convolution is implemented by a matrix multiplication with H, and 
f and d have been rasterised into vectors. In this matrix form f (j) denotes a pixel within 
the image. Although this matrix form is used to illustrate the theory, in practice matrix 
multiplications such as Hf are more efficiently computed by the convolution of f and h 
using the FFT (see Appendix A). 
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When d(x,y) and h(x,y) are known, solving Eq. (5.1) for f(x,y) is considered a decon-
volution problem. In practice the aim is to estimate jopt when it is known to be both of 
a large, but finite, size and positive. Many solutions to this problem have been proposed. 
The simplest method for estimating j from dis that of inverse filtering, where the spectrum 
of j is given as [65] 
FA( ) = D(u,v) u,v H(u,v)' (5.3) 
Note an uppercase quantity represents the Fourier transform of the corresponding lowercase 
quantity. However, this inversion is only possible in noiseless conditions since the solution 
breaks down for even a small amount of noise. As a result the Wiener filter was developed 
to take into account the noise, i.e. [65] 
FA ( ) = H*(u, v)D(u, v) u, v s (., .,\' 
IH(u v)l 2 + ~' S1(u,v) 
(5.4) 
where Sn(u, v) and S1(u, v) represent the power spectra of n(x, y) and f (x, y) respectively. 
Consequently the Wiener filter has a superior performance to the inverse filter, emphasising 
the need for the incorporation of a priori information relating to the problem. These simple 
Fourier domain based techniques, however, do not guarantee a positive solution and hence 
do not provide reconstructions which incorporate all available a priori information. 
Due to the ill-posed nature of the deconvolution problem, the quality of the reconstruction 
depends on the assumed noise statistics and the available object prior information. When 
only the noise statistics of the problem are assumed, it becomes one of maximum-likelihood. 
In this case the resulting object estimate is the one which best fits the data according to 
the assumed noise model. For example, astronomical images suffer from image dependent 
photon noise modelled by Poisson statistics. In addition, digital images are corrupted by 
image independent sensor noise described by Gaussian statistics. Images that contain both 
forms of noise, and hence are not adequately described by either model, can be described 
by a mixed noise model. Whether n(x, y) is modelled as resulting from a Gaussian, Poisson 
or mixed noise process has a significant effect on the resulting deconvolution algorithm, 
since it is noise that proves the major limitation to the ability to perform deconvolution. 
Generally knowledge of the noise model alone is not sufficient to produce a meaningful 
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solution. Extra prior information about the object is necessary to constrain the solution 
away from unrealistic and undesirable object estimates. 
Common forms of prior information include positivity and energy constraints, and are 
incorporated into the algorithms presented here. Since enforcing positivity is particularly 
relevant in astronomical applications, many techniques have been proposed to achieve this. 
These existing methods, however, can lead to the introduction of local minima and non-
convergence, both of which should be avoided. There are many possible approaches to this 
problem, but the aim is a technique that has guaranteed and rapid convergence. This led 
to an improved technique for enforcing positivity in deconvolution applications, based on 
quadratic programming. The resulting algorithms produce monotonically decreasing error 
functions and guaranteed convergence. 
This improved technique for enforcing positivity is developed for the assumption of Gaussian 
noise statistics so algorithms such as the Richardson-Lucy which assume Poisson noise are 
inappropriate [49, 143, 157]. However, extension to Poisson and mixed noise statistics is also 
investigated (see section 5.6). The basic quadratic programming approach implemented for 
Poisson noise statistics is impractically slow. Acceleration of the Poisson noise algorithm led 
to the development of a modified Richardson-Lucy algorithm which is shown to overcome 
many of the problems associated with the well-established standard algorithm. 
Another limitation of deconvolution techniques is the requirement of an accurate character-
isation of the blurring function or PSF. An inaccurate or incorrect PSF prevents the desired 
compensation being achieved. The extension to blind deconvolution, the estimation of both 
the blurring and the object, is a solution to this problem and is investigated in chapter 6. 
An introduction to prior information is provided in section 5.2 and includes detailed sections 
on the assumed noise statistics, regularisation and positivity. The quadratic programming 
formulation of the deconvolution problem under the assumption of Gaussian noise statistics 
is introduced in section 5.3. Section 5.4 investigates methods for accelerating the standard 
quadratic programming method resulting in a number of practical algorithms. The perfor-
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mance of these algorithms is illustrated in section 5.5. The extension to Poisson and mixed 
noise statistics is given in section 5.6. A modified Richardson-Lucy algorithm is outlined in 
section 5.7 and demonstrated in section 5.8. Finally a summary is presented in section 5.9. 
5. 2 Prior information 
The prior information relevant to deconvolution problems can be divided into two areas; 
the assumed noise statistics and the object prior information. 
5.2.1 Noise statistics 
The assumption of a statistical distribution for the noise requires the formulation of the 
deconvolution problem in terms of statistics. The maximum a posteriori (MAP) solution 
to the deconvolution problem described by Eq. (5.1) can be considered the estimation of 
the most likely object estimate, f (x, y), given the observed data, d(x, y). Mathematically 
this can be expressed as 
m~xP{f (x, y)ld(x, y)} (5.5) 
f 
where P { x} denotes the probability of x and a circumflex indicates an estimated quantity. 
Using Bayes' rule (Eq. (2.115)), 
P{JA( )Id( )} = P{ d(x, y)lf (x, y)}P{f (x, y)} x,y x,y P{d(x,y)} · (5.6) 
Taking the logarithms and discarding terms that are not a function off (x, y) results in the 
log-likelihood equation 
ln[P{f (x, y)jd(x, y)}] = ln[P{ d(x, y)jf (x, y)] + ln[P{f (x, y)}]. (5.7) 
The first term describes the fit to the assumed noise statistics and the second term describes 
the likelihood of the object according to the available prior information. If only the first 
term in Eq. (5.7) is maximised, i.e. 
max ln[P{ d(x, y) If (x, y)}] 
f 
(5.8) 
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this becomes the maximum-likelihood (ML) solution and requires knowledge of the noise 
statistics only. 
The log-likelihood corresponding to the assumption of Gaussian noise statistics is 
ML = _!"""""' [(d(x,y) - g(x,y))2l · 
9 2 L.,, a 2 
(x,y) 
(5.9) 
The maximisation of M Lg is also equivalent to the minimisation of 
E = lid - f 8 hii 2 (5.10) 
where llxll denotes the L2 norm of x and Eq. (5.10) is known as the least squares solution. 
In vector-matrix form this becomes 
E =lid - Hfll 2 • (5.11) 
The assumption of Poisson noise statistics leads to the following log-likelihood function 
MLp = L [d(x,y)ln[g(x,y)J - g(x,y)J. 
(x,y) 
(5.12) 
Finally, the mixed noise statistics model is described by a log-likelihood MLm defined as 
MLm = _! L [(d(~,y) - g(x,!j))2l · 
2 ( ) g(x,y) +a x,y 
(5.13) 
In each case the theory defines a likelihood function to be maximised or an error function to 
be minimised. A variety of techniques exist for performing the required minimisations and 
maximisations. Steepest descent, optimal step length steepest descent, conjugate gradient 
and non-linear conjugate gradient methods are all used tln·oughout this thesis. An outline 
of these techniques can be found in Appendix A. 
These techniques for optimisation are based on calculating the ML gradients with respect 
to f (x, y): 
8ML9 
af (x, y) 
2= ( d(x, y) ~ fl(x, y)) * h(x, y) = 2= ri(;; y) * h(x, y) 
~~ ~~ 
(5.14) 
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8MLp 
af (x, y) 
8MLm 
af (x, y) 
= 
L ( d(x, 1:) - g(x, y)) * h(x, y) = L ~(x, y) * h(x, y) 
(x,y) g(x, y) (x,y) g(x, y) 
'""" (d(x, y) - g(x, y)) h( ) = '""" fi(x, y) h( ) 
L.J A( ) 2 * x, y L.J A( ) 2 * x, y 




where n(x, y) = d(x, y) - g(x, y) represents the difference between the estimate of the 
observed data and the noise free data and thus corresponds to the current estimate of 
the noise. These gradients differ only in the denominator, which in each case represents 
the assumed noise variance. In the case of Gaussian noise the denominator is constant 
and hence well suited to image independent sensor noise. The choice of a Gaussian model 
enables a computationally efficient minimisation. The assumption of Poisson noise statistics 
accurately models the image dependent photon nature of light. This is reflected in the 
denominator which varies as the estimate varies. Although the Poisson noise model is 
often the best model of low light level imaging [143], it is less robust to modelling errors 
than a Gaussian noise model [91]. For example, if the sensor produces spurious noise far 
from the actual location of g(x,y), then g(x,y) is forced to be non-zero, since a zero mean 
Poisson process is identically zero. This distortion of {j causes significant errors in j and 
h. A further problem with the Poisson noise model is that the noise variance varies with 
g(x,y), exacerbating the non-linearity of the problem. However, Poisson statistics can be 
modelled as a Gaussian process with a spatially differing variance. The mixed noise model 
incorporates both image dependent and independent noise and so seems well suited to 
astronomical imaging where images can suffer from both photon and sensor noise. 
The matched filter, introduced in chapter 2, is designed for the optimum detection of a 
transmitted pulse in the presence of noise. It achieves this by maximising the output signal 
to noise (SNR), accentuating the signal and suppressing the noise, although other criteria 
such as maximum-likelihood will also yield the form of the matched filter [22]. In the context 
of image processing, the matched filter is a spatial filter that provides an output measure of 
the spatial correlation between an input image and a reference image [126]. The gradients 
in Eqs. (5.14) to (5.16) correspond to the division of the estimated noise by the noise 
variance and the subsequent correlation of this result with the PSF. This division gives a 
larger weighting to pixels in the correlation with less noise in a manner consistent with that 
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of a matched filter. 
For large n(x, y), indicating the presence of large amounts of noise, the maximum-likelihood 
solutions are unstable. This inherent ill-conditioning of the deconvolution problem results 
in the possibility of noise induced fluctuations in f (x, y), introducing a tendency to move 
away from the solution. Hence, the resulting estimates are unsatisfactory and not uniquely 
defined [158]. This numerical instability of the inversion of Eq. (5.1) can be dealt with by 
incorporating regularisation, discussed in some detail in section 5.2.2 below, which converts 
the ill-posed problem to a well-posed problem that can be solved, with the advantage that 
the solution of the well-posed problem tends to the solution of the ill-posed problem as the 
noise tends to zero. 
5.2.2 Regularisation 
The blind deconvolution problem is inherently ill-conditioned [158] and as a result its inver-
sion can lead to unacceptable noise amplification. In the presence of noise, the solution is 
very unstable. Small changes in the data can lead to a large change in the solution. These 
oscillations can be suppressed by early termination of the conjugate gradient iteration, use 
of Tikhonov-Miller regularisation or by application of a positivity constraint [35]. 
Regularisation, a prior statement of the energy or smoothness of the solution, is a practical 
solution to the ill-conditioning of the deconvolution problem. Incorporating regularisation 
alters the error function to be minimised to: 
~ 2 
E = -ML(g,p,m) + 11110 ell (5.17) 
where c is the regularisation operator and/ the regularisation weighting which determines 
the tradeoff between the importance of the fit to the data and the regularisation. The 
addition of the extra term in Eq. (5.17) acts as a stabilising term, penalising deviations 
from the solution caused by noise, when it is desired to ensure the smoothness of the solution. 
The operator c is often chosen to be equivalent to convolving with a Laplacian [180]. An 
alternative used here is to define c as being equivalent to convolving with a delta function. 
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This results in standard Tikhonov-Miller regularisation, which defines an energy constraint 
on the problem. This is still sufficient to regularise the solution and is more consistent with 
point sources than the Laplacian. 
In general, the solution can also suffer from null-objects. These are artifacts in the image 
that do not affect the observed data. For example, a null-object off denoted here by k has 
the property that 
k 0 h = 0. (5.18) 
Incorporating regularisation requires adding extra terms to the error function, e.g. 111/ 0cll 2 
for conventional deconvolution. Addition of these terms effectively removes these artifacts 
since the presence of null-objects increases the 111/ 0 cll 2 term without affecting how well 
the solution matches the observed data d. Hence a solution containing null-objects does 
not minimise the error. The regularisation parameter, 1, is often set equal to the noise to 
signal ratio for conventional deconvolution [82], i.e. 
llnll 2 
1 = llf 11 2 
where llnll 2 is the noise power and llf 11 2 the signal power. 
(5.19) 
Another approach that can be used for the regularisation of Eq. (5.1) is the use of of max-
imum entropy (ME) techniques which not only regularise the problem but also guarantee 
a positive solution. The maximum entropy method works very well if the reconstruction is 
required to be peaky with a flat baseline [120] and is reported to produce positive solutions 
with very few artifacts. The most common form of entropy used for this type of inversion 
problem is Shannon's entropy, where the entropy term - /ln [J] is added to Eq. (5.10) to 
give 
E = -ML(g,p,m) - 1/ln [f]. (5.20) 
Another common form of entropy is the ln [J] formulation. However, as noted by Nityananda 
and Narayan [120], the choice of an entropy function can be viewed as a prior statement 
about the desired shape of the peaks in the reconstruction. They show that the entropy 
functions - /ln [J] and ln [J] are members of a family of entropy functions, where -/ln [J] 
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is considered a soft form of the entropy function producing positive reconstructions with flat 
baselines but relatively wide Gaussian shaped peaks. This result is characteristic of a soft 
function which only affects low-level features, leaving the peaks relatively unsharpened. The 
properties of this choice of entropy have resulted in the ME reconstructions being labelled 
as smooth and featureless. 
5.2.3 Object prior information 
Prior information is used to select a specific solution or subset of solutions from the some-
times infinite set of possible solutions. Prior information for the object can take many 
forms, however, care should be taken to ensure that only realistic assumptions are made to 
avoid fitting the prior information instead of the data. 
Real intensities cannot be negative, therefore, it is reasonable to constrain the object re-
constructions to be non-negative. This is essentially the same as imposing a lower bound 
on the reconstruction. Energy and smoothness constraints are also popular and are used 
to regularise the problem. Tikhonov-Miller regularisation provides a prior statement about 
the energy contained in the solution, whereas maximum entropy (ME) techniques can be 
used to produce smooth reconstructions. Other forms of object prior information include 
conservation of light energy, support constraints and upper bounds. It is easy to measure 
the total number of photons when imaging with a charge-coupled device (CCD), so conser-
vation of light energy is a commonly used constraint, provided noise is taken into account. 
When the extent of an object is known a support constraint can be used, here the object 
is constrained to be within the known support. Although a powerful constraint, it can be 
difficult to determine in practice. Upper bounds on the object intensity can also be used 
to constrain the solution, just as positivity can be considered to be a lower bound on im-
age intensity. Once again this information can be hard to obtain, but can sometimes be 
estimated from the illumination source and some crude knowledge of the object properties. 
There also exist many other ad-hoc priors that have been used to constrain the object, for 
example the penalty term of Schulz [143). 
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5.2.4 Existing methods for enforcing positivity 
One of the common techniques for ensuring positivity of J in Eq. (5.11) is by reparame-
terisation, for example by using a square reparameterisation j = ;p [157). However, repa-
rameterisation has the effect of distorting a parabolic error surface (see Fig. 5.l(a)) having 
a single well defined global minimum, to a more complicated surface which may have local 
minima (see Fig. 5.l(b)). In the case of a squared reparameterisation 9/j; = 2¢~/, hence 
~~ = 0 does not imply ~f = 0. Monotonic reparameterisations are also possible, for exam-
ple the exponential reparameterisation, j =exp(¢) (see Fig.5.l(c)) with 9J = J~j [36). It 
should be noted that for both the squared and exponential reparameterisations once a pixel 
value goes to zero it remains zero because the original gradient is multiplied by either j or 
¢. Figs. 5.l(b) and (c) illustrate that both the reparameterisations presented here have a 
zero derivative, or slope, for significant regions of the minimisation surface, which can make 
minimisation of the function difficult. As a consequence reparameterisation techniques have 
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Figure 5.1: Contour maps for two-pixel images. (a) Standard parabolic 
error surface. (b) Squared reparameterisation of surface in (a). (c) 
Exponential reparameterisation of surface in (a). 
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5.3 Quadratic programming 
The assumption of Gaussian noise on the observations leads to the minimisation of 
E(f) = lld-Hfll2 +111Cfll2 (5.21) 
as a means for estimating j. Here C is the rasterised form of the regularisation operator 
c(x,y). The first term ensures that the estimate of the solution, J, gives a good fit to the 
the observed data, d, while the second term is needed to regularise the solution [17]. Under 
the assumption of Gaussian noise statistics E defines a convex error surface, the minimum 
of which can be reached by using standard steepest descent or conjugate gradient routines. 
The problem of minimising Eq. (5.21) is equivalent to the minimisation of 
subject to 
f (j) ~ o, 
f(j) = 0, 
Vj ES 
Vj rf_ S 
(5.22) 
(5.23) 
where S is the set of points for which j(j) may be non-zero, i.e. the support off, Q = 
HT H + 1I when using Tikhonov-Miller regularisation and b = HT d. When written this 
way, a positively constrained deconvolution becomes a quadratic programming problem. 
However standard solutions to such a problem need to be adapted to the specific problems 
of deconvolution. 
Without constraints, minimisation of E with respect to J yields, 
(5.24) 
It should be noted that the unconstrained problem described in Eq. (5.24) can be diago-
nalised into a discrete Fourier basis and therefore solved directly using a Wiener filter [78]. 
The correct approach to solving for jopt when some pixels are known a priori to be zero is 
to solve the problem only on the subset of pixels that are known to be non-zero. Perhaps 
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surprisingly, this does not give the same solution as solving the unconstrained solution and 
setting the pixels to zero. To demonstrate this point, consider a hypothetical contour map 
for E for a two-pixel image (Fig. 5.2(a)). The point x in Fig. 5.2(a) corresponds to the 
optimal unconstrained solution, and the pointy corresponds to the optimal solution if /(1) 
is known a priori to be equal to zero. The point z is the solution found by setting /(1) to 
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Figure 5.2: Contour maps for two-pixel images. (a) The variable x repre-
sents the optimal unconstrained solution and y the optimal constrained 
solution, when /(1) is constrained a priori to be zero. Whereas, z cor-
responds to setting /(1) = 0 in the unconstrained solution. (b) The 
variable x again represents the optimal unconstrained solution and y 
the optimal constrained solution. However, z is now the result of set-
ting the negative pixels in the unconstrained solution to zero. Note that 
z returns a higher error value that the starting point, s. 
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Mathematically this solution is achieved over the non-zero pixels of J by defining a vector 
fj that comprises only the non-zero pixels of J. These two vectors are related by the N x M 
matrix D, where N is the number of pixels in j and M is the number of pixels in fj. D 
is formed by deleting every column of an N x N identity matrix that would multiply an 
element of j that is known a priori to be zero. Thus J = Dfj and fj = DT J. It is therefore 
necessary to minimise 
E(fj) =lid - HDfill2 +1llDfill2 , (5.25) 
and the corresponding optimal solution for J is given by 
(5.26) 
Eq. (5.26) cannot be solved directly using a Wiener filter, but can still be solved using a 
conjugate gradient technique based on FFTs described in Appendix A. 
When j is constrained to be positive, a solution where 
jopt(j) > 0 Vj 
8E 
0 vjopt(j) > 0 
afopt 
8E 
afopt > 0 
\f jopt(j) = 0 
is required, with the gradient ~f given by 




Thus every point j (j) must be either positive or zero. When it is positive the constraint is 
inactive and ~f must be zero. When f (j) is zero, ~f must be non-negative, so that if /(j) 
deviates from zero it either violates the positivity constraint or increases E. 
The conventional way of dealing with inequality constraints in quadratic programming is 
by using the concept of an active set of pixels. This effectively partitions the inequality 
constraints into active constraints, for which it is assumed /(j) = 0, and inactive constraints 
for which the constraint is ignored. Once a set of active constraints is assumed this defines 
a D matrix, enabling jopt to be found by solving Eq. (5.26). The D matrix is defined by 
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removing the columns of an N x N identity matrix corresponding to the active set of pixels. 
The problem then becomes the determination of the correct active set. The advantage of 
this technique is that a pixel that has been set to zero can be reintroduced into the solution 
set. Consider the error surface for a two-pixel image illustrated in Fig. 5.3. Starting from 
point A, the minimum when the inactive set contains only pixel /(1) is at /(1) = 0 and 
is denoted by B. If this pixel is removed from the inactive set and pixel /(0) added, the 
minimum over this set is at point C. Finally, when pixel /(1) is reintroduced to the inactive 
set, the global minimum at D is obtained. 
-10~------'---~~---~~ 
0 20 40 
Figure 5.3: Contour map for a two-pixel image. When the minimum is 
found using the active sets approach the path to the minimum is in 
the order A, B, C, D, illustrating that a pixel with a zero value can be 
reintroduced into the solution set. 
The following algorithm is guaranteed to find the correct active set and converge to the 
overall constrained optimum in a finite number of steps: 
Step 1. 
Start with an initial estimate j(k), where k = 0. Define the initial active set to be all the 
pixels that are known a priori to be zero, that is all the pixels outside the support of f. 
Step 2. 
Using the current active set to define D, solve for j(k) using Eq. (5.26). 
Step 3. 
If any pixel of j(k) is negative, update j(k) using 
(5.29) 
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where o/k) is the largest value in the range 0 < a(k) ::; 1 that ensures j(k+l) is positive. 
Unless a(k) = 1 this results in one or more pixels of j(k+l) becoming zero. 
Step 4. 
If a(k) < 1, in step 3, then add one of the pixels that has become zero to the active set. 
If a(k) = 1 evaluate ~J on the pixels that are in the active set but still inside the support 
off. If for any of these pixels 8~~) < 0 the pixel with the most negative value of 8~~) is 
deleted from the active set. 
Step 5. 
If the active set was not altered by step 4, set j(opt) = j(k) and finish, otherwise return to 
step 2. 
The convergence of this algorithm is demonstrated in Luenberger [106], with the proof based 
on the fact that since the error decreases at every stage of the algorithm, it is impossible 
to return to a previous active set. Since there are only a finite number of possible active 
sets, and an unconstrained minimisation can be solved in a finite number of steps by the 
conjugate gradient algorithm, the overall problem can be solved in a finite number of steps. 
The difficulty with this approach is that, although it guarantees convergence, it requires 
performing an unconstrained minimisation in order to change a single constraint in the 
active set. This approach has been implemented and the monotonic convergence confirmed, 
but for a realistic example an impractical number of iterations were required. 
5.4 Accelerating the quadratic programming approach 
The quadratic programming technique, although having the desirable property of assured 
convergence is too slow to be used in practice. There are two obvious ways that the con-
vergence can be accelerated. First, it is advantageous to identify more than one change to 
the active constraint set at step 4, since although there is a finite number of possible active 
sets this number is very large for a realistic image. Second, it is desirable to reduce the 
computation involved in minimising E, in step 2, before moving to a new active set. 
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5.4.1 Improving the active set selection 
One method for identifying a new active constraint set is by projection. Defining a projection 
operation by 
P[f (j)] ~ { ~(j) f (j) > 0 (5.30) 
otherwise 
one can simply update by projection at step 3, j(k+l) = P[j(kl]. In step 4, the new active 
set is now defined by all points which are outside the support of j and all points in S for 
which af~) > 0. 
Unfortunately, projecting j(k) can cause the error E to increase. How this arises is shown 
in Fig. 5.2(b), which gives the contour map for E for a two-pixel image. The point x corre-
sponds to the optimal unconstrained solution, and the point y corresponds to the optimal 
solution if the image is known to be positive. The point z illustrates the solution found if 
negative values in the unconstrained solution for j are set to zero. The E corresponding to 
point z is in fact higher than the E corresponding to a possible starting point, s. 
The algorithm of Nakamura et al [117] combines projection with the accelerated constraint 
selection outlined above. However, it does not guarantee that each new point strictly reduces 
the value of the error function. As a result it may oscillate between minimisation on two 
different sets of constraints, which may lead to an increase in E from one iteration to the 
next. 
The fact that changing the active set can increase E means that the global convergence 
inherent in the quadratic programming technique is lost. However, if j{k+l) is updated in 
step 3 using 
(5.31) 
where a(k) is a step size parameter that is selected to ensure that E(j{k+l)) < E(j(kl), then 
the property of theoretical convergence remains assured, since the addition of the linesearch 
in Eq. (5.31) guarantees a monotonic decrease in E. Due to the non-linear nature of the 
projection step in Eq. (5.31), a(k) must be found by a linesearch technique. Note that the 
j(k+l) found by quadratic programming lies on the line defined by Eq. (5.31) when a(k) 
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is varied. As a consequence the E(j(k+l)) resulting from an accurate linesearch for a(k) 
cannot be greater than the E corresponding to j{k+l) calculated using the conventional 
quadratic programming approach. 
5.4.2 Reducing computation in a single active set 
In order to assure convergence in a finite number of steps quadratic programming requires 
that E be minimised on the current active set at step 2. Although it is known that the 
conjugate gradient approach will solve this problem in a finite number of iterations, in 
practice the most significant reduction in error occurs during the first iterations [106]. 
Therefore, a more practical approach is to terminate the conjugate gradient minimisation 
at N iterations, where N is considerably less than the N 2 iterations which guarantee the 
mm1mum. 
Moving to a new constraint set before reaching the minimum on the current constraint set, 
makes it possible, although unlikely, for the algorithm to return to a previous constraint 
set. However, the repeated application of N conjugate gradient iterations on a given con-
straint set is equivalent to the partial conjugate gradient method which is known to be 
convergent [106], although not in a finite number of steps. This new approach guarantees 
only monotonic convergence as opposed to the finite convergence of the conjugate gradient 
method. In practice, however, not only does this approach converge much more quickly, 
but it does not return to a previous constraint set. 
5.4.3 Practical algorithms 
Four alternative techniques for performing deconvolution are considered. The first approach 
is to use steepest descent to reduce E, at step 2, i.e. 
j(k) = j(k) _ 13(k) a~ . 
8J(k) 
For projected steepest descent, provided f3(k) is restricted such that 
(k) 2 
/3 < M' 
(5.32) 
(5.33) 
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where llQll denotes the matrix norm of Q, then convergence can be assured [125] by min-
imising over all image pixels not a selected subset of pixels. Although convergence may 
be guaranteed using Eq. (5.33), faster convergence was obtained by choosing f3(k) to min-
imise E again at the expense of assured convergence. This was achieved by using only a 
single conjugate gradient iteration at step 2, corresponding to optimal step length steepest 
descent, and use of projection to update j(k+l) as outlined in Eq. (5.30). No additional 
linesearch is implemented in this method and if a pixel goes negative it is set to zero by the 
projection operation. This algorithm is referred to as projected optimal steepest descent, 
and it is representative of the speed that can be expected from steepest descent algorithms. 
The second approach is to terminate the conjugate gradient minimisation, in step 2, at a 
fixed N iterations and again use projection to update j(k+l). The minimisation is performed 
using the accelerated active set selection method. Here any problems that may occur when 
j(k) is projected are ignored. Although, the convergence of E may be erratic, there is no 
computational expense incurred in performing a linesearch. This technique is referred to as 
Nakamura's method after the original proposers of the matrix form of this algorithm. 
Experience with Nakamura's algorithm indicates that, although the decrease in E cannot 
be guaranteed, in practice it usually both converges and identifies the active constraints 
quickly. Modification of this algorithm to provide assured convergence to enhance its utility 
is sought. Of particular interest are blind deconvolution algorithms, because these algo-
rithms, discussed in chapter 6, often rely on alternating between estimating j and h as the 
solutions to linked conventional deconvolution problems [96, 179]. Therefore, it is important 
that each stage of this process has reliable convergence and that pixels are not permanently 
removed from the solution set. 
The third or weak linesearch approach also terminates the conjugate gradient minimisation 
at a fixed N iterations using the accelerated active set selection method and performs a 
linesearch at step 3 as in Eq. (5.31). The linesearch continues only until an o/k) value that 
causes E to decrease is found. The emphasis in this technique is to proceed as rapidly as 
possible to a new, and potentially better, constraint set. This approach is implemented 
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by initially setting a(k) to 1, and successively halving a(k) until a reduction in the error is 
found. This technique is referred to as the bisection method, and it provides a reduction in 
E with the minimum of extra computations over Nakamura's method. 
The fourth, or strong linesearch approach is similar to the third approach, however, it at-
tempts to gain as much as possible from the current optimisation by locating a(k) accurately. 
There are a variety of techniques available to optimise a(k), but Brent's method [127] was 
found to be the most effective. 
5.5 Performance of the Gaussian algorithms 
The example chosen is superresolution of a binary object, since the solution is heavily 
dependent on the positivity constraint. The object chosen is shown in Fig. 5.4(a), with 
the corresponding bandlimited image shown in Fig. 5.4(b). The bandlimited image was 
obtained by convolving the object with an Airy pattern, which bandlimited the object to 
0.15 of the Nyquist frequency. Fig. 5.5(a) illustrates the error decrease as a function of the 
iteration count when applying the four methods described in section 5.4.3. In this example, 
the bandlimited image was corrupted with Gaussian noise to give an SNR of 20dB, the 
regularisation parameter was set to 10-8 and N, the number of conjugate gradient iterations 
in the algorithm, was set to 5. Regularisation is essential when dealing with real data since 
although enforcing positivity may be sufficient to achieve regularisation, this is not always 
the case. The error for Nakamura's technique oscillates initially before converging to the 
solution. The projected optimal steepest descent technique produces a monotonic decrease. 
The other techniques also produced monotonic convergence with the number of iterations 
required by the bisection method and Brent's method being similar to Nakamura's method. 
A more realistic picture of the computational requirements is obtained when the same 
results are plotted versus the number of FFTs required, Fig. 5.5(b). Nakamura's algorithm 
is the fastest, with the extra computation of an accurate linesearch providing a significant 
impediment to rapid convergence of Brent's method. The bisection technique was only 
marginally slower than Nakamura's method and so it is apparent that the improved accuracy 
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(a) (b) 
Figure 5.4: A sample problem. (a) A simulated binary star with a separa-
tion of 6 pixels. (b) The corresponding bandlimited image, the binary 
star can no longer be resolved. 
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Figure 5.5: Results for a bandlimited image with a 20dB SNR, N = 5 
and 'Y = 10-8 . (a) Log10( error) versus iteration count. (b) Log10( error) 
versus FFT count. Projected optimal steepest descent (dashed), Naka-
mura's method (solid), bisection (dotted) and Brent's method (dashed 
- dotted). 
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of the linesearch in Brent's method does not justify the extra computation it entails. The 
corresponding object reconstructions are shown in Fig. 5.6. All techniques, apart from 
projected optimal steepest descent, which has yet to converge, clearly distinguish the two 
peaks seen in the original object after 5000 iterations. It should be noted although the 
oscillations seen in Nakamura's method do not prevent final convergence here, there is no 
guarantee that this will be the case in all examples. 












Figure 5.6: Object reconstructions for a bandlimited image with a 20dB 
SNR, N = 5, / = 10-8 and 5000 iterations. (a) Prnjected optimal 
steepest descent, (b) Nakamura's method, (c) Bisection method and 
(d) Brnnt's method. 
Finally, the effect of varying the number of conjugate gradient steps, N, was investigated. 
Fig. 5. 7 illustrates the error plots for conjugate gradient steps of 1, 5, 10 and 20, versus 
iteration and FFT count when using the bisection technique for an example wiL11 a 20<lB 
SNR and / = 10-8 . N = 5 is the best in this case, showing that a complete solution of 
the conjugate gradient problem at each step is in fact undesirable. This confirms the belief 
that although it assures finite convergence in practice is it inefficient to perform a complete 
minimisation on a particular constraint set before moving to a new constraint set. The 
optimal value of N, however, can be expected to depend on the particular problem. 
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Figure 5. 7: LoglO(errnr) as a function of N, the conjugate gradient step, 
using the bisection method for a bandlimited image with a 20dB SNR 
and/ = 10-8 . (a) Log10(eIT01) versus iterations. (b) Log10(error) 
versus FFT count. N = 1 (dashed-dotted), N = 5 (solid), N = 10 
(dotted) and N = 20 (dashed). 
5. 6 Extension to Poisson and mixed noise statistics 
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The extension of the basic quadratic programming technique to Poisson statistics is com-
plicated by the image dependence of the noise. The assumption of Poisson noise statistics 
leads to the minimisation of: 
E = - 2= [d(x, y)lng(x, y) - g(x, y)] + 1llf 8 cll 2 . 
(x,y) 
(5.34) 
A significant problem that must be overcome if an iterative minimisation scheme is to 
be successful is to ensure g remains positive, since a negative value means that it is no 
longer possible to compute the error in Eq. (5.34). In addition, in a Poisson process the 
underlying image must be positive. Therefore, it is sufficient to ensure that both j and h 
remain positive to produce a positive g as required. 
An additional problem is that the error surface described by Eq. (5.34) is not convex, so 
minimisation of E is no longer a linear problem. A conjugate gradient minimisation for 
the non-convex error surface E requires a change in the calculation of the search direction 
update as outlined in Appendix A. In addition the step o/k) is now found as the solution 
to a linesearch, with an added condition that g cannot go negative. To achieve this, the 
maximum allowable step that can be taken in the descent direction that still ensures a 
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positive estimate am, must be calculated from 
(5.35) 
This provides the upper bound for a region from which the optimal step value can be 
selected and allows use of linesearch techniques such as the golden section search [127]. 
A further modification is required when a constraint deleting algorithm, as opposed to a 
constraint adding algorithm, is employed. In this case all constraints are initially active, so 
the only possible starting value for j (or h) is an array of zeros. This causes problems with 
the initial gradient calculation, since 
8 E _ '"" [ ( d - g) h 2 !'2] -,-L.J -,- * + ')' ' 
of (x,y) g 
(5.36) 
is infinite when j is zero. The solution is therefore to use the mixed noise model gradient 
which corresponds to 
8E 
af (5.37) 
Here a 2 is chosen to be large enough so that ~l is of a reasonable scale, but small enough 
so that the search direction is not significantly altered. The addition of the Gaussian noise 
variance models the sensor noise inherent to real data in a method similar to that used in 
Lane [91]. This approach has been implemented and once again for a realistic example an 
impractical number of iterations were required. 
5.7 Accelerating the Poisson and mixed noise techniques 
Due to the non-linear nature of the deconvolution problem under the assumption of Poisson 
noise statistics, acceleration of this technique could not be performed using the techniques 
employed for Gaussian noise statistics. The complicated practical implementation necessary 
for Poisson ML algorithms is the main reason the equivalent Expectation-Maximisation and 
Richardson-Lucy algorithms are preferred. They provide a simple method for estimating 
the ML solution under the assumption of Poisson noise statistics. 
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The equivalent and well-established Expectation-Maximisation (EM) and Richardson-Lucy 
(RL) algorithms, discovered independently by Richardson [130] and Lucy [104] in the early 
1970s and rederived for Positron Emission Tomography (PET) by Shepp and Vardi [145], 
have been used extensively in the restoration of astronomical images [18, 143, 146, 175]. The 
standard RL update is defined in its multiplicative form as 
j(k+l) = (A d * h) j(k), 
J(k) 8 h 
(5.38) 
Eq. (5.38) can be rewritten into the following equivalent form, 
(5.39) 
provided I: h = 1, where a~:P is defined in Eq. (5.15) and a= 1 for a standard Richardson-
Lucy iteration. Eq. (5.39) shows that the RL algorithm is a scaled steepest ascent algorithm 
with the search direction being scaled by the current object estimate [83]. When minimising 
E = -MLp, as in Eq. (5.34), a scaled steepest descent algorithm results, i.e. 
(5.40) 
The RL algorithm has a number of desirable properties. It has implicit positivity and 
support constraints due to the multiplicative nature of its updates. In addition, it also 
conserves energy. A disadvantage of the algorithm is its sensitivity to the initial starting 
estimate, as indicated by Kaufman [83]. In fact, in the absence of a good prior estimate 
for f, the best solutions are obtained from uniform starting estimates, where the initial 
step is in the direction of steepest descent. The sometimeR disaRtronR reRnltR produced from 
random starting estimates indicate that the algorithm cannot be considered to be globally 
convergent, since a property of globally convergent algorithms is that they converge to 
the solution from any starting point [106]. Therefore, although the algorithm produces a 
monotonic increase in the log-likelihood it is not guaranteed to reach the ML solution. This 
is further illustrated when considering the following. Generally, when j is constrained to 
be positive, the aim is a solution where 
oM ~P = 0 V j > 0. 
of 
(5.41) 
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For the RL algorithm, convergence is determined by 
(5.42) 
A8ML . 8ML . 
Here f af P equal or close to O, does not necessarily mean that ~ is also zero. This is 
the same problem seen with the use of reparameterisation to enforce positivity in section 
5.2.4 and hence suffers the same limitations. 
The scaling of the gradient by a preconditioning matrix is often used to accelerate the 
convergence of steepest descent algorithms. A number of authors have interpreted the mul-
tiplication by j in Eq. (5.39) as a preconditioner [31, 32]. However, this scaling, often 
referred to as preconditioning, of the ML gradient by J as performed by the RL algorithm 
does not always aid the convergence of a deconvolution problem. In fact, the fastest conver-
gence of the RL algorithm is obtained from uniform starting estimates and usually occurs 
within the first few iterations when the effects of preconditioning are least. 
The scaling in the RL algorithm, however, ensures a positive reconstruction is obtained. 
If the RL scaling of the gradient is not performed, another technique must be used to 
ensure that the solution remains positive. Therefore, it is advantageous to modify the RL 
algorithm to guarantee convergence, while retaining its positivity enforcing properties. A 
simple addition to the RL algorithm that combines the initial speed of the RL algorithm 
to get close to the solution with the guaranteed convergence of the unscaled approach was 
made and is referred to as the modified Richardson-Lucy (MRL) algorithm. When there is 
no chance of hitting a constraint the search direction for that pixel remains unscaled. This 
approach is similar to that used in Kaufman [84], for the acceleration of least squares PET 
algorithms. Every q iterations, where q takes on an integer value, a step using the modified 
search direction, sm, is performed, where 
{ 
8MLp 
s - -ar 
m - -J8M~p 
8f 
8M~p > Q 
8f 
8M~p < Q 
8f -
(5.43) 
A bisection linesearch is then used to calculate the maximum step that can be taken to 
produce an increase in the likelihood and ensure that the updated object estimate is positive. 
This means that the step is initially set to 1 and is halved until the likelihood is increased. 
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Holmes [75] also investigated a similar approach when accelerating the RL/EM algorithm. 
Recall a= 1 in Eq. (5.39) corresponds to a standard RL step with a guaranteed increase in 
the likelihood. As a means to accelerate the slow convergence of the algorithm a is doubled 
and the corresponding likelihood value is calculated. If this second likelihood value is larger 
than the first a is doubled again and the process repeated until the likelihood no longer 
increases. Holmes notes that it is important not to permit a to get too large and cause the 
object estimate to become negative. He suggested two ways to overcome this. First, any 
negative pixels in the object estimate are set equal to their value if acceleration had not 
been used. Second, if the a calculated using the doubling technique is greater than am, 
then a is set equal to am. These alternatives, also trialed, did not perform as well as the 
MRL method described above. 
5.8 Performance of the Poisson and mixed noise algorithms 
The reconstruction of a triple star was chosen to test the Poisson and mixed noise algorithms. 
However, the solution is still heavily dependent on the positivity constraint. The object 
chosen is shown in Fig. 5.8(a), with the degraded image shown in Fig. 5.8(b). The uniform 
and random starting points used are shown in Fig. 5.9. Figs. 5.lO(a) and (b) illustrate 
the decrease in error as a function of iteration count when applying the RL and MRL 
algorithms to the starting estimates. Both the RL and MRL algorithms converge quickly to 
the solution from a uniform estimate. In the case of the random starting estimate, however, 
only the MRL algorithm gets to the solution as illustrated in Fig. 5.11. 
A more realistic picture of the extra computational requirements is obtained when the 
same results are plotted versus the number of fast Fourier transforms (FFTs) required. Fig. 
5.12 indicates that the MRL algorithm does not require much more computation than the 
RL algorithm to get to the solution from a uniform start. In addition, it uses only a small 
number of extra FFTs to obtain the solution from the random start, when the RL algorithm 
does not reach the solution at all. 
Finally, an investigation into the effect of varying the number of standard Richardson-
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Lucy iterations, q, before a modified iteration, was investigated. Fig. 5.13 illustrates the 
error plots for q = 1, 2, 3, 4 and 5 versus iteration and FFT counts. The results are 
very similar for each value of q, with q = 1 requiring the most computation as expected. 
Therefore, the improved convergence of the MRL method requires only a small amount of 









Figure 5.8: A sample problem. (a) A simulated triple star. (b) The 
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Figure 5.10: Results for degraded data containing 100 photons and q 
= 5. Log10(error) versus iteration count results comparing RL (solid) 
and MRL (dotted) algorithms for (a) uniform starting estimate and (b) 
random starting estimate. Note that in (a) the RL and MRL rnsults 
are an almost exact match. 
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Figure 5.11: Reconstructions for degraded data containing 100 photons, 





The deconvolution of a positive image comprises two parts, namely the identification of 
the pixels which are non-zero and the minimisation of the error over that set. It has been 
demonstrated that quadratic programming can be applied to this problem, regardless of 
the noise statistics, to produce assured convergence with a monotonic decrease in the error 
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Figure 5.12: Results for degraded data containing 100 photons and q = 5. 
LoglO(error) versus FFT count results comparing RL (solid) and MRL 
(dotted) algorithms for (a) uniform starting estimate and (b) random 
starting estimate. 
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Figure 5.13: Variation with q, q = l(solid), 2(dotted), 3(dashed-dotted), 
4(dashed) and 5(solid line with dots). (a) LoglO(error) vs iteration 
count (b) Log10(error) vs FFT count (c) zoomed in version of (b). 
while maintaining the convergence of the partial conjugate gradient algorithm. 
The best Gaussian noise algorithm was shown to be an extension of an algorithm originally 
proposed by Nakamura et al [117] with two important differences. First, the addition of 
a weak linesearch produces monotonic convergence. Second, it is implemented with FFTs 
rather than by matrix multiplication which results in a much faster implementation. 
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In the case of Poisson noise statistics the best algorithm was shown to be a modified 
Richardson-Lucy algorithm. Despite its widespread use, the Richardson-Lucy algorithm 
exhibits two undesirable features. Firstly, it is sensitive to the choice of starting point and 
secondly it is slowly convergent. Both these problems are attributable to the scaling implicit 
in the algorithm. 
The RL algorithm does however have a number of desirable properties such as implicit 
positivity and support constraints. The scaling of the ML gradient is powerful in preventing 
the solution from violating these constraints. The best technique incorporates a modified 
iteration, after q standard RL iterations. Hence, it combines the initial speed and constraint 
avoiding properties of the RL algorithm with the guaranteed convergence of the unscaled 
approach. 
204 CHAPTER 5. ENFORCING POSITIVITY IN DECONVOLUTION PROBLEMS 
Chapter 6 
Astronomical Blind Deconvolution 
Blind deconvolution techniques attempt to recover both the object and the PSF simulta-
neously from a noisy degraded image, thereby removing the requirement of conventional 
deconvolution that an accurate characterisation of the blurring is available. Both the blind 
deconvolution from a single degraded image and the blind deconvolution from an ensemble 
of differently blurred images are investigated in this chapter. 
Blind deconvolution is inherently more complicated than conventional deconvolution as less 
information is available. A priori information plays an important role as it provides the 
additional information required to solve the problem. Previously developed deconvolution 
algorithms and the prior information assumed in each are reviev1ed and placed into a gen-
eral framework. There are several issues peculiar to blind, as opposed to conventional, 
deconvolution and these are also discussed. 
The deconvolution algorithms incorporating positivity and regularisation, developed in the 
previous chapter, are extended to blind deconvolution. Different methods for regularising 
the blind deconvolution problem are investigated including Tikhonov-Miller regularisation, 
smoothness constraints, a statistical prior for the PSF, a constraint on the norm of the 
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object, and penalised MAP approaches, both individually and in combination. 
6.1 Introduction 
Blind deconvolution is an important problem that may arise in many fields of research, 
including seismic data analysis, blind equalisation of communication channels, transmission 
monitoring, echo cancellation in wireless telephony and astronomical imaging [88]. The 
mathematical analysis is based on the linear convolution described by Eq. (5.1): 
d(x,y) g(x, y) + n(x, y) 
J(x,y) 0h(x,y) +n(x,y) (6.1) 
where d(x,y) is the observed image, f(x,y) the true image, h(x,y) the space invariant 
blurring function or PSF, g(x, y) the noise free data and n(x, y) is equal to the noise on 
the data. In blind deconvolution the aim is to recover J(x,y), h(x,y) and n(x,y) from the 
observed data d(x, y). The astronomical imaging problem is a blind deconvolution problem 
where the blurring is a function of random atmospheric turbulence. Although the blurring 
of the atmosphere is unknown its statistics are known and can be used to aid the inversion 
of Eq. (6.1) as seen in section 6.5.3. 
In order to solve for f (x, y) and h(x, y) under the assumption of Gaussian noise statistics, it 
is common to form a maximum-likelihood estimate which can be found by the minimisation 
of 
(6.2) 
where llxll defines the L2 norm of x and: is used to denote the estimated quantities. This 
corresponds to the well-known least squares formulation introduced in chapter 5. 
The minimisation of Eq. (6.2) does not guarantee a unique solution to the blind deconvolu-
tion problem. Prior information concerning the components of the convolution is required 
to enable a particular solution to be selected. The incorporation of prior information con-
verts the problem from one of ML to that of MAP. For blind deconvolution the a priori 
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information can be divided into three sections: noise statistics, object prior information 
and PSF prior information. The first two of these areas were introduced in chapter 5. For 
astronomical imaging blind deconvolution problems extra a priori information is available 
in the information contained in multiple frames, in which the object is common to each 
frame but the point spread function varies with the atmosphere. It should be noted that 
the algorithms developed here are not restricted to the solution of the astronomical imaging 
problem. Another application is microscopy where it is also possible to obtain multiple 
frames of observed data. In this case the object is a microscope image and the PSFs are 
dependent on the degree of defocus. 
Many techniques have been proposed for blind deconvolution, including real-time and post 
processing techniques. Real-time techniques include wavefront sensing and adaptive optics 
[69]. The post processing techniques developed for this problem have included direct and 
iterative methods in addition to a number of non-conventional techniques. Many of the 
previously developed blind deconvolution algorithms, reviewed in section 6.3, use powerful 
constraints that require knowledge of the instrument from which they are captured. Often 
this information is not available or it can be difficult to obtain. Therefore this chapter 
investigates the potential of Gaussian MAP techniques which do not assume any knowledge 
of the associated imaging system. 
A number of issues specific to blind deconvolution that can complicate its inversion are 
investigated in section 6.2. Section 6.3 contains a review of existing blind deconvolution 
algorithms and the prior information used in each to deal with these problems. The prior 
information detailed in section 6.4 is relevant to the algorithms proposed in section 6.5. 
Finally, the performance of these algorithms is illustrated in section 6.6, before a summary 
is given in section 6.7. 
6.2 Problems inherent to blind deconvolution 
There are several problems inherent to blind deconvolution which make finding a unique or 
meaningful solution difficult. If (f, h) form a solution pair, then (af, h/a) also form a valid 
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solution pair, where a is a positive constant. Shifted versions off and h will also produce 
an identical convolution, i.e. (f(x, y), h(x, y)) and (f(x - Dx, y - Dy), h(x + Dx, y +Dy)). 
When only a single frame of data is used, there is the problem of deciding which solution 
is f and which is h, i.e. (f, h) and (h, f) produce identical convolutions. This particular 
problem is eliminated by using multiframe astronomical data, because it can be assumed 
that f remains unchanged and h varies. This effectively prevents h and f from being 
swapped. 
There is also the problem of ambiguous solutions. A unique solution cannot be found if 
either h or f is itself a convolution. If 
f(x, y) ~ fi(x, y) 0 fz(x, y) or 
h(x, y) ~ h1(x, y) 0 h2(x, y) 
(6.3) 
(6.4) 
then instead ofrecovering f and h, Ji (x, y) and h(x, y)0fz(x, y) may be recovered. Although 
it can be argued that it is unlikely an object or PSF is a convolution this situation could 
arise when imaging an object using a system comprised of multiple optical components. 
In this case the actual PSF could be a convolution of the PSFs of the individual systems. 
Consider for example a Gaussian PSF [98], 
{ 
1 (-x2+ 2) 
h(x,y) = 27ra-2exp 0 ~ x2 + y2 < 40-2 (6.5) 
otherwise. 
This can in fact be represented as a convolution of two Gaussians, 
h(x,y) = h1 (x,y) 0 h'2(x,y), (6.6) 
provided o-r + o-§ = o-2, therefore a Gaussian PSF leads to ambiguous solutions. Gaussian 
PSFs have been used by a number of authors, for example Yang et al [179) and Fish et 
al [49). 
A major limiting factor to the blind deconvolution problem is the trivial solution. This is 
where h = <5, f = d or h = d, f = <5. In the astronomical imaging case this would correspond 
to the imaging of a single star, which although uninteresting, can be the truth. However, 
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as the trivial solution is such a limiting factor, various forms of prior information have been 
proposed for its elimination. 
6.3 A review of existing blind deconvolution algorithms 
Many solutions to the blind deconvolution problem have been proposed. The algorithms re-
viewed below were developed for both the blind deconvolution of a single blurred image and 
an ensemble of differently blurred images under the assumption of Gaussian, Poisson and 
mixed noise statistics. Table 6.1, based on the table in Leung and Lane [101], summarises 
the commonly used blind deconvolution algorithms and the prior information assumed by 
each. 
Lane and Bates [92] demonstrated a direct algorithm for the solution of Eq. ( 6.1) using zero 
sheets and they also provide a theoretical justification for the uniqueness of the deconvolu-
tion problem for two dimensions and above. From the zero sheet of g(x, y) it is possible to 
deduce the zero sheets off (x, y) and h(x, y) that uniquely determine the original object and 
PSF. However, this original approach proved unreliable at the levels of noise present in real 
data. Possible means for overcoming the difficulties associated with the practical implemen-
tation of the zero sheets method were proposed by Bates et al [14] and involved the direct 
and indirect use of the concept of the zero sheet for conventional, ensemble and single frame 
blind deconvolution problems. Many of these were later demonstrated by Bones et al [21], 
who presented the first successful application of these techniques to actual experimental 
data. 
Some of the more conventional imaging techniques that have been widely used to aid the 
solution of the blind deconvolution problem include speckle interferometry [90], the Knox-
Thompson method [86], and bispectral analysis [102, 103]. These techniques recover only 
object intensity information and so require phase retrieval to estimate the distortion. Phase 
retrieval attempts to recover phase information from intensity measurements, i.e. to recover 
f(x,y) given a measurement of IF(u,v)l2 under the constraint that f(x,y);:::: 0. An early 
iterative phase retrieval algorithm was proposed by Gerchberg and Saxton [61], however it 
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had a tendency to stagnate. Generalisations of this original algorithm were developed to 
improve its convergence properties. Variants include the well-known error-reduction and 
hybrid-input-output algorithms of Fienup [48]. 
The algorithms of Fienup were the basis of the iterative blind deconvolution (IBD) algorithm 
of Ayers and Dainty [6] which is regarded as the first iterative blind deconvolution algorithm. 
It is a Gerchberg-Saxton type algorithm, with positivity and the convolution product of f 
and h as constraints. An alternating minimsation approach is used (discussed in section 
6.5), with simple inverse filtering to update f and h. This was modified by Davey et 
al [43] to incorporate Wiener-type filters and support instead of positivity constraints. 
This introduced some regularisation and permitted the reconstruction of complex-valued as 
well as real-valued images in the presence of noise. 
However, the IBD lacks stable convergence properties, making it difficult to determine when 
to terminate the algorithm. Lane [94] proposed a more robust joint technique, in which the 
constraints are incorporated into the error metric. The problem formulation becomes that 
of an unconstrained minimisation problem in which the stopping criteria are well defined. 
The use of an error penalty term to impose positivity gives rise to what are known as soft 
constraints. The weighting of the terms in the error metric is investigated in a later paper 
by Law and Lane [98]. 
Blind deconvolution often requires the minimisation of a multimodal cost function, i.e. a 
function that contains more than one minimum. The simulated annealing algorithm of 
MacCallum [107] performs a joint minimisation of a multimodal cost function for f and h, 
subject to support and positivity constraints. It is powerful at avoiding local minima and 
reaching the global minimum with use of the temperature control parameter T, which is 
reduced every iteration. Hence the simulated annealing implementation of a least squares 
optimisation is analogous to the annealing of metals. Just as a liquid metal cooled suf-
ficiently slowly reaches its absolute minimum energy state, so too does the least squares 
minimisation reach the global minimum of the cost function when T is reduced slowly. 
A disadvantage of the algorithm is the large computational cost required. For realistically 
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sized images, the algorithm is too computationally intensive to produce a good solution [88]. 
Due to the underdetermined nature of blind deconvolution it is often necessary to place 
a high weighting on the constraint error to achieve a solution. Thiebaut and Conan [157] 
modified Lane's algorithm [94] to enforce positivity exactly by reparameterisation. However, 
use of reparameterisation distorts a parabolic error surface resulting in one which may have 
local minima (see section 5.2.4). They also use an instrument constraint to constrain the 
PSF. Jefferies and Christou [80] modified Lane's algorithm to use Fourier modulus and 
multiframe constraints. 
The algorithm of Yang et al [179] uses projection onto convex sets (POCS) concepts, in 
which positivity and support constraints are implemented via projection, and an alternating 
minimisation for f and h. However, the use of projection can cause the error E to increase 
and convergence to the constrained minimum is not guaranteed. In addition, this algorithm 
was demonstrated using a Gaussian PSF introducing ambiguous solutions to the problem 
as noted by Law and Lane [98]. Law and Nuygen [100] extended the algorithm of Yang et 
al to the solution of the multiple frame blind deconvolution problem. 
You and Kaveh [180] developed a space-adaptive regularisation technique with the assump-
tion of piecewise smoothness on both the object and PSF. However, the Laplacian smooth-
ing operator used, in some cases introduced edge and ringing artifacts in the reconstruc-
tions. Consequently, they proposed the use of anisotropic regularisation to combat the 
problem [181], an approach that is very similar to the total variation minimisation of Chan 
and Wong [30]. 
Under the assumption of Gaussian noise statistics, it is clear that the majority of tech-
niques that have been developed estimate h. The NASRIF (Non-negativity and support 
constraint recursive inverse filtering) algorithm [89] developed by Kundur and Hatzinakos, 
estimates h-1 as it gives a unique solution at the price of weak constraints. It uses posi-
tivity and support constraints for the object and PSF, assumes the PSF and its inverse are 
absolutely summable and the inverse filter coefficients sum to one. However, the NASRIF 
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algorithm is sensitive to noise and early termination of the algorithm is necessary to obtain 
meaningful solutions. In addition, Leung and Lane [101] encountered problems with the 
implementation of this technique in relation to the lack of constraints on the PSF. Recently 
Ng et al [118] refined the NASRIF algorithm by incorporating regularisation to produce 
the NASRRIF (Non-negativity and support constraint regularised recursive inverse filter-
ing) algorithm. Preliminary results indicate that the incorporation of eigenvalue truncation 
and total variation regularisation improves the performance of the algorithm. 
As a result of the shot noise present in astronomical images several Poisson noise blind 
deconvolution algorithms have been developed and are mainly extensions of the equivalent 
Expectation-Maximisation and Richardson-Lucy (EM/RL) algorithms. Fish et al [49] ap-
plied the standard RL algorithm, which is essentially a ML technique with positivity and 
conservation of energy constraints, to the blind deconvolution problem. They also introduce 
a semiblind deconvolution algorithm in which a form for the PSF is assumed, reducing the 
number of unknown variables to the few parameters which describe the PSF. 
Holmes [74] employs an iterative EM/RL algorithm with constraints that exploit the circular 
symmetry and bandlimited nature of the PSF. Schulz [143] uses the EM/RL update as the 
basis for two blind deconvolution algorithms designed to bias the reconstruction away from 
the trivial solution. The penalised ML approach proposed uses an ad-hoc prior on the object 
to steer it away from a delta function solution for f. The second algorithm constrains the 
PSF as a parameterisation of phase errors, combined with positivity implicit in the RL 
algorithm and a multiframe constraint. 
Sheppard et al [146] extended the work of Thiebaut and Conan [157] for Gaussian statistics 
to multiframe blind deconvolution assuming Poisson statistics and they also included dif-
ferent constraint formulations. This technique uses the RL/EM as a basis, with positivity, 
bandwidth and conservation of light energy constraints enforced by reparameterisation. 
Leung and Lane [101] exploit the assumed turbulence statistics and incorporate scintillation, 
resulting from Kolmogorov phase distortions, into a MAP blind deconvolution algorithm 
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along with positivity enforced by quadratic programming, conservation of energy, and mul-
tiframe constraints. Other existing algorithms of this nature assume constant scintillation. 
They also proposed a weighted Gaussian or mixed noise blind deconvolution algorithm 
designed to maximise the following likelihood function, 
MLw9 
~LL (dk(x, y) - fJk(x, y)) 2 
2 k x,y Wk(x, y) ' 
(6.7) 
where wk(x, y) is the weighting. Thus providing an algorithm designed for Poisson noise 
statistics while at the same time retaining the least squares formulation of Gaussian noise 
problems. This algorithm has greater flexibility in modelling the noise, when it does not 
exactly fit either a Gaussian or Poisson model, as it is important to match the chosen 
reconstruction algorithm to the noise statistics on the observed data [91]. 
The EM/RL algorithm is essentially a steepest descent search with a modified search direc-
tion, hence convergence is slow. As a result many attempts have been made to accelerate 
the algorithm by increasing the standard Richardson-Lucy step, to use of conjugate gradient 
minimisation [19, 20, 75, 83, 91, 115], but are not discussed here. 
6 .4 Prior information 
In common with conventional deconvolution (see section 5.2), the prior information relevant 
to blind deconvolution problems can be divided into the assumed noise statistics, the object 
prior information and now also the PSF prior information. There can be an infinite number 
of possible solutions to a blind deconvolution problem, including the trivial solution where 
the object estimate is a point source and the point spread function is itself the data. To 
narrow the number of feasible solutions constraints, on J and h, must be added. The con-
straints common to blind deconvolution algorithms are positivity, support, regularisation 
and multiframe constraints. The support constraint can be used to give theoretical justi-
fication to the uniqueness of the blind deconvolution problem [92]. Although a powerful 
constraint it can be difficult to determine and hence is not used here. 
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Assumptions 
Method 
Noise Object Point Spread Function 
Kundur & Hatzinakos G +ve, support IIjhl < oo, IIjh-1 1 < oo 
You & Kaveh G +ve, piece smooth +ve, light, piece smooth 
Chan & Wong G +ve, piece smooth +ve, light, sym, piece smooth 
Yang et al. G +ve, support +ve, support 
Fish et al. p +ve, light +ve, light, semiblind 
Schulz ML+ p prior, +ve, light +ve, light, multi 
Schulz phase param p +ve, light +ve, light, incoherent, multi 
Lane G loose +ve and support loose +ve and support 
Thiebaut & Conan G +ve and support by reparam +ve and light by reparam, incoherent 
Jefferies & Christou G +ve, support, Fourier modulus +ve, support, bandlimit, multi 
Sheppard et al. p +ve by reparam +ve, light and bandlimit by reparam, multi 
Miura et al. p +ve, support, KT phase, light +ve, multi, phase by Zernike polynomials 
Leung & Lane blind 1 p +ve, light prior, +ve, light, multi 
Leung & Lane WG +ve +ve, multi 
Law & Nuygen G +ve, support +ve, support, multi 
Ng et al G +ve, support, piece smooth IIjhl < oo, IIjh-1 1 < oo, eig 
Table 6.1: Summary of the assumptions made on the noise model, the object, and the 
PSF for existing blind deconvolution teclmiques. P =Poisson, G = Gaussian, vVG = 
weighted Gaussian, +ve =positivity, light= conservation of light, reparam = repara-
meterisation, multi= multiframe, sym = centrosymmetric, KT= Knox-Thompson, 
eig = eigenvalue truncation, piece smooth = piecewise smoothness, incoherent = 
incoherent imaging. Semi-blind refers to Fish et al's scheme where only the several 
parameters that characterise the PSF are estimated. 
6.4.1 Multiframe constraint 
Additional a priori information is available by solving over an ensemble of short exposure 
images or speckle patterns. The temporal variation of the atmosphere in comparison to the 
unchanging object makes it easy to obtain ensembles of differently blurred short exposure 
images of the same object. Short exposure images are used for blind deconvolution as they 
capture the instantaneous effects of the atmosphere and hence do not suffer from a loss of 
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information caused by averaging the time varying distortion (see section 3.4.2). Multiple 
data frames provide prior information to aid the solution of the blind deconvolution problem 
as well as being an effective way of controlling the noise that is due to low light levels in 
short exposure images [146]. A multiframe constraint and the assumption of Gaussian noise 
statistics implies the minimisation of 
N 
E = L lldi - hi 0 !11 2 (6.8) 
i=l 
where N is the number of short exposure data frames, to identify j and h. The possibility 
of h being a delta function can be eliminated by using multiple frames [143], since the object 
can usually be assumed to remain unchanged from frame to frame. However, the trivial 
solution it not completely eliminated since j = c5 and hi = di can still occur. Indeed in 
an astronomical setting this "trivial" solution must be treated with considerable care as an 
unresolvable star is often a valid solution for f. 
6.4.2 Regularisation 
The need for regularisation has not been well addressed in the literature on blind deconvo-
lution despite the knowledge that the presence of noise causes the standard deconvolution 
problem to be ill-posed. In fact, of the early algorithms only the algorithm of Davey et 
al [43] employed regularisation, where it was implicit in the Wiener filter employed. An 
effect of the ill-posed nature of deconvolution is that g(x, y) is often closer to d(x, y) than 
knowledge of the noise statistics would predict. An extreme example of this is when either 
f(x,y) or h(x,y) is estimated to be a delta function whereupon g(x,y) matches the data 
d(x, y) perfectly. The possibility of h being a delta function can be eliminated by using 
multiple frames as outlined above. In the presence of noise an exact solution can only be 
obtained when j converges to a delta function and j 0 h to d. It is precisely this sort 
of overfitting to the data that regularisation prevents in conventional deconvolution, and 
hence the potential for regularisation to overcome the trivial solution is investigated here. 
Regularisation, first introduced in chapter 5, is essential when dealing with ill-conditioned 
problems. Although some forms of prior information can remove the uniqueness problem 
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associated with the trivial solution, in general they do not regularise the problem. The 
traditional approach is to use Tikhonov-Miller regularisation, where an energy constraint is 
imposed on both l and h. Assuming N frames of data for the blind deconvolution problem 
this would entail minimising 
N N 
L lldi(x, y) - f(x, y) 8 hi(x, y)ll 2 + /1 L f(x, y) 2 + /2 L L hi(x, y)2 . (6.9) 
i=l (x,y) i=l (x,y) 
where /l and 12 are the regularisation weightings. Note energy constraints are equivalent 
to constraints on the 1 2 norms of l and h, so this can be expressed equivalently as 
N N 
E = L llhi - di 8fll 2 +111118 cll 2 + /2 L llhi 8 cll 2 (6.10) 
i=l i=l 
where c is the regularisation operator which allows for the incorporation of different forms 
of regularisation. Setting c = o corresponds to Tikhonov-Miller regularisation. The placing 
of an energy constraint on both l and h makes the problem well-conditioned. It is impor-
tant to note that if, for example, 12 was set to zero then minimising Eq. (6.9) would also 
force l towards zero, which could be compensated in the first term of Eq. (6.9) by a corre-
sponding increase in the hi. The regularisation term would then have no effect compared to 
2=~1 lldi(x,y) - J(x,y) 8 hi(x,y)ll 2 . This occurs because al and h/a also form a solution 
pair, and regularising l alone simply causes 11111 2 to tend to zero and the regularisation to 
become ineffective. Therefore, the selection of the regularisation parameters plays a key 
role in the development of practical blind deconvolution algorithms. 
It is worth noting at this stage a similarity between blind deconvolution and conventional 
deconvolution where his known. In conventional deconvolution it is necessary to regularise 
the solution to eliminate null-objects. Clearly the blind deconvolution problem also suffers 
from null-objects. There are, however, significant differences between blind and conventional 
deconvolution caused by the fact h is now variable. Firstly, it is more difficult to estimate 
11111 2 in a straightforward manner. Secondly, it is now necessary to regularise h as well. 
This is partly to eliminate null-objects in h, but more importantly to prevent l tending 
towards zero as discussed above. 
For the regularisation to prevent the trivial solution, it is necessary for the 111118 cll 2 + 
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12 2=~i llhi 8 cil 2 term obtained when J = fJ to be higher than that obtained from the 
true solution f. Furthermore it must be sufficiently increased to outweigh the effects of the 
2=~i lldi - j 8 hill 2 term, which is zero for the trivial solution. In order to illustrate how 
this problem occurs consider the following two cases (i) f is a delta function and (ii) f is 
a closely spaced binary with peaks of height 1 and a as illustrated in Fig. 6.1. Note that 
each case corresponds to the same g. From Eq. (6.10) the error term to be minimised when 
Tikhonov - Miller regularisation is used is 
E (6.11) 
When the norms are equalised, 
(6.12) 
where f3 is the term that equalises the norms. In case (i) Ti = 0 and T2 = 2vftD2lldll· 
To successfully reconstruct the binary star from the observed data and avoid the trivial 
solution, the decrease in T2 must outweigh the increase in Ti. In case (ii) if the data is 
being fitted accurately Ti will be equal to the total noise on the system and T2 can be 
calculated from Eq. (6.12). For the example in case (ii) 
(6.13) 
In addition, d can be approximated by d ~ (1 +a)h, so that the regularisation term becomes 
(6.14) 
The true solution causes the following reduction in the regularisation term for the closely 
spaced binary, when compared with the trivial solution, 
2v01'Y2lldll ( 1 - 12 + a2) (1 + a) 2 · (6.15) 
Therefore, the binary star will be successfully reconstructed if 
( 
12 + a2) 2v01'Y2lldll 1 - (l + a) 2 > Total Noise. (6.16) 
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Figure 6.1: Recovering a binary star. Case(i) f is a delta function. Case 
(ii) f is a binary with magnitudes of 1 and a. The convolution g is the 
same in each case. 
Consider now a widely spaced binary. The approximation d ~ (1 + a)h can no longer 
be made so there is no reduction in T2 over the trivial solution for the widely spaced 
binary, and hence it will not be reconstructed successfully. Thus for a closely spaced binary, 
regularisation can avoid the trivial solution, but it has little effect for the widely spaced 
binary. Not surprisingly as the smaller binary component decreases in amplitude, the 
binary approaches a delta function, and it becomes increasingly more difficult to resolve the 
two components and avoid the trivial solution. These examples have illustrated the need 
for additional prior information to steer the reconstruction away from the trivial solution; 
regularisation alone is not sufficient in many cases. 
6.4.3 PSF prior information 
In astronomical imaging the PSF is a function of both the imaging system and the at-
mosphere. In addition, much of the assumed object prior information can also be applied 
to the PSF, for example positivity and conservation of energy constraints. Regularisation 
of the PSF as well as the object is also important. Support constraints, however, are not 
generally used because speckle images do not have clearly defined edges. 
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Powerful constraints for the PSF can be obtained from knowledge that the data was pro-
duced by an optical instrument imaging through atmospheric turbulence. One approach, 
utilised by Schulz [143] and Thiebaut and Conan [157] is to restrict h to being the PSF of 
an aberrated optical system. For example, Schulz parameterises the PSF by phase errors 
distributed over an aperture. This is a powerful prior constraint that aids considerably in 
the solution of Eq. (6.1), but necessitates solution of a non-linear phase problem to deter-
mine h. A less powerful, but simpler, alternative proposed by Jefferies and Christou [80] is 
to bandlimit the spectrum of h to that of the telescope. Other forms of instrument prior 
information have also been used, for instance the symmetry constraints of Holmes [7 4]. In 
all cases great care must be taken to ensure that only realistic assumptions are made, as 
errors introduced into the PSF by fitting the prior information and not the data will be 
reflected in the object estimates. 
Although the introduction of an instrument constraint is useful in avoiding the trivial so-
lution, the information required may be difficult or impossible to obtain. In addition any 
errors in the assumptions are reflected in errors in the reconstruction. Therefore, the al-
gorithms proposed below use only positivity, multiple frames of data and various forms of 
regularisation to solve the blind deconvolution problem and avoid the trivial solution. 
6.5 Proposed algorithms 
A summary of existing blind deconvolution algorithms was presented in section 6.3, with 
the majority having a ML/MAP basis. The blind deconvolution algorithms summarised in 
Table 6.1 all enforce positivity, whether implicitly, by reparameterisation or projection. This 
section investigates MAP blind deconvolution algorithms that enforce positivity using the 
quadratic programming approach outlined in chapter 5 under the assumption of Gaussian 
noise statistics. In addition, only spatial domain constraints that assume no knowledge of 
the imaging system are incorporated. The proposed algorithms incorporate a multiframe 
constraint and prior information for both f and h. The constraints are incorporated into an 
error metric which is then minimised. The similar existing algorithms are included in the 
upper right section of Table 6.2. Note that the only multiframe Gaussian noise algorithm 
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Noise Instrument/ Atmosphere No Instrument/ Atmosphere 
Constraints Constraints 
G Thiebaut & Conan Kundur & Hatzinakos 
Jefferies & Christou (m) You & Kaveh 
Chan & Wong 
Yang et al 
Lane 
Law & Nuygen (m) 
Ng et al 
p Schulz phase param (m) Fish et al 
Sheppard et al (m) Schulz ML+ (m) 
Miura et al 
Leung & Lane blind (m) 
WG Leung and Lane WG (m) 
Table 6.2: The existing blind deconvolution algorithms sol'ted by noise 
statistics and constraint types. Note (m) = multiframe and WG = 
weighted Gaussian. 
is that of Law and Nuygen [100], although the algorithm of Lane [94] can be extended to 
multiframe data also. 
Regularised solutions of Eq. (6.1) are found using direct maximisation of a likelihood func-
tion. For simplicity an alternating variable approach to estimating j and h was taken, 
although extension to joint estimation as in Lane [94] and MacCallum [107] is possible. 
An alternating minimisation reduces the blind deconvolution problem to two linked con-
ventional deconvolution problems (see Fig. 6.2), whereas a joint minimisation has the 
disadvantage of making the problem more complicated for an improvement in convergence 
speed. The resulting algorithms are similar in structure to Yang et al [179] with accelerated 
convergence due to optimal step length selection and use of the quadratic programming 
method. As a result the proposed algorithms have a common structure illustrated in Fig. 
6.3. A brief description of each algorithm is provided below and a summary of the proposed 
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Assumptions 
Method 
Object Point Spread Function 
Ml +ve, energy +ve, energy, multi 
M2 +ve, smoothness +ve, smoothness, multi 
M3 +ve, energy +ve, smoothness, multi 
M4 +ve, penalty +ve, energy, multi 
M5 +ve, energy +ve, statistical prior, multi 
M6 +ve, L,J = 1 +ve, smoothness, multi 
Table 6.3: Summary of the assumptions ma.de on the the object, and the 
PSF for the proposed Gaussian noise blind deconvolution techniques. 
Note +ve =positivity, light= conservation of light, multi= multifrnme. 
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algorithms is presented in Table 6.3. The major algorithmic differences to previous methods 
are the enforcement of positivity using an accelerated quadratic programming approach and 
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Figure 6.2: Solving a blind deconvolution problem using alternating min-
imisations is equivalent to solving two linked conventional deconvolution 
problems. 
6.5.1 Energy and smoothness constraints 
The first algorithm directly extends the quadratic programming technique, developed in 
chapter 5 to blind deconvolution. Positivity and energy constraints are assumed for both 
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Figure 6.3: The common structure of the prnposed algorithms. 
the object and PSF. This requires minimisation of Eq. (6.10) with c = 6. The piecewise 
smoothness assumption for the object and PSF as suggested by You and Kaveh [180] requires 
the minimisation of Eq. (6.10) with c equal to the Laplacian, i.e. 
c= 
-1 0 -1 
0 4 0 
-1 0 -1 
(6.17) 
and was also implemented with the new method of positivity enforcement. Combinations of 
energy and smoothness constraints on j and h were also trialed. The smoothness constraint 
did not seem intuitively sensible, as stellar objects are typically modelled as sharp peaks on a 
relatively flat background. Therefore, the oversampling of h was investigated in an attempt 
to increase the smoothness of h and justify the application of a smoothness constraint to 
the problem. 
6.5.2 Penalised MAP 
The penalised MAP method as suggested by Schulz [143] was incorporated to steer the 
solution away from the delta function. The cost function to be minimised now becomes 
N N 
E = L llf 0 hi - dill2 + ,Bln(l - f) +IL llhi 0 cll 2 (6.18) 
i=l i=l 
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while constraining I: J = 1 and J 2". 0. Should J approach a delta function the penalty 
term will take on the value +oo. The problem however is no longer linear and this must be 
considered when performing the conjugate gradient minimisation. The step is now found 
as the solution to a linesearch, with the Newton-Raphson method [72] being used here. 
Starting with an initial guess denoted by ao, the linesearch attempts to find x such that 
where 
8S(ao + x) = O, 
8ao 
Using a Taylor series expansion for small x gives 
8S(ao + x) 8S(ao) 82S(ao) 
----~ +x 2 
8ao 8ao 8a0 












This process is then repeated. Finally, the Polak-Ribiere update (see Appendix A) is used 
for f3 with the remaining conjugate gradient steps unchanged. 
6.5.3 Statistical prior for the PSF 
The use of sLandard regularisation and support constraints were compared with an alter-
native based on the statistical nature of h and a constraint on the sum of f. When using 
blind deconvolution to deconvolve noisy speckle images the fact that the probability of a 
speckle occurring at the edges is much less than the probability of it occurring in the centre 
is utilised. This is effectively the probability of a particular speckle pattern occurring and 
is generated by observing an ensemble of unresolved stars or speckle patterns and forming 
the covariance of the ensemble. 
C(x', y1, x", y") = \h(x', y', x", y")). (6.24) 
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This can be achieved either analytically or more conveniently by observation of a known 
unresolvable star as a reference. The practical difference between the use of a guide star 
in adaptive optics and the observation required here is that in the former the guide star is 
required to be sufficiently close to the object of interest to ensure that the same turbulence 
is measured. In the latter the only requirement is that the observation is made through 
statistically similar turbulence, a much less demanding requirement. 
Having obtained C(x', y', x", y") the probability of a particular speckle image can be assessed 
by first forming a column vector h by concatenating the rows in a single vector. The 
corresponding covariance matrix C is formed from Eq. (6.24) and the regularisation term 





It is then possible to perform the regularisation using the whole c-1 matrix or the diago-
nalised approximation. 
6.5.4 Constraint on the L1 norm 
Another alternative was to incorporate the constraint 
2::J(x,y) = i. ( 6.26) 
Note this also eliminates the uniqueness difficulty as it fixes I· This can be achieved simply 
by gradient projection and is compatible with the method for enforcing positivity. When 
combined with positivity, and an L2 norm on h, Eq. (6.26) gives a constraint on the 11 
norm of the solution, i.e. 
L If (x, Y)I = 1. (6.27) 
Together Eqs. (6.25) and (6.27) are sufficient to regularise the solution when combined with 
a positivity constraint on f. 






Figure 6.4: The simulated image data. 
6.6 Performance of the proposed algorithms 
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Each algorithm was tested on noiseless and noisy computer simulated speckle data. The 
speckle data was generated from phase screens simulated with the modified midpoint dis-
placement technique introduced in sections 4.1.5 to 4.1.7. Gaussian noise was added to 
the speckle images by addition of suitably weighted random numbers following a Gaussian 
distribution. Photon noise was added by generating random numbers following a Poisson 
distribution, where the mean of the distribution for each pixel was taken as the correspond-
ing noiseless image pixel. The simulated object consisted of a binary star and a much 
smaller third star, see Fig. 6.4. Sampled noiseless and noisy data are illustrated in Fig. 6.5. 
All algorithms were implemented using optimal step length steepest descent (equivalent to 
one conjugate gradient step) techniques combined with a quadratic programming constraint 
adding algorithm and were implemented via convolutions using the FFT. In addition to 
positivity, various combinations of smoothness and energy constraints and penalty terms 
were used to bias the solution away from a delta function. No assumptions regarding the size 
of the object were made, since this can then eliminate any possibility that the estimate of 
the size off is unduly influencing the reconstructed estimate. In addition the effects of the 
number of frames, turbulence severity, starting point and noise level on the reconstruction 
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Figure 6.5: Simulated speckle data. (a) Noiseless, (b) Gaussian noise de-
graded image (10dB SNR) and (c) Poisson noise degraded image (1000 
photons). 
Fig. 6.6 illustrates the best reconstructions for each algorithm from 5 frames of data de-
graded by Gaussian noise giving an overall SNR of 40dB. The initial reconstructions as-
sumed energy constraints, smoothness constraints and combinations. The reconstruction 
in (c) clearly illustrates all three peaks that are present in the original object. The recon-
struction in (d) is poor, which is not surprising considering the f and h being considered 
are not smooth. The next step taken was to impose an energy constraint on f, leaving the 
smoothness constraint on h. This produced improved results as seen in figure 6.6 (e). In 
(d) and (e) the oversampling of h mentioned in section 6.5.1 did not improve the recon-
structions. The penalised MAP result (see Fig. 6.6(f)) was very similar to that in (c) as 
was the result of using a statistical prior in (g). The object estimate in (h) however is very 
poor. The main problem encountered was in the choice of the regularisation parameter, 
/, and the penalty factor, (3. This may be a result of an implicit estimate of the size of 
f and h inherent in the computational implementation of these algorithms. This size or 
support constraint appears to reduce the regularisation required at high noise levels. As a 
consequence the values of r and f3 were chosen empirically to give the best results. 
In the results presented here, regularisation has been applied to both j and h to prevent 
either tending towards zero. When considering more than a single frame, 11 = VJli 12 was 
used, where N is the number of frames. In this case it can be shown that the minimum of 


























Figure 6.6: Performance of blind deconvolution algorithm using 5 frames 
of observed data, (a) true image, (b) a single frame of turbulence 
degraded data 40dB. Estimates of the true image for (c) Energy 
constraints, (d) smoothness constraints, (e) Energy constraint on f, 
smoothness constraint on h, (f) Energy constraint on h, penalty on 
f, (g) Energy constraint on f, statistical prior for h and (h) Energy 
constraint on h, I: f = 1. 
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Figure 6. 7: Performance of blind deconvolution algorithm, with energy 
constraints on f and h for (a) 40dB SNR using 5 frames of data and 
(b) 20dB SNR using 10 frames of data. 
Eq (6.10) occurs when 
N 
1'1llf 0 cll 2 = ')'2VN'L llhi 0 cll 2. 
i=l 
(6.28) 
Using this constraint along with Parseval's theorem a lower bound on the norm of j and h 
can be deduced as, 
llfll ~ j IG(jw)I dw. (6.29) 
Since this is a lower bound, using this to fix /'1 and /'2 results in an overregularised solution 
for j and h. 
As the noise was increased the quality of the reconstructions decreased. Fig. 6. 7 illustrates 
the reconstructions for Ml for data degraded by Gaussian noise of SNRs of 40dB and 
20dB. Therefore, as the noise is increased more frames are needed to obtain meaningful 
reconstructions. The solution in Fig. 6.7(a) was achieved with 5 frames of data, whereas 
the solution in Fig. 6.7(b) required 10 frames of data. 
Astronomical images suffer from photon noise which is fundamental to all optical systems, 
where photons arriving can be described by Poisson statistics. Poisson noise corrupted data 
was also used to determine the performance of the algorithms. Good reconstructions were 
obtained for high photon counts. However, the solutions started to break down round 10000 
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photons and produced the trivial solution as the photon count was further reduced. 
The robustness and consistency of the solutions obtained by the best performing algorithms 
were tested by altering the turbulence severity and starting estimates for ii and J respec-
tively. Five frames of Gaussian noise degraded data of 40dB SNR were simulated for D /ro 
values of 4, 6, 8, 10, and 20. In each case an excellent reconstruction was obtained with 
use of a carefully selected regularisation value. The D /ro = 8 data was also reconstructed 
using a variety of different starting estimates for /; uniform, zero, delta function and ran-
dom starts. When starting with the null hypothesis that J is in fact an unresolvable point 
source, representable mathematically by a delta function, the prior information must indi-
cate statistically that this is not the case and provide the most probable estimate of the 
actual data. The reconstructions from these varied starting points all reconstructed the 
original object. 
Another test of algorithm robustness was the reconstruction of the object from an ensemble 
of 50 different speckle patterns. The best performing algorithms only, Ml, M4 and M5, 
were tested in this manner. The algorithms Ml and M5 reconstructed the object from each 
of the 50 speckle patterns, although different amounts of regularisation were required in 
each case. The performance of M4 was more difficult to ascertain due to the difficulty in 
selecting values for / and fJ. 
6.7 Summary 
Gaussian noise MAP blind deconvolution algorithms, incorporating positivity and various 
forms of regularisation were presented in this chapter. The basic algorithm, in each case, 
was obtained by extending the quadratic programming method outlined in the previous 
chapter to iterative blind deconvolution. A variety of regularisation and penalty terms were 
utilised in an attempt to avoid the trivial solution and produce good estimates for both J 
and ii. 
A thorough review of early through to existing blind deconvolution techniques was also 
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presented. The majority of the existing iterative techniques are Bayesian techniques which 
include both maximum-likelihood and maximum a posteriori formulations. Of the algo-
rithms reviewed, very few incorporate regularisation and only one multiple frame Gaussian 
noise algorithm was seen. In addition, positivity is enforced implicitly, by reparameteri-
sation or projection in the majority of these algorithms. The extension of the quadratic 
programming method to blind deconvolution was therefore a logical step to make. 
In addition, extension of the algorithms developed and demonstrated in this chapter to 
conjugate gradient methods is straightforward. Optimal step length steepest descent ap-
proaches were used since the corresponding algorithms are simpler and the use of conjugate 
gradient methods introduces yet another variable; the optimal number of conjugate gradient 
steps for each update of j and h. In addition, both single and multiple frame data can be 
processed. 
Excellent results were obtained with Tikhonov-Miller regularisation even in the presence of 
reasonable amounts of noise. Although use of smoothness constraints in the atmospheric 
setting has been suggested [180], they generally produced poor results. Even the oversam-
pling of the PSF in an attempt to create smoother data did not aid the reconstruction. 
Combinations of energy and smoothness constraints produced improved results, but still 
did not compare to the use of simple energy constraints. The use of a penalty term for f 
and energy constraint for h and an energy constraint for f with a statistical prior for h were 
also successful. The final combination of I: f = 1 and a smoothness constraint on h did 
not perform well. A drawback of these techniques is the choice and interaction of (3 and I 
values is not automatic. 
The prevention of the delta function solution requires more regularisation than conventional 
deconvolution with a consequent tendency to overregularise the solutions. For the exam-
ples presented in this chapter the incorporation of penalty terms and statistical priors was 
successful at avoiding the delta function solution in the presence of considerable amounts 
of noise. However, robust methods for selecting the regularisation parameters required for 
these algorithms have yet to be obtained. 
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In conclusion, the extension of the improved method for enforcing positivity combined 
with regularisation illustrates potential for the blind deconvolution of astronomical speckle 
images. The best results were obtained with energy constraints alone and combined with 
penalty and statistical prior terms. In addition, the algorithms are robust as confirmed 
by thorough testing on ensembles of different speckle images under a variety of different 
conditions. 
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Chapter 7 
Estimation of Atmospheric 
Turbulence Profiles 
Atmospheric turbulence severely degrades the quality and resolution of images captured by 
ground-based telescopes. It introduces a phase distortion in the incident wavefront, which 
when propagated produces an amplitude variation, known as scintillation. This scintillation 
cannot be compensated for by current adaptive optics devices and hence it is important to 
place deformable mirrors conjugate to the turbulence. Thus a knowledge of the vertical 
structure of the atmosphere is important to enable multiconjugate adaptive optics systems 
to compensate over a wide field of view. As a consequence techniques have been developed to 
estimate turbulence height profiles, from balloon-borne instrumentation to remote sensing 
approaches. However, as the structure of the turbulence can change rapidly it is important 
that it can be measured efficiently, therefore an optical approach is convenient. 
Remote sensing techniques that have achieved some degree of success are the classical SCI-
DAR (scintillation detection and ranging) and generalised SCIDAR techniques proposed by 
Vernin and Roddier [170] and Fuchs et al [57] respectively. These techniques are possible 
because scintillation, although often small at good observing sites, contains useful informa-
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tion about the structure of the atmosphere. The theory behind these techniques is discussed 
in section 7.1. 
Although SCIDAR is an established technique there are a number of unanswered questions 
relating to its performance. As a result a series of simulation tools, for the simulation 
and improved understanding of the existing SCIDAR techniques, were developed and are 
presented in section 7.2. The simulation of various forms of SCIDAR data and algorithms 
for the estimation of accurate and meaningful turbulence profiles are also included. 
The resulting techniques were tested on astronomical data obtained during a field trip to 
the Mount John university observatory in April of 1999. This real data proved invaluable 
for testing the robustness and usefulness of the simulation tools developed. It also provided 
first hand experience in dealing with the problems associated with the processing of real 
data and an indication of the turbulence structure above Mount John. The results from a 
number of selected data sets, representative of the measured scintillation data, are presented 
in section 7.3 and selected velocity profiles are presented in section 7.4. 
Many of the experimental results, however, were inconsistent with the conditions observed at 
the time the data was captured. In an attempt to explain these anomalies and improve the 
existing SCIDAR techniques, an in-depth investigation into the assumptions and accuracy 
of the existing techniques was carried out. Improvements to the standard approach, that 
came about from these investigations, are presented in section 7.5. Further limitations of the 
SCIDAR technique are also discussed. Alternative approaches to estimating atmospheric 
turbulence profiles are presented in chapter 8. 
7.1 Existing SCIDAR techniques 
SCIDAR (scintillation detection and ranging) is a remote sensing technique used to charac-
terise the 3D structure of the atmosphere. Remote sensing approaches are possible because 
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the turbulence profile, C'fv(h), is related to the scintillation covariance as [165] 
C(p) = fo 00 K(p, h)C'fv(h)dh + n(p), (7.1) 
where the kernel, K(p, h), is the theoretical autocovariance due to a single star produced 
by a single layer at an altitude h, with a unit C'fv. C(p) represents the spatial covariance 
function and n(p) is the measurement noise. Eq. (7.1) can be expressed equivalently as 
T(p, h) x C'fv(h) + n(p) = S(p), (7.2) 
where T(p, h) contains theoretical covariance curves of spatial sampling p, for a range of 
height samples h, corresponding to a unit C'fv and S(p) is a lD slice of the 2D average 
covariance calculated from the observed scintillation frames. The aim is to invert the mea-
sured covariance at the aperture of the telescope to obtain an estimate of the turbulence 
profile C'fv ( h). 
Kolmogorov statistics are generally assumed for the description of atmospheric turbulence. 
Under this assumption the ideal scintillation covariance due to a single star, C(p), is ob-
tained from the Hankel transform of Eq. (4.95), i.e. 
C(p) = 1--l{Ws(f)}. (7.3) 
Covariance curves corresponding to a single turbulent layer at heights of 2.5km, 5km, 7.5km 
and lOkm respectively are illustrated in Fig. 7.l(a), and are simply the same curve scaled 
by Jh,. The integral in Eq. (7.3) was performed numerically for h = lkm, C'fv = 10-14 , 
. .>.. = .SOOnm and a Rample spacing of 0.001m to give Cikm(p). This result was then scaled 
and interpolated for the different parameter values to give the results in Fig. 7.l(a) by 




10-14 1000 A 
x [C1km(p1) [p' + 1 - p] + C1km(P1 +1) [p - p']]. (7.4) 
Here 
r
p ( 10~0) ( 500 x10-9) 1 
p' = FLOOR O.OOl + 1 , (7.5) 
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where the FLOOR operation denotes the rounding of the result inside the square brackets 
down to the nearest integer value. Therefore, the covariances consist of a single peak, scaled 
according to the distance of propagation, with larger propagation distances producing taller 
and broader peaks. Under the assumption of weak turbulence, the covariance for multiple 
turbulence layers is obtained by summing the covariances of the individual layers. This 
result consists only of a single smooth central peak (see Fig. 7.l(b)) and thus the inversion 
of the height profile using Eq. (7.2) is an ill-posed problem. A T(p, h) matrix based on single 
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Figure 7.1: Single star scintillation covariances. (a) Theoretical covari-
ance curves for propagation distances of 2.5km (solid), 5km (dashed), 
7.5km (dashed-dotted) and lOkm (dotted). (b) Theorntical covariance 
curve corresponding to three layers at heights of lkm, lOkm and 12km. 
(c) A sample T(p, h) matrix containing theoretical single star covari-
ances. 
7.1.1 Classical SCIDAR 
The classical SCIDAR approach to estimating atmospheric turbulence profiles requires the 
observation of binary or double stars to improve the conditioning of this inverse problem. 
The covariance of crossed-beam scintillation data is a function of both spatial and angular 
variables and is denoted by C(p, B). The spatioangular covariance, as it is termed, consists 
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Figure 7.2: Binary star scintillation covariances. (a) Theoretical covari-
ance curves for propagation distances of 2.5km (solid), 5km (dashed), 
7.5km (dashed-dotted) and lOkm (dotted). (b) Theoretical covariance 
curve c01Tesponding to three layers at heights of lkm, lOkm and 12km. 
(c) A sample T(p, h) matrix containing theoretical centrnl peak removed 
binary star covariances. 
of scaled and shifted versions of the single star covariances: 
( 
1 + a2 a ) 
C(p, e) = ~ (l + a) 2 C(p) + (l + a) 2 (C(p - (}h) + C(p + Bh)) , (7.6) 
where a is the relative magnitude of the binary star and Bh the separation of scintillation 
patterns due to each individual star. The binary star covariance curves corresponding 
to a single turbulent layer at 2.5km, 5km, 7.5km and lOkm above the telescope aperture 
respectively are illustrated in Fig. 7.2(a). In addition to a central peak, each covariance 
curve now also contains a secondary peak separated from the central peak by a distance 
proportional to the height of the layer as described by Eq. (7.6). Covariances due to 
multiple turbulent layers consist of a single central peak and as many secondary peaks as 
there are layers (see Fig. 7.2(b)). The secondary peaks carry all the information relevant 
to the height of the turbulent layers. For this reason, current inversion techniques use a 
T(p, h) matrix containing only the secondary peaks as illustrated in Fig. 7.2(c). As a result 
the measured data must be adjusted accordingly, so that S(p) in Eq. (7.2) corresponds to a 
lD central peak removed slice of the 2D average covariance. The slice extraction is detailed 
in section 7.2.2. 
238 CHAPTER 7. ESTIMATION OF ATMOSPHERIC TURBULENCE PROFILES 
7.1.2 Generalised SCIDAR 
The normalised scintillation variance, a}, is proportional to the 5/6th power of altitude, so 
for short propagation distances a} is barely detectable. In classical SCIDAR the scintillation 
is measured at the telescope aperture, hence it is limited by its inability to detect low 
altitude turbulence. This is undesirable because boundary layer turbulence often accounts 
for a significant percentage of the overall turbulence at a particular site. 
A solution to the low altitude detection problem of classical SCIDAR is to move the mea-
surement plane until the scintillation is detected. Generalised SCIDAR uses a simple lens 
system (depicted in Fig. 7.3) to move the measurement plane beneath the telescope aper-
ture, providing the low altitude turbulence with an additional propagation distance for it 
to increase to a measurable strength. This simple lens system can also be used to obtain 
measurements at the telescope aperture as required for the classical SCIDAR technique, by 
appropriate selection of the field lens L2. 
When operating in classical SCIDAR mode, the field lens L2 is selected to produce an 
image of the desired size at the CCD. An 80mm lens was selected for the Mount John 
experiments. This fixes l~ at 80mm for operation in both generalised and classical SCIDAR 
modes. Operation in generalised SCIDAR mode simply requires a change of field lens. The 
location of the virtual measurement plane for a selected field lens is given by the thin lens 
equation (Eq. (3.5)). Using Eq. (3.5) and Fig. 7.3 gives 
1 1 1 
Ji ~ + li 
v:..rhere 
,, 
f. - l~ 
'l Jl 'L. 
and 
1 1 1 
-





Although l~ stays fixed at 80mm, l2 varies as the field lens is changed. When using a 
telescope of focal length 13.5m, and a field lens of 30mm the defocus distance, Zi, extends 
3. 78km beneath the telescope aperture. 
A mathematical description of the generalised SCIDAR method is now included. A telescope 
can be modelled as a thin lens, with a focal length f. The problem of estimating the optical 
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field at the virtual measurement plane beneath the telescope, resulting from a planar wave 
incident on a turbulent layer at an altitude h above the telescope aperture, is illustrated in 
Fig. 7.4. The complex field of an incident plane wave U(x, h+) immediately after passing 
through the phase screen at an altitude h is given by 
U(x, h-) = U(x, h+ )exp [i¢(x, h )] . (7.10) 
The wavefront incident on the telescope aperture is obtained by a Fresnel propagation of 
U(x, h-) to give, 
U(x, 0+) = U(x, h-) 0 h(x) (7.11) 
where h(x) is the Fresnel propagation kernel defined in Eq. (3.19). Using the Fresnel 
propagation equation, Eq. (4.72), this becomes 
1 [ 7fX2 l { [ 7fX2 l } j),h exp j Ah :F U(x, h-)exp j Ah Ix 
)..h 
(7.12) U(x,O+) = 
r ( r 'Jl '\ 1 
l:F {U(x, h-)} I~ 0 :Fl exp lj :: J JI~ J (7.13) 
x [ U ( Axh, h-) 0 exp [-j ::2 ]] (7.14) 
where U denotes the Fourier transform of U and any pure phase terms have been ignored. 
As the wavefront passes through the telescope it is truncated by the finite extent of the 
mirror, P(x), and an overall wavefront curvature is introduced giving 
[ 
7fX2] U(x,0-) = U(x,O+)P(x)exp -j Af . (7.15) 
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The optical field in the virtual measurement plane is then obtained by Fresnel propagating 
U(x, 0-) over a distance of dkm to obtain 
U(x, d) U(x, 0-) 8 h(x) (7.16) 
j~dcxp [j nA~'] F { U(x, 0-)cxp [j ::] } Ii\ (7.17) 
The use of Eqs. (7.14), (7.15), (7.17), the thin lens equation (Eq. (3.5)), and several of the 
Fourier transform properties gives [58] 
h 
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Figure 7.4: The generalised SCIDAR problem. 
7.1.3 Scanned SCIDAR 
Placement of the measurement plane is not restricted to the telescope aperture as in classical 
SCIDAR nor to a virtual measurement plane beneath the telescope aperture as in generalised 
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SCIDAR. In 1994 Fuchs et al [57] introduced the concept of a movable observing plane. By 
placing the observing plane at or close to the location of a turbulent layer, the scintillation 
due to that layer vanishes, while scintillation due to layers above and below it is reinforced. A 
measurement plane located above or below the turbulent layer by the same amount produces 
the same scintillation pattern, although inverted. Therefore, it is possible to "wipe out" a 
turbulent layer by moving the measurement plane until a null in the scintillation is detected. 
This concept is used as the basis of an alternative turbulence estimation technique outlined 
in chapter 8. 
7.2 Simulation of the SCIDAR method 
The development of a series of SCIDAR tools first requires the simulation of the components 
of the inverse problem: scintillation data, scintillation covariances and T matrices. These 
can then be used to investigate the performance of techniques for the inversion of Eq. (7.2) 
under a variety of different conditions. 
Simulated scintillation patterns due to a single star for a variety of propagation distances, 
with a superimposed aperture representing a telescope with a lm primary mirror and a 
central obstruction due to a secondary mirror of diameter 30cm, are illustrated in Fig. 7.5. 
These were generated directly from the theory outlined in chapter 4. The simulation of 
binary star scintillation patterns proved to be more difficult. An initial phase screen of 
dimension (D + 6crw + bs)m x (D + 6crw + bs)m was generated, where crw is given by Eq. 
( 4.83) and bs, the separation of the scintillation patterns, is defined as 
bs = h x sec(() x e. (7.19) 
Here his the distance of propagation or altitude of the turbulent layer above the telescope 
aperture, ( is the zenith angle and e the binary star separation in radians. After propagation 
over a distance h the resulting valid scintillation result has dimensions (D+bs )mx (D+bs )m. 
Finally, pieces of size DmxDm offset by bs are extracted and added to produce a binary 
star scintillation pattern. This process is displayed in Fig. 7.6, with sample binary star 
scintillation patterns illustrated in Fig. 7. 7. The simulation accuracy was confirmed by 
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(a) (b) 
(c) (d) 
Figure 7.5: Scintillation patterns for phase screens propagated over (a) 
2.5km, (b) 5km, (c) 7.5km and (d) lOkm for a lm telescope with a 30cm 
central obstruction. 
comparison of the covariances generated from an ensemble of scintillation data frames with 
the ideal binary star covariances given by Eq. (7.6), see Fig. 7.8. A very good agreement is 
seen between the two curves over the altitude ranges used. This technique was also extended 
to the simulation of multiple turbulence layers. 
The simulation of generalised SCIDAR binary star scintillation patterns was similar to the 
simulation of scintillation due to multiple layers of turbulence with one major difference. 
The scintillation captured by the telescope is truncated by the aperture before it is propa-
gated to the virtual measurement plane beneath the telescope, as indicated in Eq. (7.18). 
Diffraction effects are, therefore, expected in the resulting scintillation patterns. In addition, 
when imaging scintillation patterns due to binary stars, the data appears in two overlapped 
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D+bs 
D + D 
Figure 7.6: The simulation of binary star scintillation data. 
pupils. The degree of pupil overlap is proportional to the angular separation of the binary 
and the distance of propagation below the telescope pupil. Simulated generalised SCIDAR 
data, with and without diffraction effects and superimposed apertures, is displayed in Fig. 
7.9. 
7.2.1 T matrix generation 
The T matrix is generated from the assumed turbulence statistics, typically Kolmogorov 
for astronomical imaging applications. It contains a series of theoretical covariance curves 
for a range of height samples determined by the altitude resolution dh. For the classical 
and generalised SCIDAR techniques dh is a function of the pupil plane sampling, dr, the 
binary star separation, e, and the zenith angle, (, i.e. 
dr 
dh = Bsec(()' (7.20) 
This indicates that as the separation increases the resolution also increases. However, there 
are restrictions imposed by the maximum height range desired [85], i.e. 
D 
hmax = (j ~ 20km + d (7.21) 
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(a) (b) 
(c) (d) 
Figure 7. 7: Binary star scintillation patterns for phase screens propagated 
over (a) 2.5km, (b) 5km, (c) 7.5km and (d) lOkm for a binary star with 
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metres 
Figure 7.8: Comparison of theoretical zero inner scale (solid), theoreti-
cal non-zero inner scale (dotted) and simulated binary star covariance 
curves (dashed) for D = lm, r0 = 25cm, CJ = 0.008 and a propagation 
distance of 1 Okm. 
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(a) (b) 
(c) (d) 
Figure 7.9: Sample generalised SCIDAR scintillation data with and with-
out diffraction effects and superimposed apertures. (a) No diffraction 
effects, no aperture, (b) no diffraction effects, superimposed aperture, 
( c) diffraction effects, no aperture and ( d) diffraction effects, superim-
posed aperture. 
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where d is the defocus distance, the distance from the telescope aperture to the virtual 
measurement plane. This states that the maximum height should be greater than the 
sum of the height for which the optical turbulence is assumed to be negligible and the 
defocus distance. For the results presented here hmax is taken to be 25km. This in turn 
places restrictions on the binary separations that can be used. A large separation although 
giving good altitude resolution does not give the required altitude range. Conversely, a 
small separation gives the required altitude range but not the desired resolution. For these 
reasons most of the binary stars observed were chosen to have separations of between 3 and 
15 arcseconds. Sample T matrices corresponding to 3, 8, 12 and 15 arcsecond binaries are 
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illustrated in Fig. 7.10. 
(a) (b) 
(c) (d) 
Figure 7.10: Binary star T matTices for binary star separations of (a) 3, 
(b) 8, (c) 12 and (d) 15 arcseconds. 
7.2.2 Slice extraction 
The right hand side of the system of equations described by Eq. (7.2), S(p), corresponds to 
a lD central peak removed slice of the 2D measured covariance data. Therefore, calculation 
of the central peak removed covariance slice is required for its inversion. The 2D measured 
covariance data is first scaled by (l:a)
2 
to scale the height of the secondary peaks to one, 
hence 
S(p) = C(p - Oh). (7.22) 
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A slice of the 2D covariance taken along the binary, Ci! (p, B), contains central and secondary 
peak information (see Fig. 7.11). Therefore, an approximation to the central peak removed 
slice is given as [5] 
C(p - Bh) ~ C11(p, e) - Cj_(p, e), (7.23) 


















Figure 7.11: Extracting a lD central peak removed slice of the 2D co-
variance data. (a) Original 2D covariance da.ta.. (b) One sided central 
peak removed lD cova.ria.nce slice which corresponds to Ci! - C 1-. 
7.2.3 C'fv(h) estimation 
Estimates of the turbulence profile, C'f-r(h), can now be obtained by inverting Eq. (7.2) us-
ing the simulated components. Assuming Gaussian noise a maximum-likelihood approach 
to this problem reduces it to the well-known least squares formulation. Tyler and Stein-
hoff [161] illustrated that the profile of the atmosphere can be obtained from SCIDAR 
measurement data by the minimisation of the least squares error function, 
E = llT(p,h)C'fv(h) - S(p)ll 2 • (7.24) 
However, the problem is inherently ill-conditioned and as a result its inversion can lead to 
unacceptable noise amplification. A practical solution requires prior information in the form 
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of regularisation, where regularisation is a statement of the energy or smoothness of the 
solution. The positivity of the turbulence profile, C'Jv(h), provides an additional constraint. 
A variety of different methods for the regularisation of an ill-posed problem were investigated 
in section 5.2.2. Tikhonov-Miller regularisation is used here and requires the minimisation 
of 
E = llT(p, h)C'fv(h) - S(p)ll 2 +1llC'fv(h)ll 2 · (7.25) 
Here the first term ensures a fit to the data and the second term is an assumption regarding 
the energy used to regularise the problem. This minimisation can be performed using 
standard steepest descent and conjugate gradient techniques, but unlike the use of entropy 
a positive solution for C'fv(h) can only be guaranteed by further constraint. Two alternatives 
for the minimisation of Eq. (7.25) to obtain a positive solution were investigated. In the 
first method an unconstrained minimisation is performed using optimal step length steepest 
descent, followed by projection to enforce positivity. In the second method, the accelerated 
quadratic programming method, introduced in chapter 5, is adapted to the inversion of Eq. 
(7.25). 
A drawback of the techniques presented here is that they all require the selection of a regular-
isation parameter, 'Y· The effect of varying 'Yon the C'Jv(h) estimates and the corresponding 
r0 values is illustrated in the following sample problem: T is a matrix of ideal covariances, 
corresponding to a binary star with a separation of 7.8 arcseconds and a magnitude differ-
ence of 0 and S, corresponding to a layer at a height of approximately lOkm is a column in 
the T matrix scaled to have a C'fv value of 1.9965 x 10-13m-2/ 3 which corresponds to an r 0 
of 25cm. A solution can be obtained with 'Y = 0 in this case because there is no noise on 
the system. As the regularisation parameter is increased from 0, the width of the peak in 
the estimate increases and the height drops (see Fig. 7.12), with the overall area remaining 
relatively constant. The resulting C'fv and ro value estimates for different regularisation 
values confirm this and are listed in Table 7.1. Both methods returned consistent C'Jv(h) 
and r0 values, with the quadratic programming method illustrating a superior performance 
to that of the projected least squares method. 
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Projected Least Squares Quadratic Programming 
I c2 (m-2/3) ro (cm) c2 (m-2/3) ro (cm) N N 
0 2.81 x 10-13 20.4 2.00 x 10-13 25.0 
0.01 2.40 x 10-13 22.4 2.01 x 10-13 24.9 
0.1 2.45 x 10-13 22.1 2.03 x 10-13 24.8 
1 2.42 x 10-13 22.3 2.06 x 10-13 24.6 
10 2.27 x 10-13 23.2 2.01 x 10-13 24.9 
Table 7.1: Estimates of C'Jv and ro as a function of the regularisation 
parameter,/. Ideal values are 1.9965 x10-13 m-2/3 and 25cm. 
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Noise is inherent to all real world images, whether it is in the form of image dependent or 
independent noise, for instance shot noise or measurement noise. Noise was added to the 
simulations and various noise levels were used to assess the sensitivity of the reconstruction 
techniques to noise. In the presence of noise, regularisation is essential to obtain a meaning-
ful solution, as illustrated in Fig. 7.13. The sample problem introduced above was tested 
with SNRs of oodB, 40dB, 20dB and lOdB. The estimated C'Jv and r 0 values are listed in 
Table 7.2, along with the regularisation values required for a solution to be obtained. As the 
noise is increased more regularisation is required, with a subsequent reduction in accuracy 
of the C'Jv and ro estimates. Not surprisingly, the quadratic programming estimates are 
considerably closer to the ideal than the corresponding projected least squares estimates. 
A more in-depth look at the sensitivity of these techniques to noise is presented in chapter 
8. 
The results indicate that although regularisation is necessary to obtain a solution in the 
presence of noise, the solution is not sensitive to the value of the regularisation parameter /. 
An order of magnitude difference in I does not significantly affect the result (see Tables 7.1 
and 7.2). There exist many techniques for determining/, for example setting it equal to the 
noise to signal ratio as discussed in section 5.2.2. However, the values used for the SCIDAR 
problems in this thesis were selected to produce visually pleasing and meaningful results. In 
this particular application, the ideal regularisation value should allow the individual layers 

























































Figure 7.12: The effect of regularisation. C'Jv(h) estimates for (a) I = 
0.01, (b) / = 0.1, (c) / = 1 and (d) / = 10. 
layers become indistinguishable from each other. In addition, it should not produce extra 
spurious peaks indicating turbulent layers where there are in fact none. The regularisation 
parameter I was selected by trial and error to best meet the above requirements. 
7.3 Experimental results 
The experimental data presented in this thesis was obtained during an observing run held 
at the Mount John University Observatory. All experimentation was performed using the 
McLellan lm telescope, which has a cassegrain focus and was operated in a 13.5m focal 
length configuration. The SCIDAR equipment attached to the telescope was designed and 
built by the Applied Optics group based at Imperial College in London. Of the 10 available 
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Projected Least Squares Quadratic Programming 
SNR (dB) I C'fv (m-2/3) ro (cm) C'fv (m-2/3) ro (cm) 
00 0 2.81 xl0-13 20.4 2.00 x 10-13 25 
40 0 2.84 x10-13 20.3 2.00 x 10-13 24.95 
20 0.1 3.28 x 10-13 18.6 2.41 x 10-13 22.34 
10 10 3.04 x 10-13 19.4 2.55 x10-13 21.51 
Table 7.2: Estimates of C'fv and r0 for oo, 40, 20 and lOdB noise levels, 
where the ideal values are 1.9965 xl0-13111-2/3 and 25crn. 
observing nights approximately 50% were successful. 
7.3.1 Experimental setup 
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A block diagram of the equipment is illustrated in Fig. 7.14. The imaging system consists 
of an image intensifier lens-coupled to a 128x128 CCD camera, the output of which was 
then stored onto DAT tape. The TV finder is used to centre on the object of interest, since 
this is not possible with an image of the aperture. The required components were attached 
to an optical rail which was bolted onto the base plate of the telescope. The optical rail 
was then aligned with the optical axis of the telescope. 
An 80mm field lens was selected for operation in classical SCIDAR mode, and resulted in 
the telescope pupil approximately filling the 128x128 CCD (see Fig. 7.15). The central 
obstruction (secondary mirror) of 0.33 metres diameter and the spider, the supports that 
hold the secondary mirror in place, are seen in Fig. 7.15. Also visible are what appear to 
be bites taken out of the edge of the primary mirror. These are in fact due to incomplete 
removal of the primary mirror covers during the observation. Investigation of the data gives 
the pupil plane sampling, dr, as 1/117, i.e. the lm diameter was spread over 117 of the 128 
pixels. 
For binary separations between 4.4 arcseconds (the separation of a Cru) and 10.3 arcseconds 
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Figure 7.13: The importance of regularisation when reconstructing noisy 
data. C'fv(h) estimates for data with a 20dB SNR. (a) / = 0, (b) / = 
0.01, (c) / = 0.1 and (d) / = 1. 
200m. The binary stars were restricted to be within 30 degrees of the zenith so that 
the telescope could operate as close to vertical as possible. A magnitude difference of no 
more than one between the binary star components was also required to ensure that the 
scintillation due to each star was detected. Finally, the basic SCIDAR equipment was 
limited to an overall magnitude of 6 to avoid saturation and subsequent damage of the 
CCD. Hence filters were required when observing brighter than 6th magnitude stars. These 
factors placed severe limitations on the number of suitable binary stars, meaning that at 
any one time during the observing run only a handful of stars were available. The complete 
list of stars used at various stages throughout the observing run are listed in Table 7.3. 
Operation in generalised SCIDAR mode required the field lens to be replaced with the 





To DAT Tape 
Figure 7.14: Block diagram of the SCIDAR equipment used during the 




117 pixels (Im) 
Figure 7.15: The lm McLellan telescope aperture. 
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appropriate lens (L2') for the selected defocus distance. Recall from section 7.1.2 that the 
rfo;b.nrP. bP.t.wP.P.n t.hP. fiP.ld lP.nR and t.hP. c;c;n arrav. l~. stavs fixed for oueration in classical 
-- -------··- ... -···· ----- -- -- -- - -- - -- - ---- - - ti! ,£,I V ..&-
and generalised SCIDAR modes, and was set at 80mm due to selection of an 80mm field 
lens. Therefore, changing the field lens, from the 80mm pupil plane lens, alters the location 
of the corresponding conjugate plane and hence changes the defocus distance. Table 7.4 lists 
a number of field lens diameters and the corresponding defocus distances calculated using 
Eqs. (7.7) to (7.9) with l~ = 80mm and f = 13.5m (the focal length of the McLellan lm 
Telescope). Defocus distances of 2.26km and 3.78km were used throughout the observing 
run, corresponding to field lenses of 40mm and 30mm respectively. 
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YBS Number Name Separation (as) Mag. Diff. 
2948/2949 0.2 9.9 
4135 0.4 13.7 
4443/4444 0.1 9.3 
4730/4731 a Cru 0.4 4.4 
4898/4899 µ Cru 1.0 34.9 
5120 1.0 10.1 
5925/5926 e Lup 0.5 10.3 
6187 1.2 9.6 
6401/6402 36 OPH 0 4.6 
Table 7.3: Binary stars, with corresponding separations, in arcseconds, 
and magnitude differences, imaged during the Mount John observing 
run. Note that the YBS number corresponds to the number the star is 
listed by in the Yale Bright Star Catalogue {73}. 





Table 7.4: Defocus distances for a number of selected Eeld lens diameters. 
Note that Ji = 13.5m, L2 = 0.08m, l~ = 0.08m. 
7.3.2 Data acquisition 
The scintillation data was captured in blocks of 2000 frames of lms exposure with one frame 
recorded every 2.7ms. A single data frame for each of the selected runs is illustrated in Fig. 
7.16. The scintillation varies in depth over all six sample images. Darker patterns indicate 
more depth and correspond to stronger turbulence, a measure of the different conditions 
seen over the different nights the images were captured. The generalised SCIDAR data is 
different to the classical data, and is illustrated in Figs. 7.16(g) - (1). The edge of the pupil is 
no longer clear due to the pupil overlap that occurs once propagated beneath the telescope 
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aperture. Figs. 7.16(g), (h), (k) and (1) correspond to defocus distances of 2.26km and 
appear to have finer detailed structure than the data corresponding to defocus distances of 
3.78km (Figs. 7.16(i) and (j)). In some cases the central obstruction is almost invisible and 
the edge of the aperture is often clipped by the CCD during the imaging process. This has 
implications during the covariance calculations. 
Measurement noise is inherent to all experimental measurements. Also captured during 
the observing run were noise data frames (see Fig. 7.17(a)). The corresponding noise 
spectrum and average autocovariance of the noise are illustrated in Fig. 7 .17, and indicate 
the measurement noise cannot be completely described by a Gaussian noise model. As a 
result preprocessing of the data was carried out to eliminate the non-linear noise effects 
before the inversion was performed. 
7.3.3 Preprocessing 
The average spatial covariances of the short exposure scintillation frames, the basis for the 
SCIDAR technique, were calculated from the measured data. Preprocessing was incorpo-
rated at this step to remove some of the non-linear effects of the noise and compensate for 
the fact that the data of interest was only within the finite aperture of the telescope. 
Although averaging over a large ensemble of data frames helps to reduce the error due to 
measurement noise, further processing was performed as part of the averaging process and 
was made possible because noise data was captured each night, Let d(p); where p = (x;y); 
denote the observed data, which is equal to the sum of the SCIDAR data (s(p) + s(p)) and 
the noise data (n(p) + n(p)): 
d(p) = s(p) + s(p) + n(p) + n(p). (7.26) 
Here the SCIDAR and noise data contain both zero mean scintillation data and mean 
scintillation components, with a mean quantity denoted by a bar above the respective 
quantity. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
(j) (k) (1) 
Figure 7.16: Sample SCIDAR data frames. (a) - (£) Classical SCIDAR 
data and (g) - (1) Generalised SCIDAR data. 
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(a) (b) (c) 
Figure 7.17: Measurement noise. (a) A single noise frame, (b) corre-
sponding noise spectrum and ( c) average autocovariance of the noise. 
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Using this notation the quantity of interest, the SCIDAR data covariance, is given by 
C'(p) = [[(s(p) + s(p)) - s(p)] * [(s(p) + s(p)) - s(p)]] 
s(p) * s(p), (7.27) 
where* denotes the correlation operator. This can be calculated from the autocorrelations 
of the measured quantities, 
to give, 
Ad d(p) * d(p) 
s(p) * s(p) + n(p) * n(p) + s(p) * s(p) 
+ n(p) * n(p) + s(p) * n(p) + n(p) * s(p) 
An (n(p) + n(p)) * (n(p) + n(p)) 
n(p) * n(p) + n(p) * n(p) 
AJ d(p) * d(p) 
s(p) * s(p) + n(p) * n(p) 
+ s(p) * n(p) + n(p) * s(p) 
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This result is then normalised by division by the autocorrelation of the average SCIDAR 
data to compensate for the obstruction caused by the secondary mirror of the telescope and 
produces an unbiased covariance measurement. The normalised scintillation covariance, C, 
is thus 
where 




A:s = (d(p) - n(p)) * (d(p) - n(p)). 
(7.33) 
(7.34) 
The final result of the processing is the two-dimensional intensity covariance. Average 
spatial intensity covariances for 6 classical and 6 generalised measurements are illustrated 
in Fig. 7.18. Each turbulent layer creates a triple peak pattern comprising a central peak 
plus two secondary peaks (one on each side of the central peak) at distances proportional to 
the height of the corresponding layer. The pupil plane spatial intensity covariances contain 
several peaks and indicate the presence of between 1-3 distinct turbulent layers. The altitude 
sampling is a function of the binary star separation for classical and generalised SCIDAR so 
this accounts for the variation in location of the secondary peaks. The different orientations 
of the covariances can be attributed to the different binaries viewed, for instance (a), (b) 
and (g) correspond to the same binary star and as a result have the same orientation. 
The generalised spatial intensity covariances all contain only one triple peak pattern each. 
The variations in the triple peak patterns for these covariances are a function of the binary 
star separation and defocus distance, i.e. (h) corresponds to a SCIDAR defocus of 2.26km 
with a binary star separation of 10.3, whereas (k) corresponds to the same defocus distance 
but a binary star separation of 34.9 arcseconds. The different orientations again result from 
the different binaries observed. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
(j) (k) (1) 
Figure 7.18: SCIDAR covariances. (a) - (f) Classical SCIDAR covariances 
and (g) - (1) Generalised SCIDAR covariances 
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7.3.4 Slice extraction 
The next step requires taking a slice of the 2D covariance to obtain a lD slice required for 
the inversion of Eq. ( 7. 2). Although the theory was outlined in section 7. 2. 2, in practice this 
is achieved by removing a circle in the centre of the covariance, with diameter Tmask, that 
completely covers the central peak. The brightest remaining point should then correspond 
to one of the secondary peaks, and a slice is obtained from the centre through this point. 
Another slice is taken perpendicular to this slice and subtracted from it leaving the central 
peak removed covariance slice. When the triple peak pattern is nothing more than an 
elongated central peak this is very difficult, for example the peaks in the covariance in Fig. 
7.18(h) are very close together. In practice this restricts the binary star separations and 
defocus distances that can be used. Other problems relating to the extraction of central 
peak removed covariance slices are discussed in section 7.5.1. 
7.3.5 C'fv(h) estimation 
The estimated turbulence profiles corresponding to the data and covariances in Figs. 7.16 
and 7.18 respectively are illustrated in Fig. 7.19. The generalised SCIDAR profiles (Figs. 
7 .19 (g) to (1)) all consist of a strong single peak at or close to ground level and various other 
peaks at the level of the noise. The fit to the data in each case is very good as illustrated 
in Fig. 7.20. The generalised SCIDAR profiles are an order of magnitude stronger than 
the classical SCIDAR profiles illustrated in Figs. 7.19(a) to (f). This is not surprising 
considering that the altitude at which the telescope is located (1031m above sea level) is 
low compared to most other observing sites, and no steps are taken to combat turbulence 
inside and outside the telescope dome. No high altitude information is seen in either the 
reconstructions or in the generalised SCIDAR covariance data. However, in many of the 
reconstructed profiles the ground level layer extends beneath the telescope aperture. This 
type of response has been noted by Avila and co-workers [4, 5]. They suggest that it is 
part of the response of the instrument to C'fv(h) just above the ground. In addition, splits 
are seen in several of the reconstruction peaks, indicating a possible mismatch between the 
assumed and actual turbulence statistics. Table 7.5 contains the estimated r0 values for 
each profile, which range between 5cm and 30cm, and are larger than expected. 
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The pupil plane profiles Figs. 7.19(a) to (f) , indicate the presence of between 1 and 3 high 
altitude layers. In each case, these are consistent with the corresponding covariance data 
as indicated by the fit to the data in Fig. 7.20. The reconstructions in 7.19(a) and (b) 
were obtained from covariances with very little visible background disturbance and produce 
3 and 2 distinct layers respectively. The layers reconstructed in Figs. 7.19(c) to (f) are 
not so well defined. The covariances corresponding to each of these reconstructions have 
significant regions of disturbance running through their respective secondary peaks which 
could account for the poor quality of the reconstructions. For example in ( c) although a 
definite peak at about 12km has been reconstructed, smaller peaks either side of this peak 
have appeared and are not apparent from the corresponding covariance data. 
The peak widths vary from profile to profile, a direct consequence of the sampling deter-
mined by the binary star separation and the amount of regularisation necessary to obtain 
meaningful solutions. Regardless of the size, width and shapes of the reconstructed layers 
the turbulence appears highly discretised and dominated by 1 to 3 distinct layers. The small 
peaks in the reconstruction appear to be noise as they are inconsistent with the knowledge 
that the turbulence exists in a finite number of layers. Also of interest is that the largest 
peaks in (c) to (f) indicate splits, a phenomenon also seen in many of the generalised SCI-
DAR reconstructions. The estimated r0 values for the classical SCIDAR profiles start at 
35cm (see Table 7.5), considerably larger than the conditions at the time suggested. 
Overall, the turbulence appears to be dominated by low altitude turbulence close to the 
telescope pupil, which includes turbulence inside and just above the telescope dome. The 
high altitude turbulence is more fluid, in that the number of dominant layers can change 
over short periods of time as is illustrated by Figs. 7.19(a) and (b) taken 2 hours apart. In 
addition, there appears to be a dominant high altitude layer at approximately 10 - 12km 
above the telescope pupil. 
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Figure 7.19: C'Jv(h) estimates reconstructed from (a) - (f) Classical SCI-
DAR covariance data and (g) - (1) Generalised SCIDAR covariance data. 
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Figure 7.20: The fit (dotted) to the covariance data (solid). (a) - (f) 
Classical SCIDAR and (g) - (1) Generalised SCIDAR. 
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Profile ro (cm) 
Run 12 (Fig. 7.19)(a) 84 
Run 16 (Fig. 7.19)(b) 60.8 
Run 20 (Fig. 7.19)(c) 58.4 
Run 28 (Fig. 7.19)(d) 115.4 
Run 36 (Fig. 7.19)(e) 84.8 
Run 56 (Fig. 7.19)(f) 34.4 
Run 17 (Fig. 7.19)(g) 15.9 
Run 21 (Fig. 7.19)(h) 18.4 
Run 22 (Fig. 7.19)(i) 19.6 
Run 29 (Fig. 7.19)(j) 8.2 
Run 40 (Fig. 7.19)(k) 5.2 
Run 42 (Fig. 7.19)(k) 31.7 
Table 7.5: ro estimates for the C'f.r(h) proflles illustrated in Fig. 7.19. 
7.4 Estimation of the velocity profile v(h) 
Although the estimation of v(h) was not the major emphasis throughout this research, its 
estimation is useful for confirming layer altitudes; low altitude turbulence associated with 
the dome does not move, whereas high altitude turbulence is characterised by its movement. 
A different analysis of the short exposure scintillation data frames is required to estimate 
v(h), the layer velocities as a function of altitude, namely a spatiotemporal analysis. The 
same initial steps as required for the C'f.r(h) estimation are performed, however, it is the 
cross covariance of the data frames that is calculated, producing an average spatiotemporal 
covariance function. In the analysis presented here the 1st frame was correlated with the 
5th, the 2nd with the 6th and so on giving dt, the time difference between correlated frames, 
equal to 10.6ms. The corresponding dv is given as 
dr 
dv = dt. (7.35) 
A data frame was captured every 2.7ms, hence dt = 4 x 2.7ms = 10.6ms and dr = 1/117 
metres, so dv = 0.8ms-1 . 
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Typical average cross covariance results for pupil plane and generalised data are presented 
in Fig. 7.21. Fig. 7.21(a) illustrates two triple peak patterns displaced from the origin, 
corresponding to the two layers present. Fig. 7.21(b), however, has only one triplet located 
in the centre of the cross correlation result. The distance from the centre of each triplet 
in pixels, when multiplied by dv gives the speed of the corresponding layer. The triplets 
corresponding to layers at altitudes of lOkm and 12km have velocities of 6.45ms-1 and 
11.63ms-1 respectively. In Fig. 7.2l(b) the single triplet is in the centre of the cross 
correlation, hence it appears to be stationary, a good indication that this turbulence is in 
fact associated with the telescope dome. 
(a) (b) 
Figure 7.21: Average cross covariances for (a) classical and (b) generalised 
SCIDAR data. 
Although the analysis presented here was performed manually it is possible to automate 
the calculation of v(h). Kluckers et al [85) outline a method for doing this which they call 
template correlation. The altitude of each layer present must first be calculated from the 
covariance data. This combined with the orientation of the binary allows a template for 
each layer to be constructed, corresponding to the ideal spatial covariance function for a 
layer at that height and orientation (see Fig. 7.22). The covariance of each template with 
the average cross covariance function returns a peak offset from the centre (zero velocity 
position) by an amount proportional to the velocity of the layer. 
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(a) (b) (c) 
Figure 7.22: Template correlation. (a) Average cross correlation data, 
(b) and (c) correspond to ideal spatial covariance functions for the two 
layers present in (a). 
7.5 Practical concerns arising from the experimental results 
The results illustrated in section 7.3.5 correspond to ro values that do not match the seeing 
conditions observed at the time, where seeing refers to the ability to resolve two point objects 
when observed through the atmosphere. Uncompensated atmospheric seeing at a good site 
can be as low as 0.45 arcseconds or as high as 2 arcseconds. During particularly bad seeing 
conditions at Mount John the observation of a binary star of 4.4 arcseconds separation was 
made. From the image of the star on the monitor it was impossible to resolve the two 
stars, indicating seeing of worse than 4.4 arcseconds. Generally, however, the seeing was 
in the order of 2-3 arcseconds. Using Eq. (3.46), ).. = 589 x 10-9m and average seeing 
of () = 3 arcseconds gives an estimate for ro of approximately 5cm. This is considerably 
smaller than the average values consistently returned for the complete turbulence profiles 
estimated using the generalised SCIDAR technique. 
The problem of larger than expected ro values was also noted by Kluckers et al [85]. They 
believe it could be due to the finite spatial and temporal sampling imposed by the practical 
implementation of the SCIDAR method. In an attempt to obtain a high SNR in the detected 
intensity the level of detectable scintillation is compromised. This was investigated by 
adding 2 and 5 consecutive frames together respectively, corresponding to exposure times 
of 3.7ms and 10.9ms, to simulate different temporal sampling rates. Both classical and 
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Figure 7.23: Estimated ro values for a variety of temporal sampling rates, 
for sample (a) classical SCIDAR and (b) generalised SCIDAR data. 
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generalised SCIDAR data were combined, with the ro values estimated for exposure times 
of lms, 3.7ms and 10.9ms illustrated in Fig. 7.23. Note that the two plots are different, 
with the generalised SCIDAR result (Fig. 7.23(b)) indicating a much steeper drop towards 
temporal sampling of zero than the corresponding classical SCIDAR result (Fig. 7.23(a)). 
However, in each case extension of the results towards temporal sampling of zero is unlikely 
to result in ro values that match the conditions observed. Kluckers et al [85] also state that 
another possible cause of the larger than expected ro values is non-Kolmogorov effects, a 
theory that has been voiced in numerous SCIDAR papers [25, 47, 165]. 
The first series of tests involved simulating scintillation data corresponding to the experi-
mental results. These were then compared with the measured scintillation data to determine 
the accuracy of the reconstructions presented in section 7.3.5. The scintillation simulated to 
match the experimental data is illustrated in Figs. 7.24 and 7.25. The match between the 
simulated and experimental classical SCIDAR data is less apparent than for the generalised 
SCIDAR data. However, it can be confirmed by comparing the size of the white areas in the 
simulated and experimental data. Scintillation structure of the same scale exists between 
the simulated and real data, a good indication that the heights of the layers are correct. 
However, the depth of the scintillation patterns do not match indicating the turbulence 
strengths have been inaccurately estimated. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
(j) (k) (1) 
Figure 7.24: Classical SCIDAR data. (a), (c), (e), (g), (i) and (k) exper-
imental and (b), (d), (f), (h), (j) and (1) the corresponding simulated 
data. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
(j) (k) (1) 
Figure 7.25: Generalised SCIDAR data. (a), (c), (e), (g), (i) and (k) ex-
perimental and (b), (d), (f), (h), (j) and (1) the corresponding simulated 
data. 
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Recall from Eq. (1.13) that 
[ J ]
-3/5 
ro = 0.42k2sec(() c]r(h)dh (7.36) 
This indicates that ro is purely a function of the area under the C'J.r ( h) profile, so as the area 
increases ro decreases and the converse is also true. Therefore, the cause of the discrepancies 
is directly related to inaccurate C'J.r(h) profile strengths and area. Any number of factors 
could have caused these problems. Further, investigation was required in an attempt to 
account for these anomalies. 
Thorough investigations of the different aspects of the inversion were performed. During this 
investigation several areas of concern arose. Firstly the existing techniques are limited by 
how the SCIDAR data is processed. Recall that normalisation of the measured covariance 
data by division by the autocorrelation of the average scintillation data is performed. This 
process gives rise to noise amplification and produces incorrect averages in the case of 
generalised SCIDAR data. Another drawback of these inversion techniques concerns the 
extraction of the lD central peak removed covariance slices from the 2D covariance data. 
Incomplete removal of the central peak often occurred and can lead to a variety of problems. 
These areas of concern relating to the processing of the SCIDAR data are discussed in section 
7.5.1 below. 
It was also necessary to look beyond the processing to the assumptions made by the SCIDAR 
methods, to determine the limitations imposed by inaccuracies in the basis functions making 
up the T matrices. Each T matrix contains a series of basis functions generated from the 
assumed Kolmogorov scintillation statistics. The effects of deviation from the assumed 
statistics and other undesirable effects, such as diffraction, must also be considered when 
investigating a real system. 
7.5.1 Data processing problem areas and solutions 
The processing of the raw SCIDAR data and how it is inverted makes a considerable dif-
ference to the accuracy and resolution of the corresponding C'J.r(h) estimate. Consider first 
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the scintillation due to a single star, d(p), where 
d(p) = m(p) + s(p). (7.37) 
Here m(p) represents the mean data and s(p) the zero mean scintillation data. The average 
ensemble covariance is equal to 
C'(p) (d(p) * d(p)) - (m(p) * m(p)) 
(s(p) * s(p)), (7.38) 
where* denotes the correlation operation. C'(p) is a biased covariance estimate as C'(p) for 
larger shifts, corresponding to higher altitudes and longer propagation distances, is averaged 
over a smaller area. This is apparent from Fig. 7.28, where the overlap of P1(p) and P2(p) 
decreases as the altitude increases. For propagation distances greater than hmax, there is 
no correlation between the pieces of the atmosphere and hence no secondary peak is seen. 
However, an unbiased estimate can be obtained by dividing by the autocorrelation of the 
mean to give 
C - C'(p) 
(p) - (m(p) * m(p)) (7.39) 
Consider now the problem illustrated in Fig. 7.28 corresponding to a binary star with 
components having a ratio of a and a defocus distance of dkm, equivalent to a separation 
of ed at the telescope aperture. In this case the observed data is described by 
d(p) ~ m(p) + s(p) +a [m(p + ed) + s(p + ed)]. (7.40) 
This is an approximation since the atmosphere they pass through is slightly different. The 
average ensemble covariance is 
C'(p) (d(p) * d(p)) - ((m(p) + am(p + ed)) * (m(p) + am(p- ed))) 
(1 + o:2 ) (s(p) * s(p)) +a [(s(p) * s(p + ed)) + (s(p) * s(p - ed))]. (7.41) 
To correctly normalise this covariance each term must be normalised separately. The correct 
unbiased estimate of the first term is given as 
(1 + o:2 ) (s(p) * s(p)) 
(1 + o:2 ) (m(p) * m(p)) (7.42) 
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and the normalised second and third terms respectively are 
a (s(p) * s(p + ()d)) 
a (m(p) * m(p + ()d)) 
a (s(p) * s(p - ()d)) 
a (m(p) * m(p - ()d)) · 
and (7.43) 
(7.44) 
The existing method for performing the normalisation for the binary star problem is to 
divide by 
(1 + a 2 ) (m(p) * m(p)) +a [(m(p) * m(p + ()d)) + (m(p) * m(p - ()d))]. (7.45) 
For classical SCIDAR the defocus distance, d, is zero. Thus ()d = 0 so the terms in Eq. 
(7.45) are identical, i.e. 
(m(p) * m(p)) = (m(p) * m(p + ()d)) = (m(p) * m(p - ()d)). (7.46) 
As a result they completely overlap as shown in Fig. 7.26(a). In this case the normalisation 
is performed correctly. If ()d is greater than twice the width of the scintillation pattern, D, 
the terms in Eq. (7.45) do not overlap, see Fig. 7.26(b). Hence the normalisation performed 
is equivalent to dividing each term in Eq. (7.41) by the corresponding normalisation term 
given in Eqs. (7.42) to (7.44). When ()d < 2D, the terms in Eq. (7.45) partially overlap, 
as in Fig. 7 .26 ( c). In this case the normalisation is performed incorrectly, different regions 
of the normalised covariance are too small while others remain unchanged. This under 
estimating of the covariance results in ro estimates that are too large. 
(!+a )2 
>Cl 
2D 2D 2D 
(a) (b) (c) 
Figure 7.26: Normalisation functions for (a) ()d = 0, (b) ()d > 2D and (c) 
()d < 2D. 
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Nearly all of the experimental data, captured during the observing run. at Mount John, 
corresponds to (}d < 2D. However, the ro estimate, corresponding to the profile in Fig. 
7.19(k), was representative of the conditions observed. The reason for this is that the 
separation of 34.9 arcseconds was large enough to sufficiently separate the normalisation 
terms and enable correct normalisation to be achieved. 
Generally the correct normalisation of the generalised SCIDAR covariances requires that 
each of the individual normalisation terms is extracted. Theoretically this can be achieved 
by performing a deconvolution of the function described by Eq. (7.45) with 
(l + a
2
) 8(p) + 8(p - (}d) + 8(p + (}d) 
a 
(7.47) 
to obtain an estimate of (m(p) * m(p)). The components of the deconvolution problem are 
illustrated in Fig. 7.27. Fig. 7.27(a) illustrates a sample normalisation term for (}d < 
2D, which consists of overlapped and added triangle functions. Fig. 7.27(b) contains 
the function described by Eq. (7.47) for the overlapped function in Fig. 7.27(a). An 
estimate of (m(p) * m(p)), the deconvolution output, is illustrated in Fig. 7.27(c). An 
alternative to deconvolution is to simultaneously image a single star to obtain (m(p) * m(p)). 
In either case, the estimated (m(p) * m(p)) can then be scaled and shifted as required for 
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Figure 7.27: Deconvolution to extract an estimate of (m(p) * m(p)). (a) 
Overlapped normalisation function, Eq. (7.45), (b) Eq. (7.47) and (c) 
Estimate of (m(p) * m(p)). 
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Figure 7.28: The classical SCIDAR problem. 
P2 
Although the correct normalisation of the covariance data produces an unbiased covariance 
result, the division in Eq. (7.39) significantly amplifies any noise present, especially at larger 
shifts as illustrated in Fig. 7.29, corresponding to higher altitudes. A better approach is to 
solve 
T'(p,h) x C'jy(h) +n(p) = S'(p), (7.48) 
where T'(p, h) is defined by 
T'(p, h) = T(p, h) x (m1(p) * m2(p)), (7.49) 
thus avoiding the need for division in Eq. (7.39). Sample T and T' matrices are illustrated 
in Fig. 7.30. T' is intuitively more reasonable as less weighting is given to higher altitudes 
which are averaged over a much smaller area. 
Reconstructions using both T, S and T', S' combinations were investigated. The unbiased 
and biased reconstructions corresponding to the slices and T matrices in Figs. 7.29 and 7.30 
are illustrated in Fig. 7.31 for regularisation values of 10-8 and 10-6 • Due to the increased 
noise more regularisation was required to obtain a solution for the unbiased technique. In 
addition, the r 0 estimates for the biased reconstructions, where the correct value is 25cm, 
were more consistent than those estimated from the unbiased reconstructions. 
The reconstructions illustrated in Fig. 7.31 were generated using the quadratic program-
ming approach described in chapter 5. The same profiles generated using a projected least 
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Figure 7.29: A comparison of covariance slices, (a) unbiased and (b) bi-
ased, due to an ensemble of 10 scintillation data frames propagated over 
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Figure 7.30: A comparison ofT matrices, (a) unbiased and (b) biased. 
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t:>qm.tret:> algorithm are illustrated in Fig. 7.32. The use of projection has led to the recon-
struction of additional extra peaks and inaccurate ro estimates. These results emphasise 
that enforcing positivity is important in obtaining accurate and meaningful results. 
The estimation of atmospheric turbulence profiles from biased experimental classical SCI-
DAR data was trialed, with a sample result illustrated in Fig. 7.33. The problems intro-
duced by the superimposed border have been completely eliminated. However, the estimated 
ro values from these new reconstructions were consistently larger than the values listed in 
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Figure 7.31: Unbiased and biased C'fv(h) estimation using the accelerated 
quadratic programming method. (a) Unbiased C'fv(h) estimate for/= 
lxl0-8 , corresponds to an ro estimate of 67.Scm. (b) Biased C'Jv(h) 
estimate for / = 1x10-8 , corresponds to an r0 estimate of 23.3cm. 
(c) Unbiased C'Jv(h) estimate for I = 1x10-6 , corresponds to and r0 
estimate of 25.2cm. (d) Biased C'fv(h) estimate for I= 1x10-6 , corre-
sponds to an ro estimate of 25. 7cm. 
4 2.5 
Table 7.5. In addition, incomplete removal of the central peak is still a problem. 
The estimation of atmospheric turbulence profiles from biased generalised SCIDAR data 
proved to be more difficult. It first required the extraction of (m(p) * m(p)) from Eq. 
(7.45) by deconvolution, as illustrated in Fig. 7.34. Fig. 7.34(a) contains the overlapped 
normalisation terms. A zoomed version of the function in Eq. (7.47) for this problem is 
shown in Fig. 7.34(b). The (m(p) * m(p)) estimate (Fig. 7.34(c)) has the correct general 
form when compared to a typical single star equivalent (Fig. 7.34(d)). This result was used 
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Figure 7.32: Unbiased and biased C'Jv(h) estimation with projection to 
enforce positivity. (a) Unbiased C'Jv(h) estimate for I = 1x10-8 , corre-
sponds to an ro estimate of 11.3cm. (b) Biased C'Jv(h) estimate for I = 
lxl0-8 , corrnsponds to an r0 estimate of 15.7cm. (c) Unbiased C'Jv(h) 
estimate for/= lxl0-6 , corrnsponds to an r0 estimate of 18.6cm. (d) 
Biased C'Jv ( h) estimate for / = 1x10-6, corresponds to an r0 estimate 
of 23.2cm. 
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to weight the T matrix in the inversion to obtain T'. The resulting profile is illustrated in 
Fig. 7.35(a). The appearance of the profile is similar to its reconstruction using the original 
method (reproduced in Fig. 7.35(b)), however, the estimated r 0 is now 6.2cm. 
A further processing problem involved determining the position of one of the secondary 
peaks from the covariance data. The position of the secondary peak is selected as the 
brightest point in the data after the central peak has been removed. It is used in the 
extraction of a lD covariance slice from the 2D covariance data as described in section 
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Figure 7.33: C'fv(h) estimate for Run 16 from (a) Biased data and (b) 
Unbiased data. Estimates for ro are 115cm and 60.Scm respectively. 
7.3.4. Noise amplification can result from the normalisation of the covariance data, even 
with the use of a mask to prevent significant noise amplification, producing pixels with 
values greater than the secondary peak (see Fig. 7.36). The brightest pixel in the image 
no longer corresponds to the secondary peak. When this happens, the slice from the centre 
of the image through this point is not guaranteed to contain information regarding the 
secondary peak. In this case the corresponding reconstruction is not representative of the 
data. 
The first method for combating this problem was to increase the useful area inside the bor-
der. This often proved to be enough. However a mask was still required for the calculation 
and inevitably some of the data produced peaks that were not included within the largest 
possible area. An alternative solution was that outlined above for improving the normal-
isation of the covariance data as it also eliminates the problems due to the superimposed 
border. 
There were also a large number of practical difficulties associated with the removal of the 
central peak from the measured covariance data. Firstly, in many cases the central peak 
was not circular. Hence slices perpendicular and parallel to the binary did not match well. 
Fig. 7.37 shows covariance slices containing tall thin peaks at low altitudes, resulting from 
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(a) (b) 
(c) (d) 
Figure 7.34: Deconvolution of Eq.(7.45) for (m(p) * m(p)) for Run 22. (a) 
The function described by Eq. (7.45) for this problem, (b) a zoomed ver-
sion of (l:a
2
) c5(p) +o(p-Bd) +o(p+Bd) and (c) estimated (m(p) * m(p)) 
and ( d) a sample Bd = 0 result for comparison. 
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Figure 7.35: C'Jv(h) estimates for Run 22 from (a) Biased data and (b) 
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Figure 7.36: A normalised covariance result. The normalisation can pro-
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the unsuccessful removal of the central peak in each case. These peaks are incorrectly 
reconstructed as very large low altitude layers. To combat this problem, the first rmask 
samples were set to zero manuaily, considerably slowing down the reconstruction process. 
The obvious solution to this problem was to perform the inversion using a T or T' matrix 
containing both central and secondary peaks, thus eliminating the need to remove the 
central peak. Therefore, attempts to eliminate the problem of incomplete removal of the 
central peak were made. However, these were unsuccessful for classical SCIDAR data, 
perhaps because the secondary peaks are very small in comparison to the central peak, 
as illustrated in Fig. 7.38 for a typical covariance slice. Another possibility is that the 
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assumed covariances are not accurate, i.e. the central and secondary peaks do not have the 
correct relative heights in fitting with the assumed statistics. In addition, the generalised 
SCIDAR problem required the central and secondary peaks in the T matrix to be weighted 
individually before a reconstruction could be performed. 
A sample complete generalised SCIDAR T matrix is illustrated in Fig. 7.39(a). Note that 
the central peak has a much larger weighting than the secondary peak, which is almost 
invisible, as expected. The reconstruction achieved using the sample T matrix and the 
complete slice (Fig. 7.39(b)) is illustrated in Fig. 7.39(c). A layer just above the telescope 
aperture has been successfully reconstructed. However, the ro value estimated is lcm which 
is very small. This appears to be due to the fact that the central and secondary peaks are 
out of proportion for Kolmogorov statistics and the best fit to the data does not match it 
very well. This processing method, however, did not suffer from the problem of incomplete 
central peak removal. 
12 
10 
"' 8 () 
c: 





2.5 4 3 
x10 
Figure 7.38: A sample lD classical SCIDAR covariance slice with the 
central peak intact. 
7.5.2 Different power spectra 
A large amount of research has gone into confirming that high altitude turbulence often 
follows Kolmogorov statistics [25, 47, 170]. Although well developed turbulence is thought 
to follow Kolmogorov statistics, for developing turbulence and the breaking wave motion 
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Figure 7.39: Generalised SGIDAR reconstruction using both central and 
secondary peaks. (a) Complete T matrix, (b) complete covariance slice 
and ( c) reconstruction. 
particular low altitude turbulence is thought to arise from the mixing of air of different 
temperatures from inside and outside the telescope dome. Deviation from Kolmogorov 
statistics has often been noted, for instance Strohbehn [153] reports that measurements 
of (3 in Eq. (4.97) made by Kropfli et al and Konrad indicate (3 values of 3.2 - 4.1 and 
3.3 - 5.4 respectively, where (3 = 3.67 corresponds to Kolmogorov turbulence. Correct 
modelling would, therefore, require the actual turbulence statistics to be determined and 
the covariance curves that make up the T matrix changed appropriately. 
Non-Kolmogorov turbulence was originally acknowledged as a problem in the single star 
case and its effects were investigated by Strohbehn in Refs. [152] and [153]. As discussed 
in chapter 4 the scintillation covariance does not appear to provide a direct measure of 
the tip-tilt component of the measured distortion. This information must be inferred from 
what is known about the statistics of the turbulence. Phase distortions of equal strengths, 
but obeying different power laws, contain different percentages of tip-tilt distortion. Any 
uncertainty in the form of the spectrum affects the determination of C'jy(h). Therefore, 
reconstruction of a covariance slice corresponding to (3 = 12/3, under the assumption of 
Kolmogorov statistics, underestimates the tip-tilt distortion and overestimates the size of 
ro. 
7.5. PRACTICAL CONCERNS ARISING FROM THE EXPERIMENTAL RESULTS 283 
Reconstructions for a single turbulent layer simulated with different (3 values, located at 
lOkm above the telescope, for the binary star problem were investigated. In each case 
a peak was reconstructed at the correct altitude for all power laws. However, the layer 
strengths varied from 10-13 to 10-14 and the corresponding r0 values varied from 12cm to 
33cm, with the correct value being 25cm. As expected a 12/3 power law underestimated 
the turbulence strength and 9/3 and 10/3 power laws overestimated it. This variation in 
estimated ro values indicates that the existing SCIDAR techniques, although powerful for 
estimating the heights of turbulent layers, can produce inaccurate turbulence strengths. 
7.5.3 Diffraction and motion effects 
The T matrices for classical and generalised SCIDAR are given by the ideal binary star 
covariance curves assuming Kolmogorov statistics. Diffraction effects are inherent in ap-
plications where information is truncated and then propagated. In the case of generalised 
SCIDAR, the incoming wavefronts are truncated by the telescope aperture before further 
propagation to a virtual plane, several kilometres beneath the telescope. The complex field 
after propagation to the virtual measurement plane U(x, d) is given by Eq. (7.17). Fuchs 
et al [58] argue that the effect of the limited aperture can be neglected when D > > (>.h)112 
and D > > >..h. These requirements mean that D > > lOcm for >. = 0.5 µm, h = 20km and ro 
ro = lOcm. However, in the case of a small cassegrain telescope these conditions are not 
met. Consider a lm telescope with a large central obstruction where the largest distance 
between any two edges, defined as the effective diameter DE, is in the order of 30cm (see 
Fig. 7.40). An roof lOcm requires DE>> lOcm, but 30cm is not considerably larger than 
lOcm. In addition, Avila et al [5], noted a diffraction pattern close to the borders of the 
Nordic Optical Telescope (NOT) pupil for data due to a generalised SCIDAR measurement 
plane located 3.4km beneath the telescope aperture. Finally, the pupil overlap inherent to 
the generalised SCIDAR technique further decreases the undistorted pupil data. These all 
suggest that the effects of the limited aperture cannot be ignored. 
A series of covariance curves for the propagation of truncated distorted wavefronts beneath 
the telescope aperture were generated to determine the extent of the diffraction effects. For 
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Figure 7.40: Average scintillation measurement for lm McLellan tele-
scope. 
example, Fig. 7.41 illustrates simulated covariance curves for propagation of a truncated 
phase distorted wavefront over propagation distances of 2km, 5km and lOkm all compared 
with the ideal simulated result. These results indicate that the truncation of the complex 
field during propagation results in an overall bias in the resulting covariance. The further 
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Figure 7.41: Comparison of ideal (dotted), ideal non-zero inner scale 
(dashed) and simulated (solid) covariance curves when truncated wave-






Random centroid motion inherent to imaging through atmospheric turbulence was also 
investigated. This is because approximately 903 of the phase distortion is in the tip and tilt 
of the wavefront, which cause the centroid motion. As a result movement of the telescope 






















Figure 7.42: Random centrnid motion of experimental data. (a) Sample 
classical SCIDAR data and (b) sample generalised SCIDAR data. The 
clearly elongated centroid distribution indicates telescope motion. 
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pupil on the CCD as the turbulence evolved with time was expected. To determine the 
magnitude of the motion, centroids of 2000 data frames for a number of classical and 
generalised SCIDAR runs were calculated. The resulting plots illustrated in Fig. 7.42 are 
interesting in that the centroid motion is not symmetric, but elongated indicating motion 
of the telescope itself. 
Random centroid motion not exceeding 20 pixels was added to simulated scintillation data 
and tested for a variety of different motion scenarios. When the two overlapped scintillation 
patterns are each simulated with the same random motion a larger overall bias is seen in 
the corresponding covariance curves, see Fig. 7.43(a), with the central and secondary peaks 
remaining in proportion. When each scintillation pattern is allowed to move independently, 
an overall bias is still noted and there is also a significant decrease in the relative height of the 
secondary peak. When diffraction and motion are combined, their effects add as illustrated 
in Fig. 7.44. Since current techniques use only the secondary peak in the calculation of 
C'fv(h) profiles, they will therefore indicate stronger turbulence than is in fact present. The 
correct approach would be to include diffraction and motion effects into the T matrix. 
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Figure 7.43: Comparison of ideal (dotted), non-zero inner scale (dashed) 
and simulated (solid) covariance curves for the effects of random cen-
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Figure 7.44: Comparison of ideal (dotted), non-zero inner scale (dashed) 
and simulated (solid) covariance curves for the effects of diffraction and 
random centroid motion. (a) Dependent motion and (b) independent 
motion, 
7.6 Summary 
The development of a series of SCIDAR simulation tools outlined in the early part of this 
chapter was successful. These tools enabled a thorough investigation into the existing SCI-
DAR methods and the associated drawbacks. Improvements to the existing method resulted 
from this work and also provided the motivation for investigating alternative techniques pre-
sented in the following chapter. 
7.6. SUMMARY 287 
The inversion required for estimation of the parameters which completely describe at-
mospheric turbulence is very ill-conditioned. The current SCIDAR methods overcome this 
problem by measuring scintillation due to a binary star as well as the incorporation of regu-
larisation. Although the common approach to performing the inversion is to use maximum 
entropy based techniques, as they not only regularise the problem but also guarantee a 
positive solution, a non-linear minimisation is required. The application of quadratic pro-
gramming methods to this problem proved to be successful and can be implemented using 
standard minimisation methods. 
The processing of the Mount John data highlighted a number of discrepancies between the 
reconstructed turbulence profiles and the conditions observed at the time the data was cap-
tured, in terms of the estimated turbulence severity. This prompted further investigations 
into the processing and assumptions made by the SCIDAR techniques and unearthed a 
number of problem areas. It was shown that various aspects of the data processing con-
siderably altered the results obtained. Alternative processing methods were proposed and 
trialed, with some success, in an attempt to remedy these problems. Even with this new 
processing further investigations were required. The accuracy of the basis functions making 
up the T matrix were also investigated. The effects of non-Kolmogorov statistics, diffraction 
and motion can lead to large differences between the measured and assumed statistics, and 
are areas that require further research. 
In conclusion, the classical and generalised SCIDAR methods are powerful at estimating 
turbulent layer heights, but the turbulence severity estimates can be inaccurate for a variety 
of reasons. The need to assume a specific power law model is a definite drawback of these 
techniques. In addition, the practical difficulties associated with finding suitable binary 
stars is a major limitation of these techniques. 
288 CHAPTER 7. ESTIMATION OF ATMOSPHERIC TURBULENCE PROFILES 
Chapter 8 
Alternative Atmospheric 
Turbulence Profile Estimation 
A number of problems with the current methods of turbulence estimation were discussed 
in chapter 7, and as a consequence this chapter looks at different techniques for estimating 
the optical properties of the atmosphere. The estimation of atmospheric turbulence pro-
files is necessary for the development of advanced adaptive optics technologies, particularly 
those aimed at imaging over a wide field of view. The classical and generalised SCIDAR 
methods, investigated in some detail in chapter 7, use crossed-beam scintillation measure-
ments to improve the conditioning of the inversion required to estimate these parameters. 
U nfortunateiy the need to find binary stars of a suitable brightness and separation is a 
major limitation of these techniques. Another limitation of the SCIDAR technique is the 
potential for inaccurate layer strength estimation, due partly to the assumptions made by 
the technique. Furthermore, the covariance measures fundamental to the method appear to 
be blind to the tip-tilt components of the distortion, which are known to contribute towards 
approximately 90% of the overall distortion introduced by the atmosphere in the case of 
Kolmogorov statistics. 
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The first alternative investigated in section 8.1 is how measuring the scintillation from a 
single star at a number of different planes, obtained by propagating the wavefront over 
different distances, can be used to improve the conditioning of the inverse problem. This 
has the major advantage that only a single bright star needs to be observed, thus eliminating 
the need to find suitable binaries to profile the atmosphere. 
Other alternatives to the SCIDAR technique are the well-established differential image 
motion monitor (DIMM) and Hartmann-DIMM (HDIMM) techniques for estimating the 
overall turbulence seeing, r0 • The second profile estimation technique, investigated in section 
8.2, was mentioned by Bally et al [10] and combines the functionality of the SCIDAR 
technique with the HDIMM. Where the existing SCIDAR techniques use the correlation 
between scintillation patterns, this technique uses the correlation of the slopes of the two 
binary star components. The advantage of this technique over the SCIDAR methods is 
the higher SNR that can be achieved, as it requires only that an image is formed. As a 
consequence the restrictions on suitable binary stars are considerably reduced compared to 
the SCIDAR methods. 
8.1 Single star SCIDAR 
8.1.1 Noise performance of the SCIDAR method 
The use of crossed beam scintillation measurements improves the conditioning of the inverse 
problem described by Eq. (7.2). An investigation of the sensitivity of single star and crossed 
beam techniques to noise illustrates this and is achieved by decomposing the corresponding 
m x n T matrix: 
(8.1) 
where A is a diagonal matrix containing the singular values of T, U = (U1, U2, ... Um), 
where the Ui are the left singular vectors of T and V =(Vi, Vi, ... Vn), where the Vi are the 
right singular vectors of T. 
The singular values of the T matrix for binary separations of 0 to 10 arcseconds are illus-
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Figure 8.1: (a) Comparison of singular values for increasing binary sep-
aration. The lowest curve corresponds to a separation of 0 arcseconds 
and the highest a separation of 10 arcseconds. A comparison of ideal 
(dotted), binary star with a 5 arcsecond separation (solid) and single 
star (dashed) resolutions for (b) 5km and (c) 10km respectively. 
trated in Fig. 8.l(a). Note that a separation of 0 arcseconds corresponds to the single star 
result. As the separation is increased the singular value spread decreases. Assuming a noise 
floor of 40dB the single star curve indicates that only the first 35 singular values are above 
the noise floor and hence only the first 35 singular vectors can be used for the inversion, 
whereas for a separation of 5 arcseconds the first 160 singular vectors can be used. The 
incorporation of the remaining singular vectors only adds to the noise amplification of the 
inversion. The reduction in the singular functions available for reconstruction has a large 
effect on the resolution that can be achieved. Figs. 8.1 (b) and ( c) illustrate the ideal, binary 
star of 5 arcsecond separation and single star resolutions for two different altitudes. The 
ideal case corresponds to a delta function at the corresponding altitude. The binary star 
rcsolutio11 improves as the altitude increases, indicating a greater sensitivity to noise at low 
altitudes as noted by Tyler and Steinhoff [161]. By contrast, the single star resolution is 
consistently poor. 
8.1.2 Proposed technique 
The use of crossed beam scintillation measurements is one method for improving the con-
ditioning of the inversion of Eq. (7.2). Unfortunately the need to find binary stars of 
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a suitable brightness and separation is a major limitation of these techniques. As an al-
ternative, measuring the scintillation from a single star at a number of different planes is 
investigated as a means for improving the conditioning of the inverse problem. 
However, before the proposed technique can be discussed it is necessary to investigate the 
sampling of the single star problem. Recall that the singular values for the binary star 
problem indicate an increase in resolution with increasing separation. This, combined with 
the fact that only the secondary peak is used for the inversion, means that adequate altitude 
sampling, dh, is simply a function of the binary star separation. Close to the zenith 
dh = dr 
e' (8.2) 
where dr is the spatial sampling and e the binary star separation. Determining adequate 
sampling for the single star problem is not so straightforward. In this case the covariance 
data consists only of a central peak. It is important, therefore, that the central peak is 
sampled sufficiently to allow different measurements of it to be clearly distinguished. To do 
this the decomposition of the single star T matrix was investigated for altitude resolutions 
of 50m, lOOm, 200m, 500m and lOOOm. This produced 400, 200, 100, 40 and 20 singular 
vectors respectively. An inspection of the singular vectors for altitude sampling of lOOm 
given in Fig. 8.2(a) indicates that only the first 50 are significant. Fig. 8.2(b) illustrates 
the number of significant singular vectors for each of the sampling intervals investigated. 
No increase in the number of meaningful singular vectors is gained in going from altitude 
sampling of lOOm to 50m. Therefore, for the remaining single star simulations in this 
chapter lOOm resolution is used. 
With multiple measurement planes the problem to be solved now becomes 
TA(p, h) x C'f.r(h) + n(p) = SA(p), (8.3) 
where a subscript A denotes an augmented matrix containing M single star measurements, 
i.e. 
TA= [T1T2 ... T111F, (8.4) 
SA= [S1S2 ... SMf, (8.5) 
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Figure 8.2: (a) Singular vectors for an altitude resolution of 100m. Only 
the first 50 appear significant. (b) Significant singular vectorn for a 
variety of altitude resolutions. 
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and n(p) again denotes the noise on the system. SA is obtained by reordering the matrix 
of single star covariance measurements into a vector. The analysis required is no different 
from the existing techniques but the performance varies significantly. 
The introduction of one additional measurement plane at some altitude above the telescope 
aperture does not improve the overall singular value spread or the conditioning of the 
problem. However, it does increase the resolution that can be obtained at that altitude 
in the inversion of Eq. (7.1), as it "wipes out" any turbulence there (see section 7.1.3). 
A comparison of the resolutions for ideal, crossed beam, single star with a measurement 
plane at the aperture and single star with measurement planes at the aperture and 5km 
above the aperture examples are illustrated in Fig. 8.3. The augmented single star system 
returns an achievable resolution close to the ideal at 5km, with no significant improvement 
at lOkm. The extension of this technique to a large number of measurement planes should, 
therefore, produce good resolution at all altitudes. Apart from multiple measurement planes 
a possibility is to tilt the CCD, each row thus capturing lD scintillation data corresponding 
to different propagation distances. One-dimensional scintillation data is sufficient for the 
single star problem because the covariance in this case is radially symmetric. 
The single star covariance matrices Ti for i = 1, 2, ... M contain theoretical covariances that 
are offset from the origin by the distance between the measurement layer and the telescope 
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Figure 8.3: A comparison of ideal (dotted), binary star with a 5 arc-
second separation (solid), single star with a measurement plane at the 
telescope aperture (dashed) and single star with measurement planes 
at the telescope aperture and 5km above the aperture (dashed-dotted) 
resolutions for a turbulent layer located at (a) 5km and (b) lOkm. 
aperture. Consider the sample TA matrix, illustrated in Fig. 8.4, corresponding to eleven 
measurement planes located at Okm (telescope aperture) to lOkm above the aperture in 
increments of lkm. Fig. 8.4 shows a series of nulls corresponding to the respective heights of 
the measurement planes. When combined with the other basis functions these nulls produce 
the associated peak sharpening illustrated in Fig. 8.3(a). SA for this problem contains 
eleven lD covariance slices, end to end, corresponding to the average covariances calculated 
from the scintillation measurements made at each plane. The TA matrix required for this 
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Figure 8.4: A sample TA(p, h) matrix containing theoretical single star 
covariances for eleven measurement planes located at Okm to lOkm in 
lkm increments. 
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8.1.3 Performance 
This technique was demonstrated for a simple three measurement plane combination, with 
the planes located at the aperture, 5km above the aperture and lOkm above the aperture. 
Three turbulent layers at lkm, lOkm and 12km were simulated as a typical profile may 
contain two high altitude layers and a boundary layer. The layer at lOkm is at the altitude 
of one of the measurement planes, therefore, there should be a marked improvement in the 
reconstruction of the layer at lOkm over the layers at lkm and 12km. Each layer has a C'fv 
value of lx10-13m-213 corresponding to an overall r0 of 20.15cm. Using 
(8.6) 
a pseudo-inverse of TA was computed by 
(8.7) 
where 
_ 1 { l/AA(k,k) AA(k,k) >noise floor AA (k,k) = . 
N 0 otherwise 
(8.8) 
Note a subscript N is used to signify the number of singular vectors above the noise floor. 
The inversion can then be performed as 
(8.9) 
which is illustrated in Fig. 8.5(a) and returns an ro estimate of 20.22cm. This direct solution 
contains negative elements and, therefore, is not physically realisable. Enforcing positivity 
by projection gives the profile illustrated in Fig. 8.5(b) with a corresponding roof 15.57cm. 
Since projection simply sets the negative elements to zero it does not conserve the energy 
contained in the solution and as a result the estimated ro value is altered considerably. An 




using the accelerated quadratic programming method outlined in chapter 5. This produces 
the result in Fig. 8.5(c) and an r 0 estimate of 20.0lcm. In each case it should be noted 
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that when the layer height corresponds to the height of one of the measurement planes the 
resolution achieved at that altitude is very close to ideal. Note also that the enforcement 
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Figure 8.5: Estimation of turbulence profi.les for an SNR of 40dB for 
a single star with measurement planes at Okm, 5km and 10km. The 
turbulent layers are located at lkm, 10km and 12km. (a) Direct recon-
struction, (b) direct reconstruction with projection and (c) quadratic 
programming reconstruction. 
8.2 Atmospheric turbulence estimation from slope measure-
ments 
A well-established technique for measuring the seeing conditions at a particular site is to 
use a differential image motion monitor (DIMM) [142]. The basic idea behind the technique 
involves measuring wavefront slopes over two small pupils some distance apart. This allows 
dual star images to be obtained whose relative motion gives a measure of the local wavefront 
tilts. In addition, since it is only the relative motion which is important, telescope tracking 
errors do not affect the results. 
Direct measurements necessary to characterise atmospheric turbulence can also be made 
using a Shack-Hartmann wavefront sensor (SHWS) [10, 147], where a SHWS is generally 
used to measure wavefront phase perturbations. The Shack-Hartmann wavefront sensor is 
the most common type of wavefront sensor in use in adaptive optics systems due to its 
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simplicity, flexibility and widespread application [128]. It subdivides the incident wavefront 
using an array of lenslets as illustrated in Fig. 8.6, generating a set of subapertures. An 
image, referred to as a spot, is formed by each lenslet. In the absence of atmospheric 
turbulence, each image would be centred in the corresponding subaperture as illustrated by 
Fig. 8.7(a). However, in reality each spot is shifted from this central position by a quantity 
proportional to the local slope of the wavefront, see Fig. 8.7(b). The displacements in x 
and y directions of the spots around the central position can be directly related back to the 
slope of the incident wavefront. These centroid measurements can then be used to obtain 
the statistics of the phase fluctuations. Methods for estimating r0 include calculating the 






Figure 8.6: Relationship between the telescope aperture and a Shack-
Hartmann array of lenslets. 
An extension of this idea to turbulence profile estimation by the imaging of binary stars 
with a Hartmann differential image motion monitor (HDIMM) was mentioned by Bally et 
al [10]. When using a Shack-Hartmann wavefront sensor each component of the binary 
star produces a separate image in each subaperture, see Fig. 8.8. The light from each 
component of the binary star passes through the same turbulence, as illustrated in Fig. 8.9 
for turbulent layers at different altitudes. Therefore, just as the scintillation due to each 
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(a) (b) 
Figure 8. 7: Typical Shack-Hartmann speckle images for a 4 x 4 lenslet 
array (a) without turbulence and (b) with turbulence. 
binary star component is correlated, so too are the slopes of the wavefronts due to each 
component. Since an overall slope corresponds to motion of the image (see section 3.4.2), 
this means that there is correlation in the movement of the spots due to each star. For 
example a layer at ground level (see Fig. 8.9(c)) results in images due to each binary star 
component that are exactly correlated and hence move in synchronisation. As the height of 
the turbulent layer increases (see Figs. 8.9(a) and (b)), the slopes seen by each component of 
the binary star become better correlated at a distance bs (defined in Eq. (7.19)). Therefore, 
measurement of the correlation of the centroid variances for each of these images can then 
be used to determine turbulent layer altitudes. 
Figure 8.8: Typical Shack-Hartmann speckle image for a 5 x 5 lenslet 
array when imaging a binary star. 










Figure 8.9: Wavefront slope correlation for (a) high, (b) medium and (c) 
low altitude turbulent layers. 
The estimation of layer height information is achieved by inverting 
S x H(h) =Sm, (8.12) 
for H(h) the turbulence height profile. Here S is a matrix of theoretical centroid variance 
correlations and Sm is the correlation of the measured centroid variances. Note that Eq. 
(8.12) has a very similar form to Eq. (7.2). For an N x N Shack-Hartmann array, Sm is a 
vector containing 4N4 elements. The theoretical slope correlation matrix, S, is calculated 
from results in Wallner [171]. 
The slope across the nth lenslet, sn, is a weighted average of the local wavefront slope and 
is defined by [171] 
i: Wsn(x) [¢~(x) + v(x)] dx (8.13) 
i: [-Wfn(x)¢(x) + Wsn(x)v(x)] dx, (8.14) 
where Wsn (x) is the weighting function for the nth lenslet, ¢~ (x) is the slope of the wavefront 
phase in the direction of slope sensitivity of the nth lenslet, w:n (x) is the derivative of 
Wsn(x) in the direction of slope sensitivity and v(x) is the noise. A typical lenslet weighting 
function and its derivatives in the x and y directions are illustrated in Fig. 8.10. Therefore, 
Eq. (8.14) states that the wavefront slope across the lenslet is the integral of the difference 
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in the phase along the edges of the aperture in the direction of sensitivity. For lenslet 1 of 
dimensions D x D, in Fig. 8.11, the x direction slope is equal to 
-!~ ¢(-~,y) - ¢(~,y)d 
s1 - _Q D y. 
2 
y y y 
x x 
(a) (b) (c) 
Figure 8.10: (a) A typical lenslet weighting function and its derivatives 
in (b) x and (c) y directions. 
y 
Phase <j>(x,y) 
Figure 8.11: The phase across a 5x5 lenslet array. 
(8.15) 
The quantity of interest here is the correlation of lenslet slopes which is given by [171] 
(snSn') (8.16) 
1_: 1_: [w;n(x')w;n,(x") (¢(x')¢(x")) 
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+ Wsn(x')Wsn'(x") (v(x')v(x"))] dx'dx" l: l: [-l/2w:n(x')w:n'(x11 )Dp(x', x") 
+ Wsn(x') Wsn' (x") ( v(x')v(x")) dx' dx"] 





It is now possible to calculate from Eq. (8.17) the correlation in x direction slopes between 
lenslets 1 and 2 in Fig. 8.11 as 
812 = 
1 !2 3D A-.( D )A-.(3D ) r 2 r 2 'f' - 2, Yl 'f' 2, Y2 d d 
2}_!2}!2 D 2 Yl Y2 
2 2 
+ 1 rI?: f 3? ¢( ~, Y1)¢( ~, Y2) d d 
2 }_ !2 j !2 D2 Yl Y2 
2 2 
1 rl?: r 3f ¢(-~, Y1)¢( ~, Y2) d d 
2 J_ !2 j !2 n2 Y1 Y2 
2 2 
1 !2 3D A-.(D )A-.(3D ) _ r 2 r 2 'f' 2, Y1 'f' 2, Y2 d d 
2 J_!l j !2 D2 Yl Y2· 
2 2 
(8.20) 
The expression in Eq. (8.20) is also equal to 
812 = 
(8.21) 
by Eq. (8.18). 
The extension to the correlation of binary star slopes is straightforward. The displacement 
of the binary star spots (dx, dy), see Fig. 8.12, is a function of the turbulent layer height. 
The correlation between the binary star spots can be calculated as 
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(8.22) 
The S matrix is generated using these results and contains x and y slope correlations for 
spot displacements corresponding to altitudes of 0 to 20km. Each column contains the 
analytic result for a different separation at the aperture which in turn corresponds to an 




Figure 8.12: Spot displacement in a single lenslet when imaging a binary 
star. 
8.2.1 Performance 
The performance of this technique was tested by simulation of a sample problem. A 5 x 5 
Shack-Hartmann lenslet array, where each lenslet had physical dimensions of 5cm x 5cm 
and a gridsize of 12 pixels by 12 pixels (corresponding to speckle patterns of dimensions 24 
pixels by 24 pixels), was used to image a binary star with components of equal brightness 
and a separation of 3 arcseconds. A turbulent layer at an altitude of 5km was simulated 
producing a separation of the spots in each speckle image of 7.3cm, corresponding to 17 
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pixels. 
The ensemble centroid variances and covariances for the images in each lenslet, which pro-
vide a measure of the turbulence, were calculated by 
(72 
x ((xi - Xci)(xi - Xcif) (8.23) 
2 
ax' ( (x~ - x~i)(x~ - x~i)T) (8.24) 
2 
17xx1 ((xi - Xci)(x~ - x~i)T) (8.25) 
2 
17x 1x ( (x~ - x~i)(xi - Xcif) (8.26) 
where i = 1 ... N 2 and (xi - Xci), (x~ - x~i) represent the displacements of the measured 
spot centroids in each lenslet from their ideal positions as illustrated in Fig. 8.13. Similar 
equations can also be derived for the displacements in the y direction. The combining and 
reshaping of these measurements produces a vector of length 2500 for this problem. The 
matrices defined by Eqs. (8.23) to (8.26) are displayed in Fig. 8.14 for a turbulent layer at 




(x~i , Y~i ) 
• • 
(x'i , Yi ) 
Figure 8.13: Typical Shack-Hartmann speckle image in a single lenslet 
when imaging a binary star. 
An altitude sampling of 200m was used for simulation purposes over an altitude range of 
20km producing an S matrix of dimensions 2500x 100. The inversion of Eq. (8.12) can 
now be obtained using the quadratic programming methods outlined in chapter 5. The 
reconstruction for this problem in Fig. 8.15 illustrates a dominant peak at an altitude of 
5km as desired and a much smaller noise peak. An equivalent reconstruction can also be 
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(a) (b) 
(c) (d) 
Figure 8.14: Sample slope c01Telation terms corresponding to (a) CJ;, (b) 
CJ;,, (c) CJ;x' and (d) CJ;'x· 
obtained by performing the inversion using only the information in Eqs. (8.25) and (8.26). 
8.3 Summary 
Adaptive optics systems attached to ground based telescopes have been used successfully to 
compensate for the wavefront distortion introduced by the atmosphere. For effective oper-
ation, however, a 3D characterisation of the atmosphere is required. The problem posed by 
the need to invert the measured covariance at the aperture of the telescope to the turbulence 
profile is very ill-conditioned, and so the existing techniques for estimating atmospheric tur-
bulence profiles require the observation of binary stars to improve the conditioning of the 
inverse problem. The strict requirements of the generalised SCIDAR method provided the 







0.5 1 1.5 4 2 
altitude (metres) x 1 O 
Figure 8.15: Reconstruction for a turbulent layer at an altitude of 5km. 
motivation for the development of a feasible single star method and an investigation of 
existing alternatives. 
The measurement of single star scintillation at a number of different planes provides a 
huge improvement in the resolution of the reconstruction at these altitudes. The different 
measurement planes required for the implementation of this technique can be achieved with 
a small modification to the existing optics and existing inversion algorithms can be applied 
to estimate the profiles. This technique is limited, as the classical and generalised SCIDAR 
methods are, by its sensitivity to external effects such as non-Kolmogorov statistics and 
the need to assume a power law model. However, it does require only a single star. In 
addition, there is potential to combine the single star method with curvature sensing and 
hence overcome the difficulties associated with the assumed statistics. 
A technique combining the functionality of a DIMM with the SCIDAR method as discussed 
by Bally et al [10] was also investigated. The technique was demonstrated in this chapter 
and shown to successfully estimate turbulent layer heights. Extension to layer strengths and 
velocities is also possible. An advantage is that the implementation of this technique only 
requires standard off-the-shelf equipment. However, as with other techniques a power law 
model must be assumed to enable the slope statistics to be directly related to the wavefront 
phase statistics. 
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In conclusion, there exist many methods for improving the estimation of optical turbulence 
profiles. The theory indicates that the SCIDAR method can be extended to measurements 
made from a single bright star. The remote sensing of wavefront tilt information is yet 
another alternative and offers some advantages over the remote sensing of scintillation data. 
However, all existing and proposed methods are limited by the need to assume a form for 
the turbulence statistics. An obvious solution to combat this is to simultaneously perform 
these techniques with wavefront sensing to provide a direct estimate of the phase distortion 
and hence remove the uncertainty associated with the assumption of a specific power law. 
Chapter 9 
Conclusions and Future Research 
This thesis discusses the problems associated with the imaging of light that has passed 
through atmospheric turbulence and investigates the compensation and removal of these 
effects. The first part of this chapter summarises and concludes the research presented in 
chapters 4, 5, 6, 7, and 8. Suggestions for ongoing and future research in related areas are 
presented in the second part of the chapter. 
9.1 Conclusions 
The imaging of wavefronts which suffer from both phase and intensity variations is a direct 
consequence of imaging through the atmosphere. Methods for improving the quality of 
images obtained by ground-based telescopes include the post processing of short exposure 
images and the real-time compensation achieved with the use of adaptive optics systems. 
These techniques typically require the solution of an inverse problem. An integral part of 
any inversion is the study of the corresponding forward problem, the events, assumptions 
and processes that combined produce the distorted data. Knowledge of the forward prob-
lem is often attained by simulation. Improved methods for the simulation of atmospheric 
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turbulence and the subsequent propagation of phase distorted wavefronts to the telescope 
aperture were presented. The extension of these techniques to non-Kolmogorov statistics 
was also demonstrated. These then provided the necessary tools for the simulation of short 
exposure speckle images and scintillation patterns required for the development and testing 
of post processing and SCIDAR techniques respectively. 
The conventional and blind deconvolution of atmospheric speckle images were investigated 
in chapters 5 and 6. Conventional deconvolution algorithms are suitable for situations 
in which the exact nature of the blurring, or distortion, is known. When the blurring is 
unknown, a blind deconvolution problem results. For each problem the necessary inversion 
is very ill-conditioned, requiring the addition of a priori information, for instance the use 
of a positivity constraint, which is commonly applied in astronomical imaging. Enforcing 
positivity by reformulating the deconvolution problem as one of quadratic programming 
was shown to be superior to the popular projection and reparameterisation methods and 
required only a small amount of additional computation for the assumption of Gaussian 
noise statistics. For Poisson noise statistics the scaling inherent in the RL algorithm proved 
very powerful for avoiding negative and hence meaningless solutions. A simple modification 
to the standard RL algorithm combined the desirable features of the RL algorithm with the 
guaranteed convergence of the quadratic programming method. 
A review of existing blind deconvolution algorithms indicated very few multiple frame 
Gaussian noise based algorithms. The logical extension of the quadratic programming 
algorithm to iterative blind deconvolution was relatively straightforward as iterative blind 
deconvolution often reduces to two linked conventional deconvolution problems. The ex-
tension to iterative blind deconvolution, with the inclusion of a variety of regularisation 
options, led to the development of a series of MAP blind deconvolution algorithms. The 
use of energy constraints alone and combined with penalty terms and statistical priors 
produced the best reconstructions from atmospheric speckle images. Although both the 
conventional deconvolution and blind deconvolution techniques presented in chapters 5 and 
6 are illustrated for the astronomical imaging problem they have a much wider application. 
For example, the basic quadratic programming method was applied to a number of different 
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inversion problems throughout this thesis. 
Single and multiple conjugate adaptive optics technologies, which aim to compensate for 
the distortion introduced by the atmosphere in real-time, would benefit from knowledge of 
the vertical structure of the atmosphere. The processing of experimental SCIDAR data, in 
chapter 7, highlighted a variety of problems associated with this technique including aspects 
related to the data acquisition, data processing and assumptions inherent to the method. 
Alternative processing methods were proposed and trialed in an attempt to combat these 
problems. A thorough investigation into the effects of inaccurate and incomplete assump-
tions indicated that the layer height estimation is reliable, but the turbulence strength 
estimation is not. The covariance measure is a contributing factor in this area as it does 
not appear to directly measure the wavefront tip and tilt components, known to contribute 
significantly to the overall distortion. Finally, a major limitation of the technique is the 
need to image binary stars of a suitable separation and brightness. 
The problems with the practical implementation of the SCIDAR method provided the 
motivation for the development and investigation of different approaches for the estimation 
of turbulence structure. The well-established DIMM and HDIMM technologies, used for 
estimating the turbulence coherence length, were extended to the estimation of atmospheric 
turbulence profiles. To obtain complete turbulence profiles, however, these still require the 
imaging of a binary star. The extension of the SCIDAR technique to use of single star 
scintillation was also investigated and demonstrated. However, the need to assume a form 
for the turbulence phase statistics is still a limitation of all current and proposed methods. 
Therefore, there is a definite need for further development of these techniques. 
9.2 Future research 
Many of the powerful astronomical blind deconvolution algorithms use information about 
the imaging optics and/ or the atmosphere to constrain the solution away from the undesir-
able outcomes inherent to the problem. However, care must be taken as the incorporation 
of incorrect prior information can lead to unrealistic results. In addition, there exist many 
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problems for which this information is not available. In these instances general algorithms, 
that will return meaningful solutions for the minimum amount of prior information, are re-
quired. The results in chapter 6 illustrate the potential for robust Gaussian noise algorithms 
requiring only small amounts of prior information. For astronomical imaging applications, 
Poisson noise algorithms are more appropriate. All existing Poisson noise techniques re-
viewed use EM/RL updates with additional constraints. However, the standard RL method 
suffers from a number of problems. The incorporation of the modified RL update into exist-
ing Poisson noise algorithms should produce powerful and robust techniques for very little 
additional cost. Finally, further testing of these algorithms on a variety of different test 
objects, including real data and extended objects, is desirable to confirm their effectiveness. 
A drawback of the techniques presented in chapter 6 is the selection of a value for the regu-
larisation parameter. Improved and robust techniques for doing this would be an advantage. 
The joint minimisation of f and h with positivity enforced by quadratic programming is 
another area for future work. Finally, the determination of a fundamental limit to recon-
struction resolution and quality that can be achieved with this type of algorithm would be 
of considerable interest. 
Clearly, there are many possibilities for further research in the area of atmospheric tur-
bulence profile estimation. The SCIDAR technique although theoretically sound requires 
further refinement for more accurate practical implementation. In addition, the potential 
for practical implementation of the single star method proposed in chapter 8 requires fur-
ther research. The use of single stars, seen in abundance when viewing the sky at night 
with the naked eye, would be a considerable advantage to these techniques. 
An interesting research possibility as foreshadowed in chapter 8 would be to combine sin-
gle star SCIDAR, or the existing SCIDAR methods, with wavefront sensing techniques. 
The addition of an extra measurement plane, beneath the telescope aperture as in gener-
alised SCIDAR, to the single star problem to match a plane an equal distance above the 
aperture would provide enough information to enable simultaneous curvature sensing to be 
performed. Not only does this have the potential to provide a corresponding estimate of the 
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actual phase distortion, thereby eliminating the need to assume a specific power law, but 
also the 3D mapping of the turbulence at a particular site. This would be a big step towards 
the ultimate goal, a real-time technique for the estimation of atmospheric turbulence that 
does not depend strongly on the assumed turbulence statistics. 
It is therefore worth investigating whether SCIDAR methods can be implemented in real-
time in combination with an AO system. As the turbulence is continually changing it would 
be advantageous to combine real-time techniques for estimating the turbulence structure 
with the control system of a single or multiple conjugate system. This would allow the 
deformable mirror or mirrors to be conjugated to the average seeing layer or layers as they 
change and hence further improve the quality of the recorded images. 
The imaging of a binary star using an HDIMM is another potentially powerful turbulence 
estimation technique, although there appears to be no further mention of this technique 
apart from its original source of Bally et al [10]. Particularly so in that its implementation 
requires only standard readily available optical components. A comparison of this technique 
with the SCIDAR method would be beneficial in determining its sensitivity to noise and 
non-Kolmogorov effects for instance that are such limiting factors of the SCIDAR technique. 
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Appendix A 
Optimisation Approaches 
The use of maximum-likelihood (ML) and maximum a posteriori (MAP) techniques require 
the minimisation of an error function or the maximisation of a likelihood function. A variety 
of techniques including steepest descent, optimal step length steepest descent and conjugate 
gradient techniques can be used. 
A.1 The method of steepest descent (the gradient method) 
The steepest descent method also known as the gradient method is a simple algorithm often 
used when minimising a function of several variables. A drawback of the technique is its 
slow convergence and as a result other algorithms have been developed that attempt to 
modify the basic descent direction so as to produce an algorithm with superior convergence 
properties. 
Consider the minimisation of an error function E(f). The method of steepest descent is 
defined by 
(A.1) 
where a(k) is the non-negative step, s(k) = 8~~) is the gradient of E with respect to j(k). 
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From an initial starting point a step is taken in the direction of negative gradient. This 
new estimate is then used to update the search direction and the process is repeated. 




E(f) = ~llHJ - di! 2 • (A.3) 
where Q = HT H and b = HT d. The minimisation of each of these error functions is 
equivalent to solving Q f = b for f. In the quadratic case it is possible to take this a step 
further and calculate an optimal value for a,(k) for each iteration. A standard result for this 
optimal a,(k) as given in Luenberger [106] is 
(k) - _(_s(-k)_f_s_(k~) 
a - (s(k))TQs(k) · 
A.2 The conjugate gradient method 
(A.4) 
The conjugate gradient method is also a descent method used for minimising quadratic 
problems of the forms given in Eqs. (A.2) and (A.3). The conjugate gradient method is 
similar to the method of steepest descent and requires the following steps: 
y(O) b- Qx(O) 





s(k) Qx(k) - b (A.7) 





Here y(k) represents the search direction, s(k) represents the gradient, (3(k) is used to update 
the search direction and Q is an n x n symmetric positive definite matrix [106]. Note the 
deviation from the notation of Luenberger [106] for the search direction, y instead of d, 
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and gradient, s instead of g. This is to avoid confusion with d(x) the observed data and 
g(x) the noise free convolution of f(x) and h(x). At each iteration the search direction 
taken by the algorithm is a linear combination of the current gradient and the previous 
search directions. The step size is recalculated each iteration as in optimal step length 
steepest descent to guarantee the minimum of the subspace spanned by the current and 
previous search direction vectors is reached. In addition, a single conjugate gradient step is 
equivalent to optimal step length steepest descent. The solution is guaranteed in no more 
than N iterations for a vector of length N and it is at least a good as that obtained using 
the steepest descent approach from the same starting point. 
A.3 The non-quadratic conjugate gradient method 
The conjugate gradient method can also be extended to non-quadratic problems by the 
introduction of suitable approximations. The step, a(k), must now be generated as the 
solution to a linesearch. There exist many different possible linesearches, for example the 
Newton-Raphson method [72]. It is also necessary to use an alternative update for (3(k+l). 
The update for (3(k+l) used throughout this thesis is the Polak-Ribiere update [106], 
(A.10) 
A.4 FFT based conjugate gradient minimisation 
The theoretical development of this theory has been in matrix form. This section shows how 
each step of the conjugate gradient algorithm can be implemented quickly using convolutions 
and on a specific constraint set if required. Note that when performing convolutions via 
the FFT, the components of the convolution must be zeropacked to the size of the resultant 
convolution, in order to increase their sampling rate in Fourier space. Minimising Eq. (A.2) 
is equivalent to solving 
Qf = b (A.11) 
for J, where Q = (HT H + 11) when using Tikhonov-Miller regularisation and b = HT d. 
Given a starting estimate j(0), the steps for solving for j(k) are outlined below. Note that 
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the uppercase of a quantity corresponds to its Fourier transform, e.g. 
H = :F {h} = L: L: h(x,y)exp(j27r(ux + vy))dxdy, (A.12) 
and 
h = ;:-1 {H} = L: L: H(u, v)exp(-j27r(ux + vy))dudv. (A.13) 
In addition, the active and inactive constraints can be easily selected by an element by 
element multiplication with a suitable mask, M, comprising a 0 at pixels corresponding to 
an active constraint and a 1 at pixels corresponding to an inactive constraint. For problems 
not requiring a quadratic programming solution M can be set equal to a matrix of ls with 
the steps outlined below reducing to the standard conjugate gradient algorithm. 
Step 1. 
Compute the initial search direction, d(o), 
(A.14) 
where s(o) is the initial gradient, Q = (HT H + 11), b =HT d and M represents the current 
constraint set. Multiplication by Q corresponds to convolving po) with the autocorrelation 
of h and adding 'Y po) to the result. This can be implemented using 
(A.15) 
The term HT d can be computed using 
(A.16) 
where a superscript * denotes conjugation. 
Step 2. 
The current mask is used to update the estimate, Pk), by 
(A.17) 
where a(k) is given by Eq. (A.6). The Qy(k) product in Eq. (A.6) can be calculated as in 
Eq. (A.15). 
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Step 3. 




and (3k is given by Eq. (A.9). The Qj(k+l) and Qy(k) products can be calculated as in Eq. 
(A.15). 
Step 4. 
Complete the minimisation on the current constraint set M by repeating steps 2 and 3 for 
the desired number, N, of conjugate gradient iterations. 
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