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Resumen
En esta tesis se ha desarrollado una versio´n del algoritmo evolutivo Embo-
died Evolution (EE) que generaliza las existentes en el campo, con el objetivo
de avanzar en la estandarizacio´n de este paradigma de forma que pueda ser
estudiado de manera formal, y as´ı conocer sus fortalezas y limitaciones. El al-
goritmo desarrollado en esta tesis se ha denominado “cano´nico”porque se ha
disen˜ado tras el ana´lisis detallado de los procesos ba´sicos comunes a las diferen-
tes variantes dentro de Embodied Evolution, de modo que u´nicamente contiene
dichos procesos intr´ınsecos, y una parametrizacio´n de los mismos lo ma´s general
posible. El funcionamiento de este algoritmo cano´nico de Embodied Evolution
se ha analizado en un conjunto de funciones teo´ricas representativas de los es-
pacios de bu´squeda en optimizacio´n colectiva, sobre los que se ha llevado a cabo
un ana´lisis de sensibilidad exhaustivo. Finalmente, las conclusiones del ana´lisis
teo´rico se han validado en una tarea real en la cual se ha podido comprobar la
validez de la aproximacio´n a la hora de optimizar la coordinacio´n emergente del
sistema multi-robot, tanto a nivel de rendimiento como a nivel de organizacio´n
automa´tica en especies, una propiedad fundamental de este paradigma.

Resumo
Nesta tese doutoral desenvolveuse unha version do algoritmo evolutivo Em-
bodied Evolution (EE) que xeneraliza as existentes no campo, co obxectivo de
avanzar na estandarizacio´n deste paradigma, de forma que poida ser estudado
de maneira formal, e as´ı con˜ecer as su´as fortalezas e limitacio´ns. O algoritmo
desenvolvido nesta tese denominouse algoritmo cano´nico porque foi desen˜ado
tras analizar detalladamente os procesos ba´sicos comu´ns a´s diferentes variantes
dentro de Embodied Evolution, de modo que u´nicamente conte´n estes procesos
intr´ınsecos, e una parametrizacio´n dos mesmos o ma´is xeral posible. O funciona-
miento do algoritmo cano´nico de Embodied Evolution analizouse nun conxunto
de funcio´ns teo´ricas representativas dos espazos de bu´squeda en optimizacio´n
colectiva, sobre os que se realizou unha ana´lise de sensibilidade exhaustiva. Fi-
nalmente, as conclusions da ana´lise teorica validouse nunha tarefa real, na que
se puido comprobar a validez da aproximacio´n a´ hora de optimizar a coordi-
nacio´n emerxente do sistema multi-robot, tanto a nivel de rendemento como




In this PhD thesis, a version of the Embodied Evolution (EE) algorithm
has been developed that generalizes the existing version on the field, with the
goal of advancing in the standardization of this paradigm such that it could
be studied in a formal way and discover its strengths and limitations. The de-
veloped algorithm has been named “canonical” because it was designed after
analyzing in detail the basic common processes of the di↵erent variants in Em-
bodied Evolution, in a way that only contains the intrinsic processes and a
parametrization as general as possible. The operation of this Embodied Evolu-
tion canonical algorithm has been analyzed in a set of theoretic functions that
represent the di↵erent search landscapes in collective optimization, in which a
sensibility analysis has been performed. Finally, the conclusions of the theoretic
analysis has been validated in a real task in which the validity of the approxi-
mation has been confirmed through the successful optimization of the emergent
coordination of the multi-robot system, both in performance and in automatic
organization in species, a fundamental property in this paradigm.
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Esta tesis se centra en el desarrollo de un algoritmo evolutivo para la optimi-
zacio´n de sistemas multi-robot. Por optimizacio´n, en este contexto, se entiende,
por un lado, la obtencio´n de la morfolog´ıa del equipo de robots, tanto en nu´mero
como en sus capacidades de sensorizacio´n y actuacio´n, lo que se conoce como
disen˜o morfolo´gico del sistema. Por otro lado, tambie´n se debe optimizar el con-
trol de los robots con el objetivo de lograr un comportamiento coordinado que
resuelva la tarea de manera colectiva. El uso de te´cnicas basadas en computacio´n
evolutiva para optimizar sistemas multi-robot no es nueva, ya que su gran capa-
cidad de bu´squeda en espacios de alta dimensionalidad los hace, a priori, muy
adecuados para la resolucio´n de problemas multi-componente. Pero la aproxima-
cio´n que aqu´ı se plantea se diferencia en varios aspectos del tratamiento cla´sico
de los algoritmos evolutivos en este contexto, todos ellos originados por el ob-
jetivo principal de esta tesis de optimizar sistemas multi-robot que puedan ser
transferidos a la realidad de manera directa. Primeramente, se busca que el algo-
ritmo no limite el tipo de morfolog´ıa del sistema, de tal modo que no se reduzca
al uso de robots homoge´neos o con un nu´mero predeterminado de elementos.
Adema´s, se pretende que la solucio´n al problema sea totalmente descentralizada,
es decir, que no dependa de la existencia de canales de informacio´n centrales,
sino que los robots deben ser totalmente auto´nomos en su operacio´n. Finalmen-
te, el algoritmo que se propone, parte de que la evolucio´n de los individuos se
2realiza en tiempo de ejecucio´n mientras e´stos interactu´an en su entorno, de mo-
do que el sistema sea tolerante a cambios. Con estas premisas de partida, en el
Grupo Integrado de Ingenier´ıa de la UDC se ha venido desarrollando desde hace
an˜os un algoritmo denominado ASiCo (Asynchronous Situated COevolution),
basado en el paradigma evolutivo “Embodied Evolution” (Embodied Evolution
(EE)), que se fundamenta tambie´n en estos requisitos de disen˜o. El algoritmo
ASiCo ha mostrado su gran potencial en diversas aplicaciones pra´cticas de opti-
mizacio´n en espacios de bu´squeda colectivos, pero tambie´n ha quedado patente
una alta sensibilidad a su parametrizacio´n y a las caracter´ısticas de cada pro-
blema particular. En este sentido, las diferentes variantes del paradigma EE
muestran una problema´tica similar, y por esta razo´n, en esta tesis se ha llevado
a cabo el desarrollo de una versio´n “cano´nica” de un algoritmo de EE, es de-
cir, una versio´n que identifique los procesos ba´sicos del paradigma, los aisle del
entorno de aplicacio´n del sistema, y los parametrice de la manera ma´s sencilla
posible. Una vez desarrollado este algoritmo cano´nico de EE, se ha llevado a
cabo un ana´lisis y caracterizacio´n formal como etapa indispensable a la hora de
ser aplicado con rigor en este dominio.
Para que un conjunto de robots realice un comportamiento colectivo que
resuelva una tarea no trivial es necesaria una coordinacio´n entre ellos, ya que
simplemente la interaccio´n libre de los mismos no es suficiente para que surja este
tipo de comportamiento organizado. Los robots pueden compartir informacio´n
y aprovechar las capacidades de otros robots, haciendo que el comportamiento
colectivo sea ma´s que la simple agregacio´n de los individuales. La obtencio´n
de coordinacio´n en sistemas multi-robot es compleja, ya que se debe disen˜ar
el controlador individual de cada robot buscando una respuesta a nivel colec-
tivo, teniendo en cuenta que, en general, no existe una relacio´n directa entre
comportamientos individuales y comportamiento colectivo. Asimismo, el con-
trol individual depende de la morfolog´ıa del robot, lo cual tambie´n condiciona
el comportamiento colectivo. Por este motivo, la optimizacio´n de la coordinacio´n
se ha tratado habitualmente como un problema separado de la optimizacio´n de
la morfolog´ıa, ya que as´ı se reduce la complejidad del espacio de bu´squeda. Otra
discusio´n ser´ıa si esta es la forma ideal de afrontar el problema, ya que un disen˜o
morfolo´gico o´ptimo del sistema multi-robot, podr´ıa simplificar el control. En el
marco de esta tesis doctoral, se ha impuesto como requisito de disen˜o para el
algoritmo de optimizacio´n que posibilite tambie´n la obtencio´n de la morfolog´ıa
del sistema, pero no se ha estudiado este aspecto. Por tanto, se ha centrado el
esfuerzo en desarrollar un algoritmo “cano´nico”de EE que optimice el control
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coordinado a partir de una morfolog´ıa fija.
Podemos distinguir dos grandes grupos de aproximaciones a la hora de
coordinar sistemas multi-robot: coordinacio´n intencional (tambie´n denomina-
da expl´ıcita) o coordinacio´n emergente (tambie´n denominada impl´ıcita). En la
coordinacio´n intencional, los comportamientos individuales esta´n normalmen-
te predefinidos, y el objetivo se centra ma´s en co´mo asignar tareas al grupo,
utilizando para ello comunicaciones expl´ıcitas entre robots. En la coordinacio´n
emergente no se predefinen ni los comportamientos ni la forma en que e´stos
pueden organizarse. La coordinacio´n intencional tiene el problema de que no es
escalable y es abordable u´nicamente para un grupo reducido de robots, mientras
que con coordinacio´n emergente se aprovechan las caracter´ısticas de flexibilidad,
robustez y escalabilidad de los sistemas colectivos. Por contra, la coordinacio´n
intencional puede quedar fa´cilmente atrapada en soluciones triviales al tener
que solucionar problemas muy complejos que pueden contener numerosas am-
bigu¨edades. Esta tesis ha seguido una aproximacio´n con coordinacio´n emergente
ya que no esta´ sujeta a las restricciones de la coordinacio´n intencional a la hora
de su implantacio´n pra´ctica, por lo que proporciona un campo de desarrollo ma´s
abierto.
En la coordinacio´n emergente, la mayor´ıa de las aproximaciones parten de
una inspiracio´n biolo´gica. Por un lado, debemos destacar la robo´tica de en-
jambre, que esta´ basada en el comportamiento de sistemas colectivos naturales
como, por ejemplo, los insectos, los bancos de peces, las colonias de abejas o las
bandadas de pa´jaros. En robo´tica de enjambre los sistemas multi-robot esta´n
formados por robots muy simples pero en gran nu´mero, y la coordinacio´n surge
de la interaccio´n entre estos elementos simples. Por otro lado, podemos encon-
trar me´todos basados en aprendizaje por refuerzo, en los que se introducen
penalizaciones y recompensas a cada robot despue´s de cada secuencia de ac-
ciones que realizan. De esta forma modifica gradualmente su comportamiento
hacia el comportamiento esperado. Estos algoritmos se han usado para obte-
ner comportamientos en sistemas de un solo robot pero tambie´n en sistemas
multi-robot, abordando las dificultades que surgen al realizar este paso: un in-
cremento del espacio de estados y el problema de la asignacio´n individual de la
recompensa.
Finalmente, debemos hablar de los algoritmos evolutivos, que es el campo
donde se enmarca esta tesis. Existen diferentes formas de aplicar evolucio´n en
sistemas multi-robot, pero se puede diferenciar, en un primer te´rmino, segu´n
4la forma de representacio´n y de codificacio´n de los controladores en los geno-
tipos. Las primeras aproximaciones, y las ma´s sencillas, se basan en un equipo
homoge´neo: se crea una poblacio´n con n individuos donde cada uno codifica
los para´metros de un controlador, y para evaluarlo, se clona en cada uno de los
robots del equipo. Para evolucionar este controlador, se requiere definir una fun-
cio´n de calidad que medir´ıa el rendimiento del equipo en el problema a resolver,
y en base a este criterio, se producir´ıan sucesivamente mejores individuos hasta
un obtener en equipo de controladores o´ptimo. La definicio´n de la funcio´n de
calidad es una de las claves de que el proceso funcione, y el co´mo disen˜ar funcio-
nes de calidad adecuadas es uno de los problemas abiertos en robo´tica evolutiva
multi-robot. Esta aproximacio´n tradicional de obtencio´n de los controladores
homoge´neos es un proceso de evolucio´n o↵-line, ya que hasta que no finalice la
evolucio´n, el sistema multi-robot no empieza su operacio´n en el entorno. Antes
de esto necesita una fase de evolucio´n en la que c´ıclicamente se forman equipos
y se sustituyen todos los controladores. Solo cuando se hayan obtenido unos
controladores o´ptimos, el sistema comienza su operacio´n.
Cuando el problema, en vez de formularse con un equipo homoge´neo, se for-
mula con un equipo heteroge´neo en el que cada uno de los controladores puede
ser diferente, la forma ma´s ba´sica de aplicar un algoritmo evolutivo es codificar
todo el equipo en un mismo genotipo del evolutivo. Esta aproximacio´n tiene
la desventaja de que la complejidad escala exponencialmente al aumentar en
nu´mero de robots, con lo cual solo es adecuada con equipos poco numerosos.
Otra aproximacio´n consiste en evolucionar los controladores en poblaciones di-
ferentes del mismo algoritmo evolutivo. Esta u´ltima estrategia hace surgir el
concepto de co-evolucio´n. La co-evolucio´n es un tipo de evolucio´n en donde la
calidad de los individuos depende de su interaccio´n con otros. Segu´n la natura-
leza de esta interaccio´n, se puede diferenciar entre co-evolucio´n competitiva y
cooperativa. En co-evolucio´n competitiva, los individuos ganan calidad frente a
otros individuos que la pierden. Por contra, en co-evolucio´n cooperativa los in-
dividuos obtienen recompensas o penalizaciones actuando conjuntamente como
equipo. Desde el punto de vista de los dominios multi-robot, la co-evolucio´n es
muy interesante porque es una herramienta adecuada para abordar la explosio´n
del espacio de bu´squeda a la hora de optimizar los para´metros para un equipo
de robots. El ejemplo ma´s ilustrativo de co-evolucio´n, y de los ma´s estudiados,
es el problema del depredador-presa.
Algunos ejemplos de co-evolucio´n cooperativa se han desarrollado en tareas
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de construccio´n colectiva, exploracio´n colectiva, o bu´squeda de puntos de intere´s.
La co-evolucio´n competitiva tambie´n se ha estudiado desde el punto de vista
de la teor´ıa de juegos, como por ejemplo, el dilema del prisionero. Una ventaja
de la co-evolucio´n es que se produce una dina´mica que no ocurre en evolucio´n
cla´sica, que se conoce como carrera de armas evolutiva, en las que los individuos
al co-evolucionar juntos, se adaptan mejorando relativamente uno frente al otro
sucesivamente, pero produciendo una mejora en te´rminos absolutos con una
complejidad que a veces la evolucio´n cla´sica no es capaz de obtener.
Existe toda una familia de algoritmos que siguen los principios de la co-
evolucio´n cooperativa que se denominan Cooperative Coevolutionary Algorithms
(CCEAs), y se han aplicado tanto a problemas de optimizacio´n general con al-
ta dimensionalidad como a sistemas multi-robot, para los que son adecuados
debido a su estructura multi-componente. Estos algoritmos siguen una filosof´ıa
divide y vencera´s ya que la evolucio´n se realiza en varias poblaciones aisladas
en paralelo, descomponiendo el problema en problemas ma´s simples. Para sis-
temas multi-robot, se evoluciona el controlador de cada uno de los robots en
poblaciones diferentes y aisladas. El nu´mero de poblaciones puede ser igual al
nu´mero de robots o menor que el nu´mero de robots, en cuyo caso, varios robots
se evolucionan en la misma poblacio´n. A la hora de evaluar un controlador, se
deben formar equipos con el resto de controladores de otras poblaciones para
evaluarse conjuntamente. Las desventajas de esta te´cnica son varias: la comple-
jidad se dispara al aumentar el nu´mero de robots en el sistema (a cada robot
le corresponde una poblacio´n), es dif´ıcil asignar la calidad a un individuo al ser
evaluado en diferentes combinaciones de equipo y se debe establecer a priori
el nu´mero de poblaciones, para lo que se debe conocer la descomposicio´n del
problema a resolver.
La complejidad se dispara porque el nu´mero de equipos posibles (combina-
ciones de individuos de diferentes poblaciones) a evaluar aumenta exponencial-
mente con el nu´mero de robots y realizar todas esas evaluaciones es costoso en
tiempo computacional. Una consecuencia de este nivel de complejidad es que
estos algoritmos no permiten una evolucio´n en tiempo real y tienen que operar
en simulaciones o↵-line, ya que la forma de evaluar a los individuos es for-
mando equipos de manera s´ıncrona, cambiando todo el equipo de controladores
simulta´neamente, para evaluar a todos los individuos, lo que implica reiniciar
el escenario. La asignacio´n de calidad es un problema en los CCEAS porque las
evaluaciones dependen del contexto, y un individuo con buena calidad puede
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valoracio´n justa. Existen algunos trabajos que tratan este problema de co´mo
asignar calidad individual, por ejemplo, intentando medir la contribucio´n real
del robot al equipo o evaluando un individuo con un equipo y a su equipo sin
e´l. Respecto al problema de conocer a priori el nu´mero de poblaciones, si se
conoce la descomposicio´n del problema, estos algoritmos son adecuados ya que
cada poblacio´n puede especializarse en cada sub-problema optimizando as´ı la
solucio´n colectiva. De ah´ı que la especializacio´n sea un aspecto a estudiar en
estas aproximaciones y que tambie´n tenga relevancia en esta tesis. Como a veces
no es posible conocer a priori dicha descomposicio´n, existen algoritmos de este
tipo en los que el nu´mero de poblaciones se modifica a lo largo de la evolucio´n,
creando o destruyendo poblaciones segu´n corresponda con el estado actual de
la evolucio´n pero estas aproximaciones son muy complejas y no son aplicables
a problemas reales.
Una te´cnica que busca dar solucio´n a los problemas anteriores de los CCEAS
es la denominada “Embodied Evolution” (EE) que propusieron Watson y Ficici
en 1999, como una aproximacio´n ma´s aplicable a problemas multi-robot reales,
ya que se basa en que la poblacio´n que se evoluciona esta formada directamente
por los robots reales que ”habitan.el problema. Con ello, resuelve de manera in-
nata dos problemas ba´sicos de las te´cnicas evolutivas comunes: la transferencia
de la simulacio´n al mundo real y el elevado tiempo de co´mputo de las evaluacio-
nes. En el primer caso porque la evolucio´n se lleva a cabo con los robots reales
realizando la tarea mientras evolucionan (es un proceso “on-line”, adapta´ndose
en tiempo real) y en el segundo porque cada robot lleva incrustado un individuo
que es el que se esta´ evaluando en lugar de una poblacio´n entera.
A pesar de que existen trabajos previos en robo´tica evolutiva en los que
el evolutivo se encuentra incrustado en el cuerpo del robot, el algoritmo de
Watson fue la primera aproximacio´n distribuida de “embodied evolution” apli-
cado a sistemas multi-robot. En Embodied Evolution, los robots interactu´an e
intercambian informacio´n gene´tica de forma as´ıncrona y local, ya que esta trans-
misio´n esta´ basada en encuentros f´ısicos en el entorno. Esto es una diferencia
significativa respecto a un algoritmo evolutivo cla´sico donde la reproduccio´n de
individuos la realiza el algoritmo de forma centralizada, los procesos son s´ıncro-
nos y se llevan a cabo las etapas de la evolucio´n secuencialmente: evaluacio´n,
reproduccio´n y reemplazo.
En un algoritmo de EE, la presio´n selectiva, es decir, que los individuos con
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mejor calidad propaguen con mayor frecuencia su co´digo gene´tico, se introdu-
ce a trave´s del concepto de energ´ıa. Un robot consume energ´ıa pero tambie´n
obtiene energ´ıa como una recompensa (definida por el disen˜ador) cuando se
realiza de forma satisfactoria la tarea que se quiere resolver. Los robots que
pierden toda su energ´ıa son reemplazados, mientras que los robots que tienen
ma´s energ´ıa pueden permanecer en el entorno ma´s tiempo para transmitir su
co´digo gene´tico a otros individuos. En la implementacio´n original del algorit-
mo EE, la transmisio´n de material gene´tico se produce siguiendo el algoritmo
PGTA, que transmite genes de un robot a otro de forma probabil´ıstica, con
una probabilidad proporcional a la energ´ıa del individuo que env´ıa. Otra carac-
ter´ıstica del algoritmo de EE es que es “open-ended”, es decir, el sistema no
tiene un l´ımite de tiempo para evolucionar, sino que los hace indefinidamente
adapta´ndose en tiempo real al entorno hasta que se detenga de manera expl´ıcita.
La l´ınea de EE comenzada por el algoritmo de Watson et al. ha experimen-
tado un gran auge en la u´ltima de´cada, con diversas variaciones del algoritmo
original que han sido aplicadas a diferentes tipos de problemas colectivos, aun-
que fundamentalmente en sistemas multi-robot, tanto reales como simulados.
Existen dos grandes tendencias dentro de EE, la aproximacio´n de EE distribui-
da (dEE) similar a la del algoritmo original, o la versio´n encapsulada (eEE), en
la que los robots en vez de llevar dentro de su cuerpo un solo genotipo llevan
una poblacio´n entera. La versio´n encapsulada funciona como una serie de islas
evolucionando en paralelo y en tiempo real, en las que se evalu´an los individuos
conjuntamente de forma as´ıncrona. La ventaja es que cada robot tiene variedad
gene´tica sin tener que comunicarse con ningu´n otro robot, pero con el inconve-
niente de que se deben utilizar mecanismos de reparto de tiempo para evaluar a
todos los individuos de la poblacio´n que almacena cada robot. Por otra parte, la
versio´n distribuida es mucho ma´s escalable y se beneficia a la hora de aumentar
el nu´mero de robots, ya que de esta forma se garantiza una variedad gene´tica
distribuida sobre toda la poblacio´n.
Dentro de la l´ınea de dEE, en el Grupo Integrado de Ingenier´ıa de la UDC
se ha venido desarrollando el algoritmo ASiCO (Asynchronous Situated Coevo-
lution). Al igual que el algoritmo de Watson, es un algoritmo de EE distribuido
en el que cada robot lleva consigo un embrio´n que pasa a tomar el control del
robot cuando el controlador actual del robot se reemplaza. Al contrario que en
el algoritmo de Watson en el que se transmit´ıan porciones del genotipo a otros
individuos, en este algoritmo se transmite informacio´n gene´tica para formar
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tenciales tomen control del robot cuando ocurra el reemplazo. Esta transmisio´n
gene´tica se produce cuando los individuos coinciden en un rango sensorial. La
evaluacio´n de los individuos en el entorno se realiza a trave´s de la energ´ıa, y
los reemplazos se producen cuando un robot consume toda su energ´ıa o alcanza
una vida ma´xima, lo que produce los reemplazos de los controladores por los
embriones. Este algoritmo fue aplicado satisfactoriamente y analizado en varias
tareas de coordinacio´n multi-robot, tales como vigilancia o limpieza, y en otras
de optimizacio´n colectiva como rutas de fletes de buques.
El e´xito pra´ctico del algoritmo ASiCO en la coordinacio´n de sistemas multi-
robot confirmo´ la potencialidad del paradigma evolutivo dEE para la resolucio´n
de este tipo de casos tan complejos. Pero durante su aplicacio´n, se detectaron
tambie´n diversos problemas. Los principales han sido los siguientes: tiene una
parametrizacio´n muy numerosa y adema´s esta´ muy ligada a cada tarea espec´ıfi-
ca, requiere un ajuste manual de estos para´metros y la implementacio´n de los
operadores ba´sicos es muy espec´ıfica de cada tarea. En consecuencia, no se pue-
den extraer conclusiones generales sobre el funcionamiento del algoritmo porque
los resultados no son extrapolables a otras tareas. Esta falta de estandarizacio´n
es comu´n a los diferentes algoritmos de dEE que existen en la bibliograf´ıa. En
consecuencia, de la observacio´n de estos problemas comunes, ha surgido la nece-
sidad de disen˜ar un nuevo algoritmo que no cuente con las mismas limitaciones
y que permita valorar el verdadero potencial de los algoritmos de dEE en pro-
blemas reales. El disen˜o, implementacio´n y validacio´n de este nuevo algoritmo,
que se ha denominado algoritmo cano´nico de dEE, es el objetivo principal de
esta tesis.
Para disen˜arlo, como punto de partida, se han analizado los principales al-
goritmos de dEE, como son el algoritmo original de Watson, el mEDEA y el
ASiCO, con el objetivo de reducir este paradigma a su .esqueleto.eidentificar
los procesos ba´sicos que lo conforman, obteniendo una aproximacio´n cano´nica
y general. Adema´s, el algoritmo cano´nico se ha independizado totalmente del
entorno y de la tarea. Tanto las interacciones como los intercambios gene´ticos
vienen determinados ahora por distribuciones de probabilidad y no de interac-
ciones locales en rangos sensoriales. La evaluacio´n es individual y gene´rica, en
la definicio´n del algoritmo no existe el concepto de energ´ıa, sino son las tareas
concretas las que introducen la necesidad de evaluar introduciendo el concepto
de energ´ıa.
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El algoritmo se ha parametrizado con un nu´mero de para´metros mı´nimo con
el fin de que sea fa´cil de configurar en nuevas tareas. Con objeto de analizar la
relevancia de estos para´metros sobre el comportamiento, se ha decidido realizar
un ana´lisis de sensibilidad en los espacios de bu´squeda de problemas multi-
robot a los que nos enfrentamos en esta tesis. Sin embargo, se ha detectado
que dentro del campo de la optimizacio´n colectiva no existe ningu´n conjunto de
tareas de referencia que permita comparar algoritmos rigurosamente ni se ha
estudiado la caracterizacio´n de los espacios de bu´squedas como se estudiado en
otros dominios. Las tareas a las que se enfrentan los algoritmos de optimizacio´n
colectiva en problemas multi-robot son tradicionalmente simples y muy similares
entre s´ı. Un ejemplo de esto son las tareas de fototaxia (dirigirse hacia la luz),
navegacio´n evitando obsta´culos o exploracio´n colectiva. Como excepcio´n, existen
algunos trabajos con tareas de mayor complejidad, como por ejemplo, tareas
de construccio´n colectiva que requieren sincronizacio´n entre los robots para
resolverse, pero con una reducida transferencia a la realidad.
En consecuencia, en esta tesis, se ha analizado la bibliograf´ıa con el fin de
desarrollar un conjunto de funciones sinte´ticas de referencia que caractericen
los tipos de espacio de bu´squeda ma´s comunes en problemas colectivos. Una
vez definido este conjunto de funciones, se ha analizado la sensibilidad de los
para´metros del algoritmo cano´nico de dEE. Para ello, fue necesario desarrollar
una metodolog´ıa inspirada en el me´todo “innovization”, presentado por Deb en
2006, que propone aplicar un algoritmo multiobjetivo para analizar las solucio-
nes en el frente de Pareto en busca de principios de disen˜o surgidos a trave´s de
la optimizacio´n, de ah´ı su nombre (innovaciones a trave´s de optimizacio´n), y
que no son directamente extra´ıbles por el disen˜ador ni intuitivos a priori, sino
que es informacio´n proporcionada por la propia optimizacio´n. El algoritmo mul-
tiobjetivo funciona como un meta-algoritmo que evoluciona los para´metros con
los que a su vez el algoritmo cano´nico se ejecuta. Los dos objetivos con los que
se aplica el algoritmo multiobjetivo son los siguientes: maximizar el rendimiento
del algoritmo cano´nico (calidad global en la tarea) y minimizar la variabilidad
en los resultados (desviaciones de la calidad en la tarea). De este estudio se
han concluido rangos o´ptimos para el funcionamiento de los para´metros segu´n
el tipo de espacio de bu´squeda o su dificultad.
No solo se pretende que el algoritmo cano´nico resuelva las tareas de forma
o´ptima, sino tambie´n que adapte su solucio´n al tipo de problema, por ejem-
plo, permitiendo obtener especializacio´n de los individuos en los casos que esto
10
proporcione una ventaja, o soluciones homoge´neas si corresponde. Para ello, en
las funciones sinte´ticas en donde se ha validado el algoritmo cano´nico, se con-
templan funciones con espacios de calidad que requieran especializacio´n. Como
se ha comentado anteriormente para los algoritmos CCEAS, la especializacio´n
es un mecanismo a estudiar en estos sistemas basados en evolucio´n natural en
los que se busca coordinacio´n emergente, ya que permite abordar un problema
complejo como un conjunto de sub-problemas ma´s simples. Por este motivo,
el estudio de la especializacio´n emergente en el algoritmo cano´nico ocupa un
espacio muy importante en esta tesis, y es una de las principales virtudes de las
aproximaciones basadas en EE.
Por u´ltimo, una vez que se ha analizado el funcionamiento del algoritmo
cano´nico de dEE en un conjunto de funciones sinte´ticas, se ha estudiado en una
tarea inspirada en un problema de vigilancia en interior con drones auto´nomos.
Esta tarea tiene gran relevancia en el marco de esta tesis, ya que contiene todas
las caracter´ısticas del tipo de problema a resolver en cuanto a complejidad de la
solucio´n, posibilidad de optimizacio´n mediante una aproximacio´n coordinada y
aplicabilidad real. La navegacio´n en interiores es ma´s compleja que en exterio-
res debido a la restriccio´n de no poder usar sistemas de posicionamiento como
GPS, y se debe apoyar en sensores a bordo como ca´maras para poder visualizar
marcadores naturales o artificiales, y realizar una estimacio´n de la posicio´n a
partir de estos. En este problema, la realizacio´n de la tarea de vigilancia co-
lectiva depende de resolver previamente una tarea impl´ıcita: el problema de la
localizacio´n. Para dotar del realismo adecuado a la tarea, se ha implementado
un entorno en simulacio´n que contiene un modelo de funcionamiento extra´ıdo de
la caracterizacio´n de un dron real, en concreto el modelo PARROT AR.DRONE
2.0. En el simulador se ha incluido el modelo de respuesta real de los sensores y
motores del AR.DRONE 2.0 a los elementos presentes en el entorno, fundamen-
talmente paredes y marcadores artificiales. Desde un punto de vista pra´ctico, se
ha comprobado la validez del algoritmo cano´nico para resolver este tipo de pro-
blema de alto grado de realismo en tiempo real y con condiciones cambiantes en
la tares. Adema´s desde el punto de vista del desarrollo de un nuevo algoritmo,
se ha comprobado la validez de los rangos de los para´metros obtenidos en el
caso sinte´tico, y si son relevantes en una tarea real.
El algoritmo cano´nico de dEE desarrollado se ha probado en esta tarea real
contra otros algoritmos similares, en concreto, contra una versio´n encapsulada
de EE y con un algoritmo de CCEA que es referencia en este campo para
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la optimizacio´n de funciones de alta dimensionalidad. En estas pruebas se ha
comprobado que el algoritmo cano´nico de dEE proporciona un rendimiento
pra´ctico mucho mayor que el resto, logrando niveles o´ptimos de resolucio´n de la
tarea en tiempos mucho menores. En un ana´lisis ma´s detallado de las soluciones
se ha podido observar que el principal motivo detra´s de esta mejora reside en
su capacidad para obtener individuos especializados en ciertas sub-tareas de
manera automa´tica.
La presente memoria de tesis se ha estructurado de la siguiente forma: en el
cap´ıtulo 2 se presentara´n el objetivo global y los sub-objetivos de la tesis, en el
cap´ıtulo 3 se revisara´n los principales trabajos que abordan la optimizacio´n de
sistemas multi-robot, con especial e´nfasis en las aproximaciones evolutivas. En
el cap´ıtulo 4 se expondra´n las especificaciones del sistema multi-robot que se
pretende optimizar as´ı como los requisitos de disen˜o para el algoritmo que los
debe lograr, y se justificara´ la eleccio´n del paradigma Embodied Evolution. En
el cap´ıtulo 5 se presentara´ en detalle el disen˜o e implementacio´n del algoritmo
cano´nico de dEE, y la parametrizacio´n propuesta para el mismo. En el cap´ıtulo
6 se describira´ el ana´lisis de sensibilidad realizado sobre el algoritmo cano´nico y
los resultados alcanzados. En el cap´ıtulo 7 se describe la tarea real sobre la que
se valida el desarrollo y se analizan los resultados obtenidos, tanto a nivel del
algoritmo como en comparacio´n con otros algoritmos similares. En el cap´ıtulo
7, se extraera´n las principales conclusiones del trabajo realizado en esta tesis y





La motivacio´n original de esta tesis doctoral ha sido la constatacio´n de que
los algoritmos evolutivos existentes en la bibliograf´ıa poseen una gran potencia-
lidad para la optimizacio´n de sistemas multi-robot, dada su gran capacidad de
bu´squeda en espacios de alta dimensionalidad, pero no se ha logrado au´n una
aplicabilidad real satisfactoria. La mayor parte de las aproximaciones existen-
tes relajan las especificaciones del sistema final al que se transfieren motivadas
por lograr un resultado adecuado, ignorando para ello criterios fundamentales
como el tiempo de co´mputo, la complejidad de los robots requeridos o la falta
de adaptabilidad de la solucio´n. Para satisfacer esta motivacio´n inicial, dentro
del Grupo Integrado de Ingenier´ıa de la Universidade da Corun˜a, se recurrio´ al
paradigma evolutivo Embodied Evolution, surgido a finales de los an˜os 90 para
afrontar el disen˜o automa´tico y en tiempo real de sistemas multi-robot mediante
algoritmos evolutivos. En este sentido, se desarrollo´ dentro del grupo de inves-
tigacio´n un algoritmo que sigue este paradigma, denominado ASiCo, y durante
an˜os se aplico´ a diferentes a´mbitos de la optimizacio´n colectiva con e´xito. Pero
su excesiva parametrizacio´n y sensibilidad al problema concreto, comu´n a otros
algoritmos basados en Embodied Evolution, hicieron que surgiese el objetivo
principal tras esta tesis doctoral. Formalmente:
El objetivo principal de esta tesis doctoral es el desarrollo de un algoritmo
evolutivo para la optimizacio´n de sistemas multi-robot basado en el paradigma
Embodied Evolution, que formalice las diferentes variantes que han surgido bajo
esta aproximacio´n
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Se trata, en definitiva, de comenzar una l´ınea de trabajo ambiciosa en la
estandarizacio´n de este paradigma con el objetivo de conocer sus fortalezas y
debilidades de manera formal a la hora de ser aplicado en el disen˜o automa´tico
de sistemas multi-robot reales. Para lograr este objetivo global se hace necesario
completar los siguientes sub-objetivos parciales:
Analizar los diferentes algoritmos de Embodied Evolution que existen en
la literatura y extraer los procesos ba´sicos que caracterizan su funciona-
miento.
Desarrollar un algoritmo cano´nico que estandarice esta familia de algorit-
mos. Para ello se debe:
• Modelar matema´ticamente los procesos ba´sicos de forma general
• Definir la parametrizacio´n ma´s simple posible de estos modelos
• Crear un pseudoco´digo que implemente los procesos ba´sicos detecta-
dos
Realizar un ana´lisis del funcionamiento del pseudoco´digo propuesto y un
ana´lisis de sensibilidad de la parametrizacio´n. Para hacer esto es necesario:
• Proponer un conjunto de funciones sinte´ticas que representen los dife-
rentes espacios de bu´squeda a los que se puede enfrentar un algoritmo
de este tipo en problemas colectivos
• Proponer una tarea real para un sistema multi-robot que cumpla las
especificaciones de aplicabilidad deseadas
• Proponer una metodolog´ıa experimental para realizar el ana´lisis de
funcionamiento y sensibilidad
Extraer conclusiones sobre los rangos de funcionamiento o´ptimo de los
para´metros en funcio´n de las propiedades del espacio de bu´squeda
Comparar el rendimiento del algoritmo frente a otros algoritmos similares
en la optimizacio´n de sistemas multi-robot
Realizar una primera aproximacio´n al estudio formal de este tipo de al-




Un sistema multi-robot se puede definir como un conjunto de robots que
operan sobre la misma tarea. Suele ser aplicado para resolver problemas colec-
tivos (aquellos que requieren ma´s de un robot para ser resueltos) y distribuidos,
pero tambie´n se puede utilizar en problemas que no requieren una solucio´n co-
lectiva, pero en los que resolver la tarea colectivamente produce algu´n beneficio.
De manera general, las principales ventajas de los sistemas multi-robot son las
siguientes:
son capaces de resolver tareas complejas al dividir la tarea global en otras
ma´s sencillas
aumentan la eficiencia en la resolucio´n de la tarea si e´sta se puede realizar
en paralelo
son robustos y tolerantes a fallos debido a su redundancia
son flexibles y escalables. Pueden estar formados con robots de diferen-
tes capacidades (sensores y actuadores) o con las mismas, y pueden ser
tolerantes a cambios en el nu´mero de integrantes del equipo
Se deben diferenciar los sistemas multi-robot de otros campos relacionados
como los sistemas multi-agente o la inteligencia artificial distribuida. En primer
lugar, se puede definir un agente como un mecanismo computacional con una
alta autonomı´a que interactu´a en un entorno virtual o simulado [Panait and
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Luke, 2005]. Los sistemas multi-agente son modelos formados por un conjunto
de agentes compartiendo un mismo entorno. En segundo lugar, la inteligencia
artificial distribuida afronta problemas complejos y busca soluciones distribui-
das mediante nodos de procesado, y se puede considerar un campo precursor
de los sistemas multi-agente. En contraste con ambos casos, los sistemas multi-
robot se enfrentan a entornos reales, lo cual implica una serie de restricciones
y prioridades a la hora de llevar a cabo su optimizacio´n. Como explican Russel
y Norvig en su libro [Russell and Norvig, 2010], el mundo real es inaccesible
(los sensores solo perciben est´ımulos cercanos al robot), es no determinista (las
ruedas derrapan, las piezas se rompen, y un robot debe lidiar con la incertidum-
bre), no episo´dico (los efectos de las acciones cambian a lo largo del tiempo),
dina´mico (se producen cambios fuera del control del propio robot), y conti-
nuo (no se pueden enumerar las posibles acciones). Esto ha implicado que la
investigacio´n en sistemas multi-agente se haya centrado ma´s en protocolos de
interaccio´n, comunicaciones o lenguaje, dejando de lado los problemas derivados
de la propia operacio´n del robot en el mundo real. Debido a que la motivacio´n
de esta tesis es el desarrollo de un algoritmo para la optimizacio´n de sistemas
multi-robot, se revisara´n trabajos enfocados a e´stos, aplicados tanto a robots
reales como simulados pero manteniendo un alto grado de realismo en la tarea,
y no se describira´n trabajos desarrollados para sistemas multi-agente. De todas
formas, hay que destacar que en muchos trabajos en sistemas multi-robot se
suelen relajar las condiciones del mundo real, que resulta en simulaciones en las
que la diferencia entre sistema multi-robot y sistema multi-agente no se percibe
con facilidad.
La presente tesis doctoral se centra en la optimizacio´n de los sistemas multi-
robot. Dicha optimizacio´n se lleva a cabo en dos niveles:
1. Optimizacio´n de la morfolog´ıa: centrada en la obtencio´n de la composicio´n
ideal del equipo a nivel hardware, tanto en el nu´mero de robots como en sus
caracter´ısticas en cuanto a sensores y actuadores, es decir, sus capacidades
de operacio´n. La optimizacio´n de la morfolog´ıa es un tema poco tratado el
la bibliograf´ıa, pero muy relevante a la hora de lograr un sistema realmente
optimizado.
2. Optimizacio´n del control: centrada en el la obtencio´n del control de cada
robot individual, con el objetivo de lograr un comportamiento coordinado
o´ptimo. La mayor parte de los trabajos que se revisara´n, y tambie´n el
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principal esfuerzo de desarrollo de esta tesis, esta´n en este nivel.
El presente cap´ıtulo se ha organizado de la siguiente manera. Inicialmente
se realizara´ una clasificacio´n de los sistema multi-robot en base a sus princi-
pales caracter´ısticas, de modo que quede claro sobre que´ elementos actu´an los
dos niveles de optimizacio´n comentados con anterioridad. A continuacio´n, en
el apartado 3.2, se revisara´n las principales aproximaciones a la optimizacio´n
de sistemas multi-robot basadas en algoritmos evolutivos, que es el principal
campo de intere´s de esta tesis.
3.1. Clasificacio´n de sistemas multi-robot
Existen diversas caracter´ısticas por las que pueden clasificar los sistemas
multi-robot, y ha habido en la literatura diferentes esfuerzos por hacerlo, aun-
que todas las clasificaciones coinciden en algunos criterios comunes. Una de
ellas es la proporcionada por Farinelli [Farinelli et al., 2004], en la que se clasi-
fican los sistemas multi-robot por tipo de coordinacio´n (cooperar o competir),
nivel de conocimiento de cada robot (individual o colectivo) y tipo de organi-
zacio´n (fuertemente centralizada, de´bilmente centralizada, o distribuida). Otra
clasificacio´n diferente aparece en el trabajo de Duro et al. [Duro et al., 2010],
que se basa en las siguientes caracter´ısticas: acoplamiento, morfolog´ıa, entorno,
control y percepcio´n. En cuanto al acoplamiento, los robots pueden presentan
acoplamiento f´ısico, como los s-bot [Dorigo et al., 2013], acoplamiento funcional,
dependiendo de otros robots para realizar una accio´n, (por ejemplo, colaborar
entre varios para pasar un obsta´culo), o acoplamiento de informacio´n, que exista
comunicacio´n entre ellos o no. En cuanto a la morfolog´ıa, los autores distinguen
entre sistemas heteroge´neos u homoge´neos. Relativo al entorno, los autores co-
mentan que no es estrictamente una caracter´ıstica del sistema multi-robot pero
s´ı condiciona su operacio´n, y tambie´n su disen˜o. En relacio´n con el control,
diferencian entre un control centralizado o control distribuido. Finalmente, en
cuanto a la percepcio´n, la capacidad de percepcio´n de cada uno de los robots
determina la informacio´n con la puede trabajar su controlador. Es posible que
para realizar una tarea, como por ejemplo la creacio´n de un mapa del entorno,
se necesite fusionar las sensorizaciones de los diferentes robots del sistema. Otra
taxonomı´a es la de Cao et al. [Cao et al., 1997], enfocada en sistemas multi-
robot cooperativos, y en la que se clasifican los sistemas en base a tres criterios:
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arquitectura de grupo, resolucio´n de conflictos, y origen de la cooperacio´n. El
primer criterio, la arquitectura de grupo, se refiere a diferentes aspectos como
la centralizacio´n o descentralizacio´n, la diferenciacio´n entre robots homoge´neos
o heteroge´neos, la estructura de comunicacio´n o la modelizacio´n o no de otros
robots por parte de un robot. El segundo criterio se refiere a la forma de re-
solver los conflictos por recursos, y por u´ltimo, el tercer criterio se centra en
co´mo se produce la cooperacio´n. Otra taxonomı´a relevante es la de Dudek et
al. [Dudek et al., 2002]. Los criterios de esta taxonomı´a son el nu´mero de robots
en el sistema (1, 2, o n), el rango de comunicaciones de los robots (distancia a
la que pueden comunicarse), la topolog´ıa de las comunicaciones (con que´ robots
pueden comunicarse), el ancho de banda de las comunicaciones (cua´nta infor-
macio´n se pueden transmitir), la reconfigurabilidad (la frecuencia con la que
pueden modificar su organizacio´n), la capacidad de procesado y la composicio´n
colectiva (si son robots heteroge´neos o robots homoge´neos).
Como se puede observar, no existe un criterio homoge´neo para seleccionar las
caracter´ısticas que definen los sistemas multi-robot. Lo que s´ı parece evidente
es la existencia de una cierta mezcla entre caracter´ısticas hardware y de control,
que creemos que deben ser claramente diferenciadas. En esta tesis, a partir de
la revisio´n anterior, se propone una nueva taxonomı´a ma´s simple y que esta´
basada en los siguientes cuatro criterios: morfolog´ıa, arquitectura de control,
comunicacio´n y coordinacio´n.
3.1.1. Morfolog´ıa
Por morfolog´ıa se entiende el disen˜o f´ısico de los robots, fundamentalmente
su forma, sensores y actuadores, lo cual determina sus capacidades operati-
vas. En un primer nivel, se puede diferenciar entre sistemas multi-robot he-
teroge´neos, formados por robots con morfolog´ıa diferente, y equipos de robots
homoge´neos, formados por robots morfolo´gicamente ide´nticos. Estos u´ltimos tie-
nen la ventaja de que los robots son fa´cilmente intercambiables, pueden llevar
a cabo todas las funciones y tienen mayor tolerancia a fallos. La desventaja es
que, en general, pueden ser robots con hardware ma´s complejo para poder reali-
zar cualquier tipo de operacio´n. Los sistemas con morfolog´ıa heteroge´nea tienen
la ventaja de ahorrar costes con robots con capacidades espec´ıficas a costa de
perder tolerancia a fallos y flexibilidad.
Tradicionalmente, la morfolog´ıa de los robots ha sido una especificacio´n pre-
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fijada por el disen˜ador, es decir, t´ıpicamente se parte de un equipo de robots
predefinido en nu´mero y capacidades, y se busca optimizar el control del mismo.
La seleccio´n de la morfolog´ıa suele atender a criterios pra´cticos, en cuanto a que
las capacidades de los robots permitan desarrollar la tarea, y tambie´n en cuanto
al propio coste de adquisicio´n del sistema, que no es un criterio despreciable.
Comenzaremos por revisar algunos ejemplos relevantes de sistemas multi-robot
tanto homoge´neos como heteroge´neos, todos ellos partiendo de disen˜os predefi-
nidos.
Un ejemplo cla´sico de sistema multi-robot con hardware homoge´neo son los
enjambres de robots [Trianni, 2008] [Brambilla et al., 2013], que utilizan un
nu´mero alto de robots ide´nticos con capacidades de sensorizacio´n y actuacio´n
simples. Los enjambres de robots esta´n inspirados en sistemas colectivos de la
naturaleza como los insectos sociales, colonias de hormigas, bandadas de pa´jaros
o bancos de peces. La robo´tica de enjambre (Swarm Robotics) constituye una
rama en s´ı misma, que no solo utiliza los sistemas naturales como inspiracio´n
a la hora de definir la morfolog´ıa de los robots, sino tambie´n a la hora de di-
sen˜ar su control, como comentaremos ma´s adelante. Otro ejemplo popular de
sistema multi-robot homoge´neo son los utilizados en las competiciones de futbol
con robots, como la Robocup [Kitano et al., 1997], en las que se enfrentan dos
equipos con unas reglas y un terreno de juego adaptados. Estas competiciones
se realizan cada an˜o y existen diferentes categor´ıas segu´n los robots usados, que
son siempre homoge´neos. Hasta el 2004, la plataforma esta´ndar de la Robocup
era el robot Aibo, un cuadru´pedo fabricado por Sony. A partir de 2008, la pla-
taforma esta´ndar de esta competicio´n ha sido el robot humanoide Nao. Otro
tipo de sistema con morfolog´ıa homoge´nea y de gran aplicabilidad futura son
los nanorobots, sistemas microsco´picos que sera´n aplicados al a´mbito de la me-
dicina, que operara´n dentro del cuerpo de un paciente y podra´n aplicar cirug´ıas
o transmitir medicamentos [Mallouk and Sen, 2009].
En cuanto a sistemas con morfolog´ıa heteroge´nea, se pueden destacar los
ejemplos pra´cticos realizados por Simmons et al. [Simmons et al., 2001], en el
que coordinan un equipo de tres robots con diferentes capacidades para realizar
una tarea de ensamblaje. Uno de los robot tiene una gru´a con lo que es capaz de
levantar objetos pesados, otro robot es un manipulador mo´vil que es ma´s preciso
pero no puede manipular objetos pesados y un tercer robot que se encarga de
observar el proceso y guiar a los otros robots.
Otro ejemplo de utilizacio´n exitosa de equipos heteroge´neos es el framework
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MURDOCH [Gerkey and Mataric, 2002], que coordina el sistema a trave´s del
concepto de subastas, que sera´ explicado ma´s adelante con detalle. En este
caso, los robots utilizados son Pioneer 2-DX que pueden ser configurados con
diferentes accesorios: ca´maras, so´nares, la´seres. El equipo estaba formado por:
tres robots con ca´maras, tres robots con ca´maras y la´seres, un robot con una
ca´mara y sensores de contacto, y un ordenador con una ca´mara. Un ejemplo
ma´s reciente de sistema heteroge´neo aparece en el proyecto Swarmanoid [Dorigo
et al., 2013], centrado en la obtencio´n del control automa´tico de un sistema
multi-robot con capacidades diferentes. En este caso, se utilizan tres tipos de
robots diferentes con caracter´ısticas y capacidades complementarias, de forma
que ofrecen una variedad de capacidades mayor que las que podr´ıa realizar un
solo robot. En concreto, se utilizan tres robots con ruedas y traccio´n de oruga
que se pueden acoplar entre s´ı, un robot manipulador que puede agarrar objetos
pero no se puede mover, y un robot volador que proveen de una vista ae´rea para
localizar objetos a otros robots.
Como se puede extraer de los trabajos comentados anteriormente, el sistema
de control del equipo multi-robot debe soportar el tipo de morfolog´ıa hardware
del sistema. El tipo de sistema ma´s general es el heteroge´neo ya que no limita
a un u´nico disen˜o de robot pero complica la optimizacio´n debido a que los
controladores no son trasladables de un robot a otro y el controlador de cada
de uno de ellos debe aprovechar todas las capacidades.
En cuanto a la optimizacio´n de la morfolog´ıa, los principales trabajos en
esta l´ınea se enmarcan dentro de la robo´tica modular, un sub-campo de los
sistemas multi-robot que se basa en que los robots esta´n formados por mo´dulos
independientes que se pueden configurar de formas diferentes, dando lugar a
morfolog´ıas hardware adaptadas a la tarea. Dos proyectos europeos en esta
l´ınea que se deben destacar, son los proyectos Replicator y Symbrion [Levi
and Kernbach, 2010]. Ambos se centran en el concepto de organismo multi-
robot, en el cual los robots son capaces de agregarse y desagregarse con otros,
y los controladores funcionan tanto a nivel individual como a nivel agregado.
El proyecto Symbrion se centra aplicar evolucio´n artificial para obtener estos
organismos.
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3.1.2. Arquitectura de control
La arquitectura de control de un sistema multi-robot es la encargada de es-
tablecer co´mo se gestiona el control del equipo en cuanto a la independencia de
cada robot para tomar sus propias decisiones manteniendo el objetivo global de
la tarea colectiva. La decisio´n de co´mo se gestiona dicho control es de gran rele-
vancia a la hora de que el sistema sea trasladable a un sistema real. Un trabajo
de gran relevancia en donde se proponen los diferentes tipos de arquitecturas de
control posibles, es la revisio´n realizada por Parker [Parker, 2008], que distingue
entre:
Centralizadas: se basan en la existencia de un punto central de control, con
un robot que ejerce de l´ıder. Tiene la gran desventaja de que se introduce
un punto de fallo cr´ıtico en el sistema y la dificultad de comunicar todos
los robots a este punto central con independencia de su localizacio´n y cir-
cunstancias. Un ejemplo de este tipo de arquitectura es la arquitectura
MARTHA [Alami et al., 1998] o la arquitectura de Milutinovic [Milutino-
vic and Lima, 2006].
Jera´rquicas: cada robot supervisa las acciones de un conjunto reducido
de robots, y as´ı sucesivamente, hasta el nivel ma´s ba´sico, en el que un
robot individual realiza la tarea sin supervisar a ningu´n otro. Un trabajo
reciente que sigue esta arquitectura es el trabajo de Chand et al. [Chand
and Carnegie, 2013], o el trabajo de Grabowski et al. [Grabowski et al.,
2000].
Distribuidas o descentralizadas: los robots realizan el control basa´ndose
en informacio´n local sin que existan comunicaciones centralizadas. Poseen
mayor robustez y pueden continuar resolviendo el problema a pesar de
que uno o varios robots dejen de funcionar. Tambie´n permiten utilizar
robots con sensores y actuadores ma´s simples. La principal desventaja
que presentan que los sistemas distribuidos es que su control coordinado
es ma´s dif´ıcil de disen˜ar, ya que se basa en la informacio´n local de cada uno.
Un ejemplo de este tipo de arquitectura es ALLIANCE [Parker, 1998] o la
arquitectura Embodied Evolution de Watson et al. [Watson et al., 2002],
que se tratara´ ma´s adelante con detalle.
Hı´bridas: se combina el control basado en informacio´n local con control de
tipo centralizado que utiliza informacio´n global. Un ejemplo es la arqui-
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tectura Distributed Robot Architecture (DIRA) [Simmons et al., 2001] o
la arquitectura de Tanner et al. [Tanner and Kumar, 2005].
Como se puede observar, existen diferentes aproximaciones al problema de
co´mo gestionar el control coordinado que van desde aquellos que buscan un
mayor conocimiento sobre la coherencia del sistema y una menor complejidad
(centralizados), a aquellos que dan gran libertad a los robots individuales bus-
cando una mayor robustez (distribuidos). La optimizacio´n del sistema multi-
robot se ve condicionada por el tipo de arquitectura seleccionada, aunque no
hemos encontrado ningu´n trabajo en la bibliograf´ıa en el que se optimice el tipo
de arquitectura a utilizar, es decir, que si la aproximacio´n es ma´s centralizada
o distribuida ha sido siempre una decisio´n de disen˜o previa, a partir de la cual
se realiza la optimizacio´n del sistema.
3.1.3. Comunicacio´n
Como se comento´ anteriormente, el entorno real en el que se desenvuelve un
sistema multi-robot es inaccesible, de modo que cada robot solo tiene acceso a la
informacio´n del mundo que le rodea y que puede captar a trave´s de sus sensores.
Esta limitacio´n se puede resolver de manera simple transmitiendo informacio´n
entre los robots, de manera que todos posean informacio´n global relevante para
la resolucio´n de la tarea colectiva. En relacio´n con la arquitectura de control,
la comunicacio´n de la informacio´n puede ser centralizada o distribuida, y como
se puede suponer, la complejidad de gestionar una u otra es muy diferente. En
un sistema centralizado, el l´ıder mantiene la informacio´n global actualizada a
partir de la que recibe de cada robot individual, y la comparte con el resto
del robots del equipo. En los sistemas distribuidos, por otro lado, los robots
comparten entre s´ı la informacio´n que poseen (a diferentes niveles en funcio´n
del caso), de modo que no se puede garantizar que todos los robots posean
informacio´n global completa en cada instante, pero s´ı un conocimiento mayor
que el individual puro.
Independientemente de si la informacio´n esta´ centralizada o distribuida, po-
demos distinguir dos tipos de sistemas multi-robot en cuanto al tipo de comu-
nicacio´n utilizado. Por un lado, aquellos que emplean comunicacio´n expl´ıcita,
en la que los robots se comunican directamente entre s´ı, y por otro lado, los
que emplean comunicacio´n impl´ıcita, que es un tipo de comunicacio´n a trave´s
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de la modificacio´n del entorno conocida como “estigmergia”. Este tipo de co-
municacio´n esta´ inspirado en los sistemas naturales, por ejemplo, en el caso de
la comunicacio´n entre hormigas, que dejan un rastro de feromonas a su paso
que otras hormigas pueden detectar y seguir [Holland and Melhuish, 1999]. Los
trabajos con enjambres de robots utilizan t´ıpicamente comunicacio´n impl´ıcita,
como por ejemplo [Schneider-Fontan and Mataric, 1998], que resuelve una ta-
rea de limpieza por a´reas con “estigmergia”. Otro ejemplo en este sentido es
el trabajo de Kube et al. en el que unos robots deben empujar una caja sin
comunicacio´n expl´ıcita [Kube and Zhang, 1993]. Por otro lado, existen numero-
sos ejemplos de sistemas multi-robot con comunicacio´n expl´ıcita, como son los
sistemas basados en subastas entre robots [Gerkey and Mataric, 2002] [Zlot and
Stentz, 2006], y que se detallara´n en el siguiente sub-apartado.
De nuevo, no se han encontrado trabajos que consideren el tipo de comu-
nicacio´n (expl´ıcita o impl´ıcita) como una caracter´ıstica a optimizar, sino que
siempre se ha predefinido dicha capacidad en funcio´n del hardware disponible
en los robots (las comunicaciones requieren elementos que las posibiliten), y de
la complejidad de la tarea.
3.1.4. Coordinacio´n
La definicio´n de coordinar segu´n la RAE es “unir dos o ma´s cosas de ma-
nera que formen una unidad o un conjunto armonioso”. Para que un sistema
multi-robot realice un comportamiento colectivo es necesario que exista una
coordinacio´n entre los robots que forman el sistema, produciendo que el com-
portamiento colectivo sea ma´s eficiente que la simple agregacio´n de comporta-
mientos individuales. De hecho, la ejecucio´n independiente de comportamientos
en los robots, es decir, sin ningu´n tipo de coordinacio´n, no se considera de intere´s
en la optimizacio´n de sistemas multi-robot y no sera´ tratada en esta tesis.
En una primera aproximacio´n, la coordinacio´n sistemas multi-robot se puede
dividir en dos tipos: cooperativa o competitiva. En sistemas cooperativos, los
robots persiguen un objetivo comu´n en beneficio del equipo, mientras que en
sistemas competitivos, los robots persiguen objetivos en beneficio individual
y en detrimento de otros robots, pero que pueden dar lugar a la resolucio´n
colectiva de una tarea. Por ejemplo, los sistemas multi-robot basados en subastas
en los que los robots compiten por ganar las pujas y realizar alguna tarea en
su propio beneficio individual [Zlot and Stentz, 2006], se pueden disen˜ar de
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manera que estas pujas lleven a que los robots cubran la totalidad de tareas
individuales que forman una tarea global compleja. Ejemplo de sistemas con
coordinacio´n cooperativa son mucho ma´s comunes, por ejemplo, en un trabajo
de Mataric´ et al. en el que dos robots Genghis II tienen que empujar una caja
cooperativamente [Mataric et al., 1995].
Adema´s de esta distincio´n inicial, la coordinacio´n de sistemas multi-robot se
puede organizar en intencional o emergente, en funcio´n de si las tareas que rea-
liza cada robot esta´n predefinidas a priori o no. En sistemas con coordinacio´n
intencional, el problema es co´mo asignar las tareas a cada uno de los robots
para aumentar el rendimiento del sistema (problema de asignacio´n de tareas a
sistemas multi-robot o MRTA). Para profundizar en este tipo de coordinacio´n,
una revisio´n completa de los trabajos existentes se puede encontrar en la taxo-
nomı´a presentada por Gerkey y Mataric´ [Gerkey and Mataric´, 2004]. En este
trabajo se describen, en primer lugar, los diferentes tipos de problemas MRTA
y se clasifican en base a tres criterios: si los robots pueden hacer una tarea o
varias simulta´neamente, si las tareas requieren a un robot o a varios y si es una
asignacio´n instanta´nea o es una asignacio´n que se recalculara´ de forma iterativa
a medida que se modifican las condiciones de la tarea. T´ıpicamente, en los sis-
temas con coordinacio´n intencional se debe optimizar un valor de utilidad que
se calcula a partir del coste de las tareas para cada robot y la calidad obtenida
por realizar la tarea. Dentro de las arquitecturas de coordinacio´n intencional, se
debe destacar la arquitectura ALLIANCE [Parker, 1998], una de las primeras
arquitecturas de asignacio´n de tareas que utiliza robot reales. Otra arquitectura
relevante es la BLE (Broadcast of Local Eligibility) [Werger and Mataric´, 2000],
que esta´ basada en la arquitectura de subsuncio´n de Brooks [Brooks, 1986] y
que utiliza un algoritmo voraz para la asignacio´n. Tambie´n se deben destacar
trabajos basados en aspectos econo´micos como la arquitectura M+ de Botehlo
y Alami [Botelho and Alami, 1999], que fue la primera aproximacio´n basada en
mercados aplicada a sistemas multi-robot, y que se basa en negociaciones entre
los robots para asignarse tareas. Otras arquitecturas basadas en mercados son
la arquitectura MURDOCH [Gerkey and Mataric, 2002], la arquitectura Tra-
derBots [Zlot and Stentz, 2006] y la arquitectura Hoplites [Kalra et al., 2005].
Las dos primeras esta´n basada en un modelo de subastas en el que los robots
reciben una recompensa por realizar una tarea con un coste asociado, y en la
que el objetivo es maximizar el beneficio de todo el sistema. Por otro lado, en
la arquitectura Hoplites [Kalra et al., 2005] se selecciona un plan conjunto que
tiene en cuenta los beneficios y el coste de ese plan.
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Una ventaja de la coordinacio´n intencional es que tiene el potencial de apro-
vechar mejor las capacidades en un sistema con hardware heteroge´neo, y tam-
bie´n que son sistemas con una aplicabilidad ma´s directa a problemas conocidos,
ya que las tareas vienen predefinidas por el disen˜ador. Esta es, a su vez, su prin-
cipal desventaja en casos ma´s generales y reales, donde no se tiene un control
absoluto del entorno y la definicio´n previa de tareas es compleja.
En cuanto a sistemas multi-robot con coordinacio´n emergente, su principal
fuente de inspiracio´n ha sido la coordinacio´n que se observa en sistemas colecti-
vos naturales. La principal ventaja con respecto la coordinacio´n intencional, es
que, como se ha dicho, no es necesario predefinir las tareas que realizara´ cada
robot, sino que surgen de la propia interaccio´n entre ellos y del objetivo final a
resolver. La desventaja principal es que obtener el control coordinado de esta
forma es un problema mucho ma´s complejo, ya que existen infinidad de com-
binaciones posibles de comportamientos individuales que pueden dar lugar al
mismo comportamiento colectivo, por lo que los grados de libertad del espacio
de bu´squeda se incrementan en gran medida. De hecho, las tareas individuales
surgen de manera automa´tica, y es el observador externo el que las define a
posteriori.
Un tipo de sistema multi-robot representativo que emplea coordinacio´n emer-
gente son los enjambres de robots, que como se dijo anteriormente, constituyen
un campo de desarrollo propio llamado robo´tica de enjambre. La robo´tica de
enjambre estudia mecanismos de auto-organizacio´n y se centra en la coordina-
cio´n a partir de interacciones locales de un nu´mero relativamente alto de robots
(con respecto otros sistemas multi-robot). Se pueden diferencian los enjambres
respecto otros sistemas multi-robot por sus caracter´ısticas propias: son siempre
cooperativos, totalmente distribuidos y las interacciones tienen que ser loca-
les [Brambilla et al., 2013], incluyendo las comunicaciones. Los me´todos que se
emplean para disen˜ar el control en enjambres suelen estar basados en compor-
tamientos predefinidos. As´ı, es usual que los enjambres este´n basados en reglas,
en los que se disen˜a el sistema de abajo a arriba [Crespi et al., 2008], es decir,
predefiniendo unas reglas de interaccio´n entre los robots que producen el com-
portamiento global deseado, como por ejemplo, modelando la quimiotaxis de la
bacteria E.coli para resolver una tarea de bu´squeda con robots e-puck [Pugh
and Martinoli, 2008]. Otra aproximacio´n que produce coordinacio´n emergente
pero sin reglas predefinidas son las ma´quinas de estado finitas probabil´ısticas,
en las que los robots basan su accio´n segu´n su estado y sus sensorizaciones. Los
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robots realizan transiciones entre posibles estados segu´n valores de umbral y
realizan la accio´n que corresponde a cada estado. Algunos ejemplos de tareas
solucionadas con esta aproximacio´n son una tarea de bu´squeda de comida [Liu
et al., 2007] o una tarea de agregacio´n [Soysal and Sahin, 2005]. Finalmente,
otro me´todo de coordinacio´n emergente utilizado en enjambres de robots son
las reglas f´ısicas virtuales, en donde se aplican campos de fuerza que atraen o
repelen a los robots. Estos me´todos son muy apropiados para realizar tareas de
formacio´n con los robots. Un ejemplo de estos me´todos es el framework “Phy-
sicomimetics” [Spears et al., 2004] o un trabajo de Spears et al. [Spears et al.,
2006].
Otro tipo de aproximacio´n muy relevante para obtener coordinacio´n emer-
gente en sistemas multi-robot, tanto de enjambre como de tipo general, son las
te´cnicas de disen˜o automa´tico, que se fundamentan en no predeterminar ningu´n
tipo de regla o comportamiento en el sistema multi-robot, y que constituyen la
aproximacio´n que seguiremos en esta tesis. Dentro de las te´cnicas de disen˜o au-
toma´tico destacan el aprendizaje por refuerzo y los algoritmos evolutivos. Las
dos te´cnicas se han aplicado mayoritariamente a sistemas de un solo robot, pero
tambie´n se han adaptado para sistemas multi-robot, afrontando los desaf´ıos que
esto supone. Adema´s, ambas te´cnicas podr´ıan aplicarse simulta´neamente con el
fin de complementarse entre s´ı, ya que actu´an en diferentes niveles. A continua-
cio´n, se describira´ el aprendizaje por refuerzo aplicado a sistemas multi-robot
con mayor detenimiento.
En aprendizaje por refuerzo, los robots perciben el estado del entorno, rea-
lizan una accio´n y obtienen recompensas o costes segu´n unas valoraciones es-
tablecidas en la tarea [Sutton and Barto, 1998]. El objetivo de un algoritmo
de aprendizaje por refuerzo es maximizar las recompensas y minimizar los cos-
tes. De esta forma se acaban asociando los estados con las acciones que deben
realizar para completar la tarea. Uno de los algoritmos mas relevantes de apren-
dizaje por refuerzo es el algoritmo Q-Learning [Watkins and Dayan, 1992]. Su
convergencia esta´ garantizada en un entorno estacionario como es el caso de
un solo robot. En el caso de mu´ltiples robots, debido a la accio´n de los otros
robots, no se cumple esta condicio´n de entorno estacionario, y por lo tanto, no
esta´ garantizada. Existen dos grandes tendencias a la hora de aplicar el algorit-
mo Q-Learning a un sistema multi-robot. Por una parte, se puede considerar el
aprendizaje de cada robot de forma independiente, ignorando las acciones del
resto de robots (Independent Learners) [Mataric´, 2001], o considerar el apren-
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dizaje de las acciones conjuntas (Joint Action Learners) [Claus and Boutilier,
1998], [Littman, 2001]. Al considerar las acciones conjuntas, debido a que cada
agente tiene mu´ltiples acciones posibles, el espacio de acciones crece exponen-
cialmente con el nu´mero de agentes, lo cual puede complicar la resolucio´n de
problemas complejos con muchos estados.
Un tipo de problema colectivo que ha sido un dominio muy estudiado en
aprendizaje por refuerzo debido a su dificultad y su amplio espacio de estados,
son los problemas basados en fu´tbol con robots. En este dominio, originalmente
planteado por la Robocup [Kitano et al., 1997], se pueden plantear diferen-
tes tareas tanto cooperativas como competitivas, como por ejemplo, mantener
la posesio´n, marcar goles, robar la pelota, defender y evitar goles. Debido a
la dificultad de las acciones en estos dominios, para realizar estas tareas se
proporcionan a priori una serie de comportamientos predefinidos que el robot
tendra´ que seleccionar. Un trabajo concreto en este a´mbito es el de Asada y
Uchibe [Asada et al., 1999], en el que dos robots colaboran para marcar un
gol en una porter´ıa. Se asumen dos roles: un robot es el pasador y otro es el
tirador. El objetivo es que el pasador aprenda a pasar la pelota al otro robot, y
el tirador aprenda a tirar a puerta para marcar un gol. Otro escenario posible
dentro del mismo dominio de fu´tbol, en este caso como una tarea competiti-
va, es la tarea de mantener la pelota, en la que un equipo intenta mantener la
posesio´n mientras el otro equipo intenta robarla [Stone et al., 2005]. En este
trabajo se ha usado un algoritmo Sarsa( ), basado en diferencias temporales.
Para esta tarea, al igual que en otros ejemplos de fu´tbol, los robots tienen una
serie de comportamientos de alto nivel: mantener la pelota, pasarla, moverse al
hueco, interceptar la pelota, y bloquear una l´ınea de pase entre dos robots. Otro
ejemplo de fu´tbol en un sistema multi-robot es el trabajo de Kok et al. [Kok
et al., 2005b], que describe una aproximacio´n que resulto´ ganadora de la compe-
ticio´n Robocup de robots virtuales de 2003. En este trabajo se emplean grafos
de coordinacio´n, que son una representacio´n que parte de la premisa de que la
funcio´n de recompensa global puede ser modelada como una combinacio´n lineal
de funciones de recompensa locales que implican coordinaciones locales entre
algunos robots.
Otro ejemplo en este dominio es el trabajo de Mataric´, en el que un gru-
po de cuatro robots aprenden a realizar una tarea de bu´squeda colectiva de
comida con varias aproximaciones basadas en Q-Learning [Mataric´, 1997]. Los
comportamientos fijos definidos a priori eran los siguientes: moverse de forma
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segura sin colisionar, dispersarse, permanecer en reposo, y volver a su base. El
problema t´ıpico de depredador-presa tambie´n se ha abordado en aprendizaje
por refuerzo, como por ejemplo, en [Kok et al., 2005a], donde dos depredadores
deben coordinarse para cazar a una presa. El entorno propuesto es toroidal en
forma de rejilla de celdas en las que, en cada paso de tiempo, tanto depredado-
res como presa se pueden quedar quietos o moverse a una celda adyacente. El
comportamiento de la presa es predeterminado y la tarea concluye cuando los
dos depredadores se situ´an adyacentes a la presa.
En la actualidad, se sigue aplicando aprendizaje por refuerzo a la optimiza-
cio´n en sistemas multi-robot, aunque de forma menor a lo que fue en an˜os an-
teriores, y mayoritariamente en combinacio´n con otros me´todos de aprendizaje,
como por ejemplo, los algoritmos evolutivos que describiremos a continuacio´n.
Los algoritmos evolutivos son te´cnicas de aprendizaje no supervisado que
surgen de aplicar los principios de la evolucio´n natural, principalmente la su-
pervivencia de los individuos ma´s adaptados, a sistemas artificiales. En la evo-
lucio´n artificial se parte de una poblacio´n de soluciones candidatas que se van
modificando y son evaluadas en base a un criterio, la funcio´n de calidad, hasta
que se obtiene una solucio´n o´ptima o se cumple una medida de rendimiento. La
aplicacio´n de algoritmos evolutivos a la robo´tica se denomina robo´tica evolutiva
y es un campo que se ha desarrollado, sobre todo, desde la de´cada de los no-
venta en donde gano´ popularidad como un me´todo muy prometedor [Nolfi and
Floreano, 2000]. Dentro de la robo´tica evolutiva, los primeros trabajos aborda-
ban el problema de disen˜ar un controlador de un solo robot, pero a medida que
este campo se desarrollaba, tambie´n se puso el intere´s en sistemas multi-robot y
en mecanismos de autoorganizacio´n y coordinacio´n. Debido a que el algoritmo
desarrollado en esta tesis se enmarca en el campo de los algoritmos evolutivos,
a continuacio´n se describira´n en ma´s detalle las principales aproximaciones a la
optimizacio´n multi-robot mediante algoritmos evolutivos.
3.2. Optimizacio´n de sistemas multi-robot me-
diante algoritmos evolutivos
El campo de desarrollo de esta tesis doctoral es la computacio´n evolutiva
aplicada a los sistemas multi-robot. Se escapa, pues, del alcance de la misma la
revisio´n del campo de la computacio´n evolutiva fuera de este nicho de aplicacio´n,
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dada su extensio´n y generalidad [De Jong, 2006]. Se debe destacar, eso s´ı, que
la investigacio´n en te´cnicas basadas en computacio´n evolutiva sigue creciendo
desde su aparicio´n y su grado de aplicacio´n en problemas reales va en aumento.
De todas formas, con el objetivo de definir la nomenclatura que se usara´ en
posteriores apartados, en el siguiente sub-apartado se realizara´ una breve expli-
cacio´n del funcionamiento de un algoritmo evolutivo general aplicado a robo´tica,
y tambie´n de las particularidades al ser aplicado a sistemas multi-robot.
3.2.1. Esquema de funcionamiento de un algoritmo evo-
lutivo en sistemas multi-robot
El esquema de funcionamiento de una algoritmo evolutivo aplicado a un solo
robot se muestra en el pseudoco´digo 1. En primer lugar, es necesario codificar
los para´metros a evolucionar en un genotipo, que dependiendo del algoritmo uti-
lizado podr´ıan tener una estructura diferente, desde estructuras de a´rbol hasta
vectores de valores reales. En cuanto a que´ para´metros codifican la optimizacio´n
de un sistema mono-robot, el caso es equivalente a un sistema multi-robot, pu-
die´ndose codificar los para´metros del controlador y/o la morfolog´ıa del robot. A
continuacio´n, se crea una poblacio´n inicial de estos genotipos de forma aleato-
ria y se comienza un proceso en bucle, realizado en generaciones sucesivas, que
mejoran la poblacio´n anterior. En cada generacio´n, se evalu´an los individuos a
trave´s de la funcio´n de calidad, que debe ser definida por el disen˜ador a priori.
Esta funcio´n de calidad es una medida cuantitativa del rendimiento del robot
en la tarea, ya sea directa o indirecta. Previamente a que la calidad se pueda
calcular, el genotipo se transforma en un fenotipo que es el que realmente reci-
be la valoracio´n. Las te´cnicas de evaluacio´n en robo´tica evolutiva son muchas y
muy diversas, pero de modo general, suelen requerir la ejecucio´n del controlador
del robot en un entorno real o simulado. Para una revisio´n exhaustiva de las
diferentes opciones de ca´lculo de la calidad en robo´tica evolutiva, se recomienda
la lectura del trabajo de Nelson et al. [Nelson et al., 2009].
Continuando con el pseudoco´digo 1, una vez que se han evaluado todos los
individuos, se aplican los operadores t´ıpicos de seleccio´n y recombinacio´n (cruce
y mutacio´n habitualmente). Existen numerosas opciones de operadores que han
sido aplicados a sistemas robo´ticos con e´xito [Nolfi and Floreano, 2000], tanto
como a otro tipo de sistemas. De todas formas, se debe destacar que los ope-
radores esta´n estrechamente relacionados con la codificacio´n de los genotipos,
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por ejemplo, si los genotipos tienen estructura de a´rbol, los operadores deben
actuar sobre estas estructuras tratando de lograr la mayor variabilidad posible
de forma que se llegue a una solucio´n o´ptima. Una vez que se han generado
nuevos individuos tras las operaciones de seleccio´n y recombinacio´n, se reem-
plazan los individuos con peor calidad por los nuevos, como es usual. Una vez
reemplazados, se comienza una nueva generacio´n y se repite este proceso.
El esquema de funcionamiento para optimizar un sistema multi-robot me-
diante un algoritmo evolutivo se muestra en el pseudoco´digo 2. Como se observa,
la codificacio´n es el primer aspecto que puede ser diferente con respecto al caso
para un robot, ya que aparecen nuevas opciones. En lugar de codificar a un
solo individuo por genotipo, se podr´ıa codificar a todo el equipo, o parte de e´l.
Asimismo, en lugar de evolucionar en una sola poblacio´n, se podr´ıa crear una
poblacio´n para cada robot. Estas decisiones son muy relevantes a la hora de
lograr una solucio´n ma´s o menos especializada, como se vera´ ma´s adelante. A la
hora de evaluar los individuos, el funcionamiento cambia sustancialmente. Por
un lado, si los genotipos codifican a un u´nico individuo, hay que formar combi-
naciones entre varios robots para crear un equipo que se evalu´e conjuntamente
en la tarea. Existen muchas opciones para realizar esta evaluacio´n, como por
ejemplo, clonar un controlador en todos los robots. A pesar de ser una evalua-
cio´n conjunta, los individuos tendr´ıan una calidad individual asignada, que es lo
que guiar´ıa al algoritmo. A continuacio´n, se aplicar´ıan los operadores gene´ticos
de manera similar al caso mono-robot, aunque ahora se pueden aplicar sobre un
individuos o varios, de forma centralizada o distribuida. Finalmente se crear´ıa
una nueva generacio´n de individuos, para repetir el proceso hasta un l´ımite de
generaciones.
La evolucio´n en sistemas colectivos implica diferenciar dos tipos de calidad:
la privada o individual y la global. La calidad privada o individual es la que va
asociada al comportamiento de cada robot por separado, y mide su aportacio´n
a la tarea, independientemente del resto de robots. La calidad global es relativa
al rendimiento colectivo como equipo del sistema multi-robot en la tarea. La
evolucio´n se puede guiar por cualquiera de estas dos calidades, pero si lo hace
por la privada o individual, e´sta debe ir alineada con la global, de forma que
si se maximizan las calidades privadas se maximiza la calidad global. Es un
problema abierto el co´mo disen˜ar estas funciones para valorar la aportacio´n de
un individuo en un sistemas colectivo [Agogino and Tumer, 2008].
Un esquema cla´sico, a modo de ejemplo, de un algoritmo evolutivo aplica-
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Algorithm 1 Esquema de un algoritmo evolutivo aplicado a la optimizacio´n
de un solo robot
codificar en el genotipo para´metros del robot
generar poblacio´n de genotipos
loop
for all genotipo en la poblacio´n do
transformar genotipo a fenotipo
evaluar con la funcio´n de calidad en la tarea
end for
seleccionar individuos para aplicar operadores gene´ticos
generar individuos nuevos con los operadores gene´ticos {nuevos genotipos}
reemplazar individuos de menor calidad
end loop
transferir mejor controlador al robot real
Algorithm 2 Esquema de un algoritmo evolutivo aplicado a la optimizacio´n
de un sistema multi-robot
codificar en el genotipo para´metros de un robot o varios
inicializar poblacio´n o varias poblaciones
loop
for all genotipo en la poblacio´n do
formar equipo para evaluar
evaluar equipo y asignar calidad al genotipo
end for
generar individuos nuevos
reemplazar individuos de menor calidad
end loop
do a un sistema multi-robot, es el aplicado por Trianni y Nolfi [Trianni and
Nolfi, 2009], que se muestra en la figura 3.2.1. El sistema multi-robot esta´ for-
mado por robots homoge´neos, tanto a nivel de morfolog´ıa como de control. En
este caso u´nicamente se optimiza el control de los robots y no su morfolog´ıa,
utilizando para ello una codificacio´n individual mediante una red de neuronas
artificiales. As´ı, cada vez que se evalu´a un controlador, este se clona en todos los
robots del equipo y se deja operando en la tarea durante un tiempo prefijado.
Siguiendo este esquema, los autores son capaces de obtener comportamientos
auto-organizativos en un problema de movimiento coordinado en el que los ro-
bots ten´ıan que sincronizarse para hacer un movimiento a la vez.
En el siguiente sub-apartado se realizara´ una revisio´n de las principales apro-
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Figura 3.1: Esquema de funcionamiento de un algoritmo evolutivo aplicado a
un sistema multi-robot. Fuente: “Evolving collective control, cooperation and
distributed cognition” [Trianni and Nolfi, 2009]
ximaciones a la optimizacio´n de sistemas multi-robot mediante algoritmos evo-
lutivos, organizando las mismas en una serie de criterios que se han detectado
como los ma´s relevantes.
3.2.2. Clasificacio´n de las aproximaciones evolutivas
El campo de la computacio´n evolutiva aplicada a sistemas multi-robot es
extenso y bastante heteroge´neo, no existiendo hasta la fecha una revisio´n del
mismo que analice en profundidad las diferentes aproximaciones de manera ge-
neral. Se puede partir de la clasificacio´n propuesta por Ficici y Watson [Watson
et al., 2002], basada en do´nde y co´mo se produce la evaluacio´n de los individuos.
En esta clasificacio´n se divide entre aproximaciones que evalu´an los controla-
dores en simulacio´n y que son centralizadas, porque mantienen la poblacio´n
desde un punto central, y por otra parte, las aproximaciones en las que las eva-
luaciones esta´n incrustadas en los robots reales. Las aproximaciones del tipo
centralizado requieren mucho tiempo para ser completadas (porque se evalu´an
los controladores de forma secuencial) mientras que las evaluaciones incrustadas
ocurren en tiempo real. Dentro de las aproximaciones de evaluacio´n incrustada,
se diferencia entre evaluaciones en serie, cambiando los controladores de forma
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secuencial, y evaluaciones en paralelo, en donde cada robot esta´ evaluando un
genotipo. Por u´ltimo, dentro de las aproximaciones que evalu´an en paralelo,
se distingue entre aproximaciones encapsuladas, en las que el robot lleva una
poblacio´n entera, o aproximaciones distribuidas en donde el robot solo lleva un
co´digo gene´tico. Otra clasificacio´n, ma´s centrada en el tipo de paradigma evo-
lutivo que se presenta en esta tesis, es la realizada por Eiben et al. [Eiben et al.,
2010]. Esta clasificacio´n no esta´ basada en el concepto de evaluacio´n dentro del
robot, sino en el tiempo (cua´ndo se produce el proceso evolutivo, en tiempo de
disen˜o o en tiempo de operacio´n), espacio (do´nde se produce el proceso evo-
lutivo, dentro de los robots o fuera de los robots) y modo (co´mo se realiza el
proceso, de forma distribuida o de forma centralizada).
En esta tesis se propone una nueva clasificacio´n de las aproximaciones evo-
lutivas a la optimizacio´n de sistemas multi-robot teniendo en cuenta tres ca-
racter´ısticas ba´sicas. La primera es si se permite la formacio´n de equipos con
controladores homoge´neos o heteroge´neos, haciendo referencia a la diferencia de
controladores a nivel gene´tico. Al tratar el problema de la optimizacio´n de siste-
mas multi-robot desde la perspectiva que se plantea en esta tesis, morfolog´ıa y
control por separado, esta es una caracter´ıstica fundamental ya que condiciona
el tipo de sistema real al que se puede aplicar. En aproximaciones centradas en
controladores homoge´neos, se evoluciona un genotipo que posteriormente se clo-
na en todos los robots del equipo, mientras que con controladores heteroge´neos
se evolucionan genotipos diferentes para cada robot. A nivel evolutivo, la prin-
cipal ventaja de las aproximaciones homoge´neas es que al evolucionar solo los
para´metros para un individuo, se reduce la complejidad del espacio de bu´squeda
(se divide entre el nu´mero de robots el nu´mero de para´metros a optimizar). Es
importante puntualizar que un genotipo ide´ntico no impide que los robots pre-
senten comportamientos diferentes asumiendo roles diferentes aprovechando sus
lecturas de sensores o basa´ndose en un aprendizaje en su tiempo de vida. Otra
posibilidad es que robots diferentes puedan expresar en su controlador partes
diferentes de un genotipo ide´ntico. La heterogeneidad en cuanto a controladores
permite comportamientos diferenciados en cada robot, pero a su vez incrementa
el espacio de bu´squeda, por aumentar el numero de para´metros a evolucionar.
De entre estas dos alternativas, controladores homoge´neos y heteroge´neos, los
equipos con controladores heteroge´neos son a priori ma´s adecuados cuando el
problema a resolver es fa´cilmente divisible en sub-tareas ya que se permitir´ıa
que los controladores se especialicen. Se debe destacar que el algoritmo que so-
porta genotipos heteroge´neos es ma´s gene´rico y engloba al homoge´neo, ya que
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partiendo de controladores heteroge´neos se puede converger hacia una solucio´n
que sea un controlador similar en cada uno de los robots, si es lo o´ptimo para
la tarea. Finalmente, hay que destacar tambie´n que, como se comento´ anterior-
mente, la morfolog´ıa del sistema real de robots suele venir preestablecida, por
tanto, impone el tipo de aproximacio´n.
Adema´s de esta caracter´ıstica ba´sica, consideraremos si las aproximaciones
realizan una evolucio´n on-line u o↵-line, y por u´ltimo, si es o↵-board u on-board.
Las definiciones de estos tipos de evolucio´n son las siguientes:
Evolucio´n on-line: el proceso de evaluacio´n ocurre de forma continua y
simulta´nea a los procesos evolutivos que se intercalan cada cierto tiempo
en la evaluacio´n.
Evolucio´n o↵-line: el proceso de evaluacio´n es un proceso separado a los
procesos evolutivos. Evaluacio´n y evolucio´n ocurren de forma secuencial:
se evalu´a y posteriormente se ejecutan los procesos evolutivos.
Evolucio´n on-board: un tipo de proceso evolutivo que se caracteriza porque
todas las operaciones del algoritmo se ejecutan de forma independiente
dentro de cada uno de los robots o dentro de cada proceso equivalente
en simulacio´n. Otro te´rmino para referirse a este tipo de evolucio´n es
“embodied” o descentralizada, ya que la evolucio´n no depende de ningu´n
elemento central como una evaluacio´n externa de la calidad.
Evolucio´n o↵-board: un tipo de proceso evolutivo que se caracteriza por-
que existen operadores del algoritmo que se ejecutan externamente a los
robots, por ejemplo, en una estacio´n de trabajo conectada a los robots.
En la tabla 3.1 se muestra un resumen de los principales trabajos realizados
organizados en base a estos criterios, pero excluyendo la categor´ıa on-line y on-
board, que se abordara´ ma´s adelante en profundidad, debido a que es donde se
enmarca el algoritmo presentado en esta tesis. La revisio´n de los principales tra-
bajos en este campo se hara´ tomando como referencia esta tabla. La categor´ıa
principal de organizacio´n es si la te´cnica permite la obtencio´n de controlado-
res homoge´neos o heteroge´neos, y dentro de esta, se analizara´n los sub-tipos
definidos en la tabla.
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Tabla 3.1: Aproximaciones basadas en evolucio´n a sistemas multi-robot
Controladores heteroge´neos Controladores homoge´neos
on-line o↵-line o↵-line
on-board o↵-board o↵-board o↵-board
Silva (2012) Stanley (2005) Haynes (1995) Luke (1998)
Floreano (1998) Quinn (2001, 2003)
Uchibe (1998) Potter (2001)
Luke (1998) Baldassarre (2003)
Bongard (2000) Dorigo (2004)
Nelson (2004) Mondada (2004)
Eiben (2006) Tuci (2006, 2008, 2014)
Stanley (2008) Ampatzis (2009)
Agogino (2008) Trianni (2011)





3.2.2.1. Equipos con controladores homoge´neos
En primer lugar, se describira´n las aproximaciones que resuelven tareas con
equipos con controladores homoge´neos. Debido a que el controlador se debe
clonar a todos los robots una vez evolucionado, y se evolucionan individuos
secuencialmente, reiniciando el entorno, todas estas aproximaciones se clasifican
como evolucio´n o↵-line. Adema´s, en todas ellas se realiza evolucio´n o↵-board,
ya que e´sta se realiza externamente a los robots y solo se usan los robots reales
o el simulador para evaluar los controladores. Los primeros ejemplos de equipos
con controlador homoge´neo se aplicaron a tareas de fu´tbol con robots. Luke
et al. evolucionaron con programacio´n gene´tica un equipo para jugar al fu´tbol
en la competicio´n Robocup de robots virtuales [Luke et al., 1998b]. En este
trabajo no se codifica por separado cada uno de los individuos sino que un
genoma codifica al equipo completo, y de esta forma, se tiene una poblacio´n
de genomas que codifican todo el equipo. El controlador de cada robot estaba
formado por dos a´rboles de programa, uno para chutar el balo´n y otro para
moverse. Segu´n el estado del jugador en el entorno se ejecuta un a´rbol u otro.
Algunos comportamientos de bajo nivel esta´n predefinidos como, por ejemplo,
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ir a la pelota, chutar a porter´ıa e interceptar el balo´n. Quinn et al. proponen una
tarea de movimiento coordinado realizada sobre dos robots Khepera virtuales
para comparar el rendimiento de individuos evolucionados en equipo homoge´neo
o en equipo heteroge´neo. A pesar de evolucionarse de forma heteroge´nea, la tarea
se realiza siempre con un equipo de individuos clonados, pero se analiza cual
de las dos formas de evolucionar obtiene mejor rendimiento. Se concluye que la
evolucio´n en equipos heteroge´neos obtiene mejores resultados que la alternativa.
Es decir, a pesar de ser un equipo homoge´neo, los individuos evolucionados
formando colaboraciones, realizan una divisio´n de roles cuando se forma un
equipo clonado con ellos [Quinn, 2001]. Posteriormente los autores extendieron
este trabajo a robots reales y presentaron uno de los primeros trabajos que
realizaba un comportamiento coordinado y cooperativo de un sistema multi-
robot real, tambie´n con un equipo homoge´neo [Quinn et al., 2003]. En este caso
la tarea de formacio´n se realiza entre tres robots, tanto en simulacio´n como
en robots reales. Para evaluar un individuo se clona en los tres robots y se
realizan varias evaluaciones en posiciones iniciales diferentes. El controlador de
los robots es una red neuronal pulsada y se introducen dos tipos de operadores
gene´ticos: un operador para modificar la estructura de la red (macro-mutacio´n)
y otro operador para mutar los valores de los para´metros (micro-mutacio´n).
En [Baldassarre et al., 2003] se realiza una tarea de agregacio´n y de ir hacia
una luz con un equipo homoge´neo de cuatro robots Khepera. Se evoluciona un
genotipo que codifica los pesos de una red de neuronas artificiales y a la hora de
evaluar, se clona este controlador en los cuatro robots. Se intenta realizar una
simulacio´n lo ma´s real posible y para ello se realizan muestras de los sensores
de los robots para utilizar en la simulacio´n. Se observa en los resultados que los
grupos de robots muestran diferentes estrategias para ir hacia la luz agrupa´ndose
de forma diferente y se observa especializacio´n segu´n la situacio´n de cada robot
en la formacio´n.
Los equipos homoge´neos han tenido el intere´s tambie´n de proyectos euro-
peos de gran relevancia como el proyecto SWARM-BOT, que fue realizado entre
2001 y 2005. Para este proyecto se disen˜o´ un robot denominado s-bot, prepa-
rado para acoplarse con otros y con gran intere´s en la auto-organizacio´n y la
coordinacio´n entre ellos. El s-bot cuenta con sensores preparados para su in-
teraccio´n local y un sistema de traccio´n dual con ruedas y tractor oruga para
poder operar en superficies muy irregulares. Tambie´n cuenta con un actuador
para agarrar objetos o acoplarse a otros s-bot, de forma que su agregacio´n es
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capaz de moverse y empujar objetos pesados. Fue uno de los primeros sistemas
en el que se agregaban ma´s de dos mo´dulos, ya que en trabajos previos la ten-
dencia era realizar la agregacio´n de dos mo´dulos. Algunos de los experimentos
fueron, por ejemplo, la realizacio´n de un movimiento coordinado de navegacio´n
con obsta´culos. Cuatro robots s-bot forman una estructura de l´ınea y cada uno
de ellos cuenta con un sensor para saber cual es la diferencia entre su a´ngulo
de traccio´n y el a´ngulo de traccio´n del grupo. Cada genotipo codifica todos las
pesos de una red de neuronas artificiales y tiene una longitud de 80 bits, 8 bits
por peso de la red. Se evoluciona en una poblacio´n de 100 genotipos, en donde
los 20 mejores genotipos generan 5 copias con un 3% del genotipo aleatorio.
Esta evolucio´n se produce durante 100 generaciones [Dorigo et al., 2004]. En la
figura 3.2 se muestra una foto de cuatro s-bot acoplados formando una l´ınea.
Figura 3.2: Cuatro s-bot acoplados formando una l´ınea. Fuente: “Evolving Self-
Organizing Behaviors for a Swarm-bot”. [Dorigo et al., 2004]
Dentro del proyecto SWARM-BOT, tambie´n se ha desarrollado un simulador
llamado Swarmbot3d para poder simular los robots s-bot con sus caracter´ısticas
particulares, como la capacidad de conectividad entre ellos, que es una carac-
ter´ıstica que contemplada en otros simulador de robo´tica. Este simulador modela
de forma realista todos los sensores de los robots s-bots y permite transferir los
controladores directamente a los robots reales. Unos experimentos para compa-
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rar el simulador desarrollado con el mundo real se puede encontrar en [Mondada
et al., 2004], en donde los robots realizan una navegacio´n conjunta por un en-
torno con una grieta y un experimento de subir un desnivel de diferente altura.
Los conclusiones son que el simulador reduce el coste computacional de evaluar
controladores mientras que un nivel tolerable de precisio´n en la simulacio´n. Otro
trabajo con los robots s-bot es el trabajo de Tuci et. al. en el que se resuelve una
tarea que requiere coordinacio´n para alcanzar a una presa y transportarla hasta
una zona objetivo [Tuci et al., 2006]. Los controladores tienen dos submo´dulos:
el mo´dulo de ensamblaje, que permite acercarse y quedar agrupado a ciertos ob-
jetos, y el mo´dulo de transporte que le permite moverse en la direccio´n deseada.
El controlador del mo´dulo de ensamblaje es una red de neuronas artificiales
cuyos para´metros se evolucionan en una poblacio´n y posteriormente se clona
a cada uno de los s-bot que forma parte del experimento. En este trabajo se
resuelven dos tipos de tarea: una tarea de transporte conjunto y una tarea de
adaptacio´n al entorno con la menor informacio´n a priori posible. De los mismos
autores es el trabajo de coordinacio´n de tres robots con hardware heteroge´neo
que deben seguir una luz evitando obsta´culos [Tuci et al., 2008]. Es el primer
trabajo en el que se obten´ıa un control homoge´neo, es decir, un controlador
clonado pero en robots con hardware heteroge´neo. Los robots deben cooperar
para realizar la tarea, ya solo uno de los tres robots tiene un sensor de luz pero
no de infrarrojos (se encargar´ıa de localizar la luz) mientras que los otros dos
robots tienen sensores infrarrojos pero no de luz (se encargar´ıan de la subta-
rea de evitar obsta´culos). Los robots cuentan con altavoces y micro´fonos para
comunicarse a trave´s del sonido para realizar la cooperacio´n. Su controlador
es una red de neuronas de tipo CTRNN (Continuous Time Recurrent Neural
Network) que es un tipo de red muy utilizada en robo´tica evolutiva. Se codifican
los para´metros de esta red en un genotipo de 84 valores reales y se evolucionan
en una poblacio´n de 80 genotipos. En la figura 3.3 se muestran los fotos usados,
a la izquierda el primer tipo de robot con infrarrojos, a su derecha el segundo
tipo de robots con sensor de luz y a la derecha el controlador de ambos.
Otro trabajo con controladores homoge´neos es de Ampatzis et al., en donde
se presenta una tarea de auto-ensamblaje entre dos robots con hardware ide´ntico
pero que deben adoptar roles diferentes [Ampatzis et al., 2009]. Uno de los robots
debe intentar acoplarse al otro y el otro robot debe facilitar este acople. Para
ello deben coincidir en una orientacio´n en la que es posible este acoplamiento. El
controlador es una red CTRNN y cada genotipo codifica todos los para´metros de
esta red con 263 valores reales. Estos genotipos se evolucionan en una poblacio´n
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Figura 3.3: Robots usados en los trabajos de Tuci. “Evolving Homogeneous
Neurocontrollers for a Group of Heterogeneous Robots: Coordinated Motion,
Cooperation, and Acoustic Communication” [Tuci et al., 2008]
de 100 genotipos durante 10000 generaciones en un simulador para acelerar
el proceso de evolucio´n. Una vez finalizada esta evolucio´n, se transfieren los
controladores a los robots reales y se comprueba que los resultados concuerdan
con los obtenidos en simulacio´n. En la figura 3.4 se muestra una fotograf´ıa
de los robots reales usados. Un u´ltimo ejemplo de gran relevancia con equipos
homoge´neos es el trabajo de Trianni y Nolfi, en el que se estudia la sincronizacio´n
de tres robots con la misma morfolog´ıa. Su controlador es una red de neuronas
artificiales y se evoluciona un controlador en una poblacio´n de 100 genotipos
que posteriormente se clona a los tres robots [Trianni and Nolfi, 2011].
Figura 3.4: Fotograf´ıa de los robots s-bot usados por Ampatzis et al. Fuente:
“Evolving Self-Assembly in Autonomous Homogeneous Robots: Experiments
with Two Physical Robots”. [Ampatzis et al., 2009]
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Como se ha visto en todos estos ejemplos, evolucionar equipos homoge´neos
ha proporcionado resultados satisfactorios en tareas con sistemas multi-robot,
principalmente porque es ma´s sencillo que evolucionar equipos heteroge´neos,
como veremos a continuacio´n.
3.2.2.2. Equipos con controladores heteroge´neos
A continuacio´n se describira´n trabajos relevantes que evolucionan equipos
con controladores heteroge´neos, empezando por trabajos con evolucio´n o↵-line,
es decir, que realizan evaluaciones reiniciando las condiciones del entorno mien-
tras se intercalan los operadores gene´ticos. Estas aproximaciones tambie´n son
o↵-board, ya que en ellas la evolucio´n se produce externamente a los robots.
Uno de los primeros trabajos evolucionando equipos con controladores he-
teroge´neos es el de Haynes et al. [Haynes et al., 1995] en el que un equipo de
cuatro depredadores intenta cazar a una presa en un entorno simulado dividido
en celdas. La presa intenta escapar siempre del depredador ma´s cercano y solo se
produce la captura si todos los depredadores esta´n en celdas adyacentes a la pre-
sa. Se utilizan el paradigma de STGP, que es una extensio´n de la programacio´n
gene´tica cla´sica, para evolucionar los programas de cada uno de los depreda-
dores. El me´todo de codificacio´n es un cromosoma que contiene k programas
para todo el equipo. En este trabajo tambie´n se comparan diferentes formas de
realizar los operadores de recombinacio´n, por ejemplo, sustituyendo porciones
de los programas, o sustituyendo programas enteros procedentes de otros equi-
pos. Los resultados muestran estrategias que obtienen mejor rendimiento que
cualquier solucio´n manual, y respecto a las diferentes formas de recombinacio´n,
se concluye que es beneficioso que todos los programas del equipo participen en
las recombinaciones para que el aprendizaje sea mas ra´pido.
Uno de los primeros trabajos con robots reales en que se evolucionan con-
troladores heteroge´neos es el de Floreano et at. [Floreano and Nolfi, 1997]. En
este trabajo se presenta tambie´n una tarea de depredador presa con dos robots
Khepera, de forma que se evolucionan sus dos correspondientes poblaciones de
forma competitiva. En la figura 3.5 se muestran los robots Khepera usados en
este experimento. El depredador tiene sensores ma´s avanzados que la presa, co-
mo visio´n, mientras que la presa tiene sensores ma´s simples pero se puede mover
mucho ma´s ra´pido que el depredador. Se estudia el efecto denominado “efecto de
la reina roja”, que se produce cuando dos poblaciones se modifican mutuamen-
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te el espacio de bu´squeda ya que compiten contra la otra poblacio´n. El control
de los robots es una red de neuronas artificiales y se codifican en 160 bits. Se
evolucionan dos poblaciones de 100 individuos durante 100 generaciones. Cada
individuo se evalu´a en el entorno contra el mejor de las u´ltimas 10 generaciones
de los competidores. Cada vez que se realiza una evaluacio´n, el depredador y la
presa se situ´an sobre una linea horizontal a una distancia fija pero con orien-
taciones aleatorias. Se concluye que se pueden evolucionar comportamientos en
los robots como seguimiento, evitar obsta´culos, reconocimiento visual, de for-
ma esponta´nea y que la coevolucio´n competitiva es un aspecto de gran intere´s
en computacio´n evolutiva. Se puede definir coevolucio´n se produce cuando la
calidad de un individuo depende de su interaccio´n con otros individuos, ya sea
cooperativa (objetivo comu´n) o competitiva (objetivos diferentes).
Figura 3.5: Fotograf´ıa de los robots Khepera usados por Floreano et al. Fuente:
“God Save the Red Queen! Competition in Co-Evolutionary Robotics” [Flo-
reano and Nolfi, 1997]
Otro trabajo destacable con equipos gene´ticamente heteroge´neos es el de
Luke et. al [Luke et al., 1998a], que propone enfrentar dos equipos de robots
en un entorno de fu´tbol simulado. Se parten de comportamientos predefinidos
y se evolucionan con programacio´n gene´tica. El genotipo codifica a todo el
equipo y los equipos se evolucionan competitiva contra otros equipos de la
poblacio´n. Con el fin de disminuir el nu´mero de evaluaciones y no evaluar cada
equipo contra todos, se forman pares de equipos al azar para evaluar. De esta
forma se evalu´an dos equipos a la vez y en una poblacio´n de n equipos se
necesitan n/2 evaluaciones. La calidad obtenida por un equipo esta´ basada en
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la diferencia de goles entre los dos equipos. Los resultados obtenidos son que
los equipos evolucionados aprenden la tarea de forma satisfactoria y que son
capaces de ganar a equipos realizados a mano. Otro ejemplo tambie´n en el
dominio de fu´tbol con robots es el de Uchibe et al. [Uchibe et al., 1998], en el
que dos robots cooperan para marcar un gol, y otro robot es el defensor y su
objetivo es impedir el gol. Al igual que en el trabajo de Luke et al., el me´todo
empleado es programacio´n gene´tica, y como en otras aproximaciones basadas
en programacio´n gene´tica, se predefinen a mano unos comportamientos ba´sicos:
tirar a gol, pasar, esquivar obsta´culo, buscar la pelota. Cada robot se evoluciona
en una poblacio´n aislada y para evaluar conjuntamente se seleccionan individuos
de cada una de las poblaciones. En la funcio´n de calidad se introducen te´rminos
para valorar las veces que se ha golpeado la pelota un robot, de forma que no
se recompensan comportamientos pasivos.
Tambie´n se emplea programacio´n gene´tica en el sistema Legion [Bongard,
2000]. Igual que en la aproximacio´n de Luke et al., se codifica todo el equipo
conjuntamente, pero en este caso con dos o ma´s expresiones s. Las expresiones
s son una notacio´n para representar una estructura de a´rbol. La primera ex-
presio´n s realiza particiones en el grupo de agentes para dividirlos en clases de
comportamientos y las siguientes expresiones s son las que corresponden a los
comportamientos de cada particio´n. Se introduce una medida de heterogeneidad
de los equipos basada en la calidad y se analiza el algoritmo en dos tareas: una
tarea de optimizacio´n de rutas de reparto de correo para minimizar el correo no
atendido y una tarea de bu´squeda de comida por una colonia virtual de hormi-
gas. En la primera tarea, el sistema tiende ma´s a la heterogeneidad del equipo
de agentes que para la segunda tarea y se concluye que la heterogeneidad del
equipo es una propiedad que depende del dominio.
En [Nelson et al., 2004], Nelson et al. proponen una versio´n de un juego de
capturar la bandera que enfrenta a dos equipos de robots. Un equipo de robots
debe defender su meta pero simulta´neamente debe atacar la del equipo contra-
rio. El entono es un laberinto reconfigurable y los robots tienen una ca´mara para
poder esquivar obsta´culos y distinguir robots del mismo equipo o del otro segu´n
el color. El controlador es una red de neuronas artificial y la forma de evaluar
un controlador en el entorno es enfrenta´ndolo contra otro individuo de la mis-
ma poblacio´n, es decir, competitivamente dentro de la poblacio´n. Cada par de
controladores se enfrentan dos veces entre s´ı. Una vez finalizados los enfrenta-
mientos, se seleccionan los controladores que mejor resultado han obtenido para
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aplicarles los operadores gene´ticos y producir la siguiente generacio´n. El intere´s
de este trabajo era aplicar la aproximacio´n evolutiva en una tarea compleja,
como es un juego competitivo, y los resultados demuestran que los equipos ob-
tenidos en simulacio´n ofrecen un comportamiento similar al transferirse a los
robots reales.
Figura 3.6: Fotograf´ıa de los robots usados por Nelson et al. Fuente: “Evolution
of neural controllers for competitive game playing with teams of mobile robots”
[Nelson et al., 2004]
Existen diversos trabajos que estudian las condiciones para que los equipos
heteroge´neos creen robots especialistas, como por ejemplo el trabajo de Potter
et al. [Potter et al., 2001]. En este caso, se concluye que no es aumentar la
dificultad de la tarea lo que produce que se creen especialistas, sino el nu´mero
de capacidades requeridas para realizarla. En concreto, la tarea que se presenta
consiste en un grupo de robots que hacen de pastores y tienen que forzar a otro
robot, con el rol de oveja, a que entre en un corral. El robot con el rol de oveja
tiene un comportamiento fijo de intentar escaparse a trave´s de uno de los lados
del entorno, evitando los obsta´culos y a los robots pastores. Se compara evolu-
cionar controladores gene´ticamente homoge´neos o heteroge´neos y los resultados
muestran que evolucionar equipos heteroge´neos puede ser beneficioso pero tiene
mayor coste computacional.
En este a´mbito, una comparativa entre equipos gene´ticamente homoge´neos
y equipos heteroge´neos se puede encontrar en [Waibel et al., 2009]. Aqu´ı se
consideran cuatro formas de evolucionar un sistema multi-robot para una ta-
rea cooperativa. Se parte una poblacio´n que esta´ formada por un conjunto de
equipos. Las cuatro formas de crear un equipo a partir de este conjunto de
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equipos son: equipos homoge´neos con seleccio´n individual, equipos homoge´neos
con seleccio´n a nivel de equipo, equipos heteroge´neos con seleccio´n individual,
y equipos heteroge´neos con seleccio´n a nivel de equipo. El experimento que se
propone para comparar estas alternativas es una tarea de bu´squeda de comida
con 10 robots. La tarea consist´ıa en transportar dos tipos de comida a una zo-
na marcada. En el entorno se situ´an dos tipos de comida: un tipo de comida
grande que necesitaba ser transportada por dos robots cooperando y un tipo
de comida pequen˜a que pod´ıa transportar un robot individualmente. Se reali-
zan varios experimentos: una tarea de bu´squeda de comida solo con el tipo de
comida pequen˜a, una tarea de bu´squeda de comida cooperativa con el tipo de
comida grande y una tarea de bu´squeda de comida de forma altruista. Las con-
clusiones fueron que los equipos heteroge´neos con seleccio´n individual obten´ıan
mejor rendimiento en las tareas que no se requer´ıa cooperacio´n, y los equipos
homoge´neos obtuvieron mejor rendimiento en la tarea con cooperacio´n, siendo
la mejor opcio´n en tareas cooperativas que no requieran especializacio´n. Otra
comparativa similar a esta es la de Tuci y Trianni [Tuci and Trianni, 2014], en
la que la tarea, a diferencia de la comparativa de Waibel et al., requiere especia-
lizacio´n. En este trabajo se buscan los controladores para un equipo homoge´neo
de robots y se comparan las dos formas de evolucionar: con equipos homoge´neos
o con equipos heteroge´neos. La tarea es una tarea inspirada por las tareas de
los insectos sociales en la que dos robots Khepera simulados deben realizar si-
multa´neamente vigilancia del nido y bu´squeda de comida. El controlador de los
robots es una red CTRNN codificada en un vector de 135 valores reales. La
principal conclusio´n de este trabajo es que evolucionar en equipos homoge´neos
obtiene mejor rendimiento que evolucionar en equipos heteroge´neos, lo cual di-
fiere de las conclusiones obtenidas en la comparativa hecha por Quinn et al. una
de´cada antes.
Uno de los problemas a la hora de evolucionar controladores para un siste-
ma multi-robot heteroge´neo, y que ha sido tratado en diversas ocaciones, es el
problema de asignar la calidad de cada miembro del equipo. Si se mide dicha
calidad a trave´s de una medida global, utilizar esta medida global para cada
individuo supone evaluar de forma incorrecta a algunos individuos. En algunos
casos, la evaluacio´n puede ser favorable al individuo (con un equipo de contro-
ladores casi o´ptimos) y en otros casos puede ser desfavorable (individuo o´ptimo
en un equipo de mal rendimiento). Para solucionar esto, una de las aproximacio-
nes es realizar mu´ltiples evaluaciones de un mismo genotipo formando equipos
diferentes, teniendo la desventaja de aumentar mucho el tiempo necesario para
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evaluar a toda la poblacio´n. Teniendo mu´ltiples evaluaciones de un individuo se
puede realizar una media de todas las evaluaciones, usar la mejor evaluacio´n o
la peor. Otra de las aproximaciones, que tambie´n requiere ma´s de una evalua-
cio´n, es calcular la aportacio´n individual al rendimiento de un equipo como la
diferencia entre una evaluacio´n con el individuo y sin e´l. Esta u´ltima tiene la
ventaja de que solo hay que realizar dos evaluaciones y que la estimacio´n de la
aportacio´n puede ser ma´s fiable que varias evaluaciones [Wolpert and Tumer,
2001]. Un trabajo que aplica esta evaluacio´n de calidad en la evolucio´n de un
equipo de controladores heteroge´neos de un sistema multi-robot, es el realizado
por Agogino et al. [Agogino and Tumer, 2008]. En este caso se describen los
diferentes esquemas de evolucionar un sistema multi-robot que para los autores
son:
1. de entre una poblacio´n de controladores, uno de ellos controla a todos los
robots
2. de entre una poblacio´n de controladores, cada controlador puede controlar
[0,n] robots (algunos robots comparten controlador)
3. cada robot tiene su poblacio´n de controladores
Se propone una tarea de coordinacio´n que es una bu´squeda de puntos de
intere´s por un equipo de robots. Para hacer la tarea ma´s compleja, el entorno
es dina´mico y los puntos de intere´s se mueven continuamente, los sensores de
los robots son ruidosos y la comunicacio´n entre robots es limitada. Cada robot
tiene una poblacio´n de 10 genotipos que codifican un perceptro´n multicapa, un
tipo de red de neuronas artificiales. Los pasos del algoritmo son los siguientes:
1. para cada robot, se selecciona para evaluar uno de los controladores de su
poblacio´n con una estrategia ✏-greedy
2. se realiza una ligera mutacio´n sobre este controlador, se evalu´a por un
per´ıodo de tiempo fijo y se devuelve a la poblacio´n
3. se elimina el peor controlador de la poblacio´n de ese robot
Se analiza el algoritmo en diferentes experimentos: sin ruido en los sensores,
con ruido en los sensores, con menos capacidad de comunicacio´n entre robots y
con diferentes funciones de evaluacio´n (una de rendimiento global, una de rendi-
miento global teniendo en cuenta al resto de robots, y una diferencial calculada
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como en el trabajo de Wolpert et al.). Los resultados obtenidos muestran que la
funcio´n de evaluacio´n diferencial es adecuada para evolucionar la coordinacio´n
de sistemas multi-robot en dominios muy complejos.
Dentro de la categor´ıa de algoritmos de evolucio´n o↵-line y o↵-board para ob-
tener controladores heteroge´neos hay que destacar la familia de los algoritmos
CCEA (Cooperative Coevolution Evolutionary Algorithm). Estos algoritmos
utilizan la coevolucio´n como herramienta para abordar problemas complejos,
como problemas de alta dimensionalidad. Los algoritmos CCEA han sido apli-
cados originalmente a problemas de optimizacio´n generales pero su arquitectura
multi-componente supone que sean la base de otros algoritmos para la evolu-
cio´n de controladores en sistemas multi-robot. Un ejemplo es la arquitectura de
sub-componentes de Potter [Potter and De Jong, 2000]. Esta arquitectura esta´
basada en diferentes sub-componentes (denominados especies) que son pobla-
ciones ejecutando un algoritmo evolutivo cada una. Esta estructura hace que
sea directamente aplicable a sistemas multi-robot asociando una poblacio´n a
cada uno de los robots, como se puede ver en trabajos posteriores de los mismos
autores [Potter et al., 2001]. Una de las aportaciones de esta arquitectura es que
adapta en tiempo de evolucio´n su nu´mero de especies, ya que puede crearlas
y destruirlas segu´n si corresponde. Se crean nuevas especies si la evolucio´n no
mejora en una ventana de tiempo y se destruyen cuando se comprueba que las
aportaciones de los individuos que pertenecen a ella son nulas. De esta forma
soluciona el problema de establecer a priori el nu´mero de especies. A pesar de
evolucionar cada componente de forma aislada como si fueran islas, la evaluacio´n
de un individuo depende de formar colaboraciones con los otros componentes.
No existe el problema de la asignacio´n de calidad ya que cada individuo de una
poblacio´n se evalu´a con los mismos individuos de los otros componentes.
Como se ha podido comprobar, en muchos de los trabajos aqu´ı descritos,
los controladores de los robots son redes de neuronas artificiales que se evo-
lucionan (neuroevolucio´n), pero con topolog´ıa fija, es decir, se evolucionan los
para´metros de la red pero manteniendo fija la morfolog´ıa de la red y conexio-
nes. Un algoritmo que solventa esta limitacio´n es el algoritmo de neuroevolucio´n
NEAT [Stanley and Miikkulainen, 2002], porque permite evolucionar a la vez
la morfolog´ıa de las redes y sus para´metros, y por este motivo es uno de los
algoritmos ma´s relevantes de neuroevolucio´n en la literatura. Debido a que a
que se evoluciona la morfolog´ıa de cada uno de los controladores, los contro-
ladores resultantes son heteroge´neos, no solo en para´metros sino tambien en
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morfolog´ıa. En este algoritmo NEAT, las estructuras de las redes de neuronas
que evolucionan son inicialmente simples pero los operadores gene´ticos produ-
cen modificaciones estructurales que convierten las estructuras de red en ma´s
complejas si el problema as´ı lo requiere. El algoritmo NEAT es originalmente un
algoritmo de evolucio´n o↵-line, pero ha dado lugar a muchos otros algoritmos
derivados, algunos de ellos aplicados a sistemas multi-agente y a sistemas multi-
robot, como el algoritmo rtNEAT, que es una versio´n de NEAT para evolucio´n
on-line. El algoritmo rtNEAT fue presentado por Stanley y Mikkulainen en la
evolucio´n de controladores de un equipo de robots virtuales para jugar dentro
de un videojuego [Stanley et al., 2005]. En este trabajo, el equipo de robots vir-
tuales evolucionado por rtNEAT se enfrenta al equipo de robots que maneja el
jugador. A diferencia del algoritmo NEAT, en el que en cada generacio´n se mo-
difica toda la poblacio´n, en el algoritmo rtNEAT se generan individuos nuevos
en un intervalo de tiempo fijo y se reemplazan los peores individuos con los nue-
vos. Una desventaja del algoritmo NEAT, tambie´n presente en rtNEAT, es que
esta´n basados en informacio´n centralizada, por ejemplo, marcadores histo´ricos,
y medidas de diferencias entre genotipos.
Un algoritmo derivado del algoritmo NEAT y que ha sido aplicado a un en-
jambre de robots, es el algoritmo Progressive Minimal Criteria Novelty Search
(PMCNS) [Gomes et al., 2013]. Este algoritmo combina criterios de calidad y
criterios de novedad de las soluciones y esta´ basado en el me´todo denomina-
do Minimal Criteria Novelty Search (MCNS) [Lehman and Stanley, 2010]. El
me´todo MCNS es una modificacio´n del algoritmo NEAT en el que los indivi-
duos deben cumplir un criterio mı´nimo para ser aptos para reproducirse. La
inspiracio´n del me´todo MCNS es la te´cnica de Novelty Search [Lehman and
Stanley, 2008], que se basa en guiar la evolucio´n no por la calidad de las solu-
ciones, sino por su novedad con respecto las soluciones existentes. En el caso
del experimento presentado en el trabajo original del me´todo MCNS, que era
un experimento de navegacio´n de so´lo robot en un laberinto, el criterio mı´nimo
es que el robot este´ dentro del laberinto una vez evaluado el controlador, que es
lo que cumplen los comportamientos que son capaces de navegar el laberinto.
De esta forma, todos los comportamientos que no cumplen este criterio no son
aptos para reproducirse. En el trabajo de Gomes et al., se combinan los criterios
de novedad y calidad para producir los controladores de un equipo de robots
en varias tareas: una de agregacio´n y una de compartir recursos, en la que los
robots deben acceder a una zona de recarga en la que solo puede estar un ro-
bot recarga´ndose y se pueden producir conflictos a la hora de acceder a este
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recurso. En la tarea de agregacio´n los me´todos basados en calidad y en Novelty
Search obtienen rendimientos similares, pero en la tarea de compartir recursos,
los me´todos basados en Novelty Search obtienen mejor rendimiento ya que los
me´todos basados en calidad se quedan atrapados en un ma´ximo local.
Otro ejemplo de aplicacio´n del algoritmo NEAT a un sistema multi-robot
es el trabajo de Duarte et al., centrado en un enjambre de robots acua´ticos
de superficie [Duarte et al., 2016]. En este trabajo se proponen varias tareas
que son habituales en sistemas colectivos: una tarea de ir a un punto de intere´s
evitando obsta´culos, una tarea de dispersio´n, una tarea de agregacio´n y una
tarea de vigilancia. Los controladores de los robots se evolucionan en simulacio´n
y posteriormente se prueban en el entorno real. Los controladores obtienen un
comportamiento y rendimiento en la tarea similar que en simulacio´n y queda
demostrado que se pueden evolucionar comportamientos para un sistema multi-
robot en un entorno ruidoso sin condiciones controladas de un laboratorio.
Otro me´todo de neuroevolucio´n es el algoritmo Multi-Agent ESP presentado
por Yong y Mikkulainen [Yong and Miikkulainen, 2001], que es una extensio´n
del algoritmo ESP de Gomez y Mikkulainen para aplicarse en un sistema multi-
agente. El algoritmo ESP es un algoritmo de neuroevolucio´n que evoluciona
poblaciones de neuronas para formar una u´nica red de neuronas artificial. El
algoritmo Multi-Agent ESP se ha estudiado en el dominio depredador presa,
en particular en una tarea en la que tres depredadores deben cooperar para
cazar a la presa, que escapa del depredador ma´s cercano. En este ejemplo se
prueban dos aproximaciones, una aproximacio´n en los depredadores tienen el
mismo controlador y otra en la que tienen controladores diferentes, de forma que
se requiere evolucionar tres controladores. Cada uno de estos controladores se
forma siguiendo el algoritmo ESP. Se comprueba que la aproximacio´n con tres
controladores es ma´s eficiente y robusta que evolucionar un solo controlador.
El Multi-Agent ESP, a pesar de ser un me´todo que solo se ha aplicado para
evolucionar en simulacio´n, podr´ıan ser aplicado a un sistema multi-robot real si
se transfieren los controladores obtenidos.
Algunos trabajos ma´s recientes de neuroevolucio´n son el algoritmo odNEAT
[Silva et al., 2012] [Silva et al., 2015], una versio´n distribuida del algoritmo
NEAT para ser aplicada a evolucio´n on-line de sistemas multi-robot. Al igual que
el algoritmo rtNEAT, el algoritmo odNEAT evoluciona de forma on-line, pero
con la novedad de sin ningu´n tipo de elemento central. En odNEAT, los robots
tienen un nivel de energ´ıa virtual que esta´ asociado a su comportamiento en la
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tarea y su nivel de calidad es una media de una muestra de valores de energ´ıa
en un intervalo de tiempo. Cada robot tiene un repositorio de cromosomas y
cuando al cromosoma activo se le acaba la energ´ıa, un cromosoma del repositorio
pasa a ser el activo. El algoritmo fue analizado en una tarea de agregacio´n
con robots e-puck simulados y se comparo´ contra el algoritmo rtNEAT. Se
comprobo´ que obtiene resultados similares a este algoritmo con la ventaja de
utilizar u´nicamente informacio´n local y la no dependencia de un punto central.
Otro algoritmo basado en neuroevolucio´n y que se ha aplicado a siste-
mas multi-robot heteroge´neos es el algoritmo CONE (Collective NeuroEvolu-
tion) [Nitschke et al., 2010]. Las principales contribuciones del algoritmo CONE
es que resuelve las tareas a trave´s de especializacio´n emergente, que es un tema
de relevancia en esta tesis, y que introduce dos me´tricas para este fin. Una de
ellas es una me´trica de diferencia de genotipos, que tiene en cuenta si la diferen-
cia entre dos genotipos es menor que un umbral. Otra me´trica es una me´trica
de especializacio´n que permite decidir si dos controladores de poblaciones dife-
rentes son suficientemente parecidos en comportamiento para recombinarse. El
funcionamiento del algoritmo CONE es el siguiente:
1. se parte de una poblacio´n de genotipos, cada uno conteniendo una subpo-
blacio´n de neuronas
2. se seleccionan neuronas de diferentes genotipos y se forma tantos con-
troladores como robots en el sistema, de forma que cada controlador es
diferente al resto
3. se evalu´an estos controladores en la tarea un periodo de tiempo fijo. Cada
neurona de diferentes genotipos que participa en este controlador obtiene
un valor de calidad que es el promedio de la calidad obtenida por el con-
trolador. Se evalu´an todas las neuronas de cada genotipo al menos una
vez
4. se aplican los operadores gene´ticos a nivel de subpoblacio´n de neuronas
La principal diferencia de este me´todo con otros de neuroevolucio´n es que los
operadores gene´ticos se aplican a nivel de subpoblacio´n de neuronas, de forma
que se seleccionan las mejores neuronas de cada subpoblacio´n para producir
los nuevos genotipos. Es decir, los operadores gene´ticos no se aplican sobre los
controladores sino sobre las neuronas. Este algoritmo se ha aplicado a diversas
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tareas con robots simulados. Uno de los primeros trabajos con este algoritmo es
una tarea de descubrimiento de rocas rojas dispersas por el entorno [Eiben et al.,
2006]. Cuando un robot descubre una roca roja, queda marcada como descu-
bierta. Se compara el algoritmo con un algoritmo de neuroevolucio´n tradicional,
y el algoritmo CONE obtiene mejores resultados.
Una tarea ma´s compleja en la que se ha aplicado el algoritmo CONE es una
tarea de construccio´n colectiva con robots Khepera simulados [Nitschke et al.,
2012]. En esta tarea los robots deben cooperar para construir una estructura a
partir de unos bloques, en una determinada secuencia. Existen dos tipos de blo-
que, de tipo A y de tipo B, distinguibles por una luz y los robots deben mover
estos bloques hacia una zona de construccio´n en una determinada secuencia fija.
Si el bloque no es el que corresponde en esa secuencia, no es posible colocarlo
en la zona de construccio´n. La calidad del equipo de robots es el nu´mero de blo-
ques en la zona de construccio´n despue´s del tiempo de vida de un equipo. Los
controladores se etiquetan como especializados si la mayor parte de su tiempo
realizan la misma accio´n (mismas salidas de motores). Se comprueba que exis-
ten robots especializados como constructores capaces de recoger bloques fuera
de secuencia colocados por robots sin especializar y colocarlos en la secuencia
correcta. Se compara el algoritmo CONE contra otros algoritmos (Multi-Agent
ESP y CCEA) y e´ste obtiene mejores resultados en esta tarea de construccio´n
colectiva. Igual que en otros ejemplo del algoritmo CONE, se concluye que el
algoritmo es adecuado para evolucionar comportamientos colectivos especiali-
zados incluso cuando no se sabe que tipo de especializacio´n es la beneficiosa.
Otro estudio que tambie´n aborda la especializacio´n es el de Ferrauto et
al. [Ferrauto et al., 2013], en el que se comparan cuatro algoritmos evolutivos
en dos tareas cooperativas con dos robots Khepera simulados. Las dos tareas
son una tarea de aproximarse a la luz y una tarea de movimiento coordinado.
La tarea de movimiento coordinado puede ser resuelta de forma ma´s eficiente
con especializacio´n mientras que la tarea de aproximacio´n a la luz se resuelve
de forma ma´s eficiente asignando y cambiando roles de forma dina´mica. Los
cuatros algoritmos que se comparan son: un algoritmo con grupo homoge´neo,
en donde se evoluciona un controlador y se clona, un algoritmo con grupo he-
teroge´neo, en el que se codifican los dos controladores en un mismo genotipo,
un algoritmo con mu´ltiples poblaciones, cada una de ellas correspondiendo a
un robot, y un algoritmo con una sola poblacio´n muy numerosa, en el que los
genotipos codifican a un solo robot. Para los u´ltimos dos algoritmos menciona-
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dos se analizan dos configuraciones: grupos fijos o grupos temporales. El u´nico
de los cuatro algoritmos que consigue obtener especializacio´n e intercambio de
roles cuando corresponde en cada tarea, es el algoritmo con una sola poblacio´n
y grupos temporales.
Como conclusio´n a este sub-apartado, se debe destacar la gran relevancia
que ha adquirido en los u´ltimos an˜os la evolucio´n de sistemas multi-robot hete-
roge´neos, y la complejidad que se ha logrado alcanzar en las tareas a resolver.
Son destacables los algoritmos basados en coevolucio´n cooperativa, ya que ob-
tienen resultados muy satisfactorios con un enfoque totalmente emergente y
heteroge´neo. Hasta el momento no se ha tratado aqu´ı la optimizacio´n de la
morfolog´ıa de los robots, que en todos los casos anteriores ven´ıa predefinida.
Este es el objetivo del siguiente sub-apartado.
3.2.2.3. Optimizacio´n de la morfolog´ıa
Los algoritmos evolutivos han sido las principales aproximaciones aplicadas
en la optimizacio´n de la morfolog´ıa, tanto en la del controlador como hemos
visto con el caso de la neuroevolucio´n, como en la de la morfolog´ıa f´ısica, princi-
palmente a trave´s de robots modulares. Un ejemplo de evolucio´n de morfolog´ıa
y control es el trabajo de Fain˜a et al. [Fa´ın˜a et al., 2013], que se basa en un
algoritmo evolutivo propio que evoluciona las ramas, pesos y nodos en una re-
presentacio´n de a´rbol. En lugar de utilizar un conjunto de mo´dulos hardware ho-
moge´neos, este sistema esta´ formado por cuatro tipos de mo´dulos heteroge´neos:
dos de ellos producen movimientos lineales y los otros dos producen rotatorios.
Se analiza el sistema en dos experimentos: uno de transportar una carga en
diferentes tipos de superficies (plana, irregular) y otro de pintado de una pared
vertical cubriendo el mayor a´rea posible. Los resultados obtenidos demuestran
que la aproximacio´n empleada es factible y obtiene soluciones realistas. Este
trabajo muestra co´mo la optimizacio´n de la morfolog´ıa permite un control ma´s
simple para llevar a cabo una tarea real.
Otro ejemplo son los organismos multi-robot del proyecto Symbrion. El orga-
nismo multi-robot esta´ formado por mo´dulos homoge´neos que pueden agregarse
y desagregarse segu´n los requerimientos de la tarea. Los controladores funcionan
tanto a nivel individual como agregado [Levi and Kernbach, 2010]. Un traba-
jo destacado con este tipo de organismo multi-modular es el Hamann et al.,
en el que se evoluciona el sistema para que sea capaz de desplazarse a partir
52 3.2. Optimizacio´n de sistemas multi-robot mediante algoritmos evolutivos
de auto-configurar sus mo´dulos y controlarlos tanto a nivel individual como en
agrupaciones [Hamann et al., 2010].
Como conclusio´n a este apartado de antecedentes, se debe destacar que la
aplicabilidad a sistemas multi-robot reales de muchos de los algoritmos evolu-
tivos revisados es limitada, y prueba de ello es que la mayor´ıa esta´n aplicados
u´nicamente en simulacio´n, y lo que es ma´s patente, partiendo del disen˜o de un
algoritmo y aplica´ndolo a un sistema multi-robot adaptado, y no al reve´s. Aun-
que la potencialidad de las aproximaciones emergentes es claramente mayor que
la de las intencionales a la hora de tratar con problemas reales y generales, au´n
queda mucho trabajo por delante para lograr que la optimizacio´n de sistemas
multi-robot mediante algoritmos evolutivos sea realmente aplicable. En esta te-
sis, con el afa´n de dar pasos en este sentido, se busca por encima de todo que
el algoritmo a desarrollar pueda ser aplicado a un sistema multi-robot lo ma´s
realista posible, de modo que el propio algoritmo no limite el tipo de aplicacio´n.
Con este objetivo, en el siguiente cap´ıtulo, se describira´n en ma´s detalle las
especificaciones que consideramos que debe cumplir un algoritmo para ser apli-
cado a la optimizacio´n de un sistema multi-robot real y general, y se realizara´
una revisio´n bibliogra´fica de las aproximaciones evolutivas ma´s prometedoras
en este sentido, aquellas basadas en el paradigma de Embodied Evolution.
Cap´ıtulo 4
Requisitos del algoritmo de
optimizacio´n
En este cap´ıtulo se establecera´n las especificaciones de disen˜o para el algo-
ritmo a desarrollar. Dichas especificaciones parten de las caracter´ısticas de los
sistemas multi-robot reales sobre los que se aplicara´ el algoritmo, de modo que
permita optimizar un sistema general de este tipo.
4.1. Especificaciones y requisitos de disen˜o
La mayor parte de los algoritmos evolutivos utilizados en la optimizacio´n
de sistemas multi-robot que fueron revisados en el apartado anterior, parten de
un ana´lisis poco profundo del tipo de sistema real sobre el que sera´n aplica-
dos. Se asume un sistema multi-robot gene´rico, formado por varios robots con
capacidades esta´ndar de sensorizacio´n y actuacio´n, y se comienza el desarrollo
del algoritmo. En dicho proceso, el algoritmo debe ser adaptado y mejorado en
diversos aspectos, lo cual implica, en multitud de ocasiones, una redefinicio´n
del sistema multi-robot real, normalmente relajando alguna especificacio´n del
mismo. Esto conlleva que el grado de aplicabilidad final del algoritmo sea muy
limitado, ya que funciona en condiciones poco transferibles a la realidad. La
principal evidencia de este problema esta´ en el reducido nu´mero de art´ıculos de
los revisados en el apartado anterior que realmente han dado lugar a un sistema
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multi-robot en explotacio´n. Ejemplos t´ıpicos de que´ condiciones o especificacio-
nes se relajan ser´ıan: uso de equipos homoge´neos, aprendizaje en tiempo real,
comunicaciones y operaciones centralizadas, entornos esta´ticos, etc.
En lugar de seguir este tipo de aproximacio´n de abajo a arriba, partiendo del
desarrollo de un algoritmo que posteriormente se aplica en un sistema multi-
robot, y por tanto, condicionando dicho sistema multi-robot, en esta tesis se
enfoca el problema de arriba a abajo. Partiremos, pues, de una caja negra
que representa el sistema multi-robot, pretendiendo que e´ste sea lo ma´s realista
posible en cuanto a su realizacio´n pra´ctica. En este sentido, tras haber analizado
en profundidad la bibliograf´ıa y los casos de e´xito en sistemas multi-robot,
podemos establecer las caracter´ısticas ba´sicas que debe tener un sistema de este
tipo para ser transferible a la pra´ctica:
1. Teniendo en cuenta criterios pra´cticos, como coste econo´mico y manteni-
miento reducido, los sistemas multi-robot deben ser simples, a nivel indi-
vidual, tanto en hardware como en software. Es ma´s realista considerar
un sistema multi-robot compuesto por robots simples dedicados a tareas
simples, que alcanzan su complejidad al combinar sus comportamientos,
que robots complejos capaces de realizar varias tareas dif´ıciles, de modo
que si uno falla o se estropea, su arreglo o restitucio´n se vuelve muy cos-
toso. Esto no quiere decir que los robots deban ser homoge´neos, de hecho,
no se establecera´ ninguna limitacio´n en este sentido.
2. Debe estar compuesto por robots con alto grado de autonomı´a, porque esto
beneficia a la fiabilidad y escalabilidad del sistema, y reduce los problemas
relativos a la comunicacio´n. Es decir, aunque los sistemas centralizados son
ma´s simples de implantar inicialmente, su aplicabilidad pra´ctica es ma´s
reducida.
3. Debe tener un sistema de control adaptativo, de modo que pueda reaccio-
nar a los cambios que se produzcan en el entorno o en la tarea en tiempo
real. Un sistema multi-robot disen˜ado para entornos esta´ticos o que deba
ser redisen˜ado en caso de que se produzcan cambios no es pra´ctico.
Partiendo de estas especificaciones, se pueden establecer los requisitos de
disen˜o para el algoritmo evolutivo que permita lograrlas:
1. Debe permitir obtener controladores heteroge´neos, porque son ma´s flexi-
bles y permiten reducir la complejidad de los individuos ya que pueden
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especializarse en sub-problemas del problema a resolver. Adema´s, la obten-
cio´n de controladores heteroge´neos permite utilizar sistemas multi-robot
con morfolog´ıa homoge´nea o no, de tal forma que es una aproximacio´n
ma´s general.
2. Debe realizar una evolucio´n on-board, ya que las aproximaciones o↵-board
dependen de informacio´n centralizada lo cual limita la autonomı´a indivi-
dual de los robots.
3. Debe permitir evolucio´n on-line, ya que el tiempo de respuesta para adap-
tarse a cambios en el entorno es fundamental.
En resumen, el algoritmo evolutivo para optimizar el tipo sistema multi-
robot objetivo debe realizar evolucio´n on-line y on-board, as´ı como permitir
la obtencio´n de soluciones heteroge´neas. En este sentido, nos referimos a so-
luciones heteroge´neas tanto a nivel de control como a nivel de morfolog´ıa. En
una primera aproximacio´n, no se tratara´ en esta tesis el disen˜o morfolo´gico del
sistema multi-robot, sino que nos centraremos en el estudio de la coordinacio´n.
Debemos destacar que dicho disen˜o morfolo´gico ha sido parcialmente estudiado
en el pasado en un trabajo donde se obtiene la composicio´n o´ptima del equipo
a partir de varios tipos de robot predefinidos, as´ı como el nu´mero de robots de
cada tipo para resolver la tarea de forma o´ptima [Trueba et al., 2011]. Tambie´n
se ha realizado la optimizacio´n de la morfolog´ıa en un un problema de opti-
mizacio´n de fletes en el que se evoluciona tanto los para´metros f´ısicos como el
nu´mero de veh´ıculos necesarios para resolver la tarea en diferentes condiciones
de disen˜o [Prieto et al., 2016].
Analizando los requisitos anteriores desde una perspectiva ma´s simple, el
algoritmo a desarrollar debe permitir que los robots que forman el equipo sean
lo ma´s generales y auto´nomos posible, y tambie´n debe soportar el proceso de
optimizacio´n en tiempo de ejecucio´n. Con estas mismas premisas surgio´ a finales
de los an˜os 90 el paradigma evolutivo denominado Embodied Evolution, que
sera´ es que se utilizara´ en esta tesis, propuesto por Watson et al. [Watson et al.,
1999]. Embodied Evolution es un paradigma de computacio´n evolutiva inspirado
en la evolucio´n natural, donde los individuos que forman la poblacio´n ”viven.en
su entorno e interactu´an entre ellos de forma descentralizada y distribuida. La
fuente de inspiracio´n original de los autores fueron los experimentos de vida
artificial, en los que se define un escenario que recrea las condiciones biolo´gicas
de algu´n ecosistema, se situ´an en e´l componentes biolo´gicos simples (ce´lulas,
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mole´culas, etc) y tambie´n se definen reglas de interaccio´n y supervivencia entre
estos componentes. La evolucio´n en los sistemas de Vida Artificial es open-
ended, es decir, no tiene un criterio de parada predefinido, y el sistema se adapta
de manera continua a los cambios en el entorno. Todas estas caracter´ısticas
llevaron a Watson et al. a proponer un algoritmo evolutivo similar pero que
pudiese ser aplicado a la evolucio´n de controladores para equipos de robots, de
forma que la evolucio´n pudiese llevarse a cabo en tiempo real y dentro de cada
robot en un cierto entorno real.
As´ı, la definicio´n de Embodied Evolution como algoritmo para la optimiza-
cio´n de sistemas multi-robot ser´ıa la siguiente:
estrategia evolutiva basada en la evolucio´n natural en la que los individuos que
constituyen la poblacio´n esta´n embebidos en el cuerpo del robot y situados en
un entorno en el que interactu´an de manera local, as´ıncrona y descentralizada.
Estas interacciones no esta´n guiadas por ningu´n mecanismo de sincroniza-
cio´n preestablecido como en los algoritmos evolutivos tradicionales, sino que
resultan de los comportamientos individuales de los robots y pueden cambiar
en funcio´n de las condiciones de dicho entorno. Los individuos tienen un tiempo
de vida ma´ximo y cuando lo agotan, desaparecen y son reemplazados por sus
descendientes. La evolucio´n en Embodied Evolution es de final abierto (open-
ended), lo que constituye un paradigma intr´ınsecamente adaptativo y altamente
adecuado para resolver problemas multi-robot en tiempo real. Esta aproxima-
cio´n tiene un funcionamiento similar a la evolucio´n que se produce en una eco-
log´ıa, es decir, existe un entorno dado, unos ”seres”que lo habitan y unas reglas
de interaccio´n y relacio´n. El sistema evoluciona hacia algu´n estado estable en el
que las entradas y salidas de recursos se compensan, o bien el sistema colapsa y
se extinguen los seres. En el caso que nos ocupa, el sistema deber´ıa tender hacia
un estado estable que optimizase la funcio´n de calidad colectiva que se defina.
Detra´s de esta definicio´n ba´sica existen numerosos aspectos que tratar con
ma´s detalle, como se hara´ en el pro´ximo cap´ıtulo donde se definira´ el algoritmo
concreto que se ha desarrollado en esta tesis. Pero como se puede observar, es
una aproximacio´n que cumple con los requisitos establecidos con anterioridad.
Por un lado, la evolucio´n se produce en tiempo real (on-line). Por otro, permite
obtener equipos gene´ticamente heteroge´neos, de hecho, la aparicio´n de especies
es algo intr´ınseco a la evolucio´n natural. Adema´s, como se ejecuta dentro de
cada robot (on-board), se cumple con la caracter´ıstica buscada de alto grado
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Tabla 4.1: Trabajos ma´s relevantes en Embodied Evolution
Embodied evolution
Distribuida Encapsulada
Watson (1999, 2002) Takaya (2003)
Simoes (1999) Walker (2003)
Nehmzow (2002) Elfwing (2005, 2011)
Bianco (2004) ALF Perez (2008)
Wischmann (2007) Dong-Wook Lee (2008)
Ko¨nig (2008) Eiben (2010)
Prieto (2010) Haasdijk (2010)
Bredeche (2010, 2012) O’Dowg (2011)
Karafotias (2011) Schwarzer (2011)
Haasdijk (2014) Heinerman (2016)
de autonomı´a de cada uno de los robots. Finalmente, Embodied Evolution es
tolerante a cambios tanto en la composicio´n del equipo, como en el entorno
y en la propia tarea. En la siguiente seccio´n se realizara´ una revisio´n de los
principales trabajos que han seguido esta aproximacio´n en los u´ltimos an˜os:
4.2. Embodied Evolution
En este apartado se revisara´n los principales trabajos realizados dentro del
paradigma de Embodied Evolution (EE), y que son los mostrados en la tabla
4.1. Comenzando por el mencionado trabajo de Watson et al. [Watson et al.,
1999,Watson et al., 2002], donde presenta el concepto global del paradigma y
una implementacio´n concreta, el algoritmo PGTA (Probabilistic Gene Transfer
Algorithm). Este algoritmo esta´ basado en el algoritmo gene´tico microbiano de
Harvey, que se fundamenta en reescribir porciones del genotipo de un individuo
de mala calidad con porciones de un genotipo de un individuo de mayor calidad.
En este caso, se ha adaptado este proceso para realizarlo de forma descentrali-
zada y distribuida. La transferencia se realiza de robot a robot, cuando ambos
se encuentran en el escenario en un rango local, ya que cada uno de ellos emite
informacio´n gene´tica a una frecuencia proporcional a su nivel de energ´ıa virtual,
que describe el rendimiento del robot en la tarea. Los genes que se emiten en
la transferencia son seleccionados al azar, y si un robot esta´ en rango de recibir
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Figura 4.1: Fotograf´ıa del experimento de Watson et al. Fuente: “Embodied evo-
lution: embodying an evolutionary algorithm in a population of robots” [Watson
et al., 1999]
esta transmisio´n, puede aceptar genes con una probabilidad inversamente pro-
porcional a su nivel de energ´ıa. De esta forma, los robots con mayor nivel de
energ´ıa emitira´n ma´s genes y aceptara´n menos genes de otros robots, mientras
que los robots con menos energ´ıa emitira´n muchos menos genes pero aceptara´n
con mayor probabilidad los de otros robots.
La tarea original propuesta en el trabajo de Watson et al. consiste en ir
hacia una fuente de luz con ocho robots. La luz esta´ situada en el centro del
entorno y los robots deben moverse desde sus posiciones hasta ella. La figura 4.1
muestra una fotograf´ıa de los robots en el entorno. Como es habitual en robo´tica
evolutiva, el controlador de los robots es una red de neuronas artificiales pero
tienen dos comportamientos predefinidos que funcionan al margen de la red.
Por un lado un comportamiento de reinicio, que se inicia una vez que el robot
llega a la luz, para situar el robot en una posicio´n y orientacio´n aleatoria del
entorno y volver a comenzar la tarea, y por otro lado, un comportamiento de
giro aleatorio cuando el robot detecta que puede estar atrapado. Los robots
ganan energ´ıa cada vez que se acercan a la luz y consumen energ´ıa cada vez que
transmiten un gen. El algoritmo se compara con una solucio´n disen˜ada a mano
y una solucio´n con para´metros aleatorios de los controladores y se demuestra
que se pueden producir comportamientos de calidad con un algoritmo evolutivo
descentralizado y as´ıncrono en una poblacio´n de robots. El punto de´bil de este
primer trabajo es que la tarea es muy simple y no es colectiva, sino que es una
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tarea que podr´ıa realizar un robot pero se ha llevado a cabo con un sistema
multi-robot.
Desde el trabajo original de Watson, han surgido numerosas variaciones
dentro del paradigma de Embodied Evolution. Eiben et al. propusieron una cla-
sificacio´n de este paradigma en base a tres tipos de Embodied Evolution: dis-
tribuida, encapsulada e h´ıbrida [Eiben et al., 2010]. Por orden, podemos hablar
primero de Distributed Embodied Evolution (DEE), en la que los operadores
gene´ticos se ejecutan de forma distribuida entre robots, y que es la variante fiel
a la idea original de Embodied Evolution. Por otro lado, tenemos la Encapsu-
lated Embodied Evolution (EEE), una aproximacio´n en la que cada robot lleva
una poblacio´n dentro de s´ı mismo y aislada del resto, y los operadores gene´ticos
se aplican dentro de cada poblacio´n. El tercer tipo, la aproximacio´n h´ıbrida,
combina los mecanismos de la aproximacio´n encapsulada y de la distribuida.
Es similar a una aproximacio´n encapsulada pero en la que las poblaciones se
comparten informacio´n a trave´s de la migracio´n entre robots. En esta tesis, es-
ta aproximacio´n se considera un caso particular de aproximacio´n encapsulada,
ya que la u´nica diferencia es la existencia de la migracio´n. A continuacio´n, se
describira´n algunos trabajos de Embodied Evolution tanto encapsulada como
distribuida.
4.2.1. Embodied Evolution Encapsulada
En la figura 4.2 se muestra una representacio´n del funcionamiento de la
aproximacio´n encapsulada, en el que se observa cada uno de los robots con sus
respectivas poblaciones dentro, y con un genotipo activo, que se ha transformado
a fenotipo, y es el que esta´ tomando el control del robot en cada momento.
Uno de los primeros trabajos de Embodied Evolution encapsulada es el tra-
bajo de Takaya et al. [Takaya and Arita, 2003]. En este algoritmo, cada ro-
bot contiene una poblacio´n de genotipos y transmite y recibe dichos genotipos
cuando se encuentra con otros robots en el entorno. Cada robot, adema´s de
la poblacio´n activa, gestiona una cola de genotipos recibidos, a la espera de
ser evaluados. A la hora de generar nuevos genotipos en la poblacio´n, hay que
seleccionar dos genotipos de la poblacio´n para cruzarse y el nuevo genotipo se
almacena en la cola de genotipos, al igual que los genotipos recibidos por otros
robots. Para transferirse de la cola de genotipos a la poblacio´n del robot, los ge-
notipos deben obtener una calidad mayor que el peor genotipo de la poblacio´n,
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Figura 4.2: Esquema de Embodied Evolution Encapsulada en “Embodied, On-
line, On-board Evolution for Autonomous Robotics” [Eiben et al., 2010]
ya que de lo contrario se descartan. El controlador de cada robot es una red
de neuronas artificiales codificada por estos genotipos. La tarea propuesta es
una tarea de evitar obsta´culos con seis robots Khepera simulados y se compa-
ran diferentes configuraciones del algoritmo, con colas de genotipos de diferente
taman˜o y habilitando o no la migracio´n de genotipos de una poblacio´n a otra.
Otro ejemplo de Embodied Evolution encapsulada es el trabajo de Elfwing
et al. [Elfwing et al., 2005]. Los autores argumentan que las aproximaciones
distribuidas tienen una limitacio´n que las hace dif´ıcil de aplicar que es el alto
nu´mero de robots que necesitan. Para solucionar esto, proponen una poblacio´n
en cada robot y una estrategia de reparto de tiempo para evaluar la poblacio´n en
el robot. El reparto de tiempo consiste en dividir un tiempo de evaluacio´n total
por el numero de genotipos a evaluar y asignar este periodo a cada uno de ellos.
En este caso concreto, el tiempo de evaluacio´n de cada genotipo, corresponde a
un cuarta parte de la vida del robot. Cuando se cumple este tiempo de vida, se
reemplaza el controlador seleccionando uno de entre los genotipos recibidos en
tiempo de vida segu´n su calidad. La tarea planteada se basa en sobrevivir en
un entorno desconocido, en la que los robots se deben buscar para cruzarse y
deben encontrar bater´ıas por el entorno para recargar la suya para no quedarse
sin energ´ıa. En la figura 4.3 se muestra una fotograf´ıa del experimento. Los ro-
bots tienen aprendidos una serie de comportamientos ba´sicos: buscar bater´ıas,
reproducirse, evitar obsta´culos, y se evoluciona un controlador que es una red
de neuronas que tiene que seleccionar entre estos comportamientos. El punto
fuerte de esta aproximacio´n es que se consiguen evolucionar comportamientos
con tres robots reales, debido al encapsulamiento de las poblaciones en cada uno
de ellos. Se compara esta aproximacio´n encapsulada contra un algoritmo gene´ti-
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co centralizado y los resultados obtenidos son prometedores ya que se obtienen
mayor tasa de comportamientos de reproduccio´n con Embodied Evolution en-
capsulada. Un punto de´bil de este trabajo, es que la tarea es simple ya que solo
se tiene en cuenta capturar bater´ıas y reproducirse.
Figura 4.3: Fotograf´ıa del experimento de Elfwing et al. en “Biologically Inspired
Embodied Evolution of Survival” [Elfwing et al., 2005]
La mayor´ıa de algoritmos utilizados en Embodied Evolution son algoritmos
gene´ticos, pero tambie´n existen ejemplos en donde el me´todo utilizado es progra-
macio´n gene´tica. Un ejemplo de aproximacio´n encapsulada con programacio´n
gene´tica es el trabajo de Perez et al. [Perez et al., 2008]. En este trabajo, se
evolucionan los controladores de cinco robots Khepera que deben realizar una
tarea de navegacio´n evitando obsta´culos. Cada robot tiene una poblacio´n de
programas y las transmisiones entre ellos son porciones de estos programas. El
proceso evolutivo en cada robot tiene en cuenta su poblacio´n local y las partes
recibidas de otros robots. Se demuestra que los robots aprenden a navegar el
entorno evitando obsta´culos. Un punto de´bil de este trabajo es que solo se rea-
lizan experimentos en simulacio´n, pero hace una aportacio´n, que es demostrar
que es posible usar programacio´n gene´tica de una forma distribuida siguiendo
el esquema de Embodied Evolution para optimizar un sistema multi-robot.
Dentro de esta aproximacio´n, existen trabajos en los que se combina el algo-
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ritmo evolutivo con un algoritmo de aprendizaje por refuerzo, como por ejemplo
en [Walker et al., 2003]. En este trabajo se clasifican las metodolog´ıas para apli-
car a la optimizacio´n multi-robot en dos tipos de me´todos: me´todos de evolucio´n
en fase de aprendizaje y me´todos de adaptacio´n en tiempo de vida por evolucio´n.
Se revisan trabajos en cada uno de estos me´todos y se propone una nueva apro-
ximacio´n que combina estos dos me´todos. La metodolog´ıa propuesta se divide
en dos fases diferentes: una fase de entrenamiento en la que se realiza evolucio´n
o↵-line y una fase de aprendizaje en tiempo de vida de los robots a trave´s de
evolucio´n on-line. De este modo, la evolucio´n o↵-line se aplicar´ıa con el fin de
obtener controladores robustos y gene´ricos y la evolucio´n on-line para mejorar
el rendimiento de los controladores. Para la evolucio´n en tiempo de vida, se
utiliza una estrategia evolutiva en la que se usa solo la mutacio´n y cada robot
lleva una poblacio´n de tres cromosomas. La tarea que se resuelve es similar a
la de Watson ya que consiste en seguir una fuente de luz evitando obsta´culos.
Se concluye que se mejora el rendimiento de los robots al aplicar evolucio´n y
aprendizaje en lugar de solo evolucio´n. La aportacio´n de este trabajo es que de-
muestra que aplicar aprendizaje en tiempo de vida ademas de evolucio´n mejora
el comportamiento del sistema multi-robot.
Otro ejemplo que combina Embodied Evolution con un algoritmo de apren-
dizaje por refuerzo es [Elfwing et al., 2011]. En anteriores trabajos de los au-
tores [Elfwing et al., 2005], los comportamientos ba´sicos de los robots estaban
ya aprendidos antes de realizar la evolucio´n, pero en este caso, el algoritmo de
aprendizaje permite que los robots aprendan sus comportamientos dentro de
cada generacio´n del algoritmo evolutivo. El controlador de los robots es una red
de neuronas que selecciona entre varias acciones ba´sicas y el algoritmo evolu-
tivo codifica adema´s de los para´metros de la red, para´metros del algoritmo de
aprendizaje. Los robots se intercambian genotipos a una frecuencia proporcio-
nal a su nivel de energ´ıa y estos genotipos se incluyen en las subpoblaciones de
cada robot. La tarea en la que se analiza el algoritmo es una tarea de supervi-
vencia con cuatro robots Cyber Rodent simulados, en un entorno con una serie
de bater´ıas virtuales con las que el robot puede recargar su nivel de energ´ıa.
Posteriormente, se analizan los resultados obtenidos con la evolucio´n a en un
entorno real con dos robots.
Otro ejemplo en el que se combina evolucio´n con aprendizaje es [Lee et al.,
2008]. En este trabajo, el algoritmo evolutivo distribuido hace mejorar la habi-
lidad para aprender de los robots al intercambiarse material gene´tico con otros
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robots, concretamente, el genotipo codifica la tabla de valores Q cada par de
estado y accio´n, que los robots aprenden individualmente y se transmiten en-
tre s´ı a trave´s de comunicaciones entre ellos. Estas comunicaciones permiten
realizar operadores de cruce entre soluciones nuevas con soluciones que ya han
aprendido en el entorno, de forma que los individuos aprenden indirectamente
a trave´s de esto. Los genotipos solo se modifican cuando el robot que transmite
tiene mayor calidad que el robot que recibe. La tarea que se resuelve es una
tarea cooperativa de buscar y recolectar objetos por el entorno, evitando los
obsta´culos y las colisiones con otros robots. Existen cinco acciones predefinidas,
que son: movimiento aleatorio, movimiento hacia delante, giro a la izquierda,
giro a la derecha, y movimiento hacia objetivo. Se compara esta aproximacio´n
con respecto solo evolucio´n o solo aprendizaje y este me´todo obtiene el mejor
rendimiento en la tarea. Se concluye que el me´todo es muy efectivo ya que se
obtiene mejor rendimiento en la tarea que en el caso de aplicar solo el algoritmo
evolutivo distribuido. La aportacio´n de este trabajo es demostrar la mejora el
rendimiento en la tarea al combinar el aprendizaje de los robots con la evolucio´n
on-line, aunque solo en una tarea en simulacio´n y no en robots reales.
Uno de los problemas de los algoritmos de Embodied Evolution encapsulada
es que requieren una estrategia de reparto de tiempo para evaluar a todos los
controladores de la poblacio´n de cada robot, pero existen alternativas como por
ejemplo el trabajo de O’Dowd [O’Dowd et al., 2011], en el que cada robot lle-
va un simulador embebido para evolucionar controladores antes de que tomen
el control del robot y a mucha ma´s velocidad que en el robot real, ya que se
podr´ıa evaluar toda la poblacio´n en el mismo tiempo que en el que se evalu´a
un solo controlador en el robot real. Con este me´todo se introduce otra vez el
problema de la transferencia al mundo real, ya que no se conoce el rendimiento
de los controladores fuera del simulador. Este trabajo en particular se centra
en buscar discrepancias entre los dos entornos, simulado y real. El algoritmo
tiene dos componentes evolutivos: por una parte, un componente distribuido en
todo el equipo de robots, en donde se evolucionan en tiempo real los modelos
del entorno y se comunican entre robots, y por otra parte, un componente lo-
cal de cada robot, con el que se evolucionan los controladores, en un tiempo
mas ra´pido que el otro componente. Es decir, se evolucionan los simuladores de
forma distribuida y los controladores de forma encapsulada en cada robot. La
tarea resuelta es una tarea de encontrar y transportar comida a una ubicacio´n
realizada por 10 robots e-puck en la que los robots no pueden detectar la comida
pero s´ı pueden detectar una fuente de luz. En la figura 4.4 se muestra una fo-
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tograf´ıa de los robots en el experimento. El controlador de los robots selecciona
comportamientos segu´n el estado actual y existen cuatro comportamientos ba´si-
cos preprogramados: evitar obsta´culos, bu´squeda aleatoria, moverse hacia luz,
alejarse de la luz. Se muestra que el nu´mero de elementos de comida recolectada
aumenta a lo largo de la evolucio´n, con lo que se producen comportamientos
eficientes en la tarea. La aportacio´n de este trabajo es que solucionar el pro-
blema del largo tiempo requerido para evaluar una poblacio´n que tienen las
aproximaciones encapsuladas.
Figura 4.4: Fotograf´ıa del experimento de O’Dowd et al. en “The distributed co-
evolution of an embodied simulator and controller for swarm robot behaviours”
[O’Dowd et al., 2011]
El algoritmo ma´s relevante de Embodied Evolution encapsulada es el algo-
ritmo (µ+1)-ONLINE [Eiben et al., 2010]. Es el ma´s relevante ya que es el que
ma´s se ha usado en la bibliograf´ıa, por ejemplo en [Haasdijk et al., 2010], inclu-
so con ejemplos recientes [Heinerman et al., 2016]. Este algoritmo esta´ basado
en las estrategias evolutivas (µ+1) en el que cada robot tiene encapsulada una
poblacio´n de µ individuos. Si µ es 1, el algoritmo queda como (1+1)-ONLINE
y es una estrategia evolutiva en la que solo se aplica el operador de mutacio´n.
El taman˜o de esta mutacio´n esta´ regulado por un para´metro que se adapta a lo
largo de la evolucio´n. La caracter´ıstica ba´sica de este algoritmo es que los hijos
solo reemplazan a su padre si su calidad es mayor. El tiempo de evaluacio´n para
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cada individuo de la poblacio´n es fijo y cuando se acaba, otro controlador toma
el control del robot en la posicio´n en la que quedo´ el robot. Para poder recupe-
rarse de un mal comportamiento del anterior controlador, se incluye un periodo
de recuperacio´n en el que no se computa la calidad al nuevo controlador. Con
el fin de evitar evaluaciones que pudieron ser ruidosas por las condiciones que
tuvieron los controladores, el mejor genotipo se reevalu´a con una probabilidad.
Se analiza el algoritmo con diferentes taman˜os de poblacio´n (µ=1,3,9,13) en una
tarea de moverse lo ma´s ra´pido y recto posible en varios entornos con diferentes
obsta´culos y se observa que aumentar el taman˜o de las poblaciones incrementa
el rendimiento del algoritmo en la tarea.
Un trabajo reciente que aplica el algoritmo (1+1)-ONLINE es el trabajo
de Heinerman et al. que resuelve una tarea de recoleccio´n de comida con un
equipo de robots Thymio II [Heinerman et al., 2016]. En la figura 4.5 se muestra
una fotograf´ıa del experimento. Se comprueba que se aumenta el nu´mero de
elementos de comida recolectados a lo largo del tiempo. La aportacio´n de este
trabajo es que es un experimento asequible, realizado con robots reales y en un
tiempo muy limitado, ya que en una hora se obtienen los comportamientos
o´ptimos, al contrario que en otros trabajos de evolucio´n on-line en los que
se requieren varias horas o d´ıas de evolucio´n (por ejemplo, los experimentos
originales de Watson et al. duraban 140 minutos).
Otro trabajo derivado del algoritmo (µ+1)-ONLINE es el trabajo de Sch-
warzer et al. [Schwarzer et al., 2011]. El esquema del algoritmo es igual al del
algoritmo (µ+1)-ONLINE pero la novedad es que se permite la evolucio´n es-
tructural del genotipo y se utiliza evolucio´n incremental complicando progresi-
vamente la tarea para que los robots gradualmente adapten su comportamiento.
El genoma codifica una red de neuronas en base a dos tipos de gen: gen de nodo
y gen de enlace. El gen de nodo codifica una neurona de la red y el gen de enlace
codifica una conexio´n en la red. De esta forma, se pueden codificar diferentes
morfolog´ıas de la red al igual que se realiza en el algoritmo NEAT [Stanley
and Miikkulainen, 2002]. La aportacio´n de este trabajo es que se evoluciona la
estructura del controlador de forma similar al NEAT pero de forma on-line y
distribuida, lo cual lo hace ma´s aplicable que el NEAT a sistemas multi-robot
reales y ademas se hace utilizando evolucio´n incremental, que es una metodo-
log´ıa que se ha comprobado que funciona, para que la evolucio´n progrese en
tareas cada vez ma´s complejas [Gomez and Miikkulainen, 1997].
Despue´s de describir algunos de los trabajos ma´s relevantes de Embodied
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Figura 4.5: Fotograf´ıa del experimento de Heinerman et al. en “On-line Evo-
lution of Foraging Behaviour in a Population of Real Robots” [O’Dowd et al.,
2011]
Evolution Encapsulada, se puede concluir que una desventaja de estas aproxima-
ciones es tener que repartir el tiempo de evaluacio´n entre todos los controladores
de una poblacio´n, aunque esto tiene la ventaja de que debido a que encapsulan
una poblacio´n, la variabilidad genot´ıpica es mayor que en un algoritmo distri-
buido. Esto permite utilizar la aproximacio´n encapsulada en equipos de muy
pocos robots. Por ejemplo, en los trabajos de Elfwing se utilizan grupos de 4 o
menos robots reales y esto no ser´ıa posible con un algoritmo distribuido porque
se requiere mayor variabilidad genot´ıpica.
4.2.2. Embodied Evolution Distribuida
En la figura 4.6 se muestra una representacio´n del funcionamiento de la
aproximacio´n distribuida. Cada robot en lugar de una poblacio´n dentro de s´ı,
tiene u´nicamente un genotipo que es el que esta´ controlando a su vez el robot.
Los robots se transmiten entre s´ı estos genotipos mediante alguna estrategia de
comunicacio´n local.
Los algoritmos de Embodied Evolution distribuida (DEE) son fieles al es-
quema del trabajo original de Watson. Uno de los primeros ejemplos en esta
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Figura 4.6: Esquema de Embodied Evolution Distribuida en “Embodied, On-
line, On-board Evolution for Autonomous Robotics” [Eiben et al., 2010]
aproximacio´n es el Evolutionary Control System de Simoes et al. [Simoes and
Dimond, 1999], que tambie´n realiza una evolucio´n distribuida sobre un equipo
de cinco robots. El funcionamiento de este algoritmo es diferente al de Watson
porque esta´ formado por dos per´ıodos: un periodo de operacio´n para evaluar
controladores y un periodo de recombinacio´n que al terminar inicia el periodo
de operacio´n de nuevo. En el periodo de recombinacio´n, los robots env´ıan pe-
ticiones de recombinacio´n a otros y se generan nuevos controladores. El robot
con mayor calidad pasa a la siguiente generacio´n sin necesidad de recombinarse.
La tarea resuelta en este caso es una tarea de navegacio´n en un entorno con
obsta´culos, y el controlador de cada robot es una red de neuronas artificiales
que debe decidir entre 8 comandos a cada motor. En el genotipo, adema´s de
codificarse los para´metros de la red, se evolucionan tambie´n caracter´ısticas de
los robots, como el uso o no de un sensor y para´metros de velocidad de los
comandos. El algoritmo se prueba en diferentes configuraciones del entorno, in-
troduciendo ma´s obsta´culos y paredes verticales en e´l. Los resultados obtenidos
demuestran que la te´cnica es capaz de evolucionar los controladores de los ro-
bots para que realicen la tarea deseada y se muestra una te´cnica prometedora
en la adaptacio´n a un entorno complejo y ruidoso.
Otro trabajo similar al algoritmo PGTA, pero en el que se transmiten adema´s
de porciones del co´digo gene´tico, calidades, es el de algoritmo PEGA (Physically
Embedded Genetic Algoritm) [Nehmzow, 2002]. En este algoritmo, los robots
llevan dos genotipos consigo: el genotipo activo y el genotipo que ha obtenido
mayor nivel de calidad hasta el momento. Este algoritmo puede no considerarse
un algoritmo de Embodied Evolution, ya que el proceso de reproduccio´n esta´
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prefijado para que suceda despue´s de que los individuos sean evaluados, pe-
ro por su similitud a un algoritmo de Embodied Evolution, se describira´ aqu´ı.
Los robots evalu´an un genotipo durante un tiempo establecido y posteriormente
buscan en el entorno a otro robot para poder intercambiarse informacio´n gene´ti-
ca. Cuando se encuentran en un rango de comunicaciones, se intercambian su
co´digo gene´tico actual y su nivel de calidad. Para un cruce, si el co´digo gene´tico
recibido tiene mayor nivel de calidad que el propio, se reemplaza mitad del co´di-
go gene´tico propio con el recibido, mientras que si tiene menor nivel de calidad
no se reemplaza nada. Las mutaciones ocurren inversamente proporcionales al
nivel de calidad. La tarea que se propone es una tarea que necesita realizar tres
comportamientos: acercarse a la luz, evitar obsta´culos y buscar otros robots. El
controlador de los robots selecciona entre diferentes acciones predefinidas segu´n
las entradas de sus sensores. Este algoritmo es otra comprobacio´n de que se
puede realizar optimizacio´n en tiempo real de un sistema multi-robot a trave´s
de, en este caso, un algoritmo gene´tico distribuido dentro de los robots.
Otro trabajo muy similar es el de Wischmann et al. [Wischmann et al., 2007].
En este trabajo se aplica el algoritmo PGTA de Watson para estudiar el efecto
del tiempo de maduracio´n, que es un periodo que asegura un desarrollo mı´nimo
de los individuos sin tener presio´n selectiva, en un ejemplo de depredador presa.
Existe una poblacio´n de ovejas y una poblacio´n de lobos, que en este caso no
evolucionan para no tener el efecto de la Reina Roja descrito previamente en el
anterior cap´ıtulo. La novedad de este algoritmo, con respecto al de Watson, es
la introduccio´n de este periodo de maduracio´n, en el que el robot no transmite
genes ni recibe los de otros robots para no sobreescribir los suyos prematura-
mente. Al igual que en el algoritmo de Watson, la evaluacio´n de la calidad se
representa a trave´s de un nivel de energ´ıa que tiene cada robot. Las ovejas ganan
energ´ıa cuando no hay un lobo en su a´rea de colisio´n, y los lobos a su vez ganan
cuando s´ı tienen ovejas en su a´rea de colisio´n. Realizar una transmisio´n de genes
tiene un coste de energ´ıa. Se demuestra que el establecimiento de un tiempo de
maduracio´n correcto afecta si el aprendizaje favorece a la evolucio´n. Esta con-
clusio´n sobre el tiempo de maduracio´n se tendra´ en cuenta en esta tesis ya que
tambie´n se definira´ un tiempo de maduracio´n en el algoritmo desarrollado en
ella.
En Embodied Evolution encapsulada se han descrito algunos trabajos en
los que se aplica programacio´n gene´tica en lugar de un algoritmo gene´tico. Un
ejemplo de esto en Embodied Evolution distribuida es el trabajo de Ko¨nig et
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al. [Ko¨nig et al., 2008]. En este trabajo se plantea una tarea de evitar colisiones
entre un equipo de veinte micro robots Jasmine IIIp. En la figura 4.7 se muestra
una fotograf´ıa de los robots en el experimento. Los controladores de los robots
son auto´matas y los genotipos codifican unas estructuras llamadas fenomas
que a su vez generan los auto´matas. En este caso, los operadores gene´ticos
se aplican sobre los fenomas, que tambie´n es lo que se transmiten los robots
cuando se encuentra en rangos locales. Se analiza el algoritmo para comprobar
si se pueden conseguir resultados estables en la tarea pero se observa que algunos
robots no tienen comportamientos de evitar obsta´culos eficientes.
Figura 4.7: Fotograf´ıa del experimento de Ko¨nig et al. en “Stability of On-Line
and On-Board Evolving of Adaptive Collective Behavior” [Ko¨nig et al., 2008]
Otro ejemplo de Embodied Evolution distribuida es el de Bianco y Nol-
fi [Bianco and Nolfi, 2004]. Los autores plantean un experimento con un equipo
de robots en simulacio´n en el que no se resuelve una tarea sino que se realiza una
evolucio´n “open-ended” para analizar los comportamientos que emergen como
buscar y perseguir a otros robots. De forma similar a la evolucio´n natural, en
este experimento no se introduce ningu´n criterio de calidad expl´ıcito sino que lo
que habilita la reproduccio´n es la propia capacidad de hacerlo. Los robots son
capaces de conectarse f´ısicamente a otros robots, y al hacer esto, uno de ellos es
el que toma el control de la unio´n, reemplazando el genotipo del otro robot para
formar una nueva unidad robo´tica. A su vez estas nuevas unidades se pueden
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unir a otras formando agregaciones de diferente taman˜o. Con este experimento
se comprueba que unas reglas simples pueden llevar a cabo un proceso de evolu-
cio´n en el que se crean necesidades adaptativas (como coordinarse y cooperar)
y se mejoran las soluciones a estas necesidades.
El algoritmo ASICo es un algoritmo de Embodied Evolution distribuido
desarrollado por el GII de la UDC [Prieto et al., 2010] y en el que la evolucio´n
esta´ guiada por la energ´ıa. Los robots ganan o pierden energ´ıa segu´n sus inter-
acciones en el entorno. Cada robot lleva consigo un genotipo activo que es el
que controla al robot y un genotipo embrio´n, que es el que tomara´ el control
del robot cuando se reemplace al genotipo activo. Los reemplazos se producen
cuando el robot pierde toda su energ´ıa o sobrevive un tiempo ma´ximo. Las
transmisiones de co´digos gene´ticos se producen cuando dos robots se encuen-
tran en un rango local de comunicaciones y se comunican su genotipo y su nivel
de energ´ıa. El genotipo recibido en esta transferencia sera´ o no aceptado para
modificar el embrio´n del robot segu´n un criterio de seleccio´n, que usualmente es
que tenga mayor nivel de energ´ıa. El algoritmo ASiCo ha sido aplicado a proble-
mas de optimizacio´n distribuidos, como optimizacio´n de fletes de buques [Prieto
et al., 2011] y tambie´n a tareas colectivas en sistemas multi-robot, como tareas
de limpieza colectiva [Prieto et al., 2010], de bu´squeda y recoleccio´n colectiva
o de vigilancia. En la figura 4.8 se muestra una fotograf´ıa de los robots en el
experimento de limpieza colectiva.
Un ejemplo de tarea [Trueba et al., 2013] se centra en la limpieza colectiva
por 9 robots e-puck, en la que los robots deben buscar bloques en el entorno
y unirlos con otros bloques para formar parejas de bloques que se transportan
hacia fuera del entorno. En primer lugar, tienen que marcar bloques como listos
para recogida. A continuacio´n, se deben formar parejas de bloques listos para
recogida. Cada vez que se unen dos bloques listos para recogida, se transpor-
tan automa´ticamente hacia fuera del entorno. Los bloques no preparados para
recogida tienen color gris y los bloques listos para recogida tienen color azul,
para que los robots puedan diferenciarlos con sus ca´maras. El objetivo de la
tarea es maximizar el nu´mero de bloques recogidos. Debido a que la tarea tiene
dos subtareas diferenciadas, buscar bloques no preparados y marcarlos como
listos, y por otro lado buscar bloques listos para recogida y transportarlos hacia
otros bloques listos, la tarea puede ser resuelta de forma ma´s eficiente a trave´s
de especializacio´n, pero hay que tener en cuenta que en esta tarea la especiali-
zacio´n no tiene una separacio´n espacial, es decir, los individuos especializados
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Figura 4.8: Fotograf´ıa del experimento de Prieto et al. en “Open-ended evolution
as a means to self-organize heterogeneous multi-robot systems in real time”
[Prieto et al., 2010]
no se situ´an en a´reas espaciales del entorno segu´n su especie, sino que en esta
tarea todas las especies robots interactu´an por todo el entorno. Los resultados
demuestran que, a pesar de no estar separadas en el entorno las especies, esta-
bleciendo un buen balance entre exploracio´n y explotacio´n, el algoritmo ASiCo
permite obtener especializacio´n.
Un algoritmo relevante de Embodied Evolution distribuida es el algoritmo
mEDEA (Minimal Environment Driven Evolutionary Algorithm) [Bredeche and
Montanier, 2010, Bredeche et al., 2012]. El algoritmo mEDEA busca que los
robots se adapten al entorno y sobrevivan, sin una funcio´n de calidad expl´ıcita,
sino de forma impl´ıcita a trave´s del entorno. Los robots transmiten su co´digo
gene´tico en un rango local y tienen una lista de genotipos importados recibidos
de otros robots. La seleccio´n no opera a nivel local de individuo, ya que se
selecciona un genotipo aleatorio de la lista de genotipos importados, sino a
nivel global, ya que los genotipos ma´s transmitidos sera´n ma´s seleccionados.
Los robots tienen un nivel de energ´ıa y solo se mueven y transmiten su co´digo
genotipo cuando su energ´ıa es positiva mayor que cero. Cuando su energ´ıa llega
a cero, se quedan inmo´viles en el entorno hasta completar su tiempo de vida,
que es fijo. Al completar este tiempo, se produce un reemplazo seleccionando
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un genotipo aleatoriamente de su lista de genotipos importados.
Se estudia el algoritmo en un experimento con 100 robots e-puck simulados
y con dos configuraciones del entorno: una configuracio´n de movimiento libre
con obsta´culos en el entorno en el que los robots no pierden energ´ıa al moverse y
una configuracio´n en la que los robots pierden una unidad de energ´ıa al moverse,
pero pueden ganarla al recolectar trozos de comida situados en el entorno. El
experimento consiste en cambiar de una configuracio´n a la otra de forma abrupta
y se observa que a pesar del cambio en el que muchos robots quedan inactivos,
el algoritmo consigue propagar individuos con calidad y se vuelve a aumentar el
nu´mero de robots activo, con lo que se puede concluir que el algoritmo es robusto
a cambios en el entorno. Otro experimento planteado es un entorno en el que se
incluye un sol en un lado. Los robots no consumen energ´ıa en este experimento
y el sol no produce ninguna ventaja de energ´ıa. Cuando se llega a un nu´mero
determinado de generaciones, el sol aparece en el lado contrario del entorno.
Se demuestra que los robots llegan al consenso de ir hacia el sol, ya que esta
estrategia les maximiza las oportunidades de propagar sus co´digos gene´ticos.
El algoritmo tambie´n se ha validado en robots reales, en concreto, se realizaron
experimentos con equipos de entre 9 y 20 robots e-puck, en un entorno en el que
se situ´a un objeto haciendo de sol como en el experimento anterior [Bredeche
and Montanier, 2010]. En la figura 4.9 se muestran varias fotograf´ıas de los
robots en el experimento. Se comprueba que existen muchas diferencias entre la
simulacio´n y los robots reales debidos pero que el algoritmo mEDEA es robusto
a esto, ya que en robots reales tambie´n es capaz de evolucionar comportamientos
similares a los obtenidos en simulacio´n.
Un algoritmo derivado del algoritmo mEDEA es el algoritmo MONEE [Haas-
dijk et al., 2014], que introduce la presio´n de la tarea a la presio´n ejercida por el
entorno del mEDEA. Esta presio´n de la tarea se obtiene de obtener cre´ditos de
realizar acciones en el entorno. Cuando existen mu´ltiples subtareas, se cuentan
por separado los cre´ditos para cada una de estas subtareas. La reproduccio´n
en este algoritmo es diferente a la forma de reproduccio´n del mEDEA, ya que
en este caso los robots no reciben transmisiones de co´digos gene´ticos hasta que
esta´n en un estado de incubacio´n, en el que esta´n inmo´viles en el entorno re-
cibiendo estas transmisiones. En las transmisiones se incluyen los cre´ditos de
los genotipos, de forma que cuando acaba esta fase de incubacio´n, se obtiene
un co´digo gene´tico con una seleccio´n basada en ranking teniendo en cuenta los
cre´ditos de cada tarea y la escasez de los cre´ditos de cada tarea, con el fin pa-
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Figura 4.9: Fotograf´ıa del experimento de Bredeche et al. en “Environment-
driven distributed evolutionary adaptation in a population of autonomous ro-
botic agents” [Bredeche et al., 2012]
ra puntuar menos las tareas ma´s fa´ciles de realizar (ma´s cre´ditos disponibles)
con las dif´ıciles. De esta forma la seleccio´n se convierte en un mercado con los
comportamientos que se necesitan. El algoritmo se analiza en una tarea de reco-
leccio´n colectiva con 100 robots e-puck simulados en un entorno con obsta´culos.
Existen dos tipos de objetos, cada tipo de un color, para recolectar en el en-
torno. Recolectar un tipo de objeto supone una tarea diferente a la de recolectar
el otro tipo y se debe evolucionar por separado. Se compara el algoritmo con
la seleccio´n de mercado o sin ella y con el algoritmo mEDEA. Debido a que
en el algoritmo mEDEA no se da cre´dito por recolectar objetos, en este caso,
realiza un comportamiento aleatorio en la tarea. Se comprueba que el algoritmo
MONEE con seleccio´n de mercado es el que mejor resuelve la tarea.
Otro trabajo relevante donde se compara un algoritmo de Embodied Evo-
lution distribuida con uno Embodied Evolution encapsulada es el trabajo de
Karafotias et al. [Karafotias et al., 2011]. Aqu´ı se presenta un nuevo algoritmo
distribuido de embodied evolution, denominado EDEA (Embodied Distributed
Evolutionary Algorithm) (no confundir con mEDEA) y se compara con el algo-
ritmo (µ+1)-ONLINE encapsulado. El funcionamiento del algoritmo es similar
al algoritmo de Watson et al., pero en este caso los robots tienen un rango de
comunicaciones global y pueden contactar con cualquier robot para transmitir
informacio´n. Se analiza el algoritmo en varias tareas como una de moverse hacia
una luz, una de moverse lo mas ra´pido y recto posible, y una tarea de vigilancia
colectiva. A diferencia de las otras dos, en la tarea de vigilancia colectiva se
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requiere coordinacio´n. En esta u´ltima, los robots dispersan feromonas por el
entorno que otros robots pueden detectar. El algoritmo EDEA obtiene mejor
rendimiento en dos de las tres tareas ma´s simples: la de seguir la luz y moverse
lo mas ra´pido posible, mientras que el algoritmo (µ+1)-ONLINE obtiene mejor
rendimiento en la tarea de vigilancia colectiva. Una posible causa de eso es que
la tarea penaliza comportamientos similares ya que los robots siguen los mismos
caminos, y el algoritmo (µ+1) obtiene comportamientos ma´s diversos.
Una vez descritos los trabajos ma´s relevantes de la aproximacio´n distribui-
da, se puede argumentar que esta aproximacio´n tiene las ventajas de ser ma´s
escalable que la aproximacio´n encapsulada a equipos de robots muy numerosos,
y no tiene el problema de tener que repartir el tiempo de evaluacio´n dentro de
cada robot que s´ı tiene la aproximacio´n encapsulada. Esto produce que tambie´n
sea ma´s simple en su funcionamiento que la encapsulada, permitiendo robots
ma´s simples, lo cual la hace ma´s apropiada para la aplicacio´n en un sistema
multi-robot real. Muchos de los trabajos en la aproximacio´n distribuida son
muy similares conceptualmente pero con particularidades de disen˜o propias,
que hace dif´ıcil escoger uno sobre otro. De ah´ı ha surgido el objetivo ba´sico de
esta tesis, la necesidad de generalizar este paradigma en un algoritmo cano´nico
que sea ma´s simple y esta´ndar que los existentes. El siguiente cap´ıtulo contiene
la definicio´n de este algoritmo cano´nico y sus para´metros intr´ınsecos.
Cap´ıtulo 5
Algoritmo cano´nico
En este cap´ıtulo se describira´ el algoritmo cano´nico de Embodied Evolution
distribuido que se ha desarrollado en esta tesis. El cap´ıtulo se ha dividido en
las siguientes secciones: ana´lisis de otros algoritmos similares, extraccio´n de
procesos ba´sicos, para´metros intr´ınsecos del algoritmo cano´nico y pseudoco´digo
del mismo.
5.1. Extraccio´n de procesos ba´sicos
El funcionamiento de las aproximaciones de Embodied Evolution (EE) es
ide´ntico al funcionamiento de un algoritmo gene´tico esta´ndar, ya sea aplicado
a la coordinacio´n de robots o no, y se puede dividir en tres procesos esenciales:
evaluacio´n, reproduccio´n y reemplazo. La reproduccio´n, a su vez, consta de dos
etapas que son la seleccio´n y recombinacio´n con operadores gene´ticos. Como se
explico´ en el cap´ıtulo 3, en un algoritmo gene´tico esta´ndar, estos tres procesos
esenciales conforman una generacio´n del algoritmo, que se repite c´ıclicamente
hasta completar las generaciones o pasos de evolucio´n deseados. Se parte de
una poblacio´n de individuos que son las soluciones al problema, se evalu´an con
una funcio´n de calidad y se generan nuevas soluciones a trave´s de la recombi-
nacio´n de algunos individuos seleccionados. Estas soluciones reemplazan otras,
frecuentemente de menor calidad, y se repite este ciclo. En el caso de un algo-
ritmo de EE distribuido (DEE) las procesos son ide´nticos, excepto que en este
76 5.2. Ana´lisis de otros algoritmos
caso ocurren de forma distribuida dentro del cuerpo de cada robot. Debido que
se ejecutan de forma paralela en cada robot, se pierde la secuencia fija que existe
en los algoritmo gene´ticos esta´ndar y se intercalan estos procesos, surgiendo de
las interacciones entre robots. A pesar de este cara´cter paralelo de los procesos
en EE, los procesos ba´sicos son los mismos con lo cual, si queremos generalizar
el esqueleto del algoritmo cano´nico de DEE debe seguir la estructura de un
algoritmo gene´tico.
5.2. Ana´lisis de otros algoritmos
Con el fin de generalizar el paradigma de DEE, se han analizado en detalle los
algoritmos ma´s relevantes en la literatura en cuanto al nu´mero de publicaciones
cient´ıficas que ha generado: el algoritmo PGTA [Watson et al., 1999,Watson
et al., 2002], el mEDEA [Bredeche and Montanier, 2010,Bredeche et al., 2012]
y el ASiCo [Prieto et al., 2011,Prieto et al., 2010]. En la tabla 5.1 se muestra
una comparativa de las caracter´ısticas de estos tres algoritmos organizadas en
los tres grandes procesos que ejecutan (evaluacio´n, reproduccio´n y reemplazo).
En cuanto al proceso de evaluacio´n, los tres algoritmos esta´n basados en
una calidad individual representada en el robot a trave´s de un nivel de energ´ıa,
como es t´ıpico en los sistemas de vida artificial. Debido a que en estos algoritmos
la evolucio´n se realiza dentro del cuerpo del robot, la u´nica forma de evaluar
un controlador de robot sin recurrir a ningu´n elemento externo y manteniendo
la caracter´ıstica de algoritmo distribuido sin elementos centrales, es que cada
uno estime su propia calidad, es decir, conozca su propia energ´ıa. Los robots
consumen energ´ıa en su interacciones pero tambie´n la pueden obtener en el
entorno cuando realizan determinadas acciones recompensadas por la funcio´n
de transferencia de energ´ıa. La funcio´n de transferencia de energ´ıa es una funcio´n
de calidad disen˜ada para cada problema particular teniendo en cuenta que la
maximizacio´n de la energ´ıa individual suponga la maximizacio´n de la funcio´n de
calidad a nivel global. La energ´ıa individual puede ser calculada como energ´ıa
instanta´nea, energ´ıa ma´xima o energ´ıa promedio en una ventana de tiempo sin
que afecte al proceso de maximizacio´n a nivel global.
Con respecto al ca´lculo del valor de calidad, en robo´tica evolutiva se pue-
den dividir las aproximaciones en aquellas que utilizan una funcio´n de calidad
expl´ıcita o impl´ıcita. Las funciones de calidad expl´ıcitas modelan no solo que el
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Figura 5.1: Esquema de reproduccio´n en un algoritmo de EE. Figura de “Evo-
lutionary robotics: what, why, and where to” [Doncieux et al., 2015]
robot obtenga un determinado comportamiento sino tambie´n la forma de obte-
nerlo, mientras que en las funciones impl´ıcitas se recompensa que se obtenga el
comportamiento final, y se proporciona menos rigidez y ma´s libertad al algo-
ritmo de obtener el comportamiento deseado. Dentro de los trabajos de DEE,
la tendencia es aplicar una funcio´n de calidad impl´ıcita. Un ejemplo de esta
tendencia por funciones impl´ıcitas es el trabajo original del PGTA en una tarea
de bu´squeda de una fuente de luz [Watson et al., 1999]. En este trabajo, los
robots solo obtienen energ´ıa cuando han alcanzado la luz, pero no la obtienen
por estar en camino hacia la fuente de luz. En el algoritmo mEDEA tambie´n
se han realizado ejemplos concretos con funciones impl´ıcitas, como por ejemplo
en una tarea de bu´squeda de comida en la que los robots solo obtienen energ´ıa
cuando han alcanzado los trozos de comida [Bredeche and Montanier, 2010]. En
el algoritmo ASiCo este tipo de funcio´n impl´ıcita se ha utilizado, por ejemplo,
en una tarea de vigilancia colectiva [Prieto et al., 2010].
En cuanto a la reproduccio´n, en este paradigma de EE distribuido las repro-
ducciones son locales y as´ıncronas y esta´n sujetas a que los robots se encuentren
f´ısicamente en el entorno (ver figura 5.2) o este´n en un rango de comunicaciones
local. La reproduccio´n en estos algoritmos se puede dividir en tres procesos: en
primer lugar, el robot que quiera reproducirse tiene que seleccionar un conjunto
de robots como candidatos para reproduccio´n, en segundo lugar, hay que esco-
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ger uno de los candidatos, y finalmente, se aplican operadores de recombinacio´n
de genes con este candidato. Estos tres procesos se pueden caracterizar en tres
para´metros:
1. Taman˜o ma´ximo de la ventana de seleccio´n
2. Pol´ıtica de seleccio´n
3. Operadores de recombinacio´n gene´tica
Con respecto el proceso de seleccio´n, en el caso de un algoritmo evolutivo
tradicional se realiza en base a un torneo que incluye a un nu´mero fijo de indi-
viduos, el taman˜o del torneo, y posteriormente se elige con mayor probabilidad
los individuos de calidad ma´s alta. En el caso del algoritmo PGTA, sin embar-
go, el taman˜o de este torneo es 1, porque cada vez que un robot se encuentra a
otro siempre se transmiten co´digo gene´tico. En el caso del algoritmo mEDEA,
cada robot almacena una lista de genotipos recibidos y podr´ıa recibir tantos
genotipos como toda la poblacio´n en su tiempo de vida, con lo cual el taman˜o
ma´ximo de esta ventana de seleccio´n es igual al nu´mero de robots. En el algo-
ritmo ASiCo, el taman˜o de esta ventana es ilimitado, ya cada robot almacena
un embrio´n que se va modificando a medida que se encuentra con robots sin un
l´ımite establecido de encuentros (no existen generaciones y podr´ıa encontrarse
con ma´s genotipos diferentes que nu´mero de robots).
El segundo proceso de la reproduccio´n es seleccionar uno de los individuos de
entre los candidatos. La pol´ıtica de seleccio´n en los tres algoritmos va ligada a la
calidad individual y la localizacio´n espacial de los robots. En el algoritmo PGTA,
la calidad individual determina la frecuencia con la que un robot transmite sus
genes. En el algoritmo mEDEA se transmite en un rango fijo y la seleccio´n es
aleatoria dentro de la lista de genotipos importados, pero la calidad individual
influye en el tiempo de vida de los robots y en su capacidad para propagar
los genotipos. Los genotipos de mayor calidad individual se seleccionara´n en
mayor proporcio´n porque son los ma´s propagados en las listas de genotipos
importados de los robots. De forma similar, en el algoritmo ASiCo el rango de
transmisiones es fijo tambie´n pero se va seleccionando el individuo con mayor
calidad individual, ya que solo se modifica el embrio´n si la estimacio´n de calidad
del nuevo embrio´n es mejor que la actual del embrio´n. En cuanto a los operadores
gene´ticos, en el algoritmo PGTA se transmiten genes individuales a los que se
les aplica una mutacio´n, como en el algoritmo Microbial GA. En el algoritmo
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EDEA, el operador esta´ inspirado en las mutaciones de las estrategias evolutivas
y por ello realiza una mutacio´n gaussiana a cada uno de los genotipos en la lista
de genotipos importados de cada robot cuando acaba cada generacio´n. En el
algoritmo ASiCo, se realizan operadores de mutacio´n y de cruce bipolar en
una proporcio´n. El operador de mutacio´n realiza una ligera variacio´n sobre el
genotipo sobre el que se aplica, mientras que el operador de cruce bipolar se
aplica sobre dos genotipos para generar un descendiente con caracter´ısticas de
ambos padres.
Por u´ltimo, en cuanto al tercer proceso de la reproduccio´n, el reemplazo, los
tres algoritmos de EE distribuido esta´n basados en poblaciones fijas de robots,
con lo que cada que reemplazo supone eliminar un co´digo gene´tico de uno de
los robots. En el algoritmo PGTA el reemplazo nunca es un reemplazo de un
co´digo gene´tico entero sino que son reemplazos parciales que se producen de for-
ma instanta´nea en cada reproduccio´n cada vez que se recibe un gen y se acepta
para sobreescribir el gen actual. En el algoritmo mEDEA, las generaciones son
s´ıncronas, y una vez que el robot ha cumplido un tiempo de vida, se produce
el reemplazo seleccionando un genotipo de la lista de genotipos importados. En
el algoritmo ASiCo, los reemplazos se realizan independientemente de la repro-
duccio´n, cuando un robot pierde toda su energ´ıa reemplaza su co´digo gene´tico
actual por el de su embrio´n.
5.3. Para´metros intr´ınsecos definidos en el algo-
ritmo cano´nico
Una vez analizados los procesos ba´sicos y las caracter´ısticas particulares de
los algoritmos de DEE, se han modelado estos procesos mediante funciones de
probabilidad gene´ricas, tratando de separar la influencia del entorno y de la
tarea en el funcionamiento del algoritmo. Estos modelos probabil´ısticos se han
parametrizado de la forma ma´s simple y general posible de tal forma que la
variacio´n de estos para´metros tenga una influencia relevante en la operacio´n del
algoritmo. A continuacio´n se describe esta parametrizacio´n estructurada segu´n
el proceso del algoritmo al que corresponde.
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5.3.1. Evaluacio´n
Este proceso no implica ninguna funcio´n gene´rica que lo modele ni tiene
asociado ningu´n para´metro intr´ınseco en el algoritmo cano´nico, ya que no es
generalizable y depende del problema a resolver. El u´nico requerimiento para la
evaluacio´n en el algoritmo cano´nico es que se respeta la naturaleza distribuida
de este tipo de algoritmo.
5.3.2. Reproduccio´n
Como se ha descrito, la reproduccio´n en los algoritmos de EE distribuido es
local y as´ıncrona, y surge de los encuentros de los robots en el escenario. Existen
tres aspectos de la reproduccio´n que se generalizan con el algoritmo cano´nico
de EE distribuido: el taman˜o ma´ximo de la ventana de seleccio´n, la pol´ıtica de
seleccio´n y la probabilidad de aplicar unos operadores gene´ticos sobre otros.
5.3.2.1. Taman˜o ma´ximo de la ventana de seleccio´n
La reproduccio´n esta´ regulada por una distribucio´n de probabilidad uni-
forme que determina la frecuencia con la que un robot entra en un modo de
reproduccio´n en cada paso de tiempo, que persigue que el nu´mero promedio
de encuentros reproductivos para una ventana de tiempo Tmax (tiempo de vi-
da ma´ximo), se corresponda con el para´metro Smax que representa el taman˜o






Siendo Smax el taman˜o ma´ximo de la ventana de seleccio´n y (Tmax) el tiem-
po de vida ma´ximo de un robot. Una vez que el robot entra en este modo de
reproduccio´n, comprueba si entre los robots que esta´n a su alcance hay alguno
que este´ tambie´n en este modo, permaneciendo en este modo si no es as´ı has-
ta que lo haya. El taman˜o ma´ximo de la ventana de seleccio´n representa un
l´ımite teo´rico del ma´ximo de robots que un robot encontrar´ıa disponibles para
reproduccio´n cuando viva hasta Tmax (longevidad ma´xima). El tiempo de vida
ma´ximo (Tmax) es fijo y solo afecta a la duracio´n de las generaciones en la evo-
lucio´n. Por lo tanto, el primer para´metro intr´ınseco que afecta a la reproduccio´n
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es el taman˜o ma´ximo de la ventana de seleccio´n Smax.
5.3.2.2. Pol´ıtica de seleccio´n
En el algoritmo cano´nico se han establecido tres criterios de seleccio´n que
generalizan los criterios que aplican los algoritmos de EE distribuido analizados
antes: criterio basado en genotipo, criterio basado en un estado (por ejemplo
basado en una posicio´n espacial) o un criterio basado en calidad individual.
Para el criterio basado en genotipo se puede definir una medida de similitud de
genotipos (por ejemplo, la norma entre dos genotipos) y seleccionar individuos
lo ma´s similares posible en genotipo. Este criterio tiene utilidad desde el punto
de vista de la especializacio´n, ya que para mantener individuos especializados,
se puede favorecer que un individuo siempre se reproduzca con otro individuo
de su misma especie. Esto es lo que se aplica, por ejemplo, en el algoritmo
CONE. En el criterio basado en estado, por ejemplo en posicio´n espacial, se
selecciona el robot ma´s cercano al que realiza la seleccio´n, que para problemas
en los que las sub-tareas esta´n divididas en varias zonas del entorno puede ser
beneficioso para la especializacio´n, ya que los robots cercanos a un robot sera´n
de su misma especie. El u´ltimo de los criterios, el basado en calidad, es el ma´s
comu´n en algoritmos gene´ticos tradicionales, usualmente aplicado con un torneo
en el que seleccionara´n con mayor probabilidad los individuos de mayor calidad.
Este criterio tiene intere´s para converger lo antes posible hacia las soluciones de
mejor calidad.
Todos estos criterios definen otro para´metro intr´ınseco del algoritmo que es
la probabilidad que tiene un individuo de ser seleccionado, siguiendo la siguiente
ecuacio´n:
Peligibility =  e('e,  e, [Pcand]) (5.2)
La funcio´n  e es la pol´ıtica de seleccio´n y decide en base a tres te´rminos
que son 'e similitud de genotipos,  e calidad de genotipo, y Pcand posicio´n del
candidato, los criterios explicados anteriormente. Para el caso en el que so´lo se
considere un criterio basado en calidad, la funcio´n  e solo tendr´ıa en cuenta el
termino  e y dar´ıa 1 para el individuo con mayor calidad y 0 para el resto de
individuos.
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5.3.2.3. Operadores gene´ticos
En el algoritmo cano´nico de DEE, cuando se ha seleccionado un indivi-
duo para su reproduccio´n, ya se puede aplicar el operador gene´tico a sus co´di-
gos gene´ticos para generar un nuevo individuo. Los dos principales operadores
gene´ticos en el campo de la computacio´n evolutiva son el de mutacio´n y el de
cruce. El operador de cruce es similar a la reproduccio´n sexual biolo´gica, ya
que necesita dos individuos que sera´n los padres y se utiliza informacio´n de
ambos para generar un nuevo individuo que combina caracter´ısticas de ambos.
Sin embargo, para algunas codificaciones genotipo-fenotipo, el comportamiento
final del nuevo individuo esta´ frecuentemente muy alejado del de los padres,
produciendo que haya muy poca correlacio´n entre la calidad de los padres y
la del nuevo individuo. Por otra parte, el operador de mutacio´n produce una
pequen˜a variacio´n en el co´digo gene´tico, que implica una bu´squeda local que
explota las cercan´ıas de las soluciones anteriores.
Para el algoritmo cano´nico, se ha definido un para´metro intr´ınseco que indica
el balance entre cruce y mutacio´n, y que en particular, indica la probabilidad
de aplicar el operador de mutacio´n Pls y al mismo tiempo la probabilidad de
cruce, que ser´ıa la complementaria (Pcr = 1 Pls). Esta probabilidad Pls es una
medida del balance entre exploracio´n y explotacio´n en el espacio de bu´squeda
a trave´s de esta relacio´n entre la frecuencia de la mutacio´n (explotacio´n) y la
frecuencia del cruce (exploracio´n).
La figura 5.2 muestra la distribucio´n de probabilidad en la posicio´n del nuevo
gen si utilizamos una u otra te´cnica de reproduccio´n. En el eje x, el gen “a”
tiene un valor de 0.33 y el gen “b” 0.66. En el eje y se muestra la funcio´n
de densidad de probabilidad de los operadores, fijados los para´metros de la
mutacio´n y el cruce, que regular´ıan la anchura de estas a´reas. Se puede observar
que la probabilidad acumulada de aplicar una mutacio´n, (suma de a´reas) es Pls
mientras que la probabilidad del cruce es 1  Pls. Es necesario puntualizar que
esta representacio´n se basa en operadores aplicados para genotipos formados
por un solo gen, pero para genotipos formados por vectores de genes, en el caso
de una mutacio´n, se aplicar´ıa una mutacio´n a una porcio´n del genotipo y el
cruce realizar´ıa un genotipo con porciones de los dos genotipos.
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Figura 5.2: Representacio´n de los operadores gene´ticos sobre dos genes
Cap´ıtulo 5. Algoritmo cano´nico 85
5.3.3. Reemplazo
En el algoritmo cano´nico se ha definido la probabilidad de un individuo de
ser reemplazado en cada paso de tiempo calculado como muestra la ecuacio´n 5.3.
Esta probabilidad se obtiene a partir del tiempo de vida esperado, que representa
un valor de tiempo de vida promedio para cada individuo segu´n su calidad. Este
tiempo de vida tiene que situarse entre Tmat (tiempo mı´nimo) y Tmax (tiempo
ma´ximo). El tiempo de mı´nimo se denomina tiempo de maduracio´n Tmat, y es
un periodo en el que los individuos no se eliminan de la poblacio´n ya que se
considera un tiempo mı´nimo para poderse evaluar. El tiempo de vida ma´ximo
Tmax representa el tiempo que se le permite a un individuo con la calidad
o´ptima. La resta entre estos dos tiempos es lo que se denomina L (ecuacio´n
5.4). La calidad de la que depende este tiempo de vida esperado Texp es una
calidad individual relativa a la calidad ma´xima conocida como se muestra en la
ecuacio´n 5.5. Finalmente, las fo´rmulas de Texp son las que se muestran en las
ecuaciones 5.6 y 5.7.
Para asignar esta esperanza de vida se ha definido una funcio´n en dos partes
usando un modelo lineal. Las dos partes de la funcio´n esta´n delimitadas por
un valor de Qr correspondiente a dos tercios de la calidad ma´xima 0,66Qmax.
La primera parte de la funcio´n son individuos que se consideran mediocres en
calidad y la segunda parte de la funcio´n son individuos con mayor calidad (el
tercio de individuos de mayor calidad). Si se observan las variables de esta
ecuacio´n, Qi y Qmax son datos de la evolucio´n y Tmax es fijo, por lo tanto los
para´metros intr´ınsecos que se pueden extraer de este proceso de reemplazo son
cm y Tmat. En la figura 5.3 se puede ver la representacio´n gra´fica de esta funcio´n
fijando Tmat=10, cm=0.2, Tmax=100. En el eje x, se muestra la calidad Qi del
individuo, en el eje y izquierdo su tiempo de vida esperado, y en el eje y derecho
la probabilidad de reemplazarse en ese paso de tiempo. Observando la gra´fica,
el para´metro cm, que es el coeficiente de mediocridad, se muestra en la gra´fica
visualmente como un coeficiente que afecta al tiempo de vida esperada de un
individuo (eje y izquierdo) con dos tercios de la calidad ma´xima, y que afecta
a la pendiente de la recta que une este punto con el tiempo ma´ximo de vida.
Este coeficiente regula reemplazar con ma´s o menos frecuencia de individuos de
menor calidad. Si se opta por una estrategia que penaliza ma´s la baja calidad,
se puede fijar el para´metro cm a un valor muy bajo, mientras que si se sigue
una estrategia que penalice menos la baja calidad, se puede fijar el para´metro
cm a 1 que es su valor ma´ximo. Hay que puntualizar que un para´metro cm alto
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L if Qr  0,66Qmax (5.6)
Texp = (cm + (Qr   2Qmax
3
)(3  3cm))L if Qr > 0,66Qmax (5.7)
5.4. Pseudoco´digo
Una vez descritos los para´metros intr´ınsecos del algoritmo cano´nico y los
modelos probabil´ısticos a los que afectan, se presenta el pseudoco´digo 3 que
muestra el proceso del algoritmo cano´nico de DEE. Este co´digo es el que se
ejecutar´ıa en cada uno de los robots. Dentro del bucle principal, cada robot
obtiene su calidad y comprueba si debe entrar en modo de reproduccio´n o en
modo de reemplazo. Si le corresponde entrar en modo de reproduccio´n, busca
individuos en este modo, y si existen, se selecciona uno con la pol´ıtica de selec-
cio´n correspondiente. A continuacio´n se genera un nuevo individuo que queda
almacenado. Si corresponde entrar en el modo de reemplazo, este descendiente
pasa a tomar el control de robot y se elimina al anterior controlador.
En el pseudoco´digo 4 se muestra el proceso de recombinacio´n y co´mo se
genera un nuevo genotipo. Primero hay que decidir cual de los dos padres va a
ser la base del nuevo individuo, de forma aleatoria y con la misma probabilidad.
A continuacio´n, de manera aleatoria, en funcio´n del para´metro Pls, se decide si
se realiza una mutacio´n o un cruce. La mutacio´n es una ligera variacio´n en una
porcio´n fija de los genes del genotipo. El cruce consiste en unir por un punto los
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Figura 5.3: Representacio´n gra´fica de la funcio´n que parametriza el reemplazo,
con Tmat = 10 y Tmax = 100 y cm = 0,2
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dos genotipos, de forma que tiene una porcio´n de cada uno de los dos genotipos
de los padres.
Algorithm 3 Algoritmo cano´nico de dEE
for all robot r en robots do
actuar en el entorno
calcular calidad privada
Pmating  SmaxTmax {calcular probabilidad de reproduccio´n}
Prep   (ft) {calcular probabilidad de reemplazo}
if random < Pmating then
buscar individuos para reproduccio´n
seleccionar individuo {Para´metro}
aplicar operadores gene´ticos de recombinacio´n {Para´metro}
end if
if tiempo de vida   Tmat then
if random() < Prep or tiempo de vida   Tmax then





Para concluir este cap´ıtulo, se resumen a continuacio´n los para´metros intr´ınse-
cos que definen al algoritmo cano´nico:
1. Tiempo de vida ma´ximo Tmax
2. Taman˜o ma´ximo de la ventana de seleccio´n Smax
3. Probabilidad de bu´squeda local Pls
4. Tiempo de madurez Tmat
5. Coeficiente de mediocridad cm
6. Pol´ıtica de seleccio´n  e
Una vez que se disen˜ado e implementado el algoritmo cano´nico DEE el siguiente
paso para completar su formalizacio´n es analizar su funcionamiento ba´sico, as´ı
como la sensibilidad y relevancia de los para´metros aqu´ı establecidos, que es el
objetivo del siguiente cap´ıtulo.
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Algorithm 4 Recombinacio´n
1: preferencia  0,5
2: porcionMutacion  0,15
3: porcionCruce  0,15





9: if random < Pls then
10: for i = 0 to length(↵) do
11: if random < porcionMutacion then





17: for i = 0 to length(↵) do
18: if random < porcionCruce then
19: genotipoCruzadoi  genotipoEmisori
20: else








En este cap´ıtulo, se describira´n las pruebas teo´ricas realizadas para ana-
lizar formalmente el algoritmo cano´nico de dEE en diferentes escenarios. La
metodolog´ıa aplicada en esta tesis se puede dividir en tres etapas:
1. Ana´lisis de los diferentes espacios de calidad que aborda un algoritmo de
optimizacio´n distribuido en problemas reales. En la literatura de algorit-
mos evolutivos existen muchos estudios de espacios de calidad, debido a
que el uso de estos algoritmos esta´ mucho ma´s extendido y a que es una
parte esencial de su funcionamiento, pero dentro de problemas colectivos
no se ha encontrado ningu´n estudio de este tipo. Por lo tanto, es necesario
modelar los diferentes espacios de calidad que identifiquen los diferentes
escenarios que podr´ıa abordar el algoritmo en un problema real
2. Definicio´n de una serie de funciones benchmark. Estas funciones servira´n
para caracterizar de forma sinte´tica cada uno de los diferentes espacios
de calidad mencionados anteriormente y tambie´n para poder analizar la
respuesta del algoritmo con estas funciones benchmark
3. Ejecucio´n de un ana´lisis de sensibilidad sobre las funciones: con el fin de
comprobar la validez de la parametrizacio´n propuesta, se pretende ejecutar
el algoritmo realizando un barrido en los rangos de los para´metros para
analizar su comportamiento
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6.1. Teor´ıa sobre espacios de calidad
Para analizar los diferentes espacios de calidad en problemas colectivos, en
primer lugar, hay que definir lo que es un espacio de calidad. Los espacios de
calidad son una representacio´n del conjunto de soluciones a un problema, y
esta´n formados por el espacio de bu´squeda y la bondad o calidad de cada una
de dichas soluciones a la hora de resolver dicho problema. Cada uno de los
genotipos (soluciones candidatas) de la poblacio´n se ha de evaluar en la funcio´n
de calidad y se puede representar en un espacio, que es el espacio de calidad.
Una forma sencilla de visualizar un espacio de calidad es en una representacio´n
de dos dimensiones, con genotipos de una u´nica dimensio´n, en la que el eje x
se representar´ıan los diferentes genotipos de la poblacio´n en un momento dado
de la evolucio´n y en el eje y se representar´ıan las evaluaciones de calidad para
cada uno de estos genotipos. En el caso de esta tesis, en la que la solucio´n al
problema es distribuida y la solucio´n es toda la poblacio´n, el espacio de calidad
ser´ıa una evaluacio´n global de toda la poblacio´n, es decir del conjunto de todos
los genotipos de todos los individuos, en cada paso de tiempo. Esta evaluacio´n
global representa el nivel de eficacia del equipo de robots realizando la tarea
pero, a pesar de que este calidad global es lo que se maximiza, para que el
algoritmo pueda operar de manera descentralizada, cada individuo tiene que
conocer una calidad individual.
La asignacio´n de calidad individual la debe establecer el disen˜ador para
cada tarea cumpliendo tres condiciones. La primera es que la maximizacio´n
de la calidad individual conlleve tambie´n la maximizacio´n de la calidad global
(alineacio´n de la calidad individual con la calidad global). La segunda condicio´n
es que permita establecer evaluaciones individuales de la contribucio´n de cada
genotipo a la calidad global, y por u´ltimo, la tercera condicio´n es que se pueda
calcular de manera local y descentralizada. La alineacio´n de la calidad individual
con la global se ha abordado por diferentes autores, como por ejemplo Agogino y
Tumer [Agogino and Tumer, 2008], con sus funciones de evaluacio´n diferenciales,
en las que las evaluaciones de un individuo, implican evaluar al equipo completo
con ese individuo y posteriormente sin e´l, para calcular la diferencia de calidad
y ser una medida de calidad individual alineada. En definitiva, esta alineacio´n
de la calidad es responsabilidad del disen˜ador.
Dentro de los espacios de calidad, distinguimos dos categor´ıas en funcio´n de
su dinamismo:
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los esta´ticos son aquellos en los que la poblacio´n se mueve hacia el o´ptimo
que siempre esta´ situado en el mismo sitio
los dina´micos son aquellos en los que el valor de los genotipos de la pobla-
cio´n influyen en la direccio´n en la que modificar la poblacio´n para alcanzar
el o´ptimo.
En el caso de esta tesis, debido a que esta´ centrada en problemas colectivos, en
el que la calidad de un individuo depende de la de otros individuos, los espacios
de calidad son dina´micos. Del mismo modo, como la solucio´n es todo el conjunto
de genotipos, el espacio de calidad son evaluaciones de la calidad de todos los
genotipos a lo largo del tiempo. Estas evaluaciones son de tipo global.
A continuacio´n se tratara´n y analizara´n las definiciones de calidad global y
privada y las casu´ısticas que estas generan en los problemas vamos a tratar.
6.1.1. Calidad global ( )
Se define por el objetivo global del problema que se quiere resolver y su
asociacio´n al genotipo esta´ determinada por las reglas del entorno y de la co-
dificacio´n genotipo a fenotipo. Esta definicio´n es independiente de la te´cnica
evolutiva empleada. Considerando un entorno en el que solo un individuo re-
suelve la tarea, la calidad global se puede representar por una funcio´n de su
genotipo   y el tiempo t, como se puede ver en la ecuacio´n 6.1. Sin perder
generalidad, y para simplificar el ana´lisis, el genotipo de n-dimensiones de un
individuo se representara´ como una proyeccio´n en una sola dimensio´n.
 ( , t) (6.1)
Cuando m individuos (m > 1) realizan la tarea y asumiendo una representa-
cio´n en una dimensio´n de sus genotipos, la calidad global se puede representar
por un espacio genot´ıpico de m dimensiones. La transformacio´n de genotipo a
fenotipo es la misma para todos los individuos y no se diferencian excepto en el
genotipo, la calidad global  ( 1,  2, ...,  n, t), con  i la i-e´sima variable genot´ıpi-
ca, tiene que cumplir la ecuacio´n 6.2, que implica que la funcio´n de calidad es
sime´trica con respecto al hiperplano  j =  i.
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 ( 1,  2, ...,  m, t) ⌘  (P [ 1,  2, ... m], t) para cada permutacio´n P (6.2)
Existe una vasta casu´ıstica de diferentes topolog´ıas en el espacio de calidad
global, pero hay alguna caracter´ısticas clave que son relevantes para el ana´lisis
de la respuesta de un algoritmo de dEE, porque son caracter´ısticas t´ıpicas en
los espacios de calidad de los problemas colectivos. Estas caracter´ısticas son: la
separabilidad genot´ıpica y la combinacio´n o´ptima de genotipos.
6.1.1.1. Separabilidad genot´ıpica
El espacio de calidad global depende de los genotipos de los individuos y var´ıa
a lo largo de la evolucio´n. Por lo tanto, su separabilidad esta´ relacionada con la
dependencia entre la contribucio´n de un genotipo a la calidad global [  / ( i)]
y la contribucio´n de los genotipos del resto de la poblacio´n [ (  /(  i))/(  j)].
Espec´ıficamente, si se considera que un genotipo define la respuesta de cada
individuo, o aun mas, si define la especie a la que pertenece el individuo; la
separabilidad genot´ıpica de la funcio´n de calidad global puede ser vista como
la interrelacio´n entre especies del comportamiento colectivo resultante. Segu´n
esta interrelacio´n, se pueden establecer tres tipos de espacios de calidad para
cualquier funcio´n global: separable, pseudo-separable y no separable.
En un espacio separable, la contribucio´n de cada individual no depende de
los genotipos del resto de poblacio´n. Formalmente, tomando como ejemplo una
poblacio´n de dos individuos con genotipos  1 y  2, un espacio separable es uno
con una funcio´n de calidad global F como la que se muestra en la ecuacio´n 6.3.
F =  ( 1,  2, t) =  






= 0; 8(i, j)|i 6= j (6.4)
Con  0 la contribucio´n de cada individuo a  . Una representacio´n de un espacio
de calidad separable de una poblacio´n de dos individuos se muestra en la figura
6.1(a).
El segundo tipo de espacio es el pseudo separable, en donde la funcio´n de
calidad F no puede ser definida directamente usando la contribucio´n indepen-
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diente de los individuos que forman parte de la poblacio´n, pero al igual que en
un espacio de calidad separable, las rutas de optimizacio´n individual no se ven
afectadas por los genotipos del resto de la poblacio´n. En este caso la fo´rmula se
muestra en la ecuacio´n 6.5
 sign(  F  i )
  j
= 0; 8(i, j)|i 6= j (6.5)
Esta ecuacio´n representa que las variaciones en el j-e´simo genotipo ( j), no




 opti = argmax i ( 1,  2, ...,  i,  m, t)
En la figura 6.1(b), se muestra una representacio´n de un espacio pseudo sepa-
rable.
El tercer tipo de espacio es el espacio no separable e implica que la condicio´n
de pseudo separabilidad no se cumple en todo el espacio genot´ıpico. Formalmen-
te seguir´ıa la ecuacio´n 6.6, para al menos un subespacio del espacio genot´ıpico
m-dimensional  m. En la figura 6.1(c), en la parte inferior, se muestra una re-
presentacio´n gra´fica de este espacio considerando dos genotipos. En el este caso





En te´rminos de como afecta al proceso de optimizacio´n es importante resaltar
que ajustar el comportamiento de un grupo de m individuos en un espacio sepa-
rable o pseudo separable puede ser descompuesto en m procesos independientes
de optimizacio´n (uno para cada individuo). Por otra parte, en un espacio no
separable el problema no se puede descomponer y el algoritmo de optimizacio´n
tiene que coordinar a todos los individuos teniendo en cuenta sus interdependen-
cias. Los espacios no separables son muy relevantes en esta tesis y caracterizan
problemas colectivos t´ıpicos.
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(a) Espacio de calidad separable
(b) Espacio de calidad pseudoseparable
(c) Espacio de calidad no separable
Figura 6.1: Espacios de calidad considerados. (a) Espacio de calidad separable.
(b) Espacio de calidad pseudoseparable. (c) Espacio de calidad no separable
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6.1.1.2. Combinacio´n o´ptima de genotipos
Otro aspecto de los espacios de calidad que es importante tiene relacio´n con
la configuracio´n de la poblacio´n una vez que se ha alcanzado el o´ptimo global, es
decir, cual es la proporcio´n de individuos en cada grupo cuando el o´ptimo global
se ha alcanzado. El conjunto de genotipos o´ptimos constituye el objetivo del
algoritmo de optimizacio´n y tiene dos aspectos: por una parte, la composicio´n de
la poblacio´n o´ptima afecta al transcurso del proceso de optimizacio´n y por otra
parte, representa el estado de equilibrio de un sistema dina´mico oscilatorio. En
este sentido, un aspecto muy relevante que debe ser considerado es el que trata
con la variedad de genotipos presentes en el o´ptimo global. Independientemente
de la separabilidad y de la modularidad del espacio de calidad, el o´ptimo puede
ser alcanzado por la contribucio´n colectiva de un conjunto de individuos y este
conjunto o´ptimo puede ser categorizado en los siguientes casos:
Espacio de una sola especie: el o´ptimo global se alcanza a trave´s de un
conjunto de genotipos ide´nticos:
 opt1 sp ⌘ { opti ,  opti ,  opti , ...,  opti } (6.7)
Espacio multiespecies: el o´ptimo global corresponde a una combinacio´n de
dos o ma´s genotipos diferentes:
 optm sp ⌘ { opti ,  optj ,  optk ,  optl ,  optm , ...,  optz } (6.8)
En te´rminos pra´cticos, esta caracter´ıstica esta´ relacionada con la especializacio´n
requerida por los componentes de la solucio´n colectiva para resolver el objetivo
global y corresponde al feno´meno biolo´gico de la especializacio´n. En la figura
6.2(a), se muestra una representacio´n de un espacio con una especie y a su
derecha, en la figura 6.2(b), una representacio´n de un espacio de dos especies a
la derecha.
6.1.2. Calidad privada ( )
La calidad privada representa el rendimiento asociado a cada individuo de-
pendiendo de su comportamiento. Esta es la asignacio´n de calidad que gu´ıa la
evolucio´n y no la calidad global. Esta distincio´n es muy importante en algo-
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(a) Espacio de calidad de una especie
(b) Espacio de calidad de dos especies
Figura 6.2: Combinacio´n o´ptima de genotipos. (a) Espacio de calidad con o´ptimo
en una especie homoge´nea. (b) Espacio de calidad con o´ptimo en dos especies
heteroge´neas
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ritmos de dEE porque la seleccio´n para reproduccio´n y la esperanza de vida
depende de esta calidad individual. Disen˜ar estas funciones no es fa´cil, especial-
mente en espacios globales no separables. Adema´s, su definicio´n establece las
caracter´ısticas del espacio de calidad privado, que es el optimizado para cada
individuo. La calidad privada del individuo j-e´simo en la poblacio´n (fj) depende
de su propio genotipo  j , los genotipos del resto de la poblacio´n   j y de las
dina´micas del entorno (t).
fj =  ( j ,  j , t) con   j ⌘ { 1,  2,  3, ... j 1,  j+1,  n} (6.9)
Considerando una poblacio´n de dos individuos, su funcio´n de calidad privada
f puede ser formulada como:
f1 =  ( 1,  2, t), f2 =  ( 1,  2, t) (6.10)
La primera caracter´ıstica a estudiar de los espacios de calidad privada, y tam-
bie´n una de los ma´s relevantes e interesantes que afectan al rendimiento de un
algoritmo dEE, es la dependencia de la calidad privada de un individuo a los
calidades privadas del resto de la poblacio´n. Hay similitudes entre esta carac-
ter´ıstica y la separabilidad usada para la casu´ıstica de la calidad global, pero
son conceptos diferentes. La calidad global es siempre multidimensional por de-
finicio´n y esta dimensionalidad permite a las variables ser separables o no. En
el caso de la calidad privada, el espacio de calidad asignado a cada individuo es
estrictamente unidimensional en te´rminos del proceso de bu´squeda, pero como
este espacio de una dimensio´n puede variar debido a cambios de los genotipos del
resto de individuos, estos genotipos son considerados dimensiones adicionales.
Por lo tanto, se puede diferenciar dos tipos de espacios de calidad privada:
espacios unidimensionales: la calidad privada no depende de los genotipos
del resto de la poblacio´n. Si la funcio´n de calidad global se puede expresar
como la suma de funciones de calidad privadas unidimensionales, el espacio
de calidad global sera´ necesariamente separable.
 fi
  j
= 0 8j 6= i (6.11)
Espacios multidimensionales: para cada subespacio del espacio genot´ıpico,
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la calidad privada debe cumplir:
 fi
  j
6= 0 con j 6= i (6.12)
que es el resultado de la creacio´n de una calidad privada para el caso de
un espacio de calidad global no separable.
Dentro de este caso de espacio multidimensional, pero en un nivel de
interaccio´n entre especies, es interesante estudiar la interdependencia entre
la calidad de los individuos de la poblacio´n, que puede ser definida usando
la funcio´n If :







Basado en esta interdependencia, se puede diferenciar una casu´ıstica que
es muy relevante desde el punto de vista pra´ctico:
• Subespacio colaborativo (Ii,jf ( ) > 0): esta´ representado por un
subespacio en donde las variaciones genot´ıpicas producen un incre-
mento de calidad en ambos individuos (i-e´simo y j-e´simo). Un ejemplo
de este tipo de espacio para un sistema de dos individuos se mues-
tra en la figura 6.1.2, donde esta´ claro como la calidad ma´xima se
alcanza con el mismo genotipo para los dos individuos
• Subespacio competitivo (Ii,jf ( ) < 0): esta´ representado por un subes-
pacio en donde las variaciones genot´ıpicas producen efectos contrarios
en la calidad de los individuos. Si los comportamientos o´ptimos de los
individuos esta´n contenidos en un subespacio competitivo, las a´reas
de calidad ma´xima no pueden coincidir. En este caso las configura-
ciones optimas para los individuos son diferentes y se producira´ una
competicio´n entre los individuos para maximizar su propia calidad
cambiando las configuraciones en su propio beneficio. Un ejemplo
de este tipo de espacio para un sistema de dos individuos se mues-
tra en el medio de la figura 6.1.2, donde se observa que los valores
genot´ıpicos que maximizan una funcio´n y los del otro son contrarios.
• Subespacio neutro (Ii,jf ( ) ⇡ 0): hay dos opciones en este caso; o el
efecto de un genotipo sobre otro es muy pequen˜o o un genotipo pro-
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duce colaboracio´n y otro competicio´n. En cualquiera de estos casos,
si esta condicio´n se cumple, el proceso de optimizacio´n sera´ guiado
por el genotipo que produce o neutralidad o colaboracio´n.
Figura 6.3: Espacios de calidad privada para dos individuos de una poblacio´n.
La fila de arriba corresponde a espacios colaborativos, la del medio a espacios
competitivos y la de abajo a espacios neutrales
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6.2. Espacios de calidad seleccionados
El ana´lisis realizado en esta tesis considera funciones de calidad global aditi-
vas para definir una medida de calidad en cada caso. Es decir, la calidad global
se calcula como la suma de calidades individuales de todos los individuos en la
poblacio´n. Consecuentemente, la definicio´n de la calidad individual debe consi-
derar que la suma de cada contribucio´n individual debe llevar a la maximizacio´n
de la calidad global. La calidad individual se ha normalizado en el rango [0:1]
para que la calidad global se situ´e desde 0 hasta el taman˜o de la poblacio´n. La
calidad asociada a cada individuo es calculada usando una formula matema´tica
que relaciona el genotipo a un valor de calidad individual, como si se conside-
rara una codificacio´n directa. Tal y como se hab´ıa mencionado previamente, la
evolucio´n esta´ guiada por la calidad individual, pero la casu´ıstica depende de
la calidad global. Por lo tanto, se han definido diferentes funciones de calidad
global y las funciones de calidad individual se han calculado en base a ellas.
Con el objetivo de cubrir todo el abanico de espacios de calidad, se han definido
cuatro funciones de calidad globales:
1. Separable, unimodal, calidad global con o´ptimo de una especie: existen
varios problemas colectivos en optimizacio´n que requieren que todos los
individuos posean el mismo genotipo, es decir, que realicen la misma tarea.
Son problemas colectivos pero en una tarea no colaborativa. Por ejemplo,
en un problema de limpieza colectiva o un problema de rutas de veh´ıculos,
todos los individuos deben tener el mismo comportamiento para obtener
la calidad global ma´s alta. El espacio de calidad es claramente separable
porque cada agente (robot o veh´ıculo) obtiene la recompensa ma´s alta
independientemente del resto de agentes. A partir de esta funcio´n de ca-
lidad global, se ha definido una funcio´n individual de una dimensio´n con
un u´nico o´ptimo que se muestra en la ecuacio´n 6.15.




Como se muestra en la figura 1, la funcio´n esta´ basada en una funcio´n
Gaussiana donde el genotipo o´ptimo es 0.5 con una calidad ma´xima de 1.
Cualquier otro valor del genotipo obtiene peor calidad. Para analizar la
respuesta del algoritmo cano´nico a diferentes complejidades del espacio de
bu´squeda, se ha introducido un coeficiente de dificultad. Esta dificultad
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establece la anchura de la campana de Gauss, hacie´ndola ma´s estrecha
a medida que aumenta la dificultad, como se muestra en la figura 1. El
nivel de dificultad se ha variado de 1 hasta 10. La dimensionalidad del
cromosoma tambie´n se ha variado con el objetivo de analizar la respuesta
del algoritmo en espacios de calidad con ma´s dimensionalidad, como los
que surgen en problemas reales. La fo´rmula que generaliza para cualquier
dimensionalidad se muestra en la ecuacio´n 6.16
fj( j , t) = 0,9e
 ↵difR(Pd( j,d 0,5)2 + 0,1e ↵0,1difRPd( j,d 0,5)2 (6.16)
Figura 6.4: Funcio´n 1: separable, unimodal, o´ptimo de una especie
2. No separable, multimodal, calidad global con o´ptimo de dos especies: mu-
chos de los problemas colectivos requieren especializacio´n, es decir, indi-
viduos con diferentes genotipos asociados a diferentes comportamientos
deben cooperar conjuntamente. El caso ma´s simple en un problema co-
lectivo con dos o´ptimos donde los individuos se deben distribuir entre
ellos, dando lugar a un espacio de calidad no separable con dos especies.
Es decir, la calidad global define un problema donde la solucio´n o´ptima
se alcanza cuando un nu´mero espec´ıfico de individuos tienen un determi-
nado genotipo y el resto de individuos tiene otro determinado genotipo.
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Corresponde a una tarea colectiva y colaborativa. Por ejemplo, en una
tarea de limpieza colectiva, la calidad global corresponde a una configu-
racio´n donde se limpia mejor cuando una parte de los individuos barren
el suelo y otra parte de los individuos lo friegan. La no separabilidad se
incluye al establecer una dependencia entre las dos tareas. En el ejemplo
mencionado, significa que el numero de individuos realizando la tarea de
barrer afecta la recompensa por la tarea de fregar y viceversa. La funcio´n
de calidad individual que supone la maximizacio´n de la funcio´n de calidad
global tiene un valor o´ptimo variable porque depende de los genotipos del
resto de los individuos (de acuerdo con la no separabilidad de la calidad
global). Esto implica que existe una distribucio´n o´ptima de individuos de
las dos especies que deben ser encontradas por el algoritmo. La funcio´n
de calidad individual, para el caso unidimensional, que ha sido aplicada
para este tipo de espacio se muestra en la ecuacio´n 6.17.













0,85 si x0,85 ⌘ min(xi)
(6.17)
con x2a = R
X
d












0,5⇥ populationSize , 1) (6.19)
Como se puede ver en la figura 6.5, la funcio´n Gaussiana en este caso se
localiza en los valores del genotipo 0.15 y 0.85, pero con la calidad ma´xima
dependiendo ahora de la distribucio´n de genotipos en la poblacio´n, como
puede verse en la gra´fica de la derecha de esta figura. Para esta tesis, se
ha considerado el caso en el que la calidad ma´xima se obtiene con una
distribucio´n perfectamente balanceada, es decir, con mitad de la pobla-
cio´n con el genotipo 0.15 y la otra mitad con el genotipo 0.85, como se
muestra en la parte izquierda de la figura 6.5. Para formalizar este con-
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cepto, la ecuacio´n anterior tiene dos coeficientes C1 y C2, que representan
el porcentaje de individuos en cada o´ptimo, C1 en la campana en 0.85 y
C2 en la campana en 0.15. Las fo´rmulas para calcular estos coeficientes
se muestran en las ecuaciones 6.18 y 6.19. Cuando la distribucio´n de la
poblacio´n esta´ perfectamente balanceada, C1 = 1 y C2 = 1, se obtiene una
calidad ma´xima, pero en cualquier otra distribucio´n por ejemplo, con un
25% de los individuos en la campana de 0.15, C1 tendr´ıa un valor de 0.75
y C2 un valor de 0.25, ya no se obtiene la calidad ma´xima. En este caso
el algoritmo deber´ıa balancear la poblacio´n hacia la campana con menos
individuos, de forma que cuando lo haya conseguido, todos los genotipos
obtendra´n la calidad ma´xima. Explicado de otro modo, los genotipos si-
tuados en los valores 0.15 y 0.85 que son los o´ptimos, no obtendra´n calidad
individual ma´xima, hasta que la distribucio´n este balanceada, la mitad de
ellos en un valor y la otra mitad en otra.
Figura 6.5: Funcio´n 2: o´ptimo en dos especies heteroge´neas
3. Pseudoseparable, multimodal, calidad global multiespecie: esta configura-
cio´n en la que existen dos o´ptimos globales no separables y de dos especies,
pero en donde adicionalmente existe un o´ptimo local correspondiente a un
u´nico o´ptimo separable, es un caso muy frecuente que merece ser incluido
en el ana´lisis. Este caso describe un problema en el que un balance entre
dos especies ofrece la mejor solucio´n pero en donde una solucio´n con una
especie es posible tambie´n, aunque con un nivel de calidad menor. Por
ejemplo, podr´ıa corresponder a un problema de limpieza en donde una
distribucio´n balanceada entre robots que barren y robots que friegan so-
luciona el problema de forma o´ptima, pero una configuracio´n con robots
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que realizan ambas tareas tambie´n solucionar´ıa el problema aunque con
menor eficiencia. En este caso, la calidad individual tiene tres o´ptimos
(uno de ellos subo´ptimo). La fo´rmula para esta configuracio´n se muestra
en la ecuacio´n 6.20 definida en tres partes, segu´n si el valor del genotipo
esta ma´s pro´ximo a 0.15, a 0.5 o a 0.85. En la figura 6.6, se puede observar
la gra´fica para esta configuracio´n.



















0,85 si x0,85 ⌘ min(xi)
(6.20)
con x2a = R
X
d
( j,d   a)2 , i = {0,15, 0,5, 0,85}
Figura 6.6: Funcio´n 3: o´ptimo con dos especies heteroge´neas pero con o´ptimo
local en genotipo homoge´neo
4. Pseudoseparable, unimodal, calidad multiespecie: una configuracio´n simi-
lar a la anterior pero en la que la solucio´n o´ptima se situ´a en el u´nico
o´ptimo separable, es decir, existen dos o´ptimos locales que corresponden
a dos especies balanceadas pero proveen una solucio´n de menor calidad que
la solucio´n con el o´ptimo local. Siguiendo el ejemplo anterior de limpieza
colectiva, los robots que realizan las dos tareas tendr´ıan mejor rendimien-
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to que una solucio´n con la poblacio´n balanceada entre robots que realizan
cada una de las dos tareas de forma especializada. La funcio´n de calidad
individual tiene tres o´ptimos con dos o´ptimos locales y se muestra en la
ecuacio´n 6.21. La gra´fica de la funcio´n se muestra en la figura 6.7 y como
se ve, el balance de especies en las dos zonas correspondientes a los valores
0.15 y 0.85, no afectan a la calidad de la zona central, que es la o´ptima.



















0,85 si x0,85 ⌘ min(xi)
(6.21)
con x2a = R
X
d
( j,d   a)2 , i = {0,15, 0,5, 0,85}
Figura 6.7: Funcio´n 4: funcio´n de dos especies con o´ptimo global en genotipo
homoge´neo
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6.3. Ana´lisis de sensibilidad
6.3.1. Configuracio´n experimental
Una vez definidas las funciones de calidad, se presentara´ aqu´ı el resto de
la configuracio´n del experimento para realizar el ana´lisis de sensibilidad del
algoritmo cano´nico de dEE. Con respecto los para´metros del algoritmo, se han
considerado los siguientes para´metros.
Codificacio´n gene´tica: el genotipo se codifica como un array de valores
reales de una dimensio´n fija. En este cap´ıtulo se han probado diferentes
codificaciones con diferentes dimensionalidades. Cada gen esta´ normaliza-
do entre en el intervalo [0,1].
Reproduccio´n
• Seleccio´n para reproduccio´n: el valor de tiempo de vida ma´xima Tmat
se ha fijado a 103 en todos los experimentos. Por lo tanto, lo proba-
bilidad la reproduccio´n se define simplemente por el taman˜o ma´ximo
de la ventana de seleccio´n Smax, que sera´ uno de los para´metros
estudiados en este ana´lisis de sensibilidad.
• Pol´ıtica de seleccio´n: teniendo en cuenta la definicio´n de la calidad
usada para estudiar el comportamiento del algoritmo, solo se puede
tener en cuenta un criterio basado en calidad o basado en genotipos;
para este ana´lisis se usara´ un criterio basado en calidad.
• Recombinacio´n genot´ıpica: los operadores seleccionados para utili-
zarse en este estudio son un operador de mutacio´n y otro de cruce
bipolar, como el que se describen en el cap´ıtulo que describe el algo-
ritmo cano´nico.
Reemplazo
• Tiempo de madurez: este para´metro afecta de dos modos a la ope-
racio´n del algoritmo. Por una parte afecta al nu´mero de iteraciones
requeridas para evaluar a un individuo de una forma fiable y por
otra parte afecta al periodo de tiempo que se le asigna a un indivi-
duo con calidad privada igual a cero, para permitir cierta diversidad
en la poblacio´n. El tiempo de madurez afecta en estos dos niveles y
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por lo tanto el valor o´ptimo para este para´metro es el que permita
al algoritmo evaluar a un individuo de forma fiable y que asigne el
tiempo de vida correcto a individuos muy ineficientes.
• Calidad ma´xima actual: para ajustar este valor durante la evolucio´n
de forma descentralizada, cada individuo almacena un valor de cali-
dad ma´xima actual y cada vez que tiene una recombinacio´n con otro
individuo se transmite. Se si recibe un valor mayor, se actualiza. De-
bido a que cambia durante la evolucio´n y se propaga por la evolucio´n
este para´metro no sera´ incluido en el ana´lisis de sensibilidad.
• Coeficiente de mediocridad: este coeficiente sera´ estudiado en el ana´li-
sis sin ninguna simplificacio´n.
Resumiendo, se ha definido un experimento con el objetivo de analizar como
la parametrizacio´n del algoritmo cano´nico afecta a su rendimiento en proble-
mas t´ıpicos de optimizacio´n distribuida. Las siguientes funciones de calidad y
para´metros a considerar son:
Funciones de calidad:
1. Funcio´n 1: una especie, separable, (genotipos homoge´neos o´ptimos,
tarea no colaborativa)
2. Funcio´n 2: dos especies, no separable, (genotipos heteroge´neos o´pti-
mo, tarea colaborativa o´ptima)
3. Funcio´n 3: multi especie, pseudo separable, (genotipos heteroge´neos
o´ptimos, tarea colaborativa o´ptima con o´ptimos locales)
4. Funcio´n 4: multi especie, pseudo separable, (genotipos homoge´neos
o´ptimos, tarea o´ptima no colaborativa)
Para´metros:
1. Taman˜o ma´ximo de la ventana de seleccio´n Smax
2. Probabilidad de bu´squeda local Pls
3. Tiempo de madurez Tmat
4. Coeficiente de mediocridad cm
Para aplicar el algoritmo cDEE sobre este conjunto de funciones se va a
utilizar del pseudoco´digo 5, que parte del establecido en el cap´ıtulo 5, pero donde
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se han definido operadores concretos a la hora de realizar su implementacio´n
pra´ctica. As´ı, la recombinacio´n genot´ıpica se realizara´ en base a los operadores
de mutacio´n y cruce que usaba el algoritmo ASiCo, y que se explicaron en el
cap´ıtulo 5.2. De este algoritmo tambie´n se seguira´ el concepto de embrio´n, y por
lo tanto, los nuevos genotipos generados se almacenara´n en cada robot en un
embrio´n hasta que se produzca el reemplazo de los individuos que los portan.
Algorithm 5 Algoritmo cDEE
for all robot r en robots do
calcular calidad privada
Pmating  SmaxTmax {calcular probabilidad de reproduccio´n}
Prep   (ft) {calcular probabilidad de reemplazo}
if random < Pmating then
buscar individuos para reproduccio´n
seleccionar individuo {Para´metro}
aplicar mutacio´n o cruce {Para´metro}
end if
if tiempo de vida   Tmat then
if random() < Prep or tiempo de vida   Tmax then





La primera dificultad que surge al realizar un ana´lisis de sensibilidad sin
ningu´n conocimiento previo de los para´metros o´ptimos es el de la escala de ba-
rrido de los para´metros. Dependiendo en la granularidad del para´metro que esta
siendo barrido puede implicar un gran numero de combinaciones de para´metros,
requiriendo un coste computacional muy grande, o un numero menor de com-
binaciones con una probable falta de informacio´n. Adema´s, cuando se realiza
un ana´lisis de sensibilidad es interesante estudiar no solo el comportamiento
del algoritmo con una parametrizacio´n concreta, sino tambie´n su estabilidad y
co´mo de repetibles son los resultados para un conjunto de para´metros. El hecho
de tener una respuesta muy variable ser´ıa una debilidad del algoritmo evolutivo
que no lo har´ıa aplicable a ciertos problemas debido a esta inestabilidad. Con
el objetivo de evitar un experimento de prueba y error, se ha realizado un pre-
ana´lisis del espacio para´metros-calidad para determinar un rango ma´s estrecho
para los para´metros antes de realizar el estudio exhaustivo. Este pre-ana´lisis
esta´ basado en el me´todo de innovization y se describe en la siguiente seccio´n.
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6.3.2. Preana´lisis con el me´todo de innovization
Deb et. al. presentaron el me´todo de innovization en [Deb and Srinivasan,
2006] para obtener principios de disen˜o innovadores sobre variables de decision
en un problema de optimizacio´n. Esta´ basado en la optimizacio´n multi objetivo
y el ana´lisis de las soluciones o´ptimas. Concretamente, este me´todo obtiene el
frente de Pareto para un problema multi objetivo con el algoritmo NSGA-II
y posteriormente se analiza la solucio´n para descubrir tendencias y compromi-
sos entre las soluciones. En esta seccio´n, y mediante el uso de esta te´cnica, se
analizara´ el dominio de los cuatro para´metros intr´ınsecos con los principios de
innovization, con el objetivo de obtener ma´s informacio´n sobre los rangos rele-
vantes de los para´metros para las diferentes funciones de calidad consideradas.
El algoritmo NSGA-II empleado aqu´ı tiene la siguiente configuracio´n:
El cromosoma esta formada por 4 genes, cada uno correspondiendo a un
para´metro intr´ınseco a optimizar. Aunque los genes esta normalizados
entre [0:1] en evolucio´n, su rango de valores reales es el siguiente:
• Taman˜o ma´ximo de ventana de seleccio´n (Smax): [1:Taman˜o pobla-
cio´n]
• Probabilidad de bu´squeda local (Pls): [0:1]. Un valor de 1 corres-
ponde a solo bu´squeda local (mutacio´n) mientras que un valor de 0
corresponde a solo exploracio´n (cruce)
• Tiempo de madurez (Tmat): [1:103]. Varia desde el numero mı´nimo
de iteraciones que un individuo necesita para ser evaluado al tiempo
ma´ximo de vida (Tmax) establecido.
• Coeficiente de mediocridad (Cm): [0:1]. Considerando el tiempo mı´ni-
mo de vida (Tmat) y el tiempo ma´ximo Tmax, el tiempo de vida de
un individuo mediocre con cm = 0 corresponde a Tmat y con cm=1
a Tmax
Hay dos objetivos en la evolucio´n desarrollada por NSGA-II: la maximiza-
cio´n de la calidad global y la minimizacio´n de la variabilidad de la calidad
global. Estos dos valores se miden probando cada configuracio´n varias ve-
ces y calculando la media y la desviacio´n esta´ndar de la calidad global
obtenida
La funcio´n de calidad son las cuatro funciones establecidas en la seccio´n
anterior. En particular cada individuo en el NSGA-II se ejecuta 25 veces
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durante 104 iteraciones con los valores espec´ıficos de los 4 para´metros
intr´ınsecos incluidos en el correspondiente cromosoma. La calidad final
de cada ejecucio´n es el valor medio de la calidad global para tener en
cuenta no solo la calidad al final de la evolucio´n sino la tendencia, teniendo
en cuenta que los algoritmos dEE evolucionan con final abierto. Para
cada funcio´n, se han considerado dos niveles de dificultad (1 y 5) y dos
dimensionalidades diferentes (2 y 5)
Los para´metros espec´ıficos del algoritmo NSGA-II se muestran en la si-
guiente tabla.
6.3.2.1. Ana´lisis de la poblacio´n
El taman˜o de la poblacio´n en un algoritmo evolutivo es un para´metro muy
relevante para su rendimiento, ya que tiene una relacio´n directa con la variabi-
lidad de las soluciones candidatas. Adema´s, los algoritmos de dEE son incluso
ma´s sensibles a este para´metro debido a su naturaleza distribuida. Pero hay una
desventaja al utilizar poblaciones muy grandes, que es el coste computacional.
Para el mismo coste computacional, cuanto mayor la poblacio´n, menor numero
de generaciones que el sistema puede evolucionar. Por lo tanto, hay que encon-
trar un compromiso. En el caso del algoritmo dEE y cuando la aplicacio´n final
es un entorno real, no se tendr´ıa esta limitacio´n en coste computacional pero si
otras limitaciones en otros recursos, por ejemplo, un presupuesto limitado para
comprar robots, que limitar´ıa el nu´mero de individuos. Afortunadamente, se
vera´ que a partir de un taman˜o de poblacio´n, el rendimiento del algoritmo no
mejora significativamente. Con el objetivo de no definir este taman˜o de pobla-
cio´n arbitrariamente, se ha realizado un ana´lisis con el me´todo de innovization
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Figura 6.8: Frentes de Pareto para diferentes taman˜os de poblacio´n en el me´todo
de innovization para la funcio´n 2
para cuatro taman˜os de poblacio´n: 5, 10, 20 y 40. En este ana´lisis solo se ha
usado la segunda funcio´n de calidad (dos especies, no separable), ya que es la
ma´s representativa, en dos dimensiones, con el resto de para´metros como se ha
descrito anteriormente.
Los resultados se muestran en la figura 6.8. De izquierda a derecha las gra´fi-
cas corresponden a taman˜os de poblacio´n desde 5 hasta 40. Las gra´ficas repre-
sentan tantos frentes de Pareto como se requieran para contener las 30 mejores
soluciones en te´rminos de dominancia. Cada frente se muestra con un color
diferente, siendo los cuatro primeros frentes: negro, rojo, verde y azul respecti-
vamente. Aunque los rangos reales de la calidad global van de [0:taman˜o de la
poblacio´n], se han normalizado a [0:20] en todos los experimentos para poder
comparar resultados fa´cilmente. Los frentes de Pareto muestran mucha infor-
macio´n y varios aspectos pueden ser analizados cuando se comparan diferentes
pruebas. En primer lugar, la calidad ma´xima obtenida independientemente de
la desviacio´n, mejora significativamente de 5 individuos a 10. Hay tambie´n una
mejora en calidad global desde 10 a 20, pero no de 20 a 40. En cuanto a desvia-
cio´n, se reduce mucho al pasar de 5 a 10 pero no se reduce significativamente a
partir de 10. A partir de estos resultados, se puede considerar que una poblacio´n
de 20 es un buen compromiso entre calidad, desviacio´n y coste computacional,
y por eso es el taman˜o de poblacio´n que se ha seleccionado para el resto de
ana´lisis de sensibilidad.
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6.3.2.2. Funcio´n de calidad de una especie, separable (tarea no co-
laborativa)
La primera funcio´n de calidad global a analizar es la funcio´n de una especie y
separable (funcio´n 1). Los resultados se muestran en la figura 6.3.2.2. Las cuatro
gra´ficas de la parte superior muestran los frentes de Pareto para mostrar al
menos 30 puntos, para las cuatro combinaciones de dimensionalidad y dificultad
establecidas anteriormente. Como se puede observar, para todas las pruebas
existen configuraciones que son capaces de alcanzar una calidad mayor que 19,
lo que significa que alcanzan el o´ptimo. Para esta funcio´n, esto requiere que
todos los genotipos sean pra´cticamente ide´nticos. Se puede observar el efecto
del incremento de dificultad que produce un ligero decremento de calidad y un
aumento considerable de la desviacio´n.
Las cuatro gra´ficas de la parte inferior corresponden a los valores espec´ıfi-
cos de los para´metros cm, Tmat, Pls y Smax para los mismos frentes de Pareto
mostrando el valor de calidad media que producen. En este caso se muestran de
diferente color segu´n la dificultad y dimensionalidad. De izquierda a derecha,
en la gra´fica de cm, se puede observar que todos se encuentran por debajo del
valor 0.4 y la mayor´ıa cercanos a cero, lo que supone que el NSGA-II no pudo
encontrar configuraciones con buena calidad y desviacio´n cuando cm es mayor
que 0.4. En te´rminos de comportamiento del algoritmo, esto implica que los in-
dividuos con calidad individual baja, se eliminan de la poblacio´n ra´pidamente.
Continuando con el tiempo de madurez Tmat, se puede observar una l´ınea hori-
zontal en este para´metro con valor 1 (log10 = 0), que significa que los individuos
tienen un tiempo de vida mı´nimo igual a 1. La probabilidad de bu´squeda local
Pls siempre es menor que 0.5, que significa que la mejor estrategia para resolver
esta espacio de calidad es una estrategia muy explorativa, con ma´s cruce que
mutacio´n. Esto sucede porque en espacios de calidad simples, el operador de
cruce produce soluciones que convergen de forma ra´pida sin los problemas que
le ocurren a este operador en espacios de calidad ma´s complejos, por ejemplo en
espacios de dos especies. Por u´ltimo, con respecto al para´metro Smax, se puede
ver que existen valores en todo el rango pero hay tendencia de que los valores
de calidad altos corresponden a valores de Smax altos. Esto es un resultado es-
perado ya que aumentar Smax aumenta la variabilidad de los candidatos para
reproduccio´n y esto favorece al algoritmo.
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Figura 6.9: Resultados del me´todo de innovization para la funcio´n 1. En la fila
de arriba se muestran los frentes de Pareto para contener al menos 30 puntos.
En la fila de abajo se muestra el comportamiento de los para´metros intr´ınsecos.
116 6.3. Ana´lisis de sensibilidad
6.3.2.3. Funcio´n de dos especies, no separable (tarea colaborativa)
En la figura 6.3.2.3 se muestran los resultados de aplicar el me´todo de in-
novization sobre la funcio´n global de dos especies y no separable (funcio´n 2).
El formato de la figura es exactamente el mismo que para la anterior funcio´n.
Lo primero que se puede comprobar es que el problema es ma´s complejo que
para el caso anterior ya que el valor de calidad media ma´xima que alcanza
el algoritmo es menor, cercano a 18, que el valor que se alcanzaba en la fun-
cio´n anterior, cercano a 19. Hay que tener en cuenta para esta funcio´n, que el
valor cercano a 17 solo se puede alcanzar si la mayor´ıa de la poblacio´n esta´
correctamente balanceada entre los dos o´ptimos, as´ı que se puede concluir que
el algoritmo obtiene las dos especies requeridas. De misma forma que para la
funcio´n anterior, el nivel de dificultad decrementa levemente la calidad ma´xima
obtenida. En te´rminos de variabilidad, el caso ma´s estable es de dimensio´n 5 y
dificultad 1 pero a medida que aumenta la calidad se aumenta la variabilidad.
Es decir, para obtener una calidad muy alta se requiere una combinacio´n de
para´metros que hace el algoritmo ser ma´s inestable. Se puede comprobar que en
el dimensio´n 5 y dificultad 5, algunos de los puntos obtienen una calidad muy
baja, pero que esta´n presenten en el gra´fico debido a su baja variabilidad, por
ser representaciones de los frentes de Pareto.
Se muestran en la parte inferior de la figura, las gra´ficas correspondientes
a para´metros, de izquierda a derecha: cm, Tmat, Pls, Smax. Se puede observar
que cm tiene un comportamiento ma´s claro que para la funcio´n anterior, ya que
todos los puntos de calidad alta corresponden a cm = 0, que quiere decir que los
individuos con una calidad privada lejos de la o´ptima deben ser eliminados muy
ra´pido de la poblacio´n. Tambie´n se ve una correspondencia entre los puntos de
baja calidad en el caso de dificultad 5 y dimensio´n 5, que corresponden con
valores altos de cm. En cuanto al para´metro Tmat, al igual que para la funcio´n
anterior, con Tmat igual a 1, independientemente del resto de para´metros, es
cuando se obtienen mejores resultados. Hay que recordar que tanto Tmat como
cm afectan a la curva de tiempo de vida de los individuos y un cm y Tmat bajo
corresponden a eliminar individuos mediocres de la poblacio´n lo antes posible.
El para´metro ma´s interesante en este experimento es el para´metro Pls de-
bido al contraste con el resultado de este para´metro en la funcio´n anterior. En
este caso se observa que la tendencia es la contraria a la anterior y ahora los
puntos de mayor calidad corresponden a un Pls alto. Adema´s, con el incremento
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de dificultad se hace ma´s necesario incrementar el para´metro Pls hasta 1 para
obtener buenos resultados, lo cual quiere decir que para problemas complejos es
necesario aplicar una bu´squeda totalmente local. El para´metro Smax tambie´n
se comporta diferente en esta funcio´n con respecto a la anterior. En este caso
no existen casi puntos en los frentes de Pareto con Smax menor que 10, con
lo que para esta funcio´n se requieren valores de Smax mayores que 10, inde-
pendientemente del resto de para´metros, para resolver el problema. Cuando se
reemplazan individuos mediocres de forma ma´s frecuente, esto puede afectar ne-
gativamente a la seleccio´n para reproduccio´n, que disminuye, pero el aumentar
Smax compensa ese efecto.
Figura 6.10: Resultados del me´todo de innovization para la funcio´n 2. En la fila
de arriba se muestran los frentes de Pareto para contener al menos 30 puntos.
En la fila de abajo se muestra el comportamiento de los para´metros intr´ınsecos.
118 6.3. Ana´lisis de sensibilidad
6.3.2.4. Funcio´n multi especie, pseudo separable (tarea o´ptima co-
laborativa)
Para la funcio´n global que contiene dos especies en la solucio´n optima pero un
subo´ptimo en los genotipos homoge´neos (funcio´n 3), se muestran los resultados
en la figura 6.3.2.4. En la parte superior se observa que para esta funcio´n el
incremento de dificultad afecta mucho mas que para las anteriores funciones.
Para una dificultad igual a 1, la calidad media se situ´a sobre 18, que es similar a
la obtenida con la funcio´n anterior, con los individuos balanceados en las especies
optimas. Pero al aumentar la dificultad a 5, hay un decremento en la calidad
media obtenida y un incremento en la variabilidad. Esto puede ser debido a
la complejidad del espacio de bu´squeda, muchos individuos solo alcanzan la
solucio´n subo´ptima y la poblacio´n no esta´ balanceada como para la funcio´n
anterior. El efecto de la dimensionalidad no es muy relevante, y las dos gra´ficas
correspondientes a dimensionalidad 5 son muy similares a las de dimensionalidad
2.
En cuanto a los para´metros, para obtener una calidad alta se observan las
mismas tendencias que para la funcio´n de dos especies. Es decir, las dos especies
optimas solo se alcanzan cuando los para´metros son cm igual a 0, Tmat igual 1
, Pls igual a 1 y Smax mayor que 10. Para los valores de calidad media que no
son ma´ximos no se pueden extraer conclusiones, lo que hace esta funcio´n muy
interesante para un ana´lisis posterior exhaustivo de la respuesta y estabilidad
del algoritmo.
6.3.2.5. Funcio´n multi especie, pseudo separable (tarea o´ptima no
colaborativa)
La ultima funcio´n que ha sido analizada con el me´todo de innovization con-
tiene una especie en su solucio´n optima pero una solucio´n subo´ptima con dos
especies (funcio´n 4). Los resultados se muestran en la figura 6.3.2.5. En este
caso los frentes de Pareto muestran al igual que para el caso anterior, una gran
diferencia entre la dificultad 1 y dificultad 5. En el caso ma´s simple, la calidad
media ma´xima alcanzada por el algoritmo es 18. Es interesante comparar esta
gra´fica a la de la funcio´n 1 de una especie, para ver que la existencia de dos
especies subo´ptimas implican un decremento de la calidad ma´xima. Para la di-
ficultad 5, para esta funcio´n el algoritmo no es capaz de obtener las soluciones
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Figura 6.11: Resultados del me´todo de innovization para la funcio´n 3. En la fila
de arriba se muestran los frentes de Pareto para contener al menos 30 puntos.
En la fila de abajo se muestra el comportamiento de los para´metros intr´ınsecos.
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o´ptimas. La tendencia de los para´metros es muy interesante porque su compor-
tamiento es mas similar al de la segunda funcio´n (dos especies o´ptimas) que a
la primera funcio´n (un u´nico o´ptimo), que no era esperado.
Igual que en las funciones anteriores, la solucio´n o´ptima se alcanza solo
usando un cm en 0, un Tmat en 1, un Pls cercano a 1 y un Smax mayor que 10.
Con respecto el para´metro Pls, ya que es una funcio´n con un o´ptimo homoge´neo
similar a la funcio´n 1, cabr´ıa esperar que los valores bajos de Pls obtuvieran los
valores de calidad media ma´s altos pero se observa que en todo el rango de Pls
se obtienen valores de calidad alta, aunque con una ligera tendencia a valores
ma´s altos de calidad con Pls ma´s alto.
Figura 6.12: Resultados del me´todo de innovization para la funcio´n 4. En la fila
de arriba se muestran los frentes de Pareto para contener al menos 30 puntos.
En la fila de abajo se muestra el comportamiento de los para´metros intr´ınsecos.
Cap´ıtulo 6. Pruebas teo´ricas 121
6.3.2.6. Conclusiones del preana´lisis con el me´todo de innovization
El me´todo de innovization aplicado en esta seccio´n ha proporcionado las
siguientes conclusiones:
Las funciones de calidad global ma´s interesantes son las de mu´ltiples espe-
cies y las pseudo separables (funciones 3 y 4), porque incluyen caracter´ısti-
cas de las otras dos y adema´s corresponden a problemas colectivos ma´s
generales (con o´ptimos locales asociados tanto a poblaciones homoge´neas
como heteroge´neas)
Algunos de los para´metros afectan mucho al rendimiento del algoritmo,
ya que algunas soluciones solo se obtienen cuando se encuentran en ciertos
rangos o valores, con lo que pueden ser fijados en el ana´lisis de sensibili-
dad exhaustivo del algoritmo cano´nico de dEE. Esto es un resultado muy
relevante en cuanto a la caracterizacio´n del algoritmo. En particular, Tmat
y Pls se van a fijar a 1 para las siguientes secciones y so´lo cm y Smax se
analizara´n en profundidad.
La sensibilidad del algoritmo cano´nico de dEE en te´rminos de nivel de
dificultad y dimensionalidad necesita ser analizada en ma´s detalle.
6.3.3. Tests exhaustivos
Una vez que se han fijado dos de los para´metros (Tmat y Pls), se puede
analizar la respuesta del algoritmo realizando un barrido aleatorio en todo el
rango para los para´metros cm y Smax. La configuracio´n del algoritmo para estas
pruebas se muestra en la tabla 6.2. Como se ve, el rango del para´metro cm se
ha reducido de [0:1] a [0:0.33] para poder sacar conclusiones. Este es el rango
en el que la mayor´ıa de las configuraciones obtienen mayor calidad en el ana´lisis
con el me´todo de innovization. Se han considerado tres dimensiones diferentes y
para cada una de ellas, 4 niveles de dificultad (12 experimentos independientes)
y para cada una de ellas.
En esta seccio´n se mostrara´n los resultados obtenidos con el algoritmo para
las tres funciones de mu´ltiples especies (funcio´n 2, 3 y 4). Para cada funcio´n
de calidad, los para´metros cm y Smax se muestrean aleatoriamente de forma
uniforme en su rango, creando 2000 diferentes combinaciones de para´metros.
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Tabla 6.2: Para´metros del algoritmo cano´nico de dEE para los tests exhaustivos






Dimensionalidad 2, 5, 10
Dificultad 1, 3, 6, 10
Iteraciones por evolucio´n 10000
Evoluciones por combinacio´n de para´metros 25
Combinaciones de para´metros 2000
Cada una de estas combinaciones se usa para ejecutar el algoritmo cano´nico 25
veces con estos para´metros. La calidad global corresponde a la calidad media de
la u´ltima mitad de las ejecuciones (5000 iteraciones), con el objetivo de evitar
la etapa inicial del algoritmo.
Para simplificar el ana´lisis de todas las pruebas, se usara´n tres representacio-
nes gra´ficas. En primer lugar, la respuesta del algoritmo se muestra a trave´s de
12 gra´ficas de calidad frente a desviacio´n, cada punto correspondiendo a una de
las combinaciones. Esto permite extraer conclusiones sobre el rendimiento del
algoritmo y la estabilidad con la parametrizacio´n propuesta. El mismo nu´me-
ro de gra´ficas se usara´ para mostrar la calidad media en una escala de colores
con los dos para´metros barridos enfrentados en cada eje, para visualizar las
tendencias de los colores en los rangos de los para´metros.
Por u´ltimo, para comprender mejor el comportamiento del algoritmo en
te´rminos de la configuracio´n o´ptima de los genotipos en especies, se ha me-
dido en las pruebas una calidad que se denomina calidad homoge´nea. Esta
calidad representa la contribucio´n a la calidad total de los individuos en un
rango de genotipos no colaborativo. La diferencia entre la calidad total y la ca-
lidad homoge´nea representa la contribucio´n a la calidad total de los individuos
realizando la tarea colaborativa. La representacio´n de la calidad homoge´nea es
equivalente a la de la calidad total y puede ser comparada con las representacio-
nes de calidad total para mostrar el comportamiento del algoritmo en te´rminos
de especializacio´n.
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6.3.3.1. Funcio´n de dos especies, no separable (tarea colaborativa)
Figura 6.13: Calidad contra desviacio´n para la funcio´n 2
Figura 6.14: Calidad total para la funcio´n 2
Debido a que la primera funcio´n (funcio´n de una especie) no es muy compleja
y el algoritmo obtiene soluciones o´ptimas en todo el rango de para´metros, las
primeras pruebas exhaustivas que se muestran se han realizado para la funcio´n 2
(dos especies, no separable, tarea colaborativa). La figura 6.13 muestra las doce
gra´ficas de calidad media frente a desviacio´n. Cada uno de los puntos (2000
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puntos en cada una de las doce gra´ficas) corresponde a una combinacio´n de
para´metros y se puede ver claramente el efecto de los para´metros que se esta´n
analizando, a pesar de estar fijados otros dos de los para´metros, ya que existen
resultados en diferentes niveles de calidad desde 13 a 17. De izquierda a derecha
se muestra como el aumento de dificultad afecta a la calidad media. En la figura
6.14 se muestra la calidad global para esta funcio´n. En cuanto al efecto de la
dimensionalidad no se pueden extraer conclusiones generales ya que las gra´ficas
para las diferentes dimensionalidades son muy similares.
En cuanto a los para´metros, en las doce gra´ficas el para´metro cm se muestra
en el eje horizontal y se puede ver una clara tendencia de valores de calidad
ma´s altos en la parte izquierda de las gra´ficas, que corresponden a cm bajos. En
cuanto al para´metro Smax se puede decir algo similar aunque el rango o´ptimo
no es tan claro, aunque si se puede decir que para valores muy bajos de Smax
menores que 5, se observan resultados con peor calidad. Como esta funcio´n es
so´lo de dos especies y no tiene ningu´n tipo de calidad para la especie homoge´nea,
no se muestra la gra´fica para esta calidad.
6.3.3.2. Funcio´n multi especie, pseudo separable (tarea o´ptima co-
laborativa)
Figura 6.15: Calidad contra desviacio´n para la funcio´n 3
En la figura 6.15 se muestran las doce gra´ficas de calidad media frente a
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Figura 6.16: Calidad total para la funcio´n 3
desviacio´n para la funcio´n 3 (multi especie, pseudo separable y que tiene un
o´ptimo local en los genotipos homoge´neos). Comparado con los resultados para
la funcio´n anterior, para esta funcio´n el efecto de la dificultad es ma´s notable.
En la figura 6.15, se muestra la gra´fica que muestra la calidad y desvia-
cio´n resultante. Para dificultades altas (6 y 10), el ma´ximo alcanzado por la
calidad media es mucho menor que para la dificultad ma´s baja. Al aumentar
la dificultad tambie´n aumenta la desviacio´n y los puntos se dispersan ma´s en
el eje horizontal. En cuanto a dimensionalidad se puede ver una tendencia de
mejora de la calidad al aumentar la dimensionalidad en esta funcio´n. Para una
dificultad fija por ejemplo, 10, si se observa la columna para esta dificultad,
en la parte de la derecha, se observa claramente como los puntos esta´n ma´s
desplazados hacia la derecha con calidad ma´s alta a medida que aumenta la
dimensionalidad. Intuitivamente se podr´ıa decir que el aumento de la dimensio-
nalidad produce un aumento de la complejidad del espacio de bu´squeda ya que
suelen implicar una reduccio´n del espacio o´ptimo, pero en estos experimentos la
dimensionalidad no produce un o´ptimo ma´s dif´ıcil de alcanzar sino que se man-
tiene constante el porcentaje de espacio de calidad que es o´ptimo. Es decir, al
aumentar la dimensionalidad y aumentar el taman˜o del espacio de bu´squeda, se
aumenta el taman˜o de la zona del espacio o´ptima. De esta forma, el aumentar la
dimensionalidad produce un mayor nu´mero de caminos que el algoritmo puede
seguir para producir soluciones o´ptimas. De esta forma, se puede explicar este
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incremento en calidad media al aumentar la dimensionalidad para esta funcio´n.
En cuanto a los para´metros para esta funcio´n, en la figura 6.16 se muestran
las gra´ficas de la calidad total en funcio´n de los para´metros. Los resultados son
similares a los producidos en la funcio´n anterior, excepto que la funcio´n al ser
mas compleja obtiene valores menores de calidad incluso en cualquier zona de
los para´metros para dificultad 10. En esta columna de dificultad prevalecen los
tonos azules que son los de menor calidad. Para comprobar si los resultados para
esta funcio´n esta´n influenciados por el o´ptimo local, se muestra la misma gra´fica
pero para la calidad homoge´nea en la figura 6.17. En la primera columna para
la dificultad 1, la calidad homoge´nea es muy baja, y tiene que ser as´ı ya que
esta funcio´n es o´ptima en las dos especies y en dificultad 1, la solucio´n tiene una
calidad muy alta. En la segunda columna sucede exactamente lo mismo, calidad
homoge´nea muy baja en mientras que la calidad total correspondiente estaba
muy alta. En la u´ltima columna, para dificultad 10, se observa algo relevante:
la calidad homoge´nea esta´ alta y corresponde en donde la calidad total no es
alta, sino que es una calidad total mediana. En este caso, esta´ demostrado que
la calidad total corresponde a esta calidad homoge´nea y por lo tanto para esta
dificultad, el algoritmo esta´ atrapado en el o´ptimo local, lo cual no sucede para
otras dificultades.
En cuanto a zonas relevantes de los para´metros, observando la gra´fica de
calidad total, se puede observar que pra´cticamente para cualquier configuracio´n
siempre hay que evitar valores de Smax bajos y valores de cm altos, ya que
siempre son los puntos de menor calidad en donde se concentran los tonos
azules de baja calidad. Estas zonas se ven claramente para las dificultades ma´s
altas por ejemplo dificultad 6 y 10. Cuando Smax es mayor que 5, no se aprecia
una diferencia significativa de valores de calidad ni ninguna tendencia. Que
el algoritmo pueda obtener soluciones sin tener que fijar un Smax muy alto
(5 se considerar´ıa bajo), es una ventaja en te´rminos pra´cticos, ya que en un
experimento real puede ser dif´ıcil que un individuo encuentre muchos individuos
para reproduccio´n debido por ejemplo a ser un entorno muy grande.
6.3.3.3. Funcio´n multi especie, pseudo separable (tarea o´ptima no
colaborativa)
La u´ltima funcio´n a analizar es la funcio´n 4, que es una funcio´n multi especie,
pseudo separable y en donde el o´ptimo se alcanza con genotipos homoge´neos
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Figura 6.17: Calidad homoge´nea para la funcio´n 3
Figura 6.18: Calidad contra desviacio´n para la funcio´n 4
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Figura 6.19: Calidad total para la funcio´n 4
pero tiene un ma´ximo local con dos especies. Como para las funciones anteriores,
en primer lugar se presenta en la figura 6.18 una gra´fica representando la calidad
media frente a la desviacio´n. Lo primero a resaltar es que la funcio´n es ma´s dif´ıcil
que la funcio´n anterior, ya que se obtienen niveles superiores de calidad y con
menor desviacio´n.
En cuanto a los para´metros, en la figura 6.19, se muestran las gra´ficas re-
sultantes para esta funcio´n. Para todo el rango de los para´metros los resultados
son poco sensibles y lo u´nico que se puede concluir es que la calidad es muy
alta. Se comprueba tambie´n que para dificultad 10, se decrementa un poco el
ma´ximo de calidad media alcanzada. Si se compara esta gra´fica con la gra´fica
de calidad homoge´nea que se muestra en la figura 6.20, se puede comprobar que
esta calidad homoge´nea es tambie´n alta, lo que concuerda con el tipo de espacio
de esta funcio´n, que es optimo con genotipos homoge´neos.
6.3.4. Conclusiones de las pruebas teo´ricas
En este cap´ıtulo, se ha propuesto un conjunto de espacios de calidad basados
en dos caracter´ısticas: su separabilidad y nu´mero de o´ptimos. Estos espacios de
calidad son representativos de problemas colectivos a los que se enfrenta un
algoritmo de optimizacio´n distribuido y pueden ser utilizados como conjunto
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Figura 6.20: Calidad homoge´nea para la funcio´n 4
experimental de funciones de referencia para analizar este tipo de algoritmos.
Sobre este conjunto experimental se ha comprobado la relevancia de los cinco
para´metros intr´ınsecos propuestos para caracterizar al algoritmo cano´nico de
dEE, primero con el me´todo de innovization, y posteriormente con las pruebas
exhaustivas.
El me´todo de innovization ha servido para analizar cuales de las cuatro fun-
ciones eran las ma´s relevantes para observar el efecto de los para´metros. Estas
han sido la funcio´n 2 (no separable de dos especies o´ptimas), la funcio´n 3 (pseu-
do separable con dos especies en el o´ptimo y una especie homoge´nea en el o´ptimo
local) y la funcio´n 4 (pseudo separable con dos especies en el o´ptimo local y una
especie homoge´nea en el o´ptimo). Estas funciones fueron las utilizadas poste-
riormente en los ana´lisis exhaustivos. Con el me´todo de innovization, tambie´n
se ha visto la sensibilidad de los para´metros especialmente de Tmat y Pls, con
zonas del rango de estos para´metros en los que el algoritmo no ofrec´ıa buenos
resultados. Espec´ıficamente, se ha comprobado que los individuos con poca ca-
lidad deben ser eliminados de la poblacio´n lo antes posible y que el operador de
recombinacio´n gene´tica que debe ser aplicado es la mutacio´n, ya que es el que
permite resolver todos los tipos de espacios de calidad y en particular las que
necesitan especies colaborativas. El efecto de la diversidad de individuos para
reproduccio´n con Smax y el coeficiente de mediocridad cm son relevantes pero
sus efectos no son tan directos como los para´metros previos. Con los resultados
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previos, se pudieron fijar Tmat y Pls a unos valores con los cuales el algoritmo s´ı
obtiene buenas soluciones (Tmat = 1, Pls = 1), para de esta forma realizar unos
ana´lisis de sensibilidad exhaustivos del resto de para´metros (cm y Smax).
En las pruebas exhaustivas se ha comprobado de nuevo la alta sensibilidad de
los para´metros y se pudieron sacar unas conclusiones sobre los para´metros. Con
respecto al para´metro cm, las zonas en las que se obtienen mejores resultados
dependen de la dificultad de la tarea pero un valor bajo de cm es beneficioso
para el algoritmo y con respecto al para´metro Smax debe ser lo ma´s alto posible
para que el algoritmo obtenga buenos resultados. Se deben evitar valores de cm
altos y valores de Smax bajos, ya que en estas condiciones el algoritmo obtiene
peores resultados.
En resumen, el ana´lisis exhaustivo nos da una pista a la hora de enfrentarnos
a un nuevo problema de que para´metros hay que modificar en funcio´n de como
sea el problema para que el algoritmo se beneficie de estos cambios y asimismo
hemos visto tambie´n determinados valores que no son beneficiosos para el buen
funcionamiento del algoritmo.
En el cap´ıtulo siguiente se validara´ el algoritmo cano´nico y su parametri-
zacio´n en un problema real en lugar de un conjunto de funciones sinte´ticas,
tratando de verificar si las conclusiones extra´ıdas de las pruebas teo´ricas siguen
siendo va´lidas en un ejemplo pra´ctico.
Cap´ıtulo 7
Caracterizacio´n del
algoritmo cDEE en un
problema real
Una vez que se ha caracterizado el algoritmo cDEE en un conjunto de funcio-
nes sinte´ticas, en este cap´ıtulo se va a analizar el algoritmo en un problema real
con el objetivo de mostrar que la caracterizacio´n realizada es va´lida tambie´n en
un problema real. Aunque es un problema particular se puede configurar para
obtener los mismos casos de espacios de calidad que se analizaron en el cap´ıtulo
anterior, por lo que se podra´ comprobar si la parametrizacio´n del algoritmo
realizada previamente es va´lida.
Espec´ıficamente, el problema planteado es una tarea de vigilancia colectiva
con una degradacio´n realista de la precisio´n de la localizacio´n de los robots
debido a derivas en los sensores. El objetivo de esta tarea, como cualquiera de
vigilancia, es explorar la mayor parte del entorno posible, pero la capacidad
de exploracio´n de los individuos depende directamente de su precisio´n en la
localizacio´n. Es decir, el problema de la localizacio´n debe ser resuelto de forma
impl´ıcita por el algoritmo para poder resolver satisfactoriamente la tarea. Esto
configura un problema real de alto realismo pra´ctico.
La navegacio´n en escenarios interiores es un problema muy estudiado en
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robo´tica auto´noma. Para navegar de forma adecuada, el primer problema a re-
solver es localizar el robot en el escenario a partir de sus sensores de abordo,
t´ıpicamente una IMU, una ca´mara, sensores de distancia, etc. Sin embargo, es
conocido que la localizacio´n en espacios interiores es un problema complejo,
principalmente porque no existen sistemas de referencia globales, la odometr´ıa
sobre los sensores tiene una deriva y el uso de balizas naturales es au´n un proble-
ma no resuelto muy estudiado en los u´ltimos an˜os [Davison et al., 2007] [Wendel
et al., 2011] [Mur-Artal et al., 2015]. Cuando se desarrolla un sistema de nave-
gacio´n para un robot auto´nomo en un entorno real, la localizacio´n es clave en
la respuesta del sistema de control del robot. Es evidente que la tarea impl´ıcita
de localizar el robot es muy significante y condiciona el comportamiento o´ptimo
de la tarea de navegacio´n. Por lo tanto, es fundamental considerar la localiza-
cio´n del robot como parte del problema si se pretende optimizar un sistema con
aplicacio´n real como el definido en el apartado 4.
En este experimento, la tarea consiste en un escenario simulado en el que una
flota de MVAs (Micro Veh´ıculos Ae´reos) tienen que explorar colectivamente el
entorno. Para realizar la tarea correctamente, los MVAs tienen que localizarse
a s´ı mismos para conocer sus trayectorias y compartir esta informacio´n con
otros robots para que cualquier robot tenga informacio´n de todo el entorno de
una forma distribuida. La estimacio´n de sus posiciones la realizan usando su
IMU, marcadores artificiales que pueden ver con la ca´mara y con la posicio´n
de otros MVAs que observan, como se detallaran ma´s adelante. El controlador
de cada MVA se obtiene con el algoritmo cDEE, de forma que e´ste tiene que
coordinar a los MVA en el entorno para maximizar el rendimiento de la flota.
Como se puede comprobar, este experimento implica un objetivo principal, que
es cubrir el mayor a´rea posible, y esta´ condicionado por un objetivo secundario,
que es obtener suficiente precisio´n en la localizacio´n para navegar el entorno.
Adema´s, este problema es ma´s general y ma´s complejo que otros problemas
t´ıpicos en robo´tica evolutiva, como puede ser buscar una fuente de luz o puntos
de intere´s o recolectar trozos de comida dispersos en el entorno. En definitiva,
el experimento cumple los requisitos para poder caracterizar al algoritmo cDEE
en la pra´ctica. Este cap´ıtulo se va a dividir en diferentes secciones: en primer
lugar una configuracio´n experimental que contiene como se ha formulado la
tarea, a continuacio´n se describira´n varios experimentos realizados sobre esta
tarea y por u´ltimo se presentara una comparacio´n del algoritmo cDEE contra
otras aproximaciones sobre esta tarea.
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7.1. Configuracio´n experimental
El experimento se ha definido en simulacio´n a partir de una tarea real de
vigilancia en interiores realizada por MVAs. Concretamente, el MVA que se va
a modelar es el Parrot ARDrone 2, un MVA de cuatro he´lices comercial muy
popular debido a su bajo coste. En la figura 7.1, a la izquierda se muestra una
foto de este MVA visto desde arriba y a la derecha se muestra una foto en una
prueba de vuelo con marcadores en un entorno real. Las sensores con los que
cuenta este MVA son los siguientes:
alt´ımetro por ultrasonidos y medidor de presio´n
unidad de medicio´n inercial (IMU):
• acelero´metro de tres ejes
• giroscopio de tres ejes
• magneto´metro de tres ejes
ca´mara frontal con resolucio´n 1280x720
ca´mara hacia abajo con resolucio´n 320x240
Los actuadores son cuatro motores “brushless” con he´lices de 20 cm que per-
miten al MVA maniobrar en cualquier direccio´n. En el modelo real, para la
estimacio´n de la localizacio´n se utilizo´ un filtro de Kalman extendido (EKF)
que integra las informaciones de los sensores y los comandos de control para
estimar en cada paso de tiempo la localizacio´n del MVA. El vector de estado
utilizado para el MVA esta´ compuesto por las siguientes variables:
x(t) = (x, y, z, x˙, y˙, z˙, ,⇥, ,  ˙)T 2 R10 (7.1)
Do´nde:
x,y,z son las coordenadas del centro del MVA (en metros) en los distintos
ejes del sistema de coordenadas correspondiente al mundo real
x˙, y˙, z˙ son las velocidades del MVA (en metros por segundo) expresadas
en los distintos ejes del sistema
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 ,⇥, son los a´ngulos (en grados) que representan la orientacio´n del
MVA respecto al sistema de coordenadas del mundo real
 ˙ es la velocidad de giro con respecto al eje z en grados por segundo








































El problema de utilizar u´nicamente la informacio´n de los sensores del MVA para
la estimacio´n de la posicio´n es que tienen un ligero margen de error, pero que se
van acumulando a largo del tiempo (deriva), lo que produce que las estimaciones
de la localizacio´n no sean precisas. Para solucionar esto, se hace necesario una
fuente de informacio´n de localizacio´n que no se degrade a lo largo del tiempo.
Esta fuente de informacio´n han sido unos marcadores artificiales denominados
AprilTag [Olson, 2011], que se pueden imprimir fa´cilmente y proveen una esti-
macio´n de la posicio´n de la ca´mara con respecto al marcador, aunque se degrada
a medida que aumenta la distancia entre la ca´mara y el marcador. En la figu-
ra 7.1 se muestra una fotograf´ıa de uno de estos marcadores. Fusionando esta
informacio´n de los marcadores artificiales con las de los sensores del MVA, el
filtro EKF puede estimar la posicio´n.
Para hacer un modelo de simulacio´n de este experimento, la navegacio´n
en interior se realiza en estos MVA simulados como lo har´ıan en el caso real,
estimando su posicio´n a partir de los datos de su IMU y su ca´mara. El aspecto
ma´s importante de la simulacio´n es el modelo de respuestas de la estimacio´n de la
posicio´n cuando el MVA se mueve. En primer lugar, la IMU proporciona sen˜ales
de velocidad por cada grado de libertad, y esto tiene que ser integrado para
producir el movimiento estimado. La estimacio´n de la velocidad esta´ modelada
como una distribucio´n normal centrada en la dato real de velocidad con su
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correspondiente matriz de covarianza, como es habitual modelar en navegacio´n
real. Como, adema´s de la IMU, la otra fuente de informacio´n son los marcadores
artificiales, es necesario modelar en la simulacio´n dichos marcadores AprilTag.
La simulacio´n realizada es un modelo realista en que la estimacio´n de la posicio´n
proporcionada por los marcadores esta´ basada en el modelo de precisio´n que se
produjo en nuestro laboratorio usando un ARDrone 2.0 y marcadores AprilTag
de 40cm de ancho y largo. Siendo ~pmva el vector de posicio´n del MVA, ~pmarcador
el vector de posicio´n del marcador, yaw el a´ngulo entre la ca´mara y el marcador,
la funcio´n ' relaciona la varianza de la estimacio´n V ar(~pmva) con la distancia
relativa (k ~pmva   ~ptag k) y el a´ngulo (yaw) entre la ca´mara y el marcador:
V ar(~pmva) = '(k ~pmva   ~pmarcador k, yaw) (7.3)
Figura 7.1: El Micro Veh´ıculo Ae´reo modelado: Parrot ARDrone 2.0. A la iz-
quierda, vista desde arriba y a la derecha prueba de vuelo con marcadores en
un entorno real
En el modelo real, los marcadores utilizados estaban fijos a una pared y
proporcionaban una estimacio´n absoluta y potencialmente precisa, que no se
degrada con el tiempo pero que depende de la distancia entre el marcador y la
ca´mara. En esta simulacio´n, para mejorar el rendimiento de la navegacio´n al
mejorar la precisio´n de los MVAs, el mismo tipo de marcadores se situ´an sobre
el cuerpo de los MVA, creando as´ı marcadores mo´viles. La deteccio´n que pro-
porcionan los marcadores mo´viles es una estimacio´n directa de la posicio´n, pero
a diferencia de los marcadores fijos, la precisio´n de las estimaciones que proveen
decrece a medida que decrece la precisio´n del MVA que lleva el marcador. La
degradacio´n de la precisio´n es proporcional a la velocidad del MVA, y como
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Figura 7.2: Representacio´n gra´fica de una parte del entorno para la tarea de
vigilancia colectiva
Figura 7.3: Fotograf´ıa de un AprilTag impreso
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consecuencia, se ha definido en la tarea que los marcadores mo´viles deber´ıan
permanecer inmo´viles para ser ma´s eficientes como proveedores de precisio´n. El
uso de este tipo de marcadores mo´viles supone que la precisio´n sea un recur-
so que los MVA puede obtener y compartir para frenar su degradacio´n y en
consecuencia, realizar su tarea ma´s eficientemente. Tambie´n podr´ıa permitir a
algunos MVA no tener que visitar marcadores fijos que este´n situados en luga-
res no o´ptimos, y poder incrementar su precisio´n solo provistos por marcadores
mo´viles.
El escenario es cuadrado y no toroidal y cuenta con marcadores fijos situa-
dos aleatoriamente. En la figura 7.1 se muestra una representacio´n gra´fica de
una parte del entorno. A efectos de visualizacio´n, se muestra cada MVA con
su posicio´n real y con su posicio´n estimada. En esta figura, se muestra la po-
sicio´n real con un color so´lido y la estimada como una sombra del MVA. La
distancia entre esta sombra y la real representa el error de estimacio´n. Cuanto
mayor es este error de estimacio´n, menor la capacidad de exploracio´n. El MVA
rojo representa un MVA actuando como marcador mo´vil. Los c´ırculos alrededor
de los marcadores representan diferentes niveles de precisio´n ofrecidos por el
marcador. En la tabla 7.1 se muestran los para´metros espec´ıficos del entorno.
El objetivo final de la tarea de vigilancia es que la flota de MVA cubran el
mayor a´rea posible de una manera continua. Para poder realizar la bu´squeda
de las zonas sin explorar, los MVA almacenan las a´reas que ya han explorado
en un mapa de exploracio´n que intercambian con otros MVA cuando los ven.
El intercambio de esta informacio´n permite que la tarea sea cooperativa ya
que permite la distribucio´n de la bu´squeda entre la flota. Sin embargo, debido
a que las estimaciones de posicio´n de cada uno de los MVA tienen diferente
precisio´n, el correspondiente mapa de exploracio´n de cada uno de ellos tambie´n.
El entorno esta´ dividido en celdas y la exploracio´n de una celda se modela como
una probabilidad de exploracio´n (Pex), que indica la probabilidad de que la celda
haya sido explorada. Esta probabilidad se calcula como muestra la ecuacio´n 7.4,
como el ratio entre el a´rea de la celda (Lcell) y el error de localizacio´n (Eloc),
y es lo que se almacena en el mapa de exploracio´n. Cuando otros MVA pasen
por encima de una celda, tendra´n que decidir si exploran de nuevo esa celda o
no basa´ndose en la probabilidad Pex. Por lo tanto, el mapa de exploracio´n es la
u´nica informacio´n que tienen los MVA sobre la tarea de vigilancia.





7.1.1. Definicio´n de calidad privada y calidad global
La calidad global ( ) definida para la tarea es la suma de las probabilidades
de exploracio´n Pe de cada una de las celdas del entorno, agrupadas en a´reas, co-
mo muestra la ecuacio´n 7.5. Estas a´reas contienen el nivel medio de exploracio´n
de las celdas que se incluyen dentro de ellas, y sus dimensiones dependen de las
divisiones del entorno. Dividiendo en a´reas de taman˜o 48x48, cada a´rea contiene
una u´nica celda, en divisiones de taman˜o 16x16, cada a´rea tiene 9 celdas, en
divisiones de taman˜o 8x8 cada a´rea tiene 36 celdas y en divisiones de taman˜o
4x4 cada a´rea tiene 144 celdas. Debido a que la probabilidad de exploracio´n
de cada una de las celdas decrece a una tasa constante, una probabilidad alta
implica una exploracio´n reciente en la celda. Los niveles de exploracio´n var´ıan
desde 1, en el instante en el que una celda acaba de ser explorada por un MVA
con la precisio´n ma´xima, a 0 si la celda no ha sido explorada en un periodo
de tiempo. Por lo tanto, una calidad global alta en la tarea corresponde a una





La calidad privada (fj) definida para los MVA se basa en la suma de in-
crementos de exploracio´n que produce el MVA en cada celda que visita ( eji ).
Esta calidad no tiene en cuenta los individuos que colaboran con el desarrollo
de la tarea pero no exploran el entorno, que son los individuos que proveen de
precisio´n de localizacio´n (sji , precisio´n compartida por el individuo i al indivi-
duo j). Para tener en cuenta este aporte de precisio´n, la calidad privada que
los individuos obtienen al explorar es compartida con los individuos que les han
proporcionado la precisio´n para realizar esa exploracio´n, segu´n una tasa (tf ).
Por eso al incremento de exploracio´n hay que restarle un porcentaje segu´n esta
tasa, que se le suma al individuo del que se obtuvo la precisio´n.
Teniendo en cuenta la definicio´n anterior de calidad global que es la que va
a maximizar el algoritmo, la funcio´n de calidad define un espacio de calidad
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no separable, multimodal y con el optimo en dos especies, ya que se necesita
la colaboracio´n entre dos tareas diferentes (explorar y proveer precisio´n). No es




( eji   tf eji ) (7.6)
7.1.2. Implementacio´n del algoritmo cDEE
El pseudoco´digo 6 muestra la implementacio´n realizada del algoritmo cDEE
para esta tarea real. Al igual que para las pruebas teo´ricas, se han utilizado los
operadores de recombinacio´n del algoritmo ASiCo.
Algorithm 6 Algoritmo cDEE
for all robot r en robots do
actuar en el entorno
calcular calidad privada
Pmating  SmaxTmax {calcular probabilidad de reproduccio´n}
Prep   (ft) {calcular probabilidad de reemplazo}
if random < Pmating then
buscar individuos para reproduccio´n
seleccionar individuo {Para´metro}
aplicar operadores gene´ticos de recombinacio´n {Para´metro}
end if
if tiempo de vida   Tmat then
if random() < Prep or tiempo de vida   Tmax then





7.2. Ana´lisis del efecto de la degradacio´n
Como se ha mencionado al comienzo de este cap´ıtulo, el objetivo de este
ejemplo pra´ctico es analizar la respuesta del algoritmo cDEE a diferentes es-
pacios de calidad, al igual que se ha hecho para las funciones teo´ricas. En esta
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tarea, la degradacio´n de la precisio´n en la localizacio´n es un factor determinante
para la resolucio´n de la tarea, ya que la localizacio´n es un problema impl´ıcito
que el algoritmo tiene que resolver para obtener resultados o´ptimos en la tarea.
Para cumplir el objetivo propuesto, se realizara´ un estudio de diferentes confi-
guraciones de esta degradacio´n que proporcionan diferentes espacios de calidad
ya que la tarea y su dificultad cambian completamente segu´n este para´metro.
Por ejemplo, en una configuracio´n en la que los MVA no degradan su precisio´n
de localizacio´n, no es necesario que realicen ninguna tarea de observacio´n de
marcadores. Es decir, se eliminan algunas de las subtareas en las que se podr´ıa
descomponer el problema y se modifica por lo tanto el espacio de calidad como
se ha realizado en las pruebas teo´ricas del cap´ıtulo 6. Las degradaciones de la
precisio´n esta´n definidas en base a la velocidad ma´xima de los MVA que es fija.
7.2.1. Definicio´n del individuo
Los MVA esta´n definidos por su posicio´n espacial real [xr, yr] (se asume
que vuelan a una altura constante zr) y su posicio´n estimada (su orientacio´n,
dada por su a´ngulo de guin˜ada, se define por la direccio´n del movimiento y no
se requiere expl´ıcitamente). Tambie´n tienen una precisio´n estimada (ae), que
se describe como la desviacio´n esta´ndar de su posicio´n estimada. La figura 7.4
ilustra el funcionamiento de los MVA. La ca´mara permite detectar los diferentes
niveles de exploracio´n del entorno, que tendr´ıa un color diferente segu´n el nivel
de exploracio´n de cada celda. Tambie´n permite detectar la distancia al marcador
ma´s cercano, en caso de estar en rango de observacio´n de uno de ellos. La
capacidad de exploracio´n actual depende del error en la localizacio´n. La unidad
de control es una red de neuronas artificiales de tipo “feed-forward” con tres
neuronas en la capa de entrada, una neurona en la capa oculta y una neurona
en la capa de salida. El genotipo a codificar para cada individuo es un vector
de valores reales en el rango [-1,1] que corresponden con los para´metros de
esta red. La salida de la red esta´ discretizada en 5 zonas correspondientes a
las 5 acciones predeterminas que establecen las salidas de los motores para
realizar esas acciones. Estas acciones son: explorar en zona cercana, explorar en
zona lejana, incrementar la precisio´n movie´ndose hacia un marcador, compartir
precisio´n y evitar marcador ma´s cercano (movimiento en sentido opuesto).
Las diferentes configuracio´n de la degradacio´n que se estudiara´n en este
experimento para modificar el espacio de calidad son: degradacio´n Vmax/16,
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Figura 7.4: Esquema de funcionamiento de los MVA
Tabla 7.1: Para´metros del entorno simulado
Longitud del entorno (L) 768
A´rea total L2
Nu´mero de marcadores fijos 3
Rango de deteccio´n de marcadores fijos L/4
Rango de deteccio´n de marcadores mo´viles L/16
A´ngulo ma´ximo de deteccio´n de marcadores ⇡/2
Velocidad ma´xima (Vmax) L/50
Ma´xima precisio´n proporcionada por un marcador L/10
Error en precisio´n inicial L/10
Degradacio´n de precisio´n {Vmax/16, Vmax/8, 0}
Tabla 7.2: Para´metros del algoritmo cano´nico de dEE para la tarea de vigilancia
Iteraciones 100000
Tiempo de vida ma´ximo (Tmax) 1000
Tiempo de madurez 1
Criterio de seleccio´n Mayor calidad
Taman˜o ma´ximo ventana de seleccio´n (Smax) 40
Probabilidad de bu´squeda local 0.99
Coeficiente de mediocridad 0.01
Calidad ma´xima actual Automa´tica
Taman˜o de cromosoma 8⇥ [ 1, 1]
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degradacio´n Vmax/8 y degradacio´n 0, siendo Vmax la velocidad ma´xima del
MVA. Debido a que inicialmente los individuos parten con un error en precisio´n
(L/10), siendo L la longitud de uno de los lados del entorno, en el caso de no
tener degradacio´n este nivel de precisio´n es suficiente como para realizar la tarea
correctamente, y no necesitar´ıan en ningu´n momento observar marcadores para
mejorar su estimacio´n de la posicio´n.
Los para´metros del algoritmo cano´nico se muestran en la tabla 7.2 y con-
cuerdan con las conclusiones sacadas del cap´ıtulo de pruebas teo´ricas para el
espacio de calidad no separable con o´ptimo en dos especies heteroge´neas: el
tiempo de madurez se ha fijado a un valor muy bajo, el coeficiente de mediocri-
dad tambie´n ha sido fijado a un valor muy bajo. La probabilidad de bu´squeda
local se ha fijado a un valor muy alto, que era el valor este para´metro que me-
jor resultados obten´ıa en esa funcio´n no separable, y el taman˜o ma´ximo de la
ventana de seleccio´n se ha fijado a un valor alto. Dada esta configuracio´n expe-
rimental se ejecuto´ el algoritmo cDEE para optimizar los controladores de 40
MVAs (el ana´lisis de taman˜o de equipo en las pruebas teo´ricas mostraban que
40 era adecuado) ejecuta´ndose 25 veces para cada configuracio´n de degradacio´n
y obteniendo una calidad global media de todas las ejecuciones. Los resultados
se muestran en la figura 7.5, en donde se muestran en el eje horizontal las itera-
ciones y en el eje vertical el nivel de exploracio´n media para las 25 ejecuciones.
Este nivel de exploracio´n media esta´ medido en una divisio´n del entorno de
4x4 celdas, de forma que el ma´ximo nivel de exploracio´n teo´rico, si todas las
celdas estuvieran totalmente exploradas, es 16. Es te´rminos pra´cticos, debido
a la extensio´n del entorno y el nu´mero de MVAs, un nivel de 13 ser´ıa o´ptimo.
Como era de esperar, el problema sin degradacio´n, que es el ma´s sencillo, es
el que obtiene mayor nivel de exploracio´n, seguido por degradacio´n Vmax/16
y Vmax/8. Es decir, a medida que la degradacio´n aumenta y el problema se
hace ma´s complejo, disminuye el nivel de exploracio´n alcanzado. Otro aspecto
a tener en cuenta es el ra´pido incremento del nivel de exploracio´n en el primer
cuarto de todas las iteraciones, en donde el algoritmo es capaz de realizar un
primer ajuste de la solucio´n que luego se mantiene a lo largo del tiempo.
Se ha comprobado que los para´metros definidos para el algoritmo cDEE
tienen una respuesta similar en la tarea, y el algoritmo obtiene buenas soluciones
con los para´metros fijados segu´n los criterios concluidos de las pruebas teo´ricas.
Por ello, en este experimento es ma´s interesante analizar las soluciones obtenidas
en te´rminos de especializacio´n y comportamientos de los individuos segu´n las
Cap´ıtulo 7. Caracterizacio´n del algoritmo cDEE en un problema real 143
diferentes configuraciones del experimento.
Para analizar lo que ocurre en te´rminos de los comportamientos que esta´n
seleccionando los individuos, se almacena la frecuencia en la que se selecciona
cada uno de los comportamientos de cada individuo en cada paso de tiempo
y con estas frecuencias se puede calcular la media de porcentaje de uso de ca-
da uno de los comportamientos. Este porcentaje es lo que se representa en las
siguientes figuras. En la figura 7.6, se muestra en una gra´fica de a´reas la pro-
porcio´n de cada uno de los comportamientos obtenidos para la configuracio´n
con degradacio´n Vmax/16. Como se puede ver el comportamiento predominante
es la exploracio´n en zona cercana, seguido del comportamiento de incrementar
precisio´n. Otro comportamiento interesante es el de compartir precisio´n, que se
vuelve relevante a partir de la mitad de las iteraciones. El resto de comporta-
mientos: evitar marcador y explorar en zona lejana pra´cticamente no se realizan
nunca. Este resultado es el esperado, ya que la funcio´n de calidad premia fun-
damentalmente explorar y compartir precisio´n actuando como marcador mo´vil.
Las condiciones de degradacio´n regular´ıan la necesidad de ma´s o menos pro-
veedores de degradacio´n pero este caso es una degradacio´n media. La misma
gra´fica, para el caso con degradacio´n Vmax/8 se muestra en la figura 7.7. En este
caso, el comportamiento de explorar en zona cercana no es tan predominante, y
esta´n ma´s presentes que en el caso anterior los comportamientos de incremen-
tar precisio´n y de compartir precisio´n. Esto es lo esperado, ya que debido al
aumento de la degradacio´n, el algoritmo adapta la solucio´n con individuos que
realizan con mayor frecuencia los comportamientos que aumentan la precisio´n.
Los comportamientos que antes no eran muy frecuentes para este caso tampo-
co lo son, aunque aumenta la proporcio´n para el comportamiento de explorar
en zona lejana. Por u´ltimo, la gra´fica para la configuracio´n sin degradacio´n se
muestra en la figura 7.8. Resulta clara la diferencia con las otras dos gra´ficas,
ya que en esta configuracio´n, al no necesitar aumento de precisio´n, la tarea con
mayor frecuencia y pra´cticamente la u´nica es la de exploracio´n en zona cercana.
Por tanto, se ha mostrado el efecto de la degradacio´n de la precisio´n en la
localizacio´n para esta tarea, que modifica el espacio de calidad ya que se elimi-
nan algunas subtareas necesarias para la tarea principal. La tarea principal es
la de explorar pero para eso se requiere que algunos individuos de la poblacio´n
compartan precisio´n en una subtarea diferente. El algoritmo cDEE, al igual que
se ha comprobado en funciones teo´ricas, es capaz de adaptar su solucio´n a los
diferentes espacios de calidad que presenta esta tarea de vigilancia colectiva. El
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Figura 7.5: Calidad global media obtenida por el algoritmo con degradaciones
Vmax/16, Vmax/8 y sin degradacio´n
Figura 7.6: Proporcio´n de porcentajes para degradacio´n Vmax/16
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Figura 7.7: Proporcio´n de porcentajes para degradacio´n Vmax/8
Figura 7.8: Proporcio´n de porcentajes sin degradacio´n
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experimento confirma que la tarea sin degradacio´n es una tarea como la funcio´n
sinte´tica de una especie ya que solo es necesaria un solo tipo de comportamiento
que es explorar, mientras que la tarea con degradacio´n se necesitan varios com-
portamientos, ya que los individuos no pueden explorar si no obtienen precisio´n
para navegar.
7.3. Ana´lisis de la complejidad del controlador
En este experimento, el controlador de los individuos se va a modificar para
hacerlo ma´s complejo y que permita mayor flexibilidad que el controlador del
experimento anterior, que era una red de neuronas de tres capas con topolog´ıa
3x1x1 y era fija. En este experimento se pretende estudiar el efecto de aumentar
la complejidad de esta red en el rendimiento en la tarea. Debido a que una red
ma´s compleja, a priori, puede que realice ma´s tareas a la vez que una red ma´s
simple, adema´s de la complejidad del controlador, tambie´n se pretende analizar
las soluciones en te´rminos de especializacio´n. Otro aspecto novedoso en este
experimento era que en el caso anterior, no exist´ıan colisiones entre individuos
ni contra los limites del entorno, lo cual simplificaba su comportamiento.
La complejidad del controlador se variara´ para este experimento aumentando
el nu´mero de neuronas en la capa oculta, resultando la siguiente configuracio´n
de los individuos:
sensores: adema´s de detectar su capacidad de exploracio´n actual (Dex)
y los niveles de exploracio´n, ahora los MVA pueden detectar colisiones,
tanto con otros MVA, como con los l´ımites del entorno.
Actuadores: esta´n predefinidos para producir un movimiento en determi-
nadas direcciones. Cuando los MVA seleccionan una celda objetivo, se
mueven a velocidad ma´xima en la direccio´n correspondiente para aproxi-
marse a esa celda.
Controlador: la estructura de la red de neuronas ya no es fija y se va a
experimentar con diferente nu´mero de neuronas en la capa oculta:
• 1 peso en la capa oculta: red 3x1x1 de 4 pesos
• 8 pesos en la capa oculta: red 3x2x1 de 8 pesos
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Tabla 7.3: Para´metros del algoritmo cano´nico de dEE para el experimento de
complejidad del controlador
Iteraciones 20000
Tiempo de vida ma´ximo (Tmax) 1000
Tiempo de madurez 25
Criterio de seleccio´n Mayor calidad
Taman˜o ma´ximo ventana de seleccio´n (Smax) 40
Probabilidad de bu´squeda local 1
Coeficiente de mediocridad 1
Calidad ma´xima actual Automa´tica
Taman˜o de cromosoma {4, 8, 40}⇥ [0, 1]
• 10 pesos en la capa oculta: red 3x10x1 de 40 pesos
Los cinco comportamientos predefinidos para este experimento son: ex-
plorar zona cercana, explorar zona lejana, incrementar precisio´n con un
marcador, compartir precisio´n, evitar obsta´culo. Se ha modificado el com-
portamiento del experimento anterior de evitar marcador cercano por evi-
tar cualquier tipo de obsta´culo que producira´ que el MVA se mueva en
direccio´n opuesta al obsta´culo.
Para este experimento, se han modificado los para´metros del algoritmo, mos-
trados en la tabla 7.3 con respecto los del anterior experimento. Se ha aumentado
el tiempo de madurez de 1 a 25 y se ha modificado el coeficiente de mediocridad
hasta 1, debido a la complejidad de obtener los para´metros de la red (pesos)
que son el espacio de bu´squeda para el algoritmo. Tambie´n se han modificado
algunos de los para´metros del entorno que se muestran en la tabla 7.4, des-
tacando que para este experimento la degradacio´n es Vmax/8, que era el caso
de mayor dificultad en el experimento anterior. Adema´s, en este experimento
tambie´n se analizara´ la respuesta del algoritmo en un entorno en el que no
existan marcadores fijos, sino que toda la informacio´n de precisio´n tenga que
ser obtenida de individuos compartiendo su precisio´n. En esta configuracio´n sin
marcadores fijos, debido a que no existir´ıa una fuente de precisio´n sin degrada-
cio´n, se considera que los marcadores mo´viles siempre tienen ma´xima precisio´n.
Otra modificacio´n en el entorno, con el fin de hacer ma´s complicada la tarea, es
que en el caso de colisionar con otro individuo o con las paredes del entorno, se
penaliza con una pe´rdida de precisio´n en la localizacio´n a los individuos.
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Tabla 7.4: Para´metros del entorno simulado para el experimento de complejidad
del controlador
Longitud del entorno (L) 768
A´rea total L2
Nu´mero de marcadores fijos {1, 0}
Rango de deteccio´n de marcadores fijos L/4
Rango de deteccio´n de marcadores mo´viles L/16
A´ngulo ma´ximo de deteccio´n de marcadores ⇡/2
Velocidad ma´xima (Vmax) L/50
Ma´xima precisio´n proporcionada por un marcador L/10
Error en precisio´n inicial L/10
Degradacio´n de precisio´n Vmax/8
Para analizar las soluciones en te´rminos de especializacio´n, se ha introducido
una estimacio´n del nu´mero de especies usando un indice denominado Davies-
Bouldin (DBI) [Davies and Bouldin, 1979]. Como esta medida no tiene en cuenta
la existencia de un u´nico agrupamiento, aqu´ı el mı´nimo de especies sera´ 1, por
introducir una especie auxiliar de 10 individuos. El nu´mero de especies (Ns) se
obtiene sumando la inversa de su medida DBI asociada para cada uno de los
posibles agrupamientos (de 1 a 10) como se muestra en la ecuacio´n 7.7. Para
tener en cuenta la especie auxiliar introducida, al ca´lculo anterior se le resta 1.




i ⇤DBI(i)  )  1 con  =2 (7.7)
Los resultados se muestran en la figura 7.9. La calidad global, al igual que
para el anterior experimento, es la suma del nivel de exploracio´n de todo el
entorno. Cada una de las seis gra´ficas en la figura corresponde a la calidad media
global y nu´mero de especies para esa de esa configuracio´n en 25 ejecuciones. Hay
que recordar que para esta degradacio´n, se obten´ıa un nivel cercano a 5 en el
experimento anterior, con lo cual, se puede interpretar que una calidad global
cercana a 6 esta´ cercana a la solucio´n o´ptima. En esta gra´fica, se presentan dos
columnas, la columna izquierda corresponde a un entorno con marcadores fijos
y la columna derecha a un entorno sin marcadores fijos. El eje x representa el
nu´mero de especies y el eje y la calidad global en el escenario. Cada una de las
filas representa una de las configuraciones: 4 pesos, 8 pesos y 40 pesos. Para cada
Cap´ıtulo 7. Caracterizacio´n del algoritmo cDEE en un problema real 149
Figura 7.9: Efecto de la complejidad del controlador: 4 pesos, 8 pesos, 40 pesos
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una de las configuraciones hay dos casos: un caso sin penalizaciones por colisio´n,
que se ve en las lineas de color azul, y un caso con penalizaciones con colisio´n.
La penalizacio´n por colisio´n consiste en aumentar el error de localizacio´n de los
individuos y por lo tanto su capacidad de explorar.
Comenzando por los resultados obtenidos en esta gra´fica por la configura-
cio´n menos compleja de 4 pesos, en un entorno sin marcadores fijos, la calidad
global ma´xima se obtiene con 2 o 3 especies, lo cual corresponder´ıa a individuos
especializados en explorar y otros especializados en compartir precisio´n, ya que
sino no se podr´ıa llevar a cabo la tarea, debido a la falta de marcadores fijos.
El efecto de las penalizaciones en este caso es muy notable y no permite a los
individuos realizar de forma o´ptima la tarea. Para esta configuracio´n de 4 pe-
sos, en el entorno con marcadores fijos, las calidades ma´s altas se producen con
un nu´mero reducido de especies, y es posible resolver la tarea con una especie
obteniendo buena calidad, incluso en el caso del entorno con penalizaciones por
colisio´n.
Si se observa la segunda fila con la configuracio´n para 8 pesos, se puede
ver que la calidad se mantiene en un valor alto para casi todos los valores de
nu´mero de especies, excepto en valores de nu´mero de especies muy altos. De
esto se podr´ıa interpretar que la red con esta complejidad es versa´til y puede
realizar la tarea tanto de forma especializada, como a trave´s de una especie que
ejecuta todos los comportamientos posibles. La calidad obtenida en el entorno
con un marcador fijo, es similar a la calidad obtenida para la red de 4 pesos,
excepto que el efecto de la penalizacio´n por colisio´n tambie´n es ma´s notable que
para la red de 4 pesos.
Para la configuracio´n ma´s compleja, la red de 40 pesos, los resultados en
te´rminos de calidad son mucho ma´s bajos que para el resto de configuraciones y
el algoritmo, en especial en el entorno sin marcadores fijos, tiene problemas para
obtener la solucio´n o´ptima. Esto puede ser debido a la dificultad del problema
y a que es un espacio de alta dimensionalidad (40 individuos con 40 pesos cada
uno). Sin embargo, con 40 pesos pero en un entorno con un marcador fijo, se
obtiene una calidad alta tanto con penalizaciones por colisio´n o sin ellas.
Los resultados obtenidos en este ana´lisis de la complejidad permiten concluir
que una complejidad simple del controlador ya obtiene buenos resultados en la
tarea y que no es necesario un controlador complejo. Los controladores complejos
no ofrecen ninguna ventaja ya que el rendimiento obtenido con ellos es ide´ntico
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a los controladores simples. Ademas, una desventaja de ellos, es que incrementa
la dimensionalidad del problema para el espacio de bu´squeda del algoritmo y
por tanto tambie´n incrementa la dificultad de obtener el optimo.
Figura 7.10: Representacio´n de los genes de la poblacio´n durante la evolucio´n.
Cada genotipo se proyecta en dos dimensiones independientes
Con el fin de comprobar la especializacio´n que se produce en la solucio´n
obtenida por el algoritmo, se muestra en la figura 7.10 una representacio´n de
los genes de la poblacio´n a lo largo de una evolucio´n en una configuracio´n de 40
individuos con genotipos de 4 pesos. Cada genotipo se proyecta en dos dimen-
siones independientes y en el eje z verticalmente, se muestran las iteraciones. El
color de los puntos representa el comportamiento ma´s frecuente del individuo
con ese genotipo: verde para individuos que mayoritariamente realizan explora-
cio´n y rojo para individuos que mayoritariamente realizan el comportamiento de
proveer precisio´n como marcador mo´vil. Los individuos que tienen un tiempo de
vida menor que 100 se muestran en color negro. Como se puede ver, desde una
configuracio´n inicial aleatoria la poblacio´n converge ra´pidamente a dos especies,
que son las agrupaciones de los genotipos. Los resultados obtenidos en esta re-
presentacion permiten comprobar que a pesar de representarse para´metros en
el espacio de fenotipos de la red, existen como dos tipos de conjuntos de pesos
en la poblacio´n, por un lado, una especie que ejecuta el comportamiento de ex-
plorar y por otro lado, una especie que ejecuta el comportamiento de compartir
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precisio´n. Esto concuerda con los resultados obtenidos en el capitulo de pruebas
teo´ricas con la funcio´n no separable con optimo en dos especies heteroge´neas.
Como conclusiones de este experimento, se puede mencionar que no se ne-
cesita una complejidad muy alta para resolver la tarea ya que el algoritmo es
capaz de encontrar una solucio´n especializada que ofrece una solucio´n optima a
la tarea con los controladores mas sencillos de 4 pesos. Aumentar la complejidad
del controlador no ofrece ninguna ventaja en te´rminos de calidad global pero
implica un aumento de la dificultad de resolver el problema. Debido a esto, en
el siguiente experimento se utilizara´ una red de 4 pesos.
7.4. Comparacio´n con otras aproximaciones
Una vez que se ha validado la respuesta del algoritmo cDEE en esta tarea
pra´ctica, el u´ltimo experimento que se plantea aqu´ı es comparar el rendimiento
del algoritmo cDEE con otras aproximaciones evolutivas similares. Como se
mostro´ en el cap´ıtulo 3 la te´cnica de Embodied Evolution (EE) no es la u´nica
te´cnica evolutiva que se puede aplicar a problemas multi-robot y en esta seccio´n
se comparara´ el algoritmo cano´nico de dEE en esta tarea de vigilancia colectiva
contra otras te´cnicas de evolucio´n, en particular contra algoritmos de tipo CCEA
(Cooperative Coevolution Evolutionary Algorithms) que tienen una estructura
similar a los algoritmos de EE y que se han aplicado de forma satisfactoria a
optimizacio´n de sistemas multi-robot, tal y como se analizo´ en el cap´ıtulo 3. De
todos los posibles algoritmos con los que se pod´ıa comparar el algoritmo cDEE
se han seleccionado varios para abarcar toda la gama de algoritmos evolutivos
aplicados a sistemas multi-robot: un algoritmo CCEA que se ha denominado
DECC (Di↵erential Evolution Cooperative Coevolution) en dos variantes y un
algoritmo encapsulado de Embodied Evolution con dos variantes.
7.4.1. Definicio´n del individuo
Sensores: los sensores son los mismos que para el experimento anterior
(sensores de explorabilidad y precisio´n disponible).
Actuadores: los actuadores son los mismos que para el experimento ante-
rior
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Controlador: el controlador vuelve a ser una red de neuronas artificial
con topolog´ıa 3x1x1, que corresponde al controlador simple del apartado
anterior.
7.4.2. Algoritmo cDEE
El primer algoritmo que se va a comparar en este experimento es el algoritmo
cDEE. El pseudoco´digo de este algoritmo para este experimento es el que se ha
mostrado anteriormente en el pseudoco´digo 6
7.4.3. Algoritmo DECC
Tras haber revisado la literatura de CCEAs para encontrar un algoritmo
estado del arte en optimizacio´n de alta dimensionalidad, se ha seleccionado
el algoritmo DECC (Di↵erential Evolution Cooperative Coevolution), que es
una adaptacio´n del algoritmo DECC-G de Yang et al. [Yang et al., 2008a]. La
motivacio´n del algoritmo DECC-G es aplicar coevolucio´n cooperativa para des-
componer problemas no separables de alta dimensionalidad. La novedad de este
algoritmo es que su estrategia de descomposicio´n de variables en grupos tiene
en cuenta la relacio´n entre las variables y permite al algoritmo obtener buenos
resultados en problemas no separables en los que otros algoritmos CCEA no los
obtienen. La estrategia del algoritmo DECC-G consiste en realizar grupos de
variables inderdependientes para mejorar la optimizacio´n usando tambie´n un
algoritmo evolutivo estado del arte como el Di↵erential Evolution (Di↵erential
Evolution (DE)) para optimizar cada componente. El uso de este algoritmo es
una innovacio´n ya que otros algoritmos de coevolucio´n cooperativa previos uti-
lizaban algoritmos gene´ticos simples. Otro algoritmo que extiende al algoritmo
DECC-G es el algoritmo MLCC (Multilevel Cooperative Coevolutionary), [Yang
et al., 2008b] que ajusta automa´ticamente el taman˜o del grupo de la descom-
posicio´n. El algoritmo DECC implementado aqu´ı se basa en estos conceptos de
estrategia de agrupamiento y recombinacio´n con los operadores del DE para
aplicarlos a la coordinacio´n de un equipo de robots. El funcionamiento del al-
goritmo DECC, mostrado con sus dos variantes DECC-RG y DECC-FG en los
pseudoco´digos 7 y 8, es el siguiente:
1. En primer lugar, se parte de un vector con todas las variables del problema
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que se dividira´n en grupos, con cada grupo evolucionando en instancias
aisladas de un algoritmo Di↵erential Evolution. El nu´mero de componen-
tes dependera´ del taman˜o de los grupos. En cada ciclo, el primer paso del
algoritmo es permutar el vector de variables. Este paso puede ser omitido y
los grupos sera´n asignados inicialmente y permanecera´n fijos (DECC-FG,
pseudoco´digo 7) o puede ser asignados aleatoriamente en cada generacio´n
(DECC-RG, pseudoco´digo 8)
2. Despue´s de la permutacio´n, se crean nuevas poblaciones del Di↵erential
Evolution con los correspondientes grupos de variables y se evolucionan
durante un nu´mero de evaluaciones. Cada ciclo del algoritmo consiste
en evolucionar cada uno de los componentes secuencialmente. Dado que
cada componente tiene una poblacio´n interna, se podr´ıan realizar muchas
combinaciones entre individuos pero aqu´ı es un proceso secuencial con
evolucio´n o↵-line y evolucionando cada grupo de variables a su tiempo.
3. Para cada evaluacio´n, las variables actuales se transfieren a los robots
y e´stos realizan la tarea durante un nu´mero determinado de iteraciones.
Despue´s de la evaluacio´n, el entorno se reinicia. La evaluacio´n de un grupo
de variables produce una calidad global en la tarea.
4. Si los grupos de variables son fijos y asignados exactamente a los para´me-
tros del controlador de un robot, la evaluacio´n de un grupo de variables
y la calidad privada del robot coincidira´. Esta versio´n del algoritmo se
denomina aqu´ı DECC-FG-Private.
5. Despue´s de que un componente ha evolucionado un nu´mero de ciclos, las
mejores variables para este grupo se modifican en el vector de variables,
y el siguiente componente evoluciona con estas nuevas soluciones.
6. Por u´ltimo, cuando todos los componentes han evolucionado, se ha com-
pletado un ciclo completo, y se se vuelven a crear nuevos grupos y se
evolucionan todo los componentes otra vez hasta completar un nu´mero de
ciclos determinado.
7.4.4. Algoritmo encapsulado de Embodied Evolution
El algoritmo encapsulado implementado aqu´ı es similar a otros algoritmos
encapsulados como el de Elfwing et al. [Elfwing et al., 2011] o el de Haasdijk et
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Algorithm 7 DECC-FG
parametros[r ⇤ s] random() { r: robots, s: longitud genotipo}
mejoresParametros[s] 0
while ciclos  ciclos ma´ximos do
inicializar r poblaciones de Di↵erential Evolution
for all poblacio´n en poblaciones de Di↵erential Evolution do
while evaluaciones < evaluaciones ma´ximas do
generar nuevo individuo {vector de s para´metros}
fnuevo  calidad global
if fnuevo > fantecesor then
reemplazar antecesor con nuevo
end if
if calidad global > mejor calidad global then







al. [Haasdijk et al., 2010]. Se han seguido los principios de operacio´n de estos
algoritmos con cambios estructurales en la evaluacio´n para hacer los resultados
comparables con el algoritmo DECC. En otros algoritmos encapsulados el tiem-
po de evaluacio´n se reparte entre los individuos de cada poblacio´n, pero en esta
implementacio´n, un controlador con calidad alta tendra´ ma´s evaluaciones que
un controlador de baja calidad. El pseudoco´digo para este algoritmo se mues-
tra en el pseudoco´digo 9. Los pasos del funcionamiento del algoritmo son los
siguientes
1. cada robot tiene una poblacio´n de Di↵erential Evolution que evoluciona
independiente de las otras
2. antes de cada evaluacio´n, se realiza un torneo entre los individuos de cada
poblacio´n para seleccionar el controlador a evaluar
3. algunas de las poblaciones se seleccionan para crear individuos nuevos
4. el equipo anteriormente seleccionado y estos nuevos individuos se evalu´a
durante un tiempo fijo
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Algorithm 8 DECC-RG
parametros[r ⇤ s] random() { r: robots, s: longitud genotipo}
mejoresParametros[s] 0
while ciclos  ciclos ma´ximos do
permutar vector de para´metros
inicializar r poblaciones de Di↵erential Evolution
for all poblacio´n en poblaciones de Di↵erential Evolution do
while evaluations < evaluaciones ma´ximas do
generar nuevo individuo {vector de s para´metros}
fnuevo  calidad global
if fnuevo > fantecesor then
reemplazar antecesor con el nuevo
end if
if calidad global > mejor calidad global then







5. si la evaluacio´n global de los nuevos individuos es mejor que la de sus
antecesores, se reemplazan por los nuevos
6. todos los individuos que formaron parte del equipo actualizan su calidad
media con esta nueva evaluacio´n
Hay que destacar un punto importante y es que no existe migracio´n entre
poblaciones, por lo tanto, el algoritmo funciona como un modelo de islas. La
secuencia de operaciones en este algoritmo implica que este algoritmo es s´ıncrono
y o↵-line, ya que las evaluaciones son fijas en un periodo de tiempo.
Existen dos diferencias fundamentales entre el algoritmo encapsulado y los
algoritmos DECC: por una parte, en el algoritmo encapsulado cada poblacio´n
del Di↵erential Evolution corresponde siempre a un robot, con tantas poblacio-
nes como robots, y un taman˜o de grupo que corresponde al numero de para´me-
tros del controlador de un robot, al contrario que en el algoritmo DECC-FG en
donde el grupo es fijo pero su taman˜o puede corresponder a varios robots. Por
otra parte, en el algoritmo DECC, solo un grupo crea individuos nuevos al mis-
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mo tiempo, pero en el encapsulado, ma´s de una poblacio´n puede crear nuevos
individuos, que son las seleccionadas aleatoriamente. Esto quiere decir que este
algoritmo debe converger mas ra´pidamente que el algoritmo anterior porque
una porcio´n ma´s grande de las variables se modifican en cada evaluacio´n. Tam-
bie´n hay que destacar que el nu´mero de poblaciones activas generando nuevos
individuos no puede ser demasiado alto, porque se perjudica la estabilidad de
las soluciones, ya que debido al torneo esta´ garantizado que en las poblaciones
que no esta´n activas se esta´n seleccionando individuos de buena calidad pero
no es as´ı con los individuos nuevos.
Una variacio´n de este algoritmo encapsulado que se ha considerado tambie´n
para la comparativa, es una versio´n as´ıncrona de e´ste. El funcionamiento de esta
versio´n se muestra en el pseudoco´digo 9. A diferencia del encapsulado s´ıncrono,
en la versio´n as´ıncrona, la evolucio´n es on-line y los controladores se evalu´an
hasta que a los robots se les acaba la energ´ıa, en lugar de un nu´mero fijo de
evaluaciones. Los nuevos individuos se generan cuando acaba esta evaluacio´n
y cuando se reemplaza un controlador no se afecta ni al entorno, que no se
reinicia, ni a otros robots. Debido a que las poblaciones dentro del robot tienen
muchos individuos y todos los individuos necesitan ser evaluados, en lugar de
crear un nuevo individuo cada vez que un robot agota su energ´ıa, se realiza un
torneo para seleccionar el siguiente controlador del robot.
7.4.5. Configuracio´n del experimento
Se describe a continuacio´n la configuracio´n del experimento para la compa-
racio´n de los algoritmos en la tarea de vigilancia colectiva. Los para´metros del
entorno son los mismos que para los experimentos anteriores, mostrados en la
tabla 7.1 y los para´metros de cada algoritmo se muestran en las tablas 7.5, 7.6,
7.7. El nu´mero total de iteraciones para todos los algoritmos es el mismo, 4⇥107,
que es un tiempo suficiente para los o↵-line como el DECC, para obtener una
solucio´n o´ptima. La tarea se realiza con 40 robots que siguen la especificacio´n
del apartado anterior. En los algoritmos con evolucio´n o↵-line (DECC y encap-
sulado) cada equipo se evalu´a durante 1000 iteraciones y el entorno se reinicia a
sus condiciones iniciales despue´s de cada evaluacio´n. Debido a que unos algorit-
mos reinician el entorno y otros no, la medida de calidad que se usara´ en cada
una de las ejecuciones para cada algoritmo sera´ la calidad ma´s alta obtenida
en el entorno. Posteriormente se calculara´ la calidad media (media de calidades
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Algorithm 9 Algoritmo as´ıncrono encapsulado
inicializar tantas poblaciones de Di↵erential Evolution como robots
calidad[robots][n] 0
indiceEnDE[robots] 0 {indices de individuo para formar equipos}
for all robot r en robots do
controlador[r] poblacionesDE[robot][0]
end for
while ciclos  ciclos ma´ximos do
for all robot r en robots do
actuar
ft   (ft, ft 1, ft 2, ...) {evaluacio´n de calidad}
Prep   (ft) {calcular probabilidad de reemplazo}
if tiempo de vida   Tmat then
if tiempo de vida   Tmax or random()  Preemplazo then




siguienteControlador  seleccionar en poblacionesDE[r]








Algorithm 10 Algoritmo encapsulado
inicializar tantas poblaciones de Di↵erential Evolution como robots
while ciclos  ciclos ma´ximos do
elegir equipo con torneo
generar nuevos individuos
fequipoNuevo  evaluar equipo
if fequipoNuevo > fanteriorEquipo then
reemplazar antecesor con el nuevo
end if
actualizar indices antecesores
actualizar calidad de los miembros del equipo
end while
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Evaluaciones en ciclo 100
Tiempo de evaluacio´n 1000
Iteraciones en ciclo 4⇥ 106
Ciclos 10
Iteraciones totales 4⇥ 107







Tiempo de evaluacio´n 1000
Iteraciones totales 4⇥ 107
ma´ximas) para las 20 evoluciones de 4 ⇥ 107 iteraciones que se ejecutara´ cada
algoritmo.
En la figura 7.11 se muestran los resultados para los seis algoritmos. La
primera observacio´n que se puede extraer es sobre las iteraciones necesarias
para obtener soluciones estables, que es mucho menor en algoritmos de evolucio´n
online, como el as´ıncrono encapsulado y el algoritmo cDEE. Mejoran en te´rminos
de calidad muy ra´pidamente, y en aproximadamente 5 millones de iteraciones,
que constituye el 12,5% del total de iteraciones, obtienen una solucio´n estable
que se mantiene hasta el final. Por contra, los algoritmos de evolucio´n o✏ine
(el encapsulado y las dos variantes de DECC) requieren al menos la mitad del
total de iteraciones para obtener una solucio´n estable. El algoritmo que ofrece
mejor rendimiento de entre los o✏ine es el algoritmo encapsulado, mientras que
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Tabla 7.7: Para´metros del algoritmo cDEE para el experimento de comparacio´n
de algoritmos
Para´metro Valor
Tiempo de vida ma´xima Tmax 1000
Tiempo de madurez Tmat 1
Criterio de seleccio´n F
Taman˜o ventana de seleccio´n Smax 40
Probabilidad de bu´squeda local Pls 0.99
Tiempo de evaluacio´n 1000
Coeficiente de mediocridad cm 0.01
Iteraciones totales 4⇥ 107
Figura 7.11: Comparativa de rendimiento de los diferentes algoritmos en la tarea
de vigilancia
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el DECC-FG ofrece mayor rendimiento que la otra variante DECC-RG.
Con el fin de comparar de forma justa los algoritmos online que no reini-
cian el escenario, se guardan los equipos cada cierto nu´mero de iteraciones para
evaluarlos posteriormente el mismo tiempo que las aproximaciones o✏ine. Los
niveles de calidad alcanzados en la reevaluacio´n se muestran en la figura en la
l´ınea roja con c´ırculos para el algoritmo cDEE y en la l´ınea azul con cuadrados
para el algoritmo as´ıncrono encapsulado. En la reevaluacio´n obtienen un nivel
de calidad estable similar al que ofrece el algoritmo encapsulado, pero au´n me-
jor que las dos variantes de DECC. Tambie´n se puede observar que, a pesar
de llegar a un nivel similar al del algoritmo encapsulado, el algoritmo cDEE
obtiene este nivel en un nu´mero menor de iteraciones. Adema´s del nivel de cali-
dad, otro ana´lisis interesante que permite conocer el por que de cada uno de los
resultados es comparar las soluciones aportadas por los algoritmos en te´rminos
de la heterogeneidad de los individuos que componen sus soluciones. La hete-
rogeneidad se calcula individualmente a partir de los porcentajes de activacio´n
(p1, p2, p3, p4, p5) de cada una de las acciones siguiendo la formula siguiente.
Una heterogeneidad 0 es que los individuos solo realizan una de las tareas, es
decir, esta´n especializados, mientras que una heterogeneidad 1 representa un
individuo que alterna mucho su comportamiento.
Figura 7.12: Heterogeneidad de comportamientos para el algoritmo cDEE
En la figura 7.12 se muestra la gra´fica de heterogeneidad para los 40 indivi-
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duos para el algoritmo cDEE. En el eje horizontal se muestran las iteraciones
y en el eje vertical se muestra la heterogeneidad. Para este algoritmo, la ma-
yor´ıa de las heterogeneidades se situ´an superpuestas sobre el 0, ya que en total
hay 40 l´ıneas en la gra´fica (correspondientes a 40 individuos). Se muestran dos
l´ıneas que son dos individuos que muestran un valor ma´s alto de heterogenei-
dad. Teniendo en cuenta que este algoritmo obtuvo buena calidad global en la
tarea, se comprueba que la causa de obtener esta calidad, es que los individuos
esta´n especializados en una tarea. En la figura 7.13 se muestra la heterogeneidad
obtenida para el algoritmo encapsulado as´ıncrono. Este algoritmo obten´ıa peor
calidad global que el algoritmo cDEE pero mejor que el resto de la comparativa,
as´ı que es el segundo mejor algoritmo en te´rminos de calidad global. Se puede
observar que tambie´n hay muchas heterogeneidades sobre el 0, pero ya existen
ma´s individuos con heterogeneidades altas que en el caso del algoritmo cDEE.
Esto puede ser la causa de que la calidad no sea tan alta como en el caso an-
terior. Finalmente se muestra la gra´fica de heterogeneidades para el algoritmo
encapsulado en la figura 7.14, y el resultado es que existen heterogenidades en
todo el rango, lo cual indica que no existe mucha especializacio´n. Esto puede
ser la causa de que este algoritmo obtuviera peor calidad que en los dos casos
anteriores.
hi = 1  (p21 + p22 + p23 + p24 + p25) (7.8)
Una vez mostrados los diferentes experimentos en esta tarea pra´ctica y los
resultados obtenidos por el algoritmo cDEE, se puede concluir que se cumplido
el objetivo de validar el algoritmo cDEE en un caso pra´ctico ya que se obtienen
soluciones o´ptimas. Estas soluciones corresponden a dos especies heteroge´neas
ya que la tarea se ha dividido en dos tareas y los individuos se especializan en
realizar estas tareas. Esto corresponde a uno de los espacios de calidad plantea-
dos en el cap´ıtulo de pruebas teo´ricas.
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Figura 7.13: Heterogeneidad de comportamientos para el algoritmo encapsulado
as´ıncrono




El objetivo principal de esta tesis, tal y como se establecio´ en el cap´ıtulo
2, ha sido el desarrollo de un algoritmo evolutivo para la optimizacio´n de sis-
temas multi-robot basado en el paradigma Embodied Evolution, que formalice
las diferentes variantes que han surgido bajo esta aproximacio´n. Dicho algorit-
mo se ha denominado algoritmo cano´nico de Embodied Evolution distribuido
(cDEE) y con e´l se ha realizado un primer avance hacia la estandarizacio´n de
este paradigma.
Este objetivo global parte de la motivacio´n, surgida tras una dilatada ex-
periencia en esta l´ınea en el grupo de investigacio´n del cual formo parte, de
desarrollar una te´cnica de co´mputo que permita el disen˜o automa´tico de siste-
mas multi-robot que puedan ser transferidos a la realidad de manera simple.
La revisio´n del estado del arte de las principales te´cnicas de optimizacio´n para
sistemas multi-robot realizada en cap´ıtulo 3, muestra co´mo ninguna de las apro-
ximaciones existentes ha logrado un reconocimiento uniforme por parte de la
comunidad cient´ıfica, en unos casos debido a la excesiva complejidad que requie-
re el disen˜o manual de soluciones colectivas, y en otros porque la aplicabilidad
real de las te´cnicas es limitada. Se debe destacar, eso s´ı, que las te´cnicas basa-
das en disen˜o automa´tico mediante computacio´n evolutiva han sido las que han
proporcionado resultados ma´s prometedores y por ese motivo se ha centrado
dicho cap´ıtulo a su revisio´n detallada.
Por tanto, tras constatar la necesidad de dar un nuevo enfoque al problema
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de la optimizacio´n de sistemas multi-robot, en el cap´ıtulo 4, se han establecido
las especificaciones del tipo de sistema multi-robot final sobre el que se desea
aplicar el algoritmo en el marco de esta tesis. Fundamentalmente, son tres: que
debe estar formado por robots simples, que cada robot debe tener un alto grado
de autonomı´a y no depender de un punto central, y por u´ltimo, que sea posea
un sistema de control adaptativo, capaz de soportar cambios en el entorno o en
la tarea. De estas especificaciones para el sistema multi-robot han surgido una
serie de requisitos de disen˜o para el algoritmo. Por un lado, debe permitir la
optimizacio´n de sistemas multi-robot con independencia de su morfolog´ıa, debe
soportar evolucio´n on-board de modo que no se dependa de ningu´n elemento
central ni de un simulador, y finalmente, debe soportar evolucio´n on-line para
ser realmente adaptativo a cambios en tiempo real. Una te´cnica evolutiva que
cumple todos estos requisitos es el paradigma de Embodied Evolution (EE), que
surgio´ a finales de los an˜os 90 para dar solucio´n a la optimizacio´n de sistemas
multi-robot en tiempo real, y sobre la cual se realizo´ un estudio de trabajos pre-
vios en la segunda parte del cap´ıtulo 4. Tras esta revisio´n del estado del arte, se
pudo concluir, por un lado, la gran potencialidad de esta aproximacio´n y el alto
nu´mero de trabajos que se han venido desarrollando en las u´ltimas dos de´cadas,
y por otro, la falta de estandarizacio´n de los mismos. As´ı, han surgido numero-
sas variantes del algoritmo de EE original propuesto por Watson et al. pero con
un grado muy bajo de formalizacio´n, centrando el esfuerzo en lograr resultados
pra´cticos pero sin un ana´lisis serio de su respuesta. En consecuencia, se plantea
el desarrollo de una versio´n gene´rica del algoritmo EE basada u´nicamente en los
procesos ba´sicos de este paradigma y que adema´s los parametrice de la forma
ma´s sencilla posible. En consecuencia, se establece la necesidad de desarrollar
un algoritmo cano´nico de EE distribuido (cDEE), por ser esta opcio´n ma´s fiel
que la encapsulada a la evolucio´n natural en la cual se sustenta, tal y como se
argumenta en la parte final del cap´ıtulo 4.
Para desarrollar el algoritmo cDEE, en el cap´ıtulo 5 se analizo´ el funciona-
miento de los principales algoritmos en la aproximacio´n distribuida, mEDEA,
PGTA y el propio ASiCo, y se propuso un modelo teo´rico general para los tres
procesos ba´sicos: evaluacio´n, reproduccio´n y reemplazo. Estos procesos se han
modelado mediante distribuciones de probabilidad gene´ricas y se han aislado
de las particularidades del entorno y de la tarea, una de las principales apor-
taciones pra´cticas de esta tesis, ya que en todos los algoritmos analizados los
procesos eran muy dependientes del dominio de aplicacio´n. Para cada modelo
probabil´ıstico se establecio´ el nu´mero mı´nimo de para´metros que los controlan,
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de tal forma que el cDEE sea fa´cilmente configurable. Finalmente, la u´ltima
parte del cap´ıtulo 5 se dedico´ a la implementacio´n del pseudoco´digo del cDEE.
A continuacio´n, de acuerdo con los sub-objetivos planteados en el cap´ıtulo 2,
se llevo a cabo un ana´lisis del funcionamiento y de la sensibilidad parame´trica
del cDEE. A la hora de realizarlo, se constato´ uno de los problemas de la robo´ti-
ca en general, tambie´n en el caso de sistemas multi-robot, que es la falta de un
conjunto de tareas o pruebas de referencia que permita compara de manera for-
mal las diferentes aproximaciones. Adema´s de funciones de referencia, tampoco
existe una estandarizacio´n en cuanto a la metodolog´ıa a la hora de realizar dicha
comparacio´n. Una primer intento de poner solucio´n a estos dos problemas se ha
desarrollado en esta tesis, por una parte proponiendo un conjunto de funciones
sinte´ticas que caracterizan a los espacios de bu´squeda en problemas colectivos,
y por otra, proponiendo una metodolog´ıa para analizar la sensibilidad de los
algoritmos en estas funciones. La definicio´n de conjunto de funciones de prueba
as´ı como la metodolog´ıa propuesta se han detallado en el cap´ıtulo 6.
En cuanto al conjunto de funciones sinte´ticas de referencia, las definidas en
esta tesis representan la casu´ıstica de espacios de calidad ma´s relevante que se
presenta en problemas colectivos, en base a dos caracter´ısticas: la separabili-
dad del problema (separable, no separable, pseudoseparable) y la combinacio´n
o´ptima de genotipos (una especie homoge´nea en el o´ptimo, dos especies hete-
roge´neas en el o´ptimo, o presencia o no de o´ptimos locales). Estas funciones se
parametrizaron con un factor de dificultad, que aumentaban o disminu´ıan las
zonas o´ptimas de los espacios de bu´squeda. En la primera parte del cap´ıtulo 6
se llevo´ a cabo una introduccio´n teo´rica sobre la relevancia de estas caracter´ısti-
cas en problemas colectivos, un estudio que, hasta nuestro conocimiento, no se
hab´ıa llevado a cabo en el campo con anterioridad.
En cuanto a la metodolog´ıa propuesta, e´sta tiene dos etapas: en primer
lugar una etapa de pre-ana´lisis con un me´todo denominado “innovization”, que
consistio´ en optimizar mediante un algoritmo multi-objetivo los para´metros del
algoritmo cDEE ejecutado sobre las funciones de referencia, y en segundo lugar,
una etapa de ana´lisis exhaustivo con barridos en todo el rango de los para´metros
sobre las mismas funciones. Para el pre-ana´lisis con el me´todo de “innovization”
se visualizaron los frentes de Pareto para los para´metros, para comprobar que´
valores de los para´metros produc´ıan los resultados con mayor calidad y menor
variabilidad en las funciones de referencia. Este ana´lisis se ha demostrado como
muy u´til, ya que se obtuvo mucha informacio´n acerca del comportamiento de
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los para´metros, y a partir de esta informacio´n se pudieron fijar algunos de los
para´metros para el ana´lisis posterior. Adema´s, este me´todo podr´ıa ser aplicable a
cualquier otro algoritmo en el caso de tener que tomar decisiones sobre el rango
de unos para´metros en un algoritmo similar. El ana´lisis exhaustivo posterior
fue un barrido de todo el rango para dos de los para´metros y se visualizo´ la
respuesta de estos dos para´metros en diferentes dificultades y dimensionalidades.
El aumento o disminucio´n de la dificultad se modelo´ como un estrechamiento o
ensanchamiento de las zonas o´ptimas en los espacios de bu´squeda mientras que
la dimensionalidad se ajusto´ para que, a pesar de aumentar la dimensionalidad,
las zonas o´ptimas del espacio de bu´squeda fueran proporcionales en las diferentes
dimensionalidades. Este ana´lisis exhaustivo permitio´ determinar ciertos rangos
de los para´metros que hay que evitar para obtener soluciones o´ptimas, como
por ejemplo, con un taman˜o de torneo de seleccio´n muy limitado, el algoritmo
no puede obtener buenas soluciones.
Por u´ltimo, tras analizar el algoritmo en funciones sinte´ticas, se necesitaba
comprobar su validez en un caso pra´ctico real, que es el contenido del capitulo
7. Concretamente se ha propuesto una tarea de vigilancia colectiva en la que
era necesario resolver a su vez el problema de la localizacio´n auto´noma de los
robots. Esta tarea ha permitido, adema´s de comprobar que el cDEE es capaz de
optimizar un sistema multi-robot realista, estudiar diferentes propiedades del
sistema como el taman˜o de la poblacio´n o´ptima, o diferentes condiciones del
entorno que cambian el espacio de calidad. La configuracio´n del experimento
real se llevo´ a cabo mediante un para´metro de degradacio´n de precisio´n en el
escenario, que posibilito´ la definicio´n de diferentes espacios de calidad. La tarea
de vigilancia sin pe´rdida de precisio´n se convirtio´ en un problema con una sola
especie en el o´ptimo (solo se debe explorar), mientras que la tarea de vigilancia
con pe´rdida de precisio´n represento´ un problema en el que dos especies hete-
roge´neas deb´ıan colaborar para obtener un rendimiento o´ptimo. En esta tarea
tambie´n se han experimentado con diferentes complejidades de los controlado-
res de los robots, que ampliaban o reduc´ıan la dimensionalidad del espacio de
bu´squeda, y se mostro´ que el algoritmo obtiene soluciones o´ptimas para todas
ellas. Finalmente, esta tarea ha servido para comparar el algoritmo cDEE con
otros algoritmos similares, en concreto de tipo CCEA (Cooperative Coevolutio-
nary Algorithm), referencia en la co-evolucio´n de sistemas multi-robot pero que
utilizan evolucio´n o↵-line y o↵-board. De esta comparacio´n se pudo extraer que
el tiempo de convergencia para un algoritmo de Embodied Evolution es mucho
menor, y que a pesar de obtener rendimientos similares con otros algoritmos,
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las diferencias en coste computacional son tan amplias que har´ıan que no tu-
vieran intere´s con respecto al paradigma de Embodied Evolution. La capacidad
del algoritmo cDEE para obtener especializacio´n en los individuos de manera
automa´tica segu´n lo requiere la tarea, le proporciona una gran ventaja en tareas
complejas al dividir el problema global en sub-problemas ma´s simples.
Se debe concluir, finalmente, que el objetivo principal de esta tesis se ha
logrado satisfactoriamente, y se ha desarrollado un algoritmo de gran potencia-
lidad para la optimizacio´n de sistemas multi-robot que puedan ser transferidos
con facilidad a la pra´ctica. Se han dado pasos hacia la estandarizacio´n del pa-
radigma Embodied Evolution, de tal forma que la comparacio´n de diferentes
aproximaciones sea ma´s formal, y as´ı se puedan establecer los l´ımites de aplica-
cio´n de esta te´cnica. Es evidente que se abre una l´ınea de trabajo con numerosas
v´ıas de desarrollo, que el algoritmo cDEE debe ser mejorado y que el reto es am-
bicioso, pero el objetivo final de disen˜ar sistemas multi-robot que sean realmente




El trabajo realizado en esta tesis ha permitido obtener un algoritmo cano´nico
de embodied evolution (cDEE) que optimiza un sistema multi-robot en tiempo
real y que se ejecuta de forma distribuida dentro de los robots. Durante el
desarrollo y validacio´n del algoritmo cDEE han aparecido nuevas oportunidades
de mejora.
La principal l´ınea de desarrollo futuro tiene que ver con la optimizacio´n de
la morfolog´ıa, uno de los aspectos ba´sicos en la optimizacio´n de sistemas multi-
robot y que tiene gran impacto sobre la optimizacio´n del control coordinado.
Inicialmente, se debera´ trabajar en la optimizacio´n del taman˜o de la poblacio´n,
es decir, que el algoritmo funcione con un taman˜o de poblacio´n variable que debe
ajustar. Hasta ahora, se ha fijado el nu´mero de robots que compone el sistema
siguiendo criterios de disen˜o del algoritmo pero sin un estudio exhaustivo del
taman˜o ideal. Con un equipo muy numeroso, se favorecen las interacciones entre
robots, y por tanto, la convergencia del algoritmo, pero tambie´n se incrementan
las posibles interferencias entre ellos. lo que puede afectar negativamente a su
rendimiento en la tarea.
Por otro lado, tambie´n se debe analizar la capacidad del algoritmo para op-
timizar la morfolog´ıa de los robots, y no solo cua´ntos componen el equipo. Es
cuando se consideran ambos aspectos cuando realmente se logra toda la flexibili-
dad del espacio de bu´squeda, y donde el algoritmo evolutivo puede proporcionar
resultados ma´s adecuados. En este sentido, se podra´ comenzar por evolucionar
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el rango de los sensores y actuadores, por ejemplo, para tender hacia un disen˜o
global del robot de manera similar a lo que se ha venido haciendo en el campo
de la robo´tica modular.
En este a´mbito, otra aspecto de mejora ser´ıa evolucionar la morfolog´ıa de
los controladores, por ejemplo, utilizando redes neuronales de taman˜o variable.
En esta tesis se ha realizado un estudio de la complejidad de los controladores
que compara el rendimiento con varias complejidades, pero esta complejidad
era fija y no variaba en tiempo de evolucio´n. Codificando en los para´metros de
robot la complejidad del controlador, de una forma similar a la que hacen otros
algoritmos como el NEAT, se podr´ıa evolucionar de forma satisfactoria esta
caracter´ıstica del controlador. Esta modificacio´n no es muy directa, ya que hay
que tener en cuenta que al cambiar la codificacio´n de los individuos, tambie´n
habr´ıa que cambiar los operadores gene´ticos para que funcionaran en esta nueva
codificacio´n.
En cuanto al proceso evolutivo que realiza el cDEE, en el fondo se sigue un
proceso ba´sico, con gran margen de mejora en los operadores. As´ı, por ejemplo,
se podr´ıa tratar de adaptar un algoritmo Di↵erential Evolution a Embodied
Evolution, de tal forma que los operadores de cruce y mutacio´n sigan el esque-
ma de dicha aproximacio´n. Este es un campo de desarrollo complementario con
el anterior, ya que ambos van en la direccio´n de mejorar la capacidad de opti-
mizacio´n del algoritmo que es la que define si se puede aplicar a casos complejos
o no.
A pesar de que se ha caracterizado el algoritmo cDEE en unos para´metros
intr´ınsecos, todav´ıa es necesario fijar estos para´metros a priori antes de evolu-
cionar. Ser´ıa deseable que el algoritmo ajuste automa´ticamente sus para´metros
en tiempo real segu´n corresponda, lo cual requiere un ana´lisis previo del espacio
de bu´squeda al que se enfrenta.
Finalmente, un punto clave de trabajo futuro es la aplicacio´n del algoritmo
cDEE en tareas con coordinacio´n ma´s compleja y su ejecucio´n en robots reales.
Esta l´ınea de trabajo es la que gu´ıa el resto de l´ıneas comentadas, y las mejoras
en el mismo dependen de su rendimiento pra´ctico.
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