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Linear regression is an extremely use-
ful "least squares" technique for fitting 
a linear equation to a set of data. 
This program calculates means, sums of 
squares, and sums of cross-products of 
the dependent and independent values which 
are entered only once. It also calculates 
the slope and intercept of the line as well 
as the coefficients of determination and 
correlation. The program calculates a 
predicted dependent variable from a given 
independent variable and a predicted in-
dependent variable from a given dependent 
variable. 
The program computes the reduction in 
sum of squares due to regression, residual 
sum of squares and degrees of freedom, 
variance about regression, standard error 
of the estimate, the standard deviation 
about the slope, and the t-test on the 
slope of the line. 
Confidence limits are calculated about 
the slope, about a predicted Y, about a 
predict~d future Y, and about a predicted 
future y made up of~ observations. This 
program was written for a Hewlett-Packard 
97 programable "pocket" calculator. 
The symbol Y. denotes the ith dependent 
• : . • th . . variable where 1 1s the 1~ pair and 1 = 1, 
2, ... , n. The symbol X. denotes the ith 
l 
independent variable in the ith pair. 
The main hypothesis tested in this 
analysis is H 
0 
B = O, which says that 
the true slope of the regression line is 
equal to zero, or to say it another way, 
X has no influence on Y. The alternative 
hypothesis is 11J.: Bf O or that X does 
influence Y. The null hypothesis (R 
0 
B = 0) can be tested by several different 
methods. 
Formulas Used in Regression Analysis 




l a. mean of X = -- = x n 












sum of squares of Y = r.Y.2 
i l 
sum of cross-products = LX.Y. 
i l l 
= r.xy 
n 




slope = b - r.xy 
- r.x2 
intercept= a= y - bx 
coefficient of determination 2 = r 
d. correlation coefficient= r = ..J;2' 
J. Prediction of dependent variable from a given independent variable. 
Y = a + bX 
4. Prediction of independent variable from a given dependent variable. 
Y - a 
X =---
b 
5. Reduction in sum of squares due to regression, residual sum of 
squares and degrees of freedom, variance about regression, 
standard error of the estimate, standard deviation about the 
slope, and t-test on slope. 
a. -- ( r.xy )2 reduction in sum of squares due to regression 
r.x2 
b. residual sum of squares (Res. S.S. ) and degrees of freedom ( d. f. ) : 
2 ( r.xy )2 
Res. SS = r.y - ~~~ 
r.x2 
and d.f. = n - 2 
c. variance about regression 2 = s y•x 
Res. SS = = ~~~~~-
d. f. n - 2 
d. standard error of the estimate= s =fT 
Y·X J uy•x 
s 
e. standard deviation about the slope = - y•x Sb --r;:7 
f. t-test on the slope 
6. Confidence limits about the slope= 
- - a. b ' 1 - - a. 2 -b a. b CL(b) b + t · s £ b t · s and i b + t · s 
where ta = Student's t at a-level of probability and n- 2 df . 
7. Confidence limits on Y with a given value of X = 
" .. !. + ( - 2 CL(Y) = a + bX ± t . s X- x) a. Y·X n Ex2 I 
where ta= Student's tat n- 2 df at a - level of probability. 
8 . Confidence limits on a future Y with a given value of X = 
CL(future Y) = a + bX t . "" 1 1 (x-x>2 ± s + - + a. Y·X n Ex2 
where ta. is the same as in 7. 
" 
9 . Confidence limits on a future y of sample size n1 with a given value 
" ' (x-x >2 of X = CL(future y) + bX ± ta · 1 1 = a sy · xl -+-+ ~ n Ex2 
where ta. is the same as in 7 . 
User Instruetions 
~ 1 Clear 
Linear Regression and Correlation 
c:~ x ... Exy b,a,r2,r X+Y y + ~'{ 
~ "' "' "' 





1. Set. switch to "Norm" I 111 
2 . Clear Registers ~ -c=] 0 .00 
J . Do 4-5 for each pair of data from i = 1, 2, ... n c=] c=] 
4 . Enter ith dependent variable y. l I t 11 I y . l 
5. Enter ith independent variable X· l [EJI I i 
6 . In case of error do 7-8 for ith incorrect I 11 I 
entry c=] c=] 
7. Enter~ dependent variable Yk I t 11 I yk 
8. Enter kth independent variable Xk I t - l e=] i-1 
9 . Calculate means, sum of squares and sum of I B 11 I X > 
cross products c=] c=] Ex2 
c=] c=] -y 
c=] I I Ey2 
~ c=] Exy 
10. Calculate slope (b), intercept (a), coefficien ~ [:g I I b 
of determination ( r~)' and correlation c=l l I a 
coefficient ( r) . c=] I I r2 
... 
(continued) Il l I r 
11 . Y from a given value of X 
12 . X from a given value of Y 
13 . Calculate reduction in sum of squares due to 
regression , (Exy)2/Ex~ ; residual sum of square:s, 
Res . SS; degrees of freedom , d . f .; variance 
about regression , si . x; standard error of the 
~ 
estimate, sy . x; standard deviation about the 
slope, sh ; and t - test on the slope , t=b/sh . 
14 . Calculate confidence limits about the slope 
" 15 . Calculate confi dence limits about Y for a 
given value of X 
" 16 . Calculate confidence limits about a future y 
for a given value of X 
17 . Calculate confidence limits on future y made 
up of n1 observations at a given value of X 
Example 
Pair y X 
1 13 . 5 13 . 8 
2 12 . 7 13 . 3 
3 12 . 7 lJ . 7 
4 12 . 4 12 . 8 
5 12 . J 12 . 2 
6 13 . 0 13 . 4 
7 13 . 8 14 . 2 
8 12 . 8 lJ . O 
Operation 
1. Set switch to "Norm" 
2 . A 
3. lJ . 5 t 
4 . 13 . 8 E+ 
5. 12 . 7 t 
6 . 13 . 3 E+ 
7 . 12 . 7 t 








[D I I y -
[_E l _j X 
f a ( Exy )2/Ex2 
r 111 Res . SS 
c=] I I df 
CJC J .2 Sv . Y 
c=] I I -S"'l.r . v 
I I [____ J 
V 
Sh 
l JL-1 t 
f J LP _J R, 1 
R, ') 
-
f Jr c 1 y 
1111 ± value 
c=] I I R-1 
L _J c=J R, 2 
J Lci__J " y
' I C ± value I l e=] R,l 
I 11 I R-2 
l t_JL _J X 
l f J e " y 
c=J11 ± value 
CJCJ R-1 
c=] I I R-2 
r=i l .J 
Output 
Clears Registers GSBA 
lJ . 50 Ent t 
13 . 80 E+ 
12 . 70 Ent t 
13 . 30 E+ 
12 . 70 Ent t 
13 . 70 E+ 
9. 12.4 t 12.40 Ent t 
10. 12.8 L+ 12.80 L+ 
11. 12.3 t 12.30 Ent t 
12. 12.2 L+ 12.20 L+ 
13. 13.0 t 13.00 Ent t 
14. 13.4 L+ 13.40 E+ 
15. 13.8 t 13.80 Ent t 
16. 14.2 L+ 14.20 L+ 
17. 12.8 t 12.80 Ent t 
18. 13.0 L+ 13.00 L+ 
19. B GSBB 
X 13.30 *** 
LX2 2.78 *** 
y 12.90 *** 
LY2 1.88 *** 
Lxy 1.98 *** 
20. C GSBC 
b 0.71 *** 
a 3.43 *** 
2 
0.75 *** r 
r 0.87 *** 
21. 13.0 D X 13.00 GSBD 
"' y 12.69 *** 
" 22. 13.0 E y 13.00 GSBE 
X 13.44 *** 
23. f a GSBa 
( Exy )2 /Lx2 1.41 *** 
Res. ss 0.47 *** 
d.f. 6.00 *** 
S2 0.08 *** y·x 
Sy.x 0.28 *** 
Sb 0.17 *** 
t 4.24 *** 
24. 2.447 f b 2.447 GSBb 
t 1 .030 *** 
i2 1.12 *** 
25. lJ.O f C X lJ.00 GSBc 
y 12.69 *** 
± value 0.27 *** 
C.L. 12.41 *** 
12.96 *** 
26. lJ.O f d X lJ.00 GSBd 
"' y 12.69 *** 
± value 0.74 *** 
C.L. 11.95 *** 
lJ.42 *** 
27. lJ.O t X lJ.00 Ent t 
28. 10.0 f e nl 10.00 GSBe 
"' y 12.69 *** 
± value 0.35 *** 
C.L. 12.34 *** 
13.03 *** 
Note: t = 4.24 which exceeds t.o5 = 2.447 at 6 d.f. Also, C.L. about the slope 
( 0. 30, 1.12) do not include zero. Therefore, we reject H
0 : B = 0 and 
accept H1 : Bf O and conclude that the independent variable does influence 
f;SBR 
13. 56 ENH 
i3.88 !+ 
12. 78 H!H 
13.36 1+ 
12. ?B ENT1" 
13.7(; !+ 






13. 8& ENT1· 
14.28 !+ 
the dependent variable. 
Example 
12.80 ENTt 13. €1B 
1Z..f1[1 !+ 1:5.44 
&SBP 
1:.38 *** 1. 41 i.'. 78 .,:j B. 47 
12.98 t.:,: 6.88 
1. BB t.t.,· B.88 
1. 9B t.U 8.28 
GSBC 8.17 
e. 71 u,· 4.24 
... 4--J. J ft:* 2.447 
0.75 *** 0.30 8.87 *** 1. 1~· 13.00 GSBD 13.08 
1 ::• '""Q ... ti_. *** 12.69 
,;seE 
**'" GSf:o. 













ft. 74 u,: 
11.95 *** 















































































































































































































1 ; .: . " _ : 
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p,1-.ed 111 18>!7 hy the lith LeJ.:i,latl\t' A~,emhly, 
wl11d1 t>,tahl!Sht>d the AJ.:ric11lt11rnl Experiment 
St.illon at South Dakota State Uni\ er~ity. 
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