Abstract-In this paper, we consider the problem of unambiguously estimating migrating targets even that located in blind speeds. We especially focus our attention on developing an algorithm with a low complexity for intensive use on experimental data in presence of diffuse clutter. Accordingly, we describe a variational Bayes sparse recovery based on a previously described hierarchical model (assuming migrating targets amid AR noise). The technique does alleviate ambiguities on real data collected by a wideband radar in a very reasonable amount of time.
I. INTRODUCTION
In their early stages, radar systems were limited to target detection and range determination, hence the name RAdio Detection And Ranging [1] . Today, modern radars may gather other functions as tracking, classification and imaging targets. In detection radars the discrimination capability is essential, specially in challenging environments. That is the reason why wideband radar, with its high range resolution, is very attracting. Nevertheless, as for their narrowband counterpart, wideband radar measurements are subject to the inherent presence of range and/or velocity ambiguity, which can interfere in the target estimation process. In this work, we consider a low pulse repetition frequency (PRF) which means that only velocity ambiguity occurs. Nonetheless due to the high range resolution, moving targets migrate in range during the coherent processing interval (CPI) which might help to alleviate velocity ambiguity [2] . To benefit from range migration, new processing techniques are being developed, for example, dedicated coherent integration and sparse representation methods [3, p.368] , [4] and [5] . Particularly, several Bayesian sparse recovery algorithms have been developed based on Monte Carlo Markov chain (MCMC) techniques in case of white noise and autoregressive (AR) noise, e.g., [5] . The interest of the latter is that it is capable of modeling the diffuse component of the clutter. Bayesian sparse signal recovery (SSR) have been particularly favored. On the one hand, it is capable of a proper representation in multi-target environments. On the other hand, the full Bayesian approach based on hierarchical model was shown to be a promising approach. In such framework, each unknown parameter describing the signal is modeled as a random variable to which a prior is assigned. The latter depends also on parameters that can be in turn considered as random variable. Despite the performance obtained with these MCMC-based algorithms, the latter are computationally intensive. To make SSR techniques less complex, a Variational Bayesian (VB) approach is undertaken in [4] . More specifically, an SSR technique is proposed to recover migrating targets embedded in white noise only. Knowing that many real scenarios involves the presence of clutter, possibly including a so-called diffuse component, this work contributes in developing a VB sparse recovery of multiple migrating targets amid AR noise. Hence, this work presents an extension of the hierarchical Bayesian model described in [4] to the AR noise model of [5] while using the VB estimation principle. The new algorithm is based on the VB analysis [6] , [7] , which is less complex than the MCMC, but gives approximate iterative solutions that are highly dependent on the initial values. An appropriate setting needs thus to be find to achieve a compromise. The remainder of the paper is organized as follows. Section II describes the measurement and introduces the sparse representation approach. Section III presents the hierarchical Bayesian model with its priors and likelihood function. Accordingly, after summarizing the principle of VB estimation in Section IV, the new SSR technique is explained. In Section V the algorithm is applied on synthetic and fully experimental data. Conclusion and future work are finally reported in the Conclusion.
II. SIGNAL MODEL

A. Wideband data model
A low PRF mode is considered so that no range ambiguity occurs. The observed wideband data can be modeled in the fast-frequency/slow-time domain as follows
where y is a KM -length vector, with K the number of subbands and M the number of pulses; α l and a l are the complex amplitude and signature of the lth scatterer and n is the noise vector which models the thermal noise and the diffuse clutter component. The scatterer signature a is a two-dimensional cisoid with cross-coupling terms whose elements may be expressed by [4] [a] m+kM = exp j2π
where k and m refer to the indices in the fast-frequency and slow-time domain respectively, T r is the pulse repetition interval (PRI), B the instantaneous bandwidth, f c is the carrier frequency, c is the speed of light, v is the relative (radial) velocity between the target and the radar, l 0 is the initial range gate (l 0 = τ 0 B, where τ 0 is the round-trip delay). In (2) we see that the second exponential involves cross-coupling terms, which account for the target range migration.
B. Sparse representation
To obtain a sparse representation of the scatterers, the measurement y may be rewritten as follows
where H is the sparsifying dictionary and x is the target amplitude vector associated with the dictionary H. As a matter of fact, H defines an analysis grid in the range/velocity domain as follows
where n va is the unfolding factor in velocity and v a is the ambiguous velocity defined as v a = λ c /2T r with λ c the wavelength. Choosing not to oversample, the domain has K = K andM = n va M points of reconstruction so that the dictionary is a KM ×KM matrix with itsīth column defined as
where i andī are indices defined as i = m + kM and i =m +kM ,m is the modulus ofm centered around zero. Note that the column hī actually is the normalized steering vector that points in the range-velocity direction of theīth bin.
The problem consists hence in estimating the target amplitude vector x. Nonetheless, if one wants to unfold the measurements in velocity (i.e., n va > 1), the matrix H turns out to have more columns than rows, which means that (3) is ill-posed. To regularize this estimation problem a fully Bayesian model, which enforces sparsity in x, is favored.
III. HIERARCHICAL BAYESIAN MODEL
The Bayesian model is represented in Figure 1 . It is similar to that presented in [5] , albeit a modified formulation of the prior of x. An identical modification is done for the VB algorithm of [4] to ensure mathematical tractability. In any event, the prior of x is intrinsically unchanged.
A. Noise modeling
The noise vector in (3) is assumed to be centered Gaussian, i.e.,
where R is the covariance matrix of size KM × KM . We further make the assumptions proposed in [5] :
• the noise is independent and identically distributed (iid) from subband to subband; • it is correlated in the slow-time dimension according to a stationary AR process with finite order P .
According to the previous assumptions the covariance matrix R may be written as
where ⊗ is the Kronecker product, I K is a K-by-K sized identity matrix, Γ is an M -by-M matrix whose inverse is P -banded. Γ −1 has its Cholesky factorization expressed as follows
where Φ is the lower triangular matrix with zero diagonal elements
with with φ a P -length vector which contains the AR parameters as follows
ar is the white input variance to the AR model.
B. Likelihood
According to the observation model (3)- (5), the likelihood function is given by
C. Parameters 1) Prior of x:
The target amplitude vector x is supposed to have iid elements with a Bernoulli-Gaussian distribution. Their probability density function (pdf ) is denoted as
where w is the probability of the presence of a target in thē ith range-velocity bin and σ 2 x is the power of the possible target. Nevertheless to ensure mathematical tractability x is represented as the product of two random variables g and z, i.e., xī = gīzī, which is equivalent to the vector notation
where zī is Bernoulli distributed with parameter w and gī is a centered complex Gaussian variable with variance σ
ar is a scale factor to the noise spectrum, which is composed of two components, the clutter and the thermal noise. An inverse-gamma distribution is chosen with scale and shape parameters γ 0 and γ 1 respectively. The pdf is denoted by σ
3) Prior of φ: The vector with the AR coefficients φ monitors the shape of the noise spectrum. A complex Gaussian distribution is chosen to describe statistically a priori φ, i.e.,
withm φ andR φ the prior mean vector and covariance matrix respectively.
D. Hyperparameters 1) Prior of w:
The prior of w is a uniform distribution, w ∼ Beta (1, 1) . w represents the proportion of non-zero values (namely the number of scatterers). Choosing a noninformative prior reflects our absence of knowledge about the occupancy of the target scene. An inverse-gamma pdf is chosen, IG(β 0 , β 1 ). β 0,1 can be chosen to obtain a more our less peaked prior around the mean, expressing, respectively, a high or moderate prior knowledge.
2) Prior of σ
3) Fixed hyperparameters:
The parameters tuned by the radar operator are: β 0,1 , γ 0,1 ,m φ andR φ .
IV. VB ESTIMATION
The minimum mean square error (MMSE) estimator, i.e.,
may be derived, nevertheless, the closed-form derivation is not tractable. Hence it was implemented via a numerical method, namely an MCMC algorithm [5] . Despite its attractive performance, the technique is computationally intensive. A less complex method based on a VB approach is here proposed to approximate the MMSE estimator (8) .
A. Principle of the VB approximation
The variational Bayes approach consists in approximating the posterior distribution of a vector of unknown parameter θ 1 1 In our case θ = {z, g, σ 2 ar , φ, w, σ 2 x }.
by simpler variational distributions via the minimization of the Kullback-Leibler (KL) divergence, as described in [7] 2 f (θ|y) ≈ q(θ).
The approximated posterior is chosen in a restricted family of distributions, which are tractable distributions [8] . We consider the set of separable distributions, i.e.,
The KL divergence measures the dissimilarity between two distributions. In this case the difference measured is that between the true joint distribution and the approximate joint distribution q(θ) [9] . The closest distribution, which is the optimal approximation, is found when the KL divergence is minimized, resulting in
where θ −i contains the elements of θ without θ i . The MMSE estimator can be easily approximated byθ V B , the latter denoting the VB estimator defined aŝ
B. VB Posteriors
Considering the previously described hierarchical model, we aim at approximating the joint posterior distribution as
Using (11), the approximated posterior distributions for f (θ|y) calculated as (13) can be shown to be defined as follows
zī|y
with ξī = exp log(1 − w) − log(w)
The values of μ φ and Σ φ depends on the VB moments of
, gī and zī.
C. Iterative algorithm
We can see that the parameters of the VB posteriors, equations (14) to (19), are interdependent, which means that we cannot obtain them in closed form. This usually happens when trying to find the optimal approximation minimizing the KL divergence. However an approximate solution can be found by initializing all parameters and iterating on their interdependent relations until convergence. The algorithm is designed as follows. log w (n) 3: An important remark is that this iterative algorithm always converges but the solution depends on the initial conditions [7] . We have particularly observed that, according to the ordering of the iterations, the algorithm may be more or less sensitive to the initialization. We propose here an ordering that gave us empirically the most satisfying results. It results from the basic principle that it may be better to initialize first parameters that can be roughly known, e.g., the amplitude gī can be loosely approximated from a coherent integration whereas it may be more difficult to have an initial guess of the label vector zī .
V. PERFORMANCE
The algorithm was submitted to several tests using synthetic and fully experimental data. Tests based on synthetic data aims at determining how the algorithm works for the designed theoretical model. Tests based on real data demonstrate the applicability of the algorithm for real scenarios, which validates in a way our signal model. Table I gathers   TABLE I.  PARAMETERS FOR the parameters used in the algorithm. It is worth mentioning here that the VB algorithm iterates on the parameters of the VB posteriors whose functional forms are given by equations (14) to (19). Unlike an MCMC approach as in [5] , no samples are drawn which is appealing on an implementation point of view. Additionally, with the initialization chosen, the VB algorithm converges in practice in less than 120 iterations which is much less than the number of iterations used in its MCMC counterpart. Hence, the VB technique is tremendously less computationally intensive and allows target scenes to be estimated in a few seconds instead of several hours.
A. Synthetic data
We illustrate here a single case with 8 targets. Each target in Fig. 2 Note that T1, T4, T6 and T7 are in the clutter blind speeds. As we can see, the algorithm is capable of recovering all targets but T4, which is a relatively small target (SINR equals to 13 dB) near the strong target T8 (SINR equals to 32 dB). If T4 becomes T 4 = [18, −1, 3] it can be recovered, as shown in Fig. 3 where the estimated AR noise spectrum is also depicted. Hence, the algorithm is capable of: estimating the modeled noise, identifying targets in the blind speeds, identifying relatively small targets if they are not too small or close to a relatively strong target and estimating correctly target's SINR.
B. Real data 1) Data collection:
Datasets were obtained by an experiment. As illustrated in Fig. 4 , a software-defined-radio radar was used to illuminate the scene with a linear frequency modulated continuous waveform. A remote control (RC) car was used as our target; to increase its radar cross section an aluminum dihedral body was put on its roof. Plants and fans were present to simulate the clutter and its diffuse component. We checked that the fans did not interfere with the radar scene measurements. The RC car was controlled manually and was easily subject to acceleration. Videos of the trials allowed us to confirm the general behavior of the RC car (approximate range and speed).
2) First dataset:
In the first studied dataset there is a single target that recedes from the radar near the first blind velocity. It migrates from one range bin in approximately 12 sweeps (not exact due to acceleration). Estimated scatterer scene and AR noise spectrums are depicted in Fig. 5 for several successive bursts. Firstly, note that the algorithm does not have problems to estimate the target even if it is close or in the blind speeds. Nonetheless, a target split occurs sometimes which might be due to grid mismatch and/or target's acceleration. We can also observe the presence of estimated scatterers at zero velocity which are possibly clutter discretes. The noise spectrum has the most part of its energy around the zero velocity as indicated by the coherent integration. We can also observe that the thermal noise level might be quite well restored outside clutter (around +5dB).
3) Second dataset:
In the second studied dataset, the single target comes close to the radar near the second blind velocity. We have unfolded 5 times the map in Fig. 6 , and only 3 times in Fig. 7 . In the latter the target is estimated at the location of the target's velocity sidelobes near the first blind speed. In the former the target is correctly recovered in the second blind velocity. This observation illustrates the need to choose a sufficient unfolding factor n va to avoid ghosting. Nonetheless, increasing n va comes with an increased computational cost. We can additionally observe in this second dataset that the noise spectrum is approximately the same as in the first dataset.
VI. CONCLUSION
This work develops a variational Bayesian sparse recovery technique to estimate migrating targets in AR noise. The objective is to estimate unambiguously the target scene particularly that located in the blind speeds with a reduced computational cost. A theoretical development is presented and the resulting algorithm is validated using synthetic data. The applicability of the presented algorithm for real situations is demonstrated using fully experimental data. The encouraging results with real data indicates that estimating the noise using an AR model seems reasonable. This approach also allows us to identify targets in the blind speeds without ambiguity. A current limitation of the algorithm is that it does not take into account the problem of grid mismatch which results in target split. In future work the algorithm could be extended to deal with off-grid targets. Additionally, a more thorough numerical analysis could be provided. 
