The classical control mechanisms of the wind turbines are generally based on precise modeling approaches to ensure robust and effective interplay between the wind turbines and the main power grids in both autonomous and grid-connected modes. The paper presents an innovative intelligent control system for the doubly fed induction generator wind turbines. The proposed system uses model-free control polices. The online controller is based on a policy iteration reinforcement learning paradigm along with an adaptive actor-critic technique. It is shown to be robust against the turbine's high nonlinearities and stochastic variations in the input-output conditions. These are associated with single and double rotor doubly fed large scale induction generators driven by wind turbines in the range of 5-7 MW. The performance of the controller is validated against challenging scenarios of coexisting undesired situations like severe wind changes with load excursions and abrupt shifts in the loads. 
Introduction
The limited fossil fuel resources and their impact on the environment urged the research societies and the industrial entities to develop effective and reliable technologies to integrate the renewable generation sources into the main power grids. The power system networks are highly nonlinear systems with continuous varying dynamics that involve large number of electrical and mechanical systems. Although the renewable energy technologies have achieved great advances during the last three decades, their integration into the main power grids creates remarkable degradation in the operation of the power system networks. This is due to the lack of reliable and accurate modeling approaches to cope with the continuous varying dynamics of the large-scale power system networks. Thus, the need to develop reliable model-free control schemes is highly appreciated.
This paper introduces an online model-free adaptive learning controller for the variable speed wind turbines. This approach does not use any of the dynamics of the wind turbines. The proposed adaptive learning controller is shown to be robust against the uncertainties in the dynamics and the severe wind changes with load excursions. Many large wind farms employ Doubly Fed Induction Generator (DFIG) variable speed wind turbines because of their compatibility with the power system networks and their abilities to reduce the mechanical loads [1] [2] [3] . The main interest in DFIG-based wind turbines is due to their efficiency, power quality, and controllability [4, 5] . Accurate DFIG dynamical models are necessary in order to develop the control algorithms and protection systems for the variable wind turbines [2] . The modeling of the variable speed wind turbine with multiple pole synchronous generators in dynamic simulation environment is introduced in [6] . The dynamical modeling of a class of variable speed wind turbines based on synchronous generators is introduced in [7] . These models involve non-reduced order models that consider both rotor and stator transients and reduced order models that overlook the stator transients. Reduced order models for single-cage based DFIG wind turbines are developed in [8, 9] . Fundamental frequency-based wind turbine models are introduced in [4] . Dynamic models for the DFIG wind turbines based on single induction generators (SCIG) and double-cage induction generators (DCIG) are introduced in [2] . Different state space models for the variable speed wind turbines are highlighted in [10] . A model that represents variable speed wind turbine in power system simulations is considered in [11] . A survey about the different types of the wind generator systems is introduced in [12] .
The stability of large wind farms is studied using a control mechanism that uses voltage control network for the stator and rotor converters [2] . The frequency regulation ability for the DFIG wind turbines is assessed in [13] , where the inertia support by the DFIG wind turbine was shown to be possible by adding a control loop in the inertia contributing loop. A fractional order control strategy is proposed for the variable-speed wind turbines with permanent magnet synchronous generators and full-power converter topology [14] . An energy management system based on a fuzzy fractional order PID controller is developed in [15] . This control scheme is able to analyze and simulate the dynamic behavior in the grid-connected and isolated modes. A two-layer control scheme is developed for DFIG wind turbine in [16] . The lower layer, controls the wind turbines with energy storage systems. The second layer, works a supervisory control structure for the wind farm [16] . A current control approach based on positive/negative reference frames is developed to control the rotor sequence currents in [17] . A control scheme is developed for DFIG wind turbine in [18] , this controller is able to provide voltage support, robust fault recovery, and short-term frequency support during power generation losses. The sudden drop in the grid's voltage results in short-circuit currents that lead to an electromotive force in the rotor side of the DFIG wind turbine, which could severely damage the converter and the rotor [29, 30] . The crowbar provides a protection mechanism to control the surge currents which occur during the Low-Voltage-Ride-Through (LVRT) [28] . The transient flux characteristics of the DFIG wind turbines with crowbar are studied in [28] . The crowbar is introduced to limit the short circuit currents once the fault occurs [31] .
The optimal control problem is formulated in the frame-work of Dynamic Programming [19, 20] . The Dynamic Programming problems are solved using the different approaches of Approximate Dynamic Programming (ADP) [13, 20, 21] . The ADP solution methods are based on selecting the solution structures (the value functions) and the way the optimal policies are updated [23] . The optimal control problems for the dynamical systems are formulated as decision processes in the Artificial Intelligence (AI) framework. ADP brings together Dynamic Programming, Reinforcement Learning (RL), and Adaptive Critics to solve the optimal control problems [21] [22] [23] . The RL approaches approximate the value function structures in a dynamic environment using reward or penalty objective functions, and the usefulness of the taken policies is assessed using the utility functions [21] [22] [23] . Reinforcement Learning (RL) techniques are developed online using two-step methods known as Value Iteration (VI) or Policy Iteration (PI). These techniques are implemented using the actor-critic neural network structures. The value functions are approximated using critic neural network structures, while the optimal policies are approximated using the actor neural network structures [23] . The actor approximates the optimal decision and applies it to the dynamic environment and then the quality of this decision is assessed and approximated by the critic neural network structure [23] . The optimal control solution finds the optimal policies and the optimality conditions which relate the optimal value function to the optimal strategy [24] . An online value iteration based control system is developed to control an autonomous smartgrid in [25] . This technique is implemented in real-time using partial knowledge about the smartgrid's dynamics. A novel online adaptive control scheme is developed for the distributed smartgrids working under stochastic disturbances in [26] . The control approach is implemented using means of the adaptive critics. A frequency regulation approach is proposed to coordinate the inertial, rotor speed, and pitch angle control mechanisms under different wind speed modes in [27] .
The current manuscript contributes to the state of the art with an innovative online adaptive learning control system for variable speed wind turbines, where the learning scheme and the optimal control policy do not require any prior knowledge of the dynamics of the DFIG-equipped wind turbine. This control approach can be easily generalized to different models with similar characteristics, since it treats the plant (wind turbine) as a black box. The adaptive learning approach uses a real-time policy iteration mechanism, where the convergence is guaranteed if the initial policy is admissible. The adaptive learning algorithm is implemented by means of a single layer of neural network structures with smooth tuning laws. The proposed approach guarantees the closed-loop system's asymptotic stability as well as better damping characteristics compared to those achieved using the classical solution of the linear quadratic regulator (Riccati solution).
The paper is organized as follows. Section 2 presents the dynamical models for the single and double-cage induction generator wind turbines. Section 3 lays out the mathematical foundation for the underlying model-free optimal control problem. Section 4 introduces the adaptive learning control algorithm using a policy iteration process along with its convergence proof. Section 5 shows the online implementation of the adaptive learning controller using the adaptive critics. Section 6 displays the validation results of the intelligent control algorithm and compares its performance to the classical Riccati solution. Section 7 concludes the paper with a few concluding remarks and possible future research avenues.
DFIG Wind Turbine
The structure of the DFIG-equipped wind turbine includes wound rotor induction generator with a slip ring that couples the rotor currents to two back-to-back voltage-fed pulse width modulated converters in two directions as shown in Figure 1 . This structure is able to control the magnitude and the direction of the power fed to the AC-supply network, consequently the DFIGequipped wind turbine works in a variable speed operation mode. The speed of the wind turbine is controlled by managing the switching signals of the insulated gate bipolar transistors [4] . On the other hand, the fixed speed wind turbines have (1-2%) rotor speed variations [4] . The crowbar circuit is used to provide over-current and voltage-limit protection. The following standard assumptions are considered in order to model the induction generators [2] ; In the sequel, two induction generator models (single and doublecage) are considered to study the closed-loop control characteristics of the DFIG-equipped wind turbines [2, 10] . These models are used to generate the necessary measurements to validate the performance of the adaptive learning controller. All the variables are expressed in per-unit values.
Single-Cage Induction Generator (SCIG):
The following setup for the single-cage induction generator model is useful to develop the PV based control structures [2, 10] 
where A SI , B SI , C SI , and D SI are the values of the state space matrices for the single-cage induction generator.
In order to complete the dynamical model, the mechanical model of the rotor or the machine swing equation is given by [10] 
Double-Cage Induction Generator (DCIG):
The following setup for double-cage induction generator model is useful when different power system disturbances exist and it is required to have an accurate model that takes into consideration the machine transient and sub-transient characteristics.
The states for this model are the (stator/rotor/double-cage) currents, the control inputs, are the (stator/rotor) voltages, and the outputs are the rotor currents such that
and , 10] . The state space model for the double induction case is given bẏ
where A DI , B DI , C DI , and D DI are the values of the state space matrices for the double-cage induction generator turbine.
The mechanical model of the rotor or the machine swing equation is given by [2] 
The Optimal Control Problem Formulation
This section presents the mathematical foundation for the underlying optimal control problem. First, Bellman equation and the associated optimality conditions are found using the classical Bellman control theory [24] . Then, a modified version of Bellman equation is considered to account for the value function dependency on both the states and the control policy of the wind turbine. This structure motivates the hence-coming development for having an online solving structure with model-free optimal policies.
Bellman Equation
The optimal control problem is solved in the discrete-time frame. Thus, the dynamical equations for the different types of the DFIGoperated wind turbines are expressed in the following form
where X ∈ R n and u ∈ R m are vectors of the states and the input control signals respectively. The matrices A and B are the discretized state space matrices for each wind turbine type.
The optimal control problem is formalized as an optimization problem, where an objective function is minimized, in order to have the optimal control policies. Thus, a quadratic performance index is proposed to assess the usefulness of the taken control policies so that
where U is a quadratic convex cost function given by
where Q ≥ 0 ∈ R n×n and R > 0 ∈ R m×m are symmetric timeinvariant positive-semi definite and positive definite weighting matrices respectively.
In order to solve the optimal control problem of the system (3), using the performance measure (4), a computational structure or a temporal difference structure is needed. Hence, let the solving value structure S(X k ) be a function of the states X k , then (4) yields
The performance index (4) and the cost function U are used to derive Bellman equation for the system (3) so that
The objective of the optimal control problem is to find the optimal value function S o or equivalently the optimal performance index P o and the associated optimal policy u o . Applying the Bellman's optimality principles to (5), in order to find
where 
Then, the optimal control policy u o is given by
where ∇S o (X ) = ∂S o (X )/∂X . The optimal policy (6) works as a mapping S o (.) : R n → R m between the states X and the value function S on one side and the optimal control decisions on the other side.
Remark 1. The solution of Bellman equation (5) depends on finding the optimal policy (6), which requires some knowledge about the dynamical model of the wind turbine system (i.e. the optimal policy u o depends on the matrix B).
Modified Bellman Equation
Herein, a modified form of Bellman equation (5) is introduced which is necessary to propose the model-free control structure later on. Let the structure of the solving value function depend on both the states and the control policies so that
This yields the following modified Bellman equatioñ
In order to find the optimal control policy, the Bellman optimality conditions are applied so that
The derived optimal policy is then expressed as follows
where
It is worth to note that, this optimal policy (9) depends on the dynamical model of the wind turbine. The development introduced hereafter handles this challenge.
Using the optimal policy (9) in (8), yields the following modified Bellman optimality equatioñ
Remark 2. Solving (10) using the optimal policy (9) would solve the optimal control problem for the wind turbine system. However, partial knowledge about the dynamics of the DFIG wind turbine is needed in advance. In the following development, a model-free policy approach is proposed to overcome this concern.
Model-Free Policy Iteration Algorithm
In the sequel, a model-free policy approach is followed to solve the dynamic programming problem represented by (10) . Then, a policy iteration algorithm is introduced to implement the solution for the optimal control problem of the DFIG-operated wind turbine along with the convergence results.
Policy Iteration Solution
A solving structure that is different from the one proposed in (5) is given such that
Muu are the states-control, control-states, states-states, and controlcontrol sub-blocks of matrix M respectively. The dependence of the value structure C on X and u , facilitates the process of having an optimal model-free control structure as will be shown in the following development. Applying the Bellman's optimality principles to (11) yields
Then, the model-free optimal policy is given by
The resulting optimal control policy is model-free and in the meantime it is equivalent to the optimal (model-based) policy (9).
Remark 3. The analogy between the polices (9) and (12) on one side and the optimal value functionsS o (X , u o ) and C o (X , u o ) on another side, results in a novel solution framework structure that does not use any of wind turbine's dynamical parameters. This framework is used to propose the following policy iteration algorithm. 
where r is the iteration index. 3. Policy update:
4. On convergence of C r+1 (. . . ) − C r (. . . ) end.
Definition 1:
The control signal u is said to be admissible, if it stabilizes system (3).
Remark 4. The PI-Algorithm 1 defines an online model-free adaptive learning approach to control the DFIG wind turbine system. It uses the value function structure (11) and the model-free optimal policy (12) . This is equivalent to solving the Bellman optimality equation (10) using the optimal policy (9).
The policy iteration is an iterative two-step process that solves Bellman equation (10) using the optimal policies (12). The following development studies the convergence properties of performing Algorithm 1 in real-time.
Convergence Results
In the sequel, the convergence properties of Algorithm 1 are studied. It will be shown that, evaluating the value functions C r , ∀r according to (13) and updating the model-free optimal policies using (14) , results in a monotonically decreasing sequence of the value functions C r , ∀r which, in turn, converges to the optimal solution of (10).
Theorem (14) . If the initial policy u 0 is admissible, then 1. The generated policies u r+1 , ∀r are stabilizing and admissible. 2. Algorithm 1 generates a monotonically decreasing sequence of
where C * is the solution to the Bellman optimality equation (10) .
Proof: 1. Since U r (X , u ) > 0, then Bellman equation (13) yields
This implies that, the value functions C r , ∀r are Lyapunov candidates.
The value function C r given by (11) with the utility function U can be rearranged in the following form.
Thus u r+1 , ∀r, are stabilizing policies and hence admissible, if the initial policy u 0 is admissible. This is because, the respective value functions, due to these policies, are decreasing and bounded below by 0.
2. Using the policy u r+1 , ∀r in Bellman equation (13) yields
and
Then (16) and (17) result in the following inequality
Taking the infinite summation (over the time-index ) on the inequality (18) yields
Therefore,
The asymptotic stability properties of part (1) yield
. Therefore by induction, this inequality yields
This inequality reveals that, the Algorithm 1 generates a sequence of monotonically decreasing value functions C r , ∀r. The maximum bound for this sequence is C 0 and its lower bound is 0. Therefore, the decreasing sequence (19) is bounded below and converges to the optimal value function C * such that
The value function C * is the optimal solution for the Bellman optimality equation (10) .
The Policy Iteration Algorithm 1 is implemented in real-time using means of the adaptive critics and neural network structures as will be shown in the following section.
Adaptive Critics Implementation
In the sequel, the adaptive critics are used to implement the online policy iteration solution. The optimal policy (12) and the value function (11) are approximated using the actor-critic neural network structures. The critic neural structure approximates the value function (11), while the actor neural structure approximates the model-free optimal policy (12) . This scheme solves Bellman optimality equation (10) in real-time. In addition, only one layer of neural networks is used, while the weights are tuned using gradient descent techniques.
Adaptive Critics
The adaptive critics are adopted to implement Algorithm 1. Two neural network structures are used to approximate the value function C and the policy u as shown in Figure 2 . The actor-critic neural network structures are tuned in real-time using the data measured along the DFIG wind turbine's trajectory. The following development shows the training processes for the actor and critic neural networks. The actor structure approximates the optimal strategies or decisions that minimize certain cost function, while the critic structure approximates the optimal value function. This process requires an initial admissible policy as illustrated by Theorem 1. The adaptive critics' system design.
Online Actor-Critic Tuning
The following setup aims to develop the online training rules for the actor and critic neural network weights, which is equivalent to performing Algorithm 1 and solving the Bellman optimality equation (10) . The actor structure approximates the policy (14) such that where ω T a ∈ R n×m are the actor weights. The critic structure approximates the value function (11) such that
where ω T c ∈ R (n+m)×(n+m) are the critic weights,û is the approximation of the model-free policy, and
The desired control strategy is given by
The actor's approximation error is
Applying the gradient descent technique, yields the actor weights' update rule such that
where 0 < γa < 1 is the actor's learning rate. The value function approximation (21) is rearranged in a form suitable to perform the policy iteration Algorithm 1 such that
whereωc is a vector transformation of the symmetric square matrix ωc with (n + m) × (n + m + 1)/2 instances andZ is the respective combined state-control vector.
(24) The desired value function is given by
The critic's approximation error is
Applying the gradient descent technique, yields the critic weights' update rule such that
where 0 < γc < 1 is the critic's learning rate, F rv is a row vector of size (n + m) × (n + m + 1)/2, and F sm is a square matrix of size (n + m) × (n + m + 1)/2.
The following algorithm summarizes the online actor-critic tuning process to implement the solution for Algorithm 1. 
Simulation and Stability Results
Three simulated case studies are conducted to test the validity of the developed model-free control structure and highlight the advantages of its closed-loop characteristics. The controller does not require any prior knowledge of the wind-turbine's dynamics. Two wind turbine models are considered: single and double-cage induction generators, referred to as SCIG and DCIG, respectively, for short. The dynamical models of both turbines are given in (1) and (2), respectively. For simulation purpose, the state space equations were converted to the discrete-time domain, in the form (3). The turbine's parameters, which are used in the simulation, are provided in Table 1 . Table 2 . In the following simulated case studies, the system poles are illustrated graphically such that, open-loop poles are shown in blue 'o'; closed-loop poles as they evolve during the learning process are printed in green '*'; the final closed-loop poles after learning are marked by blue '+'; and the closed-loop poles as solved by the Riccati approach are illustrated by red '+'. The latter is only relevant in one of the simulation cases, as shall be later explained. The actor-critic neural network parameters for both turbines were set to the identity matrix for Q and R, and γa = γc = 0.01.
First case study: nominal model
Although the intelligent control algorithm does not assume any knowledge of the turbine dynamics, equations (1) and (2) were Figures 3, 4 , and 5. The weights of the actor and critic neural networks in Figure 5 are not shown for the whole simulation time. This is because, after some learning time, their variations become no longer significant to be visually noticeable.
Second case study: Gaussian modeling noise
In this case study, the intelligent control scheme is tested against a radically changing uncertainty in the plant dynamics. To simulate such an unstructured uncertainty, an unknown time-dependent Gaussian noise is injected into the turbine dynamics (1) and (2) to make it in the form of
where ∆A k and ∆B k are the added noise in the system and input matrices at time instance k. For each matrix, the noise is sampled from a normal distribution N (0, 1), which brings up the uncertainty to ±50% of the matrix nominal value. The term u R is the state feedback control law obtained by solving the Riccati equation applied to the nominal matrices A and B and the weight matrices Q and R. The remaining control signal u is generated by the intelligent control approach to introduce more robustness in the face of the aggressively varying plant dynamics. The simulation results of this experiment are reported in Figures 6, 7 , and 8.
Third case study: challenging coexisting situations
The performance of the controller is further validated by monitoring the wind turbine operation under ultimately challenging and combined situations, such as severe wind changes with load excursions (on and off loads) and abrupt variations in the load levels. These events are simulated by introducing time varying disturbances in the respective currents (states) and voltages (control signals) for the single and double cage induction generators. The disturbance levels are set up to 0.5 per unit for each current variable and 0.2 per unit for each voltage control signal. The performance results are revealed in Figures 9, 10 , and 11.
Discussion
The proposed controller was able to stabilize the closed-loop system in all three cases, as reported in Table 2 . The stabilization process took longer with the DCIG than with its single-cage counter part. This is expected since the former has more complex dynamics. As a result, the actor-critic neural networks have more weights to adapt for learning the DCIG than the SCIG model. This also explains why the controller required more time to compensate for the time-varying modeling uncertainties in the last two case studies.
The controller's most challenging case was to regulate the DCIG with the Gaussian modeling uncertainty. This is clear from the largest search space it had to exploit for the closed-loop poles, as shown by the area scattered in green in Figure 7 (b). In this scenario, the search expanded towards the unstable region (outside the unit circle) before converging to the asymptotic stability region. It is interesting to notice that the dominant closed-loop poles in this case study with the SCIG are not only faster than those obtained for the nominal case but also faster than those obtained by the classical Riccati control approach. This is clearly demonstrated in Figure 7(a) .
In spite of the challenging random abrupt situations imposed on the operation of the wind turbines in the third case study, the modelfree controller was able to learn the system's dynamical behavior and shift the closed-loop poles towards the region of asymptotic stability. After a relatively fluctuating transient phase, an equilibrium point was eventually reached. This extreme scenario posed a real challenge to the controller. Not only can this be seen by the relatively longer convergence time but also by observing the dominant closed-loop poles which are barely inside the unit circle and so led to a relatively slower convergence rate.
Remark 5. The grid faults cause variations in the coupled statorrotor dynamics of the DFIG-based wind turbine. This is when the crowbar system activates the protection mechanism. The simplified models of the crowbar systems are satisfactory representatives of the real systems when the resistance values are small (i.e. when the dc clamp effect does not occur) [28] . However, with high resistance values, the Low Voltage Ride-Through (LVRT) operation is severely degraded and these models are no longer effective. Thus, the modeling part plays a crucial role in the design and performance of the protection mechanism. The developed intelligent controller overcomes two related concerns. First, it is able to intelligently incorporate the uncertainties in the dynamics of the DFIG-based wind turbine which involve the grid faults. Second, it is able to reject disturbances in the rotor voltages. The proposed controller provides a natural support during these situations, since the variations in the dynamical terms, due to the grid faults (i.e. ∆A k ), are implicitly embedded in the coupled rotor-stator dynamics [28] . This is clearly demonstrated in the second simulation scenario, which showed the controller's capability to deal with large deviations in the stator-rotor coupled dynamics. It is also illustrated in the third scenario, which revealed how the controller could support the protection system when the rotor voltages are disturbed (i.e. ∆u k ).
Conclusion
The paper introduces a new mathematical setup and its computational mechanism to define a real-time model-free optimal controller for the DFIG-based wind turbines. The online intelligent controller employs a novel Reinforcement Learning approach based on a policy iteration process without the need for any prior knowledge of the DFIG-based wind turbine dynamics. The online control algorithm is implemented using single-layer multi-perceptron actor-critic neural networks with gradient descent tuning laws. This flexible control mechanism provides a high degree of robustness for several types of stochastic nonlinear plants, such as wind renewable energy schemes with unpredictable wind conditions, machine dynamics, induction generator interactions with electrical grid interfaces, and static-multi rotor induction generator saturation and parametric variations. The controller's online closed-loop characteristics revealed its ability to asymptotically stabilize the wind turbine under ultimately disturbing scenarios. Moreover, it outperformed the classical Riccati control solution in terms of closed-loop stability and robustness against uncertainties, despite the latter's dependence on a perfectly known dynamical model. The proposed framework can be extended to optimize a mix of coordinated/scheduled energy management of smartgrid/hybrid smartgrids with storage units including Photovoltaic, Wind, Fuel Cell, Li Ion, tidal/wave, and micro gas backup turbines. 
