Abstract. Let M N ×n be the space of real N × n matrices. We construct non-negative quasiconvex functions F : M N ×n → R + of quadratic growth whose zero sets are the graphs Γ f of certain Lipschitz mappings f : K ⊂ E → E ⊥ , where E ⊂ M N ×n is a linear subspace without rank-one matrices, K a compact subset of E with E ⊥ its orthogonal complement. We show that the gradients DF : M N ×n → M N ×n are strictly quasimonotone mappings and satisfy certain growth and coercivity conditions so that the variational integrals u → R Ω F (Du(x))dx satisfy the Palais-Smale compactness condition in W 1,2 . If K is a smooth compact manifold of E without boundary and the Lipschtiz mapping f is of class C 2 , then the closed -neighbourhoods (Γ f ) for small > 0 are quasiconvex sets. 
It was shown in [Z7] that it is possible for a variational integral in the vectorial calculus of variations [D] in the form
to satisfies the Palais-Smale (PS) condition. It was also established in [Z7] that the corresponding natural boundary value problem of the Euler-Lagrange equations for (1) to possess mountain pass solutions when f ∈ L 2 is small with Ω f dx = 0. The model energy density F : M N ×n → R + constructed in [Z7] has the double well structure that F (X) ≥ 0 for X ∈ M N ×n and F −1 (0) = {−A, A} with rank(A) > 1. Clearly F (·) is geometrically non-convex while compactness properties such as the PS condition are still satisfied. Similar results were also obtained in [Z8] for a double well energy arising in material microstructure models based on geometrically linear elasticity [BJ1, BJ2, BFJK, K] .
Let M N ×n be the linear space of N × n matrices equipped with the usual Euclidean inner product of R N n , that is, A · B = tr(A T B), where tr is the trace of a square matrix. The norm of A ∈ M N ×n is denoted by |A| := (A · A) 1/2 . Let E ⊂ M N ×n be any linear subspace without rank-one matrices with E ⊥ its orthogonal complement in M N ×n . The energy densities considered in [Z4,Z5,Z7,Z9] can be described as follows.
Let K ⊂ E be a closed set and let λ E > 0 be the ellipticity constant which is the largest positive number so that q λ (X) = |P E ⊥ (X)| 2 − λ|P E (X)| 2 is rank-one convex (see (7) and (8) below for precise definitions). Now consider the squared distance function dist 2 (X, K) to K and the 'translation bound' of dist 2 (X, K) defined by
It can be proved that F λ ∈ C 1,1 (M N ×n ) [BKK] , F λ (X) ≥ 0 and F −1 λ (0) = K. The PS condition for (1) can be verified for 0 < λ < min{2, λ E } under some further restrictions on K.
In the present paper, we construct energy densities which are more general than (2) and study their analytic and geometric properties.
Suppose that K ⊂ E is closed and f : K ⊂ E → E ⊥ is a Lipschitz mapping. Under certain conditions on the Lipschitz constant α of f related to the ellipticity constant λ E defined later in (8), we show that there is a non-negative quasiconvex function F :
in the sense that for some α 0 > 0,
for every X ∈ M N ×n , every open set Ω ⊂ R n and every φ ∈ W 1,2 0 (Ω, R N ).
When K ⊂ E is compact, we establish the growth and coercivity properties for F and DF :
for all X ∈ M N ×n and for various positive constants.
Under further assumptions that K is either a smooth compact manifold or a subspace of E and |D 2 f (X)| ≤ C, we show that for small > 0, the closed -neighbourhood
of Γ f is a quasiconvex set. In fact, we show that
Note that we may view (2) as the special case when f ≡ 0. An important example of smooth manifold such that (5) holds is the multiwell set in the variational approach to material microstructure [BJ1, BJ2, BFJK, BD] :
2×2 which is a union of finitely many copies of the rotation group SO(2) with A i ∈ M 2×2 positive definite. When K m does not have rank-one connections, that is, when rank(A − B) = 1 for A, B ∈ K m , it is known that K m does not support any non-trivial gradient Young measures [BFJK, Sv3] hence the quasiconvex hull of K m is itself.
It is also known that K m is a smooth Lipschitz graph of some f :
where E ∂ and E∂ are the subspaces of conformal and anti-conformal matrices in M 2×2 respectively.
Non-negative quasiconvex functions with at least fourth-order growth were constructed in M
2×2
(see [BD] ) which vanishes on the quasiconvex hull Q(K m ) without the assumption that K m does not have rank-one connections. However, it is not known whether such functions possess any extra analytic properties such as the quasimonotonicity of the gradient mapping. We will examine K m later under the assumption that K m does not have rank-one connections.
Quasiconvexity is the key concept in the vectorial calculus of variations [Mo,B,D] concerning the weak lower semicontinuity of variational integrals [AF] . There is a class of algebraically defined quasiconvex functions called polyconvex functions [B] and we know the existence of many non-negative quasiconvex functions with prescribed zero sets [Z2, Z4, Z9, Y, Mu] , there are very few explicit examples of such functions besides the case when the zero sets are contained in a linear subspace of N × n matrices without rank-one matrices given by (2) [Z4,Z6,Z9] .
for every open G ⊂ R n and every φ ∈ C 1 0 (G, R N ). The function is call quasiconvex in M N ×n or simply quasiconvex if (6) holds for every X ∈ M N ×n .
For a given continuous function f : M N ×n → R bounded below, one may define the quasiconvex envelope Q(f ) of f (see [D] ) which is the largest quasiconvex function 'below' f . The calculation of quasiconvex envelope for a given function is a way to construct new quasiconvex functions.
However, the method is very difficult to apply in general.
The translation method is a simple but very useful tool for deriving quasiconvex lower bounds for a given function F :
n is a quasiconvex function, the the translation bound F with respect to g is defined by
, where
is quasiconvex and
The translation method described above was first introduced by Murat and Tartar [MT] in the application of compensated compactness [T1] to derive optimal bounds of the effective moduli for composite materials [T2, LC, Mi] . It is also used [Mi,K,F] in the study of material microstructure [BJ1, BJ2] and related quasiconvex functions and quasiconvex envelopes. When the method is applied to derive quasiconvex lower bounds for the squared distance function to a compact set K contained in a linear subspace E ⊂ R n without rank-one matrices [Z5,Z7,Z9] , one can find sufficient algebraic conditions for the translation bounds to be the quasiconvex envelope. However in general, for a given function F , how to find the 'right' quasiconvex function g so that the translation bound
Consider the rank-one convex quadratic form (8) below with 0 < λ ≤ λ E . We define the following 'translation bound' of dist 2 (X, Γ f ) with respect to σq λ (X) with σ = 1/[2(1 + α 2 )]:
Clearly F λ (·) is quasiconvex due to the fact that both convex functions and rank-one convex quadratic forms are quasiconvex [B,D] .
Given a closed set K ⊂ M N ×n , we may define its quasiconvex hull Q(K) ( see [Sv2, Mu] for precise
These notions have found their applications in the study of variational models for material microstructure. For a compact set K ⊂ M N ×n , the quasiconvex hull Q(K) is, intuitively, the smallest compact set containing K such that for any sequence u j converging weakly to u in W 1,2 and dist(Du j , K) → 0 strongly in L 2 , the weak limit satisfies Du(x) ∈ Q(K) almost everywhere.
There are some explicit examples of quasiconvex functions [B,D] and quasiconvex envelopes [KS, K, F, Z7, Z9] and quasiconvex hulls [Sv2, Z2, Z9, BD] . However, most of the nontrivial quasiconvex envelopes and quasiconvex hulls are not known explicitly.
There is a large class of geometrically defined, lower dimensional quasiconvex sets [Z3,Z4,Y] namely, graphs Γ f of mappings f : K ⊂ E → E ⊥ with 'small' Lipschiz constants from a closed subset of a subspace E without rank-one matrices to its orthogonal compliment E ⊥ . In the twodimensional case, let E ∂ and E∂ be the subspaces of conformal and anitconform matrices, it is known [Z3] that any connected subset K of M 2×2 is a graph of a Lipschitz mapping f from either
Tartar's conjecture by showing that if lim j→∞ Ω dist 2 (Du j , K)dx → 0, for any bound sequence
situations, connected subsets may not be a graph anymore. However, if one replace E ∂ and E∂ by any subspace E without rank-one matrices, the Lipschitz graphs still provide interesting nontrivial examples quasiconvex sets and can be used to construct non-negative quasiconvex functions vanishing only on K.
A function f : M N ×n → R is called rank-one convex [Mo,B,D] if for any X ∈ M N ×n and any rank-one matrix Y ∈ M N ×n , the function t → f (X + tY ) is a convex function. In general, quasiconvex functions are rank-one convex [Mo,B] while rank-one convex functions are not necessarily quasiconvex [Sv1] . However, if f is a rank-one convex quadratic form, then f is quasiconvex [B,D] .
We write a rank-one matrix as a ⊗ b ∈ M N ×n with a ∈ R N and b ∈ R n . Let E ⊂ M N ×n be a linear subspace without rank-one matrices. Let P E and P E ⊥ be the orthogonal projections to E and E ⊥ respectively. Let
Since E does not contain any rank-one matrices, we have 0
it is easy to see that λ E is the largest positive number such that
is rank-one convex hence quasiconvex. It is well-known and easy to prove by using Plancherel's identity [G] that for any φ ∈ W 1,2
When 0 < λ < λ E , it is easy to prove that
The following are the main results of this paper.
Theorem 1. Suppose E ⊂ M N ×n is a linear subspace without rank-one matrices and K ⊂ E is a closed set. Let f : K → E ⊥ be a Lipschitz mapping with Lipschitz constant α < √ λ E /2. Then for any λ satisfying α < √ λ/2 ≤ √ λ E 2 the quasiconvex function
is non-negative and vanishes exactly on Γ f , where q λ (·) is the rank-one convex quadratic form defined by (8) and σ = 1/[2(1 + α 2 )].
Theorem 2. For λ satisfying α < √ λ/2 ≤ √ λ E /2, the quasiconvex function F λ (X) given by Theorem 1 satisfies
Consequently,
(ii) The gradient mapping DF λ : M N ×n → M N ×n is strictly quasimonotone if λ < λ E .
Theorem 3. Suppose K ⊂ E in Theorem 1 is compact, and the Lipschitz constant α of f satisfies
where c 0 , C 1 and C are positive constants;
(ii) the gradient mapping DF λ (·) satisfies the coercivity conditions
Theorem 4. Suppose E ⊂ M N ×n is a linear subspace without rank-one matrices and K ⊂ E is either a linear subspace of E or K is a C 2 compact manifold without boundary and
is a C 2 Lipschitz mapping with Lipschitz constant α < √ λ E /2 and |D 2 f (Y )| ≤ C for some
Lemma 1. Suppose K ⊂ E ⊂ M N ×n is closed and f : K → E ⊥ is an α-Lipschitz mapping with α > 0 and graph Γ f . Letf : E → E ⊥ is any Lipschitz extension of f to E with the same Lipschitz
Note that Lemma 1 gives a simple lower bound of the squared-distance function to a Lipschitz graph that helps us to avoid some difficult estimates. For the case N = n = 2, see [Z3] . 6
Proof of Lemma 1. Given any X ∈ M N ×n , there is some
On the other hand,
The conclusion then follows.
Proof of Theorem 1. Let α ≥ 0 be the Lipschitz constant of f . Fix X ∈ M N ×n and assume that
By Carathéodory's theorem [R] , if we let ν be any probability measure supported in at most N n+1
where the inf is taken over all ν's with the above property. On the other hand, for any fixed ν,
where
Obviously, I 1 ≥ 0. Note that σ = 1/[2(1 + α 2 )]. The matrix of the quadratic form in I 2 is
We only need to verify that A is positive definite, which is equivalent to
Let λ min > 0 be the smallest eigenvalue of A, we see that I 2 ≥ λ min |Y | 2 dν(Y ) ≥ 0, and I 2 = 0 if and only if Y = 0. Thus ν is supported at 0. We conclude that ν = δ 0 , hence dist 2 (X, Γ f ) = 0 and X ∈ Γ f . The proof is complete.
The proof of Theorem 2(i) follows from [BKK, Th.5 .5] if we replace quasiconvex envelope by convex envelope in the statement. The function
requirements of [BKK, Th.5.5] as it is of quadratic growth and satisfies the upper-differentiability condition, that is, for each fixed X there is some U (X) ∈ M N ×n such that
Inequality (12) follows from (11) by taking Y = 0 in (11) as [BKK, Th.5.5] 
To prove Theorem 2(ii) we observe that
is the sum of a C 1,1 convex function G λ (X) and a rank-one convex quadratic form σq λ (X).
By (9) we have
Since H 2 (·) is already a convex function, we only need to calculate the convex envelope
to obtain a lower bound of
Now we consider for A ∈ E ⊥ ,
It is easy to show that
where we may choose any 0 < < 1. The lower bound in Theorem 3(i) is established. Let Y 0 ∈ K be any fixed point, then
The upper bound in Theorem 3(i) is also obtained.
Now we have
.
Since we require that λ < min{2, λ E } and σ = 1/[2(1+α 2 )] ≤ 1/2, we may choose > 0 sufficiently small such that 1 − 2 − σλ > 0. The proof of Theorem 3(ii) is finished.
Next we prove Theorem 4. We need to show that
for X sufficiently close to Γ f . We need the following result from [AM,Th.1.2] and [MM] for the proof of Theorem 4.
Lemma 2. Suppose that M ⊂ R n is a C 2 -smooth compact manifold without boundary. Let
Then (i) There is a constant σ M > 0 such that η is C 2 -smooth in the region
(ii) Given any x ∈ Ω σ M , there is a unique y ∈ M denoted by P M (x) such that
(iii) Moreover, for any x ∈ M the Hassian matrix D 2 η(x) is the matrix of the orthogonal
It is also easy to see that |Dη(
Proof of Theorem 4. We fix X 0 close enough to Γ f and prove our claim in two steps. In the first step, we show that for X close to Γ f , the Hassian
definite. Thus in a small ball centred at X 0 , dist 2 (X, Γ f ) − σq λ (X) is locally convex. In the second step, we prove that for X out side the ball,
Consequently, we have
Proof of Step 1. When we apply Lemma 2 to Γ f for the the case that K = E 0 ⊂ E is a linear subspace, the graph Γ f is not compact. However, since |D 2 f (X)| ≤ C for X ∈ E 0 , we may still
Now in both cases, since D 2 (dist 2 (X, Γ f ) is continuous in Ω σ 0 . Thus for 0 > 0 to be determined, there is some 0 < δ 0 < σ 0 , such that
Given an m × m symmetric matrix A, let Ay · y := y T Ay be the quadratic form defined by A. By
To simplify our notation, we let m = N n = dim(M N ×n ), k = dim(K), s = dim(E) and r = s − k.
Without loss of generality we may assume that {e 1 , . . . , e k } is an orthonormal basis of E 0 and let E 1 be the orthogonal complement of E 0 in E with orthonormal basis {e k+1 , . . . , e r }. Let P E 0 and P E 1 be the orthogonal projections to E 0 and E 1 respectively. Clearly,
The matrices of P E , P E 0 , P E 1 and P E ⊥ are respectively given by
Now we view Y ∈ M N ×n as a vector in R N n . The tangent space of Γ f has basis
The m × k and m × (m − k) matrices of the basis vectors (as column vectors) of the tangent space
The matrix of the orthogonal projection P N Y 0 (Γ f ) to the normal space is then given by
Note that
The largest eignvalue of W T W is bounded above by 1 + |Df (Y 0 )| 2 ≤ 1 + α 2 , hence the smallest eigenvalue of (W T W ) −1 is bounded below by 1/(1 + α 2 ). Thus
Note that here we view Y as a vector in R m , we then have
Here we have used the fact that Df (Y 0 )| ≤ α. Since σ = 1/(2(1 + α 2 )), we have that
Given that α < √ λ/2, the smallest eigenvalue of the above 3 × 3 symmetric matrix is λ min = [(1 + λ) + (1 − λ) 2 + 8α 2 ]/2 > 0.
Thus if we choose 1 < λ min /2, we see that
whenever X ∈Ω δ 0 . The proof of Step 1 is complete.
Proof of
Step 2 Suppose dist(X 0 , Γ f ) ≤ δ and |X − X 0 | ≥ for some 0 < δ < δ 0 and > 0 to be determined, where δ 0 > 0 is the number obtained in Step 1. Firstly, we may apply Rademacher's theorem [WW] to extend f : K ⊂ E → E ⊥ to a Lipschitz mapping f E : E → E ⊥ with the same Lipschitz constant α > 0. We have, by Lemma 1 and Lemma 2 that
The smallest eigenvalue of the above 2 × 2 matrix is the same as λ min we obtained earlier. Thus
if, for example |X − X 0 | ≥ := 1 + 16(1 + α 2 ) λ min δ.
The proof of
Step 2 is finished.
The Proof of Theorem 4 follows if we take δ > 0 such that 2 + 16(1 + α 2 )
