The realized GARCH framework is extended to incorporate the realized range, and the intra-day range, as potentially more efficient series of information than realized variance or daily returns, for the purpose of volatility and tail risk forecasting in a financial time series. A Bayesian adaptive Markov chain Monte Carlo method is employed for estimation and forecasting. Compared to a range of well known parametric GARCH models, predictive log-likelihood results across six market index return series favor the realized GARCH models incorporating the realized range. Further, these same models also compare favourably for tail risk forecasting, both during and after the global financial crisis. 
INTRODUCTION
latent volatility. This measurement equation, when using RV or RK as X, was shown by Hansen et al. (2011) and Watanabe (2012) to lead to increases in the predictive likelihood, over standard GARCH and GARCH-X models; these models also allow a type of volatility asymmetry. The realized GARCH (RG) model is related to the multiplicative error model (Engle and Gallo, 2006 ) and the HEAVY model (Shephard and Sheppard, 2010) . Watanabe (2012) extended the RG model by employing Student-t errors in the return equation, whilst Contino and Gerlach (2014) employed skewed-t errors in the observation, and Student-t errors in the measurement, equation, both further demonstrating that the RG framework allows more efficient volatility estimation and forecasts via employing RV and RK in the measurement equation. Parkinson (1980) proposed the intra-day range as a measure of volatility and showed that this estimator was five times more efficient than squared returns for volatility estimation, in a certain setting. Martens and van Dijk (2007) and Christensen and Podolskij (2007) proposed a measure called the realized range (RR), which employs the sum of high frequency intra-period squared ranges. Their simulations showed that the realized range compared favourably to the RV in volatility estimation, across various micro-structure noise settings. Martens and van Dijk (2007) also discussed some bias-correction approaches for RR, thereby proposing the scaled RR, though we do not consider that in this paper. The RR seems to be barely considered in the literature since Martens and van Dijk (2007) . We aim to fill that gap in this paper.
In this paper, the RR, and the Ra, will be incorporated into the Realized GARCH framework, creating the Realized Range GARCH (RR-RGARCH) and Range-GARCH (Ra-RGARCH) models; where both Gaussian and Student-t errors will be considered for the observation equation. Further, the MCMC estimation methods in Contino and Gerlach (2014) will be extended to cover these models and compared to the usual maximum likeihood (ML) estimator. Accuracy in terms of predictive likelihood and tail risk forecasting will be assessed across a range of competing models, for six international market index return series.
The paper is structured as follows. Section 2 briefly reviews modern volatility estimators, including Ra, RV, RK and RR. The specifications for the Ra-GARCH and RR-GARCH are briefly presented in Section 3. Section 4 discusses parameter estimation via Bayesian MCMC. Section 5 reviewstail risk measures such as Value at Risk (VaR) and expected shortfall (ES). Section 6 presents some simulation results comparing Bayesian and maximum likelihood estimation for realized GARCH models. Section 7 describes the data and presents the results of the empirical study. Section 8 concludes, and discusses possible future work.
REALIZED MEASURES
This section gives a brief introduction to various volatility estimators included in the models employed in this paper. First, for day t denote the intra-day high, low and closing prices as H t , L t and C t . The daily log return is then: r t = log(C t ) − log(C t−1 )
Assuming the mean return is zero, as standard, a constant daily return variance can be estimated by:
Based on the distribution of range derived by Feller(1951) , Parkinson (1980) proposed the high-low intra-day range (squared), with scaling factor 4log(2) as an approximately unbiased variance estimator:
Through theoretical derivation and a simulation study, Parkinson showed that this is a more efficient estimator than the traditional squared return. Garman-Klass (1980), Rogers and Satchell (1991) and Yang and Zhang (2000) derived other range based estimators; a full study and comparison on the properties of different volatility estimators is presented in Molnár (2012) .
Extending into the high frequency intra-day framework, each day t can be divided into N equally sized intervals of length , each intra-day time subscripted as i = 0, 1, 2, ..., N .
The log closing price at the i-th interval of day t is denoted P t−1+i . Then, the high and low prices during this time interval are H t,i = sup (i−1) <j<i P t−1+j and L t,i = inf (i−1) <j<i P t−1+j respectively. Realized variance (RV) has proven an efficient volatility estimator and gained popularity in recent years. RV is simply the sum of the N intra-day squared returns, at frequency , for day t, i.e.:
Proposed by Barndorff-Nielsen and Shephard (2002) , the realized kernel is a more robust volatility estimator compared to realized variance, especially when the returns are contaminated with micro-structure noise.
The Realized Range (RR), proposed by Martens and van Dijk (2007) and Christensen and Podolskij (2007) , has the following specification, which simply replaces the intra-day squared returns with intra-day squared ranges, and scales:
Theoretically, the RR may contain more information about volatility, in the same way as the intra-day range contains more information than squared returns: it uses all the price movements in a time period to form the high and low price, not just the price at each end of each time period. Results in Martijns and van Dijk (2007) lend support to this hypothesis.
Of course, both RV and RR are subject to micro-structure noise bias and inefficiency, more so than daily returns or daily ranges. As such, realized measures have been criticized for this. This issue has been studied extensively, see Rogers and Satchell (1991) , BarndorffNielsen et al. (2004) and Christensen and Podolskij (2007) for discussion.
REALIZED RANGE GARCH
This section reviews the literature on realized GARCH and proposes the realized range RG model.
Model Description
The realized GARCH model of Hansen et al. (2011) can be written as:
h t = ω + βh t−1 + γx t−1 ,
where r t = [log(C t )−log(C t−1 )]×100 is the percentage log-return for day t, z t Watanabe (2012) allowed D 1 (0, 1) to be a standardised Student-t; Contino and Gerlach (2014) allowed it to be the skewed-t of Hansen (1994) and also allowed D 2 (0, 1) to be a standardised Student-t. We propose two RG specifications via the choice of: (i) x t = RR t , called the realized range GARCH (RR-RG); and (ii) x t = Ra 
Stationarity and Positivity
Stationarity is an important issue in time series modelling in general. In this context it is important to understand the conditions or parameter restrictions required so that the long-run unconditional variance exists and is positive, as well as sufficient conditions ensuring each h t is also positive.
Substituting the measurement equation into the volatility equation in 3 leads to:
where
, so that E(a t ) = 0. Taking expectations of both sides of (4), the long-run variance is (ω + γξ)/[1 − (β + γϕ)]. To ensure this is finite and positive, the required conditions for the general realized GARCH model are:
0 < β + γϕ < 1
Further, to ensure positivity of each h t , it is sufficient that ω, β, γ are all positive. This set of conditions are subsequently enforced during estimation of all realized GARCH models in this paper.
BAYESIAN and LIKELIHOOD ESTIMATION
The model specification for the general realized range GARCH (RR-RG) is in (3).
Likelihood
Following Hansen et al. (2011) , where D 1 = D 2 ≡ N (0, 1), the log-likelihood function for model (3) is:
; the parameter vector to be estimated is θ = (ω, β, γ, ξ, ϕ, τ 1 , τ 2 , σ ε ) , under the constraints in (5) and positivity on (ω, β, γ). Under the choice D 1 ∼ t * (0, 1, ν); D 2 ≡ N (0, 1), as in Watanabe (2012) and Contino and Gerlach (2014) , the log-likelihood function for model (3) is now:
, which is a Student-t distribution with ν degrees of freedom, scaled to have variance 1; and
). The parameter vector to be estimated is now θ = (ω, β, γ, ν, ξ, ϕ, τ 1 , τ 2 , σ ε ) , under the constraints in (5) and positivity on (ω, β, γ); further we restrict ν > 4 to ensure the first four moments of the error distribution are finite.
Subsequently, this model is denoted RG-tG.
Bayesian estimation
The likelihoods in (6) and (7) involve 8 and 9 unknown parameters respectively; most of which are part of equations involving latent, unobserved variables. The performance and finite sample properties of ML estimates of these likelihoods are not yet well studied. As such, we also consider powerful numerical and computational algorithms in a Bayesian framework, under weak or uninformative priors, as a competing estimator for these models.
Priors
The prior is chosen to be close to uninformative over the possible stationarity and positivity region for the model parameters θ, with two exceptions. We add a Jeffreys prior for the scale parameter in the measurement equation, σ, and also a Jeffreys-type prior for the intercept parameter in this equation, ξ i.e.:
for the RV-GG model, and
for the RG-tG model. This is a mostly flat prior on the parameters in θ, restricted by the indicator function being non-zero only over the region A (or A 2 ), where A is the region defined by (5) plus positivity for ω, β, γ and A 2 is A intersected with ν > 4. For the degrees of freedom parameter ν, the prior is equivalent to a uniform prior ν −1 ∼ Unif(0, 0.25), as used by Chen, Gerlach and So (2006) , among others.
Adaptive MCMC
An adaptive MCMC method, adapted from that in Contino and Gerlach (2014) , is employed, extended from work originally in Chen and So (2006) . For the burn-in period, a
Metropolis algorithm employing a Gaussian proposal distribution, with a random walk mean vector, is utilised for each block of parameters. The var-cov matrix of each block is initially set to During the MCMC sampling period, a mixture of three Gaussians proposal distribution is employed in an "independent" Metropolis-Hastings algorithm. The mean vector for each block is the sample mean of the last 50% of the burn-in iterates for that block;
i.e. it is the same for each of the three mixture elements. The proposal var-cov matrix in each element is C i Σ, where C 1 = 1; C 2 = 10; C 3 = 100 and Σ is the sample covariance matrix of the last 50% of the burn-in iterates for that block.
As an example, for the RG-GG model, two blocks were employed: θ 1 = (ω, β, γ, ϕ) and θ 2 = (ξ, τ 1 , τ 2 , σ) via the motivation that parameters within the same equation are likely to be more correlated in the posterior (likelihood) than those in separate equations, with the exception that the stationarity condition may cause correlation between iterates of β, γ, ϕ, thus they are kept together. For the RG-tG model a third block containing only ν −1 was added, with θ 1 , θ 2 remaining unchanged. 
TAIL RISK FORECAST ASSESSMENT
where Q α is the quantile of Y . Value at Risk is here defined as the alpha-level quantile of Y , Q α , itself. Here we consider only α < 0.5 and thus restrict this work to left-tail or negative risk on long positions, as is standard in the literature.
While various common tests can be applied to directly assess VaR quantile forecasts:
e.g. the unconditional coverage (UC) and conditional coverage (CC) tests of Kupiec (1995) and Christoffersen (1998) respectively, as well as the dynamic quantile (DQ) test of Engle and Manganelli (2004) and the VQR test of Gaglione et al. (2011), proper or optimal assessment of a set of ES forecasts is still an issue under investigation. The most common method applied to assess ES forecasts is based on the fact that it is a conditional expectation beyond a VaR quantile; an aspect which can be tested directly or indirectly.
The direct test examines the residuals, observations minus forecast ES level, for data that are violations, i.e. more extreme than the corresponding VaR predictions, and tests whether these residuals have mean 0. Since the ES predictions are usually not independent over time, the residuals are often scaled by predicted volatility, e.g. see McNeil and Frey (2000) , or by the predicted VaR levels, as in Taylor (2008) .
Following Kerkhof and Melenberg (2004) , Chen, Gerlach and Lu (2012) illustrate how to treat ES forecasts as quantile forecasts in parametric models, where the quantile level that ES falls at can be deduced exactly. Gerlach and Chen (2014) further illustrate that across a range of non-Gaussian distributions, when applied to real daily financial return data, the quantile where the 1% ES is estimated to fall was ≈ 0.35%. Their approaches are followed to assess and test ES forecasts here, treating them as quantile forecasts at appropriate quantile levels, as discussed in Gerlach and Chen (2014) , and applying the UC, CC, DQ and VQR tests.
SIMULATION STUDY
A simulation study is now presented to illustrate the comparative performance of the MCMC and ML estimators, in terms of parameter estimation, quantile and expected shortfall forecasting, accuracy. The aim is to illustrate the bias and precision properties for these two methods, highlighting the comparative performance of the MCMC estimator.
The results presented focus on the RG-GG and RG-tG model specifications.
Samples of size n = 1500 and n = 3000 are simulated from two specific models, specified as:
In each model r t is analogous to a daily log-return and x t is analogous to the daily realized measure. The persistence level (β + γϕ) is deliberately chosen very close to 1 in each case; with true values chosen close to those estimated from real data. Here, t * represents the Student-t distribution, standardised to have variance 1. For each model the A total of 5000 replicated datasets are simulated from model 1 and from model 2, for each sample size n = 1500, 3000. The RG-GG model is fit to each dataset from Model 1, once using the MCMC method and once using the ML estimator, the latter employing the 'fmincon' constrained optimisation routine in Matlab software. The MCMC sampler is run for N = 15000, with a burn-in of M = 10000, iterations, which takes 1-2 seconds on a standard PC (depending on n); in each case all iterations after burn-in are used to calculate the posterior mean estimate. For both estimation methods, all initial parameter values were arbitrarily set equal to 0.25. MCMC convergence was checked extensively by running the sampler from different starting points and visually observing convergence to the same posterior well inside the burn-in period, for multiple simulated (and real) datasets from each model; such convergence almost always occurs within one thousand iterations.
Estimation results are summarised in Tables 1-2 . Boxes indicate the optimal measure comparing MCMC and ML for both bias (Mean) and precision (RMSE). For n = 1500, the results are fairly mixed across the methods. Both methods generate close to unbiased
and quite reasonably precise parameter estimates and quantile forecasts. The bias results slightly favour the ML method, with 6 out of 8 parameter estimates and both quantile
forecasts averaging closer to their true value; whilst the precision is slightly lower for the MCMC method in 6 out of 8 parameter estimates, but slightly higher for the quantile forecasts.
For n = 3000, the results are more in favour of the MCMC method overall. Again both methods generate close to unbiased and quite reasonably precise parameter estimates and quantile forecasts. The bias results are mixed, with 4 out of 8 parameter estimates favouring each method, though both quantile forecasts favour the ML; whilst the precision is slightly lower for the MCMC method for 8 parameters and also for the quantile forecasts.
The typical increase in precision in the MCMC estimator is small in most cases, but is notably larger for the parameters ω, ξ, σ. The latter two of these, which also have smaller bias than the MLE, have Jeffreys-type priors, that shrink estimates towards 0; clearly these priors have had an effect in this case at both sample sizes. The increased RMSE for the ML estimator of ω is partly due to a few datasets inducing large MLEs for that parameter, whilst the MCMC estimator was not at all large in those cases, and further that often the MLE was very, very close to the boundary at ω = 0 (i.e. > 20% of the MLEs were < 0.000001) whilst the corresponding MCMC estimates were never similarly and quite reasonably precise parameter estimates and quantile forecasts, except the ML method for ν. This is because about 0.5% of MLEs for ν were above 30, and some of those were in the tens or hundreds of thousands; the highest MCMC estimate for ν was 75. The bias results are evenly spread between methods, though the ML quantile and ES forecasts average closer to their true value; whilst the precision is slightly lower for the MCMC method in almost all cases.
For n = 3000, the results are almost all in favour of the MCMC method. Again both methods generate close to unbiased and quite reasonably precise parameter estimates and quantile forecasts, except for the MLEs for ν. The bias and precision results almost all favour the MCMC estimator.
The increase in precision in the MCMC estimator is small in most cases, but larger for the parameters ν, ξ. All of these have shrinkage priors; clearly these have had a positive effect in this case at both sample sizes. Similar increases in precision for Bayesian estimates over frequentist optimisation were found in Gerlach and Chen (2014) calculations, the 1st and last 5-minute returns and ranges are removed for each day, as is common practice. Further, a small number of apparent extreme outlying 5-minute returns (e.g. representing price differences of more than 1 USD), likely data errors, were also deleted, as standard.
Out-of-sample Forecasting: Predictive Log-likelihood
Approximately 1500-1600 one-step-ahead volatility, VaR and ES forecasts are generated separately for the RG-GG and RG-tG specifications using 5 minute RV, 5 minute RR, To assess and compare volatility forecasting accuracy between models we consider the predictive likelihood, as in Hansen et al. (2011) . Based on the sample period data, r 1 , . . . , r n , the ML method estimates the model parametersθ, which are plugged in to form forecasts ofĥ n+1 . Such forecasts are plugged into the one-step-ahead density, usually logged, to form the one-step-ahead predictive density estimate. For example, the 1st day predictive log-likelihood for the RG-GG model is given by:
These log-density estimates are calculated for each day in the forecast period, and subsequently summed to estimate the log-predictive likelihood for each model.
Alternatively, under the MCMC approach, each MCMC iterate of values for the parameters θ are plugged into the one day predictive density formula, as above, giving an MCMC iterate of this quantity. These density iterates are subsequently averaged over the MCMC sampling period to estimate each day's predictive log-density. The single day predictive density estimates are then summed over all the days in the forecast period to
give an MCMC estimate of the log-predictive likelihood for each model.
Both approaches give predictive likelihoods that are equal to at least one decimal place and give qualitatively the same order ranking of models. As such, only the MCMC predictive likelihood estimates are reported here. Table 3 reports these estimates across the parametric models considered here: being the RG-GG and RG-tG models, each using RV, RR and Ra as the input measurement, as well as standard GARCH-Gaussian (G-G) and GARCH-t (G-t) models. Note: A box indicates the favored model in each market, based on minimum predictive log-likelihood, whilst bold indicates the least favoured model.
In five out of six markets the RG model with Student-t errors that uses the RR as measurement input, is clearly favoured. In each of these markets, the second favoured model is the RG with Gaussian errors that uses RR as an input. The exception is the Hang Seng market, where the favoured model is the traditional GARCH-t, surprisingly followed by the traditional GARCH-Gaussian. In five markets the RG that employs Ra as an input and Gaussian errors is the least favoured model. In four out of six markets, the RG-RV-GG model beat the GARCH-G, and the RG-RV-Gt beat the GARCH-t in the same four markets. Clearly, by the measure of predictive likelihood, the RR is the most informative realized measure in all markets, compared to the RV and Ra, and in five out of six markets compared to squared daily returns. The Ra is the least favoured measure, whilst RV is favoured over daily returns in five markets.
Out-of-sample Forecasting: Tail risk
The same estimation sample period, forecast sample period and fixed, moving window approach in the last section are also employed in this section that focuses on VaR and ES forecasting at 1% risk levels. Popular non-parametric methods for forecasting VaR and ES, including Historical Simulation (HS), using the last 100 (HS100) and the last 250 (HS250) days of returns, as well as the conditional autoregressive expectile (CARE)
indirect GARCH model of Taylor (2008) , are added to the competing models. Table 4 presents the estimation period sample size for each forecast n, and the forecast sample size m, in each market; also presented are the numbers of returns in the forecast period that are more extreme than the forecasted VaR at the 1% quantile for each model in each market; these numbers are expected to be 0.01m: boxes indicate the model in each market that has a violation rate (VRate) closest to that; bold indicates the model with VRate furthest away from expected. Results for the MCMC estimated RG models are shown. The MCMC estimator of the CARE-IG model in Gerlach and Chen (2014) was also employed, whilst ML methods were used for the standard GARCH models.
Value at Risk
Clearly, the three models with VRates typically closest to the expected 1% across the six markets are the CARE-IG, the RG with RR as input and Student-t errors and the HS250 method. All models have higher than expected average VRates across the markets, which may not be too surprising given that the GFC is at the start of the forecast sample; this issue is examined further later.
Having a VRate close to 1% on average is not sufficient to guarantee an accurate forecast model. Several tests exist in the literature to statistically test for forecast accuracy and also for independence of violations, a requirement of a proper risk model. These include the unconditional coverage (UC) Kupiec (1995) , conditional coverage (CC) of Christoffersen (1998) , dynamic quantile (DQ) of Engle and Manganelli (2004) and VaR quantile regression (VQR) test of Gaglianone et al. (2011) . The UC tests the hypothesis that the true VRate is 1%; the CC and DQ are joint tests of that plus the independence of the violations over time; whilst the VQR conducts a Mincer-Zarnawicz quantile regression of forecasted quantiles on the forecast returns, whose parameters are jointly tested to be intercept zero and slope one, respectively, as would indicate an accurate quantile forecasting model. See the referenced papers for more details. 
Expected shortfall
The same set of models are employed to generate 1-step-ahead forecasts of 1% ES during the forecast sample in each market. Chen, Gerlach and Lu (2012) discuss how to treat ES forecasts as quantile forecasts in parametric models, where the quantile level that ES falls at can be deduced exactly. Gerlach and Chen (2014) illustrate that across a range of non-Gaussian distributions, when applied to real daily financial return data, the quantile level that the 1% ES was estimated to fall was ≈ 0.35%. Their approaches are followed to assess and test ES forecasts, by treating them as quantile forecasts and employing the UC, CC, DQ and VQR tests. As such, the expected number of violations from ES models are expected to be = 0.0038m (exact for models with Gaussian errors); ≈ 0.0035m (for nonparametric models) and estimated by the quantile level implied by the degrees of freedom estimates for models with Student-t errors (also ≈ 0.0035m for the data considered here).
Thus, based on the actual sizes of m in Table , all models have an expected or target ES violation number of between 5.5 and 6 in each market. GARCH models are well-known to over-react to extreme events and to be subsequently very slow to recover, due to their oft-estimated very high persistence. As an example, from August, 2008 -January, 2009 , the most volatile of the GFC period, the RG-RR-tG model's forecasts are less extreme than the G-G model's on 35% of the forecast sample days;
including every day except two in the period from 13/12/08 -13/01/09; this percentage is 39% from 27/04/10-13/10/10 and 44% in the period 16/08/11 -10/01/12. These are three persistent high volatility periods in the S&P500 market during the forecast sample period.
To summarise, Figure 1 highlights the extra efficiency that can be gained by employing an RG model, specifically one that employs RR as an input. The efficiency here can be deduced in that this model can produce ES forecasts that have far fewer violations but are simultaneously less extreme than those of the traditional GARCH model. Since the capital set aside by financial institutions, to cover extreme losses, should be directly proportional to the ES forecast, the RG-RR-tG model is saving the company money, by giving more accurate and often less extreme ES forecasts, compared to GARCH models.
More evidence for this statement, and how it applies to other markets considered, is now presented.
Figure 1: Some 1% ES forecasts and the US S&P500 forecast sample returns. The next best are the RG-tG-RV and the CARE-IG, both rejected in four out of the six markets. Table 7 illustrates that a bootstrap test on whether these averages differ from 0 is not very powerful, compared to the UC, CC and DQ tests. Agreeing with those results, it is clear that the G-t, CARE-IG, RG-RV-tG and RG-RR-tG (the latter two with both ML and MCMC estimation) are the most accurate; whilst G-G, HS100, HS250, RG-Ra-GG clearly, consistently and significantly under-estimated the 1% ES levels, causing negative average residuals to result in all six series. Whether an RG model is estimated by ML or MCMC does not affect the ES residual results, as is apparent in Figure 2 . ES forecast model should produce an ESRate ratio of 1. Table 7 illustrates that the UC test, of whether these ratios differ from 1, is quite powerful and distinguishes the models into two clear groups: those rejected in five or six markets and those rejected in only one or zero markets. Visually, however, it is clear that only the CARE-IG and RG-RR-tG models have ratios regularly, and on average, close to and surrounding 1, and as such are the most accurate; whilst the G-G, HS100, RG-RV-GG and RG-Ra-GG models clearly, consistently and significantly under-estimate the 1% ES levels, causing three or more times as many ES violations as expected. RG models estimated by MCMC in each case have an average ESRate ratio that is marginally closer to 1 than their corresponding RG model estimated via ML. In the case of the RG-RR-tG model, the distribution of ratios has clearly shifted down, towards 1, when using MCMC, compared to ML, estimation.
In summary, the RG-RR-tG model, estimated by MCMC, is the most accurate at forecasting 1% ES for a long forecast period from Jan, 2008-June, 2014 across six market index return series. It consistently displayed rates of ES violation closest to the nominal rate predicted by the estimated Student-t error distribution, and was rejected the least by standard diagnostic tests of quantile forecast accuracy. The next best model was the RG-RR-tG model, estimated by ML, followed by the CARE-IG model. Clearly, in the context of RG models, the use of RR led to greater efficiency in ES forecasting; as it did also for predictive density forecasting. Finally, the RG-RR-tG model was also highly competitive in 1% VaR forecasting, marginally outperformed only by the CARE-IG model.
CONCLUSION
In this paper, the realized range, observed at a 5 minute frequency, was proposed as an alternative realized measure for use in the realized GARCH modelling framework. This choice led to significant improvements in the out-of-sample predictive likelihood and the forecasting of Value at Risk and expected shortfall, compared to RG models employing realized volatility or intra-day range, and traditional GARCH models. This work could be extended by considering scaled versions of the realized measures, as in Martens and van Dijk (2007) and also alternative frequencies of observation for the realized measures.
