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Abstract
In the Heisenberg picture, we study the semiclassical time evolution of a bounded quantum ob-
servableQw (x,ħDx ;ħ) associated to a (m×m) matrix-valued symbolQ generated by a semiclassical
matrix-valued Hamiltonian H ∼ H0 +ħH1 . Under a non-crossing assumption on the eigenvalues of
the principal symbolH0 that ensures the existence of almost invariant subspaces of L
2(Rn)⊗Cm , and
for a class of observables that are semiclassically block-diagonal with respect to the projections onto
these almost invariants subspaces, we establish a long time matrix-valued version for the semiclassi-
cal Egorov theorem valid in a large time interval of Ehrenfest type T (ħ)≃ log(ħ−1).
2010Mathematics Subject Classification : 35Q40, 81Q20.
Keywords : Egorov theorem,Quantumevolution, Semiclassical approximation, ħ-pseudodifferential
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1 Introduction
Known as Bohr’s correspondence principle in physics and Egorov theorem in mathematical literature,
the semiclassical approximation ensures the transition between quantum and classical evolutions of
observables. The relation between the classical and quantum evolutions may be considered as one of
the oldest problems of semiclassical analysis. The starting point was the famous Bohr’s correspondence
principle proposed by Niels Bohr on 1923. According to this principle, the quantum evolution of an
observable is closer and closer to its classical evolution as the Planck constant ħ becomes negligible.
For many years, the semiclassical approximation has been the object of several investigations following
two approaches. The first one uses semiclassical wave packets (or coherent states) as initial data and
aims to approximate the evolved wave packet by a linear combination of coherent states (see [29], [17],
[18], [8] and [9] for a complete description of coherent states). The second approach, that will be our
principal subject in this paper, considers theHeisenberg evolution of suitable bounded observables and
seeks to construct an approximation for the corresponding observables in terms ofħ-pseudodifferential
operators (see [33], [30], [6], [20]). Let us start by recalling the general setting of this approach.
Let H ∈C∞(R2n ;R) be a classical Hamiltonian andQ ∈C∞(R2n ;R) be a real observable. We consider
the system of Hamilton equations
dx
dt
= ∂ξH(x,ξ),
dξ
dt
=−∂xH(x,ξ). (1.1)
These equations generate a flow φt
H
called the Hamiltonian flow associated to H defined by φt
H
(x =
x(0),ξ= ξ(0))= (x(t),ξ(t)) andφtH |t=0(x,ξ)= (x,ξ). In the sequel, additional assumption will be required
on H so that for all initial data (x,ξ) ∈R2n , φt
H
(x,ξ) is well defined for all t ∈R.
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The time evolution ofQ under the flow φt
H
given by q0(t) :=Q ◦φtH is described by the equation
d
dt
q0(t)= {H ,Q}◦φ
t
H , q0(t)|t=0 =Q , (1.2)
where {H ,Q} denotes the Poisson bracket of H ,Q defined by
{H ,Q} := ∂ξH .∂xQ−∂xH .∂ξQ .
Let Hw := Hw (x,ħDx ) and Qw := Qw (x,ħDx ) be the self-adjoint operators in L2(Rn) associated to H
andQ , respectively. Here we use the ħ-Weyl quantization (see formula (2.1)). Let e−
i t
ħ
Hw be the unitary
operator solution of the evolution equation
iħ∂tu(t)=H
wu(t).
The time evolution of the quantum observable Qw under e−
i t
ħ
Hw given by Q(t) := e
i t
ħ
HwQwe−
i t
ħ
Hw is
described by the quantum analogous of (1.2) called the Heisenberg equation of motion
d
dt
Q(t)=
i
ħ
[Hw ,Q(t)], Q(t)|t=0 =Q
w , (1.3)
where [Hw ,Q(t)] :=HwQ(t)−Q(t)Hw denotes the commutator of Hw ,Q(t).
Under suitable growth assumptions on H , the semiclassical Egorov theorem (see [6, Theorem 1.2]
for the precise statement) states that for every fixed t , Q(t) is an ħ-pseudodifferential operator with
principal symbol q0(t ,x,ξ) =Q ◦φtH (x,ξ). More precisely, there exists a family of symbols (q j (t , ., .)) j≥1
with supp(q j (t , ., .)) ⊂ φ−tH (K ), where K is the union of the supports of the q j , such that for every finite
time t¯ > 0 and for all N ∈N, the following estimate
∥∥∥Q(t)− N∑
j=0
ħ j
(
q j (t)
)w∥∥∥
L (L2(Rn ))
≤CNħ
N+1, (1.4)
holds uniformly for |t | ≤ t¯ . The time-dependent family of operators
(
(q j (t))w
)
j≥0 is called semiclassical
approximation ofQ(t). The construction of such approximation is obtained in a formal way by solving
the Heisenberg equation (1.3) in the space of formal power series of ħ. If one assumes that Q(t) is an
ħ-pseudodifferential operator with Weyl symbol q(t), where for now we look at q(t) as a formal power
series of ħ, q(t)∼
∑
j≥0ħ
j q j (t), by (1.3) it fulfils the equation
d
dt
q(t)=
i
ħ
[H ,q(t)]#, q(t)|t=0 =Q , (1.5)
where [H ,q(t)]# := H#q(t)− q(t)#H , with H#q(t) denotes the Moyal product of H ,q(t) defined as the
symbol of Hw ◦Q(t) (see appendix A).
By expanding the symbol i
ħ
[H ,q(t)]# in powers of ħ and then equating equal powers of ħ in both
sides, the Cauchy problem (1.5) implies similar Cauchy problems for the symbols q j (t) given by
(C j )


d
dt
q j (t) =
(
i
ħ
[H ,q(t)]#
)
j
,
q0(t)|t=0 = Q , q j (t)|t=0 = 0,∀ j ≥ 1,
(1.6)
where
(
i
ħ
[H ,q(t)]#
)
j
is the j -th term (i.e. the coefficient ofħ j ) in the asymptotic expansionof i
ħ
[H ,q(t)]#.
For j = 0, the principal symbol of [H ,q(t)]# given by the commutator [H ,q0(t)] vanishes. Therefore,
the term of orderħ0 in the asymptotic expansion of i
ħ
[H ,q(t)]# coincides with the sub-principal symbol
of i [H ,q(t)]# which is equal to {H0,q0(t)}. Consequently, (C0) reads
d
dt
q0(t)= {H ,q0(t)}, q0(t)|t=0 =Q ,
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and we get q0(t) =Q ◦φtH . The symbols q j (t) for j ≥ 1 are obtained in the same manner by following
the above algorithm (see Remark 3.1 for the general formula of the symbols q j (t)).
The semiclassical approximation given by the semiclassical Egorov theorem is limited to the evo-
lutions in finite time intervals. Several works was devoted to the investigation of its validity for large
times which may depend on ħ (see [8] for the time evolution of coherent states, and [1], [6] for the
time evolution of observables). These investigations was based on a conjecture going back to the physi-
cists Chirikov and Zaslavski ([7],[34]) which claim that the semiclassical approximation remains valid
in a large time interval of length T (ħ) ≃ log(ħ−1) known as the Ehrenfest time. The optimal time for
which this claim was proved has been obtained by Bouzouina and Robert [6]. They showed that the
L2-operator norm of the remainder term in the asymptotic expansion of Q(t) given by the left hand
side of (1.4) is uniformly dominated, at any order, by an exponential term whose argument is linear in
time. In particular, this allows them to recover the Ehrenfest time for the validity of the semiclassical
approximation.
The purpose of this paper is to study the extension of the above results to the case of matrix-valued
observables. Given a boundedquantumobservableQw (x,ħDx ;ħ) associated to a (m×m)matrix-valued
symbolQ(x,ξ;ħ)∼
∑
j≥0ħ
jQ j (x,ξ), we study the time evolutionQ(t) := e
i t
ħ
HwQwe−
i t
ħ
Hw generated by a
semiclassical (m×m) hermitian-valued Hamiltonian H(x,ξ;ħ). We establish a long time matrix-valued
version for the semiclassical Egorov theorem by giving a semiclassical approximation for Q(t) valid in
a large time interval of Ehrenfest type. To the best of our knowledge, there is no results concerning the
large time behaviour of the semiclassical approximation in the matricial case.
Matrix-valued version for Egorov’s theorem has been discussed several times in the literature ([11],
[28], [5], [3], [20]). Brummelhuis and Nourrigat [5] have studied the particular case of matrix-valued
Hamiltonian with scalar principal symbol and proved an extension of the semiclassical Egorov theorem
valid for evolutions in finite time intervals. This result has been extended to the general case by Bolte
and Glaser [3] under an assumption on the gap between the eigenvalues of the principal symbol of
the Hamiltonian (see assumption (A1) in the next section). However, their result is again only valid for
finite time. Here we require the same assumption as in [3] and we are concerned with the large time
behaviour of the approximation. Some ideas from [3] are still present here.
Let us explain themain difficulties arising from thematrix structure of theproblem. By going back to
the Cauchy problem (C0) satisfied by the principal symbol q0(t), one immediately sees that in the case
where H and Q are matrix-valued functions, the principal symbol of the Moyal commutator [H ,q(t)]#
which is equal to the matrix commutator [H0,q0(t)] is no longer zero. Here H0 denotes the principal
symbol of H . Then, at leading semiclassical order, we have an equation of the type
d
dt
q0(t)=
i
ħ
[H0,q0(t)]+O(ħ
0), ħց 0. (1.7)
In order to get a solvable equation for q0(t), the factor ħ−1 forces us to restrict ourself to a class of
observables for which the commutativity between H0 and q0(t) is preserved under the time evolution.
For t = 0, this is equivalent to a block-diagonal form of Q0 with respect to the eigenprojectors of H0.
Under a non-crossing assumption on the eigenvalues ofH0, we use an idea due toHelffer and Sjöstrand
[19] which consists in decomposing the Hilbert space L2(Rn)⊗Cm into almost invariant subspaces with
respect to the time evolution generated by Hw . By considering a class of observables that are block-
diagonal with respect to the projections onto these almost invariant subspaces, we reduce the study of
Q(t) to that of a family of block-diagonalHeisenberg observables for each of themweconstruct a formal
asymptotic expansion in powers of ħ by solving the corresponding symbolic Heisenberg problem. This
reduction is modulo O(ħ∞) in L (L2(Rn)⊗Cm) uniformly in time in large time intervals which cover
the Ehrenfest time. Then, to justify this asymptotic expansion, we control the remainder term at any
order by giving a uniform exponential estimate with linear argument in time. In particular, this estimate
allows us to recover the Ehrenfest time for the validity of the semiclassical approximation.
Another difficulty related to the matrix structure of H and Q lies in the fact that the time evolution
of the symbols of the constructed approximation will be governed not only by the Hamiltonian flows
(generated by the eigenvalues ofH0), but also by a conjugation by a family of transport matrices that we
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have to control the behaviour of theirs derivatives uniformly in time.
The paper is organised as follows. In section 2, after introducing the classes of symbols that we shall
use through the paper, we state our main results. Section 3 will be devoted to the study of the particular
case of Hamiltonian with scalar principal symbol (and matrix-valued sub-principal symbol). In section
4, we generalize the results of section 3 to the case of matrix-valued principal symbol without crossing
eigenvalues. The appendix A contains a short backgroundon some basic results of ħ-pseudodifferential
calculus in the context of operators with matrix-valued symbols. In appendices B and C, we give the
proofs of some technical results.
Some notations : Let Mm (C) be the space of (m×m) complex-valued matrices endowed with the
operator norm denoted by ‖ ·‖. We denote Im the corresponding identity matrix.
In this paper, three types of commutators appear : for P,Q two matrix-valued functions in some
suitable classes of symbols, [P,Q] :=PQ−QP is the usual matrix commutator. We use the same notation
for the standard operators commutator [Pw ,Qw ] := PwQw−QwPw . Finally, the symbol of [Pw ,Qw ] will
be denoted [P,Q]# :=P#Q−Q#P and called the Moyal commutator of P andQ .
Through the paper smooth means C∞. For A ∈ C∞(R2n)⊗Mm(C) and α,β ∈ Nn , we introduce the
notation
A(α)(β)(x,ξ) := ∂
β
ξ
∂αx A(x,ξ).
Given a function fħ depending on the semiclassical parameter ħ ∈ (0,1], the asymptotic relation fħ =
O(ħ∞) means that fħ =O(ħ
N ), for all N ∈N.
The identity operator on L2(Rn)⊗Cm will be denoted idL2(Rn )⊗Cm ) . For ζ= (ζ1, · · · ,ζ2n )∈R
2n , we use
the standard notation 〈ζ〉 := (1+|ζ|2)
1
2 = (1+|ζ1|2+·· ·+|ζ2n |2)
1
2 . Finally, our convention for the Poisson
bracket of matrix-valued functions A,B ∈C∞(R2n)⊗Mm (C) is
{A,B} := ∂ξA∂xB −∂x A∂ξB.
Notice that in general {A,B} 6= −{B,A}.
2 Assumptions andmain results
Let us begin by recalling some notions about semiclassical classes of symbols. We refer to [12, ch. 7]
and [35, ch. 4] for more details. For the context of operators with matrix-valued symbols see [20, ch. 1].
In this paper we use the standard ħ-Weyl quantization defined for A ∈S (R2n)⊗Mm(C) (the space
of Schwartz functions on R2n with values inMm (C)) by the formula
Aw (x,ħDx )u(x) :=
1
(2piħ)n
∫∫
R2n
e
i
ħ
〈x−y,ξ〉A
(x+ y
2
,ξ
)
u(y)dydξ, u ∈S (Rn)⊗Cm . (2.1)
For short, we shall sometimes simply write Aw .
Let g :R2n → [1,+∞[ be an order function, i.e. g satisfies : there exists C ,N > 0 such that
g (v)≤C〈v −w〉N g (w), ∀v,w ∈R2n .
The typical example is g (x,ξ)= 〈(x,ξ)〉a , a ≥ 0.
Definition 2.1 (i) We denote by S(g ;R2n,Mm (C)) the set of smooth functions on R2n with values in
Mm(C) satisfying : for all multi-index γ ∈N2n , there exists a constant Cγ > 0 such that for all (x,ξ) ∈
R
2n ,
‖∂
γ
(x,ξ)A(x,ξ)‖ ≤Cγg (x,ξ). (2.2)
We will write it simply S(g ) when no confusion can arise. Symbols in S(g ) may depend on the
semiclassical parameterħ ∈ (0,1]. In this case, we say that A ∈ S(g ) if A(., .;ħ) is uniformly bounded
in S(g )when ħ varies in (0,1].
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For r ∈R, we define the classes
Sr (g ) :=ħ−r S(g ), S−∞(g ) :=
⋂
r∈R
Sr (g ).
(ii) A ∈ S(g ) is said to be elliptic if A−1(x,ξ) exists for all (x,ξ) ∈R2n and belongs to S(g−1).
(iii) We say that A admits an asymptotic expansion in powers of ħ in S(g ) if there exists ħ0 ∈]0,1] and a
sequence of ħ-independent symbols (A j = A j (x,ξ)) j∈N ⊂ S(g ) such that A is a map from ]0,ħ0] into
S(g ) satisfying
ħ−(N+1)
(
A(x,ξ;ħ)−
N∑
j=0
ħ j A j (x,ξ)
)
∈ S(g ), ∀N ∈N. (2.3)
If (2.3) holds, we write A(x,ξ;ħ)∼
∑
j≥0ħ
j A j (x,ξ) in S(g ). A0 is called the principal symbol and A1
is called the sub-principal symbol of A.
Elements of S(g )which admit an asymptotic expansion in powers of ħ are called semiclassical sym-
bols and the corresponding Weyl operators via formula (2.1) will be denoted Aw (x,ħDx ;ħ) and
called ħ-pseudodifferential operators. We denote Ssc(g ) the set of semiclassical symbols in S(g ).
(iv) Let P and Q be two symbols in some suitable classes of symbols. The Moyal bracket of P,Q denoted
{P,Q}∗ is defined as the Weyl symbol of the operator iħ−1[Pw ,Qw ]. In the following, when {P,Q}∗
admits an asymptotic expansion in powers of ħ, the coefficient of ħ j will be denoted {P,Q}∗
j
.
The notion of the Moyal bracket will play an important role in this paper. We refer to the appendix
A for more details.
Let H(x,ξ;ħ)∼
∑
j≥0ħ
jH j (x,ξ) in S(g ) be a (m×m) semiclassical Hamiltonian. To simplify the pre-
sentation andwithout any loss of generality, we suppose thatH(x,ξ;ħ) =H0(x,ξ)+ħH1(x,ξ). We assume
that
(A0). H0 and H1 are hermitian-valued and (H0+ i ) is elliptic, i.e. there exists a constant C > 0 such
that
‖H0(x,ξ)+ i‖≥Cg (x,ξ), ∀(x,ξ) ∈R
2n .
Under this assumption, Hw (x,ħDx ;ħ) is essentially self-adjoint in L2(Rn)⊗Cm for ħ small enough
(see [12, Proposition 8.5] for the casem = 1). By Stone’s theorem (see e.g. [24, p. 74]), the corresponding
Schrödinger equation
iħ∂tu(t)=H
w (x,ħDx ;ħ)u(t)
generates a one parameter group of unitary operatorsUH (t) := e
− i t
ħ
Hw defined for all t ∈R.
Let Q(x,ξ;ħ) ∼
∑
j≥0ħ
jQ j (x,ξ) in S(1) be a (m ×m) semiclassical observable and we consider the
time evolution ofQw (x,ħDx ;ħ) in the Heisenberg picture given by
Q(t) :=UH (−t)Q
w (x,ħDx ;ħ)UH (t), t ∈R.
By the Calderón-Vaillancourt theorem (Theorem A.5), Qw (x,ħDx ;ħ) is bounded on L2(Rn)⊗Cm and
then Q(t) is uniformly bounded on L2(Rn)⊗Cm with respect to t ∈ R. Moreover, Q(t) satisfies the fol-
lowing Heisenberg equation of motion
d
dt
Q(t)=
i
ħ
[Hw ,Q(t)], Q(t)|t=0=Q
w (x,ħDx ;ħ). (2.4)
As indicated in the introduction, the first step in the semiclassical approximation ofQ(t) consists in the
construction of a formal asymptotic expansion in powers of ħ forQ(t) by solving the following Cauchy
problems arising from (2.4) if one assumes thatQ(t) admits a Weyl symbol q(t)∼
∑
j≥0ħ
j q j (t)
(C j )


d
dt
q j (t) = {H ,q(t)}∗j ,
q j (t)|t=0 = Q j .
(2.5)
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For j = 0, according to (1.7) it is necessary to ensure the following commutativity property
[H0,q0(t)]= 0, ∀t ∈R. (2.6)
For t = 0, since q0(t)|t=0 = Q0, (2.6) is equivalent to a block-diagonal form of Q0 with respect to the
eigenprojectors of H0. However, if one restricts to such observable, nothing ensures that this block-
diagonal form will be respected by the time evolution.
2.1 Hamiltonian with scalar principal symbol
We begin with a particular but an important case where the principal symbol H0 is a scalar multiple of
the identity, that is
(A1’). H0(x,ξ)=λ(x,ξ)Im , for a scalar real-valued symbol λ.
This case allows us to understand the contribution of the sub-principal symbol H1 in the time evo-
lution. It will be clear from Theorem 2.2 below that this case is different from the scalar one studied by
Bouzouina-Robert [6]. In particular, this case cannot be deduced from the results of [6].
We assume that
(A2’). For all γ∈N2n and j ∈ {0,1},
∂
γ
(x,ξ)H j ∈ L
∞(R2n), for |γ|+ j ≥ 2.
Letφt
λ
be the Hamiltonian flow generated by λ. Under the above assumption, the correspondant vector
field Xλ := (∂ξλ,−∂xλ) grows at most linearly at infinity. Therefore a trajectory φ
t
λ
(x,ξ) cannot blow up
at finite times so that, for all (x,ξ) ∈R2n , φt
λ
(x,ξ) exists for all t ∈R.
Put
Γ :=
∥∥J∇(2)(x,ξ)λ(x,ξ)∥∥L∞(R2n ), (2.7)
where ∇(2)(x,ξ)λ is the Hessian matrix of λ and J is the (2n×2n) matrix associated to the canonical sym-
plectic form on R2n (see (A.1)).
Theorem2.2 Assume (A0), (A1’) and (A2’), and let Q ∈ Ssc(1). There exists a sequence of (m×m)matrix-
valued ħ-pseudodifferential operators
(
(q j (t))w (x,ħDx )
)
j≥0 such that for all N ∈ N, there exists CN > 0
such that for all t ∈R, the following estimate holds
∥∥∥Q(t)− N∑
j=0
ħ j
(
q j (t)
)w (x,ħDx )∥∥∥
L (L2(Rn )⊗Cm )
≤CNħ
N+1 exp
((
4N +δn
)
Γ|t |
)
, (2.8)
where δn is an integer depending only on the dimension n. The symbols q j (t), j ≥ 0, are defined by
formula (3.6) and satisfy estimates (3.10) and (3.11). In particular, the principal symbol q0(t) is given by
q0(t ,x,ξ)= T
−1(t ,x,ξ)Q0
(
φtλ(x,ξ)
)
T (t ,x,ξ), t ∈R, (x,ξ) ∈R2n ,
where T is the unitary (m×m)matrix-valued function solution of the system
d
dt
T (t ,x,ξ)=−iH1
(
φtλ(x,ξ)
)
T (t ,x,ξ), T (0,x,ξ)= Im . (2.9)
As a consequence of estimate (2.8), we get the following corollary about the Ehrenfest time for the
validity of the semiclassical approximation.
Corollary 2.3 Under the assumptions of Theorem 2.2, for all N ≥ 1, there exists CN > 0 such that for every
ε> 0, we have ∥∥∥Q(t)− N∑
j=0
ħ j
(
q j (t)
)w (x,ħDx )∥∥∥
L (L2(Rn )⊗Cm )
≤CNħ
εN+1ħ
(ε−1)
4 δn , (2.10)
uniformly for |t | ≤
(1−ε)
4Γ
log(ħ−1).
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Remark 2.4 (i) The upper bound Γ is used to control the exponential growth of the flow φt
λ
at infinity
(see Lemma 3.4).
(ii) The constant δn is related to the universal constant in the Calderón-Vaillancourt Theorem (Theo-
rem A.5). See the end of the proof of Theorem 2.2.
(iii) Notice that for m ≥ 2, our estimate on the remainder term (2.8) is different from the one proved
in the scalar case (see [6, Theorem 1.4]) where the argument in the exponential term was 2N +δ′n
with δ′n a universal constant. In particular, the constant
1
4Γ
in the Ehrenfest time up to which the
semiclassical approximation remains valid is half of the one proved in [6]. This is due to the matrix
structure of the sub-principal symbol H1 (see Remark 3.7 for more details).
2.2 General case
Nowwe drop the assumption (A1’). We assume that
(A1). There exists l ∈ {1, ...,m} and r1, ...,rl ∈ N
∗ with r1+ ·· · + rl =m such that H0(x,ξ) admits ex-
actly l distinct eigenvalues λ1(x,ξ) < ·· · < λl (x,ξ) with constant multiplicities on R
2n given by r1, ...,rl
respectively, satisfying : there exists a constant ρ > 0 such that for all 1≤µ 6= ν≤ l ,
|λµ(x,ξ)−λν(x,ξ)| ≥ ρg (x,ξ), for |x|+ |ξ| ≥ c > 0. (2.11)
(A2). For all γ ∈N2n and j ∈ {0,1},
∂
γ
(x,ξ)H j ∈ L
∞(R2n), for |γ|+ j ≥ 1.
For ν ∈ {1, ..., l}, letPν,0(x,ξ) be the eigenprojector associated to the eigenvalueλν (x,ξ). The assump-
tion (A1) ensures that the functions (x,ξ) 7→λν(x,ξ) and (x,ξ) 7→ Pν,0(x,ξ) are smooth in R2n . Moreover,
in Lemma C.1, we show that Pν,0 ∈ S(1) and λν ∈ S(g ), for all 1≤ ν≤ l .
As in [3] see also [19, 27] andTheorem4.1, we construct l ħ-pseudodifferential operatorsPw1 (x,ħDx ;ħ),
..., Pw
l
(x,ħDx ;ħ) satisfying (
Pwν
)2
=
(
Pwν
)∗
=Pwν ,
and
[Hw ,Pwν ]= 0,
l∑
ν=1
Pwν = idL2(Rn )⊗Cm , P
w
ν P
w
µ = 0, ∀1≤ ν 6= µ≤ l ,
moduloO(ħ∞) in normL (L2(Rn)⊗Cm). For ν ∈ {1, ..., l}, the principal symbol ofPwν (x,ħDx ;ħ) coincides
with the eigenprojector Pν,0. The operators
(
Pwν (x,ħDx ;ħ)
)
1≤ν≤l are called semiclassical projections
associated to Hw (x,ħDx ;ħ).
As indicated in [3, Proposition 3.2] (see also Remark 2.8), to construct a complete asympotic expan-
sion in powers of ħ for Q(t), some restrictions on the initial observable Q are necessary. We introduce
the class Q(1) of observables Q ∈ Ssc(1) that are "semiclassically" block-diagonal with respect to the
semiclassical projections Pν, 1≤ ν≤ l , i.e.
Q(1) :=
{
Q ∈ Ssc(1) ; Q ∼
l∑
ν=1
Pν#Q#Pν in S(1)
}
.
In particular, using formula (A.8), one sees that ifQ ∈Q(1) thenQ0 is block diagonal with respect to the
eigenprojectors Pν,0 , i.e.
Q0(x,ξ)=
l∑
ν=1
Pν,0(x,ξ)Q0(x,ξ)Pν,0(x,ξ), ∀(x,ξ) ∈R
2n .
Let φtν be the Hamiltonian flow generated by the eigenvalue λν. The assumption (A2) ensures that
φtν(x,ξ) exists globally on R, for all (x,ξ) ∈R
2n , 1≤ ν≤ l .
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Put
Γν := ‖J∇
(2)
(x,ξ)λν(x,ξ)‖L∞(R2n ), Γmax := max1≤ν≤l
Γν, (2.12)
where ∇(2)(x,ξ)λν denotes the Hessian matrix of λν, 1≤ ν≤ l .
Our main result of this paper is the following
Theorem2.5 Assume (A0-2) and let Q ∈Q(1). There exists a sequence
(
(q j (t))w (x,ħDx )
)
j≥0 of (m×m)
matrix-valued ħ-pseudodifferential operators such that for all N ∈N, there exists CN > 0 such that for all
t ∈R, the following estimate holds
∥∥∥Q(t)− N∑
j=0
ħ j
(
q j (t)
)w (x,ħDx )∥∥∥
L (L2(Rn )⊗Cm )
≤CNħ
N+1 exp
(
(4N + δ˜n )Γmax|t |
)
, (2.13)
where δ˜n is an integer depending only on the dimension n. The symbols q j (t ,x,ξ) are defined for t ∈ R
and (x,ξ) ∈R2n by
q j (t ,x,ξ) :=
l∑
ν=1
qν, j (t ,x,ξ), j ≥ 0,
where qν, j (t) are given by the general formula (4.29) and satisfy estimates (4.53) and (4.54). In particular,
the principal symbol q0(t) is given by
q0(t ,x,ξ)=
l∑
ν=1
T−1ν (t ,x,ξ)
(
Pν,0Q0Pν,0
)(
φtν(x,ξ)
)
Tν(t ,x,ξ), (2.14)
where Tν is the unitary (m×m)matrix-valued function solution of the system
d
dt
Tν(t ,x,ξ)=−i H˜ν,1
(
φtν(x,ξ)
)
Tν(t ,x,ξ) Tν(0,x,ξ)= Im . (2.15)
Here H˜ν,1 is the (m×m) hermitian-valued function defined by
H˜ν,1 =
1
2i
Pν,0
{
Pν,0,H0
}
Pν,0− i
[
Pν,0, {λν,Pν,0}
]
+Pν,0H1Pν,0. (2.16)
As a consequence we get the following corollary.
Corollary 2.6 Under the assumptions of Theorem 2.5, for all N ≥ 1 there exists CN > 0 such that for all
ε> 0, we have ∥∥∥Q(t)− N∑
j=0
ħ j (q j (t))
w (x,ħDx )
∥∥∥
L (L2(Rn )⊗Cm )
≤CNħ
εN+1ħ
(ε−1)
4 δ˜n , (2.17)
uniformly for |t | ≤
(1−ε)
4Γmax
log(ħ−1).
If we only look for the principal symbol of Q(t), the assumption Q ∈ Q(1) can be relaxed and we
have the following result.
Corollary 2.7 Let H be a semiclassical Hamiltonian satisfying the assumptions of Theorem 2.5 and let
Q ∈ Ssc(1). We assume that Q0(x,ξ)=
∑l
ν=1Pν,0(x,ξ)Q˜(x,ξ)Pν,0(x,ξ) for some Q˜ ∈ S(1). There exists C > 0
such that for all t ∈R, the following estimate holds∥∥∥Q(t)− (q0(t))w (x,ħDx )∥∥∥
L (L2(Rn )⊗Cm )
≤Cħexp
(
δ˜nΓmax|t |
)
,
where q0(t) is given by (2.14).
Remark 2.8 In [3, Proposition 3.4], it was shown that the class Q(1) exhausts all symbols Q ∈ Ssc(1) such
that the correspondingHeisenberg observableQ(t) is an ħ-pseudodifferential operatorwith symbol q(t) ∈
Ssc(1), for all finite time t. More explicitly, if H satisfies the assumptions of Theorem 2.5, then we have{
Q ∈ Ssc(1) ; ∀|t | ≤ t <∞, Q(t)=
(
q(t)
)w (x,ħDx ;ħ), with q(t) ∈ Ssc(1)}=Q(1).
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3 Hamiltonianwith scalar principal symbol
In this section, we study the particular case where the principal symbol H0 is a scalar multiple of the
identity in Mm (C). The proof of Theorem 2.2 relies essentially on the following steps. In the next
paragraph, using assumption (A1’), we construct a formal asymptotic expansion in powers of ħ for
Q(t) by solving the Cauchy problems (C j ) j≥0 (see (2.5)). The constructed matrix-valued functions
(q j (t ,x,ξ)) j≥0 are defined by forumla (3.6). Since we are interested in the semiclassical approxima-
tion forQ(t) up to times of Ehrenfest type, we give in Proposition 3.2 uniform (in time) estimates on the
derivatives with respect to (x,ξ) of the symbols (q j (t ,x,ξ)) j≥0. Then, using these estimates, we prove
(2.8) by following the method of Bouzouina-Robert [6].
3.1 Formal asymptotic expansion
Let H(x,ξ;ħ) = H0(x,ξ)+ħH1(x,ξ) be a semiclassical Hamiltonian and suppose that H0 satisfies (A1’).
According to this assumption, the principal symbol of [H ,q(t)]# given by the commutator [H0,q0(t)]
vanishes for all t ∈ R. Consequently, using the rule of asymptotic expansion of the product of symbols
(formula (A.5)), the symbol {H ,q(t)}∗ can be expended in a power series of ħ (see formula (A.9)) and
then the Cauchy problems (C j ) j≥0 become
(C j )


d
dt
q j (t) =
∑
|α|+|β|+k+p= j+1 γ˜(α,β)
(
Hk
(β)
(α)qp (t)
(α)
(β) − (−1)
|α|−|β|qp (t)
(α)
(β)Hk
(β)
(α)
)
q j (t)|t=0 = Q j ,
(3.1)
with γ˜(α,β) :=
i (−1)|β|
(2i )|α|+|β|α !β !
.
Thanks to assumption (A1’) again, for p = j +1, the right hand side of (3.1) is equal to i [H0,q j+1(t)]
which vanishes for all t ∈R. Then, (C j ) can be rewritten in the following form
d
dt
q j (t)=
∑
|α|+|β|+k+p= j+1
0≤p≤ j
γ˜(α,β)
(
Hk
(β)
(α)qp (t)
(α)
(β) − (−1)
|α|−|β|qp (t)
(α)
(β)Hk
(β)
(α)
)
= {λ,q j (t)}+ i [H1,q j (t)]+
∑
|α|+|β|+k+p= j+1
0≤p≤ j−1
γ˜(α,β)
(
Hk
(β)
(α)qp (t)
(α)
(β) − (−1)
|α|−|β|qp (t)
(α)
(β)Hk
(β)
(α)
)
.
(3.2)
For j ≥ 0, we set
B j (t ,x,ξ) :=
∑
|α|+|β|+k+p= j+1
0≤p≤ j−1
γ˜(α,β)
(
Hk
(β)
(α)qp(t)
(α)
(β) − (−1)
|α|−|β|qp(t)
(α)
(β)Hk
(β)
(α)
)
(x,ξ), (3.3)
with the convention B0 = 0 since the sum is empty. Before giving the solution of (3.2), let us make the
following remark concerning the case where the sub-principal symbol H1 is also scalar-valued.
Remark 3.1 Suppose that H1 is a scalar real-valued symbol. Then, [H1,q j (t)] vanishes and one can easily
verify that equation (3.2) is equivalent to the following one
d
dt
(
q j
(
t ,φ−tλ (x,ξ)
))
=B j
(
t ,φ−tλ (x,ξ)
)
, j ≥ 0,
where B j can be rewritten in the simpler form
B j (t ,x,ξ)=
∑
|α|+|β|+k+p= j+1
0≤p≤ j−1
i ((−1)|β|− (−1)|α|)
(2i )|α|+|β|α !β !
(
Hk
(β)
(α)(x,ξ)qp (t)
(α)
(β)(x,ξ)
)
. (3.4)
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Consequently, the solutions q j ,sca(t), j ≥ 0, are given by
q j ,sca(t ,x,ξ)= q j ,sca
(
0,φtλ(x,ξ)
)
+
∫t
0
B j
(
s,φt−sλ (x,ξ)
)
ds, t ∈R, (x,ξ) ∈R2n , (3.5)
where we introduced the index "sca" to precise that we are in the case where H0 and H1 are scalar-valued.
In particular,
q0,sca(t ,x,ξ)=Q0 ◦φ
t
λ(x,ξ) and q1,sca(t ,x,ξ)=Q1
(
φtλ(x,ξ)
)
+
∫t
0
{
H1,Q0(φ
s
λ)
}
◦φt−sλ (x,ξ) ds.
ä
Turn now to the resolution of (3.2). Applying the results of Appendix B with Λ = λ, A = H1 and
B(t)=B j (t), we get the solution for all j ≥ 0
q j (t ,x,ξ)= T
−1(t ,x,ξ)
(
Q j
(
φtλ(x,ξ)
)
+
∫t
0
T−1
(
− s,φtλ(x,ξ)
)
B j
(
s,φt−sλ (x,ξ)
)
T
(
− s,φtλ(x,ξ)
)
ds
)
T (t ,x,ξ),
(3.6)
defined for all t ∈ R and (x,ξ) ∈ R2n , where T and T−1 are the unitary (m×m) matrix-valued functions
solutions of the following systems
d
dt
T (t ,x,ξ)=−iH1
(
φtλ(x,ξ)
)
T (t ,x,ξ), T (0,x,ξ)= Im , (3.7)
d
dt
T−1(t ,x,ξ)= iT−1(t ,x,ξ)H1
(
φtλ(x,ξ)
)
, T−1(0,x,ξ)= Im . (3.8)
In particular, the principal symbol q0(t) is given by
q0(t ,x,ξ)= T
−1(t ,x,ξ)Q0
(
φtλ(x,ξ)
)
T (t ,x,ξ), ∀t ∈R, (x,ξ) ∈R2n . (3.9)
3.2 Uniform estimates
Let Γ be the upper bound defined by (2.7).
Proposition 3.2 Assume (A2’). For all γ ∈ N2n and all j ≥ 0, there exists Cγ, j > 0 such that for all t ∈ R
and all (x,ξ) ∈R2n , we have ∥∥∂γ(x,ξ)q0(t ,x,ξ)∥∥≤Cγ,0 exp
(
|γ|Γ|t |
)
, (3.10)
and for j ≥ 1, ∥∥∂γ(x,ξ)q j (t ,x,ξ)∥∥≤Cγ, j exp
((
2|γ|+4 j −3
)
Γ|t |
)
. (3.11)
To prove this proposition we need to recall the multivariate Faá Di Bruno formula used for comput-
ing arbitrary partial derivatives of a function composition. In the following, this formula will be used
wherever we have to estimate the derivatives of observables moving along the Hamiltonian flow. In the
literature, one can found several forms to this formula (see for instance [22], [10]). As in [6], we use the
following one :
Lemma 3.3 Let F = (Fi j )1≤i , j≤m : R2n →Mm (C) and G = (G1, ...,G2n ) : R2n → R2n be smooth functions.
For all γ ∈N2n , we have
∂
γ
(x,ξ)
(
F ◦G
)
=
(
∂
γ
(x,ξ)
(
Fi j ◦G
))
1≤i , j≤m
where
∂
γ
(x,ξ)
(
Fi j ◦G
)
=
∑
β∈N2n
0 6=β≤γ
(
∂
β
(x,ξ)Fi j
)
◦G .Aγ,β(G), (3.12)
10
with
Aγ,β(G)= γ !
∑
∑
αα=β∑
αα|η|=γ
∏
α∈N2n\{0}
1
η !
(∂α(x,ξ)G1
α !
)η1
...
(∂α(x,ξ)G2n
α !
)η2n
. (3.13)
Here we use the usual rules for multi-indices (see [10]).
The proof of Proposition 3.2 is based on the three following lemmas. The first one gives exponential
estimate on the derivatives (with respect to (x,ξ)) of the Hamiltonian flow associated to λ. This result
can be proved by induction on |γ| using the Jacobi stability equation
d
dt
∇(x,ξ)φ
t
λ(x,ξ)= J∇
(2)
(x,ξ)λ(φ
t
λ(x,ξ))∇(x,ξ)φ
t
λ(x,ξ), (3.14)
where ∇(x,ξ)φ
t
λ
:= (∂xφtλ,∂ξφ
t
λ
).
The following lemma is proved in [6, Lemma 2.2].
Lemma 3.4 We assume that
∂
γ
(x,ξ)λ ∈ L
∞(R2n), ∀γ ∈N2n ; |γ| ≥ 2.
Then, for all γ∈N2n \ {0}, there exists Cγ > 0 such that for all t ∈R and all (x,ξ) ∈R2n ,∥∥∂γ(x,ξ)φtλ(x,ξ)∥∥≤Cγ exp(|γ|Γ|t |). (3.15)
In the next lemma, we prove similar estimate on the derivatives of thematrix-valued function T (see
(3.7)).
Lemma 3.5 Assume (A2’). For all γ ∈N2n \ {0}, there exists Cγ > 0 (independent of t ∈ R and (x,ξ) ∈ R2n)
such that ∥∥∂γ(x,ξ)T (t ,x,ξ)∥∥≤Cγ exp(|γ|Γ|t |). (3.16)
Proof. Without any loss of generality, we assume that t ≥ 0 (the proof for t ≤ 0 is similar). We proceed
by induction on |γ|. Let us check (3.16) for the first order derivative of T with respect to x1. A straight-
forward computation using equations (3.7) and (3.8) yields
d
dt
(
T−1(t ,x,ξ)∂x1T (t ,x,ξ)
)
= ∂tT
−1(t ,x,ξ)∂x1T (t ,x,ξ)+T
−1(t ,x,ξ)∂t∂x1T (t ,x,ξ)
= −iT−1(t ,x,ξ)(∂x1H1)(φ
t
λ(x,ξ))∂x1φ
t
λ(x,ξ)T (t ,x,ξ).
Therefore
T−1(t ,x,ξ)∂x1T (t ,x,ξ)=−i
∫t
0
T−1(s,x,ξ)(∂x1H1)(φ
s
λ(x,ξ))∂x1φ
s
λ(x,ξ)T (s,x,ξ) ds,
since ∂x1T (0,x,ξ)= 0 (we recall that T (0,x,ξ)= Im ). Taking into account the fact that T
−1 is unitary and
using estimate (3.15), we obtain
∥∥∂x1T (t ,x,ξ)∥∥≤
∫t
0
∥∥∂x1φsλ(x,ξ)∥∥.∥∥∂x1H1∥∥L∞(R2n ) ds ≤C exp(Γt),
uniformly for t ≥ 0 and (x,ξ) ∈ R2n . This gives the proof for γ = (1,0, ...,0). The same proof holds for
|γ| = 1.
Let us now assume that (3.16) holds for all γ ∈ N2n with |γ| < r , r ≥ 2, and take |γ| = r . Computing
derivatives with respect to (x,ξ) in (3.7) using Leibniz formula, we get
d
dt
∂
γ
(x,ξ)T (t ,x,ξ)=−iH1
(
φtλ(x,ξ)
)
∂
γ
(x,ξ)T (t ,x,ξ)− i
∑
1≤|β|≤r
(
β
γ
)
∂
β
(x,ξ)
(
H1(φ
t
λ(x,ξ))
)
∂
γ−β
(x,ξ)T (t ,x,ξ).
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Therefore
d
dt
(
T−1(t ,x,ξ)∂γ(x,ξ)T (t ,x,ξ)
)
=−iT−1(t ,x,ξ)
∑
1≤|β|≤r
(
β
γ
)
∂
β
(x,ξ)
(
H1(φ
t
λ(x,ξ))
)
∂
γ−β
(x,ξ)T (t ,x,ξ).
According to assumption (A2’), for all β ∈ N2n with |β| ≥ 1, we have ∂
β
(x,ξ)H1 ∈ L
∞(R2n). Consequently,
using Faá Di Bruno’s formula (3.12) and estimate (3.15), we obtain
∥∥∂β(x,ξ)(H1 ◦φtλ(x,ξ))∥∥≤Cβ exp(|β|Γt), (3.17)
uniformly with respect to t ≥ 0 and (x,ξ) ∈R2n .
On the other hand, by the induction hypothesis, there exists Cγ,β > 0 such that for all t ≥ 0 and all
(x,ξ) ∈R2n , we have ∥∥∂γ−β(x,ξ)T (t ,x,ξ)∥∥≤Cγ,β exp((r −|β|)Γt). (3.18)
Putting together (3.17) and (3.18) and taking into account the fact that ∂γ(x,ξ)T (0,x,ξ)= 0, we get
∥∥∂γ(x,ξ)T (t ,x,ξ)∥∥ ≤ ∑
1≤|β|≤r
Cγ,β
∫t
0
∥∥∂β(x,ξ)(H1(φsλ(x,ξ)))∥∥.∥∥∂γ−β(x,ξ)T (s,x,ξ)∥∥ ds
≤
∑
1≤|β|≤r
C ′γ,β
∫t
0
exp
(
|β|Γs
)
exp
(
(r −|β|)Γs
)
ds
≤ Cγ exp(rΓt).
Hence (3.16) holds for |γ| = r . This ends the proof.
Notice that the same proof can be repeated for T−1 and then estimate (3.16) remains valid for the
derivatives of T−1. ä
The following lemma is a consequence of the two previous lemmas and the Faá DiBruno formula (3.12).
Lemma 3.6 Under assumption (A2’), for all γ ∈N2n \ {0}, there exists Cγ > 0 such that for all (x,ξ) ∈ R2n
and all t , s ∈R, we have ∥∥∂γ(x,ξ)(T (s,φtλ(x,ξ)))∥∥≤Cγ exp
(
|γ|Γ(|t |+ |s|)
)
. (3.19)
Furthermore, the same estimate holds for the derivatives of T−1(s,φt
λ
(x,ξ)).
With Lemmas 3.4, 3.5 and 3.6 at hand, we are now ready to prove Proposition 3.2.
Proof.
(i) We start by proving estimate (3.10). Using formula (3.12) and estimate (3.15), one can easily verify
that for all γ∈N2n , there exists Cγ > 0 such that for all t ∈R and all (x,ξ) ∈R2n ,∥∥∂γ(x,ξ)(Q0 ◦φtλ(x,ξ))∥∥≤Cγ exp(|γ|Γ|t |). (3.20)
Consequently, by differentiating q0(t) |γ|-times with respect to (x,ξ) using the Leibniz formula,
we obtain
∥∥∂γ(x,ξ)q0(t ,x,ξ)∥∥ ≤ ∑
β≤γ,α≤β
(
β
γ
)(
α
β
)∥∥∂α(x,ξ)T−1(t ,x,ξ)∥∥∥∥∂β−α(x,ξ)
(
Q0
(
φtλ(x,ξ)
))∥∥∥∥∂γ−β(x,ξ)T (t ,x,ξ)∥∥
≤
∑
β≤γ,α≤β
Cα,β,γ exp
(
(|γ|+ |α|− |β|)Γ|t |
)
exp
(
(|β|− |α|)Γ|t |
)
≤ Cγ exp
(
|γ|Γ|t |
)
,
uniformly for (t ,x,ξ) ∈R×R2n . Hence (3.10) holds.
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(ii) We shall prove (3.11) by induction with respect to j ≥ 1. We give the proof only for t ≥ 0, the case
t ≤ 0 is similar. Recall the expression of q j (t ,x,ξ)
q j (t ,x,ξ)= T
−1(t ,x,ξ)
(
Q j
(
φtλ(x,ξ)
)
+
∫t
0
T−1
(
−s,φtλ(x,ξ)
)
B j
(
s,φt−sλ (x,ξ)
)
T
(
−s,φtλ(x,ξ)
)
ds
)
T (t ,x,ξ),
with
B j (t ,x,ξ) :=
∑
|α|+|β|+k+p= j+1
0≤p≤ j−1
γ˜(α,β)
(
Hk
(β)
(α)qp (t)
(α)
(β) − (−1)
|α|−|β|qp (t)
(α)
(β)Hk
(β)
(α)
)
(x,ξ).
For j = 1, we have
B1(t ,x,ξ)=
∑
|α|+|β|+k=2
γ˜(α,β)
(
Hk
(β)
(α)q0(t)
(α)
(β) − (−1)
|α|−|β|q0(t)
(α)
(β)Hk
(β)
(α)
)
(x,ξ).
SinceH0 is scalar according to assumption (A1’), for k = 0 the previous sum vanishes and then B1
can be rewritten as
B1(s,x,ξ) =
∑
|α|+|β|=1
γ˜(α,β)
(
H1
(β)
(α)q0(s)
(α)
(β) − (−1)
|α|−|β|q0(s)
(α)
(β)H1
(β)
(α)
)
(x,ξ)
=
1
2
(
{H1,q0(s)}(x,ξ)− {q0(s),H1}(x,ξ)
)
. (3.21)
Let γ∈N2n . Using assumption (A2’)with j = 1 and estimate (3.10), we get
∥∥∂γ(x,ξ)B1(s,x,ξ)∥∥≤Cγ exp
(
(|γ|+1)Γs
)
,
uniformly for s ≥ 0 and (x,ξ) ∈ R2n . Now, computing the derivatives of B1 ◦φt−sλ by means of the
Faá Di Bruno formula (3.12) and combining the above estimate with (3.15), we obtain
∥∥∂γ(x,ξ)B1(s,φt−sλ (x,ξ))∥∥≤Cγ exp
((
|γ|t + s
)
Γ
)
, (3.22)
uniformly for 0≤ s ≤ t and (x,ξ) ∈R2n .
Put
A1(t , s,x,ξ) := T
−1(− s,φtλ(x,ξ))B1(s,φt−sλ (x,ξ))T (− s,φtλ(x,ξ)),
and
A˜1(t ,x,ξ) :=Q1
(
φtλ(x,ξ)
)
+
∫t
0
A1(t , s,x,ξ)ds.
Using Leibniz formula, estimates (3.22) and (3.19) imply
∥∥∂γ(x,ξ)A1(t , s,x,ξ)∥∥≤ ∑
β≤γ,α≤β
(
β
γ
)(
α
β
)∥∥∂α(x,ξ)(T−1(− s,φtλ(x,ξ)))∥∥
×
∥∥∂γ−β(x,ξ)
(
T
(
− s,φtλ(x,ξ)
))∥∥∥∥∂β−α(x,ξ)
(
B1
(
s,φt−sλ (x,ξ)
))∥∥
≤
∑
β≤γ,α≤β
Cα,β,γ exp
((
|γ|+ |α|− |β|
)(
t + s
)
Γ
)
exp
((
(|β|− |α|)t + s
)
Γ
)
≤ Cγ exp
((
|γ|t + (|γ|+1)s
)
Γ
)
, (3.23)
uniformly for 0≤ s ≤ t and (x,ξ) ∈R2n . Therefore,
∥∥∥∫t
0
∂
γ
(x,ξ)A1(t , s,x,ξ)ds
∥∥∥≤Cγ exp(Γ|γ|t)
∫t
0
exp
(
Γ(|γ|+1)s
)
ds ≤C ′γ exp
(
(2|γ|+1)Γt
)
. (3.24)
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Combining this estimate with the fact thatQ1 ◦φtλ satisfies estimate (3.20), we get∥∥∂γ(x,ξ) A˜1(t ,x,ξ)∥∥≤Cγ exp((2|γ|+1)Γt).
Finally, we use Leibniz formula again to compute derivatives with respect to (x,ξ) of q1(t ,x,ξ).
The above estimate together with estimate (3.16) give
∥∥∂γ(x,ξ)q1(t ,x,ξ)∥∥ ≤ ∑
β≤γ,α≤β
(
β
γ
)(
α
β
)∥∥∂α(x,ξ)T−1(t ,x,ξ)∥∥∥∥∂γ−β(x,ξ)T (t ,x,ξ)∥∥∥∥∂β−α(x,ξ) A˜1(t ,x,ξ)∥∥
≤ Cγ exp
(
(2|γ|+1)Γt
)
,
uniformly for t ≥ 0 and (x,ξ) ∈R2n . Thus we proved (3.11) for j = 1.
Now, suppose that (3.11) holds for all j < r . For γ∈N2n , we have
∂
γ
(x,ξ)Br (s,x,ξ)=
∑
|α|+|β|+k+p=r+1
0≤p≤r−1
γ˜(α,β)∂γ(x,ξ)
(
Hk
(β)
(α)qp (s)
(α)
(β) − (−1)
|α|−|β|qp (s)
(α)
(β)Hk
(β)
(α)
)
(x,ξ). (3.25)
We shall only focus on the first term of the above difference since the other term can be estimated
similarly. Applying Leibniz formula, we get
∂
γ
(x,ξ)
(
Hk
(β)
(α)qp (s)
(α)
(β)
)
(x,ξ)=
∑
η≤γ
(
η
γ
)
∂
η
(x,ξ)Hk
(β)
(α)(x,ξ)∂
γ−η
(x,ξ)qp (s)
(α)
(β)(x,ξ).
Firstly, since the sum in (3.25) is over ((α,β),k) ∈ N2n × {0,1} such that |α| + |β| + k ≥ 2, then by
assumption (A2’)we have ∂η(x,ξ)Hk
(β)
(α) ∈ L
∞(R2n), for all η ∈N2n .
On the other hand, by the induction hypothesis, there exists a constant C =C (γ,η,α,β) > 0 such
that for all s ≥ 0 and (x,ξ) ∈R2n , we have
∥∥∂γ−η(x,ξ)qp (s)(α)(β)(x,ξ)∥∥≤C exp
((
2(|γ|− |η|+ |α|+ |β|)+4p−3
)
Γs
)
. (3.26)
Thus, taking the supremum over 0≤ |η| ≤ |γ| and |α|+ |β| = r +1−p with 0≤ p ≤ r −1, we obtain∥∥∂γ(x,ξ)Br (s,x,ξ)∥∥≤Cγ exp((2|γ|+4r −3)Γs),
uniformly with respect to s ≥ 0 and (x,ξ) ∈R2n .
Consequently, by applying Faá Di Bruno’s formula (3.12) and using estimate the flow (3.15), we
get ∥∥∂γ(x,ξ)Br (s,φt−sλ (x,ξ))∥∥≤Cγ exp
(
(2|γ|+4r −3)Γs+|γ|Γ(t − s)
)
, (3.27)
uniformly for 0≤ s ≤ t and (x,ξ) ∈R2n . Put
Ar (t , s,x,ξ) := T
−1(− s,φtλ(x,ξ))Br (s,φt−sλ (x,ξ))T (− s,φtλ(x,ξ)),
and
A˜r (t ,x,ξ) :=Qr
(
φtλ(x,ξ)
)
+
∫t
0
Ar (t , s,x,ξ)ds.
Performing a similar computation as for A1 and using estimates (3.27) and (3.6), we obtain
∥∥∫t
0
∂
γ
(x,ξ)Ar (t , s,x,ξ)ds
∥∥ ≤Cγ exp((2|γ|+4r −3)Γt),
uniformly for t ≥ 0 and (x,ξ) ∈R2n . Consequently, using the fact thatQr ◦φtλ satisfies the estimate
(3.20), we get ∥∥∂γ(x,ξ) A˜r (t ,x,ξ)∥∥≤Cγ exp
(
(2|γ|+4r −3)Γt
)
.
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Finally, using the Leibniz formula and (3.16), we conclude
∥∥∂γ(x,ξ)qr (t ,x,ξ)∥∥ ≤ ∑
β≤γ,α≤β
(
β
γ
)(
α
β
)∥∥∂α(x,ξ)T−1(t ,x,ξ)∥∥∥∥∂γ−β(x,ξ)T (t ,x,ξ)∥∥∥∥∂β−α(x,ξ) A˜r (t ,x,ξ)∥∥
≤ Cγ exp
(
(2|γ|+4r −3)Γt
)
,
uniformly for t ≥ 0 and (x,ξ) ∈R2n . Hence (3.11) holds for j = r . This ends theproof of Proposition
3.2.
ä
Remark 3.7 Notice that estimate (3.11) on the derivatives of the symbols q j (t ,x,ξ), j ≥ 1, is different
from the one proved in the scalar case (see [6, Theorem 1.4]). This is caused by the derivatives of the
term T (−s,φt
λ
(x,ξ)) appearing in the expression (3.6) of q j (t) which does not exist in the scalar case.
Assume that Q is classical, i.e. Q(x,ξ) =Q0(x,ξ) (as in [6]) and let us explain this difference at the level
of sub-principal symbols, i.e. for j = 1. We have shown in Remark 3.1 that in the case where H1 is also
scalar-valued, the sub-principal symbol q1,sca(t ,x,ξ) is given by
q1,sca(t ,x,ξ)=
∫t
0
B1
(
s,φt−sλ (x,ξ)
)
ds,
where B1 is defined by (3.4). Using estimate (3.22) on the derivatives of B1
(
s,φt−s
λ
(x,ξ)
)
, one obtains
∣∣∂γ(x,ξ)q1,sca(t ,x,ξ)∣∣≤Cγ exp((|γ|+1)Γ|t |), ∀γ ∈N2n , t ∈R, (x,ξ) ∈R2n , (3.28)
which is the estimate proved in [6, Theorem 1.4]. Now, in the case where H1 is matrix-valued, according
to (3.6) (taking into account the fact that Q1 = 0), q1(t ,x,ξ) is given by
q1(t ,x,ξ)= T
−1(t ,x,ξ)
(∫t
0
T−1
(
− s,φtλ(x,ξ)
)
B1
(
s,φt−sλ (x,ξ)
)
T
(
− s,φtλ(x,ξ)
)
ds
)
T (t ,x,ξ).
By going back to estimate (3.23), one sees that due to the term T
(
− s,φt
λ
(x,ξ)
)
, when differentiating
q1(t ,x,ξ) |γ|- times with respect to (x,ξ), there is a loss of exp
(
|γ|Γ|t |
)
compared to (3.28), i.e. we have∥∥∂γ(x,ξ)q1(t ,x,ξ)∥∥≤Cγ exp((2|γ|+1)Γ|t |), ∀γ ∈N2n , t ∈R, (x,ξ) ∈R2n .
As pointed out in (iii) of Remark 2.4, this explain the fact that our estimate on the remainder term (2.8) is
different from the one obtained in the scalar case.
3.3 Proof of Theorem 2.2
The proof of estimate (2.8) is based on estimates (3.10) and (3.11) and the control of the remainder
terms in the composition formula of ħ-pseudodifferential operators (A.3). We follow the method of
Bouzouina-Robert [6].
For A,B two semiclassical symbols in suitable classes of symbols and k ∈N, we define
R˜k (A,B) := iħ
−(k+1)(Rk (A,B)−Rk (B,A)), (3.29)
where Rk (A,B,x,ξ;ħ) := A#B(x,ξ;ħ) −
∑k
j=0ħ
j (A#B) j denotes the remainder term of order k in the
asymptotic expansion of the symbol A#B (see appendix A).
For N ∈N, we set
QN (t) :=Q(t)−
N∑
j=0
ħ j
(
q j (t)
)w (x,ħDx ).
The first step in the proof of estimate (2.8) is the following lemma.
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Lemma 3.8 For all N ∈N, the following estimate holds
∥∥QN (t)∥∥L (L2(Rn )⊗Cm ) ≤ħN+1
∥∥∥∫t
0
UH (−s)
(
R(N+1)(t − s)
)w
UH (s)ds
∥∥∥
L (L2(Rn )⊗Cm )
+O(ħN+1), (3.30)
uniformly for t ∈R, with
R(N+1)(t) := R˜N+1(H ,q0(t))+ R˜N (H ,q1(t))+·· ·+ R˜1(H ,qN (t))=
N∑
j=0
R˜N+1− j (H ,q j (t)). (3.31)
Proof. Let N ∈N and define
q (N)(t ,x,ξ;ħ) :=
N∑
j=0
ħ j q j (t ,x,ξ).
According to the Cauchy problems (C j ) j≥0 satisfied by the symbols q j (t), for all j ≥ 0, we have
d
dt
q j (t)= {H ,q0(t)}
∗
j + {H ,q1(t)}
∗
j−1+ {H ,q2(t)}
∗
j−2+·· ·+ {H ,q j (t)}
∗
0 , (3.32)
where we recall that for 0≤ k ≤ j , {H ,qk (t)}
∗
j−k
denotes the coefficient of ħ j−k in the asymptotic expan-
sion of the Moyal bracket {H ,qk (t)}
∗ (see appendix A). Then
d
dt
q (N)(t)=
N∑
j=0
ħ j
d
dt
q j (t)=
N∑
j=0
ħ j {H ,q0(t)}
∗
j +ħ
N−1∑
j=0
ħ j {H ,q1(t)}
∗
j +·· ·+ħ
N {H ,qN (t)}
∗
0 .
Using the formula of asymptotic expansion of the Moyal bracket (A.9), we obtain
{H ,q (N)(t)}∗ =
d
dt
q (N)(t)+ħN+1R(N+1)(t), (3.33)
with R(N+1)(t) defined by (3.31). A simple computation using (3.33) yields
d
ds
(
UH (−s)QN (t − s)UH (s)
)
= UH (−s)
( i
h
[Hw ,QN (t − s)]−
d
dt
QN (t − s)
)
UH (s)
= UH (−s)
( d
dt
(
q (N)(t − s)
)w
−
i
ħ
[
Hw ,
(
q (N)(t − s)
)w ])
UH (s)
= −ħN+1UH (−s)
(
R(N+1)(t − s)
)w
UH (s).
Therefore, by integrating in s and using the fact that
∥∥QN (0)∥∥L (L2(Rn )⊗Cm ) = ∥∥Qw (x,ħDx ;ħ)− N∑
j=0
ħ jQwj (x,ħDx )
∥∥
L (L2(Rn )⊗Cm ) =O(ħ
N+1),
we get
∥∥QN (t)∥∥L (L2(Rn )⊗Cm ) ≤ħN+1
∥∥∥∫t
0
UH (−s)
(
R(N+1)(t − s)
)w
UH (s)ds
∥∥∥
L (L2(Rn )⊗Cm )
+O(ħN+1),
uniformly for t ∈R. This ends the proof of the lemma. ä
End of the proof of Theorem2.2.
It remains now to estimate the L (L2(Rn)⊗Cm)-norm of the operator
(
R(N+1)(t)
)w . For that, we
shall employ the Calderón-Vaillancourt theorem (Theorem A.5). We shall therefore need estimates on
the derivatives with respect to (x,ξ) of the symbol R(N+1)(t ,x,ξ;ħ).
Let N ∈N and 0≤ j ≤N . We have
R˜N+1− j (H ,q j (t))= R˜N+1− j (H0,q j (t))+ R˜N− j (H1,q j (t)). (3.34)
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Let k ∈ {0,1}. According to Theorem A.3 (combined with Remark A.4), for all γ ∈N2n , there exists a
constant C =C (n,N , j ,γ,k)> 0 such that for all t ∈R and all u ∈R2n , we have
∥∥∂γuR˜N+1− j−k (Hk ,q j (t);u)∥∥≤C sup
(∗)
(∥∥∂(α,β)+ηv Hk (v +u)∥∥∥∥∂(β,α)+κw q j (t ,w +u)∥∥), (3.35)
where sup(∗) is the supremum under the conditions
(∗) : v,w ∈R2n , η,κ ∈N2n ; |η|+ |κ| ≤ 4n+1+|γ|, α,β ∈Nn ; |α|+ |β| =N +2− j −k.
Observe first that by assumption (A2’), for k ∈ {0,1}, for all multi-indices ((α,β),η) ∈ N2n ×N2n and all
0≤ j ≤N with |α|+ |β| =N +2− j −k, we have
∂
(α,β)+η
(x,ξ) Hk ∈ L
∞(R2n).
On the other hand, using the estimates given by Proposition 3.2, for all ((α,β),κ) ∈N2n×N2n and all
j ≥ 0, there exists C j =C (α,β,κ, j )> 0 such that
∥∥∂(β,α)+κ(x,ξ) q0(t ,x,ξ)∥∥≤C0 exp
(
(|α|+ |β|+ |κ|)Γ|t |
)
and for j ≥ 1 ∥∥∂(β,α)+κ(x,ξ) q j (t ,x,ξ)∥∥≤C j exp
(
(2(|α|+ |β|+ |κ|)+4 j −3)Γ|t |
)
,
uniformly for (t ,x,ξ) ∈R×R2n .
Therefore, taking the supremum over (∗), there exists C = C (γ,N ,n, j ,k) > 0 such that for all t ∈ R
and all (x,ξ) ∈R2n , we have
∥∥∂γ(x,ξ)R˜N+1− j−k (Hk ,q j (t);x,ξ)∥∥≤C exp
((
2|γ|+2N +8n+3+2 j −2k
)
Γ|t |
)
.
Now, summing over j = 0, ...,N , we get
∥∥∂γ(x,ξ)R(N+1)(t ,x,ξ)∥∥≤Cn,N ,γ exp
((
2|γ|+4N +8n+3
)
Γ|t |
)
(3.36)
uniformly for t ∈R and (x,ξ) ∈R2n .
Consequently, using the Calderón-Vaillancourt theorem (Theorem A.5), we deduce
∥∥(R(N+1)(t))w (x,ħDx ;ħ)∥∥L (L2(Rn )⊗Cm ) ≤Cn,N exp
((
4N +δn
)
Γ|t |
)
,
uniformly for t ∈R, where δn is an integer depending only on the dimension n.
By going back to (3.30), we obtain
‖QN (t)‖L (L2(Rn )⊗Cm ) ≤ ħ
N+1
∫t
0
∥∥(RN+1(t − s))w∥∥
L (L2(Rn )⊗Cm )ds+O(ħ
N+1)
≤ CN ħ
N+1
∫t
0
exp
((
4N +δn
)
Γ(t − s)
)
ds+O(ħN+1)
≤ C ′N ħ
N+1 exp
((
4N +δn
)
Γt
)
,
uniformly for t ≥ 0. Analogously, we prove the estimate for t ≤ 0. This ends the proof of Theorem 2.2.
ä
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4 General case
We now turn to the study of the general case where the principal symbol of the Hamiltonian H which
generates the time evolution is no longer a scalar multiple of the identity inMm (C).
Let H ∈ S(g ) be an hermitian-valued semiclassical Hamiltonian satisfying (A0) and suppose that
(A1) is fulfilled. We consider the time evolution of a bounded quantum observableQw (x,ħDx ;ħ) asso-
ciated to a semiclassical observableQ ∈ Ssc(1), given by
Q(t) :=UH (−t)Q
w (x,ħDx ;ħ)UH (t), t ∈R.
4.1 Semiclassical projections
As already mentioned in section 2, the first step in the study ofQ(t) consists in the construction of the
semiclassical projections associated to Hw (x,ħDx ;ħ).
Theorem4.1 Let assumption (A1) be satisfied. For every 1 ≤ ν ≤ l , there exists a semiclassical symbol
P˜ν(x,ξ;ħ)∼
∑
j≥0ħ
j P˜ν, j (x,ξ) in S(1,R2n ,Mm (C)) (uniquemodulo S−∞(1;R2n ,Mm (C))) such thatmodulo
O(ħ∞) in L (L2(Rn)⊗Cm), we have
P˜wν P˜
w
ν = P˜
w
ν (4.1)
P˜wν =
(
P˜wν
)∗, (4.2)
[P˜wν ,H
w ]= 0. (4.3)
P˜wµ P˜
w
ν = P˜
w
ν P˜
w
µ = 0, ∀1≤µ 6= ν≤ l , (4.4)
l∑
ν=1
P˜wν = idL2(Rn )⊗Cm . (4.5)
In particular, P˜ν,0(x,ξ)= Pν,0(x,ξ) is the orthogonal projector onto Ker
(
H0(x,ξ)−λν(x,ξ)
)
.
There are at least two methods of proof for this result. The first one followed by Brummelhuis and
Nourrigat [5] (see also [25]) consists in solving, in the space of formal power series of ħ, the symbolic
equations corresponding to (4.1), (4.2) and (4.3),
P˜ν(x,ξ;ħ)#P˜ν(x,ξ;ħ)∼ P˜ν(x,ξ;ħ)∼
(
P˜ν(x,ξ;ħ)
)∗, [P˜ν(x,ξ;ħ),H(x,ξ;ħ)]# ∼ 0.
The second method due to Helffer and Sjöstrand [19] uses the Riesz projectors and the symbolic cal-
culus of ħ-pseudodifferential operators (see [12, ch. 8]). For the reader’s convenience, we give in the
appendix C an outline of the proof of Theorem 4.1 following the method in [19].
For our next purposes, it is more convenient to work with exact projections, i.e. with operators
which satisfy (4.1) exactly, not only modulo O(ħ∞) in norm L (L2(Rn)⊗Cm). To do this, we follow an
idea from [26] (see also [25, 27]) which consists in introducing the operators
Pν :=
i
2pi
∫
|z−1|= 12
(P˜wν − z)
−1dz, 1≤ ν≤ l .
For ħ small enough, (4.1) implies that the spectrum of P˜wν is concentrated near 0 and 1 (see [26]), then
Pν is well defined and satisfies
PνPν =Pν =P
∗
ν . (4.6)
By a similar computation as in [26, sec. III], one gets∥∥Pν− P˜wν ∥∥L (L2(Rn )⊗Cm ) =O(ħ∞). (4.7)
Then, by Beals’s characterization of ħ-pseudodifferential operators (see [12, Proposition 8.3]), Pν is an
ħ-pseudodifferential operator with symbol Pν(x,ξ;ħ) ∈ Ssc(1), i.e. Pν = Pwν (x,ħDx ;ħ). Moreover, we
have (see [26]) ∥∥[Pν,Hw ]∥∥L (L2(Rn )⊗Cm ) =O
(∥∥[P˜wν ,Hw ]∥∥L (L2(Rn )⊗Cm )
)
=O(ħ∞). (4.8)
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4.2 Block-diagonalization
In what follows, we shall use the notation Pwν for Pν. We introduce the family of Heisenberg operators
Qν(t) defined by
Qν(t) := e
i t
ħ
Pwν H
wPwν Pwν Q
wPwν e
− i t
ħ
Pwν H
wPwν , 1≤ ν≤ l . (4.9)
The main result of this paragraph is the following.
Proposition 4.2 Assume that H satisfies the assumption of Theorem 4.1.
(i) If Q ∈Q(1), then the following estimate holds
∥∥Q(t)− l∑
ν=1
Qν(t)
∥∥
L (L2(Rn )⊗Cm ) =O
(
(1+|t |)ħ∞
)
, (4.10)
uniformly for t ∈R.
(ii) Assume that Q0(x,ξ)=
∑l
ν=1Pν,0(x,ξ)Q˜(x,ξ)Pν,0(x,ξ) for some Q˜ ∈ S(1). Then, we have
∥∥Q(t)− l∑
ν=1
Qν(t)
∥∥
L (L2(Rn )⊗Cm ) =O
(
(1+|t |)ħ
)
, (4.11)
uniformly for t ∈R.
The following lemma is the first step in the proof of the above proposition.
Lemma 4.3 For all 1≤ ν≤ l , we have
e
i t
ħ
HwPwν = e
i t
ħ
Pwν H
wPwν Pwν +O(|t |ħ
∞), (4.12)
uniformly for t ∈R.
Proof. Fix ν ∈ {1, ..., l} and set
U (t) := e
i t
ħ
HwPwν , V (t) := e
i t
ħ
Pwν H
wPwν Pwν , t ∈R.
Obviously,U (t) satisfies {
(ħDt −Hw )U (t) = 0
U (0) = Pwν .
(4.13)
Here we use the standard notation Dt :=
1
i
∂t . Let us prove that V (t) satisfies{
(ħDt −Hw )V (t) = I (t)
V (0) = Pwν ,
(4.14)
with ‖I (t)‖L (L2(Rn )⊗Cm ) =O(ħ
∞), uniformly for t ∈R. Put
R(t) :=V (t)−Pwν e
i t
ħ
Pwν H
wPwν .
Using (4.6), we get
ħDtR(t) = e
i t
ħ
Pwν H
wPwν Pwν H
w (Pwν )
2− (Pwν )
2HwPwν e
i t
ħ
Pwν H
wPwν
= e
i t
ħ
Pwν H
wPwν Pwν H
wPwν −P
w
ν H
wPwν e
i t
ħ
Pwν H
wPwν
= 0, (4.15)
which together with R(0)= 0 yields
R(t)= 0, ∀t ∈R. (4.16)
19
Now, a simple computation gives
(ħDt −H
w )V (t) = (Pwν H
wPwν −H
w )e
i t
ħ
Pwν H
wPwν Pwν
= (Pwν H
wPwν −H
w )Pwν e
i t
ħ
Pwν H
wPwν + (Pwν H
wPwν −H
w )R(t)
= (Pwν H
wPwν −H
w )Pwν e
i t
ħ
Pwν H
wPwν
=: I (t).
According to (4.6), we have
I (t)=
(
Pwν H
w (Pwν )
2−HwPwν
)
e
i t
ħ
Pwν H
wPwν =
(
Pwν H
wPwν −H
wPwν
)
e
i t
ħ
Pwν H
wPwν . (4.17)
From (4.8), we have Pwν H
w =HwPwν +O(ħ
∞) which together with the fact that ‖Pwν ‖=O(1) yields
Pwν H
wPwν =H
w (Pwν )
2+O(ħ∞)=HwPwν +O(ħ
∞), (4.18)
where in the last step, we used (4.6) again. Putting together (4.18) and (4.17), we obtain
‖I (t)‖L (L2(Rn )⊗Cm ) =O(ħ
∞), uniformly for t ∈R. (4.19)
Now, according to Duhamel’s principle, we have
V (t)−U (t)=
1
ħ
∫t
0
U (t − s)O(ħ∞)ds,
which yields
U (t)−V (t)=O(|t |ħ∞), uniformly for t ∈R. (4.20)
This ends the proof of the lemma. ä
Turn now to the proof of Proposition 4.2.
Proof of Proposition 4.2 :
By conjugatingQ(t) with
∑l
ν=1P
w
ν (x,ħDx ;ħ)= idL2(Rn )⊗Cm +O(ħ
∞) and using the above lemma, we get
Q(t) =
l∑
µ,ν=1
e
i t
ħ
Pwµ H
wPwµ Pwµ Q
wPwν e
− i t
ħ
Pwν H
wPwν +O
(
(1+|t |)ħ∞
)
=
l∑
ν=1
Qν(t)+
l∑
µ6=ν=1
e
i t
ħ
Pwµ H
wPwµ Pwµ Q
wPwν e
− i t
ħ
Pwν H
wPwν +O
(
(1+|t |)ħ∞
)
, (4.21)
uniformly for t ∈R.
Passing from symbols to operators, the assumption Q ∈Q(1) implies
Qw =
l∑
ν=1
Pwν Q
wPwν +O(ħ
∞).
Therefore, using that Pwµ P
w
ν =O(ħ
∞) for µ 6= ν (which follows from (4.4) and (4.7)), we deduce
Pwµ Q
wPwν =O(ħ
∞), ∀1≤µ 6= ν≤ l . (4.22)
Consequently, the norm L (L2(Rn)⊗Cm) of the second term in the right hand side of (4.21) is equal to
O(ħ∞) uniformly for t ∈R. Thus (4.10) holds.
Now, assume thatQ0(x,ξ)=
∑l
ν=1Pν,0(x,ξ)Q˜(x,ξ)Pν,0(x,ξ), for some arbitrary Q˜ ∈ S(1). This implies
that
[Q0(x,ξ),Pν,0(x,ξ)]= 0, ∀1≤ ν≤ l ,∀(x,ξ) ∈R
2n .
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Combining this with the fact thatQw and Pwν are bounded in L
2(Rn)⊗Cm , we get
[Qw ,Pwν ]=O(ħ), ∀1≤ ν≤ l ,
which by using that Pwµ P
w
ν =O(ħ
∞) for µ 6= ν again, implies Pwν Q
wPwµ =O(ħ), for all 1≤µ 6= ν≤ l . Thus
(4.11) holds immediately from (4.21).
ä
Remark 4.4 According to estimate (4.10), the study of Q(t) is reducedmodulo O(ħ∞) to that of the blocks
Qν(t) defined by (4.9). Themain property of this reduction lies in the fact that it is preserved up to times of
order ħ−∞ (i.e. of order ħ−k , for all k ∈N) which in particular cover Ehrenfest type times. Thus, the prob-
lem of the construction of an asymptotic expansion in powers of ħ for Q(t) is reduced to the construction
of an asymptotic expansion for each block Qν(t) defined by (4.9). This will be the object of the following
paragraph.
4.3 Formal asymptotic expansion forQν(t )
From now on ν will be fixed in {1, ..., l}. We introduce the following notations for the symbols of the
operators Pwν H
wPwν and P
w
ν Q
wPwν respectively,
Hν := Pν#H#Pν ∼
∑
j≥0
ħ jHν, j (4.23)
Qν :=Pν#Q#Pν ∼
∑
j≥0
ħ jQν, j . (4.24)
Recall that by definition ofQν(t) (see (4.9)) and the fact that
(
Pwν
) j
=Pwν ,∀ j ∈N (according to (4.6)),
we have
(Pwν
) j
Qν(t)
(
Pwν
)j
=Qν(t), ∀ j ∈N,∀t ∈R.
In the following this property will play an important role in the construction of an asymptotic expansion
in powers of ħ forQν(t).
The starting point is the following Heisenberg problem

d
dt
Qν(t) =
i
ħ
[Hwν ,Qν(t)], (t ∈R)
Qν(t)|t=0 = Qwν (x,ħDx ;ħ),
(4.25)
which we rewrite at the level of symbols as

d
dt
qν(t) = {Hν,qν(t)}∗, (t ∈R)
qν(t)|t=0 = Qν.
(4.26)
As in section 3, considering qν(t) as a formal power series of ħ of the form qν(t)∼
∑
j≥0ħ
j qν, j (t) and
then equating equal powers of ħ in both sides of (4.26), we derive the following Cauchy problems
(Cν, j )


d
dt
qν, j (t) = {Hν,qν(t)}∗j
qν, j (t)|t=0 = Qν, j ,
(4.27)
where we recall that {Hν,qν(t)}∗j = i
(
[Hν,qν(t)]#
)
j+1 denotes the coefficient of ħ
j in the asymptotic
expansion of the Moyal bracket {Hν,qν(t)}∗.
Our objective consists in looking for a solution of (4.26) of the form
qν(t)∼ Pν#
∑
k≥0
ħk q˜ν,k (t)#Pν. (4.28)
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More explicitly, using this general form of the solution, we shall derive recursive problems for the
q˜ν, j (t). Once these problems are derived and solved, the solution qν, j (t) of (Cν, j ) can then be computed
using the composition formula (A.5) from the general formula
qν, j (t ,x,ξ)=
(
Pν#
∑
k≥0
ħk q˜ν,k (t)#Pν
)
j
(x,ξ)=
(
Pν#
j∑
k=0
ħk q˜ν,k (t)#Pν
)
j
(x,ξ), ∀ j ≥ 0. (4.29)
In particular,
qν,0(t ,x,ξ)= Pν,0(x,ξ)q˜ν,0(t ,x,ξ)Pν,0(x,ξ). (4.30)
Let us start by fixing the initial conditions q˜ν, j (t)|t=0.
Lemma 4.5 There exists a sequence of symbols (Q˜ν,k )k≥0 in S(1) such that
Qν ∼Pν#
∑
k≥0
ħkQ˜ν,k#Pν
and
Pν,0Q˜ν,kPν,0 = Q˜ν,k , ∀k ≥ 0. (4.31)
In particular, Q˜ν,0 =Qν,0 =Pν,0Q0Pν,0.
Proof. Using the fact that Pν#Pν =Pν according to (4.6), we have
Qν = Pν#Q#Pν
= Pν#Pν#Q#Pν#Pν
∼ Pν#(Pν,0Q0Pν,0)#Pν+Pν#
( ∑
j≥1
ħ jQν, j
)
#Pν.
Put
Q˜ν,0 := Pν,0Q0Pν,0 =Qν,0 and Rν,0 :=Pν#
( ∑
j≥1
ħ jQν, j
)
#Pν ∼
∑
j≥1
ħ j (Rν,0) j .
We have
Rν,0 = Pν#Pν#Rν,0#Pν#Pν
∼ ħ Pν#Pν#(Rν,0)1#Pν#Pν+Pν#
∑
j≥2
ħ j (Rν,0) j#Pν
∼ ħ Pν#(Pν,0(Rν,0)1Pν,0)#Pν+Rν,1
where Rν,1 := Pν#
∑
j≥2ħ
j
(
(Pν#(Rν,0)1#Pν) j−1+ (Rν,0) j
)
#Pν. We define
Q˜ν,1 :=Pν,0(Rν,0)1Pν,0.
One can iterate this procedure using at each step the fact that Rν, j = Pν#Pν#Rν, j #Pν#Pν to construct
the symbols Q˜ν,k satisfying the property (4.31). The constructed symbols Q˜ν,k are clearly in S(1) since
Pν,Q ∈ Ssc(1).
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In view of (4.28) and the above lemma, it is thus natural to impose the following initial conditions for
the q˜ν, j (t)
q˜ν, j (t)|t=0 = Q˜ν, j , ∀ j ≥ 0. (4.32)
Now, to derive the equations on the q˜ν, j (t) arising from the Cauchy problems (Cν, j ) j≥0, we express
qν, j (t) and {Hν,qν(t)}
∗
j
with respect to q˜ν, j (t). For j ≥ 0, we define
Aν, j−1(t) := Pν#
j−1∑
k=0
ħk q˜ν,k (t)#Pν (4.33)
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with the convention Aν,−1(t)= 0. From (4.28), we clearly have
qν, j (t)= Pν,0 q˜ν, j (t)Pν,0+
(
Aν, j−1(t)
)
j , (4.34)
where
(
Aν, j−1(t)
)
j denotes the coefficient of ħ
j in the asymptotic expansion of Aν, j−1(t). On the other
hand, we have(
[Hν,qν(t)]#
)
j+1
= [Hν,0,Pν,0 q˜ν, j+1(t)Pν,0]+
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
+
(
[Hν,Aν, j−1(t)]#
)
j+1
. (4.35)
The first term in the right hand side of the above equation vanishes since Hν,0 = λνPν,0. Then, putting
together (4.34) and (4.35), we deduce the equation on the symbol q˜ν, j (t) arising from (Cν, j ) which reads
d
dt
Pν,0 q˜ν, j (t)Pν,0 = i
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
+Kν, j−1(t), (4.36)
where
Kν, j−1(t) := i
(
[Hν,Aν, j−1(t)]#
)
j+1
−
d
dt
(
Aν, j−1(t)
)
j . (4.37)
Taking into account the initial conditions (4.32), we get the following Cauchy problems for q˜ν, j (t)

d
dt
Pν,0 q˜ν, j (t)Pν,0 = i
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
+Kν, j−1(t)
q˜ν, j (t)|t=0 = Q˜ν, j .
(4.38)
Notice that Kν, j−1(t) depends only on the symbols q˜ν,k (t) with 0≤ k ≤ j −1. (Kν,−1(t)= 0).
Proposition 4.6 Let j ∈N. The Cauchy problem (4.38) is equivalent to the following one

d
dt
Pν,0 q˜ν, j (t)Pν,0 = {λν,Pν,0 q˜ν, j (t)Pν,0}+ i [H˜ν,1,Pν,0 q˜ν, j (t)Pν,0]+Kν, j−1(t)
q˜ν, j (t)|t=0 = Q˜ν, j ,
(4.39)
where H˜ν,1 is the (m×m) hermitian-valued function defined by
H˜ν,1 :=
λν
2i
Pν,0{Pν,0,Pν,0}Pν,0− i
[
Pν,0, {λν,Pν,0}
]
+Pν,0Hν,1Pν,0. (4.40)
To prove this proposition, we recall the following result from the appendix of [32].
Lemma 4.7 LetW :R2n →Mm(C) be such that [W,Pν,0]= 0. We have
1
2
Pν,0
(
{λνPν,0,W }− {W,λνPν,0}
)
Pν,0 =
{
λν,Pν,0WPν,0
}
−
[
Pν,0WPν,0,
λν
2
Pν,0{Pν,0,Pν,0}Pν,0+
[
Pν,0, {λν,Pν,0}
]]
.
Proof of proposition (4.6) :
Let us start by computing
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
. We have
Pν,0
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
Pν,0 =
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
. (4.41)
Indeed, the fact that Pν#Hν =Hν#Pν =Hν (according to (4.6)) implies
Pν#[Hν,Pν#q˜ν, j (t)#Pν]##Pν = [Hν,Pν#q˜ν, j (t)#Pν]#. (4.42)
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Consequently, the sub-principal symbols of the two terms in the above equation coincide. Since(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
0
= [Hν,0,Pν,0 q˜ν, j (t)Pν,0]= 0,
it follows that the sub-principal symbol of the left hand side of (4.42) is equal to
Pν,0
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
Pν,0.
Thus we get (4.41). Using this property and formulas (A.7) and (A.8), we obtain(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
=Pν,0
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
Pν,0
=
1
2i
Pν,0
(
{Hν,0,Pν,0 q˜ν, j (t)Pν,0}− {Pν,0 q˜ν, j (t)Pν,0,Hν,0}
)
Pν,0
+Pν,0
([
Hν,0,
(
Pν#q˜ν, j (t)#Pν
)
1
]
+
[
Hν,1,Pν,0 q˜ν, j (t)Pν,0
])
Pν,0
=
1
2i
Pν,0
(
{Hν,0,Pν,0 q˜ν, j (t)Pν,0}− {Pν,0 q˜ν, j (t)Pν,0,Hν,0}
)
Pν,0
+
[
Pν,0Hν,1Pν,0,Pν,0 q˜ν, j (t)Pν,0
]
, (4.43)
where in the last step we used the fact that Pν,0
[
Hν,0 ,
(
Pν#q˜ν, j (t)#Pν
)
1
]
Pν,0 = 0 which can be easily
verified using formula (A.8). Applying Lemma 4.7 withW =Pν,0 q˜ν, j (t)Pν,0, we get
i
(
[Hν,Pν#q˜ν, j (t)#Pν]#
)
1
= {λν,Pν,0 q˜ν, j (t)Pν,0}+ i [H˜ν,1,Pν,0 q˜ν, j (t)Pν,0],
where H˜ν,1 is defined by (4.40). This ends the proof of the proposition.
ä
The resolution of the Cauchy problems (4.39) will be made by induction on j ≥ 0. Let us start with
j = 0. Since Kν,−1(t)= 0, we have

d
dt
Pν,0 q˜ν,0(t)Pν,0 = {λν,Pν,0 q˜ν,0(t)Pν,0}+ i [H˜ν,1,Pν,0 q˜ν,0(t)Pν,0]
q˜ν,0(t)|t=0 = Q˜ν,0.
In Lemma B.2, taking into account the fact that Q˜ν,0 = Pν,0Q˜ν,0Pν,0 (see (4.31)), we have shown that
if q˜ν,0(t) is a solution of the following problem

d
dt
q˜ν,0(t) = {λν, q˜ν,0(t)}+ i [H˜ν,1, q˜ν,0(t)]
q˜ν,0(t)|t=0 = Q˜ν,0,
(4.44)
then at any time t ,
q˜ν,0(t)=Pν,0 q˜ν,0(t)Pν,0. (4.45)
Applying the result of Appendix B withΛ=λν and A = H˜ν,1, we obtain the solution of (4.44) which reads
q˜ν,0(t ,x,ξ)= T
−1
ν (t ,x,ξ)Qν,0
(
φtν(x,ξ)
)
Tν(t ,x,ξ), (4.46)
where Tν in the unitary (m×m) matrix-valued function solution of the system
d
dt
Tν(t ,x,ξ)=−i H˜ν,1
(
φtν(x,ξ)
)
Tν(t ,x,ξ), Tν(0,x,ξ)= Im . (4.47)
Let us now assume that we have solved (4.39) until the order j − 1, i.e. we have constructed the
symbols q˜ν,k (t) for k ∈ {0, ..., j −1} and that they satisfy
q˜ν,k (t)=Pν,0 q˜ν,k (t)Pν,0, ∀k ∈ {0, ..., j −1}.
We are going to solve (4.39) at the order j and check that the solution q˜ν, j (t) satisfies
q˜ν, j (t)=Pν,0 q˜ν, j (t)Pν,0.
To apply Lemma B.2, we have to prove that
Pν,0Kν, j−1(t)Pν,0 =Kν, j−1(t). (4.48)
Recall that Kν, j−1(t) defined by (4.37) is the j -th term (i.e. the coefficient of ħ j ) of the symbol
Eν, j−1(t) :=
i
ħ
[Hν,Aν, j−1(t)]#−
d
dt
Aν, j−1(t).
In the following, we say that B ∼
∑
k≥0ħ
kBk belongs to S(ħ
j ) if Bk = 0 for all k < j .
We claim that
Eν, j−1(t)∈ S(ħ
j ). (4.49)
This will be proven below. Due to (4.33) and (4.23), we have
Pν#Eν, j−1(t)#Pν = Eν, j−1(t).
By equating the j -th terms in both sides using (4.49) we get (4.48). Taking into account (4.31) and (4.48),
according to Lemma B.2, if q˜ν, j (t) is a solution of the following problem

d
dt
q˜ν, j (t) = {λν, q˜ν, j (t)}+ i [H˜ν,1, q˜ν, j (t)]+Kν, j−1(t)
q˜ν, j (t)|t=0 = Q˜ν, j ,
(4.50)
then
q˜ν, j (t)= Pν,0 q˜ν, j (t)Pν,0, ∀t ∈R.
To solve (4.50), we apply the result of Appendix B again with Λ= λν, A = H˜ν,1 and B(t)= Kν, j−1(t). The
solution reads
q˜ν, j (t ,x,ξ)= T
−1
ν (t ,x,ξ)
(
Q˜ν, j
(
φtν(x,ξ)
)
+
∫t
0
Wν, j (t , s,x,ξ)ds
)
Tν(t ,x,ξ), (4.51)
with
Wν, j (t , s,x,ξ) := T
−1
ν
(
− s,φtν(x,ξ)
)
Kν, j−1
(
s,φt−sν (x,ξ)
)
Tν
(
− s,φtν(x,ξ)
)
,
where Tν is given by the system (4.47).
It remains now to prove the claim (4.49) by induction on j . For j = 1, we have
(
Eν,0(t)
)
0 = i
(
[Hν,Aν,0(t)]#
)
1−
d
dt
(
Aν,0(t)
)
0
= i
(
[Hν,Pν#q˜ν,0(t)#Pν]#
)
1−
d
dt
Pν,0 q˜ν,0(t)Pν,0
= 0,
since it is the equation satisfied by q˜ν,0(t) (see (4.38)). Thus Eν,0(t)∈ S(ħ).
We assume that Eν, j−2(t) ∈ S(ħ j−1) and let us prove (4.49). Using that
Aν, j−1(t)= Aν, j−2(t)+ħ
j−1Pν#q˜ν, j−1(t)#Pν
we get
Eν, j−1(t)= Eν, j−2(t)− ħ
j−1 d
dt
Pν#q˜ν, j−1(t)#Pν+ i ħ
j−2[Hν,Pν#q˜ν, j−1(t)#Pν]#
= Eν, j−2(t)−ħ
j−1 d
dt
Pν,0 q˜ν, j−1(t)Pν,0+S(ħ
j )+ iħ j−1
([
Hν,Pν#q˜ν, j−1(t)#Pν
]
#
)
1+S(ħ
j )
= Eν, j−2(t)−ħ
j−1
( d
dt
Pν,0 q˜ν, j−1(t)Pν,0− i
([
Hν,Pν#q˜ν, j−1(t)#Pν
]
#
)
1
)
+S(ħ j ). (4.52)
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Notice that to pass from the first to the second equality, we have used the fact that[
Hν,Pν#q˜ν, j−1(t)#Pν
]
# ∈ S(ħ)
since as it was already point out in (4.35) its principal symbol vanishes.
On the other hand, combining the definition of Kν, j−2(t) which is Kν, j−2(t)=
(
Eν, j−2(t)
)
j−1 and the
induction hypothesis Eν, j−2(t)∈ S(ħ
j−1), we get
Eν, j−2(t)=ħ
j−1Kν, j−2(t)+S(ħ
j ).
By going back to (4.52), we obtain
Eν, j−1(t)=ħ
j−1
(
Kν, j−2(t)−
d
dt
Pν,0 q˜ν, j−1(t)Pν,0+ i
([
Hν,Pν#q˜ν, j−1(t)#Pν
]
#
)
1
)
+S(ħ j ).
The first term in the right hand side of the above equation vanishes since it is exactly the equation
satisfied by q˜ν, j−1(t) (see (4.38)). Thus, we proved that Eν, j−1(t) ∈ S(ħ j ). This ends the proof of the
claim.
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Summingup, wehencehave solved theCauchy problems (4.38) for all j ≥ 0. The solutions (q˜ν, j (t)) j≥0
are given by formula (4.51). In particular, q˜ν,0(t) is given by (4.46). As already mentioned in the begin-
ing of this paragraph, the solutions qν, j (t) of the Cauchy problems (Cν, j ) j≥0 can then be computed
using the composition formula (A.5) from the general formula (4.29). In particular, the principal sym-
bol qν,0(t) is given by (4.30).
4.4 Uniform estimates and proofs of Theorem 2.5 and Corollary 2.7
This section is devoted to the proofs of Theorem 2.5 and Corollary 2.7. Since the techniques of the
proofs are close to those used in the above section, we shall omit some details.
As in section 3, we start by estimating the derivatives of the constructed symbols qν, j (t), j ≥ 0.
Proposition 4.8 Assume (A1) and (A2) and let 1≤ ν≤ l . For all γ ∈N2n , for all j ≥ 0, there exists Cγ,ν, j > 0
such that for all t ∈R and all (x,ξ) ∈R2n , we have
∥∥∂γ(x,ξ)qν,0(t ,x,ξ)∥∥≤Cγ,ν,0 exp
(
|γ|Γν|t |
)
, (4.53)
and for j ≥ 1, ∥∥∂γ(x,ξ)qν, j (t ,x,ξ)∥∥≤Cγ,ν, j exp
((
2|γ|+4 j −2
)
Γν|t |
)
, (4.54)
where Γν is defined by (2.12).
Similarly to the proof of Proposition 3.2, the proof of the above proposition is based on the following
lemmas which give estimates on the derivatives of the Hamiltonian flowsφtν generated by the eigenval-
ues λν and the matrix-valued function Tν defined in (4.47).
From now on we fix ν ∈ {1, ..., l}.
Lemma 4.9 We assume that
∂
γ
(x,ξ)H0 ∈ L
∞(R2n), for |γ| ≥ 2. (4.55)
Then, for all γ∈N2n \ {0}, there exists Cν,γ > 0 such that for all t ∈R and all (x,ξ) ∈R2n ,
‖∂
γ
(x,ξ)φ
t
ν(x,ξ)‖ ≤Cν,γ exp
(
|γ|Γν|t |
)
. (4.56)
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Proof. According to inequaltiy (C.1), (4.55) implies that ∂γ(x,ξ)λν ∈ L
∞(R2n), for |γ| ≥ 2. Thus estimate
(4.56) can be proved in the same manner as in Lemma 3.4 (see [6, Lemma 2.2]). ä
We turn now to the estimation of the derivatives of Tν solution of the system (4.47).
Lemma 4.10 Let assumptions (A1) and (A2) be satisfied. For all γ∈N2n \{0} there exists a constant Cν,γ >
0 (independent of t ∈R and (x,ξ) ∈R2n) such that
‖∂
γ
(x,ξ)Tν(t ,x,ξ)‖ ≤Cν,γ exp
(
|γ|Γν|t |
)
. (4.57)
Furthermore, the same estimate holds for T−1ν (t ,x,ξ).
Proof. We recall the expression of the (m×m) hermitian-valued function H˜ν,1 defined in (4.40)
H˜ν,1 =Pν,0Hν,1Pν,0− i [Pν,0, {λν,Pν,0}]−
i
2
λνPν,0{Pν,0,Pν,0}Pν,0 := I
(1)
ν + I
(2)
ν + I
(3)
ν .
We claim that under assumptions (A1) and (A2), we have H˜ν,1 ∈ S(1). Then, estimate (4.57) can be
proved by applying exactly the same method as in the proof of Lemma 3.5.
Toprove the claim let us start by computingHν,1 . From (4.8), wehaveHν,1 := (Pν#H#Pν)1 = (Pν#H)1.
Then, using formula (A.6), we obtain
Hν,1 =
1
2i
{Pν,0,H0}+Pν,0H1+Pν,1H0. (4.58)
It follows that
I (1)ν =
1
2i
Pν,0{Pν,0,H0}Pν,0+Pν,0H1Pν,0+λνPν,0Pν,1Pν,0.
Computing Pν,1 using formula (A.6) and multiplying from both sides by Pν,0, we get
λνPν,0Pν,1Pν,0 =
i
2
λνPν,0{Pν,0,Pν,0}Pν,0 =−I
(3)
ν .
Consequently,
H˜ν,1 =
1
2i
Pν,0{Pν,0,H0}Pν,0+Pν,0H1Pν,0− i [Pν,0, {λν,Pν,0}]. (4.59)
Using assumption (A2) and Lemma C.1, we clearly see that H˜ν,1 ∈ S(1). This ends the proof of the
lemma.
ä
Remark 4.11 As in Lemma 3.6, combining (4.56) and (4.57) and using the Faá Di Bruno formula (3.12),
we get the following estimate on the derivatives of Tν
(
s,φtν(x,ξ)
)
: for all γ ∈N2n , there exists Cν,γ > 0 such
that ∥∥∂γ(x,ξ)(Tν(s,φtλ(x,ξ)))∥∥≤Cν,γ exp
(
|γ|Γν(|t |+ |s|)
)
, (4.60)
uniformly for t , s ∈R and (x,ξ) ∈R2n . The same estimate remains valid for T−1ν (s,φ
t
λ
(x,ξ)).
We end our series of Lemmas by the following one where we control the derivatives of the symbols
(Hν, j ) j≥0.
Lemma 4.12 Under assumptions (A1) and (A2), for all j ≥ 0 and γ ∈N2n with |γ|+ j ≥ 1, we have
∂
γ
(x,ξ)Hν, j ∈ L
∞(R2n). (4.61)
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Proof. From the proof of Lemma C.1, one verify that by combining condition (2.11) and assumption
(A2), we get
‖∂
γ
(x,ξ)Pν,0(x,ξ)‖ ≤Cγg
−1(x,ξ), ∀|γ| ≥ 1. (4.62)
Thus, since Hν,0 = λνPν,0, then (4.61) for j = 0 follows immediately from (4.62) and inequality (C.1).
Now, for j ≥ 1, from the composition formula (A.5) we have
Hν, j = (Pν#H) j =
∑
|α|+|β|+k+p= j
γ(α,β)Pν,k
(β)
(α)Hp
(α)
(β)
=
∑
|α|+|β|+k= j
γ(α,β)Pν,k
(β)
(α)H0
(α)
(β) +
∑
|α|+|β|+k= j−1
γ(α,β)Pν,k
(β)
(α)H1
(α)
(β) .
According to Lemma C.2, we have Pν,k ∈ S(g
−k), for all k ≥ 1. Then, using (A2), we obtain (4.61) for all
j ≥ 1. ä
Now, we are in position to prove Proposition 4.8.
Proof of Proposition 4.8 :
For j = 0, estimate (4.53) is a direct consequence of estimates (4.56) and (4.57).
Let us prove estimate (4.54). In the following, when it is not precised, all constants Cγ > 0 are uni-
formwith respect to t ∈R and (x,ξ) ∈R2n .
We start by proving (4.54) for the derivatives of q˜ν, j (t), j ≥ 1, i.e.
∥∥∂γ(x,ξ) q˜ν, j (t ,x,ξ)∥∥≤Cγ,ν, j exp
((
2|γ|+4 j −2
)
Γν|t |
)
, ∀γ ∈N2n . (4.63)
We proceed by induction with respect to j . Recall the expression of q˜ν,1(t)
q˜ν,1(t ,x,ξ)= T
−1
ν (t ,x,ξ)
(
Q˜ν,1
(
φtν(x,ξ)
)
+
∫t
0
Wν,1(t , s,x,ξ)ds
)
Tν(t ,x,ξ),
where
Wν,1(t , s,x,ξ)= T
−1
ν
(
− s,φtν(x,ξ)
)
Kν,0
(
s,φt−sν (x,ξ)
)
Tν
(
− s,φtν(x,ξ)
)
Kν,0(t ,x,ξ)= i
([
Hν(x,ξ;ħ),Aν,0(t ,x,ξ;ħ)
]
#
)
2
−
d
dt
(
Aν,0(t ,x,ξ;ħ)
)
1
and
Aν,0(t ,x,ξ;ħ)=
(
Pν#q˜ν,0(t)#Pν
)
(x,ξ;ħ). (4.64)
Let us estimating the derivatives of Kν,0(t ,x,ξ). Since Hν#Pν =Pν#Hν =Hν, it follows that[
Hν,Aν,0(t)
]
# =Pν#
[
Hν, q˜ν,0(t)
]
##Pν.
From this equation, using the composition formula (A.5), we see that
([
Hν,Aν,0(t)
]
#
)
2
is a finite linear
combination of terms depending on the symbols Pν,k ,Hν, j , q˜ν,0(t) and theirs derivatives with at most a
derivative of order 2 (with respect to (x,ξ)) of q˜ν,0(t ,x,ξ). The termHν,0 appears only in the commutator
[Hν,0, q˜ν,0(t)] which vanishes since Pν,0 q˜ν,0(t)Pν,0 = q˜ν,0(t) (see (4.45)). Consequently, using estimate
(4.53), the fact that Pν,k ∈ S(1) and Lemma 4.12, we obtain∥∥∥∂γ(x,ξ)
(
[Hν,Aν,0(t)]#
)
2
(x,ξ)
∥∥∥≤Cγ exp((|γ|+2)Γν|t |), ∀γ ∈N2n . (4.65)
On the other hand, from (4.64) we have
d
dt
(
Aν,0(t)
)
1 =
(
Pν#
d
dt
q˜ν,0(t)#Pν
)
1
.
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Since q˜ν,0(t) satisfies equation (4.44), i.e.
d
dt
q˜ν,0(t)= {λν, q˜ν,0(t)}+ i [H˜ν,1, q˜ν,0(t)],
it follows from estimate (4.53) again, assumption (A2) and the fact that H˜ν,1 ∈ S(1) (see the proof of
Lemma 4.10) that for all γ∈N2n , there exists Cγ > 0 independent of t ∈R and (x,ξ) ∈R2n such that∥∥∥∂γ(x,ξ)
( d
dt
(
Aν,0(t)
)
1
)
(x,ξ)
∥∥∥≤Cγ exp((|γ|+2)Γν|t |). (4.66)
Putting together (4.65) and (4.66), we obtain∥∥∥∂γ(x,ξ)Kν,0(t ,x,ξ)
∥∥∥≤Cγ exp((|γ|+2)Γν|t |), ∀γ ∈N2n .
As in the proof of Proposition 3.2, using the above estimate, estimate (4.56) on the derivatives of the
flow φtν, estimate (4.57) on the derivatives of Tν(t ,x,ξ) and the Faá Di Bruno formula (3.12), we get∥∥∥∂γ(x,ξ) q˜ν,1(t ,x,ξ)
∥∥∥≤Cγ exp((2|γ|+2)Γν|t |), ∀γ ∈N2n .
Thus we proved that (4.63) for j = 1.
Let us now assume that q˜ν,k (t ,x,ξ) satisfies (4.63) for k ∈ {1, ...,r −1}. Recall the expression of q˜ν,r (t)
q˜ν,r (t ,x,ξ)= T
−1
ν (t ,x,ξ)
(
Q˜ν,r
(
φtν(x,ξ)
)
+
∫t
0
Wν,r (t , s,x,ξ)ds
)
Tν(t ,x,ξ),
where
Wν,r (t , s,x,ξ)= T
−1
ν
(
− s,φtν(x,ξ)
)
Kν,r−1
(
s,φt−sν (x,ξ)
)
Tν
(
− s,φtν(x,ξ)
)
Kν,r−1(t ,x,ξ)= i
([
Hν(x,ξ;ħ),Aν,r−1(t ,x,ξ;ħ)
]
#
)
r+1
−
d
dt
(
Aν,r−1(t ,x,ξ;ħ)
)
r
and
Aν,r−1(t ,x,ξ;ħ)=
(
Pν#
r−1∑
k=0
ħk q˜ν,k (t)#Pν
)
(x,ξ;ħ).
As above, we have [
Hν,Aν,r−1(t)
]
# = Pν#
[
Hν,
r−1∑
k=0
ħk q˜ν,k (t)
]
##Pν
which yields
([
Hν,Aν,r−1(t)
]
#
)
r+1
=
r−1∑
k=0
(
Pν#
[
Hν, q˜ν,k (t)
]
##Pν
)
r+1−k
.
Again, using the composition formula (A.5), we see that for all k ∈ {0, ...,r−1},
(
Pν#
[
Hν, q˜ν,k (t)
]
##Pν
)
r+1−k
depends atmost on a derivative of order r+1−k of q˜ν,k (t) (and on the derivatives ofHν, j and Pν,l ). Con-
sequently, using the induction hypothesis, we get∥∥∥∂γ(x,ξ)
([
Hν,Aν,r−1(t)
]
#
)
r+1
(x,ξ)
∥∥∥≤Cγ,r exp((2|γ|+4r −2)Γν|t |), ∀γ ∈N2n . (4.67)
Since
d
dt
Aν,r−1(t) depends on
d
dt
q˜ν,k (t), k ∈ {0, ...,r−1}, which satisfy equations (4.50), it follows that to
estimate the derivatives with respect to (x,ξ) of
( d
dt
Aν,r−1(t)
)
r , one first needs estimates on the deriva-
tives of Kν,k (t) with k ∈ {0, ...,r −2}. This can bemade by induction on k and we get that
( d
dt
Aν,r−1(t)
)
r
satisfies estimate (4.67). Consequently, we obtain∥∥∥∂γ(x,ξ)Kν,r−1(t ,x,ξ)
∥∥∥≤Cγ,r exp((2|γ|+4r −2)Γν|t |), ∀γ ∈N2n .
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Weconclude as in the proof of Proposition 3.2 using estimates (4.56), (4.60) and Leibniz formula. Hence,
∥∥∂γ(x,ξ) q˜ν, j (t ,x,ξ)∥∥≤Cγ,ν, j exp
((
2|γ|+4 j −2
)
Γν|t |
)
, ∀γ ∈R2n ,∀ j ≥ 1, (4.68)
uniformly for t ∈R and (x,ξ) ∈R2n . This ends the proof of (4.63).
Turn now to the proof of estimate (4.54). Let j ≥ 1. According to the general form of the solution
(4.29), we have
qν, j (t ,x,ξ)=
(
Pν#q˜ν,0(t)#Pν
)
j
(x,ξ)+
(
Pν#q˜ν,1(t)#Pν
)
j−1
(x,ξ)+·· ·+
(
Pν#q˜ν, j (t)#Pν
)
0
(x,ξ).
By the composition formula (A.5), each term
(
Pν#q˜ν,k (t)#Pν
)
j−k
(x,ξ), k ∈ {0, ..., j }, in the above sum
is a finite linear combination of terms depending on Pν,l (x,ξ), q˜ν,k (t ,x,ξ) and theirs derivatives (with
respect to (x,ξ)) with at most a derivative of order j −k of q˜ν,k (t ,x,ξ). Then, using (4.63) and the fact
that Pν,l ∈ S(1) for all l ≥ 0, we deduce that for all 1≤ k ≤ j and γ∈N
2n , we have
∥∥∂γ(x,ξ)
(
Pν#q˜ν,k (t)#Pν
)
j−k
(x,ξ)
∥∥≤C j ,k ,γ,νexp((2|γ|+2( j +k)+2)Γν|t |). (4.69)
Taking the supremum over k ∈ {1, ..., j }, we get (4.54). This ends the proof of Proposition 4.8.
ä
4.4.1 Proofs of Theorem2.5 and Corollary 2.7
Proof of Theorem2.5 :
The starting point is the same as in the proof of Theorem 2.2. Set
UHν(t) := e
− i t
ħ
Hwν = e−
i t
ħ
Pwν H
wPwν , t ∈R.
For N ∈N, letQ (N)ν (t) be the remainder term of order N in the asymptotic expansion ofQν(t), i.e.
Q (N)ν (t) :=Qν(t)−
N∑
j=0
ħ j
(
qν, j (t)
)w (x,ħDx ).
Lemma 4.13 Fix 1≤ ν≤ l . For all N ∈N, the following estimate holds∥∥∥Q (N)ν (t)∥∥∥
L (L2(Rn )⊗Cm )
≤ħN+1
∥∥∥∫t
0
UHν(−s)
(
R(N+1)ν (t − s)
)w
UHν(s)ds
∥∥∥
L (L2(Rn )⊗Cm )
+O(ħN+1),
uniformly for t ∈R, where
R(N+1)ν (t) := R˜N+1(Hν,qν,0(t))+ R˜N (Hν,qν,1(t))+·· ·+ R˜1(Hν,qν,N (t)). (4.70)
We recall that the notation R˜k (A,B) is introduced in (3.29).
For N ∈N, we set
Q (N)(t) :=Q(t)−
N∑
j=0
ħ j
l∑
ν=1
(
qν, j (t)
)w (x,ħDx ).
Using Lemma 4.13 and Proposition 4.2 (i), we obtain
∥∥Q (N)(t)∥∥
L (L2(Rn )⊗Cm ) ≤
l∑
ν=1
∥∥Q (N)ν (t)∥∥L (L2(Rn )⊗Cm )+
∥∥∥Q(t)− l∑
ν=1
Qν(t)
∥∥∥
L (L2(Rn )⊗Cm )
(4.71)
≤ l ħN+1 sup
1≤ν≤l
∥∥∥∫t
0
UHν(−s)
(
R(N+1)ν (t − s)
)w
UHν(s)ds
∥∥∥
L (L2(Rn )⊗Cm )
+O(ħN+1)
+O
(
(1+|t |)ħ∞
)
,
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uniformly for t ∈R.
As in the end of the proof of Theorem 2.2, using the estimates on the symbols qν, j (t) given by Propo-
sition 4.8, Theorem A.3 and the Calderón-Vaillancourt theorem (Theorem A.5), we prove the following
estimate ∥∥(R(N+1)ν (t))w (x,ħDx ;ħ)∥∥L (L2(Rn )⊗Cm ) ≤Cν,n,N exp((4N + δ˜n)Γν|t |),
uniformly for t ∈ R, where δ˜n is an integer depending only on the dimension n. We conclude as in the
end of the proof of Theorem 2.2.
ä
Proof of Corollary 2.7 :
LetQ(x,ξ)∼
∑
j≥0ħ
jQ j (x,ξ) in S(1) and assume that there exists Q˜ ∈ S(1) such that
Q0(x,ξ)=
l∑
ν=1
Pν,0(x,ξ)Q˜(x,ξ)Pν,0(x,ξ).
According to Proposition 4.2 (ii), we have
∥∥∥Q(t)− l∑
ν=1
Qν(t)
∥∥∥
L (L2(Rn )⊗Cm )
=O
(
(1+|t |)ħ
)
, uniformly for t ∈R.
Thus by rewriting (4.71) for N = 0 and using Lemma 4.13, we get
∥∥Q (0)(t)∥∥
L (L2(Rn )⊗Cm ) ≤
l∑
ν=1
∥∥Q (0)ν (t)∥∥L (L2(Rn )⊗Cm )+
∥∥∥Q(t)− l∑
ν=1
Qν(t)
∥∥∥
L (L2(Rn )⊗Cm )
≤ l ħ sup
1≤ν≤l
∥∥∥∫t
0
UHν(−s)
(
R(1)ν (t − s)
)w
UHν(s)ds
∥∥∥
L (L2(Rn )⊗Cm )
+O(ħ)+O
(
(1+|t |)ħ
)
,
uniformly for t ∈R. We conclude as above.
ä
We end this section by the following remark concerning an application of the results of this paper.
Remark 4.14 (Application) Consider the matrix semiclassical Schrödinger operator in L2(Rn)⊗Cm
P (ħ) :=−ħ2∆⊗ Im +V (x), (4.72)
where V is a (m×m) hermitian-valued potential satisfying the following long-range assumption
(S1). There exists an hermitian matrix V∞ ∈Mm (C) and a constant δ> 0 such that for all α ∈Nn ,∥∥∂αx (V (x)−V∞)∥∥≤Cα〈x〉−δ−|α|, ∀x ∈Rn .
The limiting absorption principle (see e.g. [16]) ensures that the boundary values of the resolvent of P (ħ),(
P (ħ)− (E ± i0)
)−1 := lim
εց0
(
P (ħ)− (E ± iε)
)−1
exists as bounded operators form L2s (R
n)⊗Cm to L2−s (R
n)⊗Cm for any s > 12 and E outside the pure point
spectrum of P (ħ). Here L2s (R
n)⊗Cm denotes the space of Cm-valued functions defined on Rn such that
x 7→ 〈x〉s f (x) belongs to L2(Rn)⊗Cm .
In the scalar case, i.e. when m = 1, (resp. the matrix-valued case without crossings eigenvalues),
a well known result is a bounds O(ħ−1) on these boundary values near non-trapping energies for the
Hamiltonian p(x,ξ) := |ξ|2 +V (x) (resp. for the eigenvalues of p(x,ξ) := |ξ|2Im +V (x)). We refer to [31]
(resp. [21]) for the proofs of these results. In the case of trapped energies, using the results of Bouzouina-
Robert [6], Bony, Burq and Ramond [4] proved a lower bound of the type ħ−1 log(ħ−1) on the boundary
values of the resolvent of scalar Schrödinger operators. According to the remarkafter Theorem 2 in [4] and
our main results (Theorem 2.5 and Corollary 2.6), we can obtain the same lower bound for the boundary
values of the operator (4.72). The detailed proof will appear elsewhere.
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A Review of semiclassical pseudodifferential calculus formatrix val-
ued symbols
In this section we recall some notions and results about the semiclassical pseudodifferential calculus
in the context of operators with matrix-valued symbols. These results are well known in the case of
scalar-valued symbols and we refer to [12, ch. 7-9] and [35, ch. 4] for more details.
The set of Weyl operators with symbols in the classes S(g ) introduced in section 2 is stable under
the operator multiplication. Let σ be the canonical symplectic form on R2n
σ(x,ξ; y,ζ) := 〈J (x,ξ), (y,ζ)〉, J :=
(
0 In
−In 0
)
, ∀(x,ξ, y,ζ) ∈R4n . (A.1)
More precisely, we have the following well known result (see [30, 35])
TheoremA.1 Let g1,g2 be two order functions on R2n . The map
S(g1)×S(g2) −→ S(g1g2)
(P,Q) 7−→ P#Q
where P#Q is defined by :
P#Q(x,ξ) := e
iħ
2 σ(Dx ,Dξ;Dy ,Dη)
(
P (x,ξ)Q(y,η)
)
|(x,ξ)=(y,η), (A.2)
is a bilinear continuous map in the topology generated by the semi-norms associated to (2.2) andwe have
(P#Q)w (x,ħDx )=P
w (x,ħDx )◦Q
w (x,ħDx ),
as operators mapping S (Rn)⊗Cm to S (Rn)⊗Cm . The symbol P#Q, called the Moyal product of P,Q,
admits the following asymptotic expansion in powers of ħ
P#Q(x,ξ)∼
∑
j≥0
h j
j !
( i
2
σ(Dx ,Dξ;Dy ,Dη)
)j (
P (x,ξ)Q(y,η)
)
|(x,ξ)=(y,η) in S(g1g2). (A.3)
Furthermore, if P (x,ξ;ħ)∼
∑
j≥0ħ
jP j (x,ξ) in S(g1) andQ(x,ξ;ħ)∼
∑
j≥0ħ
jQ j (x,ξ) in S(g2) are two semi-
classical symbols, then P#Q is again a semiclassical symbol and we have
P#Q(x,ξ;ħ)∼
∑
j≥0
h j (P#Q) j (x,ξ) in S(g1g2), (A.4)
where for all j ≥ 0,
(P#Q) j (x,ξ) :=
∑
|α|+|β|+k+l= j
γ(α,β)Pk
(β)
(α)(x,ξ)Ql
(α)
(β)(x,ξ), (A.5)
with γ(α,β) :=
(−1)|β|
(2i )|α|+|β|α !β !
. In particular, the principal symbol and the sub-principal symbol of P#Q
are respectively given by
(P#Q)0 =P0Q0, (P#Q)1 =
1
2i
{P0,Q0}+P0Q1+P1Q0. (A.6)
In the following remark we collect some useful identities which can be easily computed using (A.6).
Remark A.2 We recall that the Moyal commutator [P,Q]# of P and Q is defined as [P,Q]# := P#Q−Q#P.
For P ∼
∑
j≥0ħ
jP j , Q ∼
∑
j≥0ħ
jQ j and C ∼
∑
j≥0ħ
jC j three semiclassical matrix-valued symbols, we
have (
[P,Q]#
)
0 = [P0,Q0],
(
[P,Q]#
)
1 =
1
2i
(
{P0,Q0}− {Q0,P0}
)
+ [P0,Q1]+ [P1,Q0]. (A.7)
(P#Q#C )0 =P0Q0C0, (P#Q#C )1 =
1
2i
{P0Q0,C0}+P0Q0C1+
1
2i
{P0,Q0}C0+P0Q1C0+P1Q0C0. (A.8)
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TheMoyal bracket
Let P ∼
∑
j≥0ħ
jP j in S(g1) andQ ∼
∑
j≥0ħ
jQ j in S(g2) be twomatrix-valued semiclassical symbols. The
Moyal bracket of P,Q denoted {P,Q}∗ is defined as theWeyl symbol of i
ħ
[Pw ,Qw ]. Bymeans of theMoyal
product it can be written as
{P,Q}∗ :=
i
ħ
[P,Q]# =
i
ħ
(P#Q−Q#P ).
If the principal symbols P0 and Q0 commute, i.e. if [P0,Q0] = 0, then using the rule of asymptotic ex-
pansion of the Moyal product of symbols (formula A.4), one can expand {P,Q}∗ in a power series of ħ
and gets
{P,Q}∗ ∼
∑
j≥0
ħ j {P,Q}∗j in S(g1g2), (A.9)
with {P,Q}∗
j
= i
(
[P,Q]#
)
j+1 = i
(
(P#Q) j+1− (Q#P ) j+1
)
, for all j ≥ 0.
Let N ≥ 1. The remainder term of order N−1 in the asymptotic expansion (A.9) can be expressed by
means of the remainder terms in the asymptotic expansions of P#Q andQ#P . More precisely, we have
{P,Q}∗−
N−1∑
j=0
ħ j {P,Q}∗j = iħ
−1(RN (P,Q)−RN (Q ,P )), (A.10)
where
RN (P,Q ;x,ξ;ħ) := P#Q(x,ξ)−
N∑
j=0
ħ j (P#Q) j (x,ξ) (A.11)
denotes the remainder term of order N in the asymptotic expansion of P#Q .
Remainder estimate in the composition formula
In [6, Theorem A.1], Bouzouina and Robert established the following estimate on the derivatives of
RN (P,Q) in the case of scalar-valued symbols. This result remains true without any change in the case
of matrix-valued symbols.
TheoremA.3 There exists a constant Kn > 0 such that for every integer κ ≥ 4n and every s > 4n, there
exists τn,κ,s > 0 such that for every P,Q ∈S (R2n)⊗Mm (C)we have :
For every N ≥ 1 and every γ ∈N2n , the following estimate holds for every u ∈R2n
‖∂
γ
uRN (P,Q ;u;ħ)‖≤ħ
N+1τn,κ,sK
N+|γ|
n (N !)
−1
× sup
v,w∈R2n
µ,ν∈N2n ;|µ|+|ν|≤κ+|γ|
α,β∈Nn ;|α|+|β|=N+1
(
〈(v,w)〉s−κ
∥∥∂(α,β)+µv P (v +u)∥∥∥∥∂(β,α)+νw Q(w +u)∥∥).
(A.12)
Remark A.4 As it was shown in [6], using the fact that S (R2n)⊗Mm(C) is dense in S(〈u〉a ;R2n ,Mm (C)),
a ∈ R, for the topology of the Fréchet spaces S(〈u〉a+ε;R2n ,Mm (C)), for all ε > 0, Theorem A.3 can be
extended to symbols P ∈ S(〈u〉a ;R2n ,Mm (C)) and Q ∈ S(〈u〉b ;R2n ,Mm (C)), with a,b ∈ R such that κ− s ≥
a+b to get a finite right hand side in (A.12).
We end this background by the following well known result (see [35, ch. 4]).
TheoremA.5 (Calderón-Vaillancourt) There exists an integer kn and a constant Cn > 0 such that if Q ∈
S(1) thenQw (x,hDx ;ħ) : L2(Rn)⊗Cm → L2(Rn)⊗Cm is bounded and we have
∥∥Qw (x,hDx ;ħ)∥∥L (L2(Rn )⊗Cm ) ≤Cn sup
|α|+|β|≤kn
ħ
|α|+|β|
2
∥∥∂αξ ∂βxQ∥∥L∞(R2n ). (A.13)
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B Cauchy problem
Let Λ ∈C∞(R2n ;R), A ∈C∞(R2n)⊗Mm(C) hermitian-valued and B ∈C∞(R×R2n)⊗Mm(C). In this para-
graph, we give the general solution of the following Cauchy problem

d
dt
ψ(t ,x,ξ) =
{
Λ,ψ(t , ·, ·)
}
(x,ξ)+ i [A(x,ξ),ψ(t ,x,ξ)]+B(t ,x,ξ)
ψ(t ,x,ξ)|t=0 = ψ0(x,ξ),
(B.1)
which arises when we solve the Cauchy problems (3.1) and (4.38) in sections 3 and 4, respectively. We
assume that the flowφt
Λ
(x,ξ) exists globally on R for all (x,ξ) ∈R2n since it is the case for φt
λ
and φtν (see
section 2).
We introduce the (m×m) matrix-valued function T solution of the following system
d
dt
T (t ,x,ξ)=−i A
(
φt
Λ
(x,ξ)
)
T (t ,x,ξ), T (0,x,ξ)= Im . (B.2)
The following lemma was proved in [5, Proposition 4].
Lemma B.1 The matrix T (t ,x,ξ) is unitary and we have
T
(
− t ,φt
Λ
(x,ξ)
)
= T−1(t ,x,ξ), ∀t ∈R, (x,ξ) ∈R2n . (B.3)
Notice that in [5], the quantity Γ(t ,x,ξ) = T (−t ,φt
Λ
(x,ξ)) was considered instead of T . The equation
satisfied by T−1 reads
d
dt
T−1(t ,x,ξ)= iT−1(t ,x,ξ)A
(
φt
Λ
(x,ξ)
)
. (B.4)
A simple computation using (B.2) and (B.4) yields
d
dt
(
T−1(−t ,x,ξ)ψ
(
t ,φ−t
Λ
(x,ξ)
)
T (−t ,x,ξ)
)
=
T−1(−t ,x,ξ)
( d
dt
ψ
(
t ,φ−t
Λ
(x,ξ)
)
− {Λ,ψ(t)}◦φ−t
Λ
(x,ξ)− i [A,ψ(t)]◦φ−t
Λ
(x,ξ)
)
T (−t ,x,ξ).
Consequently, equation (B.1) is equivalent to the following one
d
dt
(
T−1(−t ,x,ξ)ψ
(
t ,φ−t
Λ
(x,ξ)
)
T (−t ,x,ξ)
)
= T−1(−t ,x,ξ)B
(
t ,φ−t
Λ
(x,ξ)
)
T (−t ,x,ξ).
Therefore
ψ
(
t ,φ−t
Λ
(x,ξ)
)
= T (−t ,x,ξ)
(
ψ0(x,ξ)+
∫t
0
T−1(−s,x,ξ)B
(
s,φ−s
Λ
(x,ξ)
)
T (−s,x,ξ) ds
)
T−1(−t ,x,ξ). (B.5)
Using Lemma B.1, we obtain the solution of (B.1) which reads
ψ(t ,x,ξ)= T−1(t ,x,ξ)
(
ψ0(φ
t
Λ
(x,ξ))+
∫t
0
T−1
(
− s,φt
Λ
(x,ξ)
)
B
(
s,φt−s
Λ
(x,ξ)
)
T
(
− s,φt
Λ
(x,ξ)
)
ds
)
T (t ,x,ξ).
ä
The following lemma is used in the proof of Proposition 4.6. Similar result was announced in the
appendix of [32] (see equation (A.22) therein).
Lemma B.2 Consider the Cauchy problem (B.1) with Λ= λν and A = H˜ν,1 defined by (4.40). We assume
thatψ0 and B(t) satisfy
ψ0 =Pν,0ψ0Pν,0 and B(t)=Pν,0B(t)Pν,0, ∀t ∈R.
Then the solutionψ(t) satisfies
ψ(t)= Pν,0ψ(t)Pν,0, ∀t ∈R.
34
Proof. Put Pν,0 := Im −Pν,0 . We shall prove that
Pν,0ψ(t)= 0 and ψ(t)Pν,0 = 0, ∀t ∈R.
We have
d
dt
Pν,0ψ(t) = Pν,0{λν,ψ(t)}−Pν,0[ψ(t), i H˜ν,1]
= {λν,Pν,0ψ(t)}− {λν,Pν,0}ψ(t)−Pν,0[ψ(t), i H˜ν,1]
= {λν,Pν,0ψ(t)}− {λν,Pν,0}ψ(t)+ iPν,0H˜ν,1ψ(t)− iPν,0ψ(t)H˜ν,1
= {λν,Pν,0ψ(t)}− {λν,Pν,0}ψ(t)+ iPν,0H˜ν,1ψ(t)+O(Pν,0ψ(t)),
where we used the fact that H˜ν,1 ∈ S(1) (see the proof of Lemma 4.10). According to the definition of
H˜ν,1 we have
iPν,0H˜ν,1ψ(t)=Pν,0
[
Pν,0, {λν,Pν,0}
]
ψ(t)=−Pν,0{λν,Pν,0}Pν,0ψ(t). (B.6)
Next, multiplying the obvious equality {λν,Pν,0} = {λν,P2ν,0} = {λν,Pν,0}Pν,0 +Pν,0{λν,Pν,0} on the left
and right by Pν,0, gives Pν,0{λν,Pν,0}Pν,0 = 2Pν,0{λν,Pν,0}Pν,0 and then Pν,0{λν,Pν,0}Pν,0 = 0. Combining
this with (B.6), we obtain
iPν,0H˜ν,1ψ(t)= {λν,Pν,0}Pν,0ψ(t).
Therefore, we have
d
dt
Pν,0ψ(t) = {λν,Pν,0ψ(t)}− {λν,Pν,0}ψ(t)+ {λν,Pν,0}Pν,0ψ(t)+O(Pν,0ψ(t))
= {λν,Pν,0ψ(t)}− {λν,Pν,0}Pν,0ψ(t)+O(Pν,0ψ(t)),
which by using the fact that {λν,Pν,0} = O(1) (which follows from assumption (A2) and Lemma C.1)
gives
d
dt
Pν,0ψ(t)= {λν,Pν,0ψ(t)}+O(Pν,0ψ(t)).
Put g (t ,x,ξ) := Pν,0(x,ξ)ψ(t ,x,ξ) and f (t ,x,ξ) := g (t ,φ−tν (x,ξ)). Taking into account the fact that f (0)=
g (0)=Pν,0ψ0 = 0 (sinceψ0 =Pν,0ψ0Pν,0 by hypothesis), we have
d
dt
f (t ,x,ξ)=O
(
f (t ,x,ξ)
)
, f (0)= 0.
Consequently, using Gronwall Lemma, we get
f (t)= 0, ∀t ∈R.
Hence
Pν,0ψ(t)= 0, ∀t ∈R.
The same arguments show thatψ(t)Pν,0 = 0, for all t ∈R. This ends the proof of the lemma.
ä
C Semiclassical projections
In this appendix, we prove that under assumption (A1), λν and Pν,0 belong to nice classes of symbols,
for all 1 ≤ ν ≤ l , and we give an idea of the proof of Theorem 4.1. For more details we refer to [27] and
the original paper [19] (see also [3]).
Lemma C.1 Fix 1≤ ν≤ l . Under assumption (A1), Pν,0 ∈ S(1) and for all γ ∈N2n , there exists Cγ > 0 such
that ∣∣∂γ(x,ξ)λν(x,ξ)∣∣≤Cγ∥∥∂γ(x,ξ)H0(x,ξ)∥∥, ∀(x,ξ) ∈R2n . (C.1)
In particular, λν ∈ S(g ).
35
Proof. Let ν ∈ {1, ..., l}. Let ε(x,ξ)> 0 be such that
0<
ρ
2
g (x,ξ)≤ ε(x,ξ)≤
1
2
min
1≤µ6=ν≤l
|λµ(x,ξ)−λν(x,ξ)|. (C.2)
Put
γν(x,ξ) :=
{
z ∈C; |z−λν(x,ξ)| = ε(x,ξ)
}
, (C.3)
and
Pν,0(x,ξ)=
i
2pi
∫
γν(x,ξ)
(H0(x,ξ)− z)
−1dz.
By the Cauchy theorem, we see that a small variation of the contour γν(x,ξ) does not change Pν,0(x,ξ).
Let z ∈ γν(x,ξ). According to (C.2), (H0(x,ξ)−z)−1 exists for all (x,ξ) ∈R2n and sinceH0(x,ξ) is hermitian
it follows that
‖(H0(x,ξ)− z)
−1‖≤
1
dist
(
z,σ(H0(x,ξ))
) ≤ 2
ρ
g−1(x,ξ), (C.4)
where σ(H0(x,ξ)) := {λ1(x,ξ), ...,λl (x,ξ)}. Combining (C.4) and the fact that H0 ∈ S(g ), one sees that
Pν,0 ∈ S(1). For γ= 0, (C.1) is obvious. Taking the derivatives of the equation
(
Pν,0(x,ξ)
)2
= Pν,0(x,ξ), we
obtain
Pν,0(x,ξ)∂
γ
(x,ξ)Pν,0(x,ξ)Pν,0(x,ξ)= 0, ∀γ ∈N
2n \ {0}. (C.5)
Now, by differentiating successively the equation H0(x,ξ)Pν,0(x,ξ) = λν(x,ξ)Pν,0(x,ξ) using (C.5) and
the fact that Pν,0 ∈ S(1), one gets (C.1) for all γ ∈N2n \ {0}. ä
Outline of the proof of Theorem4.1 :
Fix 1 ≤ ν ≤ l and let γν(x,ξ) be the contour defined in (C.3). According to (C.4), for all z ∈ γν(x,ξ),
(H0(x,ξ)− z) is elliptic, i.e. (H0(x,ξ)− z)−1 ∈ S(g−1). By the composition formula (A.3), we have
(H(x,ξ;ħ)− z)#(H0(x,ξ)− z)
−1 = (H0(x,ξ)− z)#(H0(x,ξ)− z)
−1+ħH1(x,ξ)#(H0(x,ξ)− z)
−1
= Im −ħr (x,ξ,z;ħ), (C.6)
with r ∈ S(1), uniformly for z ∈γν(x,ξ). Consequently, using the symbolic calculus ofħ-pseudodifferential
operators (see [12, ch. 8]), we can construct a parametrix B ∈ S(g−1) such that for z ∈ γν(x,ξ),
B(x,ξ,z;ħ)∼
∑
j≥0
ħ jB j (x,ξ,z) in S(g
−1), with B0(x,ξ,z)= (H0(x,ξ)− z)
−1, (C.7)
and
B(x,ξ,z;ħ)#(H(x,ξ;ħ)− z) ∼ (H(x,ξ;ħ)− z)#B(x,ξ,z;ħ) ∼ Im , (C.8)
in S(1). The above formula implies that for z, z˜ ∈γν(x,ξ)
(H(x,ξ;ħ)− z)#
[
B(x,ξ,z;h)−B(x,ξ, z˜ ;h)
]
#(H(x,ξ;ħ)− z˜)∼ (z− z˜)Im ,
(H(x,ξ;ħ)− z)#B(x,ξ,z;h)#B(x,ξ, z˜ ;h)#(H(x,ξ;ħ)− z˜)∼ Im ,
which yields
B(x,ξ,z;ħ)−B(x,ξ, z˜ ;ħ)∼ (z− z˜)B(x,ξ,z;ħ)#B(x,ξ, z˜ ;ħ). (C.9)
Put
P˜ν(x,ξ;ħ) :=
i
2pi
∫
γν(x,ξ)
B(x,ξ,z;ħ)dz ∼
i
2pi
∑
j≥0
ħ j
∫
γν(x,ξ)
B j (x,ξ,z)dz. (C.10)
By construction of γν(x,ξ) and B(x,ξ,z;h), we easily see that P˜ν(x,ξ;ħ) ∈ S(1).
Let us start by proving (4.1). As we already pointed out in the above proof, by the Cauchy theorem,
a small variation of the contour γν(x,ξ) does not change P˜ν(x,ξ;h). Let γ˜ν(x,ξ) be a simple closed
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contour with the same properties than γν(x,ξ) contained inside γν(x,ξ). Clearly, (C.9) remains true for
z ∈γν(x,ξ) and z˜ ∈ γ˜ν(x,ξ).
Using (C.9), we obtain
P˜ν(x,ξ;ħ)#P˜ν(x,ξ;ħ) =
(
i
2pi
)2∫
γν(x,ξ)
∫
γ˜ν(x,ξ)
B(x,ξ,z;ħ)#B(x,ξ, z˜ ;ħ)dzd z˜
∼
(
i
2pi
)2∫
γν(x,ξ)
∫
γ˜ν(x,ξ)
( 1
z− z˜
B(x,ξ,z;ħ)+
1
z˜− z
B(x,ξ, z˜ ;ħ)
)
dzd z˜
=: I1+ I2 (C.11)
where
I1 :=
(
i
2pi
)2∫
γν(x,ξ)
(∫
γ˜ν(x,ξ)
1
z− z˜
d z˜
)
B(x,ξ,z;ħ)dz = 0
I2 :=
(
i
2pi
)2∫
γ˜ν(x,ξ)
(∫
γν(x,ξ)
1
z˜− z
dz
)
B(x,ξ, z˜ ;ħ)dz˜ =
i
2pi
∫
γ˜ν(x,ξ)
B(x,ξ, z˜ ;ħ)dz˜.
This gives (4.1). Property (4.2) follows immediately from the selfadjointness ofHw (x,ħDx ;ħ) while (4.3)
is a consequence of (C.8).
In order to prove (4.4), we consider two contoursγν(x,ξ) andγµ(x,ξ) such that dist(γν(x,ξ),γµ(x,ξ))≥
c > 0 and we repeat the same computation as in C.11 with γµ(x,ξ) instead of γ˜ν(x,ξ). In this case
I1 = I2 = 0.
Formula (4.5), follows from the construction of P˜ν(x,ξ;h) which yields
l∑
ν=1
P˜ν(x,ξ;h)∼ Im .
ä
The following lemma is needed in the proof of Lemma 4.12. Put
P˜ν, j (x,ξ) :=
i
2pi
∫
γν(x,ξ)
B j (x,ξ,z)dz, j ≥ 0.
Lemma C.2 Under assumptions (A1) and (A2), we have
P˜ν, j ∈ S(g
− j ), ∀ j ≥ 0.
Proof. For all j ≥ 0, B j (x,ξ,z) is given by (see equation (8.11) in [12])
B j (x,ξ,z)= (H0(x,ξ)− z)
−1# j r := (H0(x,ξ)− z)
−1#r#r · · ·#r,
with # repeated j -times. The symbol r is defined in (C.6), more precisely
r (x,ξ,z;ħ) =
1
ħ
(
Im − (H(x,ξ;ħ)− z)#(H0(x,ξ)− z)
−1)
=
1
ħ
(Im − (H0(x,ξ)− z)#(H0(x,ξ)− z)
−1)−H1(x,ξ)#(H0(x,ξ)− z)
−1.
Since (H0(x,ξ)− z)−1 ∈ S(g−1) according to (C.4), it follows from assumption (A2) and the composition
formula (A.3) that r ∈ S(g−1). Then, for all j ≥ 0
(H0(x,ξ)− z)
−1# j r ∈ S(g−( j+1)).
Consequently, P˜ν, j ∈ S(g− j ), for all j ≥ 0. ä
Acknowledgement. The author wishes to express his gratitude toMouez Dimassi for suggesting the
problem and many stimulating conversations. The author also acknowledges helpful discussions with
Jean-François Bony. The author is grateful to the referee for his stimulating questions and recomman-
dations which help to improve the paper. This research was partially supported by the program of the
European Commission Erasmus Mundus Green IT.
37
References
[1] B. BAMBUSI, S. GRAFFI, T. PAUL, Long time semiclassical approximation of quantum flows : A proof
of the Ehrenfest time, Asymptot. Anal. 21 (1999), 149-160.
[2] J. BOLTE, R. GLASER, Quantum ergodicity for Pauli Hamiltonians with spin 1/2, Nonlinearity 13
(2000), 1987-2003.
[3] J. BOLTE, R. GLASER, A semiclassical Egorov theorem and quantum ergodicity for matrix valued
operators, Commun. Math. Phys. 247 (2004), 391-419.
[4] J.F. BONY, N. BURQ, T.RAMOND,Minoration de la résolvante dans le cas captif, C. R. Acad. Sci. Paris,
Ser. I 348, (2010) 1279-1282.
[5] R. BRUMMELHUIS, J. NOURRIGAT, Scattering amplitude for Dirac operators, Commun. Part. Diff.
Equations 24 (1999), 377-394.
[6] A. BOUZOUINA, D. ROBERT, Uniform semiclassical estimates for the propagation of quantum ob-
servables, DukeMath. J., 111(2) (2002).
[7] B. V. CHIRIKOV, Auniversal instability ofmany-dimensional oscillator systems, Phys. Rep.52 (1979),
264-379.
[8] M. COMBESCURE, D. ROBERT, Semiclassical spreading of quantumwaves packets and applications
near unstable fixed points of the classical flow, Asymptot. Anal 14 (1997), 377-404.
[9] M. COMBESCURE, D. ROBERT, Coherent states and applications in mathematical physics, Springer
(2012).
[10] G. M. CONSTANTINE, T. H. SAVITS, Amultivariate Faá Di Bruno formula with applications, Trans-
action of the A. M. S, vol 348, no 2, (1996).
[11] H. O. CORDES, A version of Egorov’s theorem for systems of hyperbolic pseudo-differential equations,
Journal of Funct. Anal., 48 (1982), 285-300.
[12] M. DIMASSI, J. SJÖSTRAND, Spectral asymptotics in the semi-classical limit, London Mathematical
Society, Lecture Note Series 268 (1999).
[13] YU. V. EGOROV, On canonical transformations of pseudodifferential operators, Uspekhi Mat. Nauk
24, no.5 (1969), 235-236, (in russian).
[14] C. EMMRICH, A. WEINSTEIN, Geometry of the transport equation in multicomponent WKB approx-
imations, Commun. Math. Pyhs, 176 (1996), 701-711.
[15] F. FAURE, Semi-classical formula beyond the Ehrenfest time in quantum chaos. (I) Trace formula.,
Annales de l’institut de Fourier, Tome 57, no 7 (2007), 2525-2599.
[16] C. GÉRARD, A proof of the abstract limiting absorption principle by energy estimates, J. Funct. Anal.
254 (2008), 2707-2724.
[17] G. A. HAGEDORN, A. JOYE, Semiclassical dynamics with exponentially small error estimates, Com-
mun. Math. Phys., 207 (1999), 439-465.
[18] G. A. HAGEDORN, A. JOYE, Exponentially Accurate SemiclassicalDynamics : Propagation, Localiza-
tion, Ehrenfest times, Scattering, and more general states, Ann. Henri Poincaré 1-5 (2000), 837-883.
[19] B. HELFFER, J. SJÖSTRAND, Analyse semiclassique pour l’équation de Harper II, Mém. Soc. Math.
France (N. S.), 40 (1990), 1-139.
[20] V. IVRII,Microlocal analysis and precise spectral asymptotics, Springer-Verlag, Berlin, (1998).
38
[21] T. JECKO, Estimation de la résolvente pour unemolécule diatomique dans l’approximation de Born-
Oppenheimer, Commun. Math. Phys. 195, (1998) 585-612.
[22] R. P, LEIPNIK, C.E. M. PEARCE, The multivariate Faá Di Bruno formula and multivariate Taylor
expansions with explicit integral remainder term, Anziam. J. 48, (2007) 327-41.
[23] PH.A. MARTIN, G. NENCIU, Semiclassical inelastic S-matrix for one dimensional N-states systems,
Rev. Math. Phys. 7 (1995), 193-242.
[24] E. NELSON, Topics in Dynamics I, Princeton University Press, Princeton, NJ, (1970).
[25] G. NENCIU, Linear adiabatic theory, exponential estimates, Chem. Phys. 152, (1993) 479-496.
[26] G. NENCIU, On asymptotic perturbation theory for quantum mechanics : almost invariant sub-
spaces and gauge invariant magnetic perturbation theory, J. Math. Phys. 43, 1273-1298 (2002).
[27] G. NENCIU, V. SORDONI, Semiclassical limit for multistate Klein-Gordon systems : almost invariant
subspaces and scattering theory, Journal of Math. Phys. 45No. 9 (2004), 3676-3696.
[28] G. PANATI, H. SPOHN, S. TEUFEL, Space-adiabatic perturbation theory, Adv. Theor. Math. Phys. 7
(2003), 145-204.
[29] T. PAUL, A. URIBE, A construction of quasi-modes using coherent states, Ann. I.H.P. Sect. A.,
Physique théorique 59, (1993), 357-381.
[30] D. ROBERT, Autour de l’approximation semi-classique, Progress in Mathematics 68 (1987),
Birkhäuser.
[31] D. ROBERT, H. TAMURA, Semiclassical estimates for resolvents and asymptotics for total scattering
cross-sections, Ann. Inst. H. Poincaré Physique. Théorique. 46 no 4 (1987), 415-442.
[32] H. SPOHN, Semiclassical limit of the Dirac equation and spin precession, Annals of Physics 282
(2000), 420-431.
[33] X-P. WANG, Approximation semi-classique de l’equation de Heisenberg, Commun. in Math. Phys.,
104 (1986), 77-86.
[34] G. M. ZASLAVSKY, Stochasticity in quantum systems, Phys. Rep. 80 (1981), 157-250.
[35] M. ZWORSKI, Semiclassical Analysis, Graduate Studies in Mathematics, 138, AMS 2012.
39
