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Abstract 
This thesis describes Fourier transform infrared (FTIR) and two-dimensional 
infrared (2D-IR) spectroscopy applied to small molecule silanes (trimethoxysilane and 
triphenylsilane) and polydimethylsiloxane (PDMS). 2D-IR spectroscopy gives information 
about the dynamics that the vibrational probe is sensitive to and the heterogeneous and 
homogeneous contributions to the linear FTIR lineshape. The vibrational probe used for 
all the studies in this thesis is the silicon hydride stretch due to being present in the small 
molecule silanes and in PDMS. The studies presented show how the silicon hydride mode 
was first characterized in small molecules to understand the probe more. Then, the probe 
was utilized in polymer systems to study more complex motions to make the connection 
between the ultrafast dynamics of polymers to the macroscopic properties. 
The first study involved studying the solvation dynamics of two small molecule 
silanes in three neat solvents using FTIR and 2D-IR spectroscopies along with molecular 
dynamics simulations. The two different molecules exhibited different degrees of 
vibrational solvatochromism, and the differences was found to be a result of higher mode 
polarization with more electron withdrawing ligands using density functional theory 
calculations. The solvent dynamics were found to be dominated by their interactions with 
neighboring solvent molecules rather than with the solute.  
Next, FTIR and 2D-IR spectroscopies were used to study PDMS cross-linked films 
and siloxane oligomers without solvent and swollen or dissolved in various solvents. There 
is an absence of vibrational solvatochromism in these systems, which was shown by 2D-
IR spectroscopy to be due to the heterogeneity. The silicon hydride mode in the cross-
linked, solvent-free PDMS film exhibited spectral diffusion, which must be due to the 
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polymer structural motions. However, once the solvent penetrates the network, the 
dynamics become a convolution of the solvent and polymer motions due to the motions 
being of similar timescale. 
In the last study discussed, FTIR and 2D-IR spectroscopies were used to study the 
ultrafast structural dynamics of PDMS thin films with various physical and chemical 
changes done to the polymer, which included elevated curing temperature, increased cross-
linker agent concentration, compression, and cooling near the glass transition temperature. 
The FTIR spectra were found to be relatively insensitive to all of these perturbations, which 
2D-IR spectroscopy revealed was caused by the overwhelming heterogeneity. There is 
clearly a disconnect between the microscopic and macroscopic behavior in this polymer 
due to having only slight differences in the heterogeneous and homogeneous dynamics. 
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1.1. Motivation 
 Understanding the interaction between solute and solvent is fundamental for 
science. Such interactions influence the properties of the solute particles. For example, the 
environment around a molecule in the condensed phase can affect the spectral position, 
intensity, and lineshapes of molecular vibrational absorption bands.1 These are the long 
time averaged properties of the solute-solvent interactions found using linear infrared 
spectroscopy. This can also be said of polymer systems as well, which can be considered 
to be solvent-like. Polymers can be exposed to solvents, but the polymer matrix itself could 
be considered a more viscous solvent bath. 
Molecules are not static, but are in fact continuously vibrating, rotating, and 
translating throughout the microscopic environment. These motions constitute the 
dynamics of the system, which are generally not captured with linear spectroscopy. The 
linear line width contains information about the dynamics, since the line width is a 
combination of inhomogeneous and homogeneous broadening phenomena. However, the 
convolution of inhomogeneous and homogeneous broadening means that the dynamic 
specific interactions beneath the linear lineshape are not discernable. These dynamics can 
be recovered through the use of nonlinear infrared spectroscopy, so the origins of spectral 
broadening can be determined. In combination with dynamics simulations, the measured 
dynamics will illuminate the specific interactions that are occurring in the condensed phase. 
Two-dimensional infrared (2D-IR) spectroscopy has been a developing technique, 
since the first 2D-IR experiment was published in 1998.2 Many 2D-IR studies have made 
use of the metal carbonyl vibrational mode, which gives a strong signal due to its strong 
transition dipole.3-5 The silane vibrational mode, νSi-H, has proven itself to be a promising 
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new avenue of study for 2D-IR spectroscopy, existing as it does in many contexts that are 
of interest to the materials community. Recently, there has been research on the sensitivity 
of the νSi-H to solvents in materials such as silica sol-gel glasses6 and porous silica 
nanoparticles,7 but this mode has not yet been extensively studied. Once this mode’s 
sensitivity to solvents has been studied in simple systems, more complex systems where 
the silane is part of a cross-linked network can be studied more fruitfully. The silane 
vibrational mode is intrinsic to materials based on their synthesis, so there would be no 
altering of the material, an improvement over previous materials studies where a metal 
carbonyl was added.8-10 The dynamics of the material in its natural form could be studied 
using the silane vibrational mode, which opens the door for a whole new class of systems 
to study with 2D-IR spectroscopy without altering the material.  
In this work, 2D-IR spectroscopy was first used to investigate the effect of the local 
solvent environment on the dephasing dynamics of νSi-H in small molecule silanes to 
elucidate sensitivity of this vibrational mode to various solvents and to lay a foundation for 
future 2D-IR silane experiments. From there, polydimethylsiloxane became the research 
focus. The polymer was exposed to solvents first to have a better comparison to the small 
molecule silanes. Polymer swelling is a widely used metric to measure the amount of cross-
linking in elastomer networks, so 2D-IR spectroscopy was used to probe the reliability of 
these measurements. The polymer was then altered to change its macroscopic properties to 
see if there is a connection from the microscopic structural dynamics and the macroscopic 
properties. This will help to further the understanding of the role of the ultrafast dynamics 
have on the macroscopic properties of polymers and to test the elasticity theories.  
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1.2. Solvation 
Before going to the more complicated systems that are going to be studied, the 
small molecule must be fully understood. Solvation is the process of solvent molecules 
responding to the presence of solute molecules. More specifically, solvation is a 
microscopic molecular process by which the potential energy of a solute is minimized by 
favorable interactions with the solvent.1 Solvation can have many system dependent effects 
on the solute molecules. An example of this is catalysis,11-13 where the solvent can 
influence the rate, rate order, mechanism, and the products of reactions.1,14-17 The energies 
of the initial and transition states of a reaction are also influenced by the solvent.1 Charge 
transfer reactions are extremely sensitive to the type of solvent environment, since the 
charge transfer can be either facilitated or hindered depending on the polarity of the 
surrounding medium.18  
The intermolecular interactions between the solute and solvent include nonspecific 
forces such as the electrostatic forces arising from Coulomb forces (i.e. dipole/dipole), 
polarization forces arising from induced dipole moments (i.e. dipole/nonpolar), as well as 
specific forces such as hydrogen-bonding.19 Understanding solvation requires 
understanding the balance between the long- and short-range interactions for every 
molecule.20 With only this brief discussion, the description of solvation has already become 
complex. 
 
1.2.1. Static Solvent Effects 
The solute spectroscopic observables, such as the position, intensity, and 
shape/width of a peak, can be influenced by the various solute-solvent interactions.21-24 
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This phenomenon is called solvatochromism.19 The impact of the solvent on these 
observables has been well-documented for various spectroscopies.1,19,25-26 The focus of this 
section will be the effect of the solvent on infrared (IR) absorption. 
Fourier transform infrared (FTIR) spectroscopy can measure the frequency, peak 
width, and intensity of the absorption of IR light by a particular bond. The frequency is 
dictated by the type of bond, while the shift of the frequency (direction and magnitude) 
gives insight into the type of solvent interactions when the molecule is introduced to 
solvent. The peak width is related to the range of solvent interactions. The peak intensity 
is usually not affected much by the solvent, so it doesn’t provide much information about 
the solvent interactions.19,27 However, the peak intensity can provide information about the 
system when specific interactions are occurring with the vibrational mode, such as 
hydrogen bonding: the intensity of a vibrational stretch increases when involved in a 
hydrogen bond with the solvent.28-29  
The solvent effects on the IR frequency depend strongly on the vibrational mode of 
interest. The direction of the peak shift can either be red (lower frequency, bathochromic) 
or blue (higher frequency, hypsochromic).19 During the process of a mode’s vibration, 
either the magnitude or the direction of the transition dipole will change or both. The 
solvent interacts with the molecule by affecting the potential of the vibration. For a single 
normal mode, the frequency shift of the mode, Δ𝜈, due to the presence of the solvent can 
be described by:  
 Δ𝜈 ∝ − [(
𝛿𝜃
𝛿𝑞
)
2
−
1
𝜇
𝛿2𝜇
𝛿𝑞2
] 𝑉 (1.1) 
Chapter 1. Introduction | 5 
where 𝑉 is the potential for a specific vibration from the solvent, 𝜇 is the magnitude of the 
transition dipole of the solute, 𝜃 is the angle between the solvent electric field and the 
transition dipole, and 𝑞 is the normal internal coordinate of the bond. Inside the brackets 
in Eq. 1.1, the bond bending is described by (
𝛿𝜃
𝛿𝑞
)
2
, while the bond stretch is described by 
1
𝜇
𝛿2𝜇
𝛿𝑞2
. Assumptions made in Eq. 1.1 are that a time-independent local electric field is 
applied by the solvent to the solute and that the perturbing force is small compared to that 
of the vibrational mode of interest. If the solvation lowers the potential by stabilizing the 
energy levels, then 𝑉 in Eq. 1.1 will be negative making the frequency shift positive before 
considering the type of vibration. Therefore, the sign of the shift will be dictated by the 
bond either bending or stretching. In the case of a stretching vibration, a red shift will occur 
due to the magnitude of the dipole changing but not the direction. In the case of a bending 
vibration, a blue shift will occur due to the direction of the dipole changing but not the 
magnitude.27 The frequency shift has also been correlated to other solvent properties such 
as the acceptor number, acid dissociation constants, and hydrogen bond capabilities.25-26 
For example, hydrogen bonding tends to red shift stretching vibrations.27-29 Another 
specific interaction that can occur is halogen bonding, where the halogen in the solvent 
interacts with the vibrational probe.30-31 However, there may not always be a correlation 
between the frequency shift and one solvent parameter due to the various interactions 
available. 
 Solvation, in physical terms, is the interaction of the surrounding electric field with 
the solute. The solution can be considered as a collection of dipoles and point charges 
combining to form a net electric field. The net electric field due to the solvent 
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instantaneously interacts with the electric dipole of the vibrating bond, which influences 
the frequency of the vibrational mode. This phenomenon is referred to as the vibrational 
Stark effect (VSE), which can quantify the change in frequency, Δ?̅?, as 
 ℎ𝑐Δ?̅? = −Δ?⃗? ⋅ ?⃗?ext (1.2) 
where ℎ is Planck’s constant, 𝑐 is the speed of light, Δ?⃗? is the change in the dipole moment 
of the vibration, and ?⃗?ext is the applied field, which in this case is the solvent. Δ?̅? is in units 
of cm-1 and Δ?⃗? can be expressed as debeyes or cm-1/(MV/cm), which is the frequency shift 
per unit of applied field. VSE can show how sensitive or insensitive a probe is to the local 
electric fields 32-34 
Another effect of VSE is peak broadening due to the variety of chemical 
environments in solutions that will vibrate with different frequencies.32-34 The peak width 
involves the variation in the number and type of chemical environments, so the peak width 
is solvent-sensitive. The peak becomes broader as more different chemical environments 
are introduced. Usually, the peak is wider when there are stronger solute-solvent 
interactions.1 The usual trend is that the stronger the solute-solvent interactions involving 
the vibrational mode, the wider the peak. Both polar and nonpolar solvents have a wide 
variety of possible solute-solvent configurations. However, the polar solvents exert a 
stronger perturbation on the vibration due to the electric field produced by the dipole. This 
trend also holds true for specific interactions as well. For example, the stretching vibration 
for a hydrogen bond-donating species broadens significantly.1,28-29,35  
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1.2.2. Solvent Dynamics 
 Solvation is not a static process. In fact, solvation is a dynamic process that involves 
the solute and solvent molecules constantly moving, vibrating, and rotating. The net 
electric field of the solvent is continuously changing due to the constant motion in the 
system, which changes the interaction with the vibrational mode of interest. The solvent 
and solute molecules can have different motions, so the solvent dynamics are the time-
dependent motions of solvent molecules independent of a solute molecule. 
 The peak width is affected by homogeneous broadening and inhomogeneous 
broadening. Homogeneous broadening is due to fast frequency fluctuations where all the 
molecules are affected the same way causing the peak shape to be Lorentzian. 
Inhomogeneous broadening is due to slower fluctuations where the molecules are affected 
differently causing the peak shape to be Gaussian. Therefore, the different solvents will 
have different effects on the different types of broadening.36  
 Static inhomogeneous broadening arises when the frequency fluctuations become 
so slow that they are considered static. The different chemical environments give different 
frequencies. However, the frequency fluctuations are not always very fast or very slow. 
They can also occur at the intermediate timescales, which complicates the peak shape 
further. These intermediate fluctuations are called spectral diffusion, which can be 
considered to be the timescales of diffusion of the homogeneous lineshapes between 
different frequencies.36 Spectral diffusion will be discussed later (see Section 2.3.1), but 
what should be mentioned here is that spectral diffusion is very sensitive to the solvent.37-
38  
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Solution dynamics have been studied through the use of theoretical modelling such 
as molecular dynamic simulations.39-42 The different aspects of solvent dynamics can be 
measured experimentally using ultrafast spectroscopies such as Optical Kerr Effect 
spectroscopy,43-45 transient absorption spectroscopy,46-47 and vibrational echo spectroscopy 
(VES),48-50 and 2D-IR spectroscopy, which is the focus of this thesis.  
 
1.3. Polydimethylsiloxane Background 
The main focus of this thesis is on elastomer polymer networks, more specifically 
polydimethylsiloxane (PDMS). PDMS is one of the simplest nonhydrocarbon polymers, 
with its structure shown in Figure 1.1. Figure 1.1 shows the Si-O-Si backbone where the R 
group can either be a methyl or a hydrogen. Therefore, the Si-H vibrational probe can be 
utilized for ultrafast spectroscopies as was done with the small molecule silanes. It should 
be noted that pure PDMS is when the R group is always a methyl group. PDMS was chosen 
not only due to the intrinsic vibrational probe, but also due to its unique properties and 
various applications. Siloxanes have a wide range of industrial applications such as 
adhesives, coatings, and encapsulants.51-53 PDMS has a high degree of backbone flexibility 
due to having a low rotational energy of Si-O, large interatomic distance, and open Si-O-
Si bond angle, allowing it to have a low glass transition temperature, Tg.
51,53-56 Tg is the 
transition of a polymer from a hard and brittle state into a viscous or rubbery state.57 Other 
great properties of PDMS are being optically transparent in the UV-vis regions, easy 
fabrication, biocompatibility, thermal and oxidative stability, and low cost.58-63 As 
mentioned earlier though, the form of PDMS I am interested in is its cross-linked elastomer 
form and not its singular chain form. 
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Figure 1.1. Structure of polydimethylsiloxane (PDMS) where the R can be either a methyl group or a 
hydrogen. The repeating unit of the polymer is the central unit. 
 
1.3.1. Cross-Linking via Platinum-Catalyzed Hydrosilylation Reaction 
To make an elastomer polymer network, the polymer chains are covalently linked 
together via cross-links.64 The elastomer synthesis is simple and inexpensive,58-60,65 and in 
this case a kit was used for ease of synthesis. A Sylgard® 184 silicon elastomer kit from 
Dow Corning was used to fabricate the cross-linked thin films. The kit consists of an 
elastomer base (Sylgard-184A) and a curing agent (Sylgard-184B).66-68 The elastomer base 
contains >60 wt% dimethylvinyl-terminated poly(dimethylsiloxane) oligomers, 30-60 
wt% dimethylvinylated and trimethylated silica, 1-5 wt% tetra(trimethoxysiloxy)silane, 
and a Pt-based catalyst. The curing agent contains 40-70 wt% poly(dimethyl, 
methylhydrogen siloxane), 15-40 wt% dimethylvinyl-terminated poly(dimethylsiloxane) 
oligomers, 10-30 wt% dimethylvinylated and trimethylated silica, and 1-5 wt% tetramethyl 
tetravinyl cyclotetrasiloxane.60-62,69 
The silicon hydride bond is a polar, long, and weak bond that is very reactive and 
is used for the cross-linking reaction.70 The reactive species will be considered the cross-
linker. The curing agent contains the cross-linker, which is poly(dimethyl, methylhydrogen 
siloxane due to the silicon hydride as shown in Figure 1.1. The cross-linking reaction 
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proceeds via a platinum-catalyzed hydrosilylation reaction, which involves the addition of 
a Si-H bond to a vinyl group.61,71 
The Chalk-Harrod mechanism is the most widely accepted mechanism for the 
platinum-catalyzed hydrosilylation reaction. Figure 1.2 shows the catalytic cycle for a 
generic platinum catalyst. The first step is the oxidative addition of the silicon hydride 
group containing molecule onto the platinum catalyst which activates the catalyst. The 
platinum center goes from an oxidative state of 0 to II. The vinyl group (or in this case, a 
simple ethylene) is coordinated onto the platinum complex.72-73 Before moving on in the 
catalytic cycle, there are actually two versions of the mechanism: the original Chalk-Harrod 
mechanism74 and the Modified Chalk-Harrod mechanism.75-77 In the original mechanism, 
the ethylene inserts into the metal-hydride bond to generate an intermediate, which then 
undergoes reductive elimination to release the product with the newly formed Si-C bond.72-
74 In the modified mechanism, the ethylene inserts into the metal-silyl bond, which then 
undergoes reductive elimination to form the same Si-C bond. An example set of the 
hydrosilylation reactions with the Sylgard® 184 kit is shown in Figure 1.3. The groups 
utilized in the reactions are bolded in different colors to emphasize their locations. The 
silicon hydride groups are blue, the vinyl groups are red, and the newly formed bonds are 
red. One of the Si-H groups is purple at the end to show that the Si-H group could continue 
to react, or the reaction could stop there and have unreacted Si-H groups. 
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Figure 1.2. The catalytic cycle for the original Chuck-Harrod and Modified Chalk-Harrod Mechanisms for 
the platinum-catalyzed hydrosilylation reaction. Both mechanisms proceed similarly until the ethylene 
insertion step, but they both reach the desired product. 
 
 
Figure 1.3. One set of reactions that could occur during the cross-linking process of PDMS. The product 
from the previous reaction becomes one of the reactants in the next reaction. The groups that are involved in 
that step in the reaction are bolded in different colors. The Si-H groups are blue, the vinyl groups are red, and 
the newly formed bonds are green. At the end, the Si-H group is shown as purple to show that it could keep 
reacting if there are still vinyl groups present.  
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The hydrosilylation reaction is not the only reaction that can occur during this 
process. Over a longer time, the residual vinyl and silicon hydrogen groups can further 
react. There is always a possibility that there are silanols when working with silicon, which 
could react with the silicon hydrogen bonds. The silicon hydrogen groups could also 
decompose. These secondary reactions are favored when an excess of Si-H groups over 
vinyl groups is used and mainly occur after the primary hydrosilylation reaction is 
completed.52,72,78 
As mentioned earlier, multifunctional silicon vinyl polymers are used to make the 
three-dimensional elastomer networks. Pure PDMS elastomer networks usually exhibit 
poor mechanical properties, so these other components are added to make composite 
elastomers with more desirable properties for industrial applications.79 Changing the 
polymer chain lengths and adding fillers helps promote the desirable mechanical properties 
of the elastomer. Adding different ratios of reactants and increasing the reaction 
temperature can also affect the mechanical properties as well.61-63,80 Due to these tunable 
properties, PDMS has many key materials applications such as microfluidics,81 coatings,53  
contact lens materials,53 and much more. However, synthesizing elastomer films in this 
manner means there is a lack of understanding of the microscopic structure, which dictates 
many macroscopic properties. 
 
1.4. Elasticity Theories 
Elasticity is a unique property to some polymers, but especially elastomers. 
Elasticity is defined as recoverability of the polymer network from a deformation. To 
exhibit elasticity, the material must: be able to be stretched and regain its shape after the 
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deformation, be above its Tg to exhibit high local segment mobility, and contain cross-links 
to restrain some of the mobility (otherwise, the material would become a liquid). Due to 
these unique properties, a thermodynamic background of what is occurring when an 
elastomer is being stretched is needed.82-83 
The first law of thermodynamics states the change in the internal energy of a system 
is the sum of all the energy changes: heat absorbed by the system and the work done on the 
system 
 d𝑈 = d𝑞 + d𝑤 (1.3) 
where d represents change, 𝑈 is the internal energy, 𝑞 is the heat, and 𝑤 is the work. The 
work component is usually written as −𝑝d𝑉, where 𝑝 is an external pressure and 𝑉 is the 
volume. However, the elastomer network has another contribution to the work due to the 
stretching process, which is defined as the elastic work, 𝑤𝐸, 
 d𝑤𝐸 = 𝑓d𝐿 (1.4) 
where 𝑓 is the retractive force and 𝐿 is the length of the elastomer. The final substitution 
needed for Eq. 1.3 is given in the second law of thermodynamics where the change in 
entropy (d𝑆), associated with the isothermal, reversible absorption is 
 d𝑆 =
d𝑞
𝑇
 (1.5) 
By substituting Eqs. 1.4 and 1.5 into Eq. 1.3, the following equation can be derived 
 d𝑈 = 𝑇d𝑆 − 𝑝d𝑉 + 𝑓d𝐿 (1.6) 
The Helmholtz free energy, 𝐹, is useful to use from here, since the system will be held at 
constant volume and temperature. The Helmholtz energy is defined as 
 𝐹 = 𝑈 − 𝑇𝑆 (1.7) 
which can be written in differential form as 
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 d𝐹 = d𝑈 − d(𝑇𝑆) = d𝑈 − 𝑇d𝑆 − 𝑆d𝑇 (1.8) 
Substituting Eq. 1.6 into Eq. 1.8, gives 
 d𝐹 = −𝑆d𝑇 − 𝑝d𝑉 + 𝑓d𝐿 (1.9) 
Eq. 1.9 shows that the Helmholtz free energy is a thermodynamic state function of 
temperature, volume, and length, meaning d𝐹 can be written as a complete differential 
 d𝐹 = (
𝜕𝐹
𝜕𝑇
)
𝑉,𝐿
d𝑇 + (
𝜕𝐹
𝜕𝑉
)
𝑇,𝐿
d𝑉 + (
𝜕𝐹
𝜕𝐿
)
𝑇,𝑉
d𝐿 (1.10) 
where the subscripts denote what is held constant with each partial derivative. Comparing 
Eqs. 1.9 and 1.10, the partial derivatives of the Helmholtz free energy can be defined 
 (
𝜕𝐹
𝜕𝑇
)
𝑉,𝐿
= −𝑆 (1.11) 
 (
𝜕𝐹
𝜕𝑉
)
𝑇,𝐿
= −𝑝 (1.12) 
 (
𝜕𝐹
𝜕𝐿
)
𝑇,𝑉
= 𝑓 (1.13) 
The second derivative of the Helmholtz free energy does not depend on the order of 
differentiation 
 
𝜕2𝐹
𝜕𝑇𝜕𝐿
=
𝜕2𝐹
𝜕𝐿𝜕𝑇
 (1.14) 
So, using Eqs. 1.11 and 1.13, Eq. 1.14 can be rewritten as one of Maxwell’s relations 
 − (
𝜕𝑆
𝜕𝐿
)
𝑇,𝑉
= (
𝜕𝑓
𝜕𝑇
)
𝑉,𝐿
 (1.15) 
Using Eq. 1.13 with Eq. 1.7, the retractive force applied to stretch the elastomer becomes 
 𝑓 = (
𝜕𝐹
𝜕𝐿
)
𝑇,𝑉
= [
𝜕(𝑈−𝑇𝑆)
𝜕𝐿
]
𝑇,𝑉
= (
𝜕𝑈
𝜕𝐿
)
𝑇,𝑉
− 𝑇 (
𝜕𝑆
𝜕𝐿
)
𝑇,𝑉
 (1.16) 
There are two contributions to the retractive force: internal energy and entropy. The first 
term describes how the internal energy changes with the sample length, and the second 
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term describes how entropy of the system changes with the sample length but is multiplied 
by the absolute temperature. The second term in Eq. 1.16 can be rewritten using Eq. 1.15 
to have the second term in terms of the retractive force instead 
 𝑓 = (
𝜕𝑈
𝜕𝐿
)
𝑇,𝑉
+ 𝑇 (
𝜕𝑓
𝜕𝑇
)
𝑉,𝐿
= 𝑓𝐸 + 𝑓𝑆 (1.17) 
The two contributions to the retractive force are the energetic contributions, 𝑓𝐸 , and the 
entropic contributions, 𝑓𝑆. The definitions for 𝑓𝐸  and 𝑓𝑆 are 
 𝑓𝐸 = (
𝜕𝑈
𝜕𝐿
)
𝑇,𝑉
 (1.18) 
 𝑓𝑆 = 𝑇 (
𝜕𝑓
𝜕𝑇
)
𝑉,𝐿
= −𝑇 (
𝜕𝑆
𝜕𝐿
)
𝑇,𝑉
 (1.19) 
An assumption is made that the network is ‘ideal.’ 𝑓𝐸  has no contribution to the retractive 
force due to the entropic contribution being much more dominant. This holds mostly true, 
since it does not require too much energy to stretch the polymer, except at large stretching 
lengths. Therefore, the entropic contribution to the retractive force is more important than 
the energetic one. In Eq. 1.17, there is a temperature dependence on the retractive force, 
where there is an increase in the force with increasing temperature.82-85 
 
1.4.1. Affine Network Model 
The simplest model to describe the elasticity is the affine network model.83,86-88  
The microscopic deformation of the elastomer network is assumed to be proportional to 
the macroscopic deformation of the sample when the elastomer network is stretched. 
Hence, the deformation changes in an affine manner. There are many other assumptions 
made when using this model to describe the deformation. The cross-links in the network 
do not fluctuate due to being suppressed by the local intermolecular entanglements. The 
Chapter 1. Introduction | 16 
strands and cross-links do not interact with each other, so the network is ideal in this case. 
An ideal polymer network is monodisperse, neglects both the excluded volume of chains 
and entanglement effects, homogeneous, and has no defects.83,86-93 
Before any deformation of the sample, the unperturbed dimensions of the sample 
are defined as 𝐿𝑥,0, 𝐿𝑥𝑦,0, and 𝐿𝑧,0. Factors (𝜆𝑥, 𝜆𝑦, and 𝜆𝑧) are applied to the original 
dimensions to obtain the new dimensions of the deformed network 
 𝐿𝑥 = 𝜆𝑥𝐿𝑥,0 (1.20) 
 𝐿𝑦 = 𝜆𝑦𝐿𝑦,0 (1.21) 
 𝐿𝑧 = 𝜆𝑧𝐿𝑧,0 (1.22) 
Based on the assumptions described earlier, the elastic energy, Δ𝐹𝑒𝑙, can be defined as 
 Δ𝐹𝑒𝑙 =
1
2
𝑣𝑘𝑇(𝜆𝑥
2 + 𝜆𝑦
2 + 𝜆𝑧
2 − 3) (1.23) 
where 𝑣 is the number of freely-joined Gaussian chains, 𝑘 is the Boltzmann constant, and 
𝑇 is the absolute temperature. The retractive force will be considered with deformation in 
one direction, the z direction. Eq. 1.13 is manipulated with these new variables to redefine 
𝑓 as 
 𝑓 = (
𝜕Δ𝐹𝑒𝑙
𝜕𝐿
)
𝑇,𝑉
= 𝐿𝑧,0
−1 (
𝜕Δ𝐹𝑒𝑙
𝜕𝜆𝑧
)
𝑇,𝑉
 (1.24) 
where 𝜆 = 𝜆𝑧 = 𝐿𝑧/𝐿𝑧,0 based on Eq. 1.22. The volume of the sample is constant during 
deformation, since the chemical identity of the sample does not change. Therefore, the x 
and y deformation components are defined as 𝜆𝑥 = 𝜆𝑦 = 𝜆
−1/2. Inserting Eq. 1.23 into Eq. 
1.24 results in57,84,92-93 
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 𝑓 = (
𝑣𝑘𝑇
𝐿𝑧,0
) [𝜆 − 1/𝜆2] (1.25) 
To obtain a quantity that is measurable, both sides of Eq. 1.25 can be divided by 
the initial cross section area (𝐿𝑥,0𝐿𝑦,0) that is normal to the stretching direction to get the 
tensile stress 
 𝜎𝑡 =
𝑓
𝑎𝑟𝑒𝑎
=
𝑣𝑘𝑇
𝐿𝑥,0𝐿𝑦,0𝐿𝑧,0
[𝜆 − 1/𝜆2] =
𝑣𝑘𝑇
𝑉
[𝜆 − 1/𝜆2] (1.26) 
where V is the original volume of the elastomer network. Young’s Modulus, 𝐸, is related 
to the tensile stress as long as the strain is small 
 𝐸 = lim
𝜆→1
𝜕𝜎𝑡
𝜕𝜆
= 3𝑘𝑇
𝑣
𝑉
=
3𝜌𝑅𝑇
𝑀𝑥
 (1.27) 
where substitution occurred for 𝑣/𝑉 in terms of the molecular weight between the cross-
links, 𝑀𝑥, and 𝜌, which is the network density that has units of mass per unit volume. The 
other variable in Eq 1.27 is 𝑅, which is the universal gas constant.57,84,92-93 The elastic 
modulus is one way to quantify the elasticity of the elastomer by measuring the resistance 
to deformation in one dimension.94-95 Like was shown earlier in Section 1.4, the modulus 
again increases with temperature based on its entropic origins. 
Eq. 1.27 is modified a bit further due to real networks. The term 𝜌/𝑀𝑥 can be 
defined into a quantity 𝜐, which is the number of network strands per unit volume. The 
final definition of Young’s modulus for the affine network model is 
 𝐸 = 3𝜐𝑅𝑇 (1.28) 
which can be seen is a simple equation to describe a complicated process. Eq. 1.28 also 
shows no contribution of the cross-links junctions due to the cross-links being 
static.57,84,89,92-93,96-97 
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1.4.2. Phantom Network Model 
The phantom network model was then developed, since the cross-link should have 
the capability of movement.83,98 However, many assumptions, some of which are the same 
as the affine network model, are made here as well. The cross-links in the polymer network 
should be able to fluctuate inside the polymer network around their mean positions due to 
thermal fluctuations. The fluctuations are also Gaussian in nature. The microscopic 
deformation of the mean positions of the cross-links is affine to the macroscopic 
deformation, while the fluctuations are independent of this strain. As with the affine 
network model, this model applies to ideal homogeneous networks.83,89-93,98 
To start off, the fluctuations need to be defined in this model. The fluctuations of 
the mean-square end-to-end vector, 〈(Δ𝑟)2〉, are defined as 
 〈(Δ𝑟)2〉 =
2
𝜙
〈𝑟2〉0 (1.29) 
where 𝜙 is the functionality (the number of chains originating from a cross-link junction) 
that is a value between 1 and 4. This is for a network with a tree-like topology. The 
fluctuations of a cross-link around its mean position, 〈(Δ𝑅)2〉, are defined as 
 〈(Δ𝑅)2〉 =
(𝜙−1)
𝜙(𝜙−2)
〈𝑟2〉0 (1.30) 
A vector, 𝒓𝑖𝑗, between points 𝑖 and 𝑗 in the elastomer network can be defined by the 
instantaneous and time averaged fluctuations 
 𝒓𝑖𝑗 = ?̅?𝑖𝑗 + 𝚫𝒓𝑖𝑗 (1.31) 
where Δ𝒓𝑖𝑗 is the instantaneous fluctuations of 𝒓𝑖𝑗 and ?̅?𝑖𝑗 is the time average of those same 
fluctuations. If both sides of Eq. 1.31 are squared and the ensemble average is taken, the 
following equation is obtained 
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 〈𝑟𝑖𝑗
2〉 = 〈?̅?𝑖𝑗
2〉 + 〈𝑟𝑖𝑗
2〉 (1.32) 
due to the instantaneous fluctuations and the mean values being uncorrelated. If points 𝑖 
and 𝑗 are two ends of a polymer chain and by inserting Eq. 1.29 into Eq. 1.32, Eq. 1.32 can 
be simplified to 
 〈?̅?2〉 = (1 −
2
𝜙
) 〈𝑟2〉0 (1.33) 
Based on the assumptions that the mean positions of the cross-links are proportional with 
the macroscopic strain and the fluctuations are strain independent, the factor, 𝜆, for the 
deformation of the polymer network from Section 1.4.1 can be added to Eq. 1.31 to obtain 
 𝒓𝑖𝑗 = 𝝀?̅?𝑖𝑗 + Δ𝒓𝑖𝑗 (1.34) 
where  
 〈?̅?2〉 = [(1 −
2
𝜙
)
𝜆𝑥
2+𝜆𝑦
2 +𝜆𝑧
2
3
+
2
𝜙
] 〈𝑟2〉0 (1.35) 
Δ𝐹𝑒𝑙 can then be defined for the phantom network model as 
 Δ𝐹𝑒𝑙 =
1
2
(1 −
2
𝜙
) 𝑣𝑘𝑇(𝜆𝑥
2 + 𝜆𝑦
2 + 𝜆𝑧
2 − 3) (1.36) 
which is similar to the affine network model except for the extra term, containing the 
functionality of the cross-links.92-93,99 
Young’s modulus for the phantom model network is 
 𝐸 =
3𝜌𝑅𝑇
𝑀𝑥
(1 −
2
𝜙
) (1.37) 
where this can also be modified for real networks to become 
 𝐸 = 3(𝜐 − 𝜇)𝑅𝑇 (1.38) 
where 𝜇 is the number of moles of junctions per unit volume of the network to account for 
the cross-links in the elastomer network. Eq. 1.38 shows that the phantom network model 
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modulus would be lower than the affine network model modulus due to allowing the cross-
links to fluctuate. The fluctuation of the cross-links causes the network to become 
softer.84,89,92-93,96-97 
 
1.4.3. Modeling Real Networks 
The affine network model and the phantom network model are at the two extremes: 
no fluctuations to fully fluctuating. Previous experiments have shown that the elastic 
modulus is not well-modeled using these two extremes and needs to include other 
factors.89,96,100 In real networks, there may be physical restrictions on the cross-links to 
cause less fluctuations. In response to this, many other models were developed to account 
for the many possibilities. However, only a few are going to be discussed, since there are 
a plethora of models trying to describe the elastic modulus. 
To allow for partial fluctuations of the cross-links, Flory and Erman developed the 
constrained junction model.101-103 This model assumes that the cross-links fluctuate like the 
phantom network model but can be hindered somewhat by the entanglements like the affine 
network model. In other terms, the elastomer acts more affine-like at small deformations 
and more phantom-like at larger deformations. Therefore, the modulus is found to be 
intermediate between the affine network and phantom network models. Dossin and 
Graessley104 proposed the following equation to account for the intermediate behavior 
 𝐸 = 3(𝜐 − ℎ𝜇)𝑅𝑇 (1.39) 
where ℎ is an empirical parameter that can vary between 0 and 1. The affine network model 
limit is when ℎ = 0, and the phantom network model limit is when ℎ = 1. 
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In real networks, physical entanglements are most likely formed during the cross-
linking process and become trapped, immobile. Therefore, Langley and Graessley104-105 
included a contribution from the entanglements as an additional term to the modulus 
 𝐸 = 3(𝜐 − ℎ𝜇)𝑅𝑇 + 3𝐸𝑒𝑇𝑒 (1.40) 
where 𝐸𝑒 is the maximum contribution to the modulus due to the trapped entanglements 
and 𝑇𝑒 is the fraction of trapped entanglements in the network. Eq. 1.40 is useful, since this 
allows for the separation of the contributions from the chain entanglements due to chemical 
cross-links and the permanently trapped physical entanglements. It can also be seen that 
the modulus could be higher than the phantom network model modulus based on the 
contribution from the trapped physical entanglements. 
Due to the type of entanglements not being defined, the behavior of the 
entanglements is not considered. The slip-link model106-107 modeled the entanglements as 
slip-links (rings) joining the polymer chains together to act as additional cross-links. The 
ring junction has the ability to slide with the loop size changing without the polymer chains 
detaching from one another. The elasticity changes based on the behavior of the 
entanglement and not just the quantity. DeGennes108 also proposed that the linear chains 
should be free to “reptate”, wriggle around in space, but the entanglements that are present 
must have restrictions on their movements. The differences in these movements causes the 
different properties of the elastomers. 
This small description of some of the theories highlights the challenges to 
describing how polymer structure and cross-links contribute to the elastic modulus. Some 
believe that the entanglements affect the properties by restricting the fluctuations,109 while 
others argue that they contribute more to the cross-link contribution by acting like pseudo-
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cross-links.110-112 However, heterogeneity of the polymer is not considered. The 
heterogeneity could also affect the elasticity of the polymer. Most models agree that the 
elastic modulus of an elastomer network is governed somewhat by the dynamics of the 
cross-links.93,113 Polymer structural dynamics span many orders of magnitude in time from 
milliseconds114-115 to picoseconds.115-116 The faster motions that are available are the 
skeletal and lattice vibrations, which have typical periods of 0.1 ps to 1 ps.115 The rotations 
of the internal segments like methyl group reorientations have been measured on the few-
ps timescale.113,117 The slower motions are the drifting of chains or slow changes in 
conformation. These motions occur on the timescale of 1 μs to 10 μs.115 The focus of this 
work is to see if the ultrafast structural dynamics that polymers exhibit contribute to the 
macroscopic elasticity.  
 
1.5. Elastomer Swelling 
Another unique property of elastomers is the ability to swell in a solvent, instead of 
dissolving. Swelling is when the dimensions of the elastomer increase to allow the solvent 
to penetrate the polymer matrix. The swelling will continue until equilibrium is 
reached.84,118-119 The expansion of the network equilibrates with the retractive forces 
imposed by the cross-links, which is driven by thermodynamics.118,120-122 The free energy 
of mixing promotes expansion through the enthalpic contributions from solvent-polymer 
interactions that stabilize the extended chain conformations and the entropic contributions 
due to chain extension.87,91,121,123 For the hydrophobic polymer PDMS, nonpolar solvents 
are the most favorable and contribute to the enthalpy of mixing through dispersion 
interactions.124-126  
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The theory of swelling is based on the elasticity as well due to the elastomer 
stretching in multiple dimensions during the swelling process. The simpler theories are 
based on the affine network and phantom network models. The Flory-Rehner expression 
for swelling for an affine network model is 
 ln(1 − 𝜐2) + 𝜐2 + 𝜒𝜐2
2 = 𝑣1𝑛 [
𝜐2
2
− 𝜐2
1/3
] (1.41) 
and for the phantom network model is 
 ln(1 − 𝜐2) + 𝜐2 + 𝜒𝜐2
2 = −𝑣1(𝑛 − 𝜇)𝜐2
1/3
 (1.42) 
where 𝜐2 is the polymer volume fraction at equilibrium swelling, 𝜒 is the polymer-solvent 
interaction parameter, 𝑣1 is the molar volume of the solvent, 𝜇 is the number of moles of 
junctions per unit volume of the network, and 𝑛 is the number density of precursor chains 
that was used to prepare the network. These equations show a balance between the 
thermodynamic forces and the elastic forces. The left side shows the thermodynamic forces 
due to the solvent swelling of the polymer network, while the right side shows the elastic 
forces that are resisting the stretching of the network. The interaction parameter is 
dependent both on the solvent and the polymer. Eqs. 1.41 and 1.42 are used to obtain the 
interaction parameter, which depends both on the solvent and the polymer.89,119 If the 
interaction parameter is known, Eq. 1.42 can be used to find the number of cross-links in 
the polymer system, since the amount of cross-links can be difficult to calculate in an 
elastomer network.89,119 
Thermodynamics determine the average polymeric structures before and after 
swelling. However, the kinetics of reaching those states and many of their final properties 
are dictated by structural dynamics.127 Polymer dynamics span many orders of magnitude 
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in time from milliseconds114-115 to picoseconds.115-116 Swelling requires the diffusion of the 
solvent through the polymer matrix, which is facilitated by local backbone and side chain 
motions of the elastomer network.128-135 These same motions serve to increase the 
permeability of the polymer to other small molecules once the polymer is in its swollen 
state.129,133 Therefore, it is important not to only characterize the average structure, but also 
the structural motions of the elastomer network along with the solvent penetrants. 
The remainder of this thesis is organized as follows. Chapter 2 provides a 
comprehensive background on linear and nonlinear spectroscopy, which includes FTIR, 
2D-IR, and infrared pump-probe spectroscopies. It also explains the data treatment and the 
extraction of the frequency-frequency correlation function to obtain information about the 
heterogeneous and homogeneous contributions to the linear lineshape. Chapter 3 presents 
a 2D-IR study on small molecule silanes in three solvents to explain the enhanced 
solvatochromism and spectral diffusion. Chapter 4 moves onto the studies of PDMS by 
starting with studying the influence of solvent swelling on the structural dynamics of the 
polymer by using 2D-IR spectroscopy. Chapter 5 presents a 2D-IR study of PDMS that 
undergoes physical and chemical changes to see if the structural dynamics contribute to the 
macroscopic properties. 
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2.1. Macroscopic Polarization 
To understand the information that can be gained from infrared (IR) spectroscopy, 
the quantum mechanical processes involved must be discussed. The first place to start is 
with ideal gas molecules possessing a vibrational mode oriented along the z-axis. The 
electric field of light, ?⃗?(𝑡), that interacts with the molecule is 
 ?⃗?(𝑡) = ?⃗?′(𝑡) cos(?⃗⃗? ∙ 𝑟 − 𝜔𝑡 + 𝜙) (2.1) 
where 𝑡 is time, 𝑟 is the position vector, ?⃗⃗? is a wavevector that describes the direction of 
the light propagation, 𝜔 is the frequency of the light, 𝜙 is the phase, and ?⃗?′(𝑡) is the pulse 
envelope that is a vectorial property of the light. ?⃗?′(𝑡) is the parameter that includes the 
polarization of the light. For now, the electric field of a laser pulse will be considered 
simply as 
 𝐸(𝑡) = 𝐸′(𝑡) cos(𝜔𝑡) (2.2) 
where the light is polarized along the z-axis to match the orientation of the vibrational 
mode.36,136-137 
 The energy of interaction between the vibrational mode (the dipole of the molecule) 
and a laser pulse is 
 ?̂?(𝑡) = −?̂?𝐸(𝑡) (2.3) 
where ?̂?(𝑡) is the operator for the interaction energy and ?̂? is the dipole operator. The hats 
above these variables identifies them as operators and future variables as well. The total 
Hamiltonian, ?̂?, then is 
 ?̂? = ?̂?0 + ?̂?(𝑡) (2.4) 
Chapter 2. Linear and Nonlinear Infrared Spectroscopy | 27 
where ?̂?0 is the Hamiltonian for the isolated molecule. Due to having time involved in the 
Hamiltonian, the time-dependent Schrӧdinger equation must be used to solve for the wave 
function, |Ψ⟩, of the molecule. 
 𝑖ℏ
𝜕
𝜕𝑡
|Ψ⟩ = ?̂?|Ψ⟩ (2.5) 
In the absence of a laser pulse, ?̂?0 is time-independent, so the solution becomes 
 |𝛹⟩ = ∑ 𝑐𝑛𝑒
−
𝑖𝐸𝑛𝑡
ℏ𝑛 |𝑛⟩ (2.6) 
where |𝑛⟩ is an eigenstate for the Hamiltonian, 𝑐𝑛 is a weighting coefficient or population 
of state 𝑛, and 𝐸𝑛 is the energy of state 𝑛. Once the laser pulse starts to interact with the 
molecule, the coefficients couple with the electric field and become time-dependent. The 
time-dependent coefficients can be solved by substituting Eq. 2.6 into Eq. 2.5 to obtain 
 
𝜕
𝜕𝑡
𝑐𝑚(𝑡) = −
𝑖
ℏ
 ∑ 𝑐𝑛(𝑡)𝑒
−𝑖(𝐸𝑛𝐸𝑚)𝑡
ℏ𝑛 ⟨𝑚|?̂?(𝑡)|𝑛⟩ (2.7) 
where 𝑚 and 𝑛 are the states of the system and 𝐸𝑚 and 𝐸𝑛 are the energies of states 𝑚 and 
𝑛, respectively. Eq. 2.7 can be altered slightly by using Eq. 2.3 to obtain 
 
𝜕
𝜕𝑡
𝑐𝑚(𝑡) =
𝑖
ℏ
 ∑ 𝑐𝑛(𝑡)𝑒
−𝑖𝜔𝑚𝑛𝑡
𝑛 ⟨𝑚|?̂?|𝑛⟩𝐸(𝑡) (2.8) 
where 𝜔𝑚𝑛 is the frequency of the transition defined as 𝜔𝑚𝑛 = (𝐸𝑛 − 𝐸𝑚) ℏ⁄ . The 
transition dipole moment can be found in Eq. 2.8 and is defined as ⟨𝑚|?̂?|𝑛⟩. The transition 
dipole is the change in the charge distribution of a molecule when it is vibrationally 
excited.36,136-137 
The transition dipole moment can be further defined 
 ⟨𝑚|?̂?|𝑛⟩ =
𝑑𝜇
𝑑𝑥
⟨𝑚|?̂?|𝑛⟩ (2.9) 
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where x is the coordinate of the vibrating bond and 
𝑑𝜇
𝑑𝑥
 is the change of the static dipole of 
the molecule as it changes, or the transition dipole strength. The transition dipole strength 
scales with the intensity of the corresponding IR peak. The term ⟨𝑚|?̂?|𝑛⟩ is what gives rise 
to the vibrational selection rules: Δν = ±1.36,137 
After the laser pulse is done interacting with the system, the coefficient becomes 
time-independent again, which leaves the system in a superposition between states. For 
simplicity, a two-level system will be considered, where |0⟩ and |1⟩ represent the ground 
and first excited vibrational states, respectively. Defining 𝜔𝑚𝑛 = 𝜔01 = (𝐸1 − 𝐸0) ℏ⁄ , the 
two coupled equations obtained from Eq. 2.8 are 
 
𝜕
𝜕𝑡
𝑐1(𝑡) =
𝑖
ℏ
 𝑐0(𝑡)𝑒
−𝑖𝜔01𝑡⟨1|?̂?|0⟩𝐸(𝑡)  
 
𝜕
𝜕𝑡
𝑐0(𝑡) =
𝑖
ℏ
 𝑐1(𝑡)𝑒
𝑖𝜔01𝑡⟨0|?̂?|1⟩𝐸(𝑡). (2.10) 
The superposition between states |0⟩ and |1⟩ can be described as 
 |𝛹⟩ = 𝑐0𝑒
−
𝑖𝐸0𝑡
ℏ |0⟩ + 𝑖𝑐1𝑒
−
𝑖𝐸1𝑡
ℏ |1⟩ (2.11) 
where 𝑐𝑛 includes the transition dipole moment and other factors as seen from Eqs. 2.8 and 
2.10. The time dependence in Eq. 2.11 is found in the term 
𝑖𝐸𝑛𝑡
ℏ
 for each state. The 
coefficients 𝑐0 and 𝑐1 are real, positive numbers and are no longer time-dependent due to 
the laser pulse not interacting with the system. There is an 𝑖 for 𝑐1 to determine the phase 
of the rotating wavefunction. However, 𝑐1 ≪ 𝑐0, so 𝑐0 ≈ 1 meaning the imaginary part of 
𝑐0 can be ignored. The light created a coherent linear superposition of states, also denoted 
a wavepacket. The time evolution of the wavepacket in Eq. 2.11 can be described by a 
molecular response function, 𝑅(𝑡). For a single molecule, the molecular response function 
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is proportional to the electric field of the laser pulse interacting with the charges to make 
the molecule vibrate. Since there are many molecules in a real system, the pulse has created 
a non-equilibrium charge distribution in the sample that is referred to as the macroscopic 
polarization, 𝑃(𝑡), which evolves according to 𝑅(𝑡).36,137 
The macroscopic polarization is the expectation value of the transition dipole, 
which is defined as 
𝑃(𝑡) = 〈?̂?〉 = ⟨Ψ|?̂?|Ψ⟩ 
= (𝑐0𝑒
𝑖𝐸0𝑡
ℏ ⟨0| − 𝑖𝑐1𝑒
𝑖𝐸1𝑡
ℏ ⟨1|) ?̂? (𝑐0𝑒
−
𝑖𝐸0𝑡
ℏ |0⟩ + 𝑖𝑐1𝑒
−
𝑖𝐸1𝑡
ℏ |1⟩)  
= 𝑐0𝑐1⟨0|?̂?|1⟩ sin(𝜔01𝑡) + 𝑐0
2⟨0|?̂?|0⟩ + 𝑐1
2⟨1|?̂?|1⟩. (2.12) 
This equation was further simplified due to ⟨0|?̂?|0⟩ and ⟨1|?̂?|1⟩ being related to the static 
dipoles of the ground or first excited states, respectively. The first term in Eq. 2.12 
describes the time-dependent coherence (superposition of states) of the molecular response 
functions and the other two terms describe the static electric dipoles for the ground and 
first excited states. However, Eq. 2.12 assumes pure states, which are characterized by a 
single wavefunction. Real systems are imperfect which requires mixed states.36,137 
To describe mixed states, the density matrix is needed. The density matrix, 𝜌, is 
defined as the outer product of the wavefunction and its conjugate. 
 𝜌(𝑡) = |Ψ⟩⟨Ψ| (2.13) 
The elements of the density matrix, 𝜌𝑛𝑚, can be obtained. 
 𝜌(𝑡) = ∑ 𝑐𝑚
∗ (𝑡)𝑐𝑛(𝑡)|𝑛⟩𝑛,𝑚 ⟨𝑚| = ∑ 𝜌𝑛𝑚|𝑛⟩⟨𝑚|𝑛,𝑚  (2.14) 
Eq. 2.14 shows that the density matrix is a square matrix. The diagonal terms are when 
𝑛 = 𝑚 (|𝑐𝑛(𝑡)|
2), which describes the populations of the states. The off-diagonal terms 
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are when 𝑛 ≠ 𝑚 (𝑐𝑚(𝑡)
∗𝑐𝑛(𝑡)), which describe the time-dependent coherences between 
the states due to containing a time-dependent factor, 𝑒−𝑖𝜔𝑛𝑚𝑡. Some additional terms that 
can be added are the vibrational relaxation and dynamics. However, for simplicity, the 
additional terms are ignored.36,137 
The macroscopic polarization was defined earlier as the expectation value of the 
transition dipole. With density matrix formalism, 𝑃(𝑡) becomes 
 𝑃(𝑡) = 〈?̂?〉 = ∑ 〈𝑐𝑛𝑐𝑚
∗ 〉𝜇𝑛𝑚𝑛,𝑚 = ∑ 𝜌𝑛𝑚𝜇𝑚𝑛𝑛,𝑚   (2.15) 
where this expression is called the trace of 𝜌 𝜇. The expectation value of the transition 
dipole can be defined as 
 〈?̂?〉 ≡ Tr(?̂?𝜌(𝑡)) ≡ 〈?̂?𝜌(𝑡)〉. (2.16) 
When light interacts with the system, the density matrix is multiplied by a transition dipole 
matrix, ?̂?. The transition dipole matrix is made up of only off-diagonal terms to force the 
system to be either in a coherence state or a population state depending on the density 
matrix prior to the interaction with the laser pulse.36,137  
 
2.2. Linear Infrared Spectroscopy 
For linear IR spectroscopy, a few assumptions can be made. First, no nonlinear 
processes will occur, since the laser pulse that interacts with the system is weak. Second, 
only two vibrational levels (the ground state and the first excited state) need to be 
considered, since all the molecules are in their ground vibrational state before the 
interaction with the laser pulse. Therefore, the response function can be defined as 
 𝑅(1)(𝑡1) ∝ 𝑖〈?̂?(𝑡1)[𝜇0, 𝜌(−∞)]〉 (2.17) 
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where 𝑅(1)(𝑡1) is the linear response function and 𝜌(−∞) is the equilibrium density matrix 
that does not evolve in time under the Hamiltonian used. The response function in Eq. 2.17 
leaves some ambiguity in how density matrix interacts with the laser pulse. Therefore, 
double sided Feynman diagrams are used to pictorially represent the different combinations 
possible, where Figure 2.1 shows the double-sided diagram for the linear response.36,137 
 
 
Figure 2.1. Double-sided Feynman diagram of the linear response. 
 
Time begins at the bottom of a Feynman diagram and progresses upwards as 
indicated by the time axis on the left side of the diagram. The middle of the diagram 
represents a density matrix in the |𝑛⟩⟨𝑚| state. The left side represents the ket vector and 
the right side represents the bra vector. The molecule is in a population state when 𝑛 = 𝑚, 
while the molecule is in a coherence state when 𝑛 ≠ 𝑚. The two vertical lines in each 
diagram represent the time evolution of the ket and the bra of the density matrix. The solid 
arrows represent wave vectors of incident light, while dashed arrows represent the emitted 
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signal. Arrows that point up and to the right represent positive wave vectors, which implies 
a positive frequency. This causes a transition to a higher energy state with a ket vector or 
a transition to a lower energy state with a bra vector. Arrows that point up and to the left 
represent negative wave vectors, which implies a negative frequency. This causes a 
transition to a lower energy state with a ket vector or a transition to a higher energy state 
with a bra vector. Stimulated absorption is shown with arrows that point towards the 
density matrix whereas stimulated emission is shown with arrows pointed away from the 
density matrix. Only a negative or a positive wavevector can interact, but not both when 
the rotating wave approximation is applied. The complex conjugate of the pathway shown 
in Figure 2.1 can also produce an appropriate signal. For simplicity, only the diagrams with 
the emitted signal proceeding from the ket will be shown.36,137-138  
The linear molecular response function has been shown to be 
 𝑅(1)(𝑡) = |𝜇10|
2𝑒−𝑖𝜔01𝑡𝑒−𝑔(𝑡) (2.18) 
where 𝜇10 is the transition dipole moment of the 0-1 vibrational transition, 𝜔01 is the 
frequency of the 0-1 transition, and 𝑔(𝑡) is the lineshape function. The lineshape function 
is given by 
 𝑔(𝑡) = ∫ ∫ 𝑑𝑡" 𝑑𝑡′ 〈𝛿𝜔01(𝑡)𝛿𝜔01(0)〉
𝑡1
0
𝑡
0
= ∫ ∫ 𝑑𝑡" 𝑑𝑡′ 𝐶𝐹𝐹𝐶𝐹(𝑡)
𝑡1
0
𝑡
0
 (2.19) 
where 𝛿𝜔01(𝑡) is the frequency fluctuations in the time of the vibrational transition of 
interest, 𝛿𝜔01(0) is the initial frequency of the vibrational transition, and 𝐶𝐹𝐹𝐶𝐹(𝑡) is called 
the frequency-frequency correlation function (FFCF). The FFCF contains the dynamic 
information about the chemical system under study. The specifics of what the FFCF entails 
will be described later in Section 2.3.6. In brief, the FFCF describes the time dependency 
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of the frequency of a vibrational mode. The linear lineshape on its own will not reveal the 
dynamics but are hidden within the lineshape due to the FFCF.36,137,139 
The emitted signal arising from the macroscopic polarization inherently has its 
phase shifted by 90º. The linear macroscopic polarization, 𝑃(1)(𝑡), is a convolution of the 
incident electric field 𝐸(𝑡) with the linear molecular response function, 𝑅(1)(𝑡). A system 
of interest is also not one molecule, but an ensemble of molecules. When there is a 
distribution of molecules with each having its own 𝑅(𝑡), the originally coherent oscillators 
will lose their phase relationship with one another over time resulting in a free induction 
decay (FID) of 𝑃(𝑡). In the case of solvent and structural dynamics, the dephasing (phase 
loss) of the molecular response functions is much larger when the intermolecular 
interactions are allowed to change over time.36,137 Two-dimensional infrared (2D-IR) 
spectroscopy provides insight regarding these dephasing processes. 
 
2.3. Two-Dimensional Infrared Spectroscopy 
One of the first techniques that used infrared light to investigate the ultrafast 
dynamics was vibrational echo spectroscopy (VES).48-49 To explore the dynamics even 
further, 2D-IR spectroscopy was developed from VES. The first 2D-IR experiment was 
performed by Hamm, Lim, and Hochstrasser in 1998 where protein dynamics were 
measured by observing the amide vibrational modes.2 2D-IR spectroscopy has expanded 
since then by exploring organic semiconductor thin films,8-10 catalysis,12-13,140-141 ionic 
liquids,142 and studying the solvent dynamics with different vibrational modes.5,13,37,141 
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2.3.1. Environmental Dynamics 
The molecular environment is dynamic. All the molecules in a system constantly 
move, vibrate, and rotate at room temperature. This constant motion means that the net 
electric field of the environment is continuously changing, which then changes the 
interaction with the vibrational oscillator. The environmental dynamics are composed of 
solvent and structural dynamics that are time-dependent motions. 
Fourier transform infrared (FTIR) spectroscopy is a common linear spectroscopy 
technique for studying chemical systems. Typically, only the average peak frequency is 
reported. However, there is much more information contained in the spectral lineshape that 
is lost to linear spectroscopy. A normal FTIR spectrum is approximated as a Gaussian peak, 
but there are many components that make-up the linear lineshape as shown in Figure 2.2.  
 
 
Figure 2.2. Illustrations of a) homogeneous broadening, b) static inhomogeneous broadening, and c) spectral 
diffusion. The black curve represents the total lineshape which is predominantly Gaussian. The blue curve 
represents the Lorentzian lineshape and the homogeneous component. The red curves also represent the 
homogeneous component, but each one of the curves represents a subensemble of oscillators that give rise to 
a certain frequency.  
 
The lineshape is affected by the homogeneous and inhomogeneous broadening of 
the system. Homogeneous broadening is due to fast frequency fluctuations, and all the 
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vibrating oscillators are affected the same way. This causes the same way causing the 
lineshape to be Lorentzian as shown in Figure 2.2a with the blue curve. Inhomogeneous 
broadening is due to slower, random fluctuations, which affect each oscillator differently 
and causes the lineshape to be Gaussian as shown as the black curve in Figure 2.2a-c. 
Therefore, depending on the environment of the system, the homogeneous and 
inhomogeneous contributions will be different.36,141 
In IR spectroscopy, homogeneous broadening is composed of three processes: 
vibrational relaxation, orientational relaxation, and phase relaxation. All of these processes 
contribute to the dephasing time of the system, which is related to the homogeneous 
linewidth (Γ). 
 Γ =
1
𝜋𝑇2
=
1
𝜋𝑇2
∗ +
1
2𝜋𝑇1
+
1
3𝜋𝑇𝑜𝑟
 (2.20) 
where T2 is the total dephasing time, T1 is the vibrational lifetime associated with the 
vibrational relaxation, T2
* is the pure phasing time associated with the phase relaxation, and 
Tor is the reorientation time associated with the orientational relaxation. Homogeneous 
broadening arises from the fact that the oscillators can interact with their surroundings 
which can affect each of these processes in different ways, so it becomes system 
dependent.36,138  
 The dephasing time represents the time for the phase relationship between the 
different oscillators in the ensemble to be lost. A classical description of dephasing will be 
helpful to visualize this concept. Start with an ensemble of oscillators in which all the 
vibrations start with the same phase. In the absence of external interactions, the vibrations 
will remain in phase with each other forever. In real systems, the surroundings (the solvent 
or other oscillators) can perturb each oscillator in the ensemble differently. The vibrations 
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will lose their phase relationship with each other due to the perturbations. The time for this 
loss is quantified as T2. Vibrational dephasing of the system can help to discern the 
interactions between the oscillator and the environment.138 
The pure dephasing time is the time it takes for the oscillators that comprise the 
macroscopic polarization to lose their phase relationship without the loss of vibrational 
excitation. Pure dephasing arises from fast intramolecular dynamics and intermolecular 
interactions that cause random, fast fluctuations in the vibrational frequency of the mode. 
These interactions are generally the low-frequency modes of the system of interest.143 In 
liquids, the pure dephasing time is the fastest process, meaning the majority of the 
homogeneous linewidth is due to the pure dephasing according to Eq. 2.20.144 The 
environment may not have much of an effect if the primary method of relaxation is 
intramolecular dynamics versus intermolecular interactions.145 
The vibrational lifetime, T1, is the time it takes for the energy of the vibrational 
excitation to relax into the surroundings, including the molecular environment and other 
portions of the same molecule. One possible relaxation pathway is intramolecular 
vibrational redistribution (IVR), where the energy moves to other modes on the same 
molecule.146 The energy can be transferred back to the original mode depending on the 
energy levels of the other modes in the molecule. In such a case, there is a large IVR 
contribution to the peak width due to the process occurring quite rapidly.3,146 The 
environment can influence IVR by changing the relative positions of the vibrational 
probe’s vibrational energy levels. IVR can be hindered by intermolecular interactions as 
shown by King and colleagues.3 If there are no other intramolecular vibrational modes 
close in energy to the excited vibrational mode but vibrational modes in the molecular 
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environment are available and similar in energy, the system undergoes intermolecular 
vibrational energy relaxation (VER), where the energy can be transferred to the 
environment modes through strong intermolecular interactions or collision between the 
environment and probe molecules. This is usually significantly slower than IVR.147  
The reorientation time is the timescale of rotations available to the molecule of 
interest. The orientational relaxation can be strongly affected by the environment 
depending on the size of the probe to the environment molecular environment. A smaller 
probe will have a faster Tor due to the freedom to rotate freely with the amount of space 
available.27 A larger molecule, such as a polymer, will have a slower orientational 
relaxation, since the molecule will lack the space to rotate freely. The reorientation time, 
in instances with larger molecules, will not contribute much to the line width and can be 
ignored.3,148 The viscosity of the environment can also have an influence on the rotation of 
the molecules, where a high viscosity leads to slower orientational relaxation.148-150 
Usually, the reorientation time has little contribution to the peak width, since the solute 
molecules usually take much longer to reorient themselves than other processes.148 
However, the oscillators can experience different environments causing a shift in 
the peak frequency via the Vibrational Stark Effect (VSE) as discussed in Section 1.2.1.32-
34 Every oscillator can experience a different environment, but oscillators with similar 
environments are grouped into a subensemble with an associated frequency and 
homogeneous lineshape. If the oscillators are unable to move, the distribution of the 
subensembles is the static inhomogeneous broadening as shown in Figure 2.2b. The 
combination of the subensembles becomes the overall Gaussian lineshape. However, in 
many condensed phase systems, the oscillators and the environment are constantly moving 
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around and are not frozen in a specific configuration over time. Due to fluctuations in the 
system, the oscillators can experience different frequencies over time as shown in Figure 
2.2c. Spectral diffusion is the time-dependent vibrational frequency due to the molecular 
fluctuations. The FTIR peak width reflects the range of the chemical environments around 
the oscillator as well as the spectral diffusion and homogeneous broadening.13,36,141 
The ability to distinguish between the different sources of broadening is beyond the 
scope of FTIR spectroscopy and IR pump-probe spectroscopy. For instance, FTIR 
spectroscopy is not able to distinguish between a system with a broad homogeneous 
linewidth and a small inhomogeneity versus a system with a narrow homogeneous 
linewidth and a large inhomogeneity. Both FTIR peak widths could have the same 
lineshape. A sample that experienced a large amount of spectral diffusion appears the same 
as one with a huge static inhomogeneity in an FTIR spectrum. Overall, the dynamics of a 
particular environment (homogeneous broadening) are indistinguishable from those arising 
from changes in environments (spectral diffusion) or even from a static distribution of 
environments (static inhomogeneous broadening). In order to obtain the information about 
the underlying processes that constitute the total peak width, a nonlinear technique must 
be used. 2D-IR spectroscopy will be able to expand on the information provided by FTIR 
spectroscopy by determining the dynamics of the system, which leads to an increased 
understanding of the interactions between a vibrating mode and its surroundings. 
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2.3.2. Theory 
Once the laser pulses increase in power (like with ultrafast laser systems), nonlinear 
processes can occur. The macroscopic polarization is then often fit to a Taylor series 
expansion 
 𝑃 = 𝑃(1)(𝐸) + 𝑃(2)(𝐸2) + 𝑃(3)(𝐸3) (2.21) 
where 𝑃(𝑛) is the 𝑛th order polarization and is a function of 𝐸, which is the electric field of 
the laser pulse, raised to the 𝑛th power to show the number of electric fields interacting with 
the system. The macroscopic polarization is a 𝑛+1 level tensor. The vibrational echo signal, 
which is the signal of interest for 2D-IR spectroscopy, comes from the third-order 
polarization, 𝑃(3), which involves interaction with three laser pulses. The echo signal is 
often described as a four-wave mixing process due to having four waves involved: the 
emitted field as well as three incident laser pulses. Since there are three pulses, the timing 
between the pulses needs to be defined: t1 is the time between the first and second pulses, 
t2 is the time between the second and third pulses, and t3 is the time between the third pulse 
and the emission of the echo signal.36 The timing of these pulses can be seen visually in 
Figure 2.3. 
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Figure 2.3. The visual representation of the labeling of the timing between the pulses along with the time at 
which the pulses interact with the system. The blue Gaussians represent the pulses that interact with the 
sample and the red Gaussian represents the echo signal that is emitted. 
 
Initially (before any laser pulse interacts with the system), the system is in a 
population state. A population state is indicated by having non-zero terms only along the 
diagonal in the density matrix, which represents a system with populations of both the 
ground and first excited states. However, an assumption will be made that the system starts 
in the ground state. The first laser pulse, at t = 0, puts the system into a coherent state, 
which is indicated by having non-zero terms in both the diagonal and off-diagonal in the 
density matrix. The coherent state is the superposition of the v = 0 (ground vibrational 
state) and v = 1 (first excited vibrational state) energy levels. Therefore, the first pulse 
causes the molecules to “oscillate” in phase at their initial frequencies, which can be 
described as labeling the oscillators with their initial frequencies. The time elapsed between 
the first and second pulse is denoted the first coherence period, t1. During this period, the 
oscillators undergo free induction decay (FID) due to dephasing of the macroscopic 
polarization. The dephasing will occur more rapidly if there is inhomogeneous broadening 
occurring.36,137 
The second laser pulse, at t = t1, causes a population state. Upon the interaction with 
the second pulse, the system has two possible pathways: (1) stimulated absorption to the 
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first excited state or (2) stimulated emission to the ground state. Either pathway results in 
the system no longer oscillating in a superposition, so not a coherence. Hence, the time 
between the second and third pulse is considered the population period, t2. Due to no longer 
being in a coherence state, the only dephasing mechanisms allowed during this period are 
population relaxation (vibrational lifetime) and spectral diffusion. Spectral diffusion is the 
process where the oscillators evolve to different frequencies due to experiencing the 
different configurations of the system during a population period.36,137 
The final interaction occurs at t = t1 + t2, which pushes the system back into a 
coherence state. The time between the third pulse and echo is considered the final 
coherence period, t3. For a two-level system, there are two coherent states of interest. If the 
coherent state is the same as the original coherent state, then the FID continues until all the 
phase relationships are lost. If the coherent state is the phase conjugate of the original 
coherent state, the dephasing that occurred in the first coherent state is reversed. The 
various coherent states will evolve in the “opposite direction,” rebuilding the phase 
relationship lost due to the inhomogeneity, and then proceeding to lose them by FID. Thus, 
this pathway is called the rephasing pathway due to rebuilding the phase relationships, 
while the earlier pathway is called the non-rephasing pathway due to the continued loss of 
the phase relationships.36,137 
At t = t1 + t2 + t3, the system emits an electric field, which is referred to as the 
vibrational echo signal. The interaction of the three incoming electric fields and the emitted 
echo signal can be defined by the third order response function, 𝑅(3)(𝑡3, 𝑡2, 𝑡1), 
 𝑅(3)(𝑡3, 𝑡2, 𝑡1) ∝ 𝑖 〈?̂?(𝑡3) [?̂?(𝑡2)[?̂?(𝑡1)[𝜇0, 𝜌(−∞)]]]〉 (2.22) 
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Again, double-sided Feynman diagrams will be useful to show how the laser pulses are 
interacting with the system. There are six different response function pathway diagrams 
that emit in the direction of interest as shown in Figure 2.4. The interpretation of the 
Feynman diagrams can be found in Section 2.2. Each diagram represents a unique sequence 
of light interactions and has a unique third order molecular response functions represented 
as Rn. The explicit expressions for each Rn will not be shown or discussed here, but can be 
found in various references.36,137-138  
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Figure 2.4. Double-sided Feynman diagram for producing echo signal. Each diagram represents a different 
response function pathway labeled R1-R6, where R1-R3 are the rephasing pathways and R4-R6 are the non-
rephasing pathways. 
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The Feynman diagrams in Figure 2.4 are organized by the sequence of positive and 
negative incident wavevectors. The rephasing pathways, R1 – R3, use the ordering of 
negative, positive, and positive wavevectors. On the other hand, the non-rephasing 
pathways, R4 – R6, use the ordering of positive, negative, and positive wave vectors. The 
sign of the response function associated with a particular pathway is dictated by the type 
of interactions with the wavevectors. For a more realistic three level system, the system 
can be excited into a coherence between the first and the second excited states as seen in 
R3 and R6. It should be noted that the Feynman diagrams illustrate the possible response 
function pathways that lead to the rephasing or non-rephasing of the macroscopic 
polarization but not of the molecular response functions.36,137-138 
To understand the Feynman diagram more, the R1 pathway will be described. The 
system starts in the ground state, |0⟩⟨0|. The first pulse at t = 0 puts the system into a 
coherence state of |0⟩⟨1| from the ground state via stimulated absorption. This occurs due 
to an interaction with a negative wavevector on the bra of the ground state. The second 
pulse at t = t1 puts the system into a population state of |1⟩⟨1| via stimulated absorption 
with an interaction with a positive wavevector on the ket of the previous state. The third 
pulse at t = t1 + t2 puts the system into a second coherence state of |1⟩⟨0| via stimulated 
emission with an interaction with a positive wavevector on the bra of the previous state. 
Finally, the echo emits at t = t1 + t2 + t3 via stimulated emission to put the system back into 
its ground state. Based on this description, the 0-1 vibrational transition (via stimulated 
emission or ground state bleach) is described by R1, R2, R4, and R5; while the 1-2 
vibrational transition (via excited state absorption) is described by R3 and R6.
36,137-138 2D-
IR spectroscopy does not directly measure the various response functions. The objective 
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of 2D-IR spectroscopy is to measure the macroscopic polarization and extract the 
molecular response function to find the underlying dynamics of the system. 
   
2.3.3. Experimental Setup 
A 4 W continuous wave (CW) neodymium vanadate laser (Spectra-Physics, 
Millenia), which is frequency doubled to 532 nm, pumps a titanium sapphire (Ti:Sapph) 
crystal inside a prebuilt oscillator (KMLabs, Model MTS). A mode-locked seed pulse is 
generated centered at 800 nm with a FWHM of ~50 nm and pulse duration of ~25 fs at a 
repetition rate of 93 MHz.8,13 The seed pulse is aligned into a regeneratively amplified 
Ti:Sapph crystal (Spectra-Physics, Spitfire-Pro). The pulse is stretched in time by 
diffraction gratings before entering the amplifier cavity to prevent damage to the optics. 
Inside the cavity, the 800 nm seed pulse is overlapped in a Ti:Sapph crystal with 8 W of 
527 nm pulsed light from a diode-pumped, intracavity doubled, Q-switched neodymium 
yttrium lithium fluoride (Nd:YLF) pump laser (Spectra-Physics, Empower). Within the 
cavity, the pulse injection and release are controlled by two transiently birefringent Pockels 
cells. Once the buildup occurs in the cavity, a 1.6 W, 800 nm pulse is generated. After 
compression, the new generated pulses have a temporal width of ~40 fs centered around 
800 nm with a full width at half maximum (FWHM) of 30 nm and at a repetition rate of 1 
kHz. The output power is 1.1 W, which was split between the two experiments, where the 
2D-IR experiment receives ~51% of the total power.8,13  
 The 560 mW beam is sent into an optical parametric amplifier (OPA, Spectra-
Physics, OPA-800C), where it is immediately split into three different beams. 
Approximately 96% of the energy is transmitted and used for pumping the OPA. The 
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remaining 4% of the energy is reflected by a beam splitter to produce a white light 
continuum using a sapphire crystal that provides the seed pulse for the OPA. The white 
light is then directed towards a 3 mm thick β-barium borate (BBO) crystal. The major 
portion of the beam from earlier is split into two pump beams. About 15% of the beam is 
used to pump the pre-amplification stage, while the remainder of the beam is used to pump 
the power amplifier stage. Through the first pass of the white light through the BBO crystal, 
the pre-amplifier beam is temporally and spatially overlapped with the white light to 
generate the signal and idler beams. The signal and idler beams pass through a dichroic 
mirror, which allows only the amplified idler beam to transmit. The power amplifier pump 
beam is then overlapped temporally and spatially with the returning idler beam in the BBO 
crystal for the final amplification. The generated near IR signal and idler beams are then 
difference frequency mixed in a silver gallium sulfide crystal (AgGaS2, 0.5 mm thick). The 
mid-IR pulses generated have a pulse duration of about 90 fs with a bandwidth of 200 cm-1. 
The frequency of the mid-IR light can be tuned to the resonant vibration of interest (the 
probe) by changing the angles of the BBO and AgGaS2 crystals. After the generation of 
the mid-IR light, the light is collimated and sent to the 2D-IR setup.8,13  
The 2D-IR experiment setup is shown in Figure 2.5. The collimated near-IR light 
is sent into three zinc selenide (ZnSe) beam splitters producing three near-equal in power 
beams (A, B, and C) and a significantly weaker local oscillator (LO, approximately 0.01% 
of incoming beam) as shown in Figure 2.5. The pulses for each beam are temporally 
separated using four delay stages labeled as A, B, C, and LO. Beams C and LO both use 
delay stage C, which has a piezo-electric actuator (PZA) attached to the stage.8,13,151  
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Figure 2.5. 2D-IR experimental setup showing the beams baths as labeled on the delay stages. Near-IR beam 
from OPA is grey, Beam A is red, Beam B is blue, Beam C is green, the LO is orange, the generated 
vibrational echo is purple. The sample (represented as a dark blue rectangle) is located between the two off- 
axis parabolic (OAP) mirrors. The legend on the right of the figure shows what each of the shapes represents 
in the experimental setup. 
 
Delay stages A, B, and C move during an experiment, while the LO delay stage 
remains stationary during data collection but can be moved for timing. Previously 
discussed in Section 2.3.2, the timing between the pulses are labeled as t1, t2, and t3 as 
shown in Figure 2.3. A new timing convention shall be used where the timing between the 
first and second pulses, t1, will be referred to as τ, and the timing between the second and 
third pulses, t2, will be referred to as the waiting time, Tw. The timing between the third 
pulse and the emitted echo will still be labelled as t3. The new timing scheme is shown in 
Figure 2.6 with the pulses labeled as A, B, and C to correspond to the delay stages shown 
in Figure 2.5.8,13,151 
 
Chapter 2. Linear and Nonlinear Infrared Spectroscopy | 48 
 
Figure 2.6. The labeling of the time between pulses for a 2D-IR experiment with the pulses labeled as A, B, 
C, and Echo. 
 
Beam B is chopped at 500 Hz to allow the chopped signal to be divided by the laser 
spectrum to account for laser power differences across the range of frequencies examined, 
which will be shown later.8,13,151 Beams A-C are crossed and focused in a BOXCARS 
geometry, as seen in Figure 2.7, onto a sample using an off-axis parabolic (OAP) 
reflector.152  
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Figure 2.7. A diagram of the BOXCARS beam geometry for 2D-IR spectroscopy. The pulse sequence 
determines if τ will be negative or positive (non-rephasing and rephasing, respectively). (a) Positive τ is 
obtained with a pulse sequence of BAC, while (b) negative τ is obtained with a pulse sequence of ABC. For 
both cases, the desired signal is emitted in the same phase matched direction. 
a. 
b. 
Chapter 2. Linear and Nonlinear Infrared Spectroscopy | 50 
Both the rephasing and non-rephasing signals need to be collected to obtain the 
phase information within a spectrum. As discussed in Section 2.3.2., the rephasing 
processes (Figure 2.4 for R1 through R3) result in an echo signal being emitted in the −?⃗⃗?1 +
?⃗⃗?2 + ?⃗⃗?3 phase matched direction, while the non-rephasing processes (Figure 2.4 for R4 
through R6) result in the echo signal being emitted in the ?⃗⃗?1 − ?⃗⃗?2 + ?⃗⃗?3 phase matched 
direction. The BOXCARS beam geometry (as shown in Figure 2.7) allows both the 
rephasing and non-rephasing signals to be collected in the same phase matched direction 
by simply changing the order of the pulses. The three beams are aligned to three corners of 
a square before the OAP reflector, which will overlap the beams spatially onto the sample. 
The generated echo signal appears on the fourth corner of the square due to the positioning 
of the beams. When the pulse sequence proceeds as BAC, as shown in Figure 2.7a, the 
rephasing signal proceeds in the −?⃗⃗?𝐵 + ?⃗⃗?𝐴 + ?⃗⃗?𝐶  direction, while the non-rephasing signal 
proceeds in the ?⃗⃗?𝐵 − ?⃗⃗?𝐴 + ?⃗⃗?𝐶 direction (not shown). When the pulse sequence order 
proceeds as ABC, as shown in Figure 2.7b, the non-rephasing signal now proceeds in the 
?⃗⃗?𝐴 − ?⃗⃗?𝐵 + ?⃗⃗?𝐶 (same as −?⃗⃗?𝐵 + ?⃗⃗?𝐴 + ?⃗⃗?𝐶) direction, while the rephasing signal proceeds in 
the −?⃗⃗?𝐴 + ?⃗⃗?𝐵 + ?⃗⃗?𝐶 (same as ?⃗⃗?𝐵 − ?⃗⃗?𝐴 + ?⃗⃗?𝐶) direction. Therefore, the rephasing and non-
rephasing signals can be collected in the −?⃗⃗?𝐵 + ?⃗⃗?𝐴 + ?⃗⃗?𝐶  phase matched direction just by 
changing the timing of the beams. The ordering of the pulses changes the origins of the 
echo, so there needs to be a reference for the timing between the first and second pulses, τ. 
When the pulse B is first (rephasing signal), τ is positive, while τ is negative when pulse A 
is first (non-rephasing signal).36,152 
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The generated vibrational echo signal in the phase-matched direction from the 
sample has zero-background, due to the signal being isolated from other signals that are 
produced. The echo signal is spatially coaligned with the LO using an uncoated ZnSe 
window as a combining optic, where the echo is transmitted and the LO is partially 
reflected. The echo signal is heterodyned with the LO (0.3-0.5 nJ per pulse, approximately 
100 times larger than echo signal) to produce a signal of combined intensity that is 
spectrally resolved in a 0.32 meter monochromator with a 75 line/mm grating. The signal 
is detected with a liquid N2 cooled 64-element mercury cadmium telluride (MCT) linear 
array detector (Infrared Associates, Inc.) with a resolution of 4 cm-1.8,13,151  
The echo signal is measured by heterodyne detection, as a result of the interference 
between the echo signal and the LO. The signal from the detector is the square of the sum 
of the echo and the LO electric fields: 
 𝑆(𝑡) = |𝐸𝑒𝑐ℎ𝑜 + 𝐸𝐿𝑂|
2 = 𝐸𝐿𝑂
2 + 2𝐸𝑒𝑐ℎ𝑜𝐸𝐿𝑂 + 𝐸𝑒𝑐ℎ𝑜
2  (2.23) 
where 𝑆(𝑡) is the signal, 𝐸𝑒𝑐ℎ𝑜 is the electric field of the echo, and 𝐸𝐿𝑂  is the electric field 
of the local oscillator. When there is good temporal and spatial overlap of the LO and echo 
signal, the third term becomes very small compared to the other two terms. Also, the third 
term is usually quite small due to the echo electric field being orders of magnitude weaker 
than the LO electric field. The first term is eliminated by subtracting off a reference 
spectrum, which is the laser spectrum of the LO on the detector when the echo signal is not 
being emitted. When the data are collected, the signal is recorded as: 
 𝑆𝑑𝑎𝑡𝑎 =
𝑆𝑢𝑛𝑏𝑙𝑜𝑐𝑘𝑒𝑑−𝑆𝑏𝑙𝑜𝑐𝑘𝑒𝑑
𝑆𝑏𝑙𝑜𝑐𝑘𝑒𝑑
 (2.24) 
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where 𝑆𝑑𝑎𝑡𝑎 is the signal of interest, 𝑆𝑢𝑛𝑏𝑙𝑜𝑐𝑘𝑒𝑑 is the signal of the LO and the echo signal, 
and 𝑆𝑏𝑙𝑜𝑐𝑘𝑒𝑑 is the signal of the LO. The subtraction process clearly gives the signal that is 
only present when all the beams are reaching the sample. The division by the blocked signal 
is also done to account for laser fluctuations and the shape of the laser spectrum across the 
wavelength of interest. This leaves Eq. 2.23 with the second term, the cross term, left over, 
which results in the phase information contained in the echo electric field being preserved 
due to the cross term being linear with the two electric fields and no longer being 
squared.36,138  
The purpose of beams C and LO reflecting off the same delay stage with the PZA 
is to cancel scatter from certain samples. Scatter in this case means that the sample sends 
additional “pulses” in the phase direction of the echo, leading to undesired interferences 
between each scattered pump beam (beams A-C in Figure 2.5) and the LO as well as 
between the scattered beams and the echo signal. As seen in Eq. 2.23, the signal from the 
detector is the squared modulus of the sum of the echo and LO electric fields. However, 
the intensity reaching the detector includes both the desired and undesired interferences 
between all the fields:151 
 𝑆(𝑡) ∝ |𝐸𝑒𝑐ℎ𝑜 + 𝐸𝐿𝑂 + 𝐸𝐴,𝑠𝑐𝑎𝑡𝑡𝑒𝑟 + 𝐸𝐵,𝑠𝑐𝑎𝑡𝑡𝑒𝑟 + 𝐸𝐶,𝑠𝑐𝑎𝑡𝑡𝑒𝑟|
2
 (2.25) 
where E is the electric field and the subscripts describe its origin: echo is for the echo signal 
generated, LO is the local oscillator, scatter is the signal produced from the scatter of beams 
A-C. Eq. 2.25 produces 25 terms in total, but some of these terms are eliminated by 
chopping one of the beams (in this case, beam B). The remaining 16 terms either have an 
Eecho or EB,scatter term in them. To counteract the scattering in a heterodyne detection system, 
both beam C and the LO are “fibrillated.” Fibrillation refers to the modulation of the arrival 
Chapter 2. Linear and Nonlinear Infrared Spectroscopy | 53 
of one pulse at a sample by a fraction of a wavelength. The interference between the LO 
and echo produces a spectrum, so there would be total signal cancelation if the LO was left 
stationary. Beams A and B cannot be modulated due to the τ period being changed. The 
phase relationship between beam C (and its scatter), the LO, and the echo signal fields has 
to be maintained.151 Beam C can be fibrillated, since the echo signal is phase locked to the 
third pulse (Beam C).137 The phase relationship between these two fields will be 
maintained, while the echo amplitude will decrease slightly. Beam C and the LO are 
fibrillated by both reflecting off of delay stage C, which has a PZA attached. The PZA is 
driven by a triangle-wave wave-form generated at ~17 Hz to cancel the scatter from the 
LO and beam C, leading to cleaner spectra. The drawback is that Tw resolution is lost when 
using fibrillation.151 
Once the echo signal and the LO arrive at the detector, the detector performs an 
optical Fourier transform of t3 time variable to the frequency domain, ωm, for each pixel of 
the detector. To obtain a 2D-IR spectrum, τ is scanned from negative values to positive 
values while Tw is held constant to obtain both the rephasing and non-rephasing decays. 
The rephasing and non-rephasing regions of the interferogram produced at a given Tw are 
separately Fourier transformed. The original time axis, τ, is Fourier transformed to become 
a frequency axis, ωτ. This process is repeated for different values of Tw.8,13  
 The emitted echo signal is complex with both the real and imaginary terms 
containing a combination of absorptive and dispersive lineshapes. Adding the complex 
rephasing and non-rephasing spectra together cancels out the dispersive components of the 
lineshape, leaving the purely absorptive lineshape/spectrum of the echo signal. The purely 
absorptive spectrum offers a significant improvement in the spectral resolution to 
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distinguish peaks.36,153 However, there are phase errors with the purely absorptive spectra 
obtained with our experimental setup, but weaker oscillators (weak transition dipole 
moments) can be detected more easily with heterodyne detection.154 Correcting the spectra 
after data collection is called phasing or phasing processing, since it corrects the errors in 
the relative phases of each of the pulses.36,153,155-156 
 
2.3.4. Phasing 2D-IR Spectra 
To account for the error in the phase of the spectra, phase corrections are applied. 
The errors being accounted for are the chirp of the pulses and the timing error from the 
relative timing of the pulses. Chirp is the time dependence of the instantaneous frequencies 
due to the pulse passing through a medium with a frequency dependent refractive index. 
The number of beam splitters and slightly different optics between each of the beams 
makes matching the chirp difficult. The timing error is caused by the movement of the 
delay stages and is proportional to their movement. However, the movements are dynamic 
and are not corrected for directly. The timing error deals more with the relative timing of 
the beams, more specifically when t = 0 is defined.36,153,155-156 
The equations used for phasing are: 
𝑆𝑃𝐴(𝜔𝑚, 𝜔𝜏) = 𝑆𝑅(𝜔𝑚, 𝜔𝜏)𝑒
𝑖Φ𝑅(𝜔𝑚,𝜔𝜏) + 𝑆𝑁𝑅(𝜔𝑚, 𝜔𝜏)𝑒
𝑖Φ𝑁𝑅(𝜔𝑚,𝜔𝜏) (2.26) 
Φ𝑅(𝜔𝑚, 𝜔𝜏) = 𝜔𝑚Δτ3,𝐿𝑂 + 𝜔𝜏Δτ1,2 + Q1𝜔𝑚
2 + 𝑄2𝜔𝑚𝜔𝜏 (2.27) 
Φ𝑁𝑅(𝜔𝑚, 𝜔𝜏) = 𝜔𝑚Δτ3,𝐿𝑂 − 𝜔𝜏Δτ1,2 + Q1𝜔𝑚
2 + 𝑄2𝜔𝑚𝜔𝜏 (2.28) 
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where S stands for spectrum, the subscript PA stands for purely absorptive spectrum, the 
subscript R stands for rephasing, the subscript NR stands for non-rephasing, and Φ is the 
phase correction for the corresponding spectrum. Both the rephasing and non-rephasing 
spectra in Eq. 2.26 have slightly different phase correction defined in Eqs. 2.27 and 2.28. 
In Eqs. 2.27 and 2.28, Δτ1,2 is the correction for errors associated with the relative timing 
between the first and second pulses (hence negative for non-rephasing due to how we 
defined the τ), Δτ3,LO is the correction for errors associated with the relative timing between 
the third pulse and local oscillator, Q1 is the correction for chirp due to the propagation of 
the echo signal through the back window of the sample cell, and  Q2 is the correction for 
chirp due to propagation of the echo signal through sample itself.155-156 In addition, the final 
terms in Eqs. 2.27 and 2.28 are thought to also correct for the errors in the actual versus 
expected dispersion of the monochromator.  
Constraints must be applied to the phasing process to lower the error involved. The 
first constraint is the pump-probe projection theorem, which involves pump-probe spectra. 
The projection of the 2D-IR plot onto the ωm axis should overlap with the pump-probe 
spectrum of the same sample at a given Tw.
156-158 The pump-probe projection theorem 
requires having a pump-probe spectrum for each time point corresponding to each Tw that 
was collected.158 This method is the most widely accepted method for phasing data as well 
as the most important metric of well-phased data. An assumption for this method is that 
the pump-probe spectrum is free of phase errors, which is based on the fact that the same 
four-wave mixing processes that give rise to the vibrational echo signal, also produce 
pump-probe signal as discussed later in section 2.4.1. The pump-probe signal should have 
a constant value of τ = 0, meaning it is insensitive to phase errors during the coherence 
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times that matter for 2D-IR spectroscopy.36,137,157 To lower the error in the correction 
applied, the 2D-IR projection should match the phase perfect pump-probe spectrum.  
The projection is sensitive to the values of Δτ3,LO and the chirp phasing parameters 
Q1 and Q2. However, there is less sensitivity to the Δτ1,2 parameter.157-158 Therefore, there 
needs to be an additional phasing constraint, which is to compare the purely absorptive 
spectrum to the absolute value spectrum (addition of the absolute values of the rephasing 
and non-rephasing signals).42 The absolute value spectrum has no dependence on the phase 
errors but is sensitive to the Δτ1,2 parameter unlike the pump-probe projection theorem.42 
The peak values of the absolute value spectrum for each value of ωm are found and 
compared with the peak values of the absolute value of the purely absorptive spectrum to 
minimize the difference.  
In addition to these two constraints, it is important to check the quality of the 
phasing. There are two important qualities to a 2D-IR spectrum: (1) the 0-1 (positive-
going) and 1-2 (negative-going) peaks should be centered vertically over one another, and 
(2) the peaks should be symmetrical if there is only a single ensemble/population and the 
bond has sufficient anharmonicity. The specific information of what the 2D-IR spectrum 
contains will be discussed later in Section 2.3.5. 
Due to the LO not passing through the sample in the 2D-IR experimental setup 
while the probe beam in the pump-probe setup does, irregularities rise when the pump-
probe projection theorem is applied. Distortion of the pump-probe signal relative to the 
2D-IR signal occurs due to the division of the blocked signal (Eq. 2.24) where there is 
absorption of the sample as well as any solvent peaks for the pump-probe signal. The 
spectrum of the probe is a better approximation of the light interacting with the sample than 
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the LO, so the 2D-IR spectra were corrected. Due to the division by the blocked signal, the 
denominator needs to be changed for the 2D-IR spectra. Therefore, the raw 2D-IR data 
before phasing were multiplied by the FTIR spectrum to account for the  probe beam 
passing through the sample while the LO does not in our setup.157 Once the 2D-IR spectra 
are fully phased and corrected, they can be correctly interpreted and analyzed. 
 
2.3.5. Interpretation of the 2D-IR Data 
A sample of 2D-IR data that can be obtained are shown in Figure 2.8. Each 2D-IR 
spectrum has two axes, which can be labeled differently but ultimately are the same. The 
x-axis can be labeled as ωτ due to being the Fourier transform of the τ axis, and the y-axis 
can be labeled as ωm due to being the optical transform of the heterodyned echo signal with 
the LO. On the other hand, the x-axis and y-axis are labelled as ω1 and ω3, respectively, to 
elucidate more of the information contained in the spectrum. The x-axis corresponds to the 
frequencies at which a subensemble of oscillators is excited by the first IR pulse, and the 
y-axis is the range of frequencies that a specific subensemble exhibits after sampling its 
surroundings for a specific waiting time, Tw. Hence, a 2D-IR spectrum can be considered 
as a correlation plot between the frequencies absorbed and emitted during a specific 
Tw.
2,38,141,153,159-161  
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Figure 2.8. Purely absorptive 2D-IR spectra at a) early Tw and b) late Tw of the O-H stretch mode in water 
to emphasize the differences in the peak shape as a function of Tw.36 
 
Each spectrum has a positive-going (red) v = 0-1 peak that lies on or above the 
diagonal and a negative-going (blue) v = 1-2 peak that is shifted by the anharmonicity to 
lower frequencies along the ωm axis. The 0-1 peak is found centered on 〈𝜔01〉 due to the 
final emission of the echo signal in R1, R 2, R 4, and R 5 coming from the first vibrational 
excited state and relaxing to the ground state. The 1-2 peak is found to be centered on 〈𝜔01〉 
due to R3 and R6 coming from the second vibrational excited state and relaxing to the first 
excited state, where the energy difference will be lower. R3 and R6 are opposite in sign of 
the other response functions, which is why the 0-1 and the 1-2 peaks are opposite in the 
sign in their signals. Also, this reveals that ground state bleach and stimulated emission of 
the 0-1 transition are contributing to the 0-1 peak, but only excited state absorption of the 
1-2 transition contributes to the 1-2 peak. Both peaks will have roughly the same intensity 
due to the 1-2 excited state absorption being twice as strong as the 0-1 transition.36 This is 
a simplistic view with just one vibrational mode. There are many 2D-IR studies that involve 
Chapter 2. Linear and Nonlinear Infrared Spectroscopy | 59 
multiple modes which results in peaks that lie off-diagonally whenever modes are coupled, 
which are called cross peaks. Cross peaks will not be discussed here, but there are many 
detailed descriptions elsewhere.36-37,162 
A diagonal slice through the 0-1 peak reflects the range of frequencies captured by 
the linear FTIR lineshape, assuming there is sufficient separation between the 0-1 and 1-2 
peaks. This represents the chemical heterogeneity of the sample. The antidiagonal width 
represents the portion of the available frequencies that have been sampled during a given 
Tw period. This antidiagonal width contains contributions from very fast pure dephasing 
(T2*) and vibrational relaxation (T1), as well as spectral diffusion caused by 
interconversion of molecular subensembles and driven by the reorganization of the 
molecules in the environment.36,163-164   
At short Tws (Figure 2.8a), the peak shape is diagonally elongated or highly 
correlated, indicating that the oscillators have not yet sampled the full range of chemical 
environments. As the waiting time increases (Figure 2.8b), the peak shape becomes circular 
or uncorrelated, indicating that the oscillators have sampled a greater range of the available 
configurations, which is spectral diffusion. A peak could be highly correlated at early Tw 
but become uncorrelated at a later Tw. 2D-IR spectra need to be collected at various Tws to 
understand the dynamics that are occurring in the system.36,138 The peak shape in a 2D-IR 
contour plot holds the information about the dynamics in the system. Therefore, there needs 
to be a way to quantify the peak shape and relate it back to the underlying dynamics of the 
system, which is part of the frequency-frequency correlation function (FFCF). The FFCF 
can be obtained from 2D-IR spectroscopy.2,38,141,153,159-161 
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2.3.6. Quantifying 2D-IR Data 
To understand the frequency-frequency correlation function (FFCF), consider a 
vibrational mode being surrounded by a local molecular environment that is continuously 
in motion, on many different timescales. Each molecule in the system and the probe 
molecules have an associated electric dipole due to partial charges. Therefore, local net 
electric fields are created throughout the sample. When the system is moving, the local net 
electric fields are subject to change. As the projection of the net electric field vector onto 
the transition dipole of the oscillator varies, the frequency changes. Therefore, the FFCF 
captures the frequency response of the vibrational mode to the environment dynamics and 
is more of a time dependent vibrational Stark effect, which states the vibrational frequency 
of the oscillator changes in the presence of an electric field.36,138 
The FFCF fits to a multi-exponential decay of the following form due to the 
inherent nature of a correlation function: 
 𝐶𝐹𝐹𝐶𝐹(𝑡) =
𝛿(𝑡)
𝑇2
+ ∑ Δ𝑖
2 exp (
−𝑡
𝜏𝑖
)𝑖  (2.29) 
Here, δ(t) is a delta function and T2 is the total dephasing time, which has been described 
in Section 2.3.1.163-164 This first term represents the homogeneous component of the FFCF, 
since it contains T2. The second component is comprised of a sum of 𝑖 exponential decays. 
Each of the decays has a specific 𝜏𝑖 with a corresponding Δ𝑖. 𝜏𝑖 is the timescale of 
fluctuations to which the mode is sensitive, and Δ𝑖 is the magnitude of frequency 
fluctuations induced by the surroundings. In other words, it is the change in frequency that 
occurs when a specific fluctuation happens. A larger Δ𝑖 means that the specific fluctuation 
has a stronger effect on the frequency. The number of decays depends on the complexity 
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of the sample and how sensitive the mode is to the environment. In other words, the second 
component of Eq 2.29 describes the spectral diffusion of the system.163-164  
The Δ𝑖s obtained are the standard deviations of the Gaussian distribution of the Si-
H frequencies. To obtain the total standard deviation (Δ), the Δ𝑖s must be added in 
quadrature. The FWHM of the Gaussian lineshape, 𝑓𝑔, is related to Δ through the relation 
2Δ√2ln (2).36,165 The total FWHM of the lineshape, which is a Voigt profile, can be found 
using the approximation of 
Γ
2
+ √
Γ2
4
+ 𝑓𝑔2, where Γ is the homogeneous linewidth and was 
defined earlier in Eq. 2.20.166 Therefore, the FFCF details the contribution of both the 
homogeneous and inhomogeneous broadening to the linear lineshape. However, the 2D-IR 
peak shape is not directly related to the full FFCF, but a peak shape analysis method can 
relate the respective metric to the full FFCF. 
Many methods exist for extracting the FFCF from 2D-IR data, but it depends on 
how the data were collected and corrected. If the data did not need phase corrections, the 
amplitude of the rephasing and non-rephasing spectra could be related.37,153 If the 
anharmonicity of the mode is small where the 1-2 peak can interfere with the shape of the 
0-1 peak, the angle of the node between the two peaks is used.36,167 If the peaks are well-
separated and isolated, the ellipticity can be calculated, which compares the diagonal and 
antidiagonal widths.7,36,168 The method that will be used here is the center line slope (CLS) 
method due to many using this method and has been shown to be robust.163-164 
For the CLS method, the 0-1 peak is analyzed by taking slices through the peak 
along the ωτ axis with the slices being parallel to the ωm axis, which can be seen in Figure 
2.9 as the dashed gray lines. With each slice, a Gaussian is fit to the 0-1 peak to find the 
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center of the Gaussian peak at a specific ωτ. The centers of the fits are then plotted as a 
function of ωτ (as shown as the white circles in Figure 2.9), which are then fit to a line (as 
shown as the solid black lines in Figure 2.9).163-164 
 
 
Figure 2.9. The CLS methods for the 0-1 peak for a) early Tw and b) later Tw. The dashed gray lines represent 
the slices that are along ωτ and parallel to ωm. The white circles represent the centers of the fitted gaussians. 
The black line represents the fitted line obtained from the centers plotted as a function of ωτ.36 
 
The slope of the line is called the center line slope, hence the name of the method. 
The CLS can vary from zero to one depending on the peak shape as can be seen in Figure 
2.9. The CLS is one when the peak is highly correlated, meaning the peak is elongated 
along the diagonal as seen in Figure 2.9a. The CLS is zero when the peak is uncorrelated 
or circular as seen in Figure 2.9b. A peak is circular when the diagonal width is the same 
as the antidiagonal width. The CLS is found for each Tw collected. The CLS values are 
plotted as a function of Tw, which can be fit to an exponential decay.
163-164 The CLS method 
is quite popular, since the fit has a direct relationship to the normalized FFCF:164 
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 𝐶𝐹𝐹𝐶𝐹̅̅ ̅̅ ̅̅ ̅(𝑡) = 𝐶𝐿𝑆(𝑇𝑤) =
𝐶𝐹𝐹𝐶𝐹(𝑇𝑤)
𝐶𝐹𝐹𝐶𝐹(0)
= ∑ 𝑖Δ𝑖
2 exp (
−𝑡
𝜏𝑖
). (2.30) 
The normalized FFCF is able to capture the time constants contributing to the 
spectral diffusion in the full FFCF in Eq. 2.29, which has been shown to be highly 
accurate.163-164 However, the amplitudes of the exponential contributions (Δ𝑖) assume a 
FFCF normalized to unity and a y-intercept that is likewise normalized, meaning the 
amplitudes are not in balance with the homogeneous component. The CLS procedure 
cannot distinguish the homogeneous broadening from fast spectral diffusion, causing the 
initial values of the amplitudes to be incorrect. The full FFCF can be found from the 
normalized one though. The amplitudes from the CLS decay fits and the linear FTIR 
FWHM are first used to calculate approximate values for Δ𝑖s and T2 of the full FFCF by 
following the procedure by Kwak and co-workers.163-164 These initial values are then 
applied to a full FFCF, where the Fourier transform of the first-order response function 
(Eqs. 2.18 and 2.19) is used to reproduce the linear FTIR lineshape.137,139 The lineshape 
was fit by iteratively varying the amplitudes, T2, as well as the central frequencies but 
keeping the time constants the same. The CLS method was developed using the short-time 
approximation, so the values for Δis and T2 are underestimated due to the method’s 
inability to distinguish between homogeneous terms and fast spectral diffusion (compared 
with the FID). Therefore, the floated Δ𝑖s and T2 are constrained to only increase from the 
estimated values.163-164 The FFCF parameters reveal the timescales for the motions 
occurring but not what those motions are. Molecular dynamic simulations must be 
performed to reveal the microscopic picture of what is occurring in the system. 
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2.4. Infrared Pump-Probe Spectroscopy 
Infrared pump-probe (IPP) spectroscopy is another technique that is a third order 
process and obtains 𝑃(3) as seen in Eq. 2.21. An assumption is that there are only three 
states in the system: the ground state, the first excited state, and the second excited state, 
as was the case in the 2D-IR spectroscopy theory. As mentioned earlier in Section 2.3.4, 
IPP data is needed for phasing of the 2D-IR data due to not having phase errors. 
 
2.4.1. Theory 
IPP spectroscopy involves two beams, usually a strong pump beam and a weak 
probe beam, where the signal comes from the interactions of three electric fields as 
mentioned previously. Therefore, the Feynman diagrams from Figure 2.4 apply here as 
well. However, the first two interactions come from the pump beam versus from two 
separate beams, meaning that R1 = R4 and R2 = R5 and R3 = R6. The three remaining 
pathways belong to processes described before: stimulated emission, ground state bleach, 
and excited state absorption. The double-sided Feynman diagrams for these processes are 
shown in Figure 2.10, where the solid blue arrows indicate the pump beams and interact at 
the sample at the same time. The signal is once again emitted in the ±?⃗⃗?1 ± ?⃗⃗?2 + ?⃗⃗?3 
direction. For IPP though, ?⃗⃗?1 = ?⃗⃗?2 meaning the signal’s phase-matched direction is in the 
same direction as the probe. Therefore, IPP spectroscopy is self-heterodyning and does not 
require the use of an external LO.36,137-138 
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Figure 2.10. Double-sided Feynman diagrams for producing IPP signal. The diagrams are labeled based on 
the physical process that occurs. The solid blue arrows represent the pump beam and the solid black arrows 
represent the probe beam. The dashed black arrows show the emitted signal. 
 
2.4.2. Experimental Setup 
Experimentally, IPP involves two laser pulses, where one is higher in power (pump) 
and a weaker one (probe beam). The two pulses are separated by a time delay, called Tw. 
The Tw here is directly related to the Tw used in 2D-IR spectroscopy. The IPP experiment 
is performed on the same laser system as described previously and in Section 2.3.3.4 In 
brief, different beam splitters are used to produce the strong pump and weak probe beams 
and utilizing two delay stages. The probe beam is sent into the detector where a difference 
spectrum is obtained with the pump on/off due to chopping the pump beam. Chopping the 
pump beam is necessary to subtract any signal arising from interactions of the probe beam 
with the system.137,169-170 The IPP signal is negative with excited state absorption and is 
positive with ground state bleach and stimulated emission to remain consistent with the 
previous conventions of the 2D-IR spectra. 
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The IPP signal obtained is expected to decay due to vibrational relaxation of the 
excited states. However, mostly in solution phase, orientational relaxation may also 
contribute to this decay, causing the vibrational lifetime not to be accurate. A common and 
simple method to remove the orientational contribution to the IPP signal is to perform the 
experiment with magic angle polarization.171 By setting the polarization of the pump and 
probe beams to be 54.7º relative to one another, the orientational changes occurring can 
cancel one another, leaving the population relaxation due to the molecules rotating in and 
out of being aligned with the electric fields. To implement this, polarizers are placed on 
the pump and probe beams immediately before the sample and placing a polarizer on the 
probe beam after the sample. The polarizers on the probe beams are set to the same angle, 
while the pump beam is set 54.7º from the probe polarizers. The resulting IPP signal has 
no orientational dependence.171 
 
2.4.3. Analyzing IR Pump-Probe Spectra 
The IPP data obtained can be presented in two different ways as seen in Figure 
2.11. Figure 2.11a shows the IPP spectra over a range of Tws. There is a positive 0-1 
transition peak and the negative 1-2 peak shifted anharmonically downward in frequency, 
which lines up with the 2D-IR spectra. As Tw increases, the IPP signal approaches zero due 
to the relaxation of the excited states which is due to the vibrational relaxation. Figure 
2.11b shows the IPP decay at a certain frequency obtained by taking a slice of the IPP 
spectra in Figure 2.11a at that frequency. In order to calculate the vibrational lifetime, T1, 
of a system, the pump-probe decays over a range of frequencies are fit to a single 
exponential function. This means at each frequency over the 0-1 transition, the decays are 
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fit to a single exponential where the time constants are averaged to find T1. T1 can be found 
for both the first and second excited states but are found to be similar.137,169-170 
 
 
Figure 2.11. Different representation of IPP data obtained. a) Simulation of pump-probe spectra where the 
intensity of the signal is plotted against the frequency. The Tw is increasing as the signal reaches zero. The 
progression of Tw is in the order of blue, red, green, orange, light blue, and purple. b) Simulation of a pump-
probe decay where the intensity of the signal is plotted against the waiting time. The data is represented as a 
dashed black line. The pump-probe decay is obtained by taking a slice of the pump-probe spectra at a specific 
frequency as shown in (a) by a dashed black line. The decay will give the vibrational lifetime, T1, for that 
transition. 
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3.1. Chapter Summary 
FTIR and two-dimensional IR (2D-IR) spectroscopies were applied to two different 
silanes in three different solvents. The selected solutes exhibit different degrees of 
vibrational solvatochromism for the Si-H vibration. Density functional theory calculations 
confirm that this difference in sensitivity is the result of higher mode polarization with 
more electron withdrawing ligands. This mode sensitivity also affects the extent of spectral 
diffusion experienced by the silane vibration, offering a potential route to simultaneously 
optimize the sensitivity of vibrational probes in both steady-state and time-resolved 
measurements. Frequency-frequency correlation functions obtained by 2D-IR 
spectroscopy show that both solutes experience dynamics on similar timescales and are 
consistent with a picture in which weakly interacting solvents produce faster, more 
homogeneous fluctuations. Molecular dynamics simulations confirm that the frequency-
frequency correlation function obtained by 2D-IR spectroscopy is sensitive to the presence 
of hydrogen bonding dynamics in the surrounding solvation shell.    
 
3.2. Introduction 
Solvent motions play a critical role in chemical reactivity and solvation 
dynamics.172-175 Perhaps the most obvious example is found in electron transfer reactions 
in which solvent shell dynamics contribute the energy needed to reach the transition state 
geometries of the donor and acceptor species.170,176 In fact, for any condensed phase 
reaction, solvent-solute interactions can stabilize or destabilize the transition state, thereby 
directly influencing the rate coefficient.11,14,16-17,177 For example, in biomacromolecules, 
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key structural motions for the function of proteins or enzymes can be slaved to the 
dynamics of the surrounding solvation layer.178-183 Likewise, catalytic rate constants are 
always specific to a solvent system,184-187 and ultrafast dynamics in the solvation shell have 
been directly correlated with proposed mechanistic steps for organometallic catalysts.140,188  
A variety of approaches have been used to characterize solvent dynamics.38,43-
44,141,153,159,189-194 All of these techniques report some facet of solvent motions, but none of 
them delivers the full dynamic picture. Complete structural evolution is filtered by the 
sensitivity of the reporter to each dynamic component, and only a subset of the coupled 
dynamics is visible through the lens of a particular measurement technique. For example, 
two-dimensional infrared (2D-IR) spectroscopy monitors the time dependent frequency 
fluctuations of a vibrational mode on a solvated solute species.38,141,153,159-160 Changes in 
the vibrational frequency are dependent on the timescales of solvent motions in the 
proximal solvation shell and the degree to which those motions perturb the vibrations of 
the solute. The latter effect depends on solvent polarity and the strength of solute-solvent 
interactions – generally only the closest solvation shells exert a measurable influence on 
frequency fluctuations of the solute.140,172-173,175 Therefore, the 2D-IR spectrum of a 
particular solute vibrational mode is blind to solvent motions in the bulk and even excludes 
dynamics in the solvation shell that do not perturb its vibrational frequency. In this context, 
molecular dynamics (MD) simulations can complement experimental measurements to 
provide detailed, structural insights into the microscopic mechanism of solvation.39-40,195-
203 
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In this chapter, I describe a combined experimental and computational investigation 
of vibrational solvatochromism and spectral diffusion in small silane molecules in various 
solvents using Fourier transform infrared (FTIR) and 2D-IR spectroscopies. To elucidate 
substituent effects on solvation dynamics, trimethoxysilane (TriMOS) and triphenylsilane 
(TriPS) were chosen, since the same vibrational mode can be monitored in the presence of 
different electron withdrawing ligands, giving rise to different solvatochromic responses. 
The study of these model molecules reveals the role of substituents on spectral diffusion in 
different solvents. The timescales and amplitudes of spectral diffusion are extracted from 
the 2D-IR data, which are further analyzed through molecular dynamics (MD) simulations, 
in which each solute molecule is represented explicitly by a quantum mechanical method, 
embedded in the solvent environment approximated by a molecular mechanics force field. 
Such a combined QM/MM treatment of solute-solvent interactions allows a direct probe of 
the effect of solvent dynamics on the instantaneous change of the solute potential energy 
surface and its vibrational frequency as measured experimentally.    
 
3.3. Experimental Materials and Methods 
Trimethoxysilane (TriMOS, 95%, Sigma-Aldrich), triphenylsilane (TriPS, 97%, 
Sigma-Aldrich), chloroform (99.9% purity, anhydrous, Acros Organics), isopropanol 
(99.5%, anhydrous, Sigma-Aldrich), and pentane (n-pentane, 98%, Sigma-Aldrich) were 
used as received. 
TriPS and TriMOS solutions were prepared in each solvent as 5 m/m % and 5 v/v 
% solutions, respectively, giving absorbances of 100–200 mOD for the Si-H vibration on 
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both solutes. Solutions were used within 1 week of preparation. Spectroscopic studies were 
performed on solutions sandwiched between two 3 mm CaF2 windows with a 50 µm Teflon 
spacer to define the sample path length. 
Fourier transform infrared (FTIR) spectra were collected on a Nicolet 6700 FTIR 
spectrometer (Thermo Scientific) with at least 16 scans and a resolution of 1 cm-1. A 
background spectrum of each of the solvents was subtracted from the respective TriMOS 
and TriPS spectra. 
 
3.3.1. Details of 2D-IR and IR Pump-Probe Measurements 
The 2D-IR instrument was described previously in Section 2.3.3.204 Briefly, a 
regeneratively amplified Ti:Sapphire laser (Spectra-Physics, 800 nm, 40 fs pulse duration, 
500 mW, 1 kHz repetition rate) pumped an optical parametric amplifier (OPA, Spectra-
Physics), and the near-IR signal and idler beams were difference frequency mixed in a 
silver gallium sulfide crystal (AgGaS2, 0.5 mm thick) to generate mid-IR pulses (3 µJ 
/pulse, 90 fs FWHM, ~200 cm-1 bandwidth FWHM). The mid-IR pulses were tuned to the 
silane (Si-H) stretching frequency (2200 cm-1 for TriMOS and 2130 cm-1 for TriPS), 
divided into three ~1 µJ p-polarized pulses, and focused at the sample in a BOXCARS 
geometry.152 The generated vibrational echo signal was heterodyne detected with a liquid 
N2 cooled MCT linear array detector (Infrared Associates, Inc.) with spectral resolution of 
~4 cm-1. The system was continuously purged with dry air (-100 °F dew point) during data 
collection from the OPA to the detector.   
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The first frequency dimension (x-axis, ωτ) was achieved by scanning the time delay 
between pulses 1 and 2, τ, in increments of 5 fs and subsequent Fourier 
transformation.36,38,160 The second dimension (y-axis, ωm) was obtained by optical Fourier 
transform of the heterodyne detected vibrational echo signal by dispersing it from the 
monochromator diffraction grating. Each 2D-IR spectrum was collected while the time 
delay between pulses 2 and 3, Tw, was maintained at a fixed value. The resulting data were 
processed to obtain the purely absorptive 2D-IR spectrum,153,205 and phase corrected using 
the pump-probe projection theorem and the absolute value center as constraints as 
described in Section 2.3.4.164,206 The FTIR spectrum of the sample was used as an 
absorption correction prior to phasing, since the probe beam passes through the sample 
while the local oscillator does not in our setup.157  
The 2D-IR spectra were analyzed using the centerline slope (CLS) method to obtain 
the frequency-frequency correlation function (FFCF).163-164 For the CLS analysis, the 
maximum intensity for the 0-1 and its central frequency were found for each of the systems. 
The frequency range for the CLS was ± 8 cm-1 from the central frequency. Other ranges 
were chosen, but the CLS did not change significantly. So, this range was used for the final 
analysis. More details are provided in the subsequent section. 
IR pump-probe spectroscopy was carried out with the pump and probe beams 
polarized at the magic angle to remove contributions from orientational relaxation,171 as 
described previously.4 The data were fit from 1 to 75 ps to determine the population 
relaxation times (lifetime, T1) for the v = 0-1 and 1-2 transitions. The vibrational relaxation 
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times for these two transitions consistently showed the same trends, and the 0-1 values 
were used in data analyses, which can be found in Table 3.1. 
 
3.3.2. Analysis of Frequency-Frequency Correlation Functions 
The FFCF was modeled according to Equation 3.1. However, only the first two 
terms were necessary for the molecules in chloroform and pentane. 
  𝐹𝐹𝐶𝐹(𝑡) =
𝛿(𝑡)
𝑇2
+ 𝛥1
2exp (
−𝑡
𝜏1
) + 𝛥2
2exp (
−𝑡
𝜏2
) (3.1) 
The time constants (𝜏1 and 𝜏2) in this equation were obtained directly from fitting 
the CLS decays, which has been shown to be highly accurate.163-164 However, the 
amplitudes of each exponential contribution (𝛥1 and 𝛥2) assume a FFCF normalized to 
unity and a y-intercept that is likewise normalized. The amplitudes from the fits of the CLS 
decays and the linear FTIR full widths at half maximum (FWHMs) were used to calculate 
approximate values for the amplitudes (𝛥𝑖) and T2 of the full FFCF by following the 
procedure by Kwak and co-workers.163-164 These initial values were then applied to a FFCF, 
and the first-order response function was used to reproduce the linear FTIR lineshape. The 
lineshape was fit by iteratively varying the amplitudes, as well as the central frequencies. 
The CLS method was developed using the short-time approximation, so the values for 𝛥𝑖 
and T2 are underestimated due to the method’s inability to distinguish between 
homogeneous terms and fast spectral diffusion (compared with the FID) as described in 
Section 2.3.6. Therefore, the floated 𝛥𝑖 and T2 were constrained to only increase from the 
estimated values. 
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3.3.3. Electronic Structure and Molecular Dynamics Simulation 
The computational analysis followed a two-pronged approach: (1) quantum 
mechanical electronic calculations both in the gas phase and in solutions represented by 
continuum solvation models to elucidate solvent polarization effects on the vibrational 
mode, and (2) combined quantum mechanical and molecular mechanical (QM/MM) 
molecular dynamics simulations were carried out to understand the microscopic solvation 
dynamics of the vibrational chromophore.  
In the gas-phase and continuum solvation QM calculations, density functional 
theory (DFT) calculations were performed using the M06-2X functional along with the 6-
31+G(d,p) basis set. Both the Minnesota solvation model (SMD) and polarizable 
continuum model  (PCM) were examined using the Gaussian software package, with the 
latter employing the default isoelectron density surface.207 All structures were optimized at 
each level of theory, and normal mode analysis was performed to obtain the vibrational 
frequency of the silicon hydride mode. In addition, charge analysis was performed by the 
CHELPG (charges from electrostatic potentials using a grid based method) electrostatic 
potential fitting procedure,208 and the interaction between molecular orbitals was modeled 
using natural bonding orbital (NBO).209-210  
The QM/MM simulations were performed using CHARMM,211 in which the solute 
is treated by the semiempirical Austin Model 1 (AM1) method212 to provide an adequate 
sampling of the configuration space. The solute molecules were placed in the center of a 
previously equilibrated solvent box (~50 Å in each length). All solvent molecules within 
3.0 Å of the solute were removed. The bond lengths of the solvent were held constant using 
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the SHAKE algorithm.213 The coordinates were minimized for 50 steps using the steepest 
descent algorithm followed by 50 steps, using the adopted basis Newton-Raphson 
algorithm. Long-range electrostatic interactions were feathered to zero at 12 Å by a 
switching function. The simulations box was equilibrated employing the isothermal-
isobaric (NPT) ensemble at 1 atm and 25 ℃ by performing molecular dynamics for 1.0 ns. 
The production dynamics trajectory was acquired similarly for 2.0 ns. Coordinates were 
saved every 10 fs, resulting in a total of 200,000 configurations, which were used for all 
subsequent analyses. 
 
3.3.4. Instantaneous Vibrational Frequency Calculations 
The instantaneous vibrational frequency of the silicon hydride mode at a given 
solvent configuration was determined using a vibration quantum-mechanical perturbation 
theory (QVP) that was developed recently by Xue and coworkers.214 In this approach, the 
effects of solute-solvent interactions on the vibrational wave function and transition 
energies of the solute are treated as a perturbation to a reference state. The main purpose 
of the QVP method was to increase the performance of solving the nuclear wave function 
on the Born-Oppenheimer potential energy surface to calculate a large number of 
frequencies (105-107) precisely and quantum mechanically. This was accomplished by 
using two numerical procedures: (1) the nuclear wave function and properties were 
obtained using a potential-optimized discrete variable representation (PO-DVR),215-217 and 
(2) the effects of solvent dynamic fluctuations were determined using perturbation theory. 
Overall, this method allows for the efficient computation of vibrational frequencies with 
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systematic improvement by increasing either the number of PO-DVR points or increasing 
the order of the perturbation. 
Several improvements from the initial report by Xue and coworkers214 were made 
in the present study. First, rather than using the gas-phase wave function and PO-DVR 
points as the reference for solvent perturbation, an initial (after the equilibration) solvent 
configuration in the dynamics trajectory was used to define the QVP reference Hamiltonian 
to further enhance convergence in the perturbation calculations. Therefore, the solvent 
effects in the instantaneous vibrational frequency calculations is reduced to contributions 
due to solvent fluctuations with respect to the initial solvent configuration. Typically, the 
solvent configuration frame in the beginning of each restart of the trajectory was used to 
optimize the PO-DVR reference state. 
Second, a localized normal mode was used as the coordinate of the nuclear 
displacement. Both TriMOS and TriPS presented a particular challenge if the Si-H stretch 
normal coordinate was used because of internal dihedral rotations that will move atoms 
away from the vector coordinate in the initial mode analysis. This issue was avoided using 
a localized mode in which the movements of the free atoms were projected out of the Si-H 
stretching mode. In the case of TriMOS, the free atoms are those in the methyl groups, and 
for TriPS, the majority of the phenyl rings are included. The atoms that were included in 
the local mode are the silicon, hydrogen, and adjacent atoms that are covalently bonded to 
the silicon; oxygen for TriMOS, carbon for TriPS. The local mode was determined using 
a mobile block Hessian (MBH)218-219 to reduce the magnitude of displacement for the 
frozen atoms in the mode. MBH allows for a block of atoms to be defined which act like a 
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single particle. Because the mass of the block of frozen atoms is relatively large, the 
displacement of these atoms in the normal mode becomes small, and thus, will have a 
diminished effect when these displacements are zeroed out. The MBH calculations were 
performed on the probes in the gas phase owing to cost limitations the MBH 
implementation in CHARMM. Therefore, this local mode is used in all solvents for each 
probe.   
Although the same local mode was used in the instantaneous frequency calculation 
using QVP throughout each trajectory, the positions of the atoms were allowed to freely 
move during MD simulations. The coordinate projection to the local mode was performed 
using a least squares procedure in which the optimal rotation matrix was determined from 
a singular value decomposition (SVD).220 This algorithm has three steps: (1) move the 
center of both the reference point set and the instantaneous point set to the origin, (2) 
calculate the covariance matrix between the two sets of coordinates, (3) perform SVD on 
the covariance matrix. The optimal rotation matrix is calculated by multiplying the U and 
V matrices. In order to introduce molecular symmetry effects into the least squares 
procedure and to place the most emphasis on the hydrogen stretch, which has the largest 
displacement, the covariance matrix was mass weighted. The center of mass was used to 
center the coordinates rather than the centroid used by Arun et al.220 
The third difference from the work of Xue et al. 214 is the precision to which we are 
calculating the frequencies. The hybrid AM1/CHARMM Hamiltonian used in our 
simulation affords us the opportunity to calculate the vibrational frequencies to high 
precision (less than 0.5 cm-1) owing to the low cost of the QM/MM energy evaluation. 
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Here, we used 10 PO-DVR points to represent the wavefunction, and the perturbation was 
calculated to the fourth order (QVP4) for all frequencies. Because we were dealing with a 
space that only contained 10 vibrational states, the fourth order in the perturbation could 
be calculated quite rapidly. In fact, the majority of the cost of the QVP calculation was the 
cost of minimizing the normal mode atoms. For the PO-QVP optimization, 500 steps of 
adopted basis Newton-Raphson minimization were called for, but the energy typically 
converged around 400-450 steps on average.  
One concern in the atomic configurations of the dynamics trajectory is that the bond 
lengths of the solvent molecules remain constrained throughout the trajectory, which 
precludes any coupling from being introduced into the calculations of the vibrational 
frequencies. In this simulation, we chose to work under the assumption that coupling with 
the solvent coordinates was small enough to disregard. However, it is possible to include 
coupling into the QVP method by using vibrational configuration interaction on the QVP 
wavefunction. If this were implemented, then the nuclear configurations for the mode 
would displace from their minima, which would not be overly affected by constraining the 
bond lengths of the solvent molecules.   
Overall, the reference vibrational state was the vibrational wave function at time 
zero after the initial equilibration for data collection (which can be regarded as an arbitrary 
moment in time during the MD simulation). Numerically, the wave function of the 
reference state was modeled using the PO-DVR. In this manner, the changes in wave 
function for the ground state and the first two excited states due to the instantaneous solvent 
fluctuations as well as the change in solute geometry at future times were determined by 
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perturbation theory. Although second-order perturbation yields sufficient precision (~1 
cm-1), we used the fourth-order perturbation theory (QVP4) thanks to the computational 
efficiency using the present QM/MM potential, which ensures that the computed 
vibrational frequencies are within 0.5 cm-1 of the exact result for each configuration. 
Because a discrete variable representation is employed, the calculation of the perturbation 
operator only requires single point energy calculations at the PO-DVR points without the 
need to explicitly solve the vibrational Schrödinger equations. Consequently, the QVP4 
approach is computationally efficient, providing the instantaneous, on-the-fly transition 
energies of the solute for the 0-1 and 1-2 excitations. Importantly, nuclear quantum 
mechanical effects as well as solvent dynamics on the solute potential energy surface are 
explicitly included in the computation, although nuclear quantum effects on solute-solvent 
coupling are neglected. A complementary alternative approach is the widely used 
electrostatic potential mapping procedure. The QVP4 calculations captured the time-
dependent evolution of the vibration excitation energies of the solute, which were used to 
model the linear and nonlinear absorption spectra and the FFCF, where the linear spectra 
were calculated using:221  
 𝐼(𝜔) ≈ ∫ 𝑒−𝑖𝜔𝑡⟨exp (∫ 𝑑𝑡′𝜔(𝑡′)) 〉𝑒
−
𝑡
2𝑇1 𝑑𝑡
𝑡
0
∞
0
 (3.2) 
where 𝜔 is the angular frequency, and T1 is the experimental pump probe lifetime. 
 
3.3.5. Calculation of the Hydrogen Bonding Lifetime 
The hydrogen bonding lifetime (𝜏𝐻𝐵) of the solvent was determined by calculating 
the hydrogen bond correlation function.222-223 
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 𝐶(𝑡) = ⟨
∑ ℎ𝑖𝑗(𝑡0)ℎ𝑖𝑗(𝑡+𝑡0)
∑ℎ𝑖𝑗(𝑡0)
2 ⟩ (3.3) 
where ℎ𝑖𝑗(𝑡) is unity when the pair of solvent molecules 𝑖 and 𝑗 are hydrogen bonded, and 
zero otherwise. The computed correlation function was fit to a set of three exponentials,222-
224 and the average 𝜏𝐻𝐵 was determined by integrating the correlation function. For these 
calculations, a hydrogen bond was defined by geometrical criteria such that the donor-
acceptor distance was less than 3.0 Å and the OH–O angle was greater than 130°. This 
methodology has been implemented into the MdAnalysis library in Python224 and possibly 
underestimates the lifetime, since it does not take into account instances of transient 
breaking and reforming of the same bond.   
Before concluding this section, we make a distinction in the trajectories used to 
determine correlation functions. First, there is the molecular dynamics trajectory, which 
encompasses the entirety of the dataset from which the correlation function is calculated. 
Second, there are correlation trajectories, which are a subset of the molecular dynamics 
trajectory, upon which the correlation function is averaged at each point in the correlation 
function. In the calculation of the hydrogen bond correlation function, correlation 
trajectories were only accepted if the hydrogen bond was continuous throughout the 
correlation trajectory. This could in principle underestimate the hydrogen bond lifetime, 
because it does not include transient breaks of the hydrogen bond. However, this is 
compensated for by using a generous hydrogen bond geometric criteria of 3 Å for the 
hydrogen-acceptor distance and 130° for the donor-hydrogen-acceptor angle. This 
algorithm was further modified to calculate the hydrogen bond lifetime at the solute-
solvent interface by only including correlation trajectories that were within the first shell 
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of the solvent. The first shell was determined by having any distance between the atoms of 
the solute and the atoms of each solvent molecule be less than 6 Å, the minimum following 
the first peak of the radial distribution function (Figure 3.7c) between the central carbon of 
isopropanol and the hydride hydrogen.  
The radial distribution function between the oxygen atom of TriMOS and the 
hydroxy hydrogen of isopropanol (Si-O---HOPr) is shown in Figure 3.7b. Hydrogen 
bonding interactions between the isopropanol and the acceptor in TriMOS are clearly 
revealed by the strong first peak in the Si-O---HOPr radial distribution function. Integration 
to the first minimum at 2.8 Å yields an average of 1.08 coordination numbers per solute 
molecule, due to hydrogen bonding interaction. Overall, this suggests that out of the six 
possible accepting sites from TriMOS, only 1 is occupied on average.  
 
3.4. Results and Discussion 
 
3.4.1. Analysis of FTIR Solvatochromism of TriMOS and TriPS 
Figure 3.1 shows the solvent-subtracted FTIR spectra for the silicon hydride, Si-H, 
stretching vibration of TriMOS and TriPS in three different solvents: isopropanol, 
chloroform, and pentane. The center frequencies and FWHMs can be found in Table 3.1. 
A most striking finding is the large substituent effect on the silane stretch mode; its 
vibrational frequency is blue-shifted by 74 cm-1 when the phenyl groups of TriPS are 
replaced with the electron-withdrawing substituents in TriMOS in the non-polar solvent 
pentane. The experimental finding on the effect of the CH3O-substitution on the Si-H 
frequency in pentane is reproduced by the computational results of 78 and 81 cm-1 using, 
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respectively, the Minnesota solvation model (SMD)225 and the polarizable continuum 
model (PCM)226 at the M06-2X/6-31+G(d,p) level of theory (Table 3.2). The 
corresponding change of 59 cm-1 was obtained from QM/MM molecular dynamics 
simulations (Table 3.3). The TriMOS hydride stretch frequency (νSi-H) also exhibits a 
strong hypsochromic change with absorption peak maxima at 2194.6, 2203.2, and 2207.2 
cm-1 in isopropanol, pentane, and chloroform, respectively. Similarly, the corresponding 
values for TriPS are 2125.7, 2129.2, and 2131.1 cm-1. The experimental trend of 
solvatochromic shift in order of isopropanol < pentane < chloroform for νSi-H is surprising, 
since it does not follow any solvent polarity scales. Continuum model calculations, explicit 
MD simulations, and experiments predict the vibrational frequency to decrease 
monotonically with the solvent polarity (polarity trend: pentane < chloroform < 
isopropanol), in accordance with the Stark effect.227 Interestingly, although the trend is the 
same, TriMOS and TriPS experience different degrees of solvatochromism. It has been 
established that νSi-H is tuned by the inductive effect of the substituents.228-232 A major 
difference between TriMOS and TriPS is the presence of electronegative oxygen atoms in 
the methoxy ligands that strongly polarize the Si-O bonds; the partial atomic charge on 
silicon changes from 0.08 e in TriPS to 1.03 e in TriMOS (Table 3.2). Previous analysis 
showed that the hydrogen bonding ability of the solvent was correlated with 
solvatochromic shifts of νSi-H on silanes and silica sol-gels.168 Consequently, I hypothesized 
that the solvent interactions with the oxygen atoms would have the greatest influence on 
the vibrational mode due to the inductive effect.168,233 Yet, the fact that the solvatochromic 
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trend in Figure 3.1 is the same for TriPS, which lacks oxygen atoms in its ligands, indicates 
that the solvent influence is not limited to this specific interaction. 
 
 
Figure 3.1. Solvent subtracted, baselined, and normalized FTIR spectra of the Si-H vibration for TriPS 
(left) and TriMOS (right) in isopropanol (black), chloroform (red), and pentane (blue). 
 
Table 3.1. Experimental Si-H vibrational center frequency (νSi-H, cm-1), FWHM (cm-1), and vibrational 
lifetime (T1, ps) of TriMOS and TriPS in various solvents. 
molecule solvent νSiH (cm-1) FWHM (cm-1) T1 (ps)a 
TriMOS 
pentane 2203.2 41 9.8 ± 0.2 
chloroform 2207.2 50 9.9 ± 0.2 
isopropanol 2194.6 46 6.0 ± 0.1 
TriPS 
pentane 2129.2 18 20.0 ± 0.5 
chloroform 2131.1 35 17.2 ± 0.4 
isopropanol 2125.7 27 15.3 ± 0.3 
a Standard error of the fit 
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Table 3.2. Normal mode vibrational frequencies for the Si-H stretch (νSi-H, cm-1) and CHELPG partial atomic 
charges (a.u.) of TriMOS and TriPS in the gas phase and in pentane, chloroform, and isopropanol solution 
using M06-2X/6-31+G(d,p) along with SMD and PCM solvation models. 
molecule solvent 
νSiH  
SMD 
(cm-1) 
ΔνSiH  
SMD 
(cm-1) 
νSiH  
PCM 
(cm-1) 
ΔνSiH  
PCM 
(cm-1) 
Si 
Charge 
SMD 
H 
Charge 
SMD 
TriMOS 
gas 2342.3 0.0 2342.3 0.0 1.03 -0.17 
pentane 2337.0 -5.3 2339.6 -2.7 1.05 -0.17 
chloroform 2334.8 -7.5 2338.3 -4.0 1.05 -0.16 
isopropanol 2342.1 -0.2 2338.8 -3.5 1.05 -0.15 
TriPS 
gas 2260.8 0.0 2260.8 0.0 0.08 -0.08 
pentane 2258.7 -2.1 2258.6 -2.2 0.08 -0.08 
chloroform 2256.3 -4.5 2257.5 -3.1 0.09 -0.08 
isopropanol 2255.6 -5.2 2257.1 -3.7 0.04 -0.07 
 
Table 3.3. Computed Si-H stretch vibrational frequencies (νSi-H, cm-1) and FWHM (cm-1) of TriMOS and 
TriPS in the gas phase and in pentane, chloroform, and isopropanol solution using quantum vibrational 
perturbation theory in combined QM/MM molecular dynamics simulations. The solute is treated by the AM1 
Hamiltonian and the solvents are represented by the CHARMM force field. The experimental data (same as 
Table 3.1) are also listed for convenience of comparison. 
molecule solvent 
experiment  calculation 
νSiH 
(cm-1) 
FWHM 
(cm-1) 
 
M06-2X/6-
31+G(d,p)/SMD 
 
AM1/CHARMM 
 νSiH (cm-1) 
 νSiH 
(cm-1) 
FWHM 
(cm-1) 
TriMOS 
gas --- ---  2342.3  2206.2 9.1 
pentane 2203.2 41  2337.0  2222.4 19.3 
chloroform 2207.2 50  2334.8  2219.1 19.8 
isopropanol 2194.6 46  2342.1  2220.9 22.5 
TriPS 
gas --- ---  2260.8  2154.2 7.8 
pentane 2129.2 18  2258.7  2163.2 19.3 
chloroform 2131.1 35  2256.3  2165.2 19.8 
isopropanol 2125.7 27  2255.6  2165.6 22.5 
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To gain insights into the solvatochromism for TriMOS and TriPS, we modeled the 
νSi-H vibrations through a combination of DFT calculations on solutes using two continuum 
solvent models (SMD225 and PCM226) and MD simulations. Continuum solvation methods 
introduce the equilibrium electric polarization into the Born-Oppenheimer surface, probing 
the Stark effect on the vibrational frequency, but the unusual trend of the Si-H vibrational 
frequency shifts observed experimentally was not fully reproduced by either continuum 
model as shown in Table 3.2. In particular, the simulation yielded the correct relative 
frequency shifts for TriPS between pentane and chloroform solvents but not in isopropanol, 
and for TriMOS, the order between pentane and isopropanol was correct yet not in CHCl3. 
We suspect that the large dispersion contributions from chloroform are partly responsible 
for the unusual experimental findings. The DFT/SMD calculations yielded a blue shift for 
TriMOS in isopropanol, a clear departure from other computational methods and 
experiments. 
The discrepancy between the continuum solvation results and the experimental data 
suggests that there are probably other factors affecting the solvatochromic shifts in addition 
to solvent dielectric effects. Figure 3.2 displays the absorption spectra from combined 
QM/MM molecular dynamics simulations, which were calculated using Equation 3.2. For 
TriMOS, the computed frequency shifts are too small to make a conclusive assessment of 
the origin of the unusual experimental trends, since the computed blue shift in isopropanol 
is not sufficiently large. On the other hand, the trend for TriPS from MD simulations failed 
to reproduce experiments completely. Further analyses of intermolecular interactions 
suggest that the computed red spectral shifts are due to van der Waals interactions that are 
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not compensated by dispersion interactions, which are not included in the QM/MM 
potential. Nevertheless, the trends obtained using the PCM model and QM/MM 
simulations are in agreement with each other, suggesting that dielectric and electrostatic 
interactions are consistently represented. The SMD model includes contributions due to 
surface tension terms, which may be too sensitive in the Hessian for the present systems.  
 
 
Figure 3.2. Computed linear IR spectra in the Si-H stretch vibrational frequency region for TriPS (left) and 
TriMOS (right) in the gas phase (orange), isopropanol (black), chloroform (red), and pentane (blue). 
 
Figure 3.3 depicts the computed instantaneous Si-H vibrational frequencies of 
TriMOS in the gas phase and in pentane, along with the forces due to the Lennard-Jones 
terms, projected on the vibrational mode. It is readily observed that a spectral variation 
with relatively small fluctuations punctuated by large and short-lived fluctuations in 
pentane solution (similar behaviors are found in other solvents). However, there is no large 
fluctuations in the gas phase frequency trajectory (orange curve in Figure 3.3). Thus, 
instantaneous close van der Waals (VdW) contacts causes a sharp increase in the force on 
the mode coordinates, thus the slope of the potential energy surface, leading to a large 
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increase in the frequency. In fact, Figure 3.3 shows that large fluctuations in vibrational 
frequency coincide exactly with spikes in the VdW forces. These fluctuations have direct 
effects both on the spectral diffusion (lineshape) and average vibrational frequencies. 
Notice that the frequency fluctuations due to van der Waals collisions are on the order of 
hundreds of wavenumbers, much greater than the FTIR linewidths and solvatochromic 
shifts. Furthermore, these fluctuations are rather common throughout the trajectories, and 
are similarly found in the other two condensed phase simulations. It is possible that 
magnitude of the fluctuation due to a VdW contact is overestimated, since the repulsive 
wall for the Lennard-Jones potential is known to be too steep compared to the exact 
potential.  
  
 
Figure 3.3. Snapshot of computed instantaneous Si-H vibrational frequency (cm-1) along a segment of 
molecular dynamic trajectories of TriMOS in the gas phase (orange) and in pentane solution (dark blue) and 
the Van der Waals force on the local mode coordinate (light blue). 
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It should be noted that there are a few instances when a fluctuation in frequency 
does not correlate exactly with a fluctuation in the VdW force. It is possible that these are 
due to intramolecular overlaps that are not being accounted for in the projection procedure 
for the VdW forces. The absence of these large fluctuations in the gas phase seems to 
suggest that the intramolecular collisions occur more often in solution due to a cage effect 
from the solvent.   
We have performed an analysis by computing the full vibrational spectra based on 
Equation 3.2 without van der Waals contributions (Figure 3.4, dashed lines) from the 
solvent in QM/MM interactions. Since only the QM/MM electrostatic terms enters into the 
QM calculation, the computed spectra are purely a reflection of the electric field projected 
on the stretch model. As can be seen, the average (and maximum) frequencies are shifted 
to smaller values, but the relative shifts in the three solvents are not affected. Importantly, 
the line widths are significantly reduced. These are consistent with the findings presented 
in Figure 3.3 due to collision with the solvent.   
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Figure 3.4. Computed Si-H vibrational spectra for TriMOS with (solid curves) and without (dashed curves) 
inclusion of van der Waals interaction energies where the color of the line denotes the environment: black 
for isopropanol, red for chloroform, and blue for pentane. 
 
Returning to Table 3.3, the QM/MM molecular dynamics simulations results 
exhibited increased Si-H stretch frequencies (blue shifts) in solutions relative to that in the 
gas phase, whereas the continuum model yielded red shifts. As in Figure 3.3, the 
instantaneous collision (i.e., steric restriction that increases the slope of the potential along 
the stretch mode) between solute and solvent leads to significant increase in the stretch 
frequency, which, when averaged over the MD trajectory, yields an increase in frequency. 
This is also consistent with vibrational frequencies/spectra computed using the same 
trajectory, without including van der Waals energies (Figure 3.4), which are smaller than 
those computed using the full potential. For the continuum solvation model, it lacks such 
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instantaneous collision effects (Figure 3.3). Thus, a continuum model gives a “pure” 
reflection of the dielectric medium in a fixed solvent cavity. Unfortunately, to our 
knowledge, there is no experimental data in the “gas-phase” results for comparison. It 
would be interesting if a gas-phase measurement were performed to compare with this 
computational prediction. Thus, we attribute the opposite trends in the simulation results 
and continuum data for TriPS to the same reason, i.e., instantaneous collision with solvent 
to increase the Si-H stretch frequency, since there is small solvent (electrostatic) effects for 
TriPS. 
To understand the effects of conformational preference of the three methoxy groups 
in TriMOS in different solvents, we have computed the potential of mean forces (PMFs) 
as a function of the H-Si-O-C dihedral angle, which are displayed in Figure 3.5. Shown 
also are the occupation numbers in the bonding and antibonding natural orbitals from the 
natural bond orbital (NBO) analysis. Clearly, there is a solvent effect on the equilibrium 
distribution between the two conformational minima. As the polarity of the solvent 
increases, 0° conformation is stabilized, although the overall stability remains in the anti 
(180o) conformation. The results in Figure 3.5 may be attributed to potentially enhanced 
solvent and solute dipolar interactions. 
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Figure 3.5. Analysis of H-Si-O-C dihedral angle of TriMOS. (a) Potential of mean force computed directly 
from the simulations results where the color of the line denotes the environment: black for isopropanol, red 
for chloroform, and blue for pentane. (b) Change in the occupation of the bonding (light green) and 
antibonding orbitals (light purple) of Si-H calculated in the gas phase at the level of M06-2X/6-31+G(d,p). 
 
The effect that the dihedral angles have on the frequency can be seen by performing 
natural bond orbital analysis (NBO). NBO determines the best unitary transformation 
between the molecular orbitals determined from self-consistent field to the Lewis structure 
representation. Overall, this analysis allows us to compute the occupation of the bonding 
and anti-bonding orbital of the Si-H bond. Furthermore, if we compute this value as we 
perform a relaxed scan of a single dihedral angle, we see that the occupation of the anti-
bonding orbital changes as a function of the angle. At zero degrees, (oxygen-methyl bond 
is parallel to the silicon-hydrogen bond) hyperconjugation interactions, i.e., the 
delocalization of the lone-pair electrons on the oxygen atom to the antibonding orbital of 
the Si-H bond reaches maximum, but the orbital overlap is diminished as the torsional 
angle is changed, and hyperconjugation stabilization is at minimum. Thus, the vibrational 
frequency of the Si-H mode will be red shifted at 0° due to weakening in its bond strength 
(a) (b) 
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compared to that at 180°.  This hypothesis was confirmed by normal mode analysis at each 
of the configurations.   
We believe that the hyperconjugation with the anti-bonding orbital has the most 
significant effect, leading to a red shift. The instantaneous vibrational frequencies plotted 
against the methoxy torsion angles showed weak dependence using the combined 
AM1/CHARMM potential, weaker than the M06-2X results in the gas phase. It possible 
that AM1 is not adequately mixing the orbitals as in higher level methods, and this could 
explain why the solvent shifts are small from QM/MM simulations and why they do not 
fully follow the experimental trends. To examine the effect of the conformational 
distribution of the three methoxy groups (the three ligands to the Si-H unit), we determined 
the average torsional angles of these groups over the dynamics trajectories in all three 
solvents studied (pentane, chloroform, and isopropanol). The results show that there is 
negligible effect on the observed solvatochromic shifts as a result of the variations in the 
methoxy conformation distribution in these solvents (Figure 3.5). 
A plausible explanation for the unusual frequency trends is that specific solvent-
solute interactions that were not captured by implicit solvent modeling might be needed to 
reproduce the experimental order of spectral change. In calculations with TriMOS, the 
inclusion of an explicit H-bond donor (methanol) near the oxygen atoms of the methoxy 
ligands was able to yield the red spectral shift observed in isopropanol relative to that in 
pentane (Table 3.4). All calculations were performed using M06-2X/6-31+G(d,p)/SMD. 
The methanol molecule, acting as a hydrogen bond donor, was placed in different locations 
to test its effect on the vibrational frequency. A total of six configurations for TriMOS were 
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constructed, which are displayed in Figure 3.6. Considering the plane defined by the three 
oxygen atoms in TriMOS, we classify the direction of the Si-H bond vector as above this 
plane. Table 3.4 suggests that there is no uniform preference for a consistent orientation. 
Nevertheless, the combination of two methanol molecules in the above and below 
configurations appears to display a rough cancellation on frequency shift, and the 
above/above and below/below configurations display opposite signs in the frequency shift. 
The inclusion of an explicit H-bond donor near the oxygen atoms of the methoxy ligands 
was able to yield the red spectral shift observed in isopropanol relative to that in pentane. 
This suggests that the effect of explicit hydrogen bond donation on the TriMOS vibrational 
frequency is dependent upon which lone pair the donor interacts with at any given time. 
 
Table 3.4. Computed normal mode frequencies and shifts due to hydrogen bonding interactions for TriMOS 
using M06-2X/6-31+G(d,p) embedded in the SMD solvent model. Only methanol as a solvent is used in this 
analysis. Structure numbers are defined in Figure 3.6. 
system νSiH (cm-1) ΔνSiH (cm-1) Figure 3.6 
TriMOS/continuum 2320.64 0.0 1 
TriMOS/continuum +1 explicit donor (above) 2314.63 -6.01 2 
TriMOS/continuum +1 explicit donor (below) 2311.59 -9.05 3 
TriMOS/continuum +2 explicit donors 
(above/above) 
2307.21 -13.43 4 
TriMOS/continuum +2 explicit donors 
(above/below) 
2321.34 0.7 5 
TriMOS/continuum +2 explicit donors 
(below/below) 
2336.13 15.49 6 
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Figure 3.6. Optimized configurations of TriMOS with the explicit hydrogen bond donors given with the 
respective label used in Table 3.4. Note: the donor molecules were drawn using tubes for clarity purposes 
only (all atoms were treated at the same level of DFT). 
TriMOS (1) 
1 Methanol Donor: 
Above (2) 
Below (3) 
2 Methanol Donors: 
Above/Above (4) 
Above/Below (5) 
Below/Below (6) 
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In an effort to test the potential effect of halogen bonding30-31 on the Si-H mode, 
another series of normal mode analyses were performed on TriMOS in chloroform. These 
calculations were performed using MP2/6-31+G(d,p)/IEFPCM so that dispersion between 
the solute and the donor was explicitly included. First, the TriMOS structure in the 
continuum was optimized and the frequency was calculated as shown in Table 3.5. Next, 
an explicit chloroform molecule was placed in the continuum such that an intermolecular 
halogen bond was formed with the hydrogen of the mode. The formation of a halogen bond 
is possible in this case because the hydrogen has a slight negative charge and could 
potentially act as an electron donor to one of the chlorine atoms of chloroform. The result 
of the unconstrained optimization was a structure in which the halogen bond was broken. 
Nonetheless, a slight blue shift of less than 1 cm-1 was calculated for the Si-H mode. 
Another geometry optimization was performed with the same starting structure except that 
two angles were constrained to maintain the halogen bond. Those angles were: (1) Si-H-
Cl, (2) H-Cl-C, where the silicon and hydrogen are in the TriMOS and carbon and chlorine 
are in the explicit chloroform. Overall, these two constraints maintained the linear 
arrangement between the chlorine and Si-H mode and yielded a hydrogen chlorine distance 
of 2.9 Å. Although the unconstrained optimization did not maintain the halogen bond 
(suggesting that it is a less stable structure) solvent packing effects in the condensed phase 
could lead to this interaction being more significant. In addition, the radial distribution 
functions between the hydrogen of the silane mode for both TriMOS and TriPS and the 
chlorine of CHCl3 (Figure 3.7a) show a moderate peak at roughly the distance of the 
halogen bond determined by the constrained QM geometry optimization. Furthermore, the 
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integral of the peak shows that this occupation is greater than one, which suggests that on 
average the halogen bond is maintained through most of the simulation. The results of the 
normal mode analysis are presented in Table 3.5 and show that there is a 7.8 cm-1 blue shift 
when an explicit halogen bond donor molecule is added to the system. When the system is 
optimized without constraints, the blue shift is relatively small, but constrained halogen 
bond system showed a significant blue shift. Therefore, introducing an explicit CHCl3 
solvent molecule in the solvation shell of TriMOS led to a mild blue shift, which could be 
further enhanced by constraining the solvent geometry to maintain a halogen bonding 
configuration to the hydride.30-31 We conclude that the unusual experimental 
solvatochromic trend for νSi-H is understood as arising from specific hydrogen and halogen 
bonding interactions with the solute. Given that the solvatochromism is not fully 
reproduced from QM/MM suggests that non-electrostatic effects, such as dispersion and 
charge transfer, also play a role for CHCl3.   
 
Table 3.5. Computed normal mode frequencies and shifts due to halogen bonding interactions for TriMOS 
using MP2/6-31+G(d,p)/IEFPCM. Only chloroform was investigated for this analysis.    
system νSiH (cm-1) ΔνSiH (cm-1) 
TriMOS/PCM 2359.6369 0.0 
TriMOS / PCM + donor (unconstrained 
optimization) 
2360.3402 + 0.7033 
TriMOS / PCM + donor (constrained) 2367.4177 + 7.7808 
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Figure 3.7. (a) Radial distribution functions for TriMOS (purple) and TriPS (light blue) and integrated radial 
distribution functions for TriMOS (light green) and TriPS (orange) between the hydrogen of the silane mode 
and the chlorine of the chloroform. (b) Radial distribution function (purple) and integrated radial distribution 
function (green) between the hydrogen bond acceptor in TriMOS (oxygen) and the hydrogen donor in 
isopropanol (hydrogen on the hydroxyl). (c) Radial distribution function (purple) and integrated radial 
distribution function (green) between the silane hydrogen and the central carbon of isopropanol. The 
functions were computed from AM1/CHARMM MD simulations. 
 
An interesting finding from our analyses is that the magnitudes of the partial atomic 
charges for silicon and hydrogen – the main components of the normal mode vector – 
increase with the electronegativity of the ligands (Table 3.2). This provides an explanation 
for the greater solvatochromic effects in TriMOS than in TriPS: the electron withdrawing 
methoxy ligands lead to a greater charge separation and electrostatic coupling to the solvent 
reaction field.227 Consequently, the average dipole moment for TriMOS is increased from 
(a) 
(b) (c) 
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1.8 D in pentane to 2.5 D in isopropanol, whereas the corresponding values are 0.8 and 1.2 
D, respectively, for TriPS. 
One key question is whether a change in solvatochromism correlates with increased 
sensitivity to ultrafast structural dynamics leading to spectral diffusion. If so, this would 
provide a strategy to designing vibrational probes with enhanced sensitivity to solvent 
dynamics by tuning peripheral ligands. As a starting point, the FTIR peak widths vary 
considerably among the three solvents for both compounds, increasing in order of pentane 
(blue) < isopropanol (black) < chloroform (red) as seen in Figure 3.1. The TriPS peak 
widths are generally narrower than those of TriMOS, though the broadening trend with 
solvent remains the same. The FTIR peak widths are influenced by the range of chemical 
environments as well as the time dependent fluctuations of the vibrational frequencies that 
are driven by solvent dynamics (spectral diffusion and homogeneous broadening). Broader 
peaks in more polar solvents suggest that their solvation environments are more 
heterogeneous and/or dynamic than that of pentane. 2D-IR spectroscopy enables one to 
decompose the FTIR lineshapes into their homogeneous and inhomogeneous contributions, 
and MD simulations can be used to understand the molecular origins of the experimental 
data.36,38,160 The full widths at half maximum (FWHMs) determined from molecular 
dynamics simulations show similar trends both for the two solutes and in different solvents, 
although the linewidths are somewhat smaller than those from experiments (Table 3.3). 
Thus, the present QM/MM simulations can provide useful insights on properties of solvent 
dynamics. 
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3.4.2. Solution Dynamics Studied via 2D-IR Spectroscopy and MD 
Simulations 
Figure 3.8 shows the 2D-IR spectra at Tw = 0.3 ps (left column) and 3 ps (right 
column) for TriMOS in isopropanol (top row) and pentane (bottom row). All 2D-IR spectra 
acquired for both molecules in all solvents are provided in Figure 3.13 through Figure 3.18. 
An intuitive interpretation of these spectra is that the x-axis (ω1) corresponds to the 
frequencies at which a subensemble of oscillators is excited by the first IR pulse, and the 
y-axis (ω3) is the range of frequencies that this subensemble exhibits after sampling its 
surroundings for a specific waiting time, Tw. Hence, the 2D-IR spectrum yields a 
frequency-frequency time correlation for the subensembles beneath the FTIR 
lineshape.38,141,153,159-161 Each spectrum has a positive-going (red) v = 0-1 peak that lies on 
or above the diagonal and a negative-going (blue) v = 1-2 peak that is shifted by the 
anharmonicity to lower frequencies along the ω3 axis. A diagonal slice through the 0-1 
peak reflects the range of frequencies captured by the linear FTIR lineshape (assuming 
sufficient separation between the 0-1 and 1-2 peaks); the antidiagonal width represents the 
portion of the available frequencies that have been sampled during a given Tw period. This 
antidiagonal width contains contributions from very fast pure dephasing (T2
*) and relaxation 
(T1), as well as spectral diffusion caused by interconversion of molecular subensembles 
and driven by the reorganization of solvent molecules.36,163-164   
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Figure 3.8. 2D-IR spectra collected at Tw = 0.3 (left column) and 3 ps (right column) for the νSi-H mode on 
TriMOS in isopropanol [(a) and (c)] and pentane [(b) and (d)]. 
 
For TriMOS, I observe in Figure 3.8a and 3.8b that at short Tws, the peak shape is 
diagonally elongated, indicating that the Si-H oscillators have not yet sampled the full 
range of solvation environments. Comparison of these two contour plots reveals that the 
spectrum in isopropanol is more elongated along the diagonal direction than that in 
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pentane; the Si-H mode of TriMOS has either sampled a greater range of the available 
solvent configurations in pentane than in isopropanol in the first 300 fs, or there are less 
structural dynamics in the non-polar solvent. As the waiting time increases, the 2D-IR 
contour shapes become more circular, reflecting the loss of correlation due to spectral 
diffusion of the νSi-H oscillators (Figure 3.8c and 3.8d). By 3 ps, the 2D-IR spectral shape 
in pentane is nearly circular while some diagonal elongation persists in isopropanol at this 
Tw, revealing that the timescale of solvent shell rearrangements is slower in isopropanol.   
To quantify these dynamic differences, I analyzed the centerline slope (CLS) for 
the v = 0-1 peaks at all Tws for both molecules in all three solvents. Figure 3.9 shows the 
CLS values as a function of Tw along with multiexponential fits for TriMOS and TriPS in 
isopropanol, chloroform, and pentane. The CLS decays in isopropanol can be adequately 
represented by a double exponential fit for both TriMOS and TriPS, while a single 
exponential function is sufficient for the CLS decays in chloroform and pentane. This 
suggests that the solvent dynamics in chloroform and pentane enable all of the Si-H 
oscillators for both TriMOS and TriPS to experience all of the available frequencies under 
the linear lineshape by about 5 ps. In contrast, some νSi-H oscillators remain partially 
correlated with their starting frequencies in isopropanol for both molecules since the CLS 
decays have not yet reached the baseline.  
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Figure 3.9. CLS decays as a function of Tw for TriMOS (solid markers) and TriPS (open markers) in 
isopropanol (black), chloroform (red), and pentane (blue). Overlaid are solid curves (TriMOS) and dotted 
curves (TriPS) to show multiexponential fits to the data described in the text. The markers are the average 
CLS values and the error bars are the standard deviations. 
 
The CLS decays represent the normalized FFCFs, but they can be used to obtain 
the full FFCFs by iteratively fitting the CLS decays and the linear lineshapes,163-164 thereby 
separating the homogeneous and inhomogeneous contributions to the FTIR spectra. The 
resulting FFCF parameters are given in Table 3.6 and can be categorized as unresolvably 
fast (Γ), fast spectral diffusion (~1 ps), and slow spectral diffusion (~10 ps). Vibrational 
dynamics are the fastest and the lowest amplitude in pentane, characteristic of a solvent 
that interacts very weakly with itself and couples very weakly to the νSi-H mode. Polar and 
strongly interacting solvents such as chloroform (weak H-bond donor) and isopropanol 
(strong H-bond donor and acceptor) exhibit slower, larger amplitude frequency 
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fluctuations in the FFCF. The homogeneous linewidths are similar for molecules in the 
same solvent and track inversely with the solvent polarity. Pentane exhibits the widest 
homogeneous linewidths for both solute molecules, despite having the narrowest FTIR 
peak widths; the νSi-H mode in TriPS is more homogeneously broadened. The FTIR 
lineshapes in chloroform and isopropanol are dominated by inhomogeneous broadening. 
 
Table 3.6. FFCF parameters for TriPS and TriMOS in isopropanol, chloroform, and pentane. 
a Errors show the range of which that parameter could be increased while the other parameters floated to fit 
the FTIR lineshape 98% as well as the best value 
b Standard error of the exponential fit. 
 
Interestingly, the amplitudes are statistically greater for TriMOS than TriPS in 
isopropanol and chloroform. The timescales of the dynamics sensed by these two species 
are the same, but they apparently have a larger influence on the Si-H mode for TriMOS. 
We have hypothesized previously that specific solvent-solute interactions with the oxygen 
atoms bound to a silicon site might be responsible for the enhanced solvatochromism in 
molecules such as TriMOS.7,233 However, the FFCFs presented here for TriMOS, which 
solute solvent Δ1 (cm-1)a τ1 (ps)b Δ2 (cm-1)a τ2 (ps)b Γ (cm-1)a 
TriMOS 
isopropanol 16 (±4) 2.0 (±0.5) 12 (±4) 7 (±2) 6 (±2) 
chloroform 23 (±5) 1.2 (±0.2) --- --- 7 (±3) 
pentane 10 (±4) 0.7 (±0.1) --- --- 13 (±2) 
TriPS 
isopropanol 8 (±3) 1.1 (±0.6) 8 (±2) 8 (±3) 5 (±1) 
chloroform 15 (±2) 1.5 (±0.09) --- --- 6.1 (±0.7) 
pentane 8 (±1) 0.72 (±0.07) --- --- 7.9 (±0.2) 
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has oxygen-bearing ligands, and TriPS, which lacks oxygen atoms, disprove this 
hypothesis, since the νSi-H on both molecules senses the same dynamics. Recall that DFT 
calculations above showed that enhanced solvatochromism arises from increased coupling 
of νSi-H to the reaction field due to mode polarization by the substituents. Here, we find that 
this polarization also enhances spectral diffusion. 
The FFCFs for νSi-H on TriPS and TriMOS in isopropanol also exhibit a similar, 
slower dynamic contribution (Δ2 and τ2). Since the hydrogen atom of the Si-H group carries 
a negative partial charge (Table 3.2), it is not expected to donate a hydrogen bond to 
isopropanol, and such binding interactions have not been observed in silanes.231 Similarly, 
hydrogen bonding interactions with the ligands are also ruled out by the lack of a hydrogen-
bond acceptor in TriPS. Consequently, we attribute the slower component to the hydrogen 
bonding dynamics of isopropanol with itself since the timescale is similar to what has been 
reported.234-237 To confirm this hypothesis, we computed the FFCFs’ overall 2 ns 
trajectories shown in Figure 3.10 from QM/MM simulations, which were fitted to a 
combination of three exponentials plus a constant offset (shown by the thicker lines). The 
gas phase FFCF display notable beat behavior suggesting that the mode is oscillating in an 
underdamped manner compared to the mode in the solvents. The instantaneous frequencies 
along the dynamics trajectories of the TriMOS in the gas phase and in pentane in Figure 
3.3 show that the gas phase trajectory exhibits roughly periodic spectral diffusion 
depending on the intramolecular interactions at each configuration, and this is present in 
its FFCF where we observe noticeable and regular fluctuations. Furthermore, the 
condensed phase simulations display similarly regular fluctuations in the FFCF, but there 
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is additional noise introduced by the solvent. To verify the convergence of the computed 
FFCFs, we compared the results averaged over 2 ns to that obtained using just half of the 
trajectory (1 ns) as shown in Figure 3.11. The results do not show appreciable changes in 
the timescales, although the fast fluctuations show some differences. Thus, within the 
timescale of our interest, the results are adequately converged. Overall, the parameters 
obtained from the computed FFCFs (Table 3.7) are in accord with those determined from 
experiment (Table 3.6). Similar to experiment, both probes in isopropanol required two 
additional inhomogeneous exponential terms to describe the FFCF, while all of the other 
FFCFs only required one. Additionally, the time constants for the second exponential are 
in reasonable accord with the lifetime of hydrogen bonds.234-237 The third exponential 
contains dynamics that are motionally narrowed and would contribute to the homogeneous 
linewidth (Γ). 
 
 
Figure 3.10. Computed FFCF from AM1/CHARMM vibrational dynamics trajectory for TriMOS (a) and 
TriPS (b) in in the gas phase (orange), isopropanol (black), chloroform (red), and pentane (blue). 
(a) (b) 
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Figure 3.11. Frequency-frequency autocorrelation functions averaged over 1 ns trajectories (light green) and 
2 ns trajectories (purple) from AM1/CHARMM simulations for TriMOS in isopropanol. 
 
Table 3.7. Computed FFCF parameters for TriPS and TriMOS in the three solvents. 
 
solute solvent Δ1 (cm-1)   τ1 (ps) Δ2 (cm-1) τ2 (ps) Δ3 (cm-1) τ3 (ps) 
TriMOS 
isopropanol 6.8 1.4 3.8 9.3 28.1 0.06 
chloroform 6.6 1.7 --- --- 25.1 0.07 
pentane 3.3 1.9 --- --- 27.1 0.06 
TriPS 
isopropanol 9.3 0.90 5.0 6.3 30.4 0.06 
chloroform 10.3 1.67 --- --- 32.4 0.08 
pentane 8.9 0.84 --- --- 29.56 0.06 
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The fast inhomogeneous spectral diffusion component (Δ1 and τ1) is ascribed to 
collective motions of bulk solvent molecules approximately resembling a dielectric 
continuum. Here, solvent molecules are indistinguishable, and coherent movement of the 
collection together leads to a variance in the electric field that is higher than the noise of 
the individual molecules. Spectral diffusion can be modeled here as a time-dependent Stark 
effect: the motions that lead to the largest variance in the electric field on the mode are 
those that contribute most strongly to the FFCF and are the basis for attribution of the signal 
lifetimes.  
The FFCFs for the simulated solutes in isopropanol require a (Δ2 and τ2) with a 
correlation time that is longer than the continuum motions. This is attributed to the 
reorganization of the isopropanol hydrogen bond network. It cannot be due to hydrogen 
bonding with the solute, since it is present in the TriPS/isopropanol system as well. The 
hydrogen bond lifetime (𝜏𝐻𝐵) of isopropanol was calculated as described in Section 3.3.5. 
Calculation of the Hydrogen Bonding Lifetime. Table 3.8 presents the 𝜏𝐻𝐵 values for the 
first solvation shell molecules (defined as having a distance less than 6.0 Å to the solute) 
around TriMOS and TriPS, as well as for the bulk solvent. Hydrogen bonds exchange faster 
in the bulk solvent, but the 𝜏𝐻𝐵 of the first solvation shell species are more relevant to the 
FFCF of νSi-H on the solutes. 𝜏𝐻𝐵 in the first solvation shell are in excellent agreement with 
τ2 in the FFCFs obtained by MD simulations (Table 3.7), strongly supporting the 
assignment that τ2 dynamics in the experimental FFCFs originate from solvent shell 
hydrogen bond dynamics. 
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Table 3.8. Hydrogen bond lifetimes (𝜏𝐻𝐵) in isopropanol simulations. 
solvent environment τHB/bulk (ps) τHB/first shell (ps) 
TriMOS / isopropanol 4.15 9.3 
TriPS / isopropanol 4.18 8.3 
Bulk isopropanol 4.88 --- 
 
The autocorrelation functions of solvent dipole moments [(dipole autocorrelation 
functions (DAFs)] were calculated for individual solvent molecules in the solvation shell 
around TriMOS and TriPS (Figure 3.12). Because the bond lengths of the solvent 
molecules are constrained using SHAKE,238 the DAFs only contain angle bending, 
torsional modes, and rotational motions of each solvent molecule. Isopropanol and 
chloroform both display exponential decay behavior, characteristic of rotational motions. 
Pentane shows damped oscillatory behavior, suggesting that the DAF is dominated by 
torsional and bending modes rather than rotation. The DAFs of chloroform and isopropanol 
were fitted to a sum of three and four exponentials, respectively, to adequately quantify the 
dipole dynamics (Table 3.9).   
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Figure 3.12. Normalized dipole autocorrelation functions (DAF) for individual solvent molecules in 
isopropanol (black), chloroform (red), and pentane (blue). 
 
Table 3.9. Fitted parameters to the computed molecular dipole autocorrelation functions for TriMOS and 
TriPS in chloroform and isopropanol solutions. 
chloroform  isopropanol 
TriMOS  TriPS  TriMOS  TriPS 
A  τ (ps)  A  τ (ps)  A  τ (ps)  A  τ (ps) 
0.80  5.85  0.78  5.89  0.36  99.41  0.48  86.26 
0.12  1.76  0.13  2.18  0.38  35.70  0.28  27.42 
0.09  0.46  0.24  0.51  0.11  4.09  0.11  3.04 
---  ---  ---  ---  0.12  0.34  0.12  0.27 
 
The DAF parameters for chloroform and isopropanol show the largest contribution 
to decorrelation from the slowest process (Table 3.9), which we attribute to rotation of the 
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whole molecule. Of the two solvents, molecular rotation in chloroform is significantly 
faster than that in isopropanol since chloroform is smaller, more spherical, and lacks 
restriction by hydrogen bonding interactions. Previous deuteron scattering studies reported 
that the rotational correlation times for deuterated isopropanol and CDCl3 differed by a 
factor of 6,239 which is relatively consistent with the slowest time coefficients obtained 
from the DAFs. Isopropanol displays two longer lifetimes of ~32 ps and ~92 ps that we 
tentatively attribute to rotational motions within a hydrogen bonded network. These 
assignments are consistent with experimental rotational correlation times of 22 ps and 91 
ps that were measured by NMR239-240 and dielectric spectroscopies,240-241 respectively. 
Meanwhile, we conjecture that the shortest lifetime (~0.4 ps) is dominantly due to fast 
intramolecular motions such as angle bending or dihedral rotations.   
Isopropanol also contains a time coefficient that is comparable to the hydrogen 
bond lifetime. A similar value has been reported in the rotational correlation times 
measured by dielectric spectroscopy.242 The largest DAF lifetime in isopropanol is on the 
order of 100 ps, indicating that there is no significant rotation of the dipole when 
isopropanol exchanges hydrogen bonds. This is most likely due to the size of isopropanol. 
The lifetime that is on the same order as the hydrogen bond lifetime only accounts for about 
10% of the change in the dipole. Furthermore, the large amount of time it takes for 
isopropanol to rotate suggests that it is hindered by hydrogen bonding interactions. 
Isopropanol maintains its orientation for a long time by exchanging hydrogen bonds with 
a close neighbor.   
 
Chapter 3. Enhanced Vibrational Solvatochromism and Spectral Diffusion by Electron 
Rich Substituents on Small Molecule Silanes | 112 
3.5. Conclusions 
Proper interpretation of static and time-resolved vibrational spectroscopic data 
requires an understanding of the ways in which homogeneous and inhomogeneous effects 
are manifested in spectral change. In this study, TriMOS and TriPS provided an 
opportunity to monitor the same probe, the Si-H vibrational mode, with two different ligand 
sets and three solvent systems by steady-state FTIR and time-resolved 2D-IR 
spectroscopies. DFT calculations provided insight into the differences in silicon hydride 
sensitivity to solvent through increased mode polarization with more electron withdrawing 
ligands. Calculations and simulations revealed that the solvatochromic trends of the 
hydride mode arise from specific hydrogen and halogen bonding interactions with the 
solute. Spectral diffusion experienced by νSi-H was found to be characteristic of the solvent 
type rather than the solute structure, yet showed the same sensitivity observed in the FTIR 
solvatochromic shifts. Therefore, the solvent motions are dominated by their interactions 
with neighboring solvent molecules rather than with the solute. MD simulations confirmed 
that the dynamics experienced in isopropanol were due to hydrogen bonding fluctuations 
in the surrounding solvation shell. This was further corroborated by the calculation of the 
dipole autocorrelation function of individual solvent molecules throughout the bulk. These 
results showed the principle motions experienced by isopropanol molecules, which 
included a lifetime of similar magnitude to the hydrogen bonding lifetime. The remaining 
motions include rotational diffusion, and low frequency intramolecular motions.a
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3.6. Full Set of 2D-IR Spectra 
 
 
Figure 3.13. 2D-IR spectra of TriMOS in isopropanol for all Tw values of TriMOS. 
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Figure 3.14. 2D-IR spectra of TriMOS in chloroform for all Tw values. 
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Figure 3.15. 2D-IR spectra of TriMOS in pentane for all Tw values. 
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Figure 3.16. 2D-IR spectra of TriPS in pentane for all Tw values. 
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Figure 3.17. 2D-IR spectra of TriPS in chloroform for all Tw values. 
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Figure 3.18. 2D- IR spectra of TriPS in pentane for all Tw values.
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4.1. Chapter Summary 
Fourier transform infrared and two-dimensional IR (2D-IR) spectroscopies were 
applied to polydimethylsiloxane (PDMS) cross-linked elastomer and a siloxane oligomer 
without solvent and swollen or dissolved in various solvents. The silicon hydride, which is 
covalently bound to the polymer chains, was the vibrational probe for the systems studied. 
There is almost an absence of vibrational solvatochromism in these systems. Frequency-
frequency correlation functions obtained by 2D-IR spectroscopy show that the insensitivity 
of the FTIR spectra is due to overwhelming heterogeneity. However, the homogeneous 
contribution to the FTIR spectrum is smaller for the elastomer than the oligomer showing 
that the cross-linking process restricts the frequency fluctuations that are experienced by 
the hydride mode. The silicon hydride mode in a cross-linked, solvent-free PDMS film also 
exhibits spectral diffusion that must be due to polymer structural motions on the ultrafast 
timescale that are active above the glass transition temperature. Once solvents penetrate 
and swell the elastomer, the polymer likely continues to experience these polymer 
structural motions. However, I find that the vibrational dynamics are characteristic of the 
infiltrating solvents, showing that at least some fraction of the measured dynamics originate 
in solvent motions. 
 
4.2. Introduction 
Elastomer networks are formed by covalently cross-linking high molecular weight 
polymer chains in a random fashion.64 Poly(dimethylsiloxane) (PDMS) is one of the 
simplest non-hydrocarbon elastomers that has found a wide range of applications such as 
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adhesives, sealants, coatings, and encapsulants.51-53 It has a characteristically low glass 
transition temperature due to a high degree of backbone flexibility.51,53-56 This structural 
flexibility has important ramifications for its permeability to gases and other small 
molecule penetrants, such as solvent molecules.130-135,243-244 It also has excellent thermal 
and oxidative stability,55 optical transparency, and biocompatibility, and is simple and 
inexpensive to synthesize.58-60,65 The properties of PDMS elastomers can be further tuned 
by varying chain lengths and cross-linking density, or by adding fillers to the network.61-
63,80 
In recent years, PDMS has found great utility in water-based microfluidic devices. 
However, the elastomer swells in common organic solvents, which leads to deformation, 
distortion, and even collapse of microfluidic channels.81,124,245 Swelling has also been 
exploited for certain applications such as chemical sensors120 and pervaporative 
membranes.128 Elastomer swelling is driven by thermodynamics. The free energy of mixing 
promotes expansion through enthalpic contributions from solvent-polymer interactions that 
stabilize extended chain conformations and entropic contributions due to chain 
extension.87,91,121,123 For a hydrophobic polymer like PDMS, nonpolar solvents are the most 
favorable and contribute to the enthalpy of mixing through dispersion interactions.124-126 
Network expansion equilibrates with the retractive forces imposed by the physical cross-
links to reach a final, average polymer structure.118,120-122  
The structural changes that accompany swelling have been described by the Flory-
Rehner83,87-88 and James-Guth models.85,98 The Flory-Rehner model assumes that the 
movement of the cross-links are completely suppressed and that the microscopic 
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deformation of the elastomer network is proportional to the macroscopic deformation of 
the sample. On the other hand, the James-Guth model allows the cross-links to fluctuate 
around their mean positions and move freely through one another. Both models assume an 
ideal, homogeneous network. In real polymer networks, imperfections cause polymer chain 
entanglements that decreases the swelling capacity of a polymer. Some have argued that 
the contribution of these entanglements act like pseudo-crosslinks,110-112 while others 
believe the entanglements restrict the fluctuations of the cross-links.102-103,109 Flory and 
Erman modified the original model to rationalize these discrepancies by including a force 
from the entanglements.101-102,246 
Although the average polymeric structures before and after swelling are dictated by 
thermodynamics, the kinetics of reaching those states and many of their final properties are 
dictated by structural dynamics.127 Polymer dynamics span many orders of magnitude in 
time from milliseconds114-115 to picoseconds.115-116 The swelling process itself requires 
diffusion of solvent penetrants through the polymeric matrix, which is facilitated by local 
backbone and side chain motions.128-135 MD simulations by Müller-Plathe showed that the 
infiltrating solvent has a plasticizing effect on polymer motions leading to increased 
structural flexibility.128-129 Once enhanced in the swollen state, the same segmental motions 
that were integral to the swelling process itself, serve to further increase permeability of 
the polymer to other small molecule penetrants.129,133 Solid-state NMR,63,132 neutron 
scattering measurements,115-116,247 and MD simulations128-129,131-132,243-244 have shown 
conclusively that there is a direct correlation between penetrant diffusion and picosecond 
polymer dynamics. For this reason, it is important to characterize not only the average 
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polymeric structure but also the time-dependent structural motions of the polymer and its 
associated solvent penetrants.  
In this chapter, vibrational solvatochromism and spectral diffusion of the silicon 
hydride in siloxane oligomer solutions and PDMS elastomer films in three different 
solvents and in the absence of solvent were investigated using Fourier transform infrared 
(FTIR) and two-dimensional infrared (2D-IR) spectroscopies. These complementary 
approaches provide molecular level insights into the interactions between the polymer and 
the solvent as well as the structural dynamics that accompany the swollen and contracted 
states.248 
 
4.3. Experimental Materials and Methods 
Chloroform (99.9% purity, anhydrous, Acros Organics), isopropanol (99.5%, 
anhydrous, Sigma-Aldrich), and n-pentane (98%, Fisher) were used as received. A 
Sylgard® 184 silicone elastomer kit from Dow Corning was used to fabricate thin cross-
linked PDMS elastomer films.66-68 The kit consisted of an elastomer base (Sylgard-184A) 
and a curing agent (Sylgard-184B). The elastomer based contained >60 wt% 
dimethylvinyl-terminated poly(dimethylsiloxane) oligomers, 30-60 wt% 
dimethylvinylated and trimethylated silica, 1-5 wt% tetra(trimethoxysiloxy)silane, and a 
Pt-based catalyst. The curing agent contains 40-70 wt% poly(dimethyl, 
methylhydrogensiloxane), 15-40 wt% dimethylvinyl-terminated poly(dimethylsiloxane) 
oligomers, 10-30 wt% dimethylvinylated and trimethylated silica, and 1-5 wt% tetramethyl 
tetravinyl cyclotetrasiloxane.60-62,69 Poly(dimethyl, methylhydrogensiloxane) in the curing 
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agent is the cross-linking species and contains the silicon hydride group that serves as the 
vibrational probe in this study.60-62 
The curing agent contains the cross-linker, which is poly(dimethyl, 
methylhydrogen siloxane) due to the silicon hydride (see structure in Figure 4.1). 
Dimethylvinyl-terminated poly(dimethylsiloxane) oligomers and tetramethyl tetravinyl 
cyclotetrasiloxane are used to create the polymer network with the cross-linker. 
Dimethylvinylated and trimethylated silica are used as reinforcing materials to improve the 
mechanical properties of the elastomer.60,66-67 The tetra(trimethoxysiloxy)silane acts as a 
modulator which inhibits fast cross-linking at room temperature as to allow more time to 
prepare the samples.71 
 
 
Figure 4.1. Poly(dimethyl, methylhydrogen siloxane) 
 
The elastomer base and curing agent were mixed with a 10:1 mass ratio. Upon 
mixing, the vinyl groups and the silicon hydride hydrogens underwent a platinum-
catalyzed hydrosilylation reaction.61,71 The mixture was then doctor-bladed in a 5 mm x 5 
mm square opening in the middle of a piece of Magic tape (~38 μm thick) on a 3 mm CaF2 
window. The sample cured under ambient conditions for 2 days. 
The PDMS elastomer was studied spectroscopically by sandwiching the window 
that had the film with a clean CaF2 window and a 50 µm Teflon spacer between the two. 
Si O
CH3
CH3
Si O
H
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The space between the windows was filled with one of three solvents or just air. The PDMS 
elastomer was immersed in solvent throughout data collection to ensure that the system 
stayed swollen. The PDMS cross-linker oligomer (in Sylgard-184B) was also studied 
dissolved in each solvent as a 5 wt % solution and used within 1 week of preparation. 
Spectroscopic studies were performed on the solutions sandwiched between two 3 mm 
CaF2 windows with a 50 µm Teflon spacer. To study the cross-linker oligomer with no 
solvent, the curing agent was placed between two 3 mm CaF2 windows with no spacer to 
reduce the IR absorbance of the sample. 
Fourier transform infrared (FTIR) spectra were collected on a Nicolet 6700 FTIR 
spectrometer (Thermo Scientific) with at least 16 scans and a resolution of 1 cm-1. A 
background spectrum of each of the solvents was subtracted from the respective PDMS 
elastomer and cross-linker oligomer IR spectra. 
The 2D-IR instrument has been described previously in Section 2.3.3.4,13 A 
regeneratively amplified Ti:Sapphire laser (Spectra-Physics, 800 nm, 40 fs pulse duration, 
500 mW, 1 kHz repetition rate) pumped an optical parametric amplifier (OPA, Spectra-
Physics), and the near-IR signal and idler beams were difference frequency mixed in a 
silver gallium sulfide crystal (AgGaS2, 0.5 mm thick) to generate mid-IR pulses (3 µJ 
/pulse, 90 fs FWHM, ~200 cm-1 bandwidth FWHM). The mid-IR pulses were tuned to the 
silane (Si-H) stretching frequency of 2160 cm-1. The pulses were then divided into three 
~1 µJ p-polarized pulses and focused at the sample in a BOXCARS geometry.152 The 
generated vibrational echo signal was heterodyned with a local oscillator and detected with 
a liquid N2 cooled MCT linear array detector (Infrared Associates, Inc.) with a spectral 
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resolution of ~4 cm-1. The system was continuously purged with dry air (-100 °F dew point) 
during data collection from the OPA to the detector.   
The first frequency dimension (x-axis, ωτ or ω1) was achieved by scanning the time 
delay between pulses 1 and 2, τ, in increments of 5 fs and subsequent Fourier 
transformation.36,38,160 The second dimension (y-axis, ωm or ω3) was obtained by an optical 
Fourier transform of the heterodyne detected vibrational echo signal by dispersing it from 
the monochromator diffraction grating. Each 2D-IR spectrum was collected while the time 
delay between pulses 2 and 3, Tw, was maintained at a fixed value. The resulting data were 
processed to obtain the purely absorptive 2D-IR spectrum153,205 and phase corrected using 
the pump-probe projection theorem and the absolute value center as constraints as 
described in Section 2.3.4.164,206 The FTIR spectrum of the sample was used as an 
absorption correction prior to phasing due to the probe beams passing through the sample 
while the local oscillator does not in our experimental setup.157  
IR pump-probe spectroscopy was carried out with the same laser system as 
described above.4 The data were fit from 1 to 75 ps to determine the population relaxation 
times (lifetime, T1) for the v = 0-1 and 1-2 transitions. The vibrational relaxation times for 
these two transitions consistently showed the same trends, and the 0-1 values were used in 
data analyses. The T1 values were found by fitting the decays to single exponentials and 
are shown later in Table 4.1. 
The 2D-IR spectra were analyzed using the centerline slope (CLS) method to obtain 
the frequency-frequency correlation function (FFCF).163-164 For the CLS analysis, the 
maximum intensity for the 0-1 and its associated central frequency on the ω1 axis were 
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found for all the 2D-IR spectra for each of the systems. The frequency range used to find 
the CLS was the central frequency +/- 8 cm-1. Other ranges were chosen, but the CLS did 
not change significantly. Therefore, this range was used for the final analysis. 
The FFCF was modeled according to the following equation: 
   𝐹𝐹𝐶𝐹(𝑡) =
𝛿(𝑡)
𝑇2
+ 𝛥1
2exp (
−𝑡
𝜏1
) + 𝛥𝑜
2  (4.1) 
Here, δ(t) is a delta function and T2 is the total dephasing time, which has contributions 
from the vibrational and orientational relaxations as well as the pure dephasing time, T2
*.163-
164 In the current study, orientational relaxation has a negligible contribution due to the 
cross-linker oligomer being a large molecule (MW over 1000 g/mol according to a personal 
communication with the manufacturer)68 and the PDMS elastomer having all of the 
oligomers linked together via the cross-links. The relationship between T2, T2
*, and the 
vibrational relaxation lifetime, T1 is: 
 
1
𝑇2
=
1
𝑇2
∗ +
1
2𝑇1
 (4.2) 
The pure dephasing time, T2
*, is the time it takes for the oscillators that comprise the 
macroscopic polarization to lose the phase relationship without the loss of excitation. The 
pure dephasing time arises from fast intramolecular dynamics and intermolecular 
interactions that cause random, fast fluctuations in the vibrational frequency of the mode.143 
T2 defines the homogenous line width, Γ, through the relation: Γ=
1
πT2
.36,138 Δo is the 
contribution from pseudo-static inhomogeneous broadening due to the structural dynamics 
in the elastomer, cross-linker, and solvent that influence the Si-H frequency but evolve on 
a much slower timescale than our measurements. Δ1 is the average amplitude frequency 
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shifts caused by a particular frequency-perturbing process with correlation time τ1.
163-164 
Therefore, Δ1 and Δo are the standard deviations of the Gaussian distribution of the Si-H 
frequencies. To obtain the total standard deviation (Δ), Δ1 and Δo must be added in 
quadrature. The FWHM of the Gaussian lineshape, 𝑓𝑔, is related to Δ through the relation 
2Δ√2ln (2).36,165 The total FWHM of the lineshape, which is a Voigt profile, can be found 
using the approximation of 
Γ
2
+ √
Γ2
4
+ 𝑓𝑔2.
166 
The time constant (τ1) in the FFCF was obtained directly from fitting the CLS 
decays, which has been shown to be highly accurate.163-164 However, the amplitude of the 
exponential contribution (Δ1) and the offset (Δo) assume a FFCF normalized to unity and 
a y-intercept that is likewise normalized. The amplitude from the CLS decay fits and the 
linear FTIR FWHM were used to calculate approximate values for Δ1, Δo, and T2 of the 
full FFCF by following the procedure by Kwak and co-workers.163-164 These initial values 
were then applied to a FFCF, where the first-order response function was used to reproduce 
the linear FTIR lineshape.137 The lineshape was fit by iteratively varying the amplitudes, 
as well as the central frequencies. The CLS method was developed using the short-time 
approximation, so the values for Δ1, Δo, and T2 are underestimated due to the method’s 
inability to distinguish between homogeneous terms and fast spectral diffusion (compared 
with the FID) as described in Section 2.3.6. Therefore, the floated Δ1, Δo, and 𝑇2were 
constrained to only increase from the estimated values. 
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4.4. Results and Discussion 
The solvent-subtracted FTIR spectra for the silicon hydride stretching vibration (νSi-
H) on the PDMS elastomer without solvent and swollen with 2-propanol, chloroform, and 
pentane are shown in Figure 4.2a. These solvents were chosen due to the range of swelling 
induced in the elastomer, and because they offer a diverse palette of solvent-solute 
interactions. Pentane is nonpolar and aprotic; 2-propanol is polar and protic, readily 
donating and accepting hydrogen bonds; chloroform is polar but a poor hydrogen bonding 
solvent. In previous work, these three solvents were found to span the range of 
solvatochromic shifts for silicon hydride vibrations.249 The νSi-H on PDMS is nearly 
insensitive to the different solvent environments. A slight solvatochromic trend (less than 
a wavenumber) is seen in order of increasing frequency: chloroform (red) < 2-propanol 
(black) < pentane (blue) < no solvent (green). In small molecules, νSi-H is tuned by the 
inductive effect of the substituents that are attached to the silicon,6-7,229,231-232,250-251 but in 
this case the substituents are the same. Therefore, any spectral changes must be due to 
structural changes induced by swelling and the influence of the infiltrating solvent on the 
hydride vibration. Recent work from our group has shown that the solvatochromic effect 
for the silicon hydride can be explained by a vibrational Stark effect with the addition of 
specific solvent-solute interactions in the case of hydrogen and halogen bond donors.249 
The FTIR peak widths in Figure 4.2a are slightly more sensitive to the different solvent 
environments, increasing in the order of none (green) < pentane (blue) < 2-propanol (black) 
< chloroform (red) and consistent with our previous report (excluding the solvent-free 
sample).249 
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Figure 4.2. Solvent subtracted, baselined, and normalized FTIR spectra of the Si-H vibration for PDMS 
elastomer (a) and cross-linking oligomer (b). In both frames, the spectra correspond to no solvent (green), 
isopropanol (black), chloroform (red), and pentane (blue). Note that the spectrum for the cross-linker in no 
solvent. 
 
For comparison, Figure 4.2b shows the FTIR spectra of oligomeric cross-linking 
species in the same solvents prior to being polymerized into the PDMS elastomer. The 
hydride on the cross-linker oligomer is only slightly more solvatochromic with its 
frequency shifts spanning a range of 4 cm-1 and has the same trend except for a higher 
frequency in pentane than without solvent. As with the elastomer, the peak widths for the 
hydride on the cross-linker are somewhat more sensitive to the different solvent 
environments than the central frequency and follow the same trend observed in the 
elastomer except that the cross-linker in no solvent is slightly wider than the cross-linker 
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in pentane. The center frequencies and peak widths of the νSi-H in the various systems are 
provided in Table 4.1. 
 
Table 4.1. Center frequency (νSi-H), peak width (FWHM), and vibrational lifetime (T1) values for the PDMS 
elastomer and cross-linker oligomer without solvent and swollen or dissolved in various solvents. 
sample solvent νSi-H (cm-1) FWHM (cm-1)  T1 (ps)
a 
PDMS  
elastomer 
none 2161.3 36.9 5.0 (± 0.2) 
isopropanol 2160.2 39.8 4.69 (± 0.08) 
chloroform 2159.9 44.2 4.90 (± 0.05) 
pentane 2160.4 37.6 4.72 (± 0.06) 
cross-linker 
 oligomer 
none 2162.5 38.5 5.2 (± 0.1) 
isopropanol 2162.3 39.9 5.0 (± 0.1) 
chloroform 2161.3 46.4 5.1 (± 0.1) 
pentane 2165.2 36.8 5.0 (± 0.2) 
a. Standard error of the fit. 
 
The insensitivity of νSi-H can be interpreted in the context of solvatochromism on 
small silane molecules in these same solvents249 and when bound to a porous silica surface.7 
When comparing the PDMS elastomer to the silica sol-gel study performed by our group 
previously,6 the Si-H frequency is much lower in frequency suggesting that the silicon atom 
in the elastomer is more electron rich than it is in the silica sol-gels. The frequency of the 
silicon hydride mode in the PDMS systems is closer to that for triphenylsilane (TriPS) than 
to those for silica sol-gels and trimethoxysilane (TriMOS).6, 249 The electron withdrawing 
methoxy ligands of TriMOS lead to a greater charge separation and electrostatic coupling 
to the solvent reaction field, whereas TriPS does not have either of these benefits. In the 
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PDMS elastomer and the cross-linker oligomer, the silicon atom bearing the hydride is 
bound to two oxygen atoms and one methyl group, likely rendering it less polarized and 
therefore less sensitive to the solvent environment.  
The FTIR peak widths reflect the range of chemical environments around the 
hydride groups as well as spectral diffusion and homogeneous broadening. Spectral 
diffusion and homogeneous broadening are measures of the time-dependent fluctuations of 
the vibrational frequencies that are driven by the solvent and/or polymer dynamics. Despite 
the structural changes that occur in the elastomer upon swelling, the FTIR spectrum of νSi-
H is insensitive to these changes. This is likely due to the fact that the linear lineshape is a 
reflection of the time-averaged molecular configurations. Therefore, 2D-IR spectroscopy 
was employed to see if there were differences in the dynamics that accompany these 
average structures.  
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Figure 4.3. 2D-IR spectra collected at Tw = 0.4 (left column) and 4 ps (right column) for the νSi-H mode on 
the PDMS elastomer in no solvent (a,d) and in pentane (b,e) and on the cross-linker oligomer in pentane (c,f). 
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Figure 4.3 shows the 2D-IR spectra at Tw = 0.4 ps (left column) and 4 ps (right 
column) for the PDMS elastomer in no solvent (top row), elastomer in pentane (middle), 
and cross-linking oligomer in pentane (bottom row). All 2D-IR spectra are shown in Figure 
4.6 through Figure 4.13 provided in the Supporting Information. In a 2D-IR spectrum, the 
x-axis (ω1) corresponds to the frequencies at which a subensemble of oscillators is excited 
by the first IR pulse, and the y-axis (ω3) is the range of frequencies that this subensemble 
exhibits after sampling its surroundings for a specific waiting time, Tw. Hence, the 2D-IR 
spectrum yields the frequency-frequency time correlation for the subensembles beneath the 
FTIR lineshape.2,38,141,153,159 Each spectrum has a positive-going (red) v = 0-1 peak that lies 
on or above the diagonal, and a negative-going (blue) v = 1-2 peak that is anharmonically 
shifted to lower frequencies along the ω3 axis. When the 0-1 and 1-2 peaks are sufficiently 
separated, a diagonal slice through the 0-1 peak reflects the range of frequencies captured 
by the linear FTIR lineshape. The antidiagonal width represents the portion of the available 
frequencies that have been sampled during a given Tw period. It contains contributions 
from very fast pure dephasing (T2
*), vibrational relaxation (T1), and spectral diffusion 
caused by interconversion of molecular subensembles and driven by the reorganization of 
solvent molecules.36,163-164 
In Figure 4.3a-c, the peak shape is diagonally elongated at short Tws, indicating that 
the Si-H oscillators have not yet sampled the full range of local and/or solvation 
environments. The solvent-free PDMS elastomer is more broadened along the diagonal 
direction than the other two systems at both short and long Tws; the presence of solvent 
enables new dynamics that perturb the νSi-H on multiple timescales. As the waiting time 
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increases, the 2D-IR contour shapes become more round, reflecting the loss of correlation 
due to spectral diffusion of the νSi-H oscillators (Figure 4.3d-f). By 4 ps, the 2D-IR spectral 
shape of the elastomer and cross-linker in pentane are nearly circular. Qualitatively, it 
appears that the timescales of structural rearrangements in the solvent-free elastomer are 
slower than those occurring in the solvated samples. 
To quantify these dynamic differences, the v = 0-1 peaks at all Tws were analyzed 
using the CLS method for both the elastomer and cross-linker with and without solvents. 
Figure 4.4 shows the CLS values as a function of Tw for the PDMS elastomer and cross-
linking oligomer without solvent (green), and swollen or dissolved in 2-propanol (black), 
chloroform (red), and pentane (blue). Compared to the FTIR spectra in Figure 4.2, the CLS 
decays are more sensitive to changes occurring during the swelling process. A single 
exponential function with an offset was sufficient to model the CLS data for all samples. 
The solvent-free elastomer is the least dynamic sample on the timescale of this 
measurement. Since none of the CLS decays reached the baseline, the Si-H oscillators must 
remain somewhat correlated with their starting frequencies even after 10 ps; there are 
structural dynamics that occur on the timescales that are much longer than tens of 
picoseconds and appear as pseudo-static inhomogeneity.  
The CLS decays can be used to obtain the full FFCFs, thereby separating the 
homogeneous and inhomogeneous contributions to the FTIR lineshapes.163-164 The 
resulting FFCF parameters are given in Table 4.2. 
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Figure 4.4. CLS decays as a function of Tw for PDMS elastomer (solid markers) and cross-linker oligomer 
(open markers) in no solvent (green), 2-propanol (black), chloroform (red), and pentane (blue). Overlaid are 
solid lines (elastomer) and dashed lines (cross-linker) to show the multiexponential fits to the data described 
in the text. The markers are the average CLS values and the error bars are the standard deviations. 
 
Table 4.2. FFCF parameters for the PDMS elastomer and cross-linker oligomer without solvent and swollen 
or dissolved in various solvents. 
sample solvent Δ1 (𝐜𝐦−𝟏)a τ1 (ps)b Δo (𝐜𝐦−𝟏)a Γ (𝐜𝐦−𝟏)a 
PDMS 
elastomer 
none 9 (± 2) 2.7 (± 0.4) 13 (± 1) 1.5 (± 0.3) 
2-propanol 13 (± 2) 3.2 (± 0.4) 11 (± 2) 2.4 (± 0.5) 
chloroform 14 (± 2) 2.3 (± 0.4) 13 (± 2) 2.2 (± 0.5) 
pentane 11 (± 1) 1.8 (± 0.2) 12 (± 2) 2.0 (± 0.3) 
cross-linker 
oligomer 
none 14 (± 2) 1.5 (± 0.2) 9 (± 2) 4.7 (± 0.6) 
2-propanol 13 (± 2) 2.2 (± 0.3) 11 (± 2) 3.3 (± 0.5) 
chloroform 15 (± 2) 1.7 (± 0.2) 13 (± 2) 3.8 (± 0.7) 
pentane 13 (± 2) 1.7 (± 0.2) 9 (± 2) 3.4 (± 0.4) 
a Errors show the range over which the parameter could be increased while other parameters floated to fit the 
FTIR lineshape 98% as well as the best value 
b Standard error of the exponential fit 
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Comparing the top four and bottom four samples in Table 4.2, we can look at the 
impact of polymerizing the hydride probe into an elastomer. The homogeneous linewidths, 
Γ, which represent unresolvably fast dynamics, are consistently narrower for the elastomer 
than that of the cross-linker in the same solvents and in the absence of solvent. This shows 
that the frequency fluctuations experienced by the hydride mode are either consistently 
slower or lower amplitude when the cross-linking oligomer is incorporated into the PDMS 
matrix.  
Inhomogeneous contributions to the FTIR linewidth can be separated into spectral 
diffusion (Δ1 and τ1) and pseudo-static inhomogeneity (Δo). Spectral diffusion is uniformly 
lower in amplitude (Δ1) and slower (τ1) when the hydride is a part of the elastomer. The 
structural motions that perturb νSi-H in the PDMS elastomer induce smaller, less frequent 
stochastic frequency shifts than when the cross-linking oligomer chains are free in solution. 
Still comparing the elastomer (top four rows in Table 4.2) to the cross-linker (bottom four 
rows in Table 4.2) in the same solvent environment, the pseudostatic inhomogeneity (Δo) 
has a larger contribution on average to the FTIR linewidth for the elastomer. Collectively, 
the top and bottom halves of Table 4.2 show that the νSi-H experiences slowing and damping 
of structural dynamics on all timescales probed by 2D-IR spectroscopy in all solvents when 
the cross-linking oligomer is incorporated into the elastomer. The oligomer chains have 
more freedom of movement, since they are unrestricted by the cross-links that are found in 
the elastomer. The total inhomogeneous amplitudes (Δo+ Δ1) reproduce the trends observed 
in peak widths in Figure 4.2 demonstrating that the peak width is dominated by 
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heterogeneity and that those subtle differences in the FTIR spectra in different solvents are 
due to inhomogeneous broadening effects. 
The FTIR lineshapes for both the elastomer and oligomer across all solvents are 
dominated by inhomogeneous broadening (spectral diffusion and pseudostatic 
inhomogeneity). In the case of the elastomer, this is due, in part, to the fact that the cross-
linking reaction does not react homogeneously. However, most models use an ideal 
homogeneous network when describing the swelling process, where the swelling ratio is a 
direct function of cross-linking density.83,85,87-88,98 This direct relationship predicts that one 
should be able to determine the cross-linking density of elastomers by performing swelling 
experiments. Due to the large inhomogeneity present in the PDMS elastomer, the swelling 
experiment is not a good metric – the swelling of the elastomer is inhibited by 
heterogeneities making the cross-linking density appear higher than the actual value.123 In 
principle, the heterogeneity experienced by the silicon hydride that was obtained by 2D-IR 
spectroscopy could be used as a measure of structural heterogeneity to improve the 
accuracy of cross-linking determined from swelling measurements. 
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Figure 4.5. Amplitudes (a) and correlation times (b) for spectral diffusion determined for PDMS elastomer 
(black circles), cross-linking oligomer (red squares), and TriMOS (blue triangles).249 The x-axis uses 
normalized swelling ratios for 2-propanol (1.09), chloroform (1.39), and pentane (1.44) in PDMS, as reported 
elsewhere,124 as a measure of solvent interaction strength. 
 
A relevant comparison can be made to the fast spectral diffusion for a small 
molecule silane reported previously by our group.249 Trimethoxysilane (TriMOS) is a 
simpler system with the silicon hydride bearing three methoxy groups. The spectral 
diffusion amplitudes and correlation times for TriMOS in 2-propanol, chloroform, and 
pentane are plotted in Figure 4.5a and Figure 4.5b, respectively, along with the 
corresponding parameters from Table 4.2 as a function of the swelling ratios for the PDMS 
systems. Strictly speaking, the swelling ratio is only relevant to PDMS but is used here as 
a general metric for solvent interaction strength. The Δ1 values in Figure 4.5a reveal 
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identical trends among the cross-linker, elastomer, and TriMOS: pentane < isopropanol < 
chloroform. Similarly, the τ1 values in Figure 4.5b show that the correlation times decrease 
monotonically from 2-propanol to chloroform to pentane. The amplitude changes are more 
dramatic and the correlation times are faster for TriMOS, but the fact that these parameters 
change in the same ways shows that the hydride in the elastomer and cross-linker 
experiences spectral diffusion that is characteristic of these three solvents. The lack of 
quantitative agreement may be ascribed to the possibility that the solvation shell around 
the silicon hydride is partly occupied by the globular oligomer in the cross-linker or 
adjacent polymer chains in the elastomer. This can also be seen more clearly when 
comparing the elastomer swollen in 2-propanol is compared to the other scenarios. The 
degree of swelling (
final weight-initial weight
initial weight
×100) of the elastomer in 2-propanol is less than 
20%, but exceeds over 100% in chloroform and pentane.124,245,252 The correlation time is 
the longest compared to those of the other solvents (and is close to that of the elastomer in 
the absence of solvent), suggesting that the hydride mode is influenced by nearby polymer 
chains as well, making the correlation time seem slower. Nonetheless, the trends in Figure 
4.5 provide compelling evidence that a significant portion of the solvation shell around the 
silicon hydride includes the swelling solvent. 
The Δo and Γ values for νSi-H in either the elastomer or the cross-linker in the three 
different solvents are the same within error. However, there is a distinct increase in Γ upon 
going from no-solvent to any of the three solvents. This shows that there are some 
characteristic dynamics experienced by νSi-H due solely to the motions of PDMS or cross-
linking oligomer. MD simulations showed that swollen polymer chains experience fewer 
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polymer-polymer interactions due to the presence of the liquid solvation layer.129 As the 
polymer chains become solvated, the solvent shell proximal to the hydride is at least partly 
replaced by solvent molecules that bring their own characteristic dynamics to influence the 
hydride frequency fluctuations. Note that Γ was not independent of solvent type in the 
FFCF of TriMOS,249 adding further support to the hypothesis that the hydride may not be 
fully accessible to the swelling solvent, thereby retaining some influence from the nearby 
polymeric dynamics.  
 
4.5. Conclusions 
This study viewed the structural dynamics of an oligomeric cross-linker and a 
cross-linked elastomer from the perspective of a covalently bound silicon hydride. A subset 
of the full palette of dynamics in these systems was reported through the lens of ultrafast 
frequency fluctuations experienced by the hydride mode. When immersed in solvents with 
a range of free energies of mixing, the siloxane chains extended to reach new 
thermodynamically favored conformations with modified structural motions. I have fully 
characterized the static and dynamic structural effects reflected in the silicon hydride 
vibration for the initial and final thermodynamic states of swelling in three different 
solvents. The FTIR spectra of this mode were broad and relatively insensitive to swelling; 
2D-IR analysis showed that this was due to overwhelming chemical heterogeneity. 
Importantly, spectral diffusion experienced by the hydride mode in solvent swollen 
elastomers and solvent dissolved cross-linker matched the characteristics expected for the 
three solvents studied. Even in the absence of solvent, I observed structural dynamics of 
Chapter 4. Influence of Solvent Swelling on Ultrafast Structural Dynamics in 
Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 142 
the polymer chains on the same timescale as the solvent dynamics. Hence, when the 
elastomer was swollen, I could not fully rule out the possibility that polymer dynamics 
contributed to the observed measurements; there may be underlying polymer motions for 
the swollen/dissolved species that explain some deviations from the previous values for 
TriMOS. However, to further the understanding of the underlying microscopic processes 
involved in the swelling process, MD simulations would need to be implemented.2,36,38 The 
influx of solvent during elastomer swelling is known to be moderated by polymer backbone 
and side chain dynamics such as those measured in this study. From an applications 
perspective, this work shows that solvent motions themselves may play a critical role in 
the rate of swelling by modulating elastomer permeability. Therefore, modeling polymer 
side chain dynamics in the absence of solvent may not be sufficient to predict accurately 
polymer permeabilities.b  
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4.6. Full Set of 2D-IR Spectra 
 
 
Figure 4.6. All 2D-IR spectra collected for pure cross-linking oligomer, no additional solvent. 
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Figure 4.7. All 2D-IR spectra collected for cross-linking oligomer in isopropanol. 
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Figure 4.8. All 2D-IR spectra collected for cross-linking oligomer in chloroform. 
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Figure 4.9. All 2D-IR spectra collected for cross-linking oligomer in pentane. 
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Figure 4.10. All 2D-IR spectra collected for PDMS with no added solvent. 
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Figure 4.11. All 2D-IR spectra collected for PDMS swollen in isopropanol. 
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Figure 4.12. All 2D-IR spectra collected for PDMS swollen in chloroform. 
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Figure 4.13. All 2D-IR spectra collected for PDMS swollen in pentane. 
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5.1. Chapter Summary 
Fourier transform infrared (FTIR) and two-dimensional IR (2D-IR) spectroscopies 
were applied to polydimethylsiloxane (PDMS) cross-linked elastomer films. The 
vibrational probe for the systems studied was a silicon hydride mode that was covalently 
bound to the polymer chains. The structure and dynamics reported by this mode were 
measured in response to a wide range of chemical and physical perturbations, including 
elevated curing temperature, increased curing agent concentration, mechanical 
compression, and cooling to near the glass transition temperature. The FTIR spectra were 
found to be relatively insensitive to all of these perturbations, and 2D-IR spectroscopy 
revealed that this was due to the overwhelming influence of heterogeneity on the spectral 
lineshape. Surprisingly, the deconvoluted spectral lineshapes showed that there were only 
slight differences in the heterogeneous and homogeneous dynamics even with the drastic 
macroscopic changes occurring in the different systems. In the context of modeling 
polymer behavior, the results confirm that dynamics on the ultrafast timescale need not be 
included to properly model PDMS elasticity. 
 
5.2. Introduction 
The macroscopic properties of polymer networks originate from microscopic 
behavior for most cases. For example, solute diffusion through polymer membranes is 
intimately tied to the side-chain dynamics that open and close transient conduits through 
the matrix.130-132,134-135,244 Likewise, the recoverability of an elastomer network from 
macroscopic deformation, or elasticity, likely has some relationship to microscopic 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 153 
molecular rearrangements. There have been many theories describing how the molecular 
environment at the cross-links influences the elasticity of an elastomer but the degree to 
which the cross-link fluctuations must be included is debated.83,92,94-95 On some timescales, 
the molecular dynamics at the cross-links must influence the elasticity of elastomers, as 
seen by the slower segmental motions.93,114,117,253-254 On the other hand, fast structural 
motions monitored indirectly by rotations of a probe molecule at a cross-link had no 
correlation with the macroscopic properties of polymers.113 
Elastomers have technological importance due to the wide range of applications 
like adhesives, sealants, coatings, and enapsulants.51-53 Each of these applications requires 
different mechanical properties that can be altered by changing the polymer chain lengths, 
cross-linking density, cure temperature, and the additional fillers added during the cross-
linking reaction.61-63,80 Altering the elastomer film in this manner results in a material with 
the desired properties but lacking a well-understood microscopic structure.63 Ultimately, 
the underlying network structure and dynamics dictate the performance of the elastomer, 
so there is a need to improve the understanding between the microscopic polymer network 
and the macroscopic properties in order to manufacture better materials.  
The elastic modulus is one way to quantify the elasticity of an elastomer by 
measuring the resistance to deformation in one dimension.94-95 Over the years, many 
theories have been developed to explain the contributions that the microscopic environment 
has on this macroscopic property. Flory developed the affine network model,83,86-89 which 
assumed no fluctuations of the cross-links due to being suppressed by local intermolecular 
entanglements; the microscopic deformation of the elastomer network is proportional to 
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the macroscopic deformation of the sample. There is no contribution of the cross-link 
junctions to the modulus due to the cross-links being static. However, the cross-links in the 
network should be able to fluctuate inside the polymer matrix due to thermal fluctuations, 
so Guth developed the phantom network model83,89,98 in which the cross-links contribute 
to the modulus due to the cross-links moving freely. The microscopic deformation of the 
mean positions of the cross-links is proportional to the macroscopic deformation, while the 
fluctuations are independent of this strain. Both models apply to monodisperse networks 
and neglect both the excluded volume of chains and entanglement effects, hence assuming 
an ideal homogeneous network.  
The affine network model and the phantom network model are the two descriptions 
of the modulus in the limits of no fluctuations or maximum fluctuations of the cross-links. 
Intermediate models exist in which the cross-links are constrained within the polymer 
network. To allow for partial fluctuations of the cross-links, Flory and Erman developed 
the constrained junction model.101-103 This model assumes that the cross-links fluctuate like 
the phantom network model, but can be hindered somewhat by the entanglements like the 
affine network model. Therefore, the elastic modulus is found to be intermediate to those 
predicted by the affine and phantom network models. Entanglements could be permanently 
trapped during network formation, so Langley and Graessley104-105 included the 
contributions of these trapped entanglements to the modulus. This approach allowed 
separation of the contributions from the chain entanglements due to chemical cross-links 
and the permanently trapped physical entanglements. 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 155 
The preponderance of elasticity models highlights the challenges to describing how 
polymer structure and cross-link dynamics contribute to the elastic modulus. Previous 
experiments have found that the elastic modulus is not modeled well using the affine 
network or the phantom network models and needed to include entanglements.89 However, 
the nature of the cross-links and the entanglements found in the elastomer are not defined. 
Some believe that the entanglements affect the properties by restricting the fluctuations,109 
while others argue that they contribute more to the cross-link contribution by acting like 
pseudo-cross-links.110-112 Excluding the affine network model, the macroscopic elastic 
moduli of elastomer networks are believed to be governed to varying degrees by molecular 
dynamics at the cross-links.93,113 Polymer structural dynamics span many orders of 
magnitude in time from milliseconds114-115 to picoseconds.115-116 Skeletal and lattice 
vibrations have typical periods of 0.1 ps to 1 ps.115 The reorientation of groups, drifting of 
chains, rotations of internal segments, or slow changes in conformation occur on the 
timescale of 1 μs to 10 μs.115 In this chapter, Fourier transform infrared (FTIR) and two-
dimensional infrared (2D-IR) spectroscopies were used to characterize ultrafast structural 
dynamics in a PDMS elastomer network in response to a range of chemical and physical 
perturbations that modulate the elastic modulus. Vibrational solvatochromism and spectral 
diffusion for the intrinsic silicon hydride (Si-H) vibrational mode served as markers for the 
interdependence of microscopic and macroscopic properties, allowing us to test the 
hypotheses asserted by several of the elasticity models described above. 
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5.3. Experimental Materials and Methods 
Cross-linked PDMS elastomer thin films were fabricated using a Sylgard® 184 
silicone elastomer kit from Dow Corning, consisting of an elastomer base (Sylgard-184A) 
and a curing agent (Sylgard-184B).66-68 The elastomer base contained >60 wt% vinyl-
terminated oligomers, 30-60 wt% dimethylvinylated and trimethylated silica, 1-5 wt% 
tetra(trimethoxysiloxy)silane, and a Pt-based catalyst. The curing agent contained 40-70 
wt% poly(dimethyl, methylhydrogensiloxane), 15-40 wt% dimethylvinyl-terminated 
poly(dimethylsiloxane) oligomers, 10-30 wt% dimethylvinylated and trimethylated silica, 
and 1-5 wt% tetramethyl tetravinyl cyclotetrasiloxane.60-62 
The curing agent contains the cross-linker, which is poly(dimethyl, 
methylhydrogen siloxane) due to the silicon hydride (see Figure 4.1). The silicon hydride 
also serves as the vibrational probe in this study due to not fully reacting. The polymer 
network is created by the cross-linker reacting with the dimethylvinyl-terminated 
poly(dimethylsiloxane) oligomers and tetramethyl tetravinyl cyclotetrasiloxane. The kit 
also contains dimethylvinylated and trimethylated silica as reinforcing materials to 
improve the mechanical properties of the elastomer.60,66-67 A modulator, 
tetra(trimethoxysiloxy)silane, is needed to inhibit the fast cross-linking at room 
temperature to allow more time to prepare the samples.71 
The elastomer base and curing agent were mixed with a 10:1 mass ratio. The 
samples that have 20% and 30% curing agent, however, had the elastomer base and curing 
agent mixed in 10:2 and 10:3 mass ratios, respectively. Upon mixing, a platinum-catalyzed 
hydrosilylation reaction occurs between the vinyl groups in the elastomer base and the 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 157 
silicon hydrides in the curing agent.61,71 The mixture was then doctor-bladed in a 5 mm x 
5 mm square opening in the middle of a piece of Magic or Scotch tape (~38 or ~51 μm 
thickness, respectively) on a 3 mm CaF2 window. The thin films that underwent 
compression required the films to be thicker than ~51 μm, so three pieces of Scotch tape 
stacked upon one another (~151 μm thickness) were used instead. A circular opening with 
a 1.5 cm diameter in the middle of a single piece of scotch tape was needed for the PDMS 
cooled below room temperature to allow a larger sample surface required for the VPF-100 
Cryostat. The temperature of the Cryostat was controlled with a Lake Shore Model 325 
Temperature Controller. The samples cured under ambient conditions for 2 days, except 
for the heat cured samples. The heat cured samples cured for 35 min when heated at 100℃, 
for 20 min when heated at 125°C, and for 10 min when heated at 150°C, following the 
product information sheet.68 For clarity, throughout this study an “unaltered” PDMS 
sample is defined as using 10% curing agent and being cured at room temperature for 2 
days. 
The PDMS elastomer films were studied spectroscopically by lightly pressing the 
CaF2 window containing the sample against a clean CaF2 window with a 50 µm Teflon 
spacer between the two in air. The compressed samples did not use a spacer due to the 
design of the compression cell as shown in Figure S1. The compression cell (Figure 5.1) 
was designed to allow IR beams to pass through as well as letting the user see the lateral 
expansion of the sample during compression. A Force Sensing Resistor (FSR)® was 
implemented into the compression cell to measure the pressure that was being applied to 
the polymer thin films. The resistance of the FSR decreases with an increase in the 
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force/pressure being applied to the sensor. The Interlink Electronics FSR® 404 was used 
for this experiment due to its donut shape allowing light to pass through the center hole. 
The FSR had to be calibrated to give accurate force/pressure reading for the resistances 
measured with the calibration curve shown in Figure S2. The pressures used will be 
discussed later. 
 
 
Figure 5.1. Compression cell schematic. From left to right: aluminum plate with screw holes, rubber o-ring, 
CaF2 window, CaF2 window with sample, 50 μm Teflon spacer, 3/8 in. flat washer (1-inch diameter), ¼ in. 
flat washer (5/8 inch diameter), ¼ in black neoprene washer (1 inch diameter), FSR® 404, ¼ in. flat washer, 
3/8 in. flat washer, rubber o-ring, and aluminum plate with screw holes. By tightening the two aluminum 
plates together, the sample can be compressed between the two CaF2 windows with the FSR® 404 measuring 
the amount of force/pressure being applied to the sample. 
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Figure 5.2. Resistance versus pressure calibration curve for the FSR® 404 plotted on a logarithmic scale. 
The pressure was calculated using an active area of 1.60 cm2 for the actuator on the FSR® 404. The fit was 
found to be log(R) = (-0.71979 ± 0.013408)P + (4.32617 ± 0.03231231) with an R2 value of 0.991. 
 
Fourier transform infrared (FTIR) spectra were collected on a Nicolet 6700 FTIR 
spectrometer (Thermo Scientific) with at least 16 scans and a resolution of 1 cm-1. A 
background spectrum was not needed due to the samples being solvent-free. However, the 
data were baselined with a polynomial in the 2075 to 2250 cm-1 range. 
The 2D-IR instrument has been described previously in Section 2.3.3.4,13 A 
regeneratively amplified Ti:Sapphire laser (Spectra-Physics, 800 nm, 40 fs pulse duration, 
500 mW, 1 kHz repetition rate) pumped an optical parametric amplifier (OPA, Spectra-
Physics) to generate near-IR beams. The near-IR signal and idler beams were difference 
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frequency mixed in a silver gallium sulfide crystal (AgGaS2, 0.5 mm thick) to generate 
mid-IR pulses (3 µJ /pulse, 90 fs FWHM, ~200 cm-1 bandwidth FWHM) tuned to the 
silicon hydride (Si-H) stretching frequency of ~2160 cm-1. The pulses were then divided 
into three ~1 µJ p-polarized pulses and focused at the sample in a BOXCARS geometry.152 
The generated vibrational echo signal was heterodyned with a local oscillator and detected 
with a liquid N2 cooled MCT linear array detector (Infrared Associates, Inc.) with a spectral 
resolution of ~4 cm-1. The system was continuously purged with dry air (-100 °F dew point) 
during data collection from the OPA to the detector.   
For each 2D-IR spectrum, the time delay between pulses 2 and 3, Tw, was 
maintained at a fixed value while the time delay between pulses 1 and 2, τ, was scanned in 
increments of 5 fs to subsequently Fourier transform into the first frequency dimension (x-
axis, ωτ, or ω1).2,36,38 The second dimension (y-axis, ωm, or ω3) was obtained by an optical 
Fourier transform of the heterodyne detected vibrational echo signal by dispersing it from 
the monochromator diffraction grating. The resulting data were processed to obtain the 
purely absorptive 2D-IR spectrum153,205 and phase corrected using the pump-probe 
projection theorem and the absolute value center as constraints due to the BOXCARS 
geometry as described in Section 2.3.4.158,164 Due to the local oscillator not passing through 
the sample, the FTIR spectrum of the sample was used as an absorption correction prior to 
phasing the 2D-IR spectra.157  
The 2D-IR spectra were analyzed using the centerline slope (CLS) method to obtain 
the frequency-frequency correlation function (FFCF).163-164 For the CLS analysis, the 
maximum intensity for the 0-1 and its associated central frequency on the ω1 axis were 
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found for all the 2D-IR spectra for each of the systems. The frequency range used to find 
the CLS was the central frequency ± 8 cm-1, since a wider/narrower range did not change 
the CLS values significantly. 
The FFCF was modeled according to the following equation: 
 𝐹𝐹𝐶𝐹(𝑡) =
𝛿(𝑡)
𝑇2
+ Δ1
2 exp (
−𝑡
𝜏1
) + Δ0
2 (5.1) 
δ(t) is a delta function and T2 is the total dephasing time, which has contributions from the 
vibrational and orientational relaxations as well as the pure dephasing time, 𝑇2
∗.163-164 The 
orientational relaxation has negligible contribution in PDMS elastomer films due to the 
polymer chains being linked together via cross-links to make a solid film, hindering 
rotations of the polymer chains. The relationship between T2, 𝑇2
∗, and the vibrational 
relaxation lifetime, T1, is: 
 
1
𝑇2
=
1
𝑇2
∗ +
1
2𝑇1
 (5.2) 
The pure dephasing time, 𝑇2
∗, is the time it takes for the oscillators that comprise 
the macroscopic polarization to lose the phase relationship without the loss of excitation. 
The pure dephasing time arises from fast intramolecular dynamics and intermolecular 
interactions that cause random, fast fluctuations in the vibrational frequency of the mode.143 
T2 defines the homogeneous line width at half-maximum, 𝛤, through the relation: 𝛤 =
1
𝜋𝑇2
.36,138 Δ0 is the contribution from pseudo-static inhomogeneous broadening due to the 
structural dynamics in the elastomer that influence the Si-H frequency but evolve on a 
much slower timescale than our measurements. Δ1 is the average amplitude frequency 
shifts caused by a particular frequency-perturbing process with correlation time 𝜏1.
163-164 
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Therefore, Δ1 and Δ0 are the standard deviations of the Gaussian distribution of the Si-H 
frequencies. To obtain the total standard deviation (Δ), Δ1 and Δ0 must be added in 
quadrature. The FWHM of the Gaussian lineshape, 𝑓𝑔, is related to Δ through the relation 
2Δ√2ln (2).36,165 The total FWHM of the lineshape, which is a Voigt profile, can be found 
using the approximation of 
Γ
2
+ √
Γ2
4
+ 𝑓𝑔2.
166 
The time constant (𝜏1) in the FFCF parameters was obtained directly from fitting 
the CLS decays, which has been shown to be highly accurate.163-164 However, the amplitude 
of the exponential contribution (Δ1) and the offset (Δ0) assume a FFCF normalized to unity 
and a y-intercept that is likewise normalized. The amplitude from the CLS decay fits and 
the linear FTIR FWHM were used to calculate approximate values for Δ1, Δ0, and 𝑇2 of 
the full FFCF by following the procedure by Kwak and co-workers.163-164 These initial 
values were then applied to a FFCF, where the first-order response function was used to 
reproduce the linear FTIR lineshape.137 The lineshape was fit by iteratively varying the 
amplitudes, as well as the central frequencies, while holding the time constant. The CLS 
method was developed using the short-time approximation, so the values for Δ1, Δ0, and 
𝑇2 are underestimated due to the method’s inability to distinguish between homogeneous 
terms and fast spectral diffusion (compared with the FID) as described earlier in Section 
2.3.6. Therefore, the floated Δ1, Δ0, and 𝑇2were constrained to only increase from the 
estimated values. 
IR pump probe spectroscopy was carried out with the same laser system described 
above.4,13 The data were fit from 1 to 100 ps to determine the population relaxation times 
(lifetime, T1) for the v = 0-1 and 1-2 transitions. The vibrational relaxation times for these 
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two transitions consistently showed the same trends; the 0-1 values were used in data 
analyses. The T1 values were found by fitting the decays to single exponentials (values 
provided in Table 5.1. 
 
5.4. Results and Discussion 
PDMS elastomer films in this work were prepared with a range of curing 
temperatures and amounts of cross-linker agent, and then characterized at room and low 
temperatures, and with and without mechanical compression in one dimension. Increasing 
the curing temperature increases the cross-linking density of the polymer due to having 
more of the Si-H moieties react with the vinyl functional groups. The higher curing 
temperatures also cause loops to form in the polymer network, while decreasing the number 
of dangling or unreacted ends of polymer chains when compared to lower curing 
temperatures.123 Previous studies have found that higher curing temperatures (along with 
longer curing times) do have an effect on the modulus of the films.255-258 Changing the 
mass ratio between the elastomer base and the curing agent also has an effect on the 
physical characteristics of the films. Increasing the cross-linker agent percentage makes a 
material more rigid (higher modulus) due to increasing the cross-linking density by adding 
more Si-H groups that can react with the vinyl groups.59,259-260 However, increasing the 
curing concentration beyond 10% could leave an excess of unreacted curing agent in the 
system, which could in turn make the modulus decrease when compared to the 
manufacturer ratio of 10%.261-262 In addition to chemically altering the polymer network, 
the samples were compressed to actively strain the polymer. Compressing the elastomer 
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films in one dimension stretches it uniformly in the other two dimensions, causing the film 
to be under active stress during measurements. The range of pressures ranged from barely 
squeezing (232 kPa) the polymer to being on the brink of breaking CaF2 windows (651 
kPa). Even with the higher pressure, the elastomer was able to recover its original shape 
(by eye) after the stress was removed. Cooling a polymer towards its glass transition 
temperature (Tg) causes the elastomer to become more glass-like, more brittle with a higher 
modulus. For example, the shear elastic modulus is 250 kPa for PDMS and changes at a 
small rate of 1.1 kPa/°C.263 Tg for uncross-linked PDMS is -123°C with a melting 
temperature, Tm, around -40°C. 
57,263 When the polymer is cross-linked, Tg changes slightly 
but not a significant amount.264 
The baselined and normalized FTIR spectra for the silicon hydride vibration, νSi-H, 
on the PDMS elastomer thin films under various perturbations are shown in Figure 5.3a-d. 
The center frequencies (νSi-H) and peak widths (full width at half maximum, FWHM) of 
the νSi-H in the various systems are provided in Table 5.1 for comparison. The νSi-H 
frequency has been shown to be tuned by the inductive effect of the substituents attached 
to the silicon in small molecules,229,231,249-251 but is found here to be relatively insensitive 
to these macroscopic perturbations. When the PDMS elastomer is swollen with different 
solvents, the center frequency was also insensitive.265  However, the largest peak shift is 5 
cm-1 for the film heat cured at 150°C (Figure 5.3b), which is larger than any of the swollen 
elastomer systems. The compressed elastomer thin films also experience a similar peak 
shift. Slight changes in the local electrostatic environment around the vibrational oscillator 
induce these shifts in the vibrational transition energies. The insensitivity of the mean Si-
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H stretching frequencies demonstrates that there are similar average local environments in 
the various elastomer films. 
 
 
Figure 5.3. Baselined and normalized FTIR spectra of the Si-H vibration for PDMS elastomer thin films 
with a) increasing curing temperature, b) increasing curing agent percentage, c) increasing pressure, and d) 
being cooled, with the CLS decays as a function of Tw for each respective perturbation (e-h). Black 
lines/markers denote unaltered PDMS in all plots; blue, red, and green represent 100℃, 125℃, and 150℃ 
in plots (a) and (e); blue and red represent 20% and 30% curing agent in plots (b) and (f); blue, red, green, 
orange, light blue, and purple represent 232, 249, 299, 371, 478, and 651 kPa in plots (c) and (g); and red for 
PDMS cooled to -43℃ for plots (d) and (h). The markers are the average CLS values with the error bars as 
the standard deviations. The unaltered PDMS elastomer thin film FTIR spectrum and CLS data are shown in 
all of the respective frames to show the slight differences occurring. 
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Table 5.1. Frequency (νSi-H), peak width (FWHM), and vibrational lifetime (T1) values for the PDMS 
elastomer thin films under various perturbations. 
sample conditions νSi-H (cm-1) FWHM (cm-1)  T1 (ps)
a 
Unaltered PDMS  2161.3 36.9 5.0 (± 0.2) 
PDMS Heat Cured 
100 ℃ 2158.0 37.7 4.86 (± 0.08) 
125 ℃ 2155.5 38.9 4.9 (± 0.1) 
150 ℃ 2156.0 37.6 4.89 (± 0.07) 
Increased Cross-
Linker 
20% (10:2) 2160.4 38.6 5.05 (± 0.07) 
30% (10:3) 2161.8 39.8 5.3 (± 0.7) 
Compressed PDMS 
232 (± 6) kPa 2158.4 38.3 4.91 (± 0.09) 
249 (± 7) kPa 2158.0 38.0 - 
299 (± 8) kPa 2157.5 37.8 4.9 (± 0.4) 
371 (± 9) kPa 2158.0 38.5 4.96 (± 0.09) 
478 (± 12) kPa 2157.0 37.9 4.85 (± 0.08) 
651 (± 16) kPa 2157.5 38.5 4.9 (± 0.1) 
Cooled PDMS -43 ℃ 2160.8 38.3 4.9 (± 0.2) 
a. Standard error of the fit. 
 
The peak width of the FTIR spectrum has a similar insensitivity to the 
perturbations. The FTIR peak widths reflect the range of chemical environments around 
the silicon hydride groups contained in the sample as well as the time-dependent 
fluctuations of the vibrational frequencies that are driven by the polymer structural 
dynamics. Spectral diffusion and homogeneous broadening are measures of these 
fluctuations. Increasing the percentage of the curing agent had the largest change of 3 cm-1. 
These slight differences could be due to the local environment or the structural dynamics 
changing. Even with the silicon atom being less polarized and less sensitive to the 
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environment,265 the νSi-H is still sensing slight differences. Overall, the FTIR spectrum is 
relatively insensitive to the macroscopic changes that are occurring across these different 
alterations due to the linear lineshape reflecting the time-average molecular configurations.  
2D-IR spectroscopy was implemented to separate contributions to the FTIR 
lineshapes for the νSi-H into slow, pseudo-static and dynamic heterogeneity, and 
homogeneous dynamics. Figure 5.5 through Figure 5.17 show all of the collected 2D-IR 
spectra. A 2D-IR spectrum has two frequency axes. The x-axis (ω1) corresponds to the 
frequencies at which a subensemble of oscillators is excited by the first IR pulse. The y-
axis (ω3) is the range of frequencies that this subensemble exhibits after sampling its 
surroundings for a specific waiting time, Tw. The longer the waiting time, the longer the 
subensemble has had to sample its surroundings. Therefore, the 2D-IR spectrum yields the 
frequency-frequency time correlation for the subensembles beneath the FTIR 
lineshape.2,38,141,153,159 Each spectrum has a positive- and negative-going peak. The red 
positive-going peak corresponds to the v=0-1 transition (ground-state bleach) and lies on 
or above the diagonal. The blue negative-going peak corresponds to the v=1-2 transition 
(excited-state absorption) and is anharmonically shifted to lower frequencies along the ω3 
axis. When a large anharmonicity is present, a diagonal slice through the 0-1 peak reflects 
the range of frequencies captured by the linear FTIR lineshape. The antidiagonal width of 
the 0-1 peak represents the portion of the available frequencies that have been sampled 
during a given Tw, containing the contributions from very fast pure dephasing (T2
∗), 
vibrational relaxation (T1), and spectral diffusion caused by interconversion of molecular 
subensembles and driven by reorganization of the local environment.36,163-164 
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Qualitatively, all of the 2D-IR spectra look similar to one another. The peaks are 
diagonally elongated at early Tws, meaning that the modes are strongly correlated to their 
initial frequencies; the Si-H oscillators have not yet sampled the full range of local 
environments at early waiting times. As the waiting time increases, the 2D-IR peak shapes 
become slightly rounder, reflecting the loss of correlation due to spectral diffusion of the 
Si-H oscillators. The polymer structural motions must have an influence on the frequencies 
if spectral diffusion is occurring. The 2D-IR spectra for all the systems seem well-
correlated even after 5 ps; no subensemble of Si-H oscillators in the films is able to 
experience all of the local environments that are present.  
The v=0-1 peaks in the 2D-IR spectra for all Tws for the PDMS elastomer films 
under the various perturbations were analyzed using the CLS method to quantify the subtle 
differences between them.163-164 Figure 5.3e-h shows the CLS values as a function of Tw, 
where a single exponential function with an offset was sufficient to model the CLS data 
for all the systems studied. The CLS decays confirm that much of the dynamic processes 
on these timescales are insensitive to the macroscopic perturbations imposed upon PDMS 
in this study. However, there are slight differences that can be discussed. The CLS decays 
do not reach the baseline for any of the samples, so the Si-H oscillators must remain 
somewhat correlated with their starting frequencies even after 10 ps. There are structural 
dynamics that occur on timescales that are much longer than tens of ps and appear as a 
pseudo-static inhomogeneity. This pseudo-static inhomogeneity was also present when the 
PDMS elastomer films were swollen in various solvents.265 The pseudo-static 
inhomogeneity in the CLS decay decreased when solvent was introduced to the elastomer 
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network, but did not vary with solvent. In Figure 5.3e, the CLS decay is not sensitive to 
the increase in the cross-link density when the films are heat cured. Heat curing the samples 
causes the modulus of the films to increase (from 1.32 MPa with 25℃ cure to 2.59 MPa 
with 150℃),258 but the dynamics remained unchanged. Increasing the curing agent 
percentage, however, caused the dynamics to become faster as shown in Figure 5.3f with 
a lower offset. The modulus also increases with the curing agent percentage, but not as 
much as heat curing the samples (1 MPa with 10% curing agent to 1.3 MPa with 20% 
curing agent). If the dynamics to which the νSi-H is sensitive were correlated to the elastic 
modulus, then both the heat cured samples and increased curing agent samples would have 
had similar changes in their CLS decays. However, the CLS decays are not similar, 
meaning whatever fast structural motions are reported by the Si-H are not involved in the 
elastic properties of the polymer. Straining the polymer with the compression confirms this 
as well. Figure 5.3g shows the polymer being compressed by different pressures, while the 
CLS decay remains unchanged; the Si-H mode is insensitive to this macroscopic change. 
The νSi-H seems to be more sensitive to the local microscopic environment changing due to 
the increase of the cross-linker component than the macroscopic environment changing. In 
Figure 5.3h, cooling the PDMS elastomer film had an effect on the dynamics by increasing 
the offset. The slower dynamics captured in this offset cannot be due to the macroscopic 
changes, since the vibrational mode was not sensitive to the elastic properties changing 
with all the other samples studied. Cooling the PDMS elastomer film makes a more glassy 
polymer, but the damping of the dynamics must be due to the thermal fluctuations of the 
polymer decreasing, which decreases the amount of motion in the polymer films. However, 
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the elastomer films being swollen with various solvents had more of a dramatic change to 
the CLS decays.265 This confirms our hypothesis in that previous study that the differences 
in the dynamics must have been due to changes in the local environment with the inclusion 
of the solvent rather than the polymer network expanding during the swelling process. The 
CLS decays for the νSi-H in PDMS are more sensitive to the local chemical environment 
changing than the macroscopic environment.  
The full FFCFs are obtained by using the CLS decays along with the FTIR 
lineshape, which separates the homogeneous and inhomogeneous contributions to the 
FTIR lineshapes.163-164 The resulting FFCF parameters are given in Table 5.2. Overall, the 
values are similar to one another for each of these parameters, but there are slight 
differences. To highlight these slight differences, Figure 5.4 shows the inhomogeneous and 
homogeneous contributions to the FTIR lineshape with the various perturbations. 
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Table 5.2. FFCF Parameters for the PDMS elastomer thin films under various perturbations. 
sample conditions Δ1 (𝐜𝐦−𝟏)a τ1 (ps)b Δ0 (𝐜𝐦−𝟏)a Γ (𝐜𝐦−𝟏)a 
Unaltered  9 (± 2) 2.7 (± 0.4) 13 (± 1) 1.5 (± 0.3) 
Heat Cured 
100℃ 10 (± 2) 1.7 (± 0.3) 13 (± 2) 1.7 (± 0.4) 
125℃ 10 (± 2) 3.9 (± 0.7) 13 (± 2) 1.5 (± 0.7) 
150℃ 9 (± 2) 2.6 (± 0.5) 13 (± 2) 1.4 (± 0.6) 
Curing Agent 
Percentage 
20% (10:2) 10 (± 1) 2.0 (± 0.3) 13 (± 1) 1.8 (± 0.2) 
30% (10:3) 13 (± 2) 2.4 (± 0.4) 11 (± 2) 2.0 (± 0.3) 
Compressed 
232 (± 6) kPa 10 (± 2) 4 (± 1) 13 (± 2) 1.0 (± 0.4) 
249 (± 7) kPa 10 (± 2) 4 (± 1) 13 (± 2) 1.0 (± 0.4) 
299 (± 8) kPa 9 (± 2) 1.9 (± 0.4) 13 (± 2) 1.4 (± 0.3) 
371 (± 9) kPa 10 (± 2) 2.3 (± 0.4) 13 (± 2) 1.4 (± 0.4) 
478 (± 12) kPa 11 (± 2) 3.4 (± 0.8) 12 (± 2) 1.1 (± 0.4) 
651 (± 16) kPa 11 (± 2) 2.9 (± 0.5) 12 (± 2) 1.1 (± 0.2) 
Cooled -43℃ 8 (± 1) 1.7 (± 0.5) 14 (± 1) 1.5 (± 0.2) 
a. Errors show the range over which the parameter could be increased while the other parameters floated 
to fit the FTIR lineshape 98% as well as the best value 
b. Standard error of the exponential fit 
 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 172 
 
Figure 5.4. Amplitudes (black circles) and homogenous linewidth (blue circles) determined for PDMS 
elastomer thin films under various perturbations. The x-axis shows the systems studied in order of unaltered, 
heat cured, curing agent percentage, compressed, and cooled as labeled. Δ1 (filled black circles) and Δ0 (open 
black circles) are plotted along the black y-axis on the left of the plot. Γ (filled blue circles) is plotted along 
the blue y-axis on the right of the plot. The dashed grey lines show the unaltered PDMS FFCF parameters 
across the plot for comparison. 
 
The homogeneous linewidth, Γ, represents the unresolvably fast dynamics in the 
elastomer films. The homogeneous linewidth is the same within error for all the alterations 
performed on the PDMS films, but there are slight trends that can be seen in Figure 5.4. 
Elevated curing temperatures and cooling the PDMS elastomer had no effect on the 
homogeneous linewidth. Even when cooling the polymer to the point of crystallization, 
there are many fast structural motions occurring in the polymer due to Tg being so low, 
causing the homogeneous dynamics to remain unchanged. Heat curing did increase the 
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cross-linker density along with increasing the heterogeneity of the sample by forming loops 
in the chains, but the homogeneity remains the same. The homogeneous linewidth broadens 
with increasing curing agent percentage, showing that the frequency fluctuations 
experience by the νSi-H are either consistently faster or higher in amplitude. This may be 
due to having an increase in the curing agent component in the polymer network, since the 
elevated curing temperature samples did not have a significant change in the homogeneous 
linewidth. In the previous swelling study of PDMS, the curing agent on its own had a larger 
homogeneous linewidth.265 Therefore, the Si-H oscillators may be experiencing more of 
the curing agent environment than the oligomer chains found in the base. However, the 
broadening of the FTIR peak for the increased curing agent percentage samples cannot be 
due to the macroscopic properties of the elastomer changing, since the heat cured samples 
relatively have no change in the linewidth but experience a change in the elastic modulus. 
Compressing the elastomer seemed to narrow the homogeneous linewidth, but there is no 
correlation with the amount of pressure applied to the samples. The ultrafast dynamics 
sensed by the νSi-H must be disconnected from the stress applied to the polymeric chains. 
This may be evidence that the dynamics reported in the FFCF are in fact not polymer 
backbone movements but rather the methyl side chain motions that do not bear the stress 
during compression. Overall, the small contributions of the homogeneous linewidth to the 
broad FTIR lineshape shows the large inhomogeneity of the elastomer networks that should 
properly be included in elasticity models. 
The inhomogeneous contributions to the FTIR lineshape can be separated into 
spectral diffusion (Δ1 and τ1) and pseudo-static inhomogeneity (Δ0). The correlation time, 
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τ1, was shown to be influenced by nearby polymer chains when the PDMS elastomer was 
swollen in different solvents.265 The correlation times across all samples and perturbation 
ranged from 1.7 to 4.0 ps. This may seem like a large variation, but the errors are large on 
some of these values. Also, the variation of the correlation time may be due to the range of 
polymer motions that could be occurring at room temperature. Overall, there seems to be 
no trends with the variables tested.  
Elevating the curing temperature and compressing the polymer films had no effect 
on Δ1, again showing that the macroscopic changes do not have a large effect on the local 
environment. However, I do find that Δ1 increases slightly as the number of cross-linker 
molecules increases, meaning that the motion occurring is producing larger stochastic 
frequency shifts. In other words, the motion has more of an effect on the local environment, 
or there are more Si-H modes near each other where a fluctuation can have more of an 
effect on the frequency. The increase in the amplitude was also seen in the pure curing 
agent and the curing agent solutions.265 Therefore, the increase in the amplitude shown here 
is most likely due to the Si-H oscillators experiencing more of the curing agent 
environment than the elastomer network. On the other hand, cooling the elastomer films 
causes Δ1 to decrease due to the thermal energy of the system being much lower.  
The pseudo-static inhomogeneity (Δ0) also shows some slight trends. Like Δ1, heat 
curing and compressing the sample have no effect on the amplitude but increasing the 
curing agent percentage lowers the pseudo-static inhomogeneity while cooling the polymer 
increases the pseudo-static inhomogeneity. The reasoning is the same as in the previous 
paragraph. The Si-H oscillators are experiencing more of the curing agent oligomers than 
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the elastomer network causing the pseudo-static inhomogeneity to decrease. The pure 
curing agent also had a lower pseudo-static inhomogeneity in the previous paper.265 
Cooling the PDMS elastomer causes the polymer chains to move slower overall, so those 
ultrafast motions are slower. The FFCF parameters show that the macroscopic property of 
the films is not dependent on the ultrafast structural dynamics of the polymer. The 
differences in the dynamics are more due to the local environment changing chemically 
than physically. The large values of the inhomogeneous amplitudes show that the peak 
width is dominated by the heterogeneity and that the differences are mostly due to the 
inhomogeneous broadening effects. 
Finally, the FTIR lineshapes are dominated by inhomogeneous broadening 
(spectral diffusion and pseudo-static inhomogeneity). The inhomogeneity of the films must 
be due to the cross-linking reaction not reacting homogeneously, which was discussed 
previously when the PDMS elastomer films were swollen in different solvents.265 2D-IR 
spectroscopy is able to show that the elastomer network remains heterogeneous over the 
different physical and chemical perturbations. The heterogeneity remaining relatively 
unchanged shows the difficulty of measuring and modeling the underlying microscopic 
motions that result in the macroscopic properties. It is likely that a complete and predictive 
model of elastomer behavior will need to account for this heterogeneity. 
 
5.5. Conclusions 
This study viewed the structural dynamics of a cross-linked elastomer from the 
perspective of a covalently bound silicon hydride. The macroscopic properties of the films 
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were altered by heat curing, increasing the curing agent percentage, mechanical 
compression, and cooling the elastomer near Tg. The FTIR spectra of the silicon hydride 
mode were broad and relatively insensitive to the macroscopic changes occurring, which 
is due to the overwhelming chemical heterogeneity demonstrated by 2D-IR spectroscopy. 
There are ultrafast dynamics occurring in PDMS to which the Si-H mode is sensitive, yet, 
these dynamics have minimal connections to the macroscopic elastic properties of the 
polymer. Even though the polymer films were macroscopically perturbed, the microscopic 
picture remained relatively unchanged. The phantom network model or some intermediate 
model may be necessary to properly model the elasticity but the dynamics on the ultrafast 
timescale need not be included. From the perspective of the ultrafast dynamics, the affine 
network model would be a good approximation.  
The ultrafast dynamics that influence νSi-H do not contribute to the elasticity of the 
polymer network, but they are still important for other polymer properties, such as gas and 
liquid transport.93,114,117,253-254 One interesting prediction that one could make is that such 
processes would be independent of film deformation, since the current results show that 
the driving dynamics are unchanged by these macroscopic perturbations.c 
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5.6. Full Set of 2D-IR Data 
 
 
Figure 5.5. All 2D-IR spectra collected for unaltered PDMS. 
 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 178 
 
Figure 5.6. All 2D-IR spectra collected for PDMS heat cured at 100℃. 
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Figure 5.7. All 2D-IR spectra collected for PDMS heat cured at 125℃. 
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Figure 5.8. All 2D-IR spectra collected for PDMS heat cured at 150℃. 
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Figure 5.9. All 2D-IR spectra collected for PDMS with 20% curing agent. 
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Figure 5.10. All 2D-IR spectra collected for PDMS with 30% curing agent. 
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Figure 5.11. All 2D-IR spectra collected for PDMS compressed to 232 kPa. 
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Figure 5.12. All 2D-IR spectra collected for PDMS compressed to 249 kPa. 
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Figure 5.13. All 2D-IR spectra collected for PDMS compressed to 299 kPa. 
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Figure 5.14. All 2D-IR spectra collected for PDMS compressed to 371 kPa. 
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Figure 5.15. All 2D-IR spectra collected for PDMS compressed to 478 kPa. 
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Figure 5.16. All 2D-IR spectra collected for PDMS compressed to 651 kPa. 
 
 
 
 
 
 
Chapter 5. The Role of Ultrafast Structural Dynamics with Physical and Chemical 
Changes in Polydimethylsiloxane Thin Films by Two-Dimensional IR Spectroscopy | 189 
 
 
 
Figure 5.17. All 2D-IR spectra collected for PDMS cooled to -45℃. 
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