Abstract. In graph representations of objects, geometric information is typically lost. This has forced researchers to use graph matching techniques that are intended to handle general graphs. By encoding the lost geometric information into graph representations, however, we can apply more efficient algorithms for constrained graphs. In this paper we introduce an edge ordering property that is satisfied in many applications. Given this property, the graph isomorphism problem is solvable in quadratic time. We discuss three concrete applications that can be reduced to the graph isomorphism problem and can thus profit from the quadratic-time graph isomorphism algorithm. The improved performance is demonstrated by simulation experiments.
Introduction
Structural description is one of the most general methods for representing the real world and thus very popular in pattern recognition and image analysis. One such structural description are attributed graphs. Using attributed graphs for object representation, the pattern recognition task is casted into that of graph matching. While graphs are able to capture the essential structure of an object, some geometric informations are often lost during the modeling process. This problem is illustrated in Figure 1 , where we consider the matching of the model graph of a frustum of pyramid with that of an unknown object. On the object there is a natural ordering of the edges incident to a vertex when we traverse the faces incident to the vertex, for example, clockwise. This important information, however, is no more available in the graph representation of the object. As a result, isomorphisms will be found that are legitimate with regard to the abstract graphs but violate fundamental geometric constraints, i.e., the ordering. One
such isomorphism is {(Vl, V~), (V2, 6)' (V3 V~), (V4, V8), (V5, Vl), (V6, V~), (V7, V~), (v8,v~)}. If we order the vertices connected to Vl clockwise, then they build a cycle (v2,v5, v4) . This property should be retained by the corresponding ver-! I I tices under the above isomorphism, i.e., the vertices (v6, vl, vs) should also be in clockwise order around v~. But this clearly doesn't correspond to the given ordering in the scene graph. Obviously, the generation of geometrically invalid matchings is caused by the loss of geometric information during the modeling of an object in terms of a graph. The problem is not tragic as such. For any graph matching algorithm we can always check the matching results against geometric constraints of the problem domain and then retain only valid matchings. More serious, however, is another problem caused by the loss of geometric information. We are namely forced to use graph matching algorithms for general graphs, mostly variations of branch-and-bound algorithms. These algorithms are computationally very costly. For example, all known algorithms for graph and subgraph isomorphism detection are of exponential complexity. But much more efficient algorithms are available for constrained graphs and their application becomes possible if additional geometric informations are encoded in the graph representations. In this paper we study a special class of graphs where the edges incident to a vertex have a unique order. In many applications the ordering is naturally derived from the underlying geometry of the patterns, as exemplified by the matching problem in Figure i . This ordering property I of the graph representation allows the use of an efficient quadratic-time graph isomorphism algorithm. We investigate three concrete applications that can be reduced to solving the graph isomorphism problem, namely weighted graph matching, modeling and classification by random graphs, and generation of characteristic view representations of objects. By means of simulation, we compare the quadratic-time graph isomorphism algorithm with one of the most efficient graph isomorphism algorithms for general graphs. Also, our weighted graph matching method is compared with with other known algorithms that don't make use of the ordering property. The simulation results show clearly the usefulness of the additional geometric information in graph matching.
The rest of this paper is organized as follows. In the next section we introduce the quadratic-time graph isomorphism algorithm. Then, the three applications are described, followed by the simulation results that demonstrate the improved performance by using the quadratic-time graph isomorphism algorithm. Finally, some discussions conclude the paper.
Quadratic-time graph isomorphism algorithm
In a finite connected graph it is always possible to construct a cyclic directed path passing through each edge once and only once in each direction (see for 1 The same edge ordering information has been used in [9] 
if and only if C(v~5) = C(v~v~).
On the basis of this theorem a simple algorithm for determining all isomorphisms of two triply connected plane graphs was proposed [13] :
1. Choose arbitrarily a directed edge (vi,vj) of G1 and compute P(vivj) and
C(vivj).
2. For each directed edge (v~,v}) of G2 do step 2.1.
If C(vivj) = C(v~v}) then there exists an isomorphism between G1 and G2
that maps each vertex in P(vivj) to the corresponding vertex in P(v~v}).
For more efficiency this algorithm can be modified in the following way. If some vertex number during the generation of C(v~v}) is not identical to the corresponding vertex number in C(vivj), we stop the coding process immediately and turn to the next edge of G2. The above theorem can be easily extended to (see [6] ):
Theorem2. Let GI~_= (V1,E1) and G2 = (V2,E2) be two graphs where the edges incident to each vertex have a unique order around the vertex, and (vi, vj), (v~,v}) be edges of G~, G2, respectively. There exists an isomorphism between G1 and G2 such that vi and vj correspond to v~ and v}, respectively, if and only i/ =
According to this theorem, the isomorphism detection algorithm given above can also be used to handle the class of graphs under investigation in this paper.
The computational complexity of this algorithm is of order O(m 2) in the worst case where m is the number of edges of the graphs. Since the worst case occurs only in the case of many automorphisms of the graphs, the average computational expense can be expected substantially better than quadratic. A performance evaluation of this method as compared with one of the most efficient graph isomorphism algorithms for general graphs will be given in Section 6.t. It is worth mentioning that in the literature there exist other low-order polynomial isomorphism algorithms for planar graphs, see for example [4, 5] . But these algorithms are either so complicated that no actual implementation is known to date, or are non-constructive. Moreover, the restrictions to planar graphs is too strong and there is no easy way to extend them to the class of graphs considered in this paper. A number of approaches to solving the WGMP have been proposed. Yang [17] and You [18] employed tree search techniques of exponential time complexity. Their methods always give the true optimum solution. For the difference function f(.) = (.)2 Umeyama [11] proposed a polynomial time analytical method based on the eigendecomposition of the adjacency matrix of a graph. An improved version of this algorithm with increased computation time is described in [3] . With this technique the true optimum solution is obtained only when the weights of the two graphs are sufficiently close to each other. For another difference function f(.) = I" I Almohamad [1] suggested a linear programming approach to the WGMP. All methods in [1, 3, 11] may fail to find the optimum matching. Also, it is not possible to incorporate any structural information like the ordering of edges considered in this paper. As a consequence, a geometrically invalid optimum matching may result. This type of failure is demonstrated in Figure 2 . For f(.) = (.)2, the structure-preserving optimum matching should be {(vl, v~), (v2, v;), (v3, v~), (v4, v~)}. However, the solution found by Umeyama's algorithm is {(Vl, v~), (v2, v~), (v3, v~), (v4, v~)} with a zero difference.
For the special graph class under consideration we suggest the following method for the WGMP. We apply the quadratic-time graph isomorphism to find all isomorphisms between G1 and G2. For each isomorphism 9 we compute the difference function F(~) and choose the ~ with minimum F(~/i) as the solution to the WGMP. For more efficiency we could also proceed in an alter- native way. If during the path generation process the difference measure of the partial path generated so far becomes larger than that of the best matching already found, then we can stop immediately and turn to the next path. In both cases the matching found is guaranteed to be geometrically consistent. However, the active utilization of the ordering information makes a drastic reduction of the computation expense possible. Also, the number of possible isomorphisms is drastically reduced. While isomorphisms may be of exponential order in general, there are at most 2m geometrically valid isomorphisms if we match two graphs of m edges each under consideration of the ordering property. Compared with the algorithms in [1, 3, 11] our method has an additional highly desirable advantage besides the structure-preserving property. While only numerical attributes are allowed there, we are able to use any type of attributes, including symbolic attributes and multiple attributes of mixed types. In our method the attributes may be defined differently for the vertices and edges of a graph, Moreover, an arbitrary difference measure can be handled. A performance evaluation of our method as compared with some other algorithms will be given in Section 6.2.
Modeling and classification by random graphs
When uncertainty exists in structural patterns due to noise or deformations, a probabilistic description of the pattern ensemble is necessary. For this purpose
Wong et al. [14, 15] have proposed the concept of random graph. To capture the variability of attributes in the attributed graphs corresponding to the training samples of the same class, both vertices and edges are considered as random variables that can take different values from a definition domain with some probability. Then, the attributed graph of a concrete sampleis only a specific outcome of the random graph. In the learning phase the random graph of a pattern class is acquired through the synthesis of attributed graphs of the training samples where isomorphisms must be determined. Suppose that random graphs R1,R2,'"Rn represent n different pattern classes and G is the attributed graph of an unknown pattern.
To classify G we need again a graph isomorphism test between G and Ri so that the probability P(G, Ri) of G being an outcome of R~ is obtained.
Using the maximum likelihood rule, G is assigned to class k iff p(Rk)p(G, Rk) > p(Ri)p(G, R~), i ~ k, where p(R~)
is the a priori probability of class i characterized by the random graph Ri. Important for our discussion here is the fact that the graph isomorphism problem must be solved in the learning and recognition phase. Any tree search technique can be used for this purpose. In [8] a more specific tree search algorithm is suggested that makes explicit use of the characteristics of random graphs. As far as the ordering property can be defined for the random graphs under investigation, the quadratic-time graph isomorphism algorithm described in Section 2 is applicable to this problem, too. This way both learning and classification can be performed substantially faster than by using a tree search technique.
Generation of characteristic views of objects
Characteristic view (CV) representation 2 is one of the most important object representations and has found applications in object recognition and computer graphics [2] . In the viewing space a view of an object becomes a line drawing obtained by projecting all the (partially) visible edges of the object onto the image plane. The graph structure of the view depends on where the viewpoint is located relative to the object. Although there exist an infinite number of viewpoints, the entire viewing space can be partitioned into a finite number of regions, called characteristic view domains, so that all views within a region have identical graph structure and represent thus a characteristic view of the object. It is possible that the views from two different CV domains of an object are equivalent. In this case the concept of characteristic view class is introduced. Therefore, the number of CV classes may be less than the number of CV domains. For instance, a cube has 26 CV domains but only 3 CV classes with one, two and three visible faces, respectively [12] .
One popular way of generating the CV representation of an object makes use of a quasi-uniform tesselation of the viewing space. A view of the object is created for each sample point of the tesselation and adjacent equivalent views are grouped together to form CV domains. At the next level equivalent CVs from nonadjacent CV domains are grouped together to form CV classes. Therefore, checking whether two given views are equivalent is a fimdamental operation in the generation of CV object representations. This process is a graph isomorphism check 3. Typically, tree search techniques of exponential time complexity are used for this purpose [12] .
Generation of the CV representations of objects provides an excellent example problem where we can explore the ordering property of graph structures. The graph representation of a view is an embedded plane graph, i.e., a planar Terms like aspect graph, characteristic view, principM view and stable view have been synonymically used in the literature. In this paper we follow the terminology in [12] . 3 Actually, the equivalence check also contains a geometric matching to ensure that the two views are related to each other by a 3D geometric transformation. This geometric matching is usually casted into a comparison of symbolic and numeric attributes [12] to be done in addition to the graph isomorphism algorithm. graph with a fixed embedding in the plane. Consequently, the ordering information is available in the views in a natural way. Instead of expensive tree search techniques we can thus use the substantially more efficient quadratic-time graph isomorphism algorithm described in Section 2. The applicability of efficient graph isomorphism algorithms has not been recognized in earlier works on the generation of CV representations of objects. Although this task is done in an off-line phase for applications in both object recognition and computer graphics, we believe that the use of the quadratic-time graph isomorphism algorithm is still very attractive due to its efficiency and simplicity.
Performance evaluation
Simulation experiments are presented here to illustrate the performance of the quadratic-time graph isomorphism algorithm and its application to the weighted graph matching problem as compared with a number of other methods.
Graph isomorphism
We have compared the quadratic-time graph isomorphism algorithm with one of the most efficient graph isomorphism algorithms developed by Ullmann [10] for general graphs. For each of a variety of graph configurations (n, m), 50 pairs of random graphs with n vertices and m edges are generated and matched to each other to find all isomorphisms. Here the second graph of a pair is created by shuffling the number of vertices. The edges incident to a vertex are assumed to be in a particular order and this order is retained in the second graph of the pair. The ordering information is used in the quadratic-time algorithm but not in Ullmann's method.
As representative for the whole simulation series, Figure 3 gradually becomes almost complete (m >_ 85), the computation time required by Ullmann's method increases drastically while the quadratic-time algorithm remains very fast. The simulation results clearly demonstrate the advantage of utilizing ordering information in graph isomorphism tests. Specifically, they also show the potential of speedup in the generation of characteristic views of objects.
Weighted graph matching
Our weighted graph matching method has been compared with Umeyama's eigendecomposition approach and two branch-and-bound algorithms. We have constructed similar simulation experiments as in [11] . Pairs of weighted complete graphs with n = 10 to 15 vertices are generated. Random weights in the range [0.0..1.0] are assigned to the first graph G1 of a pair. Then, the second graph G2 is created by adding uniformly distributed noise in the range [-e..e] (e _< 0.2) to each weight of G1 and shuffling the number of vertices. For each configuration (n, e), 50 pairs of weighted graphs are generated and matched with each other by our method, the eigendecomposition method, the A* algorithm with the lowerbounded estimate of future costs set to zero (A*-I), and the A* algorithm with a cost function suggested by Wong [161 (A*-2).
As representative for the whole simulation series, Table 1 shows the results for n = 10, 15 and five different noise levels. Here mean and S.D. give the sample mean and the standard deviation of the difference function F(~) over 50 trials, respectively. The number k counts the optimum matchings obtained by each algorithm. The results for the two tree search algorithms are identical with that of our method and thus not tabulated. Notice that our algorithm is guaranteed to always yield the correct solution. From Table 1 , we can see that Umeyama's method works correctly only for c = 0.0. With increasing noise, more and more optimal matchings are missed. For the noise levels c = 0.05, 0.1 and different sizes of graphs the average computation time for each graph pair is reported in Table 2 . In all the simulations our algorithm runs substantially faster than all other methods. While the algorithms described in [1, 3] have better performance with respect to the number of optimum matchings than the eigendecomposition method, they are computationally more expensive. The method in [1] , for instance, needs typically 50 to 100 times more computation time as reported by the authors. As can be expected, the two tree search algorithms find all optimum matchings at the price of an extremely high computation burden. The simulation results have also shown the well-known fact that a more sophisticated cost function in the A* algorithm doesn't necessarily reduce the computation time in all cases. Interestingly, the computational expense of the four algorithms depends on quite different factors. The analytical eigendecomposition approach operates on the adjacency matrices of two graphs and its computational performance is thus only a function of the number of vertices of the graphs. For a given graph size, on the other hand, the computation time of our method also depends on the number of edges and the actual structure of the graphs. The situation is more complicated in the tree search algorithms. For the same graph structure they vary even with the actual weights. This phenomenon can be easily observed in the computation time for the two different noise levels in Table 2 .
The simulation results clearly demonstrate the advantage of utilizing ordering information in graph matching. In our weighted graph matching method optimum matchings are obtained at an extremely low cost. The proposed algorithm is about twice as fast as the analytical eigendecomposition approach.
Conclusion
For many applications the full power of matching techniques for general graphs is not really necessary. By encoding additional geometric information into graph representations -in our case the ordering property -we can use more efficient algorithms for constrained graphs. In this paper we have discussed the use of quadratic-time graph isomorphism in three applications. In particular, we have pointed out the intrinsic applicability of efficient graph isomorphism algorithms in the generation of characteristic view representations of objects. By means of simulations we have shown that utilization of the ordering property leads to much more efficient graph isomorphism tests. Also, we have demonstrated that our weighted graph method has a substantially better performance than other known methods. We believe that the idea of bringing geometric informations lost in the graph modeling process back into graph representations is of general interest and will find its use in many other applications.
