The capability to predict in-vivo wear for knee replacements is a very valuable pre-clinical analysis 2 tool for implant designers. Traditionally, time-consuming experimental tests have been the principal 3 means of investigating wear. More recently, computational models have offered an alternative. 4
In-silico wear prediction has previously been demonstrated using finite-element (FE) based 1 computational methods [5, 10, 16, 17] . For improved computational performance in this new 2 generation of models, fast rigid-body simulations have been derived from extant FE models [18] . 3
Within the domain of FE modelling, rigid-body models have been demonstrated to give comparable 4 results to deformable models at a fraction of the computational cost [19] . These test-cases are based 5 upon 'true' dynamic simulations using multi-body dynamics (MBD) software (MSC.ADAMS, MSC 6 Software Corporation). Previous studies have demonstrated that rigid-body FE models and MBD-7 based models give similar results for both deterministic and probabilistic analyses [18, 20] . 8
A discretised spring-bed distributed across the tibial component articulating surface is used to model 9 tibiofemoral contact conditions, with spring properties tuned to match experimental contact 10 pressures [21, 22] , essentially forming a 'bed of springs' elastic-foundation relating contact force to 11 interpenetration distance (as reported in other studies [23] ). This contact also included a 'coulomb' 12 friction model, with coefficients selected to be generically representative of TKR test conditions [24] . 13
The initial wear predictions used with this model are based on standard algorithms widely reported 14 in the literature; the baseline Archard/Lancaster sliding-distance model [7] (without CS), and other 15 algorithms including CS (e.g. ML/AP [10] proprietary test data, where the polyethylene tested was 'conventional', i.e. with minimal or no 20 cross-linking as part of the manufacture process, to ensure that the tests would be broadly 21 comparable. Implant geometry was acquired from manufacturers or reverse-engineered. Results for 22 a range of kinematics under displacement-control for the PFC sigma (fixed and mobile bearing 23 designs) and LCS were sourced from [1, 25] . These implants were also tested under ISO 14243-1 24 force-control [26] . Results for the NexGen CR implant were corroborated under force-control [5, 27] Readers are referred to the respective references for more details on individual test cases. 16 Wear rates reported in mg were converted to mm³ using a density of 0.93mg/mm³. To limit 17 computational times for this exploratory study, volumetric wear rate for each case was calculated 18 based on a single-cycle; published experimental and computational long-term studies demonstrate 19 that whilst linear wear depth rates may vary over time, volumetric wear is reasonably linear [5] . 20
Once all the necessary experimental configuration data had been obtained for these tests (e.g. 21 implant geometry, loading input waveforms, spring restraint setup, available degrees of freedom, 22 etc.) the tests were simulated in-silico using the fast rigid-body model, and predicted wear was 23 evaluated for each of the proposed wear formulations included in the model. The computationallyderived rates were then compared to the reported experimental wear rate (with error levels, where 1 available). This allowed the predictive power of different wear algorithms to be compared directly. 2 3
Results: 4
All of the test-cases were simulated successfully and were post-processed to evaluate predicted 5 wear using the different algorithms. The volume of data generated is considerable, so wear contour 6 maps are not compared here; only the baseline volumetric wear rate for each model using each 7 algorithm is reported. Wear constants were based on values reported in the literature; however this 8 new larger data-set gives a better basis for selecting a wear constant, and new wear constants are 9
proposed based on the results of this study for some commonly-used wear models. 10 which have a confounding influence (e.g. increased articular conformity will reduce CP, but may also 6 be influencing debris transport, lubrication, etc). Again, ultimately the best way to resolve this issue 7 is with a greater number of well-defined, targeted corroborations between in-vitro and in-silico wear 8 analysis platforms. 9
There are many possible improvements and extensions to the models presented here; besides the 10 challenge of accurately capturing experimental conditions, adaptive models could be used to 11 investigate long-term wear for each test case(as in [5] ). Probabilistic methods could be used to 12 attempt to capture the experimental uncertainty in-silico. As understanding of wear mechanics 13 improves, the wear algorithms could be customised to different combinations of articulating 14 materials (e.g. different UHMWPE grades). All these tests are for gait-simulation (mostly based on a 15 derivative of the ISO standard) it would be beneficial and informative to extend this to include a 16 much wider range of activities with more varied loading; however this would of course require 17 extensive corresponding experimental test data. Corroborating within a single framework for a wider 18 range of implant designs, simulator configurations, lubrication conditions, materials and loading 19 regimes will all ultimately play a part in augmenting our holistic understanding of TKR wear. 20
This study has aimed to illustrate the valuable role in-silico models can play in better exploring and 21 refining fundamental concepts regarding the causes of polyethylene wear in TKR. It demonstrates 22 that the current generation of CS-based empirical wear models have useful predictive power when 23 corroborated with in-vitro experiments and are able to qualitatively rank the wear performance of 24 different designs under different loading regimes, but there is room for further refinement in ourcurrent understanding of wear, and hence also in the modelling of wear. Most importantly, it is 1 apparent that the only way to refine and improve our understanding of wear is through more and 2 better corroboration between both computational and experimental approaches, to exploit the 3 unique strengths of both domains. By doing so, the pre-clinical analysis tools used for wear 4 prediction in the future will offer designers a richer, faster, more powerful, and more accurate 5 insight into the causes of wear in TKR. 
