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ABSTRACT OF THE THESIS
Effects of Horizon and Overlapping Data
on Linear Regression
by
Tianyi Xia
Master of Science in Statistics
University of California, Los Angeles, 2019
Professor Jingyi Li, Chair
Market risk models often deal with risk measurement and modeling in a specific capital
horizon, while model developers have to select an estimation horizon for the parameter
estimation. The use of overlapping data may be a solution for the trade-off between better
signal-to-noise ratio and the lower number of observations in the long-horizon data. We focus
on the beta estimate in one-factor linear regression model. Three data generating process are
considered in simulation: (1) independent identically distributed (iid) model, (2) generalized
autoregressive conditional heteroskedasticity model, (3) decomposition of stock price into a
random walk and stationary components. If the daily data perfectly satisfy a linear model
with iid error, estimate using daily data may be better than estimate using long-horizon
overlapping data. For the general linear regression model, generalized least squares with
longer horizon may produce better results since it takes into account the serial correlation
in overlapping data.
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CHAPTER 1
Introduction
Market risk models (e.g. Value at Risk or VaR model) often deal with risk measurement and
modeling in a specific capital horizon (e.g. one year for historical VaR simulation, 10-day
for specific VaR, one-year for Incremental Risk Charge (IRC) and one year for Fundamental
Review of the Trading Book (FRTB) Default Risk Charge (DRC)). Given the capital horizon,
the model developers have to select a specific horizon (estimation horizon) for the parameter
estimation (e.g. volatility, or correlation). Even though the capital horizon and estimation
horizon may be different, the estimates using estimation horizon can be used to infer the
estimates at capital horizon, e.g. with independence assumption, monthly volatility can be
scaled by
√
12 to get annual volatility.
As an example, FRTB requirements for DRC state: “186(b) Correlations must be based on
data covering a period of 10 years that includes a period of stress as defined in paragraph
181(d), and based on a one-year liquidity horizon.”
In this paper, we use a 1YR capital horizon for discussion and analysis.
Many financial time series are available at daily (or higher) frequency, while the property we
care about is at a much longer horizon (e.g. annual). In this research paper, we focus on the
linear regression problem of stock and index returns. The selection of estimation horizon is
complicated, and based on the following considerations:
• We may consider using high-frequency data (daily) if it’s available. However, daily data
may include much noise and the fluctuation may not be highly related to economic
1
fundamentals. Aggregating the data to a longer horizon may enhance the signal noise
ratio in the data. ARIMA and GARCH models are closed sets for aggregation, meaning
that if the daily data follows an ARIMA (or GARCH) model, then the aggregated
annual data also follows an ARIMA 1 (or GARCH) model.
• The most natural selection is to keep estimation horizon the same as capital horizon.
In our case, we may choose both of them as annual. However, the long horizon may
reduce the number of data points to a number that is not enough to perform a linear
regression, e.g. 10 years of daily data have about 2520 data points, 120 monthly data
points, and only 10 annual data points.
• To deal with the issues raised above, we can use overlapping data, so that monthly
change in a series is not only defined for calendar month, but also for any start date
in a month, e.g. Jan 5 - Feb 5, Jan 6 - Feb 6, etc. Similarly we can define quarterly or
annual overlapping data. Then we face several statistical issues here:
– Overlapping data are serially correlated, thus, OLS estimates may not be efficient
here and we may consider using GLS.
– Long-horizon returns may behave like a random walk. When we regress stock
returns on market returns, it’s like regressing a random walk on another. The
classical theory of inference may not be applicable (e.g. the t-stat may not be
correct).
Recommendations for selection of horizon may depend on the underlying data generating
process. While for the real data, we don’t know whether the data follow a specific model or
not, especially for those complex models (e.g. two-component model in Section 3.4). Thus
we could not give an overall answer on which horizon to choose for the real data. We will
focus on clarifying issues of using overlapping data and testing properties on commonly used
1However, the annual data may follow an ARIMA model of different order.
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models.
To facilitate discussion, we set up notions first.
Horizon is denoted as h, and we will mainly focus on cases of h = 1, 10, 21, 63, 252, corres-
ponding to daily, biweekly, monthly, quarterly and annual data. Denote the ith issuer stock
price at time t as Pi(t), here i = 1, · · · , N and t = 1, · · · , T . Denote the S&P 500 index at
time t as Q(t). log returns are calculated as
yit = log
Pi(t)
Pi(t− 1) (1.0.1)
yit,h = log
Pi(t)
Pi(t− h) (1.0.2)
xt = log
Q(t)
Q(t− 1) (1.0.3)
xt,h = log
Q(t)
Q(t− h) (1.0.4)
The one-factor regression model for daily return is
yit = µi + βixt + it (1.0.5)
For simplicity, we assume
it
iid∼ N(0, σ2i) (1.0.6)
Let Yi = (yi1, yi2, · · · , yiT )′ be the observation vector for firm i daily returns and X be the
observation vector for S&P 500 index daily returns, and i is defined similarly for the error
term. In matrix form, (1.0.5) is,
Yi = X˜bi + i (1.0.7)
Then the OLS estimate of parameters bi = (µi, βi)
′ is
bˆi = (X˜
′X˜)−1X˜ ′Yi = b+ (X˜ ′X˜)−1X˜ ′i (1.0.8)
where X˜ = (1X) includes a vector of 1’s as the first column. Note that for multi-period
return
yit,h =
h−1∑
k=0
yit−k (1.0.9)
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The regression model
yit,h = µih + βihxt,h + it,h (1.0.10)
can be rewritten in matrix form as, using observation vectors Yih, Xh and i,h,
Yih = µih + βihXh + i,h = X˜hbih + i,h (1.0.11)
which is equivalent to
DhYi = DhX˜bih +Dhi,h (1.0.12)
where the (T − h)× (T − 1) matrix Dh is
Dh =

1 1 · · · 1 0 0 · · · 0
0 1 · · · 1 1 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 1 1 · · · 1
 (1.0.13)
Several related topics on multi-period returns and long horizon regression are briefly sum-
marized below.
1.1 Temporal aggregation
There is extensive discussion about the effect of temporal aggregation in economics research:
• Rossana & Seater (1995) [12] argue that aggregation loses information about the un-
derlying data processes. They point out that averaging process changes the time series
properties of the data at all frequencies, systematically eliminating some characteristics
of the underlying data while introducing others. This may cause the aggregated data
to have excessive long-term persistence.
• Mamingi (2017) [7] summarizes the ugliness of aggregation over time, including “lower
precision of estimation and prediction”, “aggregation bias in distributed lag models”
4
and “generation of time series correlations under temporal aggregation”. He also men-
tioned the benefits of aggregation, such as “temporally aggregated data are less noisy
than their disaggregated counterpart”, “aggregation over time does not affect the status
of stationarity or non stationarity of time series” and “does not affect cointegratedness
of variables”.
• Jin & Wang (2007) [6] validate the reasonability of the usage of aggregation in analyzing
risk-return linear relation, showing that “the linear relation between risk and return
will not be distorted by the temporal aggregation at all”.
1.2 Mean reversion
The original use of the term “mean reversion” for stock price is about whether the stock
price reverts to a mean price over a period of time. If the stock price follows a random walk
with iid increments, then there is no mean reversion. The modern version of mean reversion
is about the negative serial correlation between stock returns. Even if stock price follows a
non-stationary process, there still could be mean reversion: if there is negative correlation,
then positive returns (for a specific horizon) in current period will be followed by negative
returns in the future (lag in serial correlation).
There is rich research in this area. Statistical modeling in this area includes variance ratio
test and decomposition of stock price into random walk and stationary components ([10] and
[3]).
A long-horizon regression model is used to test the existence of mean reversion. Then the
time series version of (1.0.10) is:
yit,h = µih + βihyit−h,h + it,h (1.2.1)
which is an AR(1) model in h-period returns. The objective is to test the null hypothesis
H0 : βih = 0 vs the alternative hypothesis H1 : βih < 0.
5
The finite sample analysis of the OLS estimate βˆih is performed in [4]. The author derives
expressions for the first two moments of βˆih as E[βˆih] and E[βˆ2ih]. Then combining the exact
mean and variance with the assumption of normality, he proposes an approximate test. Also,
an exact test is built from exact distribution of βˆih
2 .
1.3 Predictive regression
Predictive regression predicts one variable for a specific horizon in the future using past
and current values of other variables. A well-known example is to predict stock return using
dividend ratio in Campbell & Yogo (2006) [2]. Stamburgh(1999) [14] focuses on the following
model 
yt = α + βxt−1 + ut
xt = θ + ρxt−1 + vt
(1.3.1)
xt−1 is used to predict yt, and xt itself follows an AR(1) process.
The correlation between the error terms plays an important role in the estimation. Denote
σuv = cov(ut, vt) and βˆ as the OLS estimate. If σuv < 0, βˆ is upward biased; if σuv > 0, βˆ
is downward biased; if σuv → 0, the bias disappears; if ρ → 0, the bias would shrink. The
author argues that it’s not proper to estimate β and ρ by applying bias corrections, and thus
2It turns out that the exact test is much better than asymptotic tests in size property, since the later
ones fail to reject H0 too often when the horizon k is large. The paper also discusses the selection of k based
on power criteria. Another issue discussed in the paper is how to choose the horizon k under the power
criteria. It’s shown that when k is fixed, the power increases with the sample size T ; when T is fixed, the
power in general would increase with the horizon k to peak quickly and then decreases dramatically. The
proposal here is to plot the power curve and choose the k that yields the highest rejection probability. The
author also mentions the dilemma that if k is too small, we are not able to detect the slowly decaying mean
reversion; while if k is too large, the power would be too low. In particular, he argues against using large k
for long-horizon regression test.
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proposes Bayesian approaches. 3
Campbell & Yogo (2006) [2] consider the case that the dividend price ratio xt is not stationary
and contains a local unit root (ρ = 1 + c/T , where c is a constant and T is the sample size.
As T →∞, ρ→ 1).
Additional research in this area includes:
• Based on [14], Amihud & Hurvich (2004) present a new proposal of obtaining a reduced-
biased estimator of the predictor’s coefficient as βˆc. They also derive the estimator for
standard error of βˆc as ŜE
c
(βˆc) and generalize the theory to multiple predictors case.
• Mark & Sul (2004) [8] raise the problem that “small sample OLS bias, which differs
under the null and the alternative, can distort the size and reduce the power gains of
long-horizon tests”. Thus they suggest a moving block recursive Jackknife estimator
of the slope coefficient of predictive regression.
• Zhu, Cai & Peng (2014) [15] address the question of how to construct a confidence
interval for β or test whether β equals to a given value without knowing whether
xt is stationary, non-stationary or has infinite variance. They propose an empirical
likelihood method based on some weighted score equations. It turns out that the new
method delivers an accurate size and non-trivial power.
1.4 h fixed versus h/T → δ theory
Richardson & Stock (1990) [11] raises a fundamental issue with the distribution of multi-
period returns: When h becomes large, h-period returns may appear like a random walk.
3By simulation, it’s shown that we should consider the initial observation as stochastic instead of as
fixed, and we should use Jeffreys prior instead of a ”flat” prior. The author also raises the potential conflict
between frequentist and Bayesian inference.
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The purpose of this paper is to compare two theories 4 :
• The conventional theory, which regards h as fixed, where h/T → 0 as T →∞,
• The new approach proposed by the authors where h goes to infinity proportional to
the sample size, i.e. h/T → δ.
The question about how to choose δ is not discussed in the paper. The major practical value
of the new theory is that it gives better approximation to the small-sample distribution of
statistics.
The authors use variance ratio test of random walk (variance-ratio statistic and serial cor-
relation of multi-period returns) to illustrate the new theory. The Monte Carlo results (fix
δ = h/T and increase T ) for the variance-ratio statistics percentiles show that:
• The convergence of the Monte Carlo sequences appears rapidly as T increases.
• Percentiles based on the fixed h approximation differ substantially from the Monte
Carlo percentiles.
• The result given by the fixed h asymptotic theory is unsatisfactory, and could not
capture skewness even it’s bias-adjusted.
Combined with empirical results, the authors suggest using h/T → δ asymptotic distribution
when h is relatively large to improve the performance.
4In the original paper, J is used to denote the return horizon, and the two theories are called small J
and large J distributions.
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1.5 Transform overlapping regression to non-overlapping regres-
sion
Setting aside the question of whether to use overlapping data or not and how to choose
the horizon, in Britten-Jones & Neuberger (2011) [1], the authors focus on how to improve
inference and estimation in regression if we decide to use overlapping observations. The paper
shows that the OLS estimates of β in overlapping regression can be obtained from a regression
in which dependent variable is one-period, which leads to a non-overlapping regression.
Monte Carlo analysis shows that the inference based on the transformed regression has better
finite-sample properties than traditional methods applied to the overlapping regression. In
homoscedastic case, OLS applied to the transformed regression has the best performance, in
that the variance estimator has small bias and small RMSE. In heteroscedastic case, Huber-
White covariance estimate obtained from the transformed regression has the best properties.
The intuitive advantage of the transformed non-overlapping regression is that it removes the
correlation induced by the overlapping data, which is better than estimation that ignores
the autocorrelation in the overlapping data.
One concern here is that it is not clear how the structure of error term in the transformed
regression is related to the error term of the one-period regression, therefore the transformed
regression lacks a structural interpretation. See more details in Section 2.1.
9
CHAPTER 2
Modeling
2.1 OLS Model with fixed X and overlapping data
We rewrite the multiperiod regression (1.0.10) as, dropping subscript ih for simplicity,
V = Ub+ η (2.1.1)
where V = DY , U = DX and η = D as the overlapping data. OLS estimate of b using
overlapping data is,
bˆh = (U
′U)−1U ′V = b+ (U ′U)−1U ′η (2.1.2)
Notice that the elements of η are correlated because of the overlapping structure. Thus we
should actually consider a generalized least squares (GLS) method to estimate β here. For
the OLS estimate, we have
E(bˆh) = E
(
b+ (U ′U)−1U ′η
)
= b+ (U ′U)−1U ′E(η) = b (2.1.3)
V(bˆh) = (U ′U)−1U ′V(η)[(U ′U)−1U ′]′
= (X ′D′DX)−1X ′D′V(η)DX(X ′D′DX)−1
= σ2(X ′D′DX)−1X ′D′DD′DX(X ′D′DX)−1
(2.1.4)
We see that bˆh is still unbiased, and has a variance term related to the transformation matrix
D.
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2.2 GLS Model with fixed X and overlapping data
Since there is a certain degree of correlation between the residuals when we regress V on U
in (2.1.1), OLS can be statistically inefficient. Thus we could consider the generalized least
square (GLS) method. Under the assumption that  ∼ N(0, σ2I), in linear regression model
(2.1.1), we denote
Ω = V(η) = V(D) = σ2DD′ (2.2.1)
Different from OLS estimator, GLS minimizes the squared Mahalanobis length of this resid-
ual vector (or weighted least squares with weight Ω−1):
b˜h,GLS = arg min
bh
(V − Ubh)′Ω−1(V − Ubh) (2.2.2)
The explicit form of GLS estimator is
b˜h,GLS = (U
′Ω−1U)−1U ′Ω−1V = b+ (U ′Ω−1U)−1U ′Ω−1η (2.2.3)
Thus we have
V(b˜h,GLS) = (U ′Ω−1U)−1U ′Ω−1ΩΩ−1U(U ′Ω−1U)−1
= (U ′Ω−1U)−1
= σ2(U ′(DD′)−1U)−1
(2.2.4)
We see that the GLS estimator is unbiased and we get the explicit form of its variance. Due
to the overlapping structure, there is a certain degree of correlation between the residuals.
Thus GLS is more efficient OLS for the regression model.
2.3 Transformation of overlapping regression
An alternative way to address the overlapping data problem is to construct a regression in
which the dependent variable is one-period return. This approach is proposed by Britten-
Jones & Neuberger (2011) [1]. The key idea here is to transform the overlapping regression
11
to a non-overlapping regression which is numerically identical. In the original paper, only
the dependent variable Y is overlapped. We can safely extend the model to the circumstance
where we use overlapping data for both X and Y.
Consider the same OLS estimator bˆh as before, we can rewrite (2.1.2) as follows
bˆh = (U
′U)−1U ′V
= (U ′U)−1U ′DY
= (U ′U)−1Uˆ ′Y
(2.3.1)
Here Uˆ = D′U . Now, we construct a matrix of transformed regressors Z as
Z = Uˆ(Uˆ ′Uˆ)−1U ′U (2.3.2)
Then we consider the transformed regression of one-period returns onto transformed re-
gressors:
Y = Zbh + ξ (2.3.3)
The OLS estimator of this regression is b¯h, which can be expressed as
b¯h = (Z
′Z)−1Z ′Y
=
(
U ′U(Uˆ ′Uˆ)−1Uˆ ′Uˆ(Uˆ ′Uˆ)−1U ′U
)−1
U ′U(Uˆ ′Uˆ)−1Uˆ ′Y
= (U ′U)−1Uˆ ′Y
= bˆh
(2.3.4)
Note that in both (2.3.3) and (1.0.7), the dependent variable is the one-period return. In
(1.0.7), the regressor is the one-period index return, and in (2.3.3), the regressor is a trans-
formation of the multi-period index return. It is not clear how the residuals in the two
equations are related. Since the dependent variable in (2.3.3) is the one-period return, it is
most likely that the error term in the same equation is not serially correlated.
Snaith, Termprasertsakul & Wood (2007) [13] is an application of this method.
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2.4 Issues of random walk and spurious regression
It is mentioned in Richardson & Stock (1990) [11] that “the multi-year return behaves more
like a random walk than a stationary process.” For illustration, it is assumed that the one
period return is iid.
yt = t (2.4.1)
The h-period return yt,h defined in (1.0.9) satisfies
yt,h = yt,h−1 + t−h+1 (2.4.2)
which behaves like a random walk in the h direction, when h is large. A comparison of daily
log return and annual log return is shown in Figure 2.4.1 , where we see that for overlapping
long-horizon log return, it appears like a random walk.
In the regression with overlapping data (1.0.11) and (2.1.1), all three terms (dependent
variable, regressor and error term) may all behave like random walks, thus, the properties
of the OLS and GLS estimates may be affected and the estimates may be spurious.
We present a general discussion on cointegration and spurious regression below, and
the notion is fairly generic and is not related to the overlapping data regression.
Consider the following linear regression model with time series data
yt = xtβ + ηt (2.4.3)
If both yt and xt are random walks (unit root process), there are two interesting cases
• If ηt is stationary, then yt and xt are cointegrated, which is interpreted to mean that
yt and xt have an equilibrium relationship.
• If ηt is non-stationary (has a unit root), then estimation of (2.4.3) may lead to spurious
regression, in the sense that even though yt and xt are independent, the β estimate
13
Figure 2.4.1: Plots of log return with different horizon
may still be significant, and R2 may be high (Phillips (1986) [9]). Note that in this
case, the assumption of OLS regression is violated, and therefore, the t-stat is not valid
(it does not follow a t- or normal distribution).
A simulation example of spurious regression is shown in Figure 2.4.2, where we have βˆ =
−1.07 with p-value < 2e− 16, R2 = 0.7398.
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Now back to the discussion on long horizon regression.
Figure 2.4.2: Plot of two random walks
In the fixed h case, since we have the explicit expression of variance of β˜ under both OLS
and GLS cases (see (2.1.4) and (2.2.4)), we can calculate the corresponding t-statistics and
make statistical inference.
While for large h, h/T → δ, T →∞ case, as implied in the paper, the asymptotic distribution
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of β estimate would not be normal and may be in terms of functionals of Brownian motion.
The fact given by functional central limit theorem (FCLT) stated in the paper may be useful:
1√
T
[Tλ]∑
s=1
Rs → σW (λ), T →∞ (2.4.4)
where W (λ) is standard Brownian motion restricted to the unit interval.
We have not derived the distribution of β estimate for the case of the large h. If we can get
the distribution of β˜ under this theory, we can further get the standard error and perform
the Student’s t-test.
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CHAPTER 3
Simulation
3.1 Data Generating Process for Simulation
In this section, through simulation, we study the estimation of beta for three data generating
processes:
1. simple linear regression model with i.i.d. error terms, (1.0.6) (dropping subscript i for
simplicity)
t
iid∼ N(0, σ2 ) (3.1.1)
2. simple linear regression model with GARCH(1,1) error terms
σ2t = a0 + a1
2
t−1 + b1σ
2
t−1 (3.1.2)
t = σtνt (3.1.3)
where νt
iid∼ N(0, 1). a0, a1, b1 are parameters of the GARCH(1,1) model.
3. two-component stock price model.
The stock price can be thought of as the sum of a permanent random walk component
and a temporary stationary AR(1) component. This model is proposed in Fama &
French (1988) [5].
Let pt be the natural logarithm of the stock price, qt be a random walk and wt be a
stationary AR(1) process, then we have
pt = qt + wt (3.1.4)
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qt = qt−1 + µ+ ηt (3.1.5)
wt = φwt−1 + t (3.1.6)
where µ is the expected drift, φ is a constant close to but less than one, ηt and t are
serially uncorrelated errors with zero mean and variance σ2η and σ
2
 , and also they are
uncorrelated with each other. Then the long-horizon return (with horizon h) is
yt+h,h = pt+h − pt = (qt+h − qt) + (wt+h − wt) (3.1.7)
To simulate two-component daily stock prices, we need to determine the parameters.
We use one case in Chen’s paper ([4]): φ = 0.9, γ = σ2η/σ
2
 = 1. We also assume that
the drift µ = 0. In this simulation, our aim is to regress the return of stock price on
the return of market index and check how different horizons influence the regression
results. There are two cases here:
(a) The individual stocks and the market have the same random walk component
and different stationary components. Therefore, the market index and individual
stock prices are cointegrated.
Cointegration of national stock markets have been studied. However, cointeg-
ration of individual stock price and market index has not been studied in the
literature and may not be valid.
(b) Both the random walk components and stationary components are different.
We will focus on case of cointegrated individual stock price and market index, even
though it may not be supported by the data. It serves as an illustrating example of
roles of the two components play in the properties of multi-period returns.
With more time allowed, we will study the two cases in more detail.
We denote the market index as p′t, which is the sum of two components
p′t = qt + w
′
t (3.1.8)
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w′t = φw
′
t−1 + 
′
t (3.1.9)
where ′t are serially uncorrelated errors with zero mean and variance σ
2
 and uncorrel-
ated with ηt and t. Then the long-horizon index return is
xt+h,h = p
′
t+h − p′t (3.1.10)
We perform the regression
yt,h = xt,hβ + ξt,h (3.1.11)
where ξ is the error term. From (3.1.4) and (3.1.8)
pt = p
′
t + (wt − w′t) (3.1.12)
Taking the h-period return, we have
yt,h = xt,h + [(wt − wt−h)− (w′t − w′t−h)] (3.1.13)
Comparing (3.1.11) and (3.1.13), we tend to conclude,
β = 1, ξt,h = (wt − wt−h)− (w′t − w′t−h) (3.1.14)
However, this is not exactly right, because when the regressor and the error term are
correlated (common term (w′t −w′t−h)) in a regression, the true beta is hard to define.
Therefore, from (3.1.14), the error term in regression model (3.1.11) have serial cor-
relation, which is due to the stationary components of stock price, rather than due to
temporal aggregation.
The two component model has some special properties. To see this effect, notice that
we have
yt+h,h = (qt+h − qh)− (wt+h − wt)
= (ηt+1 + ...+ ηt+h)− [(φh − 1)wt + (t+h + φt+h−1 + ...+ φh−1t+1)]
= (ηt+1 + ...+ ηt+h)− [(φh − 1)(t + φt−1 + ...+ φt−11)
+ (t+h + φt+h−1 + ...+ φh−1t+1)]
(3.1.15)
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Similarly we have
xt+h,h = (qt+h − qt)− (w′t+h − w′t)
= (ηt+1 + ...+ ηt+h)− [(φh − 1)(′t + φ′t−1 + ...+ φt−1′1)
+ (′t+h + φ
′
t+h−1 + ...+ φ
h−1′t+1)]
(3.1.16)
Notice that
V(qt+h − qt) = V(ηt+1 + ...+ ηt+h)
= V(ηt+1) + ...+ V(ηt+h)
= hσ2η
(3.1.17)
V(w′t+h − w′t) = (φh − 1)2V(′t + φ′t−1 + ...+ φt−1′1)
+ V(′t+h + φ′t+h−1 + ...+ φh−1′t+1)
= [(φh − 1)2(1 + φ2 + ...φ2(t−1)) + (1 + φ2 + ...+ φ2(h−1))]σ2
=
[
(φh − 1)21− φ
2t
1− φ2 +
1− φ2h
1− φ2
]
σ2
(3.1.18)
Note that for the two-component model, we do not start with a one period regression
model with iid errors. Based the math results shown above, the simulation of the
two-componenent model will be further discussed in Section 3.4.
3.2 Variance of estimator
In this section we want to check how variance of the estimator βˆ changes as the horizon varies.
We first apply the model discussed in Section 2.1, where the error terms are independent
identically distributed. To make the simulation more relevant to the real data, we use the
average (over i) estimated values of parameters in Section 4.3 as the parameters for simulation
(see Table 3.2.1). Notice that here we just simulate the data for one stock, so we get rid of
index i in (1.0.10).
The benefit of performing simulation is:
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Table 3.2.1: Estimated parameters using real daily equity data
µ β σx σ
7.46E-05 0.69153 0.01447 0.02248
• It gives us the freedom to adjust sample size;
• Since we know the true β, we can further check the bias of different estimates.
Number of paths in simulation: 1000
The simulation results are presented in Table 3.2.2, with the rows calculated as follows
• mean(βˆ): average of OLS β estimate across paths
• var(βˆ)simu: sample variance of β estimate across paths
• var(βˆ)analytical: variance of β estimate by formula 2.1.4
• var(βˆ)trans&i.i.d: sample variance of β estimate (Britten-Jones,M. & Neuberger,A.
(2011) transformation of iid error) across paths
• var(βˆ)trans&hetero: sample variance of β estimate (Britten-Jones,M. & Neuberger,A.
(2011) transformation of hetero error) across paths
From Table 3.2.2 we see that for different horizons, βˆ seems to be all unbiased. For both
overlapping regression and transformed non-overlapping regression, we see that variance of
estimator increases as the horizon gets longer. Another interesting finding is that the trans-
formed regression has higher variance than original ones (both analytical and by simulation),
especially for long horizon. This is consistent with the paper in that “the OLS and White
estimators are severely biased down, as expected, since they fail to account for induced serial
correlation”.
To further validate the conclusion above, we consider another case where the error terms
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Table 3.2.2: Mean and variance of βˆ in i.i.d. error term case
Horizon
1 10 21 63 252
mean(βˆ) 0.692 0.692 0.689 0.696 0.720
var(βˆ)simu 9.70E-04 6.52E-03 1.34E-02 5.31E-02 1.98E-01
var(βˆ)analytical 9.36E-04 6.29E-03 1.33E-02 5.76E-02 2.02E-01
var(βˆ)trans&i.i.d 9.36E-04 7.52E-03 1.61E-02 7.02E-02 2.46E-01
var(βˆ)trans&hetero 9.70E-04 7.41E-03 1.59E-02 6.91E-02 2.58E-01
follow GARCH(1,1) model, which is commonly used to fit stock return time series. Actually,
if we check the ACF of the squared return, we see that though returns seem not correlated,
the squared returns show correlated pattern, which implies GARCH structure (See Figure
3.2.1).
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Figure 3.2.1: ACF plot
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In practice, we first pick a stock and fit OLS model to daily data. After that we fit
GARCH(1,1) model to the residuals and calculate coefficients. Then we use the estimated
coefficients to simulate a GARCH(1,1) process for error terms (parameters in Table 3.2.3).
Though the theoretical variance may be difficult to derive in this case, we can still fit the
regression and calculate mean and variance by simulation as before. The results are shown
in Table 3.2.4.
In Table 3.2.4, βˆ still seems to be unbiased for all horizons and the variance increases with
Table 3.2.3: Estimated parameters for GARCH using real daily equity data
µ β σx a0 a1 b1
7.46E-05 0.69153 0.01447 8.43E-06 1.16E-01 8.44E-01
Table 3.2.4: Mean and variance of OLS estimate βˆ in GARCH(1,1) error term case
Horizon
1 10 21 63 252
mean(βˆ) 0.691 0.690 0.692 0.695 0.691
var(βˆ)simu 3.76E-04 2.69E-03 5.35E-03 1.47E-02 6.31E-02
horizon, which is consistent with the results in i.i.d. case.
3.3 Risk
If we consider risk as the criteria in choosing horizon h, we would minimize the expected
prediction error. Consider regression
Y = Xb+  (3.3.1)
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where Y is a T × 1 vector and X is a T × 2 matrix with first column all one’s. In OLS case,
denote U = DX, η = D, where D is a (T −h+ 1)×T transformation matrix that captures
overlapping structure.
Y − Yˆ = Xb+ −X(b+ (UTU)−1UTη)
= (IT×T −X(UTU)−1UTD)
(3.3.2)
Thus the risk is calculated as
E[(Y − Yˆ )T (Y − Yˆ )]
= E[T (IT×T −X(UTU)−1UTD)T (IT×T −X(UTU)−1UTD)]
= σ2tr
[
(IT×T −X(UTU)−1UTD)T (IT×T −X(UTU)−1UTD)
]
= σ2
{
tr(IT×T )− tr(X(UTU)−1UTD)− tr(DTU(UTU)−1XT )
+ tr(DTU(UTU)−1XTX(UTU)−1UTD)
= σ2
{
T − tr((UTU)−1UTDX)− tr(XTDTU(UTU)−1)
+ tr(DTU(UTU)−1XTX(UTU)−1UTD)
= σ2
{
T − 4 + tr(DTU(UTU)−1XTX(UTU)−1UTD)}
(3.3.3)
Here notice that E(2t ) = σ
2 and Cov(t, t−1) = 0.
Thus we need to minimize tr(DTU(UTU)−1XTX(UTU)−1UTD), which is the sum of diagonal
elements of the matrix.
The following simulation is performed to see how risk varies with horizon. Here we use
sample size n = 2520 and horizon h = 1, 10, 21, 63, 252, corresponding to daily, biweekly,
monthly, quarterly and annual horizon, to make this simulation close to the real case.
Here we see that the trace of matrix DTU(UTU)−1XTX(UTU)−1UTD increases with horizon,
thus risk also increases with horizon. (Repeated simulations confirm this conclusion.) The
theoretical proof of this property remains to be done.
25
Table 3.3.1: Trace with different horizon
Horizon 1 10 21 63 252
Trace 2518.000 2523.617 2531.260 2565.136 2771.135
3.4 Two-component stock price model
Notice that we care about the linear relationship between stocks and market at annual
horizon. To get some ideas on the asymptotic and estimate the true beta, we simulation
1000-year data, thus we get 1000 non-overlapping data points at annual horizon.
From Figure 3.4.1, we see that there seems to be a clear linear relationship between annual
stock returns and index returns. We get the r-squared value 0.917 and βˆ = 0.958 using the
1000-year non-overlapping data.
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Figure 3.4.1: Plot of non-overlapping annual market index returns and stock returns
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Now we consider overlapping data with different horizons. We can simulate 1000 paths
of 11-year market price and stock price (to be consistent with real data in later section), and
for each trial, we estimate the beta and calculate R2 for different horizons.
In Table 3.4.1, the values of R2 increases with the horizons, so does the estimates of β. Notice
Table 3.4.1: Summary of linear regression with OLS estimate (data generated by two-
component model)
Horizon mean sd
quantile
R2
25% 50% 75%
1 0.487 0.016 0.470 0.575 0.731 0.237
10 0.591 0.038 0.566 0.657 0.820 0.350
21 0.688 0.043 0.591 0.688 0.853 0.474
63 0.849 0.041 0.617 0.718 0.878 0.726
252 0.950 0.031 0.739 0.848 0.975 0.903
that if we choose annual horizon (252), the beta estimate with overlapping data is close to
the previous βˆ = 0.958. However, if we reduce the horizon, even to quarterly, the estimated
beta would be far from the “true” value. An explanation is that for short horizon, the lin-
ear relationship induced by the same permanent random walk component is diminished by
the temporary stationary components. As horizon gets larger, since the stationary part has
limited variance while the random walk does not, the linear relationship gradually stands
out. Thus for the two-component model, if we increase the horizon, we actually increase the
weight of the random walk component in regression.
We can directly see from (3.1.17) and (3.1.18) that as the horizon h → ∞, the variance of
random walk component (proportional to h) goes to infinity, while the variance of stationary
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component converges to 2−φ
2t
1−φ2 σ
2
 . Thus the random walk part dominates the value of yh and
xh. In other word, it’s heavily weighted in the regression of yt on xt.
To see the pattern more clearly, we choose horizon from 10 to 600, with step size 10. Then
for each horizon, we use the 1000 estimated beta to calculate the average beta and variance.
Each R2 is also recorded. Figure 3.4.2 is consistent with the results in Table 3.4.1. In Figure
3.4.3, we see that aside from horizon 10 and 20, as horizon gets longer, variance first has a
decreasing trend, then after horizon 440 variance increases. We can at least conclude from
the figure that it’s different from the case of i.i.d error term where variance increases with
horizon, and that for annual horizon (252) the variance is relatively small.
The two component model also has the property (not covered in simulation) that R2 is
greatly influenced by γ = σ2η/σ
2
 . For a large γ, where the random walk component domin-
ates, we have large R2; while for a small γ, where the stationary component weighs heavily,
we have small R2.
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Figure 3.4.2: Plot of R2 and beta estimates with different horizons (overlapping data)
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Figure 3.4.3: Plot of variance of beta estimates with different horizons for two-component
model simulation
31
3.5 GLS estimate
For the three models, we can also estimate beta using GLS. Notice that in Section 2.2, we
assume the i.i.d. structure for the error terms, then we get the simple expression Ω = σ2DD′.
However, for error terms with more complex structure, such as GARCH or the stationary
part in two-component model, it’s tedious to derive the explicit form of the covariance matrix
Ω. We may use the approximate Ω = σ2DD′ to calculate beta estimates.
Actually, if we apply this approximate GLS to overlapping data with different horizons, all
of them are close to the estimate using daily data. To further look into this issue, for each
model we simulate 1000 trials and calculate the mean and variance of beta estimates in Table
3.5.1.
We see that as the horizon gets longer, the GLS estimates stay almost the same, which is
Table 3.5.1: Approximate GLS results for three DGP
Horizon
Data Generating Process
i.i.d GARCH two-component
mean var mean var mean var
1 0.690 9.361E-04 0.692 4.282E-04 0.487 3.194E-04
10 0.690 9.410E-04 0.692 4.273E-04 0.487 3.191E-04
21 0.690 9.365E-04 0.692 4.332E-04 0.487 3.199E-04
63 0.690 9.528E-04 0.692 4.369E-04 0.487 3.252E-04
252 0.690 1.058E-03 0.692 4.659E-04 0.487 3.641E-04
not the case for OLS estimates. The intuitive explanation is that, although overlapping data
incurs correlation, GLS takes that part into consideration. Notice that the expression of
32
GLS estimator is
β˜GLS = (X
′D′(DD′)−1DX)−1X ′D′(DD′)−1DY (3.5.1)
Perhaps by adding (DD′)−1, it cancels out the overlapping effect given by D′D and makes
the estimate close to the non-overlapping OLS result βˆ = (X ′X)−1X ′Y .
Note that even though the approximate GLS estimate does not use the exact conditional
variance for GARCH, and does not use the exact correlation structure for the two-component
model, it accounts for most of the effect of using overlapping data on the covariance matrix
of errors.
For GARCH(1,1) model, we calculate the unconditional variance matrix. Remind that the
model is
σ2t = a0 + a1
2
t−1 + b1σ
2
t−1 (3.5.2)
t = σtνt (3.5.3)
Notice that here σt is also random.
Cov(t, t−1) = Cov (σtνt, t−1) = E(σtνtt−1)− E(σtνt)E(t−1)
= E(σtt−1)E(νt)− E(νt)E(σt)E(t−1) = 0
(3.5.4)
V ar(t) = V ar(σtνt) = E(σ
2
tν
2
t )− [E(σtνt)]2 = E(σ2t)E(ν2t ) = E(σ2t) (3.5.5)
Here we apply E(ν2t ) = 1 since ν
2
t ∼ χ21. Then we can derive the recursion formula
V ar(t) = E(a0 + a1
2
t−1 + b1σ
2
t−1) = a0 + a1E(
2
t−1) + b1E(σ
2
t−1) = a0 + (a1 + b1)V ar(t−1)
(3.5.6)
For appropriate choice of a0, a1, b1, V ar(t) would converge to a fixed point a0/(1−a1−b1),
thus the covariance matrix V ar() would converge to a constant diagonal matrix, leading to
the same result as if error terms are iid.
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CHAPTER 4
Real data analysis
4.1 Data description and motivation
We applied the models on the 11-year equity data (2007-2017), including stock prices for
1188 issuers and S&P 500 index. 1 Since missing data problem is not our focus, we just
leave aside all the issuers with missing data. For illustration, we would focus on the simple
one-factor model by regressing on S&P 500 index for all issuers. We choose all the 1188
North America issuers, and for each issuer we have T = 2769 daily price data.
Denote horizon as h, and we will focus on cases of h = 1, 10, 21, 63, 252, corresponding to
daily, biweekly, monthly, quarterly and annual data. We first apply OLS estimation to
regression model (1.0.10), which is reproduced below,
yit,h = µih + βihxt,h + it,h (4.1.1)
OLS estimates for five stocks are presented in Table 4.1.1. More extensive results are presen-
ted in the remainder of this section.
GLS estimate for the same five stocks are presented in Table 4.1.2. We see that for daily
data where there is no serial correlation (D is an identity matrix), GLS estimates and OLS
estimates are exactly the same. As the horizon gets longer, the GLS estimates stay almost
the same, just like what’s shown in simulation.
1All missing values have been filled with interpolation, except for time periods that have many consecutive
missing values.
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Table 4.1.1: OLS Beta estimates (std) for 5 stocks
stock 1 stock 2 stock 3 stock 4 stock 5
OLS daily 1.199 (0.020) 0.674 (0.034) 0.799 (0.027) 1.379 (0.029) 0.627 (0.020)
OLS biweekly 1.284 (0.060) 0.798 (0.102) 0.739 (0.082) 1.782 (0.089) 0.685 (0.059)
OLS monthly 1.382 (0.091) 0.731 (0.151) 0.701 (0.122) 1.880 (0.136) 0.759 (0.089)
OLS quarterly 1.651 (0.176) 0.553 (0.273) 0.592 (0.222) 2.076 (0.255) 0.695 (0.160)
OLS annual 1.439 (0.295) 0.220 (0.500) 0.280 (0.416) 2.283 (0.481) 0.905 (0.293)
Table 4.1.2: Beta estimates of GLS and OLS for 5 stocks
stock 1 stock 2 stock 3 stock 4 stock 5
OLS daily 1.199 (0.020) 0.674 (0.034) 0.799 (0.027) 1.379 (0.029) 0.627 (0.020)
GLS daily 1.199 (0.020) 0.674 (0.034) 0.799 (0.027) 1.379 (0.029) 0.627 (0.020)
GLS biweekly 1.199 (0.020) 0.673 (0.034) 0.798 (0.027) 1.380 (0.029) 0.627 (0.020)
GLS monthly 1.196 (0.020) 0.673 (0.034) 0.799 (0.027) 1.381 (0.029) 0.628 (0.020)
GLS quarterly 1.197 (0.020) 0.673 (0.034) 0.798 (0.027) 1.381 (0.029) 0.630 (0.020)
GLS annual 1.201 (0.021) 0.685 (0.035) 0.808 (0.028) 1.382 (0.030) 0.630 (0.021)
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4.2 Estimation of beta
Our purpose is to estimate beta and correlation at annual horizon, which measures the
linearity between the stock price returns and index returns. However, since we only have
11-year data, we have too few annual data points for linear regression. Basically we have two
choices: change the horizon or use overlapping data. Of course we can combine both. In this
section, we apply two extreme cases to our real data: use daily data or annual overlapping
data. For the first case, we would have 2768 data points for each stock. For the second case,
we aggregate consecutive 252 daily return to annual return, and then move the window by
one day, thus we get 2517 data points. For non-overlapping annual case and these two cases,
we perform linear regression and plot the OLS estimates of beta.
Figure 4.2.1 presents scatter plots of different estimates of beta. It can be observed that for
most stocks the estimates of beta are positive, indicating that the individual stock returns
have positive linear relationship with the returns of market index. The estimates using
annual overlapping data are relatively close to the non-overlapping case (since scatter plot
shows diagonal trend), while there seems to be no clear relationship between estimates using
daily data and annual overlapping data. Since we don’t have enough data points for the
non-overlapping case (only 10), we could not take its estimate as the true beta of each stock.
Thus, even though the estimates using annual overlapping data are similar to those using
non-overlapping data, we still could not conclude that it’s “better” than the estimates using
daily data. But at least it brings to our attention that the daily estimates are very different
from the annual ones, thus we need to be careful when we use short horizons to estimate
parameters at the annual horizon.
Some basic statistics and the distribution of OLS beta estimate across 1188 US issuers
are presented in Table 4.2.1. We see that longer horizon leads to higher variance of beta
estimates. Notice that for annual horizon, the average beta estimate is larger than that
of daily horizon, while the median is smaller, which indicates that there are more extreme
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Figure 4.2.1: Scatter plot of OLS beta estimates of 1188 stocks
positive values with annual horizon.
Summary of GLS estimates are shown in 4.2.2. Compared with 4.2.1, it confirms that the
approximate GLS with different horizons is almost the same as OLS estimates with non-
overlapping data.
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Table 4.2.1: OLS estimates with different horizons, overlapping data
Horizon mean sd
quantile
25% 50% 75%
1 1.015 0.501 0.698 1.036 1.349
10 1.126 0.576 0.736 1.112 1.468
21 1.165 0.632 0.733 1.120 1.500
63 1.191 0.740 0.650 1.072 1.576
252 1.132 0.787 0.593 0.977 1.475
Table 4.2.2: GLS estimates with different horizons, overlapping data
Horizon mean sd
quantile
25% 50% 75%
1 1.015 0.501 0.698 1.036 1.349
10 1.015 0.502 0.698 1.036 1.349
21 1.015 0.501 0.699 1.037 1.351
63 1.015 0.503 0.698 1.034 1.351
252 1.015 0.502 0.693 1.037 1.350
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4.3 Correlation among issuers
To calculate the correlation among issuers, we further assume for (1.0.5) that i ∼ N(0, σ2i).
Under the assumption that cov(xt, i) = 0 and cov(i, j) = 0, for i 6= j, we have the total
variance:
σ2i = β
2
i σ
2
x + σ
2
i
(4.3.1)
The correlation between issuers is:
corr(yit, yjt) =
βiβjσ
2
x√
β2i σ
2
x + σ
2
i
√
β2jσ
2
x + σ
2
j
(4.3.2)
The average and median correlation for all issuer pairs are presented in Table 4.3.1. From
Table 4.3.1: Average and median of correlation under different horizons
Horizon
1 10 21 63 252
ave.OLS.corr 0.294 0.292 0.305 0.332 0.410
median.OLS.corr 0.309 0.298 0.307 0.327 0.421
ave.GLS.corr 0.294 0.255 0.257 0.278 0.369
median.GLS.corr 0.309 0.260 0.260 0.278 0.373
ave.samp.corr. 0.322 0.327 0.346 0.367 0.444
median.samp.corr. 0.333 0.330 0.345 0.372 0.477
Table 4.3.1 we can see that the average and median of model correlation among stocks given
by the simple linear regression are smaller than those of the sample correlation. Since we just
use one factor, our simple model may only capture part of the linear correlation. Another
finding is that the annual horizon leads to a much larger average correlation when compared
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with other horizons. This may be because when we use longer horizon, the daily volatility
would be partly smoothed out, leading to a stronger correlation between issuers.
4.4 Significance of estimate
Another important issue is how horizon influences the significance of β˜. For each horizon,
we calculate the proportion of estimates being significant among all issuers. The results are
presented in Table 4.4.1.
Table 4.4.1: Proportion of significant estimates of β
Horizon
1 10 21 63 252
OLS 0.995 0.992 0.983 0.927 0.682
GLS 0.995 0.996 0.997 0.997 0.997
As we can see in Table 4.4.1, for OLS estimates of β, as the horizon gets longer, fewer
estimates would be significant. When we use daily horizon, about 99.5% OLS estimates
would be significant, while if we choose annual horizon, only less than 70% are significant.
While for GLS estimates, the proportion of significant estimates seems to stay the same
as the horizon changes, which is consistent with the result in Table 4.1.2. An intuitive
explanation is that as horizon gets longer, the serial correlation in residuals gets severe so
that OLS estimate becomes more inefficient. Thus the standard error gets larger, leading to
smaller t-statistics, higher p-values and fewer rejection of the null hypothesis that β = 0.
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CHAPTER 5
Summary and Conclusion
In this paper, we construct the OLS and GLS model with fixed X and overlapping data for
linear regression. We also discuss the issue of transforming overlapping regression to non-
overlapping regression, and the issue of random walk and spurious regression. We consider
three DGP in simulation: simple linear regression with i.i.d. or GARCH(1,1) error terms,
and two-component stock price model. We also perform analysis on the real equity data.
From the results of simulation and real data analysis, we get the following conclusions:
• Different horizons may lead to very different results. Using short horizon to estimate
long-term linearity could be justified in certain models and under proper assumption.
• For the simple linear regression model with error term i.i.d. or GARCH, we would
recommend using daily non-overlapping data. For two-component stock price model
where individual stocks and market share the same random walk component, we re-
commend using annual overlapping data.
• The approximate GLS estimates with different horizons are almost the same as OLS
estimate with non-overlapping data.
• For arbitrary real data,
– we need to first fit an appropriate model on it. After we get a proper model, we
can go through similar steps in this report to decide a horizon through various
criteria. No overall recommendation for horizon selection is made here.
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– Without going into the detail on specific model, GLS with overlapping data may
provide reasonable estimate (parameter estimate and standard error).
We have several ideas for future work:
• We only consider fixed h (horizon) theory. While for the case where h goes to infinity,
the derivation of the distribution of beta estimate could be quite tedious. We can assess
whether the large h distribution provides a better approximation in finite sample.
• Derive exact GLS for linear regression model with GARCH error terms.
• Further study of properties of two-component model with more practical assumptions.
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