Abstract. We present a new integral equation for solving the Maxwell scattering problem against a perfect conductor. The very same algorithm also applies to sound-soft as well as sound-hard Helmholtz scattering, and in fact the latter two can be solved in parallel in three dimensions. Our integral equation does not break down at interior spurious resonances, and uses spaces of functions without any algebraic or differential constraints. The operator to invert at the boundary involves a singular integral operator closely related to the three dimensional Cauchy singular integral, and is bounded on natural function spaces and depend analytically on the wave number. Our operators act on functions with pairs of complex two by two matrices as values, using a spin representation of the fields.
Introduction
In this paper, we present a new singular integral equation which reads (1) h(x) − 2M(x)p.v.
∂Ω
Ψ k (y − x)h(y)dy = φ(x), x ∈ ∂Ω, and solves the Maxwell as well as the Helmholtz scattering problem, with wave number k, in the unbounded connected complement Ω ⊂ R 3 of a compact set, with prescribed boundary data φ on ∂Ω, which is assumed to be at least Lipschitz regular. All the functions φ, h and Ψ k , the latter which essentially is the gradient of the fundamental solution of the fundamental solution Φ k to Helmholtz equation, take values in the eight dimensional space of pairs of complex 2 × 2 matrices. The multiplier M(x) denotes an explicit linear map of such matrix-pairs determined by the unit normal vector field n(x). Depending on whether one wants to solve the Maxwell, Dirichlet Helmholtz or Neumann Helmholtz problem, one embeds the boundary data differently in the matrix-pair valued function φ, and after having solved the integral equation for h and computed the field F (x) with the corresponding integral for x ∈ Ω, one can extract the electric and magnetic fields E and H, or the acoustic wave u and its gradient ∇u, from this matrix-pair valued function F .
The derivation of the integral equation (1), which we refer to as the spin integral equation, use a framework for solving Dirac transmission problems on Lipschitz domains, from the author's thesis [2] , published in the four papers [3, 1, 6, 4] . This build on earlier works by McIntosh and Mitrea [10] and Axelsson, Grognard, Hogan and McIntosh [5] , where Maxwell's equations were studied using Clifford analysis. Indeed, the above matrix-pairs are nothing but a concrete matrix representation of the complex three dimensional Clifford algebra. The idea to write Maxwell's equation as what we now call a Dirac equation using Clifford algebra, is old and dates back to the original works of Maxwell and Clifford, and was rediscovered by M. Riesz. It is also well known that there are Cauchy type reproducing formulas for solutions to such Dirac equations, which generalize classical function theory for analytic functions in the complex plane to some extent. These Cauchy integrals are fundamental to this paper.
The spin integral equation (1) solves the boundary value problem in the unbounded exterior domain Ω, for a prescribed tangential part of the fields at ∂Ω, in parallel with an auxiliary and complementary boundary value problem in the bounded interior domain. We do not choose this auxiliary boundary value problem to be with prescribed normal part of the fields at the boundary, which is the straightforward choice, since this would cause non-invertibility of the integral equation at some discrete set of real resonances. Instead, the novelty with the spin integral equation is that we impose a non-selfadjoint boundary condition for the auxiliary interior problem, which is a natural local elliptic boundary condition for the spin Dirac operator. This ensures that the spin integral equation is invertible for any wave number Im k ≥ 0, k = 0, and therefore solves the problem with spurious interior resonances in computational electromagnetics.
A problem with the combined field integral equation for Maxwell's equations, which is a classical way to modify the integral equations to avoid spurious interior resonances, see for example Colton and Kress [8, Thm. 6 .19], is the low frequency breakdown, in that the numerical accuracy deteriorates as k → 0. There are integral equations available for Maxwell scattering which do not suffer from such low-frequency breakdown or interior spurious resonances: The generalized Debye potentials of Epstein and Greengard [9] . Their method however requires the inversion of surface Laplace equations. Our spin integral equation does not require any extra complications like that. Furthermore the operator depends holomorphically on k and the only thing that happens at k = 0 is that the operator fails to be invertible, but is still a Fredholm operator.
Unlike classical integral equations for Maxwell's equations, the spin integral equation uses function spaces without any algebraic constraints, like tangential vector fields, or any differential constraints, like control of surface divergence. In the combined field integral equation for Maxwell's equations as well as in the classical integral equation for solving the Neumann Helmholtz equation without spurious interior resonances, there appears hypersingular integral operators. In (1), the integral operator is a singular integral, but it is known to be bounded for example on L p , 1 < p < ∞, and Hölder spaces C α , 0 < α < 1, on smooth surfaces. Boundedness on L p in fact only requires a Lipschitz boundary. However, the spin integral operator h(x) → M(x)p.v. ∂Ω Ψ k (y − x)h(y)dy is never compact, being the product of an invertible singular integral operator and an invertible multiplication operator. Nevertheless, the spin integral equation is bounded and invertible in L 2 (∂Ω) on any Lipschitz surface, and for smooth surfaces also in L p (Ω), 1 < p < ∞, and in Hölder space C α (∂Ω), 0 < α < 1. The outline of this paper is as follows. The reader who wants a self contained formulation of the algorithm for solving the Maxwell and Helmholtz scattering problems with the spin integral equation, finds this in Section 2. The reader who want a derivation of the spin integral equation finds it in Sections 4 and 5. Before this derivation, some background on Clifford algebra, Dirac equations and Cauchy integrals is surveyed in Section 3. In the final Section 6 we explain the relationship between the spin integral equation and the classical double and single, and magnetic dipole integral equations for solving the Helmholtz and Maxwell scattering problems.
It is our hope that the spin integral equation formulated in this paper will prove useful for the numerical solution of scattering problems, in particular for the Maxwell perfect conductor scattering problem. In this paper, we have aimed to simplify the algebra by limiting ourselves to the three dimensional Clifford algebra, which only makes use of the classical scalar and vector products, in a clever combination to yield an associative Clifford product. But similar algorithms work in two dimensions as well as in higher dimension, see [2] . In even dimensions 2n, it will use 2 n × 2 n complex matrices (not pairs) and a Hankel function of the first kind for the integral kernel.
The spin integral equation
In this section we state in detail our algorithm for solving the Maxwell and Helmholtz scattering problems considered in this paper. Throughout this paper we assume that
where Ω + is a bounded domain with strongly Lipschitz regular boundary ∂Ω = ∂Ω + . That is we assume that ∂Ω locally is the graph (in some direction) of an at least Lipschitz regular function. Denote by n the unit vector field on ∂Ω pointing into Ω = Ω − , which is at least a measureable vector field. We further assume that the unbounded domain Ω is connected. Throughtout this paper, we assume that the wave number k appearing in Maxwell's and Helmholtz' equations satisfies k ∈ C \ {0} and Im k ≥ 0.
2.1. The scattering problems. (M) Consider Maxwell's equations in Ω consisting of a uniform, isotropic and conducting material, so that electric permittivity ǫ, magnetic permeability µ and conductivity σ are constant and scalar. We study electromagnetic wave propagation in Ω, with material constants ǫ, µ, σ, and Ω + is assumed to be a perfect conductor. Maxwell's equations in Ω then take the form
for the (rescaled) electric and magnetic fields E and H, where the wave number k satisfies k 2 = (ǫ + iσ/ω)µω 2 . The data in the scattering problem we seek to solve are incoming electric and magnetic fields E 0 and H 0 solving (2) in Ω. Our problem is to solve for the scattered electric and magnetic fields E and H solving (2) in Ω, an inhomogeneous boundary condition at ∂Ω and the Silver-Müller radiation condition at infinity. At ∂Ω, since the fields vanish in the perfect conductor Ω + , we have boundary conditions
The radiation condition is that
at infinity. We remark that for Im k > 0, the exponential bound on the growth combined with Maxwell equations will in fact self-improve to an exponential decay.
(H) Turning to acoustic wave propagation, we also consider the Helmholtz equation
in Ω with wave number k, for a scalar function u : Ω → C. We assume that the incoming wave u 0 solves (5) in Ω, and we want to compute a scattered wave u also solving (5) in Ω, and satisfying either the Dirichlet (sound soft) boundary conditions for the Helmholtz operator ∆ + k 2 , we compute its gradient vector field
We represent vectors by pairs of complex 2 × 2 matrices, using the classical Pauli spin matrices, and in (C 2×2 ) 2 , the linear space of pairs of complex 2 × 2 matrices, we add and multiply component-wise so that (a 1 , a 2 
Definition 2.1. Let {e 1 , e 2 , e 3 } be the standard basis for R 3 and define
Define the complex linear map ρ :
For example, the unit normal vector n = n 1 e 1 + n 2 e 2 + n 3 e 3 = n(y) at y ∈ ∂Ω is represented by the matrix pair
The integral equation for solving the scattering problems makes use of the following operators acting on functions h : ∂Ω → (C 2×2 ) 2 .
• The principal value singular integral operator
x ∈ ∂Ω, where dy denotes surface measure on ∂Ω.
• The non-singular integral operator corresponding to R k is
Here h denotes an auxiliary involution operation in (C 2×2 ) 2 , given by
We can now state our algorithm for Maxwell and Helmholtz scattering. Define boundary data g as follows.
(M) For Maxwell's equations, let E 0 and H 0 be incoming electric and magnetic fields. Define the tangential trace E
of the electric field and the normal trace H
) of the magnetic field, which will satisfy the constraint ∇ T × E 0 T = ikH 0 N , and let
(H) For Helmholtz equations, let u 0 be an incoming wave satisfying Helmholtz equation (5) in Ω ⊂ R 3 . To solve the Dirichlet Helmholtz scattering problem, write the tangential gradient as ∇ T u 0 = (f 1 , f 2 , f 3 ) at ∂Ω, and let
To solve the Neumann Helmholtz scattering problem instead, write the normal gradient as
, and let
2 as above, depending on which scattering problem we consider, solve the singular integral equation
and write this function
Depending on which scattering problem we consider, we have the following solution.
(M) In case of Maxwell data g, we have α = β = 0, and E n = a n and H n = b n , n = 1, 2, 3, are the components of the uniquely determined scattered electric and magnetic fields, which satisfies the boundary conditions at ∂Ω, the Maxwell equations in Ω and the Silver-Müller radiation condition at infinity.
(H) In case of Helmholtz Dirichlet data g, we have b n = 0, n = 1, 2, 3, β = 0, and α = iku and a n = ∂ n u, n = 1, 2, 3, where u is the uniquely determined scattered wave, which satisfies the Dirichlet boundary conditions at ∂Ω, the Helmholtz equation in Ω and the Sommerfield radiation condition at infinity.
In case of Helmholtz Neumann data g, we have a n = 0, n = 1, 2, 3, α = 0, and β = ikv and b n = ∂ n v, n = 1, 2, 3, where v is the uniquely determined scattered wave, which satisfies the Neumann boundary conditions at ∂Ω, the Helmholtz equation in Ω and the Sommerfield radiation condition at infinity.
The derivation of the spin integral equation (7) is found in Section 4.3. It follows from the results in Section 4, that the spin integral equation is invertible on L 2 (∂Ω) for example, for all Im k ≥ 0, k = 0. In Section 5, we show why the particular structure of the datum g will produce Maxwell and Helmholtz fields respectively.
The three dimensional Cauchy integral
The algorithm for solving the Maxwell scattering problem, presented in Section 2, was formulated in terms of matrices, as this is well suited for computatons. For a geometrical understanding, we prefer instead the underlying Clifford algebra framework. What we used in Section 2 was indeed the well known fact from representation theory that the three dimensional complex Clifford algebra is isomorphic to the matrix-pair algebra (C 2×2 ) 2 , and ρ from Definition 2.1 is an example of such an isomorphism.
The three dimensional complex Clifford algebra, as a complex linear space, is the same as the exterior algebra ∧C 3 , and consists of objects, here referred to as multivectors, which we write
with complex coordinates α, a n , b n , β ∈ C. Here {e 1 , e 2 , e 3 } is the standard basis for R 3 ⊂ C 3 , which induces the basis {1, e 1 , e 2 , e 3 , e 2 ∧ e 3 , e 3 ∧ e 1 , e 1 ∧ e 2 , e 1 ∧ e 2 ∧ e 3 } for the eight-dimensional complex linear space ∧C 3 . We equip ∧C 3 with the complex inner product for which the above basis is ON. Note that we consider not only the vectors C 3 but also the scalars C as subspaces in ∧C 3 , by viewing 1 as a basis element in ∧C 3 . Unlike in higher dimension, the geometry of multivectors in ∧C 3 is not much beyond vectors, since the Hodge star map * w = αe 1 ∧ e 2 ∧ e 3 + a 1 e 2 ∧ e 3 + a 2 e 3 ∧ e 1 + a 3 e 1 ∧ e 2 + b 1 e 1 + b 2 e 2 + b 3 e 3 + β,
can be used to identify the one-dimensional vectors {e 1 , e 2 , e 3 } and the two-dimensional bivectors {e 2 ∧ e 3 , e 3 ∧ e 1 , e 1 ∧ e 2 }, as well as the zero-dimensional scalars {1} and the 3-vectors {e 1 ∧ e 2 ∧ e 3 }.
On the complex linear space ∧C 3 , there are two natural associative, but noncommutative, products.
• The exterior product ∧, relates to the affine structure of R 3 and satisfies u ∧ u = 0 for all vectors u ∈ C 3 . In terms of scalar and vector products, the exterior product of a vector u and a multivector w = α + a + * b + * β is (9) u ∧ w = 0 + uα + * (u × a) + * (u · b).
• The Clifford product, denoted by juxtaposition, encodes also the euclidean geometry and satisfies uu = |u| 2 for all vectors u ∈ C 3 . Note the sign convention we chose here. In terms of scalar and vector products, the Clifford product of a vector u and a multivector w = α + a + * b + * β is
Unlike the exterior product, the Clifford product yields an algebra which is essentially isomorphic to a matrix algebra. In the above complex three dimensional case, the following is an explicit but arbitrary choice of isomorphism which we use in this paper.
Lemma 3.1. The space of multivectors ∧C 3 , equipped with the Clifford product, is isomorphic to the space (C 2×2 ) 2 of pairs of complex 2 × 2 matrices, equipped with pairwise matrix multiplication as in Section 2, via the isomorphism
for w ∈ ∧C 3 as in (8) .
An algebraic operation that we also need, is the involution w of a multivector w, which is (11) w = α − a 1 e 1 − a 2 e 2 − a 3 e 3 + b 1 e 2 ∧ e 3 + b 2 e 3 ∧ e 1 + b 3 e 1 ∧ e 2 − βe 1 ∧ e 2 ∧ e 3 , that is negation of vectors, extended to multivectors. Note that under the representation ρ, this involution corresponds toĥ from Definition 2.1. It is an automorphism of ∧C 3 , both with respect to the exterior and Clifford products, which is very useful. One first example is a Riesz formula
with expresses the exterior product by a vector u, in terms of the Clifford product.
Definition 3.2. The (Hodge-) Dirac is the formally elliptic first order partial differential operator D given by
that is the nabla symbol acting via the Clifford product.
Example 3.3. The relevance of Clifford algebra to this paper is as follows.
(M) In the ∧C 3 framework, the magnetic field is a bivector field * H, and we combine the electric and magnetic fields in one multivector field (13)
which has zero scalar and 3-vector parts. In this way, Maxwell's equations (2) can be written in a compact way as
Indeed, by (10) we see that
(H) In the ∧C 3 framework, we combine the acoustic wave function u and its gradient, into one multivector field
which has zero bivector and 3-vector parts. In this way, Helmholtz' equation for u is equivalent to (14) for F . Indeed, by (10) we see that DF = ∇(iku + ∇u) = ∇ · ∇u + ik∇u + * 0 + * 0 = ik(iku + ∇u + * 0 + * 0).
For the Neumann problem, we shall instead use that the Helmholtz equation for u is equivalent to (14) for F = * ∇u + ik * u.
The fundamental solution 1/z to the Cauchy-Riemann ∂ operator, yields the Cauchy reproducing formula for analytic functions in the complex plane. Generalizing this to three dimensions and k = 0, one obtains a Cauchy type reproducing formula for solutions to DF = ikF . The Dirac operator is the famous differential square root of the Laplace operator: D 2 F = ∆F acting component-wise on the multivector field, and therefore
from which we obtain a fundamental solution
when x ∈ Ω, if DF = ikF in Ω and if the Dirac radiation condition (15) (
holds. For the electromagnetic field (13) this is exactly the Silver-Müller radiation condition, as seen from (10).
Lemma 3.4. Assume that DF = ikF in Ω and that F satisfies the Dirac radiation condition (15). Then
Proof. Note that left multiplication by
) is a projection in ∧C 3 , so the condition is on one half of the multivector field F . To obtain some control of the other half of F , we integrate the identity
over the a large sphere |x| = R and use Stokes' theorem on the last term to obtain
since (DF, F ) + (F, DF ) = −2Im k|F | 2 and Im k ≥ 0. The stated limit now follows by using this estimate for the term −x/|x| 2 , and the hypothesis for the term ik(x/|x| − 1), in Ψ k .
We define the trace of Cauchy extensions
where C Ω k h(z) = ∂Ω Ψ k (y − z)(−n(y))h(y)dy, z ∈ Ω, and h : ∂Ω → ∧C 3 . Similarly for the complementary bounded domain Ω + , we set
where C
The two operators C ± k act on functions h : ∂Ω → ∧C 3 , and we observe that
, as a consequence of Stokes theorem as above. Moreover, we compute the limits
where C k denotes the principal value singular integral
In particular, C 
Boundary conditions and well posedness
By H we denote a suitable Banach space of functions h : ∂Ω → ∧C 3 = (C 2×2 ) 2 . Throughout the remainder of this paper we shall use
However, for smooth surfaces we could equally well use an L p , 1 < p < ∞, or Hölder space C α , 0 < α < 1, for example. What is needed is that the Cauchy singular integral operator C k , as well as the multiplication operators being used, act boundedly in H, and that Fredholm well posedness holds for the N and S boundary value problems, as discussed below. It is for the latter reason that we prefer L 2 , since well posedness holds here for all strongly Lipschitz surfaces.
As we saw in Section 3, the Dirac equation DF = ik in the two domains Ω + and Ω = Ω − induce a topological (but non-orthogonal) splitting of the function space H on ∂Ω into closed Hardy subspaces
Below we make use of the formalism from [3] for boundary value problems, which means that we encode the boundary conditions in a second reflection operator A. Well posedness of all the associated boundary value problems means that ±1 do not belong to the spectrum of the cosine operator
An optimal boundary value problem is when C k A + AC k = 0, or Fredholm optimal when this cosine operator is compact.
4.1.
The N boundary conditions. We first survey known estimates for normal and tangential boundary conditions. See [1] for more details. In this case we choose A to be the operator
The associated projection operators N ± are
which gives the tangential (to the tangent plane T y ∂Ω) part of f , and
(f − Nf ), which gives the normal part of f . When ∂Ω is smooth, we see that the cosine operator 1 2 (C k N + NC k ) is compact. Indeed the kernel of this integral operator is only weakly singular, since Ψ k (x − y) is almost tangential, and therefore nearly anticommutes with n(x) ≈ n(y), when x ≈ y. In the general case when ∂Ω is merely Lipschitz regular, the cosine operator fails to be compact, but it is still possible to prove that its essential spectrum does not contain ±1, by using Rellich type identities. In our setting of the Dirac equation, one considers the sesquilinear form
) is a smooth vector field chosen so that (θ(x), n(x)) ≥ C > 0 on ∂Ω. On the one hand, by Stokes theorem, Θ(f, f ) is essentially zero when f is in one of the Hardy subspaces C The two reflection operators C k and N describe four boundary value problems, where we seek solutions to DF = ikF in Ω + or Ω − , with prescribed tangential part N + (F | ∂Ω ) or normal part N − (F | ∂Ω ) of the multivector field at the boundary. Well posedness of such a problem is equivalent to the invertibility of a restricted projection, as follows.
Theorem 4.1. The four restricted projections
are Fredholm operators with index zero for any k ∈ C. They fail to be invertible only on a discrete set of resonances in Im k ≤ 0. However, the two restricted projections
corresponding to the exterior domain Ω, when this is connected, will also be invertible for all k ∈ R \ {0}.
Proof. All the statements, except the invertibility of the exterior restricted projections for k ∈ R \ {0}, follow from the Rellich identities, Fredholm perturbation theory and analytic Fredholm theory. See [1, Thm. 3.5] , and specialize to V = N.
To prove the last statement, assume that F satisfies the Dirac equation DF = ikF in Ω, the radiation condition ( 
|F |
By hypothesis, the first term tends to zero, and the last term vanishes because of the assumed boundary conditions.
4.2.
The S boundary conditions. We now study two auxiliary boundary conditions described by the reflection operator
The associated projection operators S ± are
(1 − n)f,
(1 + n)f . In this case
is a compact perturbation of a skew-adjoint operator, and therefore so is the cosine operator
When ∂Ω is smooth, one moreover sees from the almost orthogonality of Ψ k (x − y) and n(x) ≈ n(y), when x ≈ y, that the cosine operator is a weakly singular, and hence compact, operator. Thus, for any Lipschitz surface, ±1 will not be in the essential spectrum of this cosine operator.
The two reflection operators C k and S describe four boundary value problems, where we seek solutions to DF = ikF in Ω + or Ω − , with prescribed S + (F | ∂Ω ) part or S − (F | ∂Ω ) part of the multivector field at the boundary. Well posedness of such a problem is equivalent to the invertibility of a restricted projection, as follows.
Theorem 4.2. The four restricted projections
Proof. All the statements, except the invertibility results, follow from the skewadjointness, modulo compact operators, Fredholm perturbation theory and analytic Fredholm theory, similar to the proof of [1, Thm. 3.5], replacing V there by S.
To prove injectivity for
If DF = ikF and F | ∂Ω ∈ S + H, and hence nF = F , then we obtain
Using the Cauchy reproducing formula, it follows that F = 0 in all Ω. This proves the injectivity of the restricted projection.
4.3.
Mixed N and S boundary conditions. We consider the following Dirac scattering problem. Assume given a tangential multivector field
on ∂Ω. This means that α is arbitrary, a is a tangential vector field, b is a normal vector field, and β = 0. We seek a multivector field F : Ω → ∧C 3 solving DF = ikF in Ω, with boundary condition
and satisfying the radiation condition (
Im k|x| ) as x → ∞. Clearly, well posedness of this boundary value problem means exactly that the restricted projection
is invertible. We know that this is true when Im k ≥ 0 and k = 0 by Theorem 4.1.
The main idea in this paper is to combine this restricted projection with the auxiliary restricted projection S − : C + k H → S − H, which is invertible for Im k ≥ 0 by Theorem 4.2, to obtain an equivalent invertible integral equation on the full space H, in the following way. 
Proof.
We show that both statements are equivalent to
. By Theorem 4.2, the latter is equivalent to f ∈ C − k H. Calculating, we get
Multiplying the equation by N +S, using that N and S are anti-commuting reflection operators, and Ng = g, completes the proof.
We note that the spin integral equation in Algorithm 2.2 coincides with the equation in Theorem 4.3, after multiplication of the equation by S, under the relations
To obtain further understanding of the spin equation from Theorem 4.3, we may consider the operator algebra generated by the two reflection operators N and S, as in [3] . As used above, the cosine operator here is (I ± (N + S + SN)), so that A + g = g + Sg as in the right hand side of the spin equation. We leave these identities to the reader to verify, as we shall not use them.
Maxwell and Helmholtz constraints
We have seen in Section 4.3 how the spin integral equation solves the Dirac scattering problem into which the Maxwell and Helmholtz scattering problems embed. Note from (10) , that the Silver-Müller radiation condition (4) is equivalent to the Dirac radiation condition (15) for F = E + * H, where the first and last equations in (4) are redundant. It is also clear from (10) that the Dirac radiation condition for F = iku + ∇u implies the Sommerfield radiation condition (6) for u. Conversely, the Sommerfield radiation condition implies a Green representation. See [8, Thm. 2.4] , which can be extended to Im k ≥ 0, k = 0. From this the control of the angular derivative
follows, and as a consequence, F will satisfies the Dirac radiation condition. It now remains to see how the constraints on the boundary data g force the Dirac solution to be a Maxwell or Helmholtz field respectively. For this, we make use of the following operators.
• The exterior derivative is the first order partial differential operator
that is the nabla symbol acting via the exterior product.
• The time reflection operator T is the involution
with associated projections
(f + f ) onto the spacelike part of f , and Proof. By (10), DF = ikF means
From (9) we see that dF = ikT
From these formulas, the claim is straightforward to verify.
Consider the incoming electromagnetic field F 0 = E 0 + * H 0 , and the tangential part g of its trace. We solve the spin integral equation (7) for h, and obtain a solution F to the Dirac scattering problem. Now define the auxiliary multivector field
By Lemma 5.1, it suffices to show F ′ = 0 in Ω. Given the unique solvability of the Dirac scattering problem, it suffices to show
To verify the Dirac equation, we calculate
since Dd + dD = D 2 and T + + T − = I. To verify the boundary condition we note that N + (F ′ | ∂Ω ) = ı * (F ′ ), viewing F ′ as a direct sum of differential forms, where ı * denotes the pullback by the inclusion map ı : ∂Ω → R 3 . By the well known commutation of pullbacks and exterior derivatives, we obtain To verify the Dirac radiation condition, we use the fundamental solution Ψ k and the radiation condition for F to show that it has a representation
R) satisfies η = 1 on a neighbourhood of Ω + , Stokes' theorem and the radiation condition shows
Then we calculate modulo o(|x| −1 e Im k|x| ) to obtain
and further let z = (x − y)/|x − y| ≈ x/|x| and calculate In this case F 1 = α + a solves DF 1 = ikF 1 and F 2 = * b + * β solves DF 2 = ikF 2 .
Proof. By (10), DF = ikF means
Given Dirichlet and Neumann data g D = −(iku 0 + ∇ T u 0 ) and g N = − * ( ∂u 0 ∂n n), we solve the spin integral equation (7) for h, with boundary data g D + g N , and obtain a solution F to the Dirac scattering problem. We may of course set g N = 0 and solve only the Dirichlet problem, or vice versa.
To show that the Dirichlet and Neumann parts of F are decoupled as in Lemma 5.2, we consider the auxiliary multivector field 
This completes the derivation of Algorithm 2.2 for Helmholtz' equation.
Relation to classical integral equations
Classically, the Helmholtz scattering problem with Dirichlet data is solved using the double layer potential operator
and to avoid spurious interior resonances one modifies the integral equation h − Dl k h = g by adding a single layer potential. Similarly, the Neumann problem is solved using the adjoint of the double layer potential, that is the normal derivative of the single layer potential This operator C k N was called the rotation operator in [3] . It is seen that for g ∈ N + H, this equation is always solvable, but at interior resonances k ∈ R, h may be unique only modulo a finite dimensional subspace of H. However, any such solution h will yield the same solution F to the Dirac scattering problem.
The following Proposition 6.1 shows how the three classical integral operators above correspond to the compression N + C k N + of C k to the subspace N + H. Note in particular that I −N + C k N + is invertible if and only if I −Dl k , I −M k and I +Dl * are all three invertible.
Proposition 6.1. Write a tangential multivector field f ∈ N + H as f = u 1 + (n × v) + * (u 2 n) + * 0, where u 1 , u 2 are scalar functions and v is a tangential vector field. Then in this splitting we have
where Dl k and M k are the double layer potential operator and the magnetic dipole operator above, and
∂Ω Φ k (y − x)n(x) × n(y)u 1 (y)dy,
The proof is a straightforward examination of the Clifford products and exterior products used in the definition of C k and N + , which we leave to the reader. The relation between the three classical integral operators above, which we have seen amount to the compression N + C k N + , and the rotation operator C k N, which is closely related to our spin integral equation, is now as follows. Introducing the cosine operator (λ + 1/λ) maps the spectrum of C k N onto the spectrum of this cosine operator. This in turn is the direct sum of N + C k N + and −N − C k N − , and these two compressions are similar operators, intertwined by the Hodge star map * . For more details, we refer the reader to [3] .
