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Zeros, growth and Taylor coefficients of entire
solutions of linear q-difference equations
Walter Bergweiler
Abstract
We consider transcendental entire solutions of linear q-difference
equations with polynomial coefficients and determine the asymptotic
behavior of their Taylor coefficients. We use this to show that under a
suitable hypothesis on the associated Newton-Puiseux diagram their
zeros are asymptotic to finitely many geometric progressions. We also
sharpen previous results on the growth rate of entire solutions.
1 Introduction and main results
An equation of the form
m∑
j=0
aj(z)f(q
jz) = b(z) (1.1)
is called a linear q-difference equation. Here we assume that q ∈ C with
0 < |q| < 1 and that b and the aj are polynomials.
The study of such equations has a long history – already Adams’ survey [2]
from 1931 has an extensive bibliography. The subject continues to be an
active area of research, see [4, 6, 10, 11, 12, 17] for a (very incomplete)
sample of more recent work.
We are concerned with the zeros and the growth of entire solutions
of (1.1). Before stating our results for the general equation (1.1), we illus-
trate our (and previous) results by describing what they say for the special
case m = 2 with deg aj = j for j ∈ {0, 2} and deg a1 ≤ 1. We may assume
that a0(z) ≡ 1 and that the leading coefficient of a2 is equal to q2, since this
can be achieved by replacing f(z) by f(cz) for a suitable constant c. (We
normalize this coefficient to q2 and not 1 because this simplifies some of the
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formulas below and, more importantly, agrees with the notation in [7].) We
are thus considering the equation
f(z) + (a1,1z + a1,0)f(qz) + (q
2z2 + a2,1z + a2,0)f(q
2z) = b(z) (1.2)
with a polynomial b; see Example 1.4 below for a detailed discussion.
Specializing [7, Theorem 2] to equation (1.2) yields that if if a1,1 = 0,
that is, if the polynomial a1 is constant, then the zeros of any transcendental
entire solution f are asymptotic to one or two geometric progressions. On
the other hand, [7, Theorem 3] says that if 0 < q < 1, a1,0 = a2,0 = a2,1 = 0
and a1,1 is of the form
a1,1 = ±2√q cos(ηpi), with η ∈ R \Q, (1.3)
then for suitable b there is a transcendental entire solution f for which the
zeros are not asymptotic to a finite number of geometric progressions. The
paper [7] gives no information in the case that a1,1 is different from 0, but
not of the form (1.3).
Our results, when specialized to the equation (1.2), will imply that when-
ever a1,1 is not of the form (1.3), then the zeros of a transcendental entire
solution will be asymptotic to finitely many geometric progressions. The
number of these geometric progressions is at most two if a1,1/
√
q /∈ [−2, 2].
We will also consider the asymptotic behavior of the maximum modulus
M(r, f) := max
|z|=r
|f(z)|
of transcendental entire solutions f of (1.1). Specializing the results of [8,
Theorem 1.2] and [16, Theorem 4.8] to equation (1.2) yields that every tran-
scendental entire solution f of (1.2) satisfie
logM(r, f) ∼ 1−2 log |q| (log r)
2
as well as
logM(r, f) ≤ 1−2 log |q| (log r)
2 +O(log r)
as r → ∞. Our results will yield that if a1,1 6= ±2√q, then these estimates
can be sharpened to
logM(r, f) =
1
−2 log |q| (log |λ|r)
2 +O(1), (1.4)
where λ is a root of the equation λ2 + (a1,1/
√
q) λ+ 1 = 0. If a1,1 = ±2√q,
in which case λ = ∓1 is a double root of this equation, we either have (1.4),
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with λ = ∓1 and thus |λ| = 1, or
logM(r, f) =
1
−2 log |q|(log r)
2 + log log r +O(1). (1.5)
The results on the asymptotics of the zeros and the maximum modulus
will be obtained from results about the asymptotics of the Taylor coefficients
of entire solutions of (1.1).
In order to state our (and previous) results concerning the general equa-
tion (1.1), we recall the definition of the Newton-Puiseux diagram P asso-
ciated to (1.1). Let d(j) denote the degree of aj. Then P is defined as the
convex hull of
m⋃
j=0
{
(x, y) ∈ R2 : x ≥ j and y ≤ d(j)} .
Let (jk, d(jk)) be the vertices of P , with k ∈ {0, . . . , K} and
0 = j0 < j1 < . . . < jK ≤ m.
If (1.1) has a transcendental entire solution, then there exists j ∈ {1, . . . , m}
such that d(j) > d(0); see [8, Theorem 1.1]. This implies that K ≥ 1. For
k ∈ {1, . . . , K} we define
σk :=
d(jk)− d(jk−1)
jk − jk−1 .
Then σ1 > σ2 > · · · > σK > 0. The σk are the slopes of the segments which
form the boundary of P .
The result in [8, Theorem 1.2] that was already mentioned for the specific
equation (1.2) says that if f is a transcendental entire solution of (1.1), then
there exists k ∈ {1, . . . , K} such that the maximum modulus satisfies
logM(r, f) ∼ σk−2 log |q| (log r)
2 (1.6)
as r → ∞. And the result in [7, Theorem 2] that was already discussed for
the equation (1.2) says that the zeros of a solution f of (1.1) are asymp-
totic to finitely many geometric progressions if the segment of the boundary
of P whose slope is σk contains no point (j, d(j)) except for its endpoints
(jk−1, d(jk−1)) and (jk, d(jk)). For the equation (1.2) this condition takes the
form a1,1 = 0.
As a further illustration of this condition we consider the case m = 4,
deg a0 = 0, deg a1 = 1, deg a2 = 2, deg a3 = 1 and deg a4 = 3. The cor-
responding Newton-Puiseux diagram is shown in Figure 1, with the points
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(j, d(j)) marked. Here we have K = 2, j1 = 2, j2 = 4, σ1 = 1 and σ2 = 1/2.
The hypothesis on the segment of ∂P corresponding to σk that was posed
in [7] is satisfied for k = 2, but not for k = 1.
1 2 3 4
1
2
3
Figure 1: A Newton-Puiseux diagram.
Let now
f(z) =
∞∑
n=0
αnz
n (1.7)
be a transcendental entire solution of (1.1) with growth given by (1.6). We
put
M := d(jk)− d(jk−1) and N := jk − jk−1 so that σk = M
N
. (1.8)
We also put
ρ := q1/(2M), (1.9)
for some fixed branch of the root.
The exact statement of [7, Theorem 2] is that if the above condition on the
segment of ∂P corresponding to σk is satisfied, then there exist ξ ∈ C\{0} and
(η0, η1, . . . , ηM−1) ∈ CM \ {(0, 0, . . . , 0)} such that for r ∈ {0, 1, . . . ,M − 1}
we have
αn =
(
ηr +O
(
ρ2n
))
ρNn
2
ξn (1.10)
as n→∞ while satisfying n ≡ r (mod M), and the set of zeros of f can be
written in the form
{zn,ν : ν ∈ {1, 2, . . . ,M}, n ∈ N}
such that for each ν there exists Aν ∈ C\{0} with zn,ν ∼ Aνq−Nn as n→∞.
More precisely,
zn,ν = Aνq
−Nn
(
1 +O(|q|n/M)) . (1.11)
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Let now Ik be the set of all j ∈ {0, . . . , m} for which (j, d(j)) lies on the
line through (jk−1, d(jk−1)) and (jk, d(jk)). It follows from the definition of
the Newton-Puiseux diagram that
{jk−1, jk} ⊂ Ik ⊂ {jk−1, jk−1 + 1, . . . , jk − 1, jk}.
The hypothesis posed in [7] then takes the form Ik = {jk−1, jk}, but we shall
drop this condition now. Write
aj(z) =
d(j)∑
i=0
aj,iz
i (1.12)
and put
cj,i := aj,iρ
Ni2q−ji = aj,iρ
Ni2−2Mji. (1.13)
Then aj,d(j) 6= 0 and hence cj,d(j) 6= 0 since d(j) = deg aj. The polynomial
Pk(z) :=
∑
j∈Ik
cj,d(j)z
d(j)−d(jk−1) (1.14)
is called (cf. [1, p. 511]) the characteristic polynomial associated to σk. Since,
by the definition of the Newton-Puiseux diagram and the set Ik, we have
d(j)− d(jk−1) = (j − jk−1)σk = j − jk−1
jk − jk−1 (d(jk)− d(jk−1))
≤ d(jk)− d(jk−1) =M
for all j ∈ Ik, with equality only for j = jk, it follows that deg Pk = M .
We also note that P (0) = cjk−1,d(jk−1 6= 0.
Theorem 1.1. Let f be a transcendental entire solution of (1.1) with growth
given by (1.6) and Taylor series (1.7). Let M , N and ρ be as in (1.8)
and (1.9), let Pk be the characteristic polynomial associated to σk as defined
in (1.14) and let λ1, . . . , λl be the roots of Pk, with multiplicities m1, . . . , ml
so that
l∑
j=1
mj = M.
Then there exist µ ∈ {|λj| : 1 ≤ j ≤ l} and for each j with |λj| = µ a
polynomial Qj with degQj ≤ mj − 1, not all Qj vanishing identically, such
that
αnρ
−Nn2 =
∑
{j : |λj |=µ}
Qj(n)λ
n
j +O(δn) (1.15)
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for some δ ∈ (0, µ) as n→∞. In fact, this holds for any δ satisfying
δ > max
{j : |λj |<µ}
|λj| and δ > |ρ|2µ. (1.16)
The proof is based on results of Agarwal and Pituk [3] as well as Bodine
and Lutz [9]; see Lemma 2.1 below. In the case that K = 1 and thus j0 = 0
and j1 = m, and hence in particular in the case of equation (1.2), we can
apply their results directly, but the general case requires some extensions of
their arguments; see Lemma 2.2.
Theorem 1.2. Let f be a transcendental entire solution of (1.1) with growth
given by (1.6). Let µ be as in Theorem 1.1 and suppose that the roots of the
characteristic polynomial Pk associated to σk which have modulus µ differ
only by roots of unity. Then the zeros of f are asymptotic to finitely many
geometric progressions.
More precisely, if L ∈ N with λLMi = λLMj whenever |λi| = |λj| = µ, then
the set of zeros of f can be written in the form
{zn,ν : ν ∈ {1, 2, . . . , LM}, n ∈ N}
such that for each ν there exists Aν ∈ C \ {0} with
zn,ν ∼ Aνq−LNn (1.17)
as n→∞. If, in addition, all roots of Pk of modulus µ are simple, then (1.17)
can be improved to
zn,ν = Aνq
−LNn
(
1 +O
((
δ
µ
)n))
, (1.18)
for any δ satisfying (1.16).
We note that if Pk has multiple roots of modulus µ, then (1.18) need not
hold; see Remark 4.6 below.
We consider what Theorems 1.1 and 1.2 say if Ik = {jk−1, jk} as in [7].
In this case we have Pk(z) = cjk,d(jk)z
M + cjk−1,d(jk−1). Choosing ξ with
ξM = −cjk−1,d(jk−1)/cjk,d(jk) and putting ωj := exp(2piij/M) we may take
λj = ωjξ. Note that all λj are simple roots so that the Qj in (1.15) are
constant. Since λnj = ξ
nωrj if n ≡ r (mod M), we see that (1.15) reduces
to (1.10) in this case, except for a slightly better error term in (1.10): instead
of the term O(ρ2n) in (1.10) we now only have O(τ 2n) for any τ > |ρ|.
Note also that in this case the λj differ only by roots of unity. In fact,
the hypotheses of Theorem 1.2 are satisfied with L = 1. Hence (1.18) takes
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the form (1.11), again apart from the error term. It is possible, however, to
improve the error bound in (1.18); see Remark 4.2.
To summarize, Theorems 1.1 and 1.2 recover the results of [7], except for
a slightly weaker error term.
Theorem 1.1 also allows to sharpen (1.6) as well as [16, Theorem 4.8].
Theorem 1.3. Let f be a transcendental entire solution of (1.1) with growth
given by (1.6). Let µ be as in Theorem 1.1 and let κ be the maximum of the
degrees of the polynomials Qj appearing in (1.15). Then
logM(r, f) =
σk
−2 log |q| (logµr)
2 + κ log log r +O(1). (1.19)
Example 1.4. At the beginning of the introduction we stated some conse-
quences of our results for the equation (1.2). We now show how they follow
from our theorems. For the equation (1.2) we have K = 1, j0 = 0, j1 = 2,
M = N = 2 and σ1 = 1. The corresponding segment of ∂P has (0, 0)
and (2, 2) as its endpoints. If a1,1 6= 0, it also contains the point (1, 1).
In order to be consistent with the terminology of [7, Example 1 and
Theorem 3] we write a1,1 in the form a1,1 = −2ρ2γ. Here ρ is chosen according
to (1.8), meaning that ρ4 = q. We also have a2,2 = q
2 = ρ8. For the
coefficients cj,i defined by (1.13) we find that c1,1 = a1,1ρ
−2 = −2γ and
c2,2 = a2,2ρ
−8 = 1. The characteristic polynomial thus takes the form
P1(z) = z
2 − 2γz + 1.
Let λ1,2 = γ ±
√
γ2 − 1 be the roots of P1. Suppose that γ 6= ±1 so that
λ1 6= λ2. Theorem 1.3 yields that the growth of f is given by (1.4). The case
γ = ±1 will be discussed in Remark 4.6 below. In this case, the growth will
of the general solution will be given by (1.5).
The hypothesis of Theorem 1.2 are satisfied if |λ1| 6= |λ2| or if |λ1| = |λ2|
and λ2/λ1 is a root of unity. The only case where they are not satisfied is when
λ1/λ2 = e
2piiη for some η ∈ R\Q. Since λ1λ2 = 1 this yields that λ1,2 = e±iηpi
and hence γ = (λ1 + λ2)/2 = cos(ηpi). We conclude that the zeros are
asymptotic to finitely many geometric progressions if a1,1 = −2ρ2γ = ±2√qγ
is not of the form (1.3).
Moreover, the argument shows that if γ /∈ [−1, 1] or, equivalently, if
a1,1/
√
q /∈ [−2, 2], then |λ1| 6= |λ2|. Thus L = 1 in Theorem 1.2. Since
M = 2 this yields that the zeros are asymptotic to at most two geometric
progressions.
On the other hand, as already mentioned earlier, it was shown in [7,
Example 1 and Theorem 3] that the zeros need not be asymptotic to finitely
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many geometric progressions if γ = ± cos(ηpi) with η ∈ R \ Q so that a1,1
has the form (1.3). In fact, [7, Example 1] says that if a1,0 = a2,0 = a2,1 = 0
so that, assuming γ = cos(ηpi), the equation takes the form
f(z)− 2γρ2zf(qz) + q2z2f(q2z) = b(z), (1.20)
and if 0 < q < 1 and c1, c2 ∈ C, then for
b(z) :=
(
−(c1 + c2)γρ2 + i(c1 − c2)ρ2
√
1− γ2
)
z + c1 + c2
the series (1.7) defines a solution f of (1.20) for
αn = c1λ
n
1ρ
2n2 + c2λ
n
2ρ
2n2 = c1e
iηnρ2n
2
+ c2e
−iηnρ2n
2
.
It was shown in [7, Theorem 3] that if c1, c2 6= 0 and |c1| 6= |c2|, then the
arguments of the zeros of f are dense in some subinterval of [−pi, pi], but
not dense in [−pi, pi]. In particular, the zeros are not asymptotic to a finite
number of geometric progressions.
We conclude that for the equation (1.2) the hypothesis posed in Theo-
rem 1.2 on the zeros of Pk is not only sufficient but also necessary in order
to conclude that the zeros of an entire solution f are asymptotic to finitely
many geometric progressions.
Acknowledgment. A part of this paper was written during a stay at the Shang-
hai Center for Mathematical Sciences (SCMS). I thank the SCMS for the
hospitality.
2 Proof of Theorem 1.1
A linear recurrence relation
x(n) = a1x(n− 1) + a2x(n− 2) + . . .+ adx(n− d) (2.1)
with constant coefficients a1, . . . , ad ∈ C can be solved by considering the
associated characteristic polynomial
P (λ) = λd − a1λd−1 − a2λd−2 − . . .− ad. (2.2)
Denoting by λ1, . . . , λk the zeros of P and by m1, . . . , mk their multiplicities,
the general solution of (2.1) is given by
x(n) =
k∑
j=1
Qj(n)λ
n
j ,
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where Qj is a polynomial of degree at most mj − 1.
It is plausible that if the coefficients bj(n) of the recurrence relation
y(n) = b1(n)y(n− 1) + b2(n)y(n− 2) + . . .+ bd(n)y(n− d) (2.3)
satisfy
lim
n→∞
bj(n) = aj , (2.4)
then a solution of (2.3) will behave asymptotically like a solution of (2.1).
Classical results of Poincare´ [15] and Perron [14, §5] say that this is indeed
the case under suitable hypotheses.
We shall use the following result of Agarwal and Pituk [3, Theorem 2.3]
as well as Bodine and Lutz [9, Corollary 2] which addresses the case where
the convergence in (2.4) is exponentially fast.
Lemma 2.1. Let 0 < τ < 1 and suppose that the coefficients bj(n) in (2.3)
satisfy
bj(n) = aj +O(τn) (2.5)
as n → ∞, with a1, . . . , ad ∈ C and ad 6= 0. Let P be the characteristic
polynomial of (2.1), as defined in (2.2), and let λ1, . . . , λk the its zeros, with
multiplicities m1, . . . , mk.
Let y(n) be a solution of (2.3). Then, unless y(n) = 0 for all large n,
there exist µ ∈ {|λ1|, . . . , |λk|} such that for every δ ∈ (0, µ) satisfying
δ > max
{j : |λj |<µ}
|λj| and δ > τµ (2.6)
we have
y(n) =
∑
{j : |λj |=µ}
Qj(n)λ
n
j +O(δn) (2.7)
as n → ∞, with polynomials Qj of degree at most mj − 1, which do not all
vanish identically.
Agarwal and Pituk [3, Theorem 2.3] proved this with δ = µ− ε for some
ε > 0. Bodine and Lutz [9] gave a different proof of this result, showing that
one may take any δ satisfying (2.6). In fact, they gave a corresponding result
for first order systems of linear difference equations.
We can rewrite the recurrence relation (2.3) in the form
d∑
j=0
bj(n)y(n− j) = 0. (2.8)
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To obtain (2.8) from (2.3) one simply puts b0(n) ≡ −1. In the opposite
direction one divides (2.8) by b0(n), provided this term is non-zero.
Thus Lemma 2.1 can also be applied to equations given in the form (2.8),
provided that (2.5) also holds for j = 0, with a0 6= 0. We thus require that
the numbers aj given by (2.5) satisfy a0 6= 0 and ad 6= 0.
One consequence of (2.7) is that
−∞ < lim sup
n→∞
log |y(n)|
n
<∞. (2.9)
In fact, the upper limit in (2.9) is given by log µ.
Note that (2.9) need not hold if a0 = 0 or ad = 0, meaning that solutions
may tend to 0 or ∞ faster than exponentially then. For example,
y(n) = 2±(n+1)
2
(2.10)
satisfies the equation
1
22n±1
y(n)−
(
1 +
1
24n
)
y(n− 1) + 1
22n±1
y(n− 2) = 0. (2.11)
The following result addresses the case that a0 = 0 or ad = 0. Essentially,
it says that a solution satisfying (2.9) is of the form (2.7). In fact, a weaker
growth restriction than (2.9) will suffice.
This result will be the main tool in the proof of Theorem 1.1. Its proof
will use Lemma 2.1, by reducing the equation considered to a type where
this lemma is applicable.
Lemma 2.2. Let 0 < τ < 1 and suppose that the coefficients bj(n) in (2.8)
satisfy (2.5) as n → ∞. Let s, t ∈ {0, 1, . . . , d} with s < t such that as 6= 0,
at 6= 0 and aj = 0 for 0 ≤ j < s and t < j ≤ d.
Let
P (z) =
t−s∑
j=0
as+jz
j (2.12)
and let λ1, . . . , λk the the zeros of P , with multiplicities m1, . . . , mk. Let y(n)
be a solution of (2.3) satisfying
lim sup
n→∞
log |y(n)|
n2
= 0. (2.13)
Then there exists µ ∈ {|λ1|, . . . , |λk|} such that (2.7) holds for every δ satis-
fying (2.6), with polynomials Qj of degree at most mj − 1, which do not all
vanish identically.
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Remark. The example (2.11) with solutions (2.10) shows that the condi-
tion (2.13) cannot be omitted and is in fact sharp.
Proof of Lemma 2.2. First we show that given K > 1 we have
|y(n)| ≤ Kn max
1≤j≤d−s
|y(n− j)| (2.14)
for all large n. The argument for this is in part similar to that in [7, Lemma 2].
We consider
I :=
{
n > d− s : |y(n)| > Kn max
1≤j≤d−s
|y(n− j)|
}
and have to show that I is bounded. In order to do so we may assume that
Kdτ < 1.
First we show that ifm ∈ I and p ∈ N such that {m+1, . . . , m+p}∩I = ∅,
then
|y(m+ j)| ≤ Kjm+j(j+1)/2|y(m)| (2.15)
for 1 ≤ j ≤ p. In order to see this, we note that since m ∈ I and m+ 1 /∈ I
we have
|y(m+ 1)| ≤ Km+1 max
1≤j≤d−s
|y(m+ 1− j)| = Km+1|y(m)|.
Next, if also m+ 2 /∈ I, then
|y(m+ 2)| ≤ Km+2 max
1≤j≤d−s
|y(m+ 2− j)|
= Km+2max{|y(m+ 1)|, |y(m)|}
≤ K2m+3|y(m)|.
Induction shows that (2.15) holds for 1 ≤ j ≤ p.
Suppose now that I is unbounded. We show that there exist arbitrarily
large m ∈ I such that (2.15) holds for 1 ≤ j ≤ s. Suppose that this is not the
case. Then for every large m ∈ I there exists l ∈ {1, . . . , s} such that (2.15)
holds for 1 ≤ j ≤ l − 1, but does not hold for j = l; that is,
|y(m+ l)| > K lm+l(l+1)/2|y(m)|. (2.16)
Since (2.15) holds for 1 ≤ j ≤ l − 1 we find that
|y(m+ l)| > K lm+l(l+1)/2K−jm−j(j+1)/2|y(m+ j)|
≥ K lm+l(l+1)/2K−(l−1)m−(l−1)l/2|y(m+ j)|
= Km+l|y(m+ j)|
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for 1 ≤ j ≤ l − 1. Together with (2.16) and the assumption that m ∈ I this
yields that m + l ∈ I. Thus there exists an increasing sequence (mk) in I
such that lk := mk+1 −mk ≤ s and
|y(mk+1)| > K lkmk+lk(lk+1)/2|y(mk)| ≥ Kmk |y(mk)| ≥ Km1+···+mk |y(m1)|.
Since
mk+1 = m1 +
k∑
j=1
lj ≤ m1 + ks and
k∑
j=1
mj ≥
k∑
j=1
j =
k(k + 1)
2
≥ k
2
2
this yields that
log |y(mk+1)| > k
2
2
logK + log |y(m1)|
≥ (mk+1 −m1)
2
2s2
logK + log |y(m1)| ≥
m2k+1
3s2
for large k, contradicting (2.13). We have shown, still assuming that I is
unbounded, that there exist arbitrarily large m ∈ I such that (2.15) holds
for 1 ≤ j ≤ s.
For such m we put n = m+ s so that m = n− s. Then we have n− s ∈ I
and (2.15) yields that
|y(n− s+ j)| ≤ Kj(n−s)+j(j+1)/2|y(n− s)|
≤ Ks(n−s)+s(s+1)/2|y(n− s)| ≤ Ksn|y(n− s)|
for 1 ≤ j ≤ s. Replacing j by s− j we thus see that
|y(n− j)| ≤ Ksn|y(n− s)| for 0 ≤ j ≤ s− 1.
On the other hand, since n− s ∈ I, we have
|y(n− j)| < Ks−n|y(n− s)| for s+ 1 ≤ j ≤ d.
Together with (2.8) the last two inequalities imply that
|bs(n)y(n− s)| ≤
s−1∑
j=0
|bj(n)y(n− j)|+
d∑
j=s+1
|bj(n)y(n− j)|
≤ |y(n− s)|
(
Ksn
s−1∑
j=0
|bj(n)|+Ks−n
d∑
j=s+1
|bj(n)|
)
.
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Since n−s ∈ I we have y(n−s) 6= 0 and may thus divide the last inequality by
|y(n− s)|. Choosing C1 such that |bj(n)−aj | ≤ C1τn for all j ∈ {0, 1, . . . , d}
and all n ∈ N, and noting that aj = 0 for 0 ≤ j ≤ s− 1, we conclude that
|as| − C1τn ≤ KsnsC1τn +Ks−n
d∑
j=s+1
(|aj|+ C1τn)
= sC1 (K
sτ)n +Ks−n
d∑
j=s+1
|aj|+Ks−n(d− s)C1τn.
Since as 6= 0 and Ksτ < Kdτ < 1, this is a contradiction for large n. Hence
I is bounded so that (2.14) holds for all large n.
It follows from (2.14) that
|y(n− s+1)| ≤ Kn−s+1 max
1≤j≤d−s
|y(n− s+1− j)| = Kn−s+1 max
s≤j≤d−1
|y(n− j)|
for large n. As in the proof of (2.15) we can use induction to show that
|y(n− s+ i)| ≤ Ki(n−s)+i(i+1)/2 max
s≤j≤d−1
|y(n− j)|
≤ Ks(n−s)+s(s+1)/2 max
s≤j≤d−1
|y(n− j)|
≤ Ksn max
s≤j≤d−1
|y(n− j)| for 1 ≤ i ≤ s.
Replacing i by s− i we thus find that
|y(n− i)| ≤ Ksn max
s≤j≤d−1
|y(n− j)| for 0 ≤ i ≤ s− 1. (2.17)
Since ai = 0 for 0 ≤ i ≤ s− 1 this yields that
|bi(n)y(n− i)| ≤ C1τnKsn max
s≤j≤d−1
|y(n− j)|
= C1 (K
sτ)n max
s≤j≤d−1
|y(n− j)| for 0 ≤ i ≤ s− 1.
This allows to rewrite (2.8) in the form
d∑
j=s
b∗j (n)y(n− j) = 0, (2.18)
where the b∗j satisfy b
∗
j (n) = aj +O((Ksτ)n), say
|b∗j (n)− aj| ≤ C2(Ksτ)n, (2.19)
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instead of (2.5). Thus we have disposed of the first s terms in the sum
in (2.8), at the expense of slightly increasing the error term in (2.5). Our
next aim is to dispose of the last d− t terms.
To this end we show first, analogously to (2.14), that given K > 1 we
have
|y(n)| ≤ Kn max
1≤j≤t−s
|y(n+ j)| (2.20)
for large n. We have to show that
J :=
{
n > t− s : |y(n)| > Kn max
1≤j≤t−s
|y(n+ j)|
}
is bounded. Analogously to (2.15) we show first that if m ∈ J and p ∈ N
with p < m such that {m− 1, . . . , m− p} ∩ J = ∅, then
|y(m− j)| ≤ Kjm−j(j+1)/2|y(m)| (2.21)
for 1 ≤ j ≤ p. Assuming that J is unbounded we can, similarly as before,
use (2.13) to show that there are arbitrarily large m ∈ J such that (2.21)
holds for 1 ≤ j ≤ d− t. For such m we now put n = m+ t so that m = n− t.
Since (2.21) holds for 1 ≤ j ≤ d− t we obtain
|y(n− t− j)| ≤ Kj(n−t)−j(j+1)/2|y(n− t)| ≤ K(d−t)n|y(n− t)|
for 1 ≤ j ≤ d− t. Replacing j by j − t yields
|y(n− j)| ≤ K(d−t)n|y(n− t)| for t+ 1 ≤ j ≤ d.
On the other hand, since n− t ∈ J , we also have
|y(n− j)| < Kt−n|y(n− t)| for s ≤ j ≤ t− 1.
Inserting the last two inequalities into (2.18) yields that
|b∗t (n)y(n− t)| ≤
t−1∑
j=s
|b∗j(n)y(n− j)|+
d∑
j=t+1
|b∗j(n)y(n− j)|
≤ |y(n− t)|
(
Kt−n
t−1∑
j=s
|b∗j (n)|+K(d−t)n
d∑
j=t+1
|b∗j (n)|
)
.
Noting that aj = 0 for t + 1 ≤ j ≤ d and that y(n− t) 6= 0 since n − t ∈ J
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we deduce from (2.19) that
|at| − C2(Ksτ)n ≤ Kt−n
t−1∑
j=s
(|aj |+ C2(Ksτ)n) +K(d−t)n(d− t)C2(Ksτ)n
≤ Kt−n
t−1∑
j=s
|aj |+Kt−n(t− s)C2(Ksτ)n
+ (d− t)C2(Kd−t+sτ)n.
Since at 6= 0 and Kd−t+sτ < Kdτ < 1, this is a contradiction for large n.
Hence J is bounded, meaning that (2.20) holds for all large n.
In the same way that we used (2.14) to obtain (2.17) we can now use (2.20)
to obtain
|y(n− i)| ≤ K(d−t)n max
s+1≤j≤t
|y(n− j)| for t+ 1 ≤ i ≤ d.
And similarly as before we can use this to rewrite (2.18) in the form
t∑
j=s
b∗∗j (n)y(n− j) = 0 (2.22)
where the b∗∗j satisfy
b∗∗j (n) = aj +O
((
Kd−tKsτ
)n)
.
Note that (2.22) is equivalent to
t−s∑
j=0
b˜j(n)y(n− j) = 0, (2.23)
with
b˜j(n) := b
∗∗
s+j(n + s) = as+j +O
((
Kd−t+sτ
)n)
.
Since as 6= 0 and at 6= 0 we can apply Lemma 2.1 to the equation (2.23).
Recalling that the equations (2.3) and (2.8) are equivalent and noting that the
characteristic polynomial associated to the equation (2.23) is given by (2.12),
we conclude that y(n) satisfies (2.7). Instead of the condition δ > τµ as
in (2.6) we first obtain only δ > Kd−t+sτµ. However, since we can take any
K > 1 in this condition, we are again led to δ > τµ.
As in [7] we will also use the following lemma, which is a special case of
a result of Juneja, Kapoor and Bajpai [13, Theorem 1].
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Lemma 2.3. Let f be a transcendental entire function with Taylor series
given by (1.7). Then
lim sup
r→∞
logM(r, f)
(log r)2
=
1
4
lim sup
n→∞
n2
− log |αn| .
Here we put − log |αn| =∞ and thus n2/(− log |αn|) = 0 if αn = 0.
Proof of Theorem 1.1. From the definition of σk and Ik we have
d(j) ≤ d(jk) + σk(j − jk) = d(jk−1) + σk(j − jk−1) (2.24)
if j ∈ {0, 1, . . . , m}, with equality if and only if j ∈ Ik. Recalling that
σk = M/N by (1.8) we may write (2.24) in the form
Nd(j)−Mj ≤ Nd(jk)−Mjk = Nd(jk−1)−Mjk−1 =: L,
with strict inequality if j /∈ Ik. Hence L + Mj − Nd(j) ≥ 0, with strict
inequality if j /∈ Ik. For 0 ≤ j ≤ m and 0 ≤ i ≤ d(j) we thus have
L+Mj −Ni ≥ 0, (2.25)
with equality if and only if (j, i) = (j, d(j)) for some j ∈ Ik.
Recall the definition of the aj,i as the coefficients of the aj in (1.12), put
aj,i = 0 for i > d(j), and define
d := max
j∈{0,...,m}
d(j).
Comparing coefficients in (1.1) we find for n > max{d, deg(b)} that
d∑
i=0
αn−i
m∑
j=0
aj,iq
j(n−i) = 0.
With
y(n) := ρ−Nn
2
αn (2.26)
and cj,i = aj,iρ
Ni2−2Mji as defined in (1.13) we deduce, using (1.9), that
0 =
d∑
i=0
ρN(n−i)
2
y(n− i)
m∑
j=0
aj,iq
j(n−i) = ρNn
2
d∑
i=0
y(n− i)
m∑
j=0
cj,iρ
(Mj−Ni)2n.
Multiplying this equation by ρ−Nn
2+2Ln we obtain
d∑
i=0
Bi(n)y(n− i) = 0. (2.27)
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with
Bi(n) := ρ
2Ln
m∑
j=0
cj,iρ
(Mj−Ni)2n =
m∑
j=0
cj,iρ
(L+Mj−Ni)2n.
By (2.25) we have
Bi(n) =
{
cj,d(j) +O(ρ2n) if j ∈ Ik and i = d(j),
O(ρ2n) otherwise.
(2.28)
The recurrence relation (2.27) thus is an equation of the form (2.8), with
the equation (2.28) for the coefficients being the equivalent of (2.5). The con-
clusion will follow from Lemma 2.2, once we have checked that it is applicable
to this equation. It thus remains to show that (2.13) holds.
In order to do so we use Lemma 2.3 which together with (1.6) and (1.8)
yields that
1
4
lim sup
n→∞
n2
− log |αn| =
σk
−2 log |q| = −
M
2N log |q| .
Thus
lim sup
n→∞
log |αn|
n2
=
N log |q|
2M
.
Since, by (2.26) and (1.9),
log |y(n)| = −Nn2 log |ρ|+ log |αn| = −N log |q|
2M
n2 + log |αn|,
we conclude that (2.13) holds.
3 Proof of Theorem 1.3
The theta function is defined by
θ(z, q) :=
∞∑
n=−∞
qn
2
zn.
The series converges for |q| < 1 and z ∈ C \ {0}. It satisfies the functional
equation
θ(z, q) = qzθ(q2z, q) (3.1)
and Jacobi’s triple product identity (see, e.g., [5, Theorem 2.8])
θ(z, q) =
∞∏
n=1
{(
1− q2n)(1 + q2n−1
z
)(
1 + q2n−1z
)}
. (3.2)
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More generally, we will consider for κ ∈ R the function
θκ(z, q) :=
∞∑
n=−∞
nκqn
2
zn.
Lemma 3.1. Let 0 < q < 1 and κ ∈ R. Then
logM(r, θκ(·, q)) = (log r)
2
−4 log q + κ log log r +O(1) (3.3)
as r →∞.
Proof. Write r = q−2(m+α) with m ∈ Z and 0 ≤ α < 1. Then
M(r, θκ(·, q)) =
∞∑
n=−∞
nκqn
2
rn =
∞∑
n=−∞
(n+m)κq(n+m)
2
rn+m
= qm
2
rmmκ
∞∑
n=−∞
(
1 +
n
m
)κ
qn
2+2nmrn
= q−m
2−2αmmκ
∞∑
n=−∞
(
1 +
n
m
)κ
qn
2
q−2αn
so that
M(r, θκ(·, q)) ∼ q−m2−2αmmκ
∞∑
n=−∞
qn
2
q−2αn
= exp
(
(log r)2
−4 log q
)
mκqα
2
θ(q−2α, q)
as r →∞ and hence m→∞. Since
m =
log r
−2 log q − α ∼
log r
−2 log q
we have
log(mκ) = κ logm = κ log log r − log(−2 log q) + o(1)
and thus
logM(r, θκ(·, q)) = (log r)
2
−4 log q + κ log log r − κ log(−2 log q)
+ log
(
qα
2
θ(q−2α, q)
)
+ o(1)
(3.4)
as r →∞ so that the conclusion follows.
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Remark 3.2. The term qα
2
θ(q−2α, q) occurring in (3.4) shows that the term
O(1) in (3.3) cannot be replaced by c + o(1) for some constant c. This also
shows that the term O(1) in (1.19) cannot be improved to c + o(1) with a
constant c.
We shall also need the following two lemmas.
Lemma 3.3. Let w1, . . . , wn ∈ C \ {0} be distinct. Then there exists η > 0
such that∥∥∥∥∥
(
n∑
j=1
w0jxj ,
n∑
j=1
w1jxj , . . . ,
n∑
j=1
wn−1j xj
)∥∥∥∥∥
∞
≥ η‖(x1, x2, . . . , xn)‖∞
for all (x1, . . . , xn) ∈ Cn.
Proof. The vector on the left hand side is obtained by multiplying the one on
the right hand side by the Vandermonde matrix. The conclusion holds if we
take 1/η as the operator norm of the inverse of the Vandermonde matrix.
Lemma 3.4. Let A,B : [x0,∞)→ R be convex. Suppose that B is differen-
tiable and satisfies
B′(x+ 1) = B′(x) +O(1) (3.5)
as x → ∞. Suppose also that there exists an increasing sequence (xk) in
[x0,∞) such that xk →∞, xk+1 = xk +O(1) and A(xk) = B(xk) +O(1) as
k →∞. Then A(x) = B(x) +O(1) as x→∞.
Proof. Let A′ be the right derivative of A. This exists and is non-decreasing
since A is convex. We may assume that xk+1 − xk ≥ 1 for all k, since this
may be achieved by passing to a subsequence. Then
A′(xk) ≥ A(xk)− A(xk−1)
xk − xk−1 =
B(xk)−B(xk−1)
xk − xk−1 +O(1) ≥ B
′(xk−1) +O(1).
By (3.5) we have
B′(xk−1) = B
′(xk) +O(1). (3.6)
Thus A′(xk) ≥ B′(xk) +O(1). An analogous argument yields that A′(xk) ≤
B′(xk) + O(1). Thus A′(xk) = B′(xk) + O(1). Since both A′ and B′ are
non-decreasing this yields together with (3.6) that A′(x) = B′(x) +O(1) as
x→∞. For x ≥ x1 we choose k such that xk ≤ x < xk+1. Then
A(x) = A(xk) +
∫ x
xk
A′(t)dt = B(xk) +
∫ x
xk
B′(t)dt+O(1) = B(x) +O(1)
as x→∞.
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Remark 3.5. We do not really require that B is differentiable. It suffices to
assume that the right (or left) derivative B′ of B satisfies (3.5).
Proof of Theorem 1.3. By (1.15), there exist C > 0 such that∣∣∣αnρ−Nn2∣∣∣ ≤ Cnκµn for n ∈ N.
Using (1.9) and (1.8) we deduce that
M(r, f) ≤ |α0|+ CM(µr, θκ(·, |ρ|N)) = |α0|+ CM(µr, θκ(·, |q|1/2σk))
and hence Lemma 3.1 yields that
logM(r, f) ≤ σk−2 log |q| (log µr)
2 + κ log log r +O(1). (3.7)
In the opposite direction, let s be the number of polynomials Qj which
have degree κ. Without loss of generality we may assume that degQj = κ
for 1 ≤ j ≤ s, say Qj(z) ∼ γjzκ as z → ∞, with γj 6= 0. Let n ∈ N.
Applying Lemma 3.3 with wj = λj and xj = λ
n
j γj we find that there exists
i ∈ {0, 1, . . . , s− 1} such that∣∣∣∣∣
s∑
j=1
λn+ij γj
∣∣∣∣∣ =
∣∣∣∣∣
s∑
j=1
wijxj
∣∣∣∣∣ ≥ η‖(x1, . . . , xs)‖∞
= η‖(γ1, . . . , γs)‖∞µn ≥ 2cµn+i,
with
c :=
1
2
η‖(γ1, . . . , γs)‖∞min{µ1−s, µs−1}.
It follows that there exists an increasing sequence (nl) satisfying nl+1 ≤ nl+s
such that ∣∣∣∣∣
s∑
j=1
λnlj γj
∣∣∣∣∣ ≥ 2cµnl. (3.8)
By (1.15) we have
αnlρ
−Nn2
l = nκl
s∑
j=1
λnlj γj +O
(
nκ−1l µ
nl
)
.
Together with (3.8) this yields that∣∣∣αnlρ−Nn2l ∣∣∣ ≥ cnκl µnl
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and thus, by (1.8) and (1.9),
|αnl| ≥ c|ρ|Nnl
2
nκl µ
nl = c|q|n2l /(2σk)nκl µnl, (3.9)
if l is sufficiently large.
For n ∈ N and r > 0 we have M(r, f) ≥ |αn|rn. Choosing
r = rl :=
1
µ
exp
(− log |q|
σk
nl
)
so that nl =
σk log(µrl)
− log |q| (3.10)
it follows from (3.9) that
logM(rl, f) ≥ log |αnl|+ nl log rl
≥ n
2
l
2σk
log |q|+ κ lognl + nl logµ+ nl log rl + log c
=
n2l
2σk
log |q|+ κ log nl + nl log(µrl) + log c.
Inserting the value of nl given by (3.10) yields that
logM(rl, f) ≥ σk−2 log |q| (log µrl)
2 + κ log
(
σk log(µrl)
− log |q|
)
+ log c
=
σk
−2 log |q| (logµrl)
2 + κ log log rl +O(1).
(3.11)
Since logM(r, f) is convex in log r, the conclusion now follows from (3.7),
(3.11) and Lemma 3.4, noting that
B(x) =
σk
−2 log |q|(x+ logµ)
2 + κ log x
satisfies the hypothesis of this lemma.
4 Proof of Theorem 1.2
We first consider the case that the roots of Pk of modulus µ are simple. In
this case the reasoning is similar to the one in [7], with various modifications
though. Again we will use the following lemma [7, Lemma 3] which says that
the theta function is large except in small neighborhoods of its zeros.
Lemma 4.1. Suppose that 0 < |q| < 1 and that z ∈ C, |z| > 1. Define
ν ∈ N by |q|2−2ν < |z| ≤ |q|−2ν. Then, uniformly as z →∞,
log |θ(z, q)| = (log |z|)
2
−4 log |q| + log |1 + q
2ν−1z|+O(1).
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We note that the case κ = 0 of Lemma 3.1 follows from Lemma 4.1.
Proof of Theorem 1.2 in the case of simple roots. Since we assume that the
roots of Pk of modulus µ are simple, the polynomials Qj in (1.15) are con-
stant. Thus
αnρ
−Nn2 =
∑
{j : |λj |=µ}
γjλ
n
j +O(δn) (4.1)
with certain constants γj that do not all vanish. With λ := λ1 and ωj := λj/λ
we have
αnρ
−Nn2 =
∑
{j : |λj |=µ}
γjω
n
j λ
n +O(δn) . (4.2)
Put
M0 := LM and N0 := LN. (4.3)
By hypothesis, we have ωM0j = 1 for all j. Hence there exists (η0, . . . , ηM0−1) ∈
CM0 \ {(0, . . . , 0)} such that if n ≡ r (mod M0), then∑
{j : |λj |=µ}
γjω
n
j = ηr. (4.4)
As in [7, Section 4] we shall compare f with
F (z) :=
∞∑
n=−∞
ηrnρ
Nn2λnzn, (4.5)
where rn ∈ {0, 1, . . . ,M0 − 1} is chosen such that n ≡ rn (mod M0). Note
that, by (4.2), the Taylor coefficients un of the difference
R(z) := f(z)− F (z) =
∞∑
n=−∞
unz
n (4.6)
satisfy
un = O
(
ρNn
2
δn
)
(4.7)
as n→∞, and thus are small compared to those of F .
The advantage of considering the function F instead of f is that it satisfies
the simple functional equation
F (z) = AzM0F (qNz) (4.8)
with
A := λM0ρNM
2
0 . (4.9)
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This implies that F can be expressed as product of theta functions. In fact,
it was shown in [7, Theorem 4] that if F satisfies (4.8), F (z) 6≡ 0, and p ∈ C
is chosen with
p2 = qN0, (4.10)
then there exist C in C \ {0} and z1, z2, . . . , zM0 ∈ C \ {0} satisfying
M0∏
l=1
zl =
(−1)M0
A
(4.11)
such that
F (z) = C
M0∏
l=1
θ
(
− z
pzl
, p
)
. (4.12)
Jacobi’s triple product identity (3.2) implies that the zeros of F are given by
M0 geometric progessions. The idea is to prove that the zeros of f are close
to these geometric progressions since f and F are close.
In order to do so we proceed as in [7] and note first that
log |R(z)| ≤ logM(δ|z|, θ(·, |ρ|N))+O(1)
≤ (log δ|z|)
2
−4N log |ρ| +O(1) =
σk(log δ|z|)2
−2 log |q| +O(1)
=
σk
−2 log |q|(log |z|)
2 +
σk log δ
− log |q| log |z| +O(1)
(4.13)
by (4.7), Lemma 3.1, (1.8) and (1.9). For 1 ≤ l ≤ M0 we now choose the
integer νl such that |p|3−2νl ≤ |z/zl| < |p|1−2νl and thus |p|2−2νl ≤ |z/pzl| <
|p|−2νl. Putting nl := νl − 1 we deduce, using (4.12) and Lemma 4.1, that
log |F (z)| =
M0∑
l=1
log
∣∣∣∣θ(− zpzl , p
)∣∣∣∣+ log |C|
=
M0∑
l=1
(log |z/pzl|)2
−4 log |p| +
M0∑
l=1
log
∣∣∣∣1− p2nlzzl
∣∣∣∣ +O(1).
(4.14)
Now, by (1.9), (4.9), (4.10) and (4.11),
M0∑
l=1
log |pzl| =M0 log |p|+
M0∑
l=1
log |zl| = M0 log |p| − log |A|
=M0 log |p| −M0 logµ−NM20 log |ρ| = −M0 logµ
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and thus
M0∑
l=1
(
log
∣∣∣∣ zpzl
∣∣∣∣)2 = M0∑
l=1
(log |z| − log |pzl|)2
=M0(log |z|)2 − 2
(
M0∑
l=1
log |pzl|
)
log |z|+O(1)
=M0(log |z|)2 + (2M0 log µ) log |z|+O(1).
(4.15)
Since
M0
4 log |p| =
M0
2N0 log |q| =
M
2N log |q| =
σk
2 log |q|
by (4.10), (4.3) and (1.8) we deduce from (4.15) that (4.14) takes the form
log |F (z)| = σk−2 log |q|(log |z|)
2 +
σk log µ
− log |q| log |z|
+
M0∑
l=1
log
∣∣∣∣1− p2nlzzl
∣∣∣∣ +O(1). (4.16)
Combining (4.13) and (4.16) yields that
log |R(z)| ≤ log |F (z)| −
M0∑
l=1
log
∣∣∣∣1− p2nlzzl
∣∣∣∣− C1 log r + C2, (4.17)
with
C1 :=
σk log(δ/µ)
log |q| =
M log(δ/µ)
N log |q| (4.18)
and a further constant C2. This corresponds to [7, (4.18)]. However, in the
situation of [7] we had δ = ρ2µ and thus C1 = 1/N .
If ζ is a zero of f , then |F (ζ)| = |R(ζ)|. As in [7] it then follows from
from (4.17) and (4.18) that
M0∑
l=1
log
∣∣∣∣1− p2nlζzl
∣∣∣∣ ≤ −C1 log |ζ |+ C2.
Hence there exists l ∈ {1, 2, . . . ,M0} with
log
∣∣∣∣1− p2nlζzl
∣∣∣∣ ≤ − C1M0 log |ζ |+ C2M0 .
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This implies that ∣∣∣∣1− p2nlζzl
∣∣∣∣ = O(|ζ |−C1/M0)
so that ζ ∼ zlp−2nl = zlq−N0nl as ζ →∞. In fact,
ζ = zlq
−N0nl
(
1 +O(|q|N0nlC1/M0)) . (4.19)
Using (4.18) and (4.3) we see that
|q|N0C1/M0 = exp
(
N0C1
M0
log |q|
)
= exp
(
N0M
M0N
log
δ
µ
)
= exp
(
log
δ
µ
)
=
δ
µ
.
Thus (4.19) may also be written in the form
ζ = zlq
−N0nl
(
1 +O
((
δ
µ
)nl))
. (4.20)
Let ml be the cardinality of the set of all j ∈ {1, . . . ,M0} for which p2nl/zl =
p2nj/zj . Then F has a zero of multiplicity ml at zlp
−2nl = zlq
−N0nl. As in [7]
an application of Rouche´’s theorem shows that for fixed small ε > 0 the
functions F and f have the same number of zeros in the disk around zlq
−N0nl
of radius ε, provided |ζ | and hence nl are large enough. Moreover, f has
no zeros outside the disks of radius ε around the points zjq
−N0n. It follows
that there are ml zeros ζ with the asymptotics (4.20), and that all zeros of
f are covered by these asymptotics for some l. This completes the proof of
Theorem 1.2 in the case that the roots of Pk of modulus µ are all simple.
Remark 4.2. It was shown in [7] that with ml as in the above proof, the error
term in (1.11) may be improved to
zn,ν = Aνq
−Nn
(
1 +O(|q|n/mν))).
Similarly we could improve the error term in (1.18).
In order to consider the case where Pk has a multiple root of modulus µ,
we first prove some auxiliary results. Let ∆ := {z ∈ C : |z| > 1}.
Lemma 4.3. Let G : ∆→ C be a function of the form
G(z) = g(z)
∞∏
n=1
(
1− z
an
)
(4.21)
where g : ∆→ C\{0} is a holomorphic function that extends meromorphically
to ∆∪{∞} and where (an) is a sequence in ∆ such that an →∞ as n→∞
and |an| ≤ |an+1| for all n ∈ N.
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Suppose that there exists K > 1 and N ∈ N such that |an+N | ≥ K|an| for
all n ∈ N; that is, each annulus {z : r < |z| ≤ Kr} contains at most N of
the points an.
Let m ∈ N. Then there exists R > 1 such that the zeros of G(m) in
{z : |z| > R} are given by a sequence (bn)n≥n0 satisfying bn ∼ an as n→∞.
More precisely, we have
bn =
(
1 +O
(
1
n
))
an.
Remark 4.4. Let n(r) denote the number of points aj in the disk {z : |z| ≤ r}.
The hypothesis says that n(Kr)−n(r) ≤ N for all r > 1. This easily implies
that n(r) = O(log r) as r →∞ and that the product in (4.21) converges.
Proof of Lemma 4.3. There exist c ∈ C \ {0} and M ∈ Z such that g(z) ∼
czM as z → ∞. This implies that g′(z)/g(z) = M/z + O(1/z2) as z → ∞.
Thus
zG′(z)
G(z)
= M +
∞∑
j=1
z
z − aj + o(1).
For n ∈ Z and r > 0 we put Xn := {aj : K4n−2r < |aj| ≤ K4n+2r}. Note
that the cardinality of Xn is at most 4N . For r/K < |z| ≤ Kr we have∣∣∣∣∣∣
∑
|aj |>K2r
z
z − aj
∣∣∣∣∣∣ ≤
∑
|aj |>K2r
1
|aj/z| − 1
=
∞∑
n=1
∑
aj∈Xn
1
|aj/z| − 1 ≤
∞∑
n=1
4N
K4n−3 − 1 <∞
and∣∣∣∣∣∣
∑
|aj |≤K−2r
z
z − aj − n(K
−2r)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
|aj |≤K−2r
aj
z − aj
∣∣∣∣∣∣ ≤
∑
|aj |≤K−2r
1
|z/aj| − 1
=
∞∑
n=1
∑
aj∈X−n
1
|z/aj | − 1 ≤
∞∑
n=1
4N
K4n−3 − 1 <∞.
It follows from the last three equations that for r/K < |z| ≤ Kr we have
zG′(z)
G(z)
−
∑
K−2r<|aj |≤K2r
z
z − aj = M + n(K
−2r) +O(1) = n(r) +O(1)
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as r → ∞. We deduce that there exists a constant C > 0 such that if r is
sufficiently large, r/K < |z| ≤ Kr and
|z − aj| ≥ Cr
n(r)
for all j with
r
K2
< |aj | ≤ K2r, (4.22)
then
zG′(z)
G(z)
= n(r) + S(z) with |S(z)| ≤ 1
2
n(r). (4.23)
Suppose now that ζ is a zero of G′ of large modulus. Choosing r = |ζ | it
follows from (4.22) and (4.23) that there exists j such that |ζ−aj| < Cr/n(r).
Thus every zero of G′ is close to some zero of G. On the other hand, let ak
be a zero of G of large modulus and put r = |ak|. Let
W =
⋃
K−2r<|aj |≤K2r
{
z : |z − aj| < Cr
n(r)
}
and let U be the component of W that contains ak. Since W is the union of
at most 4N disks, we see that the diameter of U is at most 8NCr/n(r). For
sufficiently large r we deduce that U ⊂ {z : r/K < |z| < Kr}. Thus (4.23)
holds for z ∈ ∂U . Rouche´’s theorem now yields that G and G′ have the same
number of zeros in U . Thus near every zero of G there is also a zero of G′.
And the above estimate of the diameter of U yields that for large R we can
write the zero sequence of h′ in the form (cn)n≥n0 with cn ∼ an and in fact
|cn − an| = O(|an|/n).
This proves the result form = 1. We note that we do not necessarily have
|cn| ≤ |cn+1|. However, we have |cn| ≤ (1+o(1))|cn+1|. Noting that we do not
really need that |an| ≤ |an+1| in the above proof for the case m = 1, but only
that |an| ≤ (1 + o(1))|an+1|, the general case now follows by induction.
The following lemma generalizes Lemma 4.1.
Lemma 4.5. Let G be defined by (4.21) as in Lemma 4.3, with g, (an), K
and N as there. Then there exists δ > 0 and R > 0 such that if r ≥ R and
r/K < |z| ≤ Kr, then
|G(z)|
M(|z|, G) ≥ δ
∏
K−2r<|aj |≤K2r
∣∣∣∣1− zaj
∣∣∣∣ .
Proof. As in the proof of Lemma 4.3 we have g(z) ∼ czM as z → ∞. We
may choose R such that |z−M1 g(z1)| ≤ 2|z−M2 g(z2)| whenever |z1| > R/K and
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|z2| > R/K. Defining Xn as in the proof of Lemma 4.3 we then have
|G(z)|
M(|z|, G) ≥
1
2
∞∏
j=1
|1− z/aj |
1 + |z/aj | =
1
2
∞∏
n=−∞
∏
aj∈Xn
|1− z/aj |
1 + |z/aj | .
Since Xn contains at most 4N points we deduce for n ≥ 1 that∏
aj∈Xn
|1− z/aj |
1 + |z/aj | ≥
∏
aj∈Xn
1−Kr/|aj|
1 +Kr/|aj| ≥
(
1−K3−4n
1 +K3−4n
)4N
and ∏
aj∈X−n
|1− z/aj |
1 + |z/aj | ≥
∏
aj∈X−n
|z/aj | − 1
1 + |z/aj |
=
∏
aj∈X−n
1− |aj/z|
1 + |aj/z| ≥
(
1−K3−4n
1 +K3−4n
)4N
.
We also have ∏
K−2r<|aj |≤K2r
1
1 + |z/aj | ≥
(
1
1 +K3
)4N
.
Combining the last four estimates and taking
δ :=
1
2
(
1
1 +K3
)4N ∞∏
n=1
(
1−K3−4n
1 +K3−4n
)8N
.
we obtain the conclusion.
Proof of Theorem 1.2 in the case of multiple roots. Let κ the maximal de-
gree of the polynomials Qj in (1.15). Instead of (4.1) and (4.2) we now
obtain
αnρ
−Nn2 =
∑
{j : |λj |=µ}
γjn
κλnj +O
(
nk−1µn
)
and
αnρ
−Nn2 =
∑
{j : |λj |=µ}
γjn
κωnj λ
n +O(nk−1µn) ,
where γj is the leading coefficient of Qj if degQj = κ and γj = 0 otherwise,
and λ = λ1 and ωj = λj/λ as before. WithM0 = LM and N0 = LN we again
find that there exists (η0, . . . , ηM0−1) ∈ CM0\{(0, . . . , 0)} such that (4.4) holds
if n ≡ r (mod M0). The idea is now to compare f not with the function F
given by (4.5) and (4.12), but with G := F (κ).
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Instead of (4.6) and (4.7) we now have
R(z) := f(z)−G(z) = f(z)− F (κ)(z) =
∞∑
n=−∞
unz
n
where
un = O
(
ρNn
2
nκ−1µn
)
as n → ∞. Thus logM(r, R) ≤ logM(µr, θκ−1(·, |ρ|N) + O(1). Lemma 3.1
yields together with (1.8) and (1.9) that
logM(r, R) ≤ (log µr)
2
−4 log |ρ|N + (κ− 1) log log r +O(1)
=
σk
−2 log |q|(log µr)
2 + (κ− 1) log log r +O(1).
On the other hand, the growth of f is given by Theorem 1.3. We conclude
that
M(r, R) = O
(
M(r, f)
log r
)
(4.24)
and hence
M(r, G) ∼M(r, f) (4.25)
as r →∞.
As noted earlier, (4.12) and Jacobi’s triple product identity (3.2) yield
that the zeros of F form M0 geometric progressions. Lemma 4.3 implies that
the zeros of G = F (κ) in {z : |z| > 1} are asymptotic to these geometric
progressions. We may write these zeros as a sequence (an) satisfying the
hypotheses of Lemmas 4.3 and 4.5 so that G has the form (4.21).
By the definition of R we have
f(z)
G(z)
= 1 +
R(z)
G(z)
.
Lemma 4.5, together with (4.24) and (4.25), yields that there exists a con-
stant L > 0 such that if r is sufficiently large and r/K < |z| ≤ Kr, then∣∣∣∣R(z)G(z)
∣∣∣∣ ≤ M(|z|, R)δM(|z|, G) ∏
K−2r<|aj |≤K2r
∣∣∣∣1− zaj
∣∣∣∣−1
≤ L
log |z|
∏
K−2r<|aj |≤K2r
∣∣∣∣ ajz − aj
∣∣∣∣ .
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We deduce that there exists C > 0 and α > 0 such that if r is sufficiently
large, r/K < |z| ≤ Kr and
|z − aj | ≥ Cr
(log r)α
for all j with
r
K2
< |aj | ≤ K2r,
then ∣∣∣∣R(z)G(z)
∣∣∣∣ ≤ 12 .
Rouche´’s theorem now yields that if U is a component of the union of the
disks {z : |z − aj| < Cr/(log r)α} which is contained in {z : r/K < |z| < K},
then f and G have the same number of zeros in U . Similarly as in the
proof of Lemma 4.3 we see that the diameter of U is at most 8NCr/(log r)α.
Moreover, all zeros of f are in such components. This implies that the zeros
of f are asymptotic to those of G, and thus asymptotic to finitely many
geometric progressions.
Remark 4.6. We consider the case γ = ±1 excluded in Example 1.4. This
corresponds to the case a1,1 = ∓2ρ2 in (1.2). Recall that ρ was chosen in
Example 1.4 such that ρ4 = q. Choosing p = ρ2 we have p2 = q. By (3.1)
we have θ(z, p) = pzθ(p2z, p) and thus θ(p4z, p) = θ(p2z, p)/(p3z). Differenti-
ating these equations with respect to z and eliminating θ(p2z, p) from these
equations, we obtain
θ′(z, p)− 2p3zθ′(p2z, p) + p8z2θ′(p4z, p),
where θ′ denotes the derivative with respect to z. Hence g(z) := θ′(z/p2, p)
satisfies g(z) − 2pzg(p2z) + p4z2g(p4z) = 0. Since p = ρ2 and p2 = q this is
equivalent to
g(z)− 2ρ2zg(qz) + q2z2g(q2z) = 0. (4.26)
This is equation (1.20) with b(z) ≡ 0.
Let f be the entire function consisting of the non-negative powers in the
Taylor series of g. It follows from (4.26) and the definition of f that
b(z) := f(z)− 2ρ2zf(qz) + q2z2f(q2z)
is a polynomial of degree at most 1. For this polynomial b the function f
thus satisfies (1.20) with γ = 1.
Instead of defining f via θ′ and g we could have defined f also directly
via its Taylor series
f(z) =
∞∑
n=0
p(n+1)
2
(n+ 1)
(
z
p2
)n
=
∞∑
n=0
pn
2+1(n+ 1)zn = p
∞∑
n=0
ρ2n
2
(n+ 1)zn.
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It can then be checked directly that f satisfies (1.20) with γ = 1 and b(z) ≡ p.
We show that the zeros of f are asymptotic to a geometric series, but
that the error term is weaker than in (1.18). To this end we put
F (z) :=
∞∑
n=0
pn
2
(
z
p2
)n
so that F ′(z) = f(z)/p2. We note that the function F has zeros ξn satisfying
ξn = p
−2n−1(1 +O(pn)) (4.27)
as n→∞. This follows from Lemma 4.1 since F consists of the non-negative
powers of θ(z/p2, p) and since by Jacobi’s triple product identity the zeros of
the latter function are precisely the points p−2n−1 with n ∈ Z. Alternatively,
(4.27) follows from [7, Theorem 2] or Theorem 1.2. Writing
F (z) =
∞∏
j=1
(
1− z
ξj
)
we have
F ′(z)
F (z)
=
∞∑
j=1
1
z − ξj .
For large |z| we choose n ∈ N such that |p|−2n ≤ |z| < |p|−2n−2 and write
F ′(z)
F (z)
=
1
z − ξn +
n−1∑
j=1
1
z − ξj +
∞∑
j=n+1
1
z − ξj =:
1
z − ξn + S1 + S2.
By (4.27) we have |ξn| ≥ |p|−2n−1/2 for large n and thus
|S2| ≤
∞∑
j=n+1
1
|ξj| − |z| ≤
∞∑
j=n+1
1
|p|−2j−1/2 − |p|−2n−2
=
∞∑
k=1
|p|2n+2
|p|−2k+3/2 − 1 = O(|p|
2n+2) = O
(
1
|z|
)
as |z| → ∞. By (4.27) there also exists j0 ∈ N such that |ξj| ≤ |p|−2j−3/2 for
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j ≥ j0. Thus
|zS1 − (n− 1)| =
∣∣∣∣∣
n−1∑
j=1
ξj
z − ξj
∣∣∣∣∣ =
∣∣∣∣∣
n−1∑
j=j0
ξj
z − ξj
∣∣∣∣∣ +O(1)
≤
n−1∑
j=j0
|p|−2j−3/2
|p|−2n − |p|−2j−3/2 +O(1)
=
n−1∑
k=1
2|p|2k−3/2
1− |p|2k−3/2 +O(1) = O(1)
as |z| → ∞. Thus
F ′(z)
F (z)
=
1
z − ξn +
n
z
+O
(
1
|z|
)
as |z| → ∞, with n defined by |p|−2n ≤ |z| < |p|−2n−2. Rouche´’s theorem
implies that for large n the function F ′/F and hence f = F ′ has exactly one
zero zn satisfying |p|−2n ≤ |zn| < |p|−2n−2. This zero zn satisfies
1
zn − ξn +
n
zn
= O
(
1
|zn|
)
as n→∞. Together with (4.27) we deduce that
zn =
(
1− 1
n
+ o
(
1
n
))
ξn =
(
1− 1
n
+ o
(
1
n
))
p−2n+1.
We find that the zn are asymptotic to a geometric series, but not with the
error term given by (1.18).
We note that the general solution of (4.26) is given by
g(z) = C1θ
(
z
p2
, p
)
+ C2θ
′
(
z
p2
, p
)
with constants C1 and C2. This implies that if c1, c2 ∈ C, then
f(z) =
∞∑
n=0
(c1n+ c2)ρ
2n2zn
solves (1.20) for γ = 1 and some polynomial b of degree at most 1. This
function satisfies (1.5) if c1 6= 0. If c1 = 0 but c2 6= 0, then it satisfies (1.4),
with |λ| = 1.
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