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a b s t r a c t
The general block ST decomposition of the saddle point problem is used as a preconditioner
to transform the saddle point problem into an equivalent symmetric and positive definite
system. Such a decomposition is called a block ST preconditioner. Two general block ST
preconditioners are proposed for saddle point problems with symmetric and positive
definite (1, 1)-block. Some estimations of the condition number of the preconditioned
system are given. The same study is done for singular (1, 1)-block.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The saddle point problem has recently received more attention because it appears in many applications, such as
computational fluid dynamics [1], constrained optimization [2,3], economics [4], electrical circuits and networks [5]
electromagnetism [6], finance [7], image reconstruction [8], image registration [9], interpolation of scattered data [10], linear
elasticity [11], mesh generation for computer graphics [12], mixed finite element approximations of elliptic PDEs [13–15],
model order reduction for dynamical systems [16], optimal control [17], parameter identification [18], and constrained,
weighted and generalized least squares [19–22]. The problem is defined by
A B
BT 0

x
y

=

p
q

, (1)
where A ∈ Rm×m is symmetric and positive definite, B ∈ Rm×n, p ∈ Rm and q ∈ Rn withm > n.
Several iterative and directmethodswere proposed for solving problem (1). A very good survey on useful preconditioners
was presented in [23]. Some spectral analysis on saddle point problems and its usual preconditioners was given in [24–27].
By the spectral analysis, we can try to find useful preconditioners for the saddle point problems.
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Another approach is to transform the problem to an equivalent symmetric and positive definite system by
preconditioning techniques. The first paper to deal with the approach was written in [28]. They use some cheap
preconditioner with the block Gaussian Elimination to transform indefinite systems resulting from elliptic problems to
symmetric and positive definite systems, which are solved by the conjugate gradient method. For the generalized least
squares problems where A is symmetric and positive definite and B is full rank, a nonsingular submatrix of B has been used
as a preconditioner to reduce the problem to a symmetric and positive definite system [29–32,21,22,33–35] by methods of
finding such submatrices [36,37].
Golub and Yuan have proved in [38] that there exists a symmetric and positive definite - triangular decomposition
for every nonsingular matrix, that is, TA = S where T is triangular, and S is symmetric and positive definite. With this
decomposition, we can transform every nonsymmetric and positive definite system to a symmetric and positive definite
system. Since the decomposition is not unique, we can find the proper T to improve the condition number of the symmetric
and positive definite system. Recently, Wu et al. [38,39] have used the block ST decomposition proposed as a preconditioner
to obtain a symmetric and positive definite system for the saddle point problems. They have introduced three types of ST
preconditioner for the saddle point problem. By their theoretical analysis and numerical tests, the block ST preconditioners
indeed improve the condition number of the system and result in symmetric and positive definite systems. They have
also studied the optimal ST preconditioner with respect to a nonnegative parameter. Our aim is to define a general ST
preconditioner for the saddle point problems and to give an estimate of upper bounds for the condition number.
Here we extend the results of [39] and introduce two classes of block ST preconditioners for saddle point problems.
For these two classes of ST preconditioned symmetric and positive definite systems, we give some estimate for the upper
bound of the condition number. The structure of the paper is as follows. In Section 2, some spectral properties are derived
for general block ST preconditioners for the saddle point problemswith nonsingular (1, 1)-block A. An estimate for the upper
bound for the ST preconditioners is given in Section 3. In Section 4, the results of the previous section are generalized to the
singular (1, 1)-block case. A numerical experiment is presented in Section 5. Some comments are given in the last section.
2. General ST preconditioners
In this section, we shall introduce a general ST preconditioner for the saddle point problem. With the general ST
preconditioner, the saddle point problemwill be transformed to a symmetric and positive definite system. Here some basic
spectral properties of the preconditioned system are studied by the ST preconditioner.
Assume that the ST preconditioner is defined by
T =

X 0
Y Z

, (2)
where X ∈ Rm×m, Y ∈ Rn×m and Z ∈ Rn×n. By the ST decomposition [38], it follows from

X 0
Y Z

A B
BT 0

=

L 0
L1 L2
LT LT1
0 LT2
 (3)
that 
XA = LLT ,
XB = LLT1
YA+ ZBT = L1LT ,
YB = L1LT1 + L2LT2 .
(4)
The following result follows from (4).
Theorem 2.1. Let S be anym×m symmetric and positive definite matrix, and β > 0 be a constant such that ASA−βA is positive
definite. Then, it is possible to define X = AS − βI , Y = BT S and Z = −βI such that (3) is symmetric and positive definite.
Proof. It follows from the definitions of X , Y and Z , and (4) that
T =

AS − βI 0
BT S −βI

. (5)
Then, by the block ST decomposition, (3) becomes
T

A B
BT 0

=

ASA− βA (AS − βI)B
BT (SA− βI) BT SB

. (6)
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It is easy to verify that
ASA− βA (AS − βI)B
BT (SA− βI) BT SB

= LLT ,
where
L =

L 0
L1 L2

.
Here LLT = ASA − βA and L2LT2 = βBTA−1B because ASA − βA and BTA−1B and symmetric and positive definite. Also
L1 = BT (SA− βI)L−T . The proof is complete. 
Lemma 2.2. Let
J =

ASA− βA (AS − βI)B
BT (SA− βI) BT SB

, (7)
be a matrix such that AS − βI is nonsingular. Then, the following results are true:
1. Assume that (λ, x) is an eigenpair of A with x ∈ N(BT ), that is, Ax = λx and BT x = 0. Suppose that x is an eigenvector of SA.
Then, (µ− β)λ is an eigenvalue of J , that is,
J

x
0

= λ(µ− β)

x
0

, (8)
where µ is eigenvalue of SA.
2. For every eigenvector z = (xT , yT )T of J , there is always x ≠ 0, and ‖z‖2 ≥ ‖x‖2.
Proof. It is very easy to check the first result. To prove the second result, we suppose that Jz = λz ≠ 0 with x = 0. Then, it
follows from Jz = λz that
(AS − βI)By = 0
BT SBy = λy
which implies y = 0 because B is full rank and AS − βI is nonsingular. Hence, z = 0 which is contradiction because we
assume that z ≠ 0 is an eigenvector with ‖z‖22 = ‖x‖22 + ‖y‖22 ≥ ‖x‖22 because of x ≠ 0. 
Note that with different choices of S and β , we can obtain different well-known ST preconditioners. For example, ST-
Preconditioner 1 in [39] corresponds to S = A−1 and 0 < β < 1 (here we set α = 1/(1 − β) > 1, note that β here is
different from the β in [39]). ST-Preconditioner 3 in [39] corresponds to S = αI and β = 1. We can choose S = D diagonal
to minimize the condition number like the work given in [40]. But we cannot get the positive definite system if we take
S = A−1 and β = 0.
It is possible that the condition at Lemma 2.2 hold. Let B =

B1
B2

where B1 is an n × n nonsingular submatrix of B.
For example if some columns (at least one column) of

B−T1 B
T
2−I

are eigenvectors of A. Also set S such that these columns are
eigenvectors of S. Then, the conditions hold.
We can also consider the following ST-preconditioner
T =

AS − BDT2BTDT1 0
BT S −BTD1BD2

(9)
where S is symmetric and positive definite, and D1 ∈ Rm×m and D2 ∈ Rn×n are nonsingular matrices such that ASA −
BDT2B
TDT1A is symmetric and positive definite. Hence, we can get the following preconditioned system from (1)
ASA− BDT2BTDT1A (AS − BDT2BTDT1)B
BT (SA− D1BD2BT ) BT SB

x
y

=

(AS − BDT2BTDT1)p
BT Sp− BTD1BD2q

. (10)
Note that there exist D1 and D2 such that the symmetry and positive definiteness can be satisfied. As an example we can
define D1 = A−1 and D2 = βI with β > 0. In fact, D2 can be any symmetric and positive definite matrix.
Theorem 2.3. Assume that S is symmetric and positive definite and Di (i = 1, 2) are nonsingular matrices such that ASA −
BDT2B
TDT1A and B
TD1BD2BTA−1B are symmetric and positive definite. Then system (10) is symmetric and positive definite.
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Proof. It is sufficient to show that there exists a triangularL such that ASA− BDT2BTDT1A (AS − BDT2BTDT1)B
BT (SA− D1BD2BT ) BT SB
 = LLT . (11)
Since ASA − BDT2BTDT1A is symmetric and positive definite, there exists a lower triangular matrix L such that LLT =
ASA− BDT2BTDT1A. Taking L1 = BT (SA− D1BD2BT )L−T and L2LT2 = BTD1BD2BTA−1B, we obtain
L =

L 0
L1 L2

.
It is easy to verify that (11) is true. The proof is complete. 
Lemma 2.4. Let
Y =
 ASA− BDT2BTDT1A (AS − BDT2BTDT1)B
BT (SA− D1BD2BT ) BT SB
 . (12)
Suppose that conditions in Theorem 2.3 are satisfied. Then, the following results are true:
1. Suppose that (λ, x) is an eigenpair of A with x ∈ N(BT ), that is, Ax = λx and BT x = 0. Assume that x is an eigenvector of
SA− D1BD2BT . Then, µλ is an eigenvalue of Y , that is,
Y

x
0

= λµ

x
0

, (13)
where µ is eigenvalue of SA− D1BD2BT .
2. For every eigenvector z = (xT , yT )T of Y , x ≠ 0, and ‖z‖2 ≥ ‖x‖2.
Proof. It is very easy to check the first result because symmetry of ASA−BDT2BTDT1A. To prove the second result, we suppose
that Yz = λz ≠ 0 with x = 0. Then, it follows from Yz = λz that
(AS − BDT2BTDT1)By = 0
BT SBy = λy
which implies y = 0 because B is full rank and AS − BDT2BTDT1 is nonsingular. Hence, z = 0 which is contradiction because
we assume that z ≠ 0 is an eigenvector and ‖z‖22 = ‖x‖22 + ‖y‖22 ≥ ‖x‖22 because of x ≠ 0. The proof is complete. 
3. Estimate of upper bound
We shall analyze the upper bound of condition number of the preconditioned system by the ST preconditioner. By the
estimate of the upper bound, we can obtain some optimal parameters to get the better upper bound.
The following lemma follows from Lemma 2.2 of [39] with X = (SA− βI)x and Y = By because we want to get a bound
independent of the Schur compliment.
Lemma 3.1. Let S and (AS − βI) be symmetric and positive definite, and β > 0. Then, for every x ∈ Rm, y ∈ Rn and θ > 0
2|xT (AS − βI)By| ≤ θxT (AS − βI)(SA− βI)x+ 1
θ
yTBTBy. (14)
Theorem 3.2. Let λm and λM be the smallest and largest eigenvalues of symmetric and positive definite matrix A ∈ Rm×m,
respectively, µm and µM the smallest and largest eigenvalues of symmetric and positive definite matrix S ∈ Rm×m, respectively.
Also let σm and σM be the smallest and largest nonzero singular values of B ∈ Rm×n, respectively. Suppose that β > 0 is a constant
such that ASA− βA is symmetric and positive definite. Then,
κ(J) ≤ f (β)κ(BTB), (15)
where
f (β) = θ˜
θ
θµM + 1
θ˜µm − 1
, (16)
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θ =
ν +

ν2 + 4σ 2M(λMµM − β)2
2(λMµM − β)2 , (17)
θ˜ = η +

η2 + 4σ 2m(λmµm − β)(λmµM − β)
2(λmµm − β)(λmµM − β) , (18)
ν = λMβ + (σ 2M − λ2M)µM , η = λmβ + (σ 2m − λ2m)µm. (19)
Proof. Suppose that α and (xT , yT )T form an eigenpair of the matrix J defined at (7). It follows from Jz = αz and α = zT Jz,
where zT = (xT , yT )T with zT z = 1, that
α = xTA(SA− βI)x+ 2xT (AS − βI)By+ yTBT SBy. (20)
By Lemma 3.1, we have
α ≤ xTA(SA− βI)x+

θxT (AS − βI)(SA− βI)x+ 1
θ
yTBTBy

+ yT (BT SB)y
= xT (A+ θ(AS − βI))(SA− βI)x+ yTBT

S + 1
θ
I

By
≤ (λM + θ(λMµM − β))(λMµM − β)xT x+ σ 2M

µM + 1
θ

yTy, (21)
and
α ≥ xT ((A− θ˜ (AS − βI))(SA− βI))x+ yTBT

S − 1
θ˜
I

By
≥ θ˜β(λmµm − β)xT x+ xTA(I − θ˜S)(SA− βI)x+ σ 2m

µm − 1
θ˜

yTy
≥ (λm(λmµm − β)− θ˜ (λmµm − β)(λmµM − β))xT x+ σ 2m

µm − 1
θ˜

yTy. (22)
Now we choose θ and θ˜ such that the coefficients of xT x and yTy are equal. Hence, we have
θ =
ν +

ν2 + 4σ 2M(λMµM − β)2
2(λMµM − β)2 ,
and
θ˜ = η +

η2 + 4σ 2m(λmµm − β)(λmµM − β)
2(λmµm − β)(λmµM − β) ,
where
ν = λMβ + (σ 2M − λ2M)µM , η = λmβ + (σ 2m − λ2m)µm.
With these choices, there is
σ 2m

µm − 1
θ˜

≤ α ≤ σ 2M

µM + 1
θ

. (23)
Therefore (15) comes immediately from (23). 
Note that we can obtain some special β such that f (β) attains its minimal value to get sharper bound, that is,
min
β>0
f (β).
Similarly we can obtain the upper bound for Y given in (12) as follows.
Theorem 3.3. Assume that S is symmetric and positive definite and Di (i = 1, 2) are nonsingular such that ASA − BDT2BTDT1A
and BTD1BD2BTA−1B are symmetric and positive definite. Let λm and λM be the smallest and largest eigenvalues of symmetric
and positive definite matrix A ∈ Rm×m, respectively, µm and µM the smallest and largest eigenvalues of symmetric and positive
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definite matrix S ∈ Rm×m, respectively. Also let σm and σM be the smallest and largest nonzero singular values of B ∈ Rm×n,
respectively. Assume that γm and γM are the smallest and largest eigenvalues of AS − BDT2BTDT1 , respectively. Then,
κ(Y ) ≤ g(β)κ2(BTB), (24)
where
g(β) = θ˜
θ
θµM + 1
θ˜µm − 1
, (25)
θ =
ν +

ν2 + 4σ 2Mγ 2M
2γ 2M
, (26)
θ˜ = η +

η2 + 4σ 2mγ 2m
2γ 2m
, (27)
ν = σ 2M − λMγM , η = σ 2m − λmγm. (28)
The proof is the same as the proof of Theorem 3.2 using AS − BDT2BTDT1 instead of AS − βI .
4. Singular (1, 1)-block case
Now we consider the case where A is singular or A is indefinite. We suppose that M = A + BWBT is positive definite
whereW is symmetric and positive semidefinite. From the augmented Lagrangian technique, we shall borrow an idea from
[41,42,40,43] to get a nonsingular (1, 1)-block for the system
M B
BT 0

x
y

=

p+ BWq
q

. (29)
Then we use the technique given in the previous section to obtain a new symmetric and positive definite system
MSM − βM (MS − βI)B
BT (SM − βI) BT SB

x
y

=

(MS − βI)(p+ BWq)
BT S(p+ BWq)− βq

. (30)
Then we can easily prove the following result.
Theorem 4.1. Let S be any m × m symmetric and positive definite matrix, and β > 0 be a constant such that MSM − βM is
positive definite. Then, it is possible to define X = MS − βI , Y = BT S and Z = −βI such that (30) is symmetric and positive
definite.
Proof. By the conditions of the theorem, we have
T =

MS − βI 0
BT S −βI

. (31)
Then, (3) becomes
T

M B
BT 0

=

MSM − βM (MS − βI)B
BT (SM − βI) BT SB

≡ Z . (32)
We can easily prove that (32) is positive definite by finding a block lower triangular matrixL such that
MSM − βM (MS − βI)B
BT (SM − βI) BT SB

= LLT
where
L =

L 0
L1 L2

,
LLT = MSM−βM , L2LT2 = βBTM−1B and L1 = BT (SM−βI)L−T becauseMSM−βM and BTM−1B are symmetric and positive
definite. The proof is complete. 
Note that with some special choices for β and S, we get some well-known preconditioners.
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Similarly, we can prove the following result.
Theorem 4.2. Let λm and λM be the smallest and largest eigenvalues of symmetric and positive definite matrix M ∈ Rm×m,
respectively, µm and µM the smallest and largest eigenvalues of symmetric and positive definite matrix S ∈ Rm×m, respectively.
Also let σm and σM be the smallest and largest nonzero singular values of B ∈ Rm×n, respectively. Suppose that β > 0 is a
constant such that (MS − βI)M is symmetric and positive definite. Here M = A+ BWBT , W is symmetric and positive definite,
λm ≥ αm + σ 2mγm and λM ≤ αM + σ 2MγM where αm and αM are the smallest and largest eigenvalues of A, respectively, and γm
and γM are the smallest and largest eigenvalues of W, respectively. Then,
κ(Z) ≤ f (β)κ(BTB), (33)
where
f (β) = θ˜
θ
θµM + 1
θ˜µm − 1
, (34)
θ =
ν +

ν2 + 4σ 2M(λMµM − β)2
2(λMµM − β)2 , (35)
θ˜ = η +

η2 + 4σ 2m(λmµm − β)(λmµM − β)
2(λmµm − β)(λmµM − β) , (36)
ν = λMβ + (σ 2M − λ2M)µM , η = λmβ + (σ 2m − λ2m)µm. (37)
5. Numerical experiments
In this section,we shall choose some special choices for S andβ to construct the ST preconditioners for the preconditioned
conjugate gradient methods to solve the example given in [29]. Here, we shall give another example to illustrate the upper
bound given in this paper.
Example 5.1 ([44]). Consider the Stokes problem: find u, and p such that
−ν△u+∇p = f , inΩ
∇ · u = 0, inΩ
u = 0, on ∂Ω∫
ω
p(x)dx = 0,
(38)
where ν, ∇ , u and p stand for viscosity, Laplace operator, velocity and pressure of the fluid, respectively.
By discretizing Eq. (38) with the upwind scheme, we obtain the system
A B
BT 0

u
p

=

f
g

, (39)
where
A =

I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I

∈ R2q2×2q2 , B =

I ⊗ F
F ⊗ I

∈ R2q2×q2
and
T = ν
h2
tridiag(−1; 2;−1) ∈ Rq×q, F = 1
h
tridiag(−1, 1, 0) ∈ Rq×q
with⊗ being the Kronecker product symbol and h = 1q+1 the discretization meshsize. For this example, we have n = 2q2
and m = q2. Hence, the total number of variables is m + n = 3q2. The corresponding numerical results of the estimate
of upper bound for S = A−1 and different β are listed in Table 1. Here, we choose n = 50. Thus, the size of the system is
7500× 7500. The condition number of the original indefinite matrix is 7.5752e5.
6. Conclusion
The results of [39] were extended with general block ST precondiioners for saddle point problems. With these
preconditioners, the indefinite system becomes a symmetric and positive definite system. The estimate of the upper
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Table 1
Results for S = A−1 .
β Cond (J) Bound
0.1 6.8178e6 7.5754e7
0.4 1.1363e6 8.5562e7
0.5 7.5752e5 8.6125e7
0.6 5.0501e5 8.6452e7
0.7 3.2465e5 8.6643e7
0.8 1.8938e5 8.6698e7
0.9 8.4168e4 8.6434e7
0.99 7.6517e3 7.9786e7
0.999 1.5537e3 4.4823e7
0.9999 1.8065e3 8.3272e6
0.99999 1.7948e4 9.1085e5
bound of the conditioner number of the preconditioned systems of the saddle point problem are given for both singular
and nonsingular cases respectively. Numerical experiments illustrate that the ST-preconditioner improves the conditioner
number. In terms of the results, we can choose some special S andβ to get the upper bound as small as possiblewhichwill be
discussed in another paper. The numerical experiments illustrate that the general ST preconditioner can efficiently transform
the original saddle point problem to an equivalent symmetric and positive definite systemwith improved condition number.
Then the desired solution can be obtained by many efficient methods for symmetric and positive definite systems, such as
the conjugate gradient method. This result can help choose the preconditioner S such that the new system becomes well-
conditioned. The detailed spectrum analysis on the preconditioned system and criteria to choose S are discussed in our next
paper [45].
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