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Introduzione
Lo studio dell’approssimazione della probabilità di coda della densità di
una variabile aleatoria è di grande interesse in ambito statistico-matematico
e, nel corso degli ultimi decenni, sono stati implementati per questo nume-
rosi metodi basati in generale sull’integrazione di tale funzione di densità,
sebbene in molti casi si ottengano risultati poco accurati e con ampi margini
di errore. Vengono di seguito presentati alcuni metodi di approssimazione di
tale probabilità di coda definiti metodi di approssimazione saddlepoint : tale
appellativo è dovuto all’esistenza di un punto critico, calcolato rispetto alla
funzione generatrice dei momenti di una variabile aleatoria X, fondamenta-
le per l’implementazione di ciascuno di questi metodi. Infatti, se applicati
alla funzione di densità di una variabile aleatoria avente una generica di-
stribuzione, tali metodi forniscono l’approssimazione migliore se implemen-
tati rispetto al saddle point citato sopra: questo risulta dunque essere di
fondamentale importanza per quanto riguarda l’accuratezza del metodo e
permette in particolare di ottenere un’approssimazione esatta se la variabile
aleatoria ha distribuzione gaussiana.
Nel Capitolo 1 vengono descritte le espansioni di Edgeworth, le quali
forniscono una approssimazione della densità di probabilità di una variabile
aleatoria X, considerata come somma di variabili aleatorie indipendenti e
identicamente distribuite X1, . . . , Xn. Tale espansione viene data in termini
della densità di probabilità di una variabile aleatoria con distribuzione gaus-
siana e dei momenti di terzo e quarto ordine di una delle Xj presenti nella
somma.
Nel 1954 venne implementata la formula di Daniels, la quale viene svilup-
pata nel Capitolo 2; questa, a partire dalla funzione di densità esponenziale
(definita pt(x)) associata alla densità di probabilità della variabile aleato-
ria X e sulla base del risultato ottenuto tramite le espansioni di Edgewor-
th, fornisce una approssimazione della densità di probabilità della variabile
aleatoria X. Tale approssimazione viene data in termini della densità di
probabilità di una variabile aleatoria con distribuzione gaussiana e dei mo-
menti di secondo, terzo e quarto ordine della variabile aleatoria Xt avente
densità di probabilità la densità esponenziale pt(x).
I matematici Lugannani e Rice, nel 1980, proposero una nuova formula,
basata sull’integrazione della trasformata di Fourier della funzione di den-
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sità di probabilità di una variabile aleatoria X, immaginata come somma di
un numero finito di variabili aleatorie indipendenti e identicamente distri-
buite. Questa prende il nome di formula di approssimazione saddle point di
Lugannani-Rice che, trattata nel Capitolo 3, fornisce l’approssimazione del-
la probabilità di coda tramite serie asintotiche, le quali permettono estrema
accuratezza sull’intero dominio di integrazione. Viene infine proposta nel
Capitolo 4 una seconda formulazione del risultato ottenuto da Lugannani e
Rice.
Notazioni generali
• N = {1, 2, 3 . . .} è l’insieme dei numeri naturali
• N0 = {0, 1, 2, 3 . . .} è l’insieme dei numeri interi non negativi
• R è l’insieme dei numeri reali
• R+ = (0,∞)
• 1H è la funzione indicatrice dell’insieme H
• ∂x = ∂∂x è la derivata parziale rispetto a x
• pX(x) è la funzione di densità di probabilità della variabile aleatoria
X
• PX(x) è la funzione di ripartizione della variabile aleatoria X
• mX(t) è la funzione generatrice dei momenti della variabile aleatoria
X
• gX(t) è la funzione caratteristica della variabile aleatoria X
• n(x) è la funzione di densita di probabilità della variabile aleatoria
gaussiana
• C∞ è lo spazio delle funzioni con derivate continue di ogni ordine
• S è lo spazio di Schwartz
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Capitolo 1
Espansioni di Edgeworth
Data una variabile aleatoria X, le espansioni di Edgeworth sono serie che
si occupano dell’approssimazione della sua densità di probabilità servendosi
di particolari momenti della funzione generatrice.
1.1 Premesse
1. Vale la seguente uguaglianza:(
1 +
a
n
)n−k
= ea
(
1− k a
n
)
+ o
(
1
n
)
. (1.1)
Dimostrazione.
Per mostrare l’uguaglianza ci poniamo nel caso in cui n −→ ∞ e
osserviamo i fatti seguenti.
(i) È noto dai risultati dell’analisi che, per n −→∞, si ha:(
1 +
a
n
)n
−→ ea.
(ii) Fissiamo ora k ∈ N0 e consideriamo
(
1 + an
)−k
.
a
n → 0 per n→∞, dunque possiamo sviluppare l’esponenziale in
serie di Taylor e, limitandoci al grado s=1, otteniamo:(
1 +
a
n
)−k
= 1− k a
n
+ o
(
1
n
)
.
Combinando i risultati (i) e (ii), si ha che:(
1 +
a
n
)n−k
= ea
(
1− k a
n
)
+ o
(
1
n
)
.
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2. Polinomi di Hermite
Sia X una variabile con distribuzione gaussiana N (µ, σ), considerata
con parametri µ=0 e σ=1. Sia poi n(x) la sua funzione di densità di
probabilità:
n(x) =
1√
2π
e−x
2/2.
Allora:
(−1)k d
k
dxk
n(x) = Hk(x)n(x). (1.2)
Inoltre:
d
dxk
[Hk(x)n(x)] = −Hk+1(x)n(x). (1.3)
3. Formula di inversione per le funzioni caratteristiche
Sia X una variabile aleatoria con funzione di ripartizione PX(x) e fun-
zione caratteristica gX(t).
Se
∫
R |gX(t)|dt <∞, allora ∃ pX(x) e vale
pX(x) =
∫
R
e−itx
2π
gX(t)dt. (1.4)
4. Identità
Sia k ∈ N, allora:
1
2π
∫
R
e−itxe−t
2/2(it)kdt =
(−1)k
2π
dk
dxk
∫
R
e−itxe−t
2/2dt =
=
(−1)k
2π
dk
dxk
n(x) = (1.5)
= Hk(x)n(x). (1.6)
1.2 Sviluppo
Siano X1, . . . , Xn n variabili aleatorie aventi funzione di ripartizione
PX(x) = P (X ≤ x).
Senza perdere di generalità posso supporre che E[X1]=0 e che Var(X1)=1,
poiché posso sostituire ciascun Xj con
Xj−E[X1]√
V ar(X1)
.
Assumiamo ora finiti {
γ = E[X3j ]
τ = E[X4j ]
rispettivamente i momenti del terzo e del quarto ordine.
Considero ora la somma standardizzata Sn =
1√
n
∑n
j=1Xj e ne studio la
distribuzione. Ricordo il seguente teorema:
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Teorema 1.2.1 (Teorema del limite centrale). Siano X1, . . . , Xn n variabili
aleatorie, ciascuna con media µ e varianza σ2. Allora la successione di va-
riabili aleatorie Sn =
1√
n
∑n
j=1Xj converge in distribuzione ad una variabile
X avente distribuzione di densità normale di parametri µ e σ2.
Applicato in questo caso, tale teorema ci permette di affermare che ∀x,
PSn(x) −→ N (0, 1),
dove N (0, 1) è la funzione di ripartizione di una variabile aleatoria con di-
stribuzione gaussiana.
Si vorrebbe però una approssimazione migliore di PSn(x) = P (Sn ≤ x).
Verrà di seguito indicata con X una qualunque delle variabili aleatorie Xj .
Cominciamo allora costruendo la funzione caratteristica di Sn:
gSn(t) = E
[
exp
((
it√
n
) n∑
j=1
Xj
)]
=
[
gX
(
it√
n
)]n
.
Per n→∞, possiamo espandere exp
(
itX√
n
)
secondo Taylor, ottenendo:
gX
(
it√
n
)
= E
[
1 +
itX√
n
+
(it)2X2
2n
+
(it)3X3
6n
√
n
+
(it)4X4
24n2
]
+ o
(
1
n2
)
= 1 +
itE[X]√
n
+
(it)2E[X2]
2n
+
(it)3E[X3]
6n
√
n
+
(it)4E[X4]
24n2
+ o
(
1
n2
)
.
Ricordando ora che µ = E[X] = 0 e che σ2 = E[X2] = 1, otteniamo la
seguente espressione:
gX(t) = 1−
t2
2n
+
(it)3γ
6n
√
n
+
(it)4τ
24n2
+ o
(
1
n2
)
.
Raggruppiamo ora i termini dell’espressione sopra nel seguente modo
gX(t) =
(
1− t
2
2n
)
+
(
(it)3γ
6n
√
n
+
(it)4τ
24n2
)
+ o
(
1
n2
)
,
ed eleviamo il polinomio ottenuto fino ad ottenere la potenza n-esima, ap-
plicando il teorema del binomio:[
gX
(
it√
n
)]n
=
[(
1− t
2
2n
)n
+ n
(
1− t
2
2n
)n−1( (it)3γ
6n
√
n
+
(it)4τ
24n2
)
+
+
n− 1
2
(
1− t
2
2n
)n−2( (it)3γ
6n
√
n
+
(it)4τ
24n2
)]
+ o
(
1
n
)
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Svolgiamo ora i calcoli, osservando che la maggior parte dei termini ottenuti
sono dell’ordine di o
(
1
n
)
:[
gX
(
it√
n
)]n
=
[(
1− t
2
2n
)n
+ n
(
1− t
2
2n
)n−1( (it)3γ
6n
√
n
+
(it)4τ
24n2
)
+
+
n(n− 1)
2
(
1− t
2
2n
)n−2( (it)3γ
6n
√
n
+
(it)4τ
24n2
)2]
+ o
(
1
n
)
=
[(
1− t
2
2n
)n
+
(
1− t
2
2n
)n−1((it)3γ
6
√
n
+
(it)4τ
24n
)
+
+
(
1− t
2
2n
)n−2((it)6γ
72n
)]
+ o
(
1
n
)
(1.7)
Applichiamo ora l’uguaglianza (1.1) a ciascun addendo della somma (1.7):
1.
(
1− t
2
2n
)n
−→ e−t2/2,
2.
(
1− t
2
2n
)n−1((it)3γ
6
√
n
+
(it)4τ
24n
)
= e−t
2/2
(
1− t
2
2n
)(
(it)3γ
6
√
n
+
(it)4τ
24n
)
+ o
(
1
n
)
=
= e−t
2/2
(
(it)3γ
6
√
n
+
(it)4τ
24n
)
+ o
(
1
n
)
,
3.
(
1− t
2
2n
)n−2((it)6γ
72n
)
= e−t
2/2
(
1− 2t
2
2n
)(
(it)6γ
72n
)
+ o
(
1
n
)
=
= e−t
2/2
(
(it)6γ
72n
)
+ o
(
1
n
)
.
Sommando i termini elaborati sopra otteniamo:
gSn(t) = e
−t2/2
[
1 +
(it)3γ
6
√
n
+
(it)4τ
24n
+
(it)6γ2
72n
]
+ o
(
1
n
)
(1.8)
1.3 Conclusione
Combinando (1.8) e (1.4) si ottiene la seguente funzione di densità come
approssimazione della funzione di densità di probabilità di Sn:
pSn(x) =
1
2π
∫
R
e−itxe−t
2/2dt+
γ
6
√
n
∫
R
e−itxe−t
2/2(it)3dt+
+
τ
24n
∫
R
e−itxe−t
2/2(it)4dt+
γ2
72n
∫
R
e−itxe−t
2/2(it)6dt. (1.9)
Combinando infine (1.9) con (1.6) si ottiene l’espressione finale per l’appros-
simazione ottenuta tramite serie di Edgeworth:
pSn(x) = n(x)
(
1 +
γH3(x)
6
√
n
+
τH4(x)
24n
+
γ2H6(x)
72n
)
+ o
(
1
n
)
.
Capitolo 2
Formula di Daniels
2.1 Sviluppo della formula di Daniels
Nel 1954, Daniels, sulla base delle espansioni di Edgeworth e grazie ad
alcune proprietà della funzione caratteristica, elaborò una ulteriore formula
di approssimazione per la densità di una variabile aleatoria X con densità
di probabilità pX(x).
Sia I un intervallo di R. Supponiamo di conoscere la funzione generatrice
dei momenti mX(t) della variabile aleatoria X, definita da mX(t) = E[e
Xt]
e tale che |mX(t)| <∞ ∀t ∈ I.
Definiamo poi il logaritmo della funzione generatrice tramite la funzione
φ(t) = log(E[eXt]) = log[mX(t)].
Fissiamo ora t ∈ I e definiamo nel seguente modo la funzione pt(x):
pt(x) =
extpX(x)
mX(t)
= ext−φ(t)pX(x). (2.1)
La densità pt(x) appartiene alla famiglia delle densità esponenziali, dunque è
ancora una funzione di densità di probabilità1. Possiamo allora considerare
una variabile aleatoria Xt avente funzione di densità di probabilità pt(x).
Seguendo Daniels, scegliamo t in modo che sia soluzione dell’equazione
φ′(t) = x, (2.2)
in quanto vogliamo che la densità pt(x) abbia media in x
2; t svolge allora la
funzione di saddle point.
Consideriamo ora una generica variabile aleatoria Xt con densità pt(x); siano
µ̄ e σ̄2 rispettivamente la media e la varianza di Xt. Data una variabile alea-
toria con tali caratteristiche, questa può sempre essere scritta come somma
1Per approfondire la famiglia delle distribuzioni esponenziali consultare l’Appendice A.
2Questo dipende dal fatto che, data una variabile aleatoria con densità appartenente
alla famiglia esponenziale, questa ha media µ = φ′(t); si può trovare una dimostrazione di
quanto detto nel Lemma A.0.1.
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di n variabili aleatorie
X1√
n
, . . . ,
Xn√
n
indipendenti e identicamente distribuite, ciascuna con media µ = µ̄√
n
e
varianza σ = σ̄
2
n
3.
Osservazione 1. Per poter applicare l’espansione di Edgeworth, è necessario
che le variabili aleatorie presenti nella somma abbiano media µ = 0 e va-
rianza σ2 = 1: possiamo allora considerare la variabile Z = Xt−µσ
4, la quale,
per come è costruita, rispetta le ipotesi richieste.
Applichiamo allora l’espansione di Edgeworth alla funzione di densità di
probabilità della variabile Z e otteniamo la seguente funzione che denotiamo
con p∗t (x):
p∗t (z) = n(z)
(
1 +
γH3(z)
6
√
n
+
τH4(z)
24n
+
γ2H6(z)
72n
)
+ o
(
1
n
)
,
dove indichiamo ancora con γ e τ rispettivamente i momenti del terzo e
del quarto ordine di Z. Osserviamo ora che l’approssimazione normale è più
accurata vicino alla media µ, dunque calcoliamo esattamente p∗t (0):
p∗t (0) = n(0)
(
1 +
γH3(0)
6
√
n
+
τH4(0)
24n
+
γ2H6(0)
72n
)
+ o
(
1
n
)
=
=
1√
2π
(
1 +
τ
8n
− 5γ
2
24n
)
+ o
(
1
n
)
.
essendo H4(0)=3 e H6(0)=-15.
Applichiamo ora il risultato del Lemma 2.2.1 e, osservando che possiamo
sostituire il valore di σ2 con la approssimazione data da φ′′(t)5, ricaviamo
la seguente espressione per pt(x):
pt(x) =
1
σ
p∗t
(
x− µ
σ
)
=
1√
φ′′(t)
p∗t (0) =
=
1√
φ′′(t)
[
1√
2π
(
1 +
τ
8n
− 5γ
2
24n
)]
+ o
(
1
n
)
.
Applicando infine la relazione inversa di (2.10),
pX(x) =
eφ(t)−xt√
φ′′(t)
[
1√
2π
[
1 +
(
τ
8n
− 5γ
2
24n
)]
+ o
(
1
n
)
,
3Per la dimostrazione di tale affermazione vedere il Corollario 2.2.2.
4Per la dimostrazione di tale affermazione vedere il Lemma 2.2.1.
5Per la dimostrazione di tale affermazione vedere il Lemma A.0.1.
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e ponendo z =
√
2[xt− φ(t)] ottenne la formula, valida ∀t ∈ I, ∀n ∈ N:
pX(x) =
n(z)√
φ′′(t)
[
1 +
(
φ(4)(t)
8φ′′(t)2
− 5φ
′′′(t)2
24φ′′(t)3
)]
+ o
(
1
n
)
, (2.3)
che prese il nome di formula di Daniels.
Osservazione 2. Sebbene tale formula sia valida, come detto sopra, ∀t ∈
I, ∀n ∈ N, Daniels osserva che la migliore approssimazione si ottiene sceglien-
do t in modo che sia soluzione dell’equazione φ′(t) = x, descritta in (2.2).
Si riscontrerà una prova effettiva di tale affermazione nelle applicazioni che
vengono effettuate nel paragrafo 2.3.
2.2 Dimostrazioni
Lemma 2.2.1. Sia X una variabile aleatoria con funzione di distribuzione
continua PX(x) e dunque con funzione di densità di probabilità pX(x). Al-
lora ∀ a,b ∈ R, a 6= 0, è sempre possibile determinare una variabile aleatoria
Y tale che
pY (y) =
1
a
pX
(
x− b
a
)
.
Tale variabile aleatoria Y avrà in particolare valore atteso E[Y ] = aE[X]+b
e varianza var(Y ) = a2var(X).
Dimostrazione. Sia pX(x) la funzione di densità di probabilità della variabile
aleatoria X. Consideriamo la variabile aleatoria Y = aX + b e mostriamo
che soddisfa le proprietà richieste. Consideriamo la funzione di distribuzione
di Y:
P (Y ≤ y) = P (aX + b ≤ y) = P
(
X ≤ y − b
a
)
.
Siano poi t0, t1 ∈ R tali che t0 < t1; si ha che:
P (t0 ≤ Y ≤ t1) = P
(
t0 − b
a
X ≤ t1 − b
a
)
.
Allora, per definizione di funzione di distribuzione, possiamo scrivere:
P (t0 ≤ Y ≤ t1) =
∫ t1
t0
pY (y)dy =
∫ t1
t0
paX+b(x)dx =
=
∫ t1−b
a
t0−b
a
pX(x)dx =
∫ t1
t0
pX
(
x− b
a
)
dx
a
.
In conclusione:
pY (y) = paX+b(x) =
1
a
pX
(
x− b
a
)
.
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Inoltre, per le proprietà di valore atteso e varianza, si deduce facilmente che
la variabile aleatoria Y ha in particolare valore atteso E[Y ] = aE[X] + b e
varianza var(Y ) = a2var(X).
Corollario 2.2.2. Sia X una variabile aleatoria di media µ̄ e varianza σ̄2. È
sempre possibile scrivere X come somma di n variabili aleatorie indipendenti
e identicamente distribuite
X1√
n
, . . . ,
Xn√
n
ciascuna con media µ = µ̄√
n
e varianza σ2 = σ̄
2
n .
Dimostrazione. Per il lemma precedente, possiamo considerare n variabili
aleatorie
X1√
n
, . . . ,
Xn√
n
che soddisfano le condizioni richieste. In particolare si ha che:
(i) µ̄ = E[X] =
n√
n
E[X1] =
n√
n
µ =
n√
n
µ̄√
n
,
(ii) σ̄2 = var[X] =
n2
(
√
n)2
var[X1] =
n2
n
σ2 =
n2
n
σ̄2
n
.
2.3 Applicazioni della formula di Daniels
2.3.1 Applicazione alla distribuzione gaussiana
Sia X una variabile aleatoria con distribuzione gaussianaN (0, 1) e avente
dunque densità di probabilità
pX(x) =
1√
2π
e−x
2/2.
Iniziamo definendo l’intervallo I sul quale la funzione generatrice dei mo-
menti mX(t) ha valore finito. La funzione mX(t) è definita da
mX(t) = E[e
Xt] =
∫
R+
etxe−
x2
2 dx,
che è finita su tutto R; t può assumere qualunque valore reale.
Calcoliamo ora la funzione φ(t), logaritmo della generatrice dei momenti:
φ(t) = log(E[ext]) = log
(
et
2/2
)
=
t2
2
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e le sue derivate, necessarie per l’implementazione della formula:
φ′(t) = t,
φ′′(t) = 1,
φ′′′(t) = φ(4)(t) = 0.
Definiamo ora la variabile z:
z =
√
2[xt− φ(t)] =
√
2
[
xt− t
2
2
]
.
Sostituiamo i valori, calcolati sopra, nella formula di Daniels e otteniamo:
pX(x) ∼
n(z)√
φ′′(t)
[
1 +
φ(4)(t)
8φ′′(t)2
− φ
′′′(t)2
24φ′′(t)3
]
=
=
1√
2π
e−
(
xt− t
2
2
)
. (2.4)
Esempio 1. Calcoliamo la densità della gaussiana nel punto x=2:
pX(2) =
1√
2π
e−2 = 0.05399096651,
e sostituiamo nella formula di Daniels, rispettivamente, ciascun valore del
parametro t cos̀ı considerato:
t>x) supponendo ad esempio t = 4 otteniamo:
pX(2) ∼
1√
2π
e−
(
xt− t
2
2
)
=
1√
2π
e−1/2 = 0.2419707245;
t=x) supponendo ad esempio t = otteniamo:
pX(2) ∼
1√
2π
e−
(
xt− t
2
2
)
=
1√
2π
e−2 = 0.05399096651;
t<x) supponendo ad esempio t = 1 otteniamo:
pX(2) ∼
1√
2π
e−
(
xt− t
2
2
)
=
1√
2π
e3 = 8.012969903.
Possiamo dunque osservare che otteniamo il valore esatto della densità quan-
do t ha lo stesso valore del punto in cui viene considerata la densità della
distribuzione, mentre l’approssimazione è meno buona se t < x e peggiora
drasticamente se t > x. A conferma di questo, procediamo infatti calcolando
il saddle point t̂, come suggerito da Daniels.
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Calcoliamo dunque ora il saddle point t̂:
φ′(t̂) = x =⇒ t̂ = x,
e definiamo nuovamente variabile zt in funzione di esso:
zt =
√
2[xt̂− φ(t̂)] =
√
2
[
x2 − x
2
2
]
= x.
Sostituiamo i nuovi valori, calcolati sopra, nella formula di Daniels e otte-
niamo:
pX(x) ∼
n(zt)√
φ′′(t)
[
1 +
φ(4)(t)
8φ′′(t)2
− 5φ
′′′(t)2
24φ′′(t)3
]
=
=
1√
2π
e−
x2
2 ; (2.5)
l’approssimazione è dunque esatta.
2.3.2 Applicazione alla distribuzione esponenziale
Sia X una variabile aleatoria con distribuzione esponenziale
pX(x) = λe
−λx,
definita per x > 0 e λ > 0.
Iniziamo definendo l’intervallo I sul quale la funzione generatrice dei mo-
menti mX(t) ha valore finito. La funzione mX(t) è definita da
mX(t) = E[e
Xt] =
∫
R+
etxe−λxdx =
∫
R+
e(t−λ)xdx,
e, affinché sia finita è necessario che t < λ; t può assumere dunque valori
nell’intervallo (−∞, λ).
Calcoliamo ora la funzione φ(t), logaritmo della generatrice dei momenti:
φ(t) = log(E[ext]) = log
(
λ
λ− t
)
,
e le sue derivate, necessarie per l’implementazione della formula:
φ′(t) =
1
λ− t
,
φ′′(t) =
1
(λ− t)2
,
φ′′′(t) =
2
(λ− t)3
φ(4)(t) =
6
(λ− t)4
.
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Definiamo ora la variabile z:
z =
√
2[xt− φ(t)] =
√
2
[
xt− log
(
λ
λ− t
)]
.
Sostituiamo i valori, calcolati sopra, nella formula di Daniels e otteniamo:
pX(x) ∼
n(z)√
φ′′(t)
[
1 +
φ(4)(t)
8φ′′(t)2
− 5φ
′′′(t)2
24φ′′(t)3
]
=
=
1√
2π
e−
(
xt−log
(
λ
λ−t
))[
1 +
1
8
(
6(λ− t)4
(λ− t)4
)
− 5
24
(
4(λ− t)6
(λ− t)6
)]
=
=
11
12
λ− t√
2π
e−
(
xt−log
(
λ
λ−t
))
. (2.6)
Calcoliamo dunque ora il saddle point t̂:
φ′(t̂) = x =⇒ 1
λ− t̂
= x =⇒ t̂ = λ− 1
x
,
e definiamo nuovamente la variabile zt in funzione di esso:
zt =
√
2[xt̂− φ(t)] =
√
2
[(
λ− 1
x
)
x− log
(
λ
1/x
)]
=
=
√
2
[
λx− 1− log(λx)
]
.
Calcoliamo inoltre nel punto t̂ le derivate della funzione φ(t):
φ′(t̂) = x,
φ′′(t̂) = x2,
φ′′′(t̂) = 2x3,
φ(4)(t̂) = 6x4.
Sostituiamo i nuovi valori, calcolati sopra, nella formula di Daniels e otte-
niamo:
pX(x) ∼
n(zt)√
φ′′(t̂)
[
1 +
φ(4)(t̂)
8φ′′(t̂)2
− 5φ
′′′(t̂)2
24φ′′(t̂)3
]
=
=
1√
2π
e−(λx−1−log(λx))
1
λ−t̂
[
1 +
1
8
(
6x4
x4
)
− 5
24
(
4x6
x6
)]
=
=
11
12x
1√
2π
e−(λx−1−log(λx)). (2.7)
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Esempio 2. Sia X una variabile aleatoria con distribuzione esponenziale
pX(x) = λe
−λx,
definita per x > 0 e λ > 0.
Supponiamo per semplicità che λ = 1 e osserviamo che l’intervallo di defi-
nizione per il parametro t è I = (−∞, 1).
Nel punto x = 1, la densità dell’esponenziale vale:
pX(1) = e
−1 = 0.3678794412.
Scegliamo ora un generico t nell’intervallo I e sostuiamo i valori di λ, t e x
in (2.6). Sia t=-2:
pX(x) ∼
11
12
λ− t√
2π
e−
(
xt−log
(
λ
λ−t
))
=
=
11
12
1− (−2)√
2π
e−(−2−log(
1
3
)) =
= 0.2210855168.
Serviamoci invece ora dell’uguaglianza in (2.7) per calcolare l’approssima-
zione del valore della densità nel punto x = 1; in tal caso il valore di t che
implicitamente consideriamo è quello ottenuto dall’equazione saddlepoint,
secondo cui:
t̂ = λ− 1
x
= 0.
Si ottiene la seguente approssimazione per il valore di pX(x) nel punto x = 1:
pX(x) ∼
11
12x
1√
2π
e−(λx−1−log(λx)) =
=
11
12
1√
2π
e−(1−1−0) =
= 0.3678709044.
Capitolo 3
Formula di approssimazione
saddlepoint di
Lugannani-Rice
3.1 Introduzione
Il problema riguardante il calcolo della probabilità PN (x) che la somma
X = v1 + v2 + . . .+ vN (3.1)
di N variabili aleatorie indipendenti e identicamente distribuite superi una
certa x è stato ampiamente studiato. Un metodo per determinare un’ap-
prossimazione di PN (x) è valutare numericamente l’integrale
PN (x) = P (X > x) =
1
2π
∫ ∞
−∞
e−iux[gv(u)]
N
iu
du,
dove, definito φ(iu) = log[eiuv] il logaritmo della funzione generatrice dei
momenti, si ottiene gv(u) = e
φ(iu).
Osservazione 3. Considerare L’integrale definito come sopra è equivalen-
te a considerare la classica definizione di funzione di ripartizione: infatti
possiamo applicare all’integrale
P (X > x) =
∫ ∞
−∞
1z>xpX(z)dz,
la seguente proprietà per le trasformate di Fourier1:
date due funzioni f,g ∈ S(Ω) con rispettive trasformate f̂ ed ĝ vale:∫
Ω
f(x)g(x)dx =
∫
Ω
f̂(x)ĝ(x)dx,
1Vengono date rispettivamente la definizione di trasformata di Fourier e la proprietà
utilizzata nell’Appendice B.
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ottenendo appunto
PN (x) =
1
2π
∫ ∞
−∞
e−iux[gv(u)]
N
iu
du,
dove la funzione caratteristica gv(u) è la trasformata di Fourier della densità
di probabilità pv(x) di una generica vj in (3.1).
3.2 La serie asintotica per PN(x)
3.2.1 Definizione e proprietà dei parametri che caratterizza-
no la serie asintotica
Sulla base dell’osservazione precedente, l’integrale PN (x) può essere scrit-
to come
PN (x) =
1
2π
∫ ∞
−∞
eN [φ(iu)−iur]
iu
du, (3.2)
dove eφ(iu)=g(u) e r = xN . Il principale risultato ottenuto da Lugannani e
Rice è l’approssimazione di tale integrale tramite la seguente differenza di
serie asintotiche:
PN (x) ∼
1
2
erfc(
√
−f0) +
∞∑
n=0
(An −Bn), (3.3)
dove:
f0 = N [φ(iu0)− iu0x], (3.4)
φ(iu) = log[eiuv],
1
2
erfc(x) =
1√
π
∫ ∞
x
e−t
2
dt =
1√
2π
∫ ∞
x
√
2
e−t
2
dt.
An e Bn sono serie asintotiche
2 e saranno date in seguito rispettivamente
in (3.8), per n=0,1,2 e in (3.12). Analizziamo ora come Lugannani e Rice
giunsero a tale formula di approssimazione enunciando e dimostrando alcuni
lemmi e osservazioni.
Lemma 3.2.1. Il punto u0 che compare in (3.4) è il principale saddle
point (ovvero punto in cui si annulla la derivata prima della funzione) di
eN [φ(iu)−iux] e si annulla quando x = x̄=E[X].
2Per approfondire le serie asintotiche consultare l’Appendice C.
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Dimostrazione. Deriviamo la funzione eN [φ(iu)−iux]:
d
du
eN [φ(iu)−iux] = eN [φ(iu)−iux]
d
du
N [φ(iu)− iux] =
= eN [φ(iu)−iux][N
d
du
φ(iu)ix] = 0
⇐⇒ N d
du
φ(iu)− ix = 0
⇐⇒ d
du
φ(iu)− ir = 0. (3.5)
Se consideriamo il caso in cui x = x̄ = E[X], otteniamo:
φ′(iu) =
d
dt
logE[eiuv] =
1
E[eiuv]
E[iveiuv]
∣∣∣∣
t=0
= iE[v].
Osservazione 4. Calcolando An e Bn è conveniente porre t0 = iu0, dove t0
è l’appropriata radice reale di
d
dt
φ(t)− r = 0. (3.6)
Osservazione 5. Come detto sopra, verrà calcolato in seguito lo sviluppo in
serie di PN e si osserverà che questo coincide con la serie An; sorge allora
spontanea la domanda sul motivo per cui non venga utilizzata semplicemen-
te tale serie per determinare l’approssimazione di PN .
Per dare una risposta a tale questione iniziamo ponendo x = x̄ =E[X] e
consideriamo il rapporto x−x̄N . Se tale rapporto aumenta, a N fissato, allora
necessariamente aumenta la distanza tra x e x̄ e di conseguenza aumenta la
distanza tra i valori t0 e t=0; sotto tali condizioni la serie An approssima
con accuratezza l’integrale PN (x). Se supponiamo al contrario che y −→ ȳ,
allora t0 −→ 0 e la serie An diverge. È per questo motivo che risulta neces-
sario introdurre lo sviluppo asintotico di erfc(
√
−f0) e dunque considerare
come approssimazione di PN (x)
PN (x) ∼
1
2
erfc(
√
−f0) +
∞∑
n=0
(An −Bn),
in quanto solo cos̀ı la serie data dalla differenza converge. Dobbiamo quin-
di sommare 12erfc(
√
−f0) alla serie ottenuta per bilanciare l’aggiunta del
termine Bn.
Lemma 3.2.2. La radice reale di (3.6), detta t0, è positiva quando x > x̄,
negativa quando x < x̄ e nulla quando x = x̄.
26 3. Formula di approssimazione saddlepoint di Lugannani-Rice
Dimostrazione. È possibile dimostrare questo lemma mostrando che φ′(t)
è una funzione monotona crescente, in quanto, sapendo che questa ha uno
zero in t0 quando x = x̄, si avrebbe di conseguenza il risultato. Iniziamo
allora calcolando rispettivamente la derivata prima e la derivata seconda di
φ(t) :
φ′(t) =
1
E[etv]
E[vetv],
φ′′(t) =
E[v2etv]
E[etv]
− E[v
2etv]
E[etv]2
E[vetv] =
1
E[etv]
(
E[v2etv]− E[ve
tv]2
E[etv]
)
.
Osserviamo ora che:
• il termine 1E[etv ] è sicuramente positivo, in quanto attesa di una quan-
tità sicuramente positiva,
• la quantità nella parentesi è positiva, in quanto applicando a tali
termini la disuguaglianza di Cauchy-Schwartz, otteniamo
E[vetv]2 ≤ E[v2etv]E[etv],
ma allora chiaramente φ′′(t) ≥ 0.
In termini di t0, (3.4) diventa
f0 = N [φ(t0)− t0x]. (3.7)
Lemma 3.2.3. La funzione f0, definita come sopra, è una funzione non
positiva e si annulla quando t0=0.
Dimostrazione. Osserviamo che:
(i) f(t) = φ(t)− tr
(ii) f ′(t) = φ′(t)− r (= 0⇐⇒ t = t0).
Se consideriamo il caso in cui t0 > 0, allora possiamo affermare:
f(t0) = φ(t0)− t0r = φ(0) +
∫ t0
0
φ′(s)ds− t0r ≤ E[0] + φ′(t0)t0 − t0r = 0,
in quanto:
• E[0]=0 per definizione di attesa
• φ′(t0)t0 − t0r = 0 per (i).
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Applicando l’analogo procedimento nel caso in cui t0 < 0, si ottiene:
f(t0) = φ(t0)− t0r = φ(0) +
∫ 0
t0
φ′(s)ds− t0r ≤ 0
In conclusione f0 ≤ 0, con l’uguaglianza in t0=0.
Osservazione 6. Spostiamo ora l’attenzione sui termini An e Bn che com-
paiono nello sviluppo di PN (x) e vediamo in particolare come sono definiti.
An è l’n-esimo termine della serie asintotica ottenuta usando il classico
metodo saddlepoint di Laplace3 per l’espansione dell’integrale PN (x) rispet-
to u0; consideriamo i primi tre termini del suo sviluppo:
A0 =
µ√
2πN
ef0
A1 =
−3A0
N
[
1
3
µ2 + µθ3 +
1
2(5θ23 − 2θ4)
]
(3.8)
A2 =
15A0
N2
[
1
5
µ4 + µ3θ3 +
1
2µ2(7θ23 − 2θ4)
]
+ . . .
dove:
φ(t)(n) =
dnφ(t)
dtn
∣∣∣∣
t0=t
= i−n
dnφ(iu)
dun
∣∣∣∣
u0=u
θ =
φ(t)(n)
n!(φ′′(x))(n/2)
(3.9)
µ =
1
t0(φ′′(t))(1/2)
Definiamo ora nel seguente modo la funzione pt(x) appartenente alla famiglia
delle densità esponenziali4:
pt(x) =
ext0pv(x)
gv(u0)
,
gv(u0) =
∫ ∞
−∞
ext0pv(x)dx. (3.10)
Per quanto visto prima φ′′(t) è non negativa e, per definizione momento
di ordine n, φ(t)(n) può essere interpretata come momento n-esimo della
funzione di densità pt(x).
Osserviamo infine che la funzione caratteristica di pt(x) è:
E[eixv] =
gv(u0 + x)
gv(u0)
. (3.11)
3Per approfondire il metodo di Laplace consultare l’Appendice D.
4Per approfondire la famiglia delle densità esponenziali consultare l’Appendice A.
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Bn è l’n-esimo termine della serie asintotica per
1
2erfc(
√
−f0), ovvero:
Bn =
1
2
√
−πf0fn0
(
1
2
)
n
ef0 , (3.12)
dove (α)0=1 e (α)n = α(α+ 1) . . . (α+ n− 1), con n > 0.
3.2.2 Condizioni sufficienti per le serie affinché siano asinto-
tiche
Volendo ottenere uno sviluppo in serie asintotiche per PN (y), esaminiamo
ora alcune condizioni sufficienti affinché la serie
PN (x) ∼
1
2
erfc(
√
−f0) +
∞∑
n=0
(An −Bn)
sia asintotica in 1N quando r=
y
N è fissato.
Considero in particolare il caso in cui x > x̄ (l’ analisi del caso in cui x <
x̄ è analoga). Se x > x̄, allora t0 è positivo, dunque u0 giace sull’asse
negativo immaginario. Suppongo che u0 sia stato determinato dopo aver
fissato il valore di r; sia P il percorso che collega Im(u-u0) a u0±∞ passando
attraverso u0. Suppongo poi che la funzione caratteristica gv(u) = e
φ(iu)
soddisfi le seguenti condizioni:
(i) gv(u) è analitica sulla striscia −t0−ε ≤ Im(u) ≤ ε, dove ε è una costante
positiva;
(ii) esistono α, c0 e c1 costanti positive tali che |gv(u)| < c0/|u|α quando
|u| > c1 sul percorso P, come illustrato dall’immagine (3.1).
Queste condizioni ci permettono di spostare con una traslazione il persorso
di integrazione dell’integrale PN (y) in (3.2) al percorso P. Allora, dopo aver
posto con un cambio di variabile x = u− u0, utilizziamo l’espressione (3.4)
per f0 e la relazione gv(u) = e
φ(iu) per riscrivere (3.2) tramite il seguente
integrale:
PN (x) =
ef0
π
Re
∫ ∞
0
eN [φ(iu0+iy)−φ(iu0)−iyr]
iu0 + iy
dy, (3.13)
dove
eφ(iu0+iy)−φ(iu0) =
gv(u0 + y)
gv(u0)
(3.14)
è la funzione caratteristica E[eixv] della densità associata pt(x) come osser-
vato in (2.12).
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Figura 3.1: Grafico rappresentativo della condizione (ii) soddisfatta dalla
funzione gv(u)
Lemma 3.2.4. Se la funzione gv(u) = e
φ(iu) soddisfa la condizione (ii),
allora vale: ∣∣∣∣gv(u0 + y)gv(u0)
∣∣∣∣ ≤ 1.
Dimostrazione. Applichiamo la proprietà (ii) a entrambi i termini della
frazione e otteniamo:
|gv(u0 + y)| <
c0
|u0 + y|α
e
|gv(u0)| <
c0
|u0|α
,
da cui
|gv(u0 + y)|
|gv(u0)|
<
|u0|α
|u0 + y|α
.
Essendo x ∈ R+ ed u0 > 0 per ipotesi, si può dedurre allora che
|u0|α
|u0 + y|α
≤ 1 (= 1⇐⇒ y = 0),
da cui
φ(iu0 + iy)− φ(iu0) ≤ 0.
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Grazie al precedente lemma possiamo allora notare che
Re[φ(iu0 + iy)− φ(iu0)− iyr] ≤ 0 (= 0⇐⇒ y = 0).
Inoltre la condizione (i) mostra che, per definizione di funzione analitica, è
possibile sviluppare φ(iu0+iy)−φ(iu0)−iyr in una serie di potenze, rispetto
alla variabile y, convergente intorno a y=0; ma allora possiamo affermare
che l’integrale stesso è convergente.
Per quanto osservato sopra e ricordando che il contributo di PN (x) nella
regione attorno a u0 corrisponda a
∑
An, possiamo affermare che
PN (x) ∼
∞∑
n=0
An per N −→∞. (3.15)
Sottraiamo infine la serie asintotica
1
2
erfc(
√
−f0) ∼ Bn, (3.16)
come osservato inizialmente. Possiamo cos̀ı completar la dimostrazione che,
per x > x̄ (con analogo procedimento per x < x̄) e per r= xN fissato, possiamo
sviluppare PN (x) come una serie asintotica cos̀ı definita:
PN (x) ∼
1
2
erfc(
√
−f0) +
∞∑
n=0
(An −Bn).
3.3 Osservazioni sulle serie asintotiche per PN(x)
3.3.1 Generali valori di n
Dato un generico valore di j, Aj può essere calcolata applicando la
ricorrente relazione per i coefficienti delle classiche serie asintotiche:
Aj =
A0
N j
2j∑
n=0
(−µ)2j−n
n∑
m=0
dm,n(−2)m+j
(
1
2
)
m+j
,
dove dm,n è incrementato passo dopo passo dalla relazione
dm+1,n+1 =
1
n+ 1
n−m+1∑
k=1
kθk+2dm,n−k+1, 0 ≤ m ≤ n,
partendo da 
d00 = 1, d0n = 0, se n > 0
d1n = θn+2, se n ≥ 1
dnn =
θn3
n! , se n = m
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Infine si consideri (
1
2
)
m+j
=
Γ(m+ j + 12)√
π
.
La serie di Daniels per la densità di probabilità pN (x) = −( ddx)PN (x) è:
pN (x) =
1√
2πNφ(2)
ef0
[
1− 3
2N
(5θ23 − 2θ4) + . . .
]
.
L’equazione (3.15) può essere scritta come pN (y) =
∑
Ãj , dove:
Ã0 =
1√
2πNφ(2)
ef0
Ãj =
Ã0
N j
2j∑
m=1
dm,2j(−2)m+j
(
1
2
)
m+j
.
Sostituendo A0 con Ã0 e ponendo µ=0 in (3.13) per Aj si ottiene Ãj .
3.3.2 Caso in cui x = x̄
Quando x = x̄, allora t0=0 e An, Bn −→ ∞, ma il limite An − Bn
rimane finito. In tal caso, lo sviluppo in serie di PN (x) in (3.3) coincide con
lo sviluppo di Edgeworth nel caso in cui x = x̄, infatti:
PN (x) =
1√
2πN
[
− θ3 +
1
N
(
35
2
θ33 − 15θ3θ4 + 3θ5
)
+ . . .
]
.
3.3.3 Una seconda espressione per PN(x)
Fissato N, è conveniente usare la formula (3.3),
PN (x) ∼
1
2
erfc(
√
−f0) +
∞∑
n=0
(An −Bn).
Questa non dà però alcuna informazione in merito all’errore: per analizzare
gli errori si può allora utilizzare la seguente espressione, che introduce il
termine Cn, definito da:
An −Bn =
Cn
Nn+1/2
eNγ0Γ(n+ 12)
π
,
dove γ0 = γ(u0) = f0/N e γ(u) = φ(iu)− iur. Allora (3.3) diventa:
PN (x) =
1
2
erfc(
√
−Nγ0) +
1
π
eNγ0
∞∑
n=0
Cn
Nn+1/2
Γ(n+
1
2
).
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3.4 Applicazione del metodo alla distribuzione espo-
nenziale
Sia v una variabile aleatoria con funzione di densità pv(v) = λe
−λv de-
finita per valori positivi di v. Suppongo in questo caso per semplicità λ=1.
Allora la funzione di densità p(v) = e−v ha funzione caratteristica
gv(u) =
∫ ∞
0
eiuv−vdv =
1
1− iu
e
φ(iu) = ln(gv(u)) = −ln(1− iu).
Dall’equazione saddle point (2.6) si ottiene u0 = −it0, dove t0 = 1 + 1r con
r = xN . Le quantità necessarie per calcolare An e Bn sono:
f0 = N(ln(r)− r + 1),
φ(n) = (n− 1)!rn,
θn =
1
n
,
µ =
1
r − 1
,
che, utilizzando le espressioni in (2.8) e (2.12) rispettivamente, danno:
A0 =
µ√
2πN
ef0 ,
A1 =
A0
N
(
− µ2 − µ− 1
12
)
,
A2 =
A0
N2
(
3µ4 + 5µ3 +
25
12
µ2 +
1
12
µ+
1
12
)
e
B0 =
1
2
√
−πf0
ef0 ,
B1 =
B0
2f0
,
B2 =
3B1
2f0
.
Quando x = x̄=N, µ =∞; allora è necessario usare la serie di Edgeworth
PN (x) ∼
1
2
+
1√
2πN
[
− 1
3
− 1
540N
+ . . .
]
.
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L’esatta espressione per PN (x) è:
PN (x) = e
−x
N−1∑
n=0
xn
n!
.

Capitolo 4
Formula di Lugannani-Rice
4.1 Sviluppo della formula di Lugannani-Rice
Come visto nel capitolo precedente, la dimostrazione dell’approssimazio-
ne saddle point risulta essere elegante ed accurata a livello teorico, ma può
risultare scomoda la sua implementazione a livello pratico in quanto è co-
munque necessario effettuare lo sviluppo in serie asintotiche di PN (x). Per
questo nel 1980 Lugannani e Rice derivarono una seconda formula, più sem-
plice rispetto all’altra, per approssimare ugualmente le aree di coda di una
funzione di densità di probabilità di una variabile aleatoria X. Dopo aver
immaginato X come somma di N variabili aleatorie v1, . . . vN indipendenti e
identicamente distribuite1, la formula risulta essere:
PN (x) = P (X > x) = N (zl) +
[
1
zw
− 1
zl
]
n(zl) + o
(
1
n
)
, (4.1)
dove:
(i) N , n sono rispettivamente la funzione di ripartizione e di densità di una
variabile aleatoria gaussiana,
(ii) zl =
√
2(t̂φ′(t̂)− φ(t̂)), dove φ(t) = log(E[eXt]) = log[mX(t)], come
definita nel Capitolo 2 per la formula di Daniels,
(iii) zw = t̂
√
φ′′(t̂).
Osservazione 7. La funzione di saddle point in questa formula è svolta dal
punto t̂, che è appunto soluzione dell’equazione
φ′(t̂) = x,
analoga all’equazione (3.5) vista nel capitolo precedente.
1Le variabili aleatorie v1, . . . vN hanno le stesse caratteristiche descritte nel Capitolo 2
dedicato alla formula di Daniels.
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Procediamo ora con l’analisi di come Lugannani e Rice giunsero a tale for-
mula.
Sia X una variabile aleatoria, definita come sopra, con funzione di densità
pX(x); indico con φ(t) il logaritmo della funzione generatrice dei momenti
di tale variabile aleatoria.
(i) A partire dalla formula di Daniels vista in (2.3), esprimiamo la proba-
bilità che X superi una certa quatità x tramite la seguente relazione:
P (X > x) =
∫ ∞
x
pX(x)dX =
=
1√
2π
∫ ∞
x
eφ(T )−XT√
φ′′(T )
dX+
+
1√
2π
∫ ∞
x
eφ(T )−XT√
φ′′(T )
[
1 +
(
φ(4)(T )
8φ′′(T )2
− 5φ
′′′(T )2
24φ′′(T )3
)]
dX + o
(
1
n
)
.
(4.2)
Chiamiamo il secondo integrale della somma E e procediamo con la
valutazione del primo integrale.
(ii) Con un cambio di variabili poniamo anzitutto X=φ′(T), da cui dX=φ′′(T):
1√
2π
∫ ∞
x
eφ(T )−XT√
φ′′(T )
dX =
1√
2π
∫ ∞
t̂
√
φ′′(T )eφ(T )−Tφ
′(T )dT.
Poniamo poi Z
2
2 = Tφ
′(T ) − φ(T ), ricordando la sostituzione finale
effettuata nello svolgimento delle serie di Daniels, da cui dZdT =
Tφ′′(T )
Z :
1√
2π
∫ ∞
t̂
√
φ′′(T )eφ(T )−Tφ
′(T )dT =
=
1√
2π
∫ ∞
t̂
Tφ′′(t)
[
1
Z
+
1
T
√
φ′′(T )
− 1
Z
]
e(φT )−Tφ
′(T )dT =
=
1√
2π
∫ ∞
zl
e−Z
2/2dZ +
1
2π
∫ ∞
t̂
[
1
T
√
φ′′(T )
− 1
Z
]
eφ(T )−Tφ
′(T )Tφ′′(T )dT
Osserviamo allora che il primo addendo coincide con la probabilità di
coda normale, che chiamiamo Ψ(zl), e procediamo con l’integrazione
per parti del secondo integrale rispetto alle variabili V = −eφ(T )−Tφ′(T ),
da cui dV = Tφ′′(T )eφ(T )−Tφ
′(T ), e U = 1
T
√
φ′′(T )
− 1Z , ottenendo:[
1√
φ′′(t̂)
− 1
zl
]
e−z
2
l /2
1
2π
∫ ∞
t̂
eφ(T )−Tφ
′(T )dU.
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Ponendo infine zw = t̂
√
φ′′(t̂) si ottiene la seguente uguaglianza:
1√
2π
∫ ∞
t̂
√
φ′′(T )eφ(T )−Tφ
′(T )dT =
=
[
1
zw
− 1
zl
]
φ(zl) +
1√
2π
∫ ∞
t̂
eφ(T )−Tφ
′(T )dU. (4.3)
(iii) Per avere infine un’idea in merito all’errore integrale approssimiamo
U e cerchiamo di esprimere 1Z in termini di T. Dopo avere sviluppato
φ(T ) in serie di Taylor e dopo aver ricordato il cambio di variabile
Z2 = 2(Tφ′(T )−φ(T )) effettuato sopra, possiamo facilmente calcolare
1
Z con la seguente espressione:
1
Z
=
1
T
√
φ′′(T )
[
1− T
3
φ′′′(T )
φ′′(T )
+
T 2
12
φ(4)(T )
φ′′(T )
+ . . .
]
,
a cui applichiamo il teorema del binomio, ottenendo:
1
Z
=
1
T
√
φ′′(T )
[
1 +
T
6
φ′′′(T )
φ′′(T )
− T
2
24
φ(4)(T )
φ′′(T )
+
T 2
24
φ′′′(T )2
φ′′(T )2
+ . . .
]
.
Ricordiamo ora che U = 1
T
√
φ′′(T )
− 1Z e, sfruttando l’espressione per
1
Z appena trovata, calcoliamo
dU
dT :
dU
dT
=
[
− 1
8
φ(4)(T )
φ′′(T )3/2
+
5
24
φ′′′(T )2
φ′′(T )5/2
+ . . .
]
.
Possiamo allora approssimare l’integrale in (4.3) con:
1√
2π
∫ ∞
t̂
eφ(T )−Tφ
′(T )dU =
=− 1√
2π
∫ ∞
t̂
√
φ′′(T )eφ(T )−Tφ
′(T )
[
1
8
φ(4)(T )
φ′′(T )2
− 5
24
φ′′′(T )2
φ′′(T )3
+ . . .
]
dT,
(4.4)
espressione che coincide con E.
In conclusione, combinando i risultati ottenuti:
P (X > x) = N (zl) +
[
1
zw
− 1
zl
]
n(zl) + o
(
1
n
)
, (4.5)
che prende il nome di formula di Lugannani-Rice.
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4.2 Applicazioni della formula
4.2.1 Applicazione alla distribuzione gaussiana
Sia X una variabile aleatoria con distribuzione gaussiana
pX(x) =
1√
2π
e−x
2/2.
Iniziamo calcolando la funzione φ(t), logaritmo della generatrice dei momen-
ti, che corrisponde a:
φ(t) = log(E[ext]) = log
(
et
2/2
)
= et
2/2,
ed il saddle point t̂:
φ′(t̂) = x =⇒ t̂ = x.
Essendo poi φ′(t̂)=x e φ′′(t̂)=1, procediamo determinando i parametri defi-
niti sopra, ovvero:
zl =
√
2(t̂φ′(t̂)− φ(t̂)) =
√
2(t̂2 − t̂
2
2
) = x
zw = t̂
√
φ′′(t̂) = x.
Sostituiti poi questi nella formula di lugannani-Rice otteniamo:
P (X > x) = N (x) = N (x) +
[
1
x
− 1
x
]
n(x) = N (x);
l’approssimazione dunque è esatta.
4.2.2 Applicazione alla distribuzione esponenziale
Sia X una variabile aleatoria con distribuzione esponenziale
pX(x) = λe
−λx,
definita per x > 0 e λ > 0.
Iniziamo calcolando la funzione φ(t), logaritmo della generatrice dei momen-
ti, che corrisponde a:
φ(t) = log(E[ext]) = log
(
λ
λ− t
)
,
ed il saddle point t̂:
φ′(t̂) = x =⇒ 1
λ− t
= x =⇒ t̂ = λ− 1
x
.
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Essendo poi
φ′′(t̂) =
(
λ
λ− 1λ−x
)2
= x2,
procediamo determinando i parametri definiti sopra, ovvero:
zl =
√
2(t̂φ′(t̂)− φ(t̂)) =
√
2
[(
λ− 1
x
)
x− log
(
λ
1/x
)]
=
=
√
2
[
λx− 1− log(λx)
]
zw = t̂
√
φ′′(t̂) =
(
λ− 1
x
)√
x2 = λx− 1.
Sostituiti poi questi nella formula di lugannani-Rice otteniamo:
P (X > x) = 1− e−λx =
= N (x) +
[
1√
2[λx− 1− log(λx)
] − 1λx− 1
]
n(x).
Per verificare che l’approssimazione data dalla formula di Lugannani-Rice
sia buona, consideriamo il seguente esempio numerico.
Esempio 3. Supponiamo che la funzione esponenziale abbia parametro λ=2.
Calcoliamo il valore di P (X > x) utilizzando rispettivamente la funzione di
ripartizione e la formula:
(i) integrando la funzione densità si ottiene che P (X > x)=0.0000453999;
(ii) sostituendo i valori nella formula si ottiene che P (X > x)=0.0000463419.
Possiamo allora osservare che otteniamo un errore assoluto pari a
9.41929 · 10−7.

Appendice A
Famiglia esponenziale
La famiglia esponenziale è un’ampia famiglia di funzioni di densità di
probabilità tali che, fissato t ∈ I, I intervallo di R, hanno la generica
espressione:
pt(x) = h(x)e
T (x)t−φ(t),
dove:
(i) t è un parametro reale fissato,
(ii) h(x) è una funzione misurabile secondo Lebesgue,
(iii) T (x) è una funzione continua,
(iv) φ(t) è una funzione che svolge il ruolo di normalizzatrice, ovvero è de-
finita in modo tale che pt(x) sia effettivamente una funzione di densità
di probabilità, posta infatti
φ(t) = log
(∫
h(x)eT (x)t
)
dx,
si ha che: ∫
pt(x) = e
−φ(t)log
(∫
h(x)eT (x)t
)
dx = 1.
Osservazione 8. Sia I un intervallo di R.
Supponiamo di conoscere la funzione generatrice dei momenti mX(t) del-
la variabile aleatoria X, definita da mX(t) = E[e
Xt] e tale che |mX(t)| <
∞ ∀t ∈ I.
Definiamo poi il logaritmo della funzione generatrice tramite la funzione
φ(t) = log(E[eXt]) = log[mX(t)].
Fissato t ∈ I, è sempre possibile definire la funzione pt(x) della variabile
aleatoria X, in modo tale che appartenga alla famiglia delle funzioni di den-
sità esponenziali; sotto tali ipotesi, questa assume in generale la seguente
forma:
pt(x) = pX(x)e
T (x)t−φ(t).
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Enunciamo e dimostriamo il seguente lemma.
Lemma A.0.1. Sia X una variabile aleatoria con funzione di densità di
probabilità appartenente alla famiglia delle funzioni esponenziali. Sia dunque
pt(x) la sua funzione di densità, definita come sopra. Valgono allora le
seguenti relazioni:
(i)
d
dt
φ(t) = Et[T (x)],
(ii)
d2
dt2
φ(t) = vart(T (x)).
Dimostrazione. Calcoliamo esplicitamente rispettivamente la derivata prima
e la derivata seconda della funzione φ(t).
Poniamo Q(t) =
∫
eT (x)tpX(x)dX.
(i) φ′(t) =
d
dt
log
(∫
eT (x)tpX(x)dX
)
=
=
Q′(t)
Q(t)
=
∫
T (x)eT (x)tpX(x)dX∫
eT (x)tpX(x)dX
=
=
∫
T (x)eT (x)t−φ(t)pX(x)dX =
= Et[T (X)].
(ii) φ′′(t) =
d2
dt2
log
(∫
eT (x)tpX(x)dX
)
=
=
d
dt
Q′(t)
Q(t)
=
Q′′(t)
Q(t)
−
(
Q′(t)
Q(t)
)2
=
=
∫
T 2(x)eT (x)tpX(x)dX∫
eT (x)tpX(x)dX
− Et[T (X)]2 =
=
∫
T 2(x)eT (x)t−φ(t)pX(x)dX∫
eT (x)t−φ(t)pX(x)dX
− Et[T (X)]2 =
= Et[T (X)
2]− Et[T (X)]2 =
= vart(X).
Appendice B
Trasformata di Fourier
Sia Ω ⊆ RN , sia f : Ω −→ RN . Suppongo che la funzione appartenga
allo spazio di Schwartz S(Ω); per definizione di spazio di Schwartz f rispetta
le seguenti proprietà:
1. f ∈ C∞(Ω),
2. xα∂βxf(x) −→ 0 x −→∞ ∀α, β multiindici1.
Chiamo trasformata di Fourier della funzione f, e la identifico con f̂ , la
seguente funzione:
f̂(x) =
1√
2π
∫
R
f(x)e−itxdx, ∀t ∈ R.
Tra le proprietà che caratterizzano la trasformata di Fourier di una funzione,
ricordiamo la seguente:
Siano date due funzioni f,g ∈ S(Ω) e siano f̂ ed ĝ rispettivamente le trasfor-
mate di f e g si ha allora:∫
Ω
f(x)g(x)dx =
∫
Ω
f̂(x)ĝ(x)dx.
1Si definisce multiindice un vettore α = (α1, . . . αn) ∈ (N ∪ {0})n, tale che:
(a) |α| = α1 + . . . αn
(b) dato x ∈ Rn vale :
∂αx =
∂α1
∂xα11
· . . . · ∂
αn
∂xαnn
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Appendice C
Serie asintotiche
Sia (ϕ(x))n∈N una successione di funzioni ϕ : Ω −→ R continue nel
dominio Ω ⊆ R, tali che ∀n∈ N si abbia:
ϕn+1(x) = o(ϕn(x)) x −→ x0,
dove x0 è un punto del dominio. Sia f(x) una funzione continua in tale punto
x0. Allora è possibile determinare dei coefficienti an tali che ∀N∈ N, si possa
scrivere:
f(x) =
N∑
n=0
anϕn(x) +O(ϕN+1(x)) x −→ x0.
Chiamiamo
f(x) ∼
∞∑
n=0
anϕn(x), x −→ x0
sviluppo asintotico di f(x) in x0 rispetto alle funzioni ϕn(x). Possiamo ora
notare che i coefficienti an che verificano l’uguaglianza descritta sopra sono
univocamente determinati dalla seguente relazione:
aN+1 =
f(x)−
∑N
n=0 anϕn(x)
ϕN (x)
, x −→ x0.
In questo modo le serie asintotiche risultano essere una generalizzazione del-
le Serie di Taylor. Tra i metodi per costruire tali sviluppi vi sono alcune
trasformate integrali, infatti spesso si riesce ad individuare uno sviluppo
asintotico effettuando ripetute integrazioni per parti.
Osservazione 9. Tali serie asintotiche sono state utilizzate nel Capitolo 3.
Per come sono state definite, la serie An può essere calcolata solo in base
alla funzione di densità della variabile aleatoria che è stata considerata,
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ma possiamo dare l’espressione della serie Bn , che approssima l’integrale
erfc(x):
erfc(x) = 1− erf(x) = 2√
π
∫ 0
x
e−t
2
dt ∼
∼ e
−x2
x
√
π
[
1 +
∞∑
n=1
(−1)n 1 · 2 · . . . · (2n− 1)
(2x2)n
]
=
=
e−x
2
x
√
π
[
1 +
∞∑
n=1
(−1)n (2n)!
n!(2x)2n
]
.
Appendice D
Metodo di Laplace in più
dimensioni
Sia Ω un dominio limitato di Rn. Siano date le funzioni continue S :
Ω −→ R e f : Ω −→ R e sia fissato il parametro λ ∈ R+. Suppongo
S(x) abbia un unico massimo nel suo punto x0 interno ad Ω. Il metodo di
Laplace consiste nello studiare, per λ −→∞ la serie asintotica dell’integrale
di Laplace:
F (λ) =
∫
Ω
f(x)eλS(x)dx.
Consideriamo allora l’espansione di Taylor della funzione S(x) attorno al
punto x0:
S(x) = S(x0) +
1
2
(x− x0)2∂2xS(x0)(x− x0) + o((x− x0)3).
Se λ −→ ∞ il contributo principale del’integrale viene dall’intorno di x0 in
quanto è qui che la funzione S(x) assume il suo valore di massimo. Sostituia-
mo allora f(x) con f(x0) e otteniamo un integrale gaussiano che possiamo
integrare rispetto alla variabile x costruendo la serie asintotica per λ −→∞:
F (λ) ∼ eλS(x0)
(
2π
λ
)n/2[
− det(∂2xS(x0))
]−1
2 f(x0)
Più in generale calcolando l’espansione di Taylor delle funzioni S(x) ed f(x)
otteniamo:
F (λ) ∼ eλS(x0)
(
2π
λ
)n/2[
− det(∂2xS(x0))
]−1
2
∞∑
k=0
akλ
−k,
dove i coefficienti ak sono espressi in termini delle derivate di S(x) ed f(x).
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