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Abstract
Modern machine learning algorithms need large datasets to be trained. Crowdsourcing has
become a popular approach to label large datasets in a shorter time as well as at a lower
cost comparing to that needed for a limited number of experts. However, as crowdsourcing
performers are non-professional and vary in levels of expertise, such labels are much noisier
than those obtained from experts. For this reason, in order to collect good quality data within a
limited budget special techniques such as incremental relabelling, aggregation and pricing need
to be used. We make an introduction to data labeling via public crowdsourcing marketplaces
and present key components of efficient label collection. We show how to choose one of real
label collection tasks, experiment with selecting settings for the labelling process, and launch
label collection project at Yandex.Toloka, one of the largest crowdsourcing marketplace. The
projects will be run on real crowds. We also present main algorithms for aggregation, incremental
relabelling, and pricing in crowdsourcing. In particular, we, first, discuss how to connect these
three components to build an efficient label collection process; and, second, share rich industrial
experiences of applying these algorithms and constructing large-scale label collection pipelines
(emphasizing best practices and common pitfalls).
1 Introduction
Modern machine learning algorithms require a large amount of labelled data to be trained. Crowd-
sourcing has become a popular source of such data due to its lower cost, higher speed, and diversity
of opinions comparing to labelling data with experts. However, performers at crowdsourcing mar-
ketplaces are non-professional and their labels are much noisier than that of experts [20]. For this
reason, to obtain good quality labels via crowdsourcing and under a limited budget, special meth-
ods for label collection and processing are needed. The goal of this tutorial is to teach participants
how to efficiently use crowdsourcing marketplaces for labelling data.
Crowdsourcing platforms can process a wide range of tasks (a.k.a., human intelligence tasks,
HITs), for instance: information assessment (e.g., used in ranking of search results); content catego-
rization (e.g., used in text and media moderation, data cleaning and filtering); content annotation
(e.g., used in metadata tagging); pairwise comparison (e.g., used in offline evaluation, media du-
plication check); object segmentation, including 3D (e.g., used in image recognition for self-driving
car); audio and video transcription (e.g., used in speech recognition for voice-controlled virtual as-
sistant); field surveys (e.g., used to verify business information and office hours); etc. Two examples
of tasks are in Figure 1.
∗Affiliation: Yandex (16, Leo Tolstoy St., Moscow, Russia, 119021; www.yandex.com).
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Figure 1: Examples of human intelligence tasks (HITs) that can be executed on crowdsourcing
platforms: binary classification (the left side) and object segmentation (the right side).
Figure 2: Crowdsourcing growth: Yandex experience (* statistic for 2019 is obtained via an ex-
trapolation based on the first 7 months of 2019).
Crowdsourcing is widely used in modern industrial IT companies in permanent manner and
on a large scale. The development of their products and services strongly depends on the qual-
ity and costs of labelled data. For instance, Yandex’s crowdsourcing experience is presented in
Figure 2, where the substantial growth is seen in terms of both active performers and projects.
Currently, 25K performers execute around 6M HITs in more than 500 different projects everyday
at Yandex.Toloka1.
2 Key components for efficient data collection
We discuss key components required to collect labelled data: proper decomposition of tasks (con-
struction of a pipeline of several small tasks instead of one large human intelligent task), easy to
read and follow task instructions, easy to use task interfaces, quality control techniques, an overview
of aggregation methods, and pricing. Quality control techniques include: approaches “before” task
execution (selection of executors, education and exam tasks), the ones “within” task execution
(golden sets, motivation of performers, tricks to remove bots and cheaters), and approaches “after”
task execution (post verification/acceptance, consensus between performers). We share best prac-
tices, including: pitfalls when designing instructions & interfaces, important settings in different
types of templates, training and examination for performers selection, important aspects in tasks
instructions for performers, pipelines for evaluating the process of labelling.
1https://toloka.yandex.com/for-requesters
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Figure 3: The left side: an example of a single task with multiple questions. The right side:
an example of rare cases that should be taken into account when building task interfaces and
instructions.
Figure 4: Interconnection between three approaches that make crowdsourcing more efficient: ag-
gregation, incremental relabelling (IRL), and performance-based pricing.
Figure 3 (left side) contains an example of a single task with multiple questions. In this case,
the best practice is to split this task into several one such that each question will be in a separate
HIT. Figure 3 (right side) contains few example images for a binary classification task where a
performer should decide whether a cat is white or not. These examples are rare cases that should
be taken into account when building task interfaces and instructions.
3 Efficiency methods: aggregation, IRL, and pricing
The next approaches are the main ones that make crowdsourcing more efficient:
• Methods for aggregation in crowdsourcing. Classical models: Majority Vote, Dawid-Skene [4],
GLAD [25], Minimax Entropy [28]. Analysis of aggregation performance and difficulties in
comparing aggregation models in unsupervised setting [19, 9]. Advanced works on aggrega-
tion: combination of aggregation and learning a classifier [15], using features of tasks and
performers for aggregation [16, 24, 11], ensemble of aggregation models [7], aggregation of
crowdsourced pairwise comparisons [2].
• Incremental relabelling (IRL). Motivation and the problem of incremental relabelling: IRL
based on Majority Vote; IRL methods with performers quality scores [10, 6, 1]; active learn-
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Figure 5: Summary on the key properties of the main aggregation methods: Majority Vote, Dawid-
Skene [4], GLAD [25], Minimax Entropy [28].
ing [13]. Connections between aggregation and IRL algorithms. Experimental results of using
IRL at crowdsourcing marketplaces.
• Pricing of tasks in crowdsourcing. Practical approaches for task pricing [8, 23, 3, 26]. The-
oretical background for pricing mechanisms in crowdsourcing: efficiency, stability, incentive
compatibility, etc. Pricing experiments and industrial experience of using pricing at crowd-
sourcing platforms.
4 Crowdsourcing pipeline to highlight objects on images
Attendees of our practice session create and run a crowdsourcing pipeline for a real problem on
real performers. We propose to highlight objects of a certain type on images. A set of photos of
real roads is taken as an example (since such a task is vital for autonomous vehicle development).
Participants should select a type of objects to be highlighted: e.g., people, transport, road, curb,
traffic lights, traffic signs, sidewalk, pedestrian crossing, etc. Highlighting of objects of the selected
type is proposed to be done by means of bounding boxes via a public crowdsourcing platform. The
formal setup of our task is as follows:
• each object of a selected type
• in each photo from the dataset
• needs to be highlighted by a rectangle (bounding box).
For instance, if traffic signs are chosen, then Figure 6 demonstrates how a photo should be processed.
Participants propose their crowdsourcing pipelines and compare them with ours. For the described
task, we suggest to use the pipeline depicted in Figure 7 as the baseline.
This simple pipeline consists of three projects. The tasks for the first one are binary classification
HITs. The second project contains HITs with a bounding box highlighting tool. The third project
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Figure 6: An example of a photo before (the left side) and after processing (the right side): all
traffic signs are highlighted by bounding boxes.
Figure 7: The left side: the suggested crowdsourcing pipeline to solve the problem of object high-
lighting on photos. The right side: how to work on creation and running of the suggested pipeline.
designed to verify the results obtained from the second project. The summary on these projects is
shown in Figure 8.
Attendees of our practice session create, configure, and run this pipeline on real crowd per-
formers. We run this pipeline to process 100 images and highlight traffic signs. Our results are as
follows.
1. Project #1: ”Does a photo contain traffic signs?”
• 100 photos evaluated
• within 4 min on real performers
• cost: $0.3 + Toloka fee
2. Project #2: ”Highlight each traffic sign by a bounding box”
• 67 photos processed
• within 5.5 min on real performers
• cost: $0.67 + Toloka fee
3. Project #3: ”Are traffic signs highlighted by the bounding boxes correctly?”
• 90 photos evaluated
• within 5 min on real performers
• cost: $0.36 + Toloka fee
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Figure 8: Short descriptions of HITs of three types used in the suggested crowdsourcing pipeline.
5 Related tutorials
Previous tutorials consider different components of labeling process separately and did not include
practice sessions. On the contrast, the goals of our tutorial is to explain the main algorithms for
incremental relabelling, aggregation, and pricing and their connections to each other, and to teach
participants the main principles for setting up an efficient process of labeling data at a crowdsourcing
marketplace. Following is a summary of relevant topics covered in previous tutorials:
• “Crowdsourcing: Beyond Label Generation” presented at NIPS 2016, ALC 2017, and KDD
2017. A part of this tutorial devoted to an overview of empirical results about performers
reaction to pricing.
• “Crowd-Powered Data Mining” conducted at KDD 2018. The introduction and the first part
of this tutorial was devoted to the standard process of crowdsourcing label collection and
aggregation.
• “Crowdsourced Data Management: Overview and Challenges” was held at SIGMOD’17 and
partly focused on methods for aggregating crowdsourced data.
• “Truth Discovery and Crowdsourcing Aggregation: A Unified Perspective” was conducted at
VLDB 2015 and dedicated to methods for aggregating crowdsourced data.
• “Spatial Crowdsourcing: Challenges, Techniques, and Applications” was conducted at VLDB
2016. This tutorial focused on using crowdsourcing for spatial tasks and included efficient
methods for task targeting, aggregating data, and the effect of pricing for such tasks. Our
tutorial will be devoted to another type of crowdsourcing tasks which is multiclassification.
Tutorial materials
The tutorial materials (slides and instructions) are available at https://research.yandex.com/
tutorials/crowd/kdd-2019.
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A Introduction to the requester interface
Interface for requesters is discussed on the example of the crowdsourcing marketplace Yandex.Toloka.
This include key concepts and definitions: projects and task instructions, templates for projects,
pools of tasks, task suites, honeypots, quality control, performer skills, tasks with post acceptance
and auto acceptance. Project creation includes quick start and main settings for labelling data.
Types of project templates are multiple choice task to classify items, side by side comparisons,
surveys to collect opinions on a certain topic, audio transciption, voice recording, object selection
to locate one or more objects in an image, spatial task to visit a certain place and perform a simple
activity.
Key types of instances in Yandex.Toloka are a project, a pool, and a task. A project defines
the structure of tasks and how to perform them. A requester configures a task interface, a task
8
Figure 9: Key types of instances in Yandex.Toloka: a project, a pool, and a task.
instruction, input and output data types in a project. A pool is a batch of tasks and defines
access of performers. A requester configures performer filters, quality control mechanisms, overlap
settings, and pricing in a pool. A task is a particular input data and results for it from performers.
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