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We still have problems generating tool paths for machining sculptured 
surfaces, especially in finding a gouge-free and collision-free tool position and 
orientation. The use of five axis machining, which has been proven to be an efficient 
technique to produce good surface quality for sculptured surfaces, also makes more 
difficult the problems of defining tool position and orientation. The fact that visual 
checking by a human operator is still a good way to detect an unacceptable tool 
I 
0 position and orientation motivated this research. 
The aim of this research is to build a detector that emulates a human vision 
brain system in its ability to detect tool gouging and collision. Fortunately, research 
in artificial intelligence has developed methods called Adaptive Resonance Theory 2 
that mimic the human vision-brain system. Therefore, two major goals in this 
research are investigating ways to train an AR T2 network, which include how to 
select good parameter values and how to design the training data, and understanding 
the capability of the trained ART2 network to handle new data. The performance 
level in this research is defined as the percentage of correct classification of the 
detector, i.e., whether the detector can correctly classify the position and orientation 
of the tool as good or bad. 
We studied two ways to find good parameter values in training the ART2 
network. The first method is a heuristic approach, which starts by selecting some 
arbitrary initial values for each parameter; then a parameter is selected as a moving 
parameter. We will then search for a value of the moving parameter that most 
improves the performance level. The best value of the moving parameter will be then 
fixed for the next experiment, which will select another parameter as the moving 
parameter. This method is a very time consuming. In the second method, called the 
continuous learning method, we start by selecting initial values for the parameters and 
find the performance level with those values. Then when we change the value of a 
parameter, we utilize the learning matrices of the trained network to ask the network 
11 
0 to continue the learning process with a new value of a parameter. The second method 
works very well for training a network with a large set of training data since it can 
reduce the processing time. To understand the capability of a trained ART2 network 
in handling new data, there are four detectors built in this research: Detector One, 
Detector Two, Detector Three and Detector Sculptured Surfaces, which represent a 
series of detectors whose training sets range from a simple part to a more complex 
part. The finding is that to be able to handle more general data, the AR T2 network 
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Development of computer-aided systems for design and manufacturing is 
usually initiated by the growing industrial demand for new complex products. 
Pocketing problems, especially sculptured pockets, are mostly encountered in 
producing molds or cavities (Figure 1.1 ). Due to the increasing complexity and. 
required accuracy of designed parts involving sculptured surfaces, advanced 
Computer Aided Design I Computer Aided Manufacturing (CAD/CAM) methods are 
needed to machine sculptured pockets or cavities. 
Figure 1.1 A Die with a Cavity and an Island 
(Lee, Y. -S. and Chang, T. -C., 1992) 
For sculptured surfaces, five-axis machining has been proven to be an efficient 
technique and to produce good surface quality. However, there are a number of 
1 
0 difficulties caused by the complex tool movements required to accommodate the 
irregular curvature of the sculptured surface. While the tool is being oriented to 
create a good surface finish, it also has to be prevented from gouging the surface or 
colliding with the surface. The problem of generating tool paths that are collision-
free and gouge-free for five-axis tool positioning becomes more acute for sculptured 
pockets. 
Many CAM software systems are already capable of generating a gouge-free 
tool path; but few, if any, are capable of handling both gouge problems and tool 
interference problems in tool positioning. It is very important that the cutting edge of 
the tool does not gouge the surface and that the tool holder does not hit (interfere) 
0 with the part geometry. This research tries to improve the method of tool path 
generation by developing a detector of gouging and interference in tool 
positioning/orientation. The result will become a part of the tool path generation 
method. 
Three common steps ·in generating a tool path for surfacing are 
(1) determination of the tool path direction, (2) finding the surface-cutter contact 
points(SCC-points) along the specified path and (3) finding feasible tool positions and 
orientations (cutter location data or CL-data) relative to the SCC-point. All of these 
steps become more difficult in moving from three-axis to five-axis milling, where the 
tool can move on its three translational axes and two other rotational axes 
simultaneously. 
2 
0 Determination of CL-data (step 3) in five-axis tool path generation is a time-
consuming process due to the complexity of design surfaces to be machined and to 
the need to avoid gouging and collisions. Most of the work on determining 
CL-data for five-axis machines falls into two kinds of techniques. The first is a 
mathematical approach, which uses the curvature matching technique and basically 
tries to find the best location for the tool by matching the tool curvature with surface 
curvature on a specific cutter-contact (CC) point. The problem with this 
mathematical approach is that, to date, the method developed can avoid either tool 
gouging or tool collision but not both. The second is a trial and error technique 
utilizing graphical numerically controlled (CNC) simulation. The tool axis is initially 
aligned with the normal surface at a specific CC-point. If the tool position is not 
acceptable, either gouging or collision occurs, which can be recognized visually by a 
human operator. In this case, the operator intervenes and the tool is inclined, 
otherwise the position is accepted. Humans can easily decide whether gouging or 
collisions occur as long as they can see the surface and the tool. 
The fact that humans can detect gouging and collisions visually inspired this 
research. The challenge is to build a detector that emulates a human vision-brain 
system in its ability to detect tool gouging and collision. Fortunately, research in 
artificial intelligence has developed methods that mimic the human vision-brain 
system; one of these is called Adaptive Resonance Theory 2 (ART2). 
3 
0 The ART2 neural network is a competitive neural network that has two layers. 
The first layer will normalize the input. Then, in Layer 2, clustering based on the 
distance between an input pattern and stored information is conducted. A set of tool 
' 
positions and orientations will be presented to the ART2 neural network, which will 
be trained until it reaches a predetermined performance level. 
1.2 Research Goals and Problem Identification 
Two research goals are to be achieved: 
• to build a prototype ofa detector of tool gouging and collision for machining 
sculptured surfaces, and 
0 • to investigate the capabilities of an ART2 neural network for solving the 
problem of detecting collisions and gouging in tool positioning. 
The scope of the problem is bounded by three assumptions: (1) only 
machinable sculptured pockets are being considered, (2) the direction of the tool paths 
is already determined and (3) the CC-points are already specified. The reason for the 
first restriction is that steps taken before the decision of loading a part to a machine 
(here, the five-axis CNC machine) determine the machinability of the part and the 
sequence of processes in building it. Only machinable parts are loaded to machines. 
The second restriction comes from the fact that users' preferences determine the 
direction of the path. The last restriction comes from the time constraints of this 
research program. 
4 
O· 1.3 Methodology 
As mentioned above, the goal of this research is to build a detector of tool 
collision or gouging using an ART2 neural network. The general steps taken in this 
research are shown in Figure 1.2 and discussed below. 
Step 1 Prepaiing i11put-output to train 
tl1e ART2 uem·al 11etwork 
Draw tlu·ee types of smfaces using 
NURBS [part 1, pait 2 ai1d part 3) 
~ 
Determine tlie SCC-point aiul for 
diferent CC-point, lea(l a11gle md tilt 
mgle check tlte acceptable position 
0 
~ 
Set of tool posistion aJld 
otientation 
Step 2 Design tl1e ART-2 
nelll'al netwo1'k 
,-----.. - munber oflayers . 
- nmnber of nelll'Olls for each layer 
l 




Step 4 Tesfu1g the ART2 nem·al 
netwod;: witl1 new data 
0 Figure 1.2 Methodology 
5 
0 
Step 1: Prepare input-output data to train the ART2 neural network 
First, three parts are drawn in ANVIL EXPRESS 3.0 utilizing the NURBS 
function. The first part has a flat surface; the second part has a parabolic surface and 
the third part has a sculptured surface. For each part, a surface-cutter-contact point 
(SCC-point) is determined, then a ball-end mill cutting tool is positioned at that SCC-
point. The SCC-point is a point on the surface where the tool makes contact. Next, 
various positions and orientations of the tool are considered. A position is a point on 
the tool surface which makes contact with the SCC-point. An orientation is the angle 
of the tool to the normal vector of the SCC-point. Each combination of position and 
orientation will be checked visually. Criteria based on the principles explained in 
Chapter 2 will be used to determined whether a combination of position and 
orientation is good or bad. 
There will be 24 combinations of position and orientation generated from 
part!; the collection of these combinations is called Data I. There are 45 
· combinations and 32 combinations generated from Part 2 and Part 3, respectively. 
They will be called Data 2 and Data 3 respectively. 
Step 2: Design the ART2 neural network 
Here, a decision is made on type of information needed and how to measure 
performance. There are three types of information: tool properties, surface properties 
and tool position and orientation. All ofthis information will define the dimension of 
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0 input element of the ART2 network. The detail of types of information is described 
in Chapter. 4. The performance level is defined as the percentage of correct 
classification, i.e., how often the ART2 neural network can correctly classify the 
presented position and orientation. Besides the number of input elements and the 
measure of performance, we also need to select values for the ART2 parameters. 
Step 3: Train the ART2 neural network 
Two goals to be achieved in this step are: (1) to understand how to find 
parameter values that give acceptable performance when we train an ART2 neural 
network and (2) to investigate the effect of each parameter on the ART2 network 
0 performance. Therefore, Data 1, Data 2 and Data 3 will be used to train the ARTZ 
neural network. In order to create a detector that can handle more general sculptured 
surfaces, a new set of data, called Data Sculptured Surfaces, is created from six sets of 
data: Data Z, Data 3, Data 2aSCC1, Data ZaSCC2, Data 3aSCC1 and Data 3aSCC2. 
These last four sets of data are explained in Chapter 4 in more detail. Based on 
processing four sets of data (Data l, Data 2, Data 3 and Data Sculptured Surfaces) we 
can make a preliminary assessment of how each parameter will affect the performance 




Step 4: Test the trained ART2 nenral network model 
Here the detector for tool gouging and collision for sculptured surfaces 
(Detector Sculptured Surfaces) will be tested to determine how well this detector can 
handle data which had never been presented during training. 
1.4 Organization of Report 
The remainder of the report will be organized into six chapters. 
Chapter 2 reviews literature on tool path generation in general and sculptured pocket 
five axis tool path generation in more detail. Because the mathematical .model 
presented here was not deemed tractable for implementation, the reader who is 
interested in the prototype may choose to go directly to Chapter 3. Chapter 3 
describes the mathematical foundation of Adaptive Resonance Theory (ART), 
especially ART2. Chapter 4 presents the methodology and data. Chapter 5 describes 
the process of training the ART2 network for Data 1, Data 2, Data 3 and Data 
Sculptured Surfaces. Chapter 6 summarizes all the findings in this research, the 





2. LITERATURE REVIEW 
This chapter discusses aspects of tool positioning and orientation in Computer 
Numerical Control (CNC) machining utilizing Computer Aided Design (CAD) I 
Computer Aided Manufacturing (CAM) software. Sections 2.1 - 2.10 describe the 
machining system to establish a frame of reference for the problem of tool positioning 
and orientation. The discussion in each section will use sculptured surfaces I pockets 
as examples. 
The main purpose of explaining the machining system for which the tool 
position and orientation occurs is to understand the basic principles used in finding 
tool positions and orientations that are both gouge-free and collision- free. These 
basic principles will be used as guidance in gathering the data presented in Chapter 4. 
These data were collected by drawing the problem and the recognition of gouging or 
collision was based on visual checking, which requires understanding of the basic 
principles explained in this chapter. 
2.1 CNC Machining Using CAD/CAM Software 
The step by step use of CAD/CAM software starts with the drawing, which 
transfers a programmer's visualization to a computer by means of a CAD system, a 
geometric model of the product design drawing that is required for manufacturing. 
For a sculptured pocket, the sculptured surfaces can be designed using control points 
which can be obtained either from the designer who sculptured the model by moving 
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0 the control points or from a digitized data set. In the later case, either from an 
existing object or a clay model sculptured by hand, a scanner digitizes the surface 
points, which become the data for a mathematical model for surface fitting (Lugen, 
1994). 
The CAM system then generates tool paths to machine the product design. As 
explained in Chapter 1, there are three major steps in the generation of the tool path. 
The first step is to specify the direction of the path (cutter-contact paths or tool 
trajectories) to give an optimum machining time. The second step is to determine 
cutter-contact points on each specified path. The last step is to locate the cutter at 
each cutter-contact point, thus generating cutter location data (CL-data). At each step, 
0 it is desirable to minimize, or at least control, the machining error. 
The output from a CAD/CAM system will be the CL data, specifying the 
location of the centerline of the cutter with respect to the part configuration within the 
machine coordinate system. Then, a post-processor will transform the cutter 
centerline data into machine m·otion commands using the code and format required by 
a specific machine-control system. In addition, systems optimize feed-rate 
calculations, spindle speeds and auxiliary function commands. Once the CNC code 
has been post processed, it is ready to be transferred to the CNC controller located at 





2.2 Machining Sculptured Pockets 
Sculptured pockets are usually machined from raw stock with a 2Y:J) roughing 
process, a 2Y:J) semi-roughing process and a 3D-5D finishing process. 
In 2D machining, only two translational axes can be controlled simultaneously; 
therefore, any linear or circular interpolation can only be done in planar coordinates. 
In 3D machining, linear interpolation can be carried out using all three axes while 
circular interpolation can only take place in one of three coordinate planes: xy-,xz- or 
yz. In 2Y,D machining, as in 3D machining, three dimensional milling is possible in 
principle: however, linear interpolation can only be carried out in one coordinate 
plane. As a result, only two axes are continuous paths and the third axes is point to 
point controlled. In SD machining, in addition to the features of 3D milling, two 
further axes of rotation are controllable. 
The goal of roughing is to remove material as fast as possible to give 
approximate form to the raw stock without bringing the cutting tool into contact with 
the sculptured surface. The aim of semi-roughing is to remove the shoulders left on 
the part's surface after roughing. Finishing attempts to remove additional material to 
achieve a smoother surface. 
The method used in a roughing process can be formulated by intersecting the 
sculptured pocket with horizontal planes to produces several cutting planes. For each 
cutting plane, a feasible cutting region is determined and different boundary and 





considered as a 2D pocketing problem, which can be machined either with contour 
machining (spiral machining) or parallel direction machining (zigzag or staircase 
machining) using flat-end mills, which are efficient at material removal. The entire 
cutting process from plane to plane is called 2Y,D milling. 
The same method used in the roughing process is also applied in semi-
roughing, but different cutting tools are used. Ball mills are usually used to remove 
the shoulders left after the roughing process. 
The finishing process depends on the complexity of the curvature of a design 
surface. The choice of 3D, 4D or SD machining will be made to accomplish the finest 
surface finish. In comparison to 3D or 4D machining, SD machining offers 
advantages such as higher productivity and better machining quality (Elber, I 99S). 
The idea of contour parallel milling is to use successive offsets of the 
original boundary, which are then chained together into and used as a single spiraling 
tool path that follows the contour of the pocket (Lee and Chang, 1992). Therefore the 
basic idea used to generate the tool path is to shrink the boundary profile inwards 
while the island profile is expanded outwards in appropriate steps. Thus, the pocket 
is machined spirally by the tool(s) being driven along curves that are at constant 
distances from the boundaries of pockets or island(s). All contour parallel milling 
methods fall into three similar steps: (I) a boundai:y approximation, both for the 
pocket and the island, (2) boundary merges and (3) profile offsets containing loop 




Figure 2.1 Pocketing Procedure: (a) Pocket and Island Boundaries, (b) Merged 
Boundary, ( c) First Offset Profile, ( d) Offset Profiles before Loop Removal 
and ( e) Offset Profiles after Removal (Kim and Jeong, 1995) 
In direction-parallel machining, the tool is moved along line segments, that 
are parallel to a reference line. A connected tool path is obtained by linking these 
parallel segments so that they either all traverse from right to left or from left to right 
(known as zig milling) or traverse alternately from right to left then to right again 
(known as zigzag milling). The choice ofreference line mainly affects the number of 
retractions respective to the path taken by the tool. In Figure 2.2, it is logical to 
incline the path by 90° since this permits pocketing without retracting the tool 
between paths. 
Figure 2.2 Different Inclinations of the Tool Path 
(Held, 1991) 
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0 2.3 Goals for Generating Tool Paths 
There is no CAD/CAM software that can machine a sculptured surface exactly 
' like the design surface, even if an infinite number of passes were taken. Therefore, 
machining a surface within some predefined tolerance of the design surface becomes 
the goal. 
Two common types of tolerances applied to a sculptured surface are sideward 
and forward tolerance( see Figure 2.3). Sideward tolerance is defined as the surface 
tolerance perpendicular to the direction of the milling path, in essence, an attempt to 
control the scallop height between successive cuts. Forward tolerance is used to 
increase the straight line motion of a tool during the machining of a curved path. 
0 
Figure 2.3 Sideward and Forward Tolerances (Broomhead and Edkins, 1986) 
The goal of tool path generation software is to optimize the tolerance criteria relative 




common machining errors that are caused by the improper positioning and 
orientation. They are scallop or under-machining (too few passes that leave too much 
material) gouging or over-machining (too many passes that remove too much little 
material), and tool collision. 
A common machining mistake (called under-machining) occurs when an 
excess of material is left after finishing, so that additional grinding is required to bring 
the surface within the specified tolerance. This excess material is referred to as a 
scallops or a cusp. Correction of under-machining requires an additional investment 
in grinding and the resulting surface will generally not match the design surface. 
Large scallops occur when the effective tool curvature is larger than the surface 
curvature normal to the direction of tool motion. The scallop height is a function of 
type of cutter, type of surface, tool radius, step-forward (the incremental step toward 
the next discrete point), step-over and tool inclination (see Figure 2.4). Scallop height 
can be reduced by choosing larger machining tools and monitoring the fixed 
inclination angle. 
When a portion of the cutting edge of the tool drops below the surface by 
more than the allowable surface profile tolerance, gouging occurs (see Figure 2.5). 
For example, a flat end tool oriented along the normal of the surface will always 
gouge into a saddle-like or a concave region while moving along the parabolic 
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Figure 2.5 Gouging (Rao, Ismail and Bedi, 1997) 
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Many traditional CAM algorithms prevent gouging the surface at a specified 
point by positioning the cutter tangent to the local surface. However, if the curvature 
of the tool and the surface do not match at this point, either gouging of surrounding 
local surfaces or machining ineffic iencies can occur. 
From this principle it follows that gouging can be reduced by choosing a 
smaller cutter, removing the gouging cutter path, skipping the gouging segment along 
the cutter path, or increasing inclination. Removing the gouging cutter will leave an 
undercut (scallop), which must be removed by a smaller cutter. Industry regards 
surface gouging as the more difficult problem to correct on real parts; whereas 
scallops can be removed by grinding. Therefore, gouge detection (which is a process 
to find out whether the tool can work on the surface without gouging) is very 
important. This problem will be significantly more difficult when a tool can be 
arbitrarily oriented. 
Because it is desirable to avoid collision between the cutting tool and the 
sculptured surface (see Figure 2.6), there are techniques to make a collision-free tool 
path. Lee and Chang (1995) use a convex hull technique to find a feasible orientation 
without tool collision. Their technique uses tool geometry and surface properties as 
inputs. Wang tries to find the feasible region, i.e., a collision free zones, by first 




Figure 2.6 Tool Collision (Lee and Chang, 1995) 
2.4 Five-axis CNC Machine 
Five axis CNC machines can simultaneously position and orient cutting tools 
in a coordinate system defined in the work space. There are several configurations of 
a five-axis machine; each configuration has its strengths. The configuration of the 
five-axis machine modeled in this research includes one translational axis (z-axis) and 
two rotational axes( for the zy- and .xy-planes) on the worktable and two translational 
axes on the spindle (the x and y axes) (see Figure 2.7). Usually the rotational axes 
have less precision than the translational axes. A five-axis NC machine has at least 
two revolute joints and at most three prismatic joints. The cutter orientation in a five-
axis machine is severely constrained by (revolute) joint limit. The orientation of the 





tilt angle. Lead angle is the angle between the surface normal vector and the tool axis 




Figure 2.7 Five-axis Machine (Yang and Golub, 1994) 
2.5 Selection of Cutting Tools 
In this research, only ball-end cutting tools will be discussed. Tool 
positioning is easier in relation to curved surfaces if we use ball mills to generate 
simpler and short numerically controlled machining programs, which often only 
require two-dimensional cutter compensation. On the other hand, machining using 
ball-end tools is slow because of a vanishing cutting speed at the tip of the tool. Five-
axis machining allows a programmer to keep the axis inclined and to optimize metal 
removal and surface finish. Surface finish is generally specified in the blueprint. In 
selecting a cutting tool, the most important factor for rapid and efficient machining of 
sculptured surfaces is that the cutter shape should match the surface shape as closely 
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as possible. This can be accomplished by either choosing the correct cutter radius or 
by inclining it correctly to the surface normal, e.g., in end-mi11ing. 
2.6 NURBS Surfaces and Their Properties 
There are many ways to model surfaces for engineering design. There are 
analytical surfaces represented by a known function and free-form (or sculptured) 
surfaces that are constructed from free-form curves such as the Bezier, B-spline and 
Non Uniform Rational B-Spline (NURBS) curves. This section presents the NURBS 
representation of sculptured. 
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: the control points of the control mesh V 
: the weights on the control points Vij 
: the ith basis function of order k for the parameter u 
computed on the knot vector T = {t, E IR; i = I, .... , n+k } 
: the /h basis function of order I for the parameter v 
computed on the knot vector 8 = {sj E JR; } = 1, .. , m+l} 
The nonuniform quality ofNURBS refers to the parametric spacing of knots, or 
j unctions between spline segments. The rational mapping from a 4D homogeneous 
space to a 3D Euclidean space gives NURBS the ability to precisely represent analytic 
curves and surfaces. 
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In contrast to other surface representation methods, NURBS surfaces can 
represent any desired shape: points, straight lines, polylines, conic sections and free-
form curves w1th arbitrary shapes. The NURBS method also gives great control over 
the shape of a curve. A set of control points and knots, which guide the curve's 
shape, can be directly manipulated to control its smoothness and curvature. NURBS 
also represents very complex shapes with remarkably little data. 
At any regular point of a surface parameterized by the differentiable function 
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Su x Sv 
n = js., x svl 
where S
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and Sv are the tangent vectors along the u- and v- parametric directions and 
n is the normal vector. The assumption of regularity insures that the vectors Su and 
Sv are linearly independent and hence the vector n is not the zero vector. 
Two important geometric structures defined by the surface are the first and the 
second fundamental forms. These two fundamental forms wiJI characterize the shape 
of a surface (Lee and Ji, 1997). 
The first fundamental form G is defined as 
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The G form provides metrical properties of surfaces such as measurement of lengths, 
areas and angles between two curves. The second fundamental form His defined as 
[
n • Ru,, 
H = 
n • R 
llV 
The H form describes the nature of the surface in the vicinity of the point at S{u, v). 
Using these two fundamental forms, several important geometric properties 
can be described. 
(a) Gaussian Curvature KG, where 
The Gaussian curvature KG describes the local shape of a surface. 
(b) Mean Curvature KM, where 
_ [ (n · R1111>)(R. · R. ) ] - 2((11 · R.,., )(R11 • R.)] + ( (n · R_.)(R11 • R11 ) ] 
K u - 2IGI 
The mean curvature KM measures the deviation of a surface from the minimal 
surface, where the mean curvature is identically equal to 0. 
( c) Type of surface at a discrete point 
To optimally machine the surface, a free form surface can be classified 
according to its geometric shape. Depending of the values ofl H l KM and KG, 
the surface point can be classified into four different types: 
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(i) Convex elliptic point: ifl HI < 0 and KM < 0 
(ii) Concave elliptic point: if IHI < 0 and KM > 0 
(iii) Hyperbolic point (Saddle Point): if IHI > 0 
(iv) Parabolic Point: if IHI = 0 
Fortunately, all the calculations above are implemented as functions in ANVlL 
Express 3.0, the CAD/CAM software used in this research to generate the data; 
therefore, we do not have to create a program for these calculations. 
2.7 Coordinate Systems 
Three coordinate systems that can be used interchangeably to define the tool 
position and orientation are the local coordinate system (LCS), the tool coordinate 
system (TCS) and the machine coordinate system (MCS) (Lee and Chang, 1995). 
The local coordinate system, which is defined based on the local surface properties, is 
represented by the axes Xu Y L and ZL. The surface normal vector will be set as the 
Y L axis. The XL-axis is lying in the current cutting direction. The ZL axis, 
perpendicular to XL-Y L plane, is based on the cross product of XL and Y v The tool 
can be inclined by the lead angle AL about the ZL axis (the XL-YL plane) and then can 
be inclined about Y L-axis (~-Y L plane) by the tilt angle wL· · The machine coordinate 
system depends on the manufacturer. In our machine coordinate system, the X-axis 
and the Y-axis are on the spindle, while the Z-axis is on the worktable. The two 
rotational axes are about the X-Y plane and the Y-Z plane. Transformation among 
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these three coordinate systems can be calculated by a matrix rotation at the CC-point. 
ANVIL EXPRESS 3.0 provides this transformation easily by moving among views. 
2.8 Determination of CC-Paths and SCC-Points 
This section discusses an example of determining a CC-path and an SCC-
point for machining a sculptured surface. As explained before, finishing of 
sculptured pockets makes the tool positioning-orientation problems more difficult. 
The methods of tool path generation can be classified into isoparametric paths and 
non-iso-pararnetric paths. Isoparametric paths are developed in the parametric 
domain, where each created tool p A problem is encountered if the step-over distance 
is determined based on isoparametric scheme since a constant step-over in parametric 
space does not generally yield a constant step-over in Cartesian space. Failure to 
resolve this problem may lead to unacceptable scallops. ass {the CC-path) is based on 
one of two parametric directions (see Figure 2.7). Non-isoparametric paths develop 
the CC-path in Cartesian space. Included in this class are plane-surface intersections 
or planar curves. 
Work on non-isoparametric surfacing applied to three axis milling machines 
can be classified into three classes: (a) finding the exact solution for the tool-surface 
tangent point using iterative methods, (b) calculating the offset surfaces, (c) 
polygonalizing the surfaces and finding the solution for tool positions that touch the 
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highest polygon. Except for the calculating the offset surfaces, the other two methods 
are also used in five-axis machining. 
v 
Figure 2.8 !so-parametric Tool Path Generated 
by Indexing along Lines of Constant Parameter 
(Li and J erard, 1994) 
In type (a) non-isoparametric paths, the surface is discretized into surface 
points that become the SCC-points. Then possible tool positions and orientations are 
to be found for each SCC-point. Figure 2.9 illustrates this type of non-isoparametric 
tool path, proposed by Suh and Lee (1990) to find SCC-data to machine the bottom 
surface of the pocket. The path is constructed by intersecting the bottom surface of 
the pocket and the ruled surfaces that are generated by sweeping the offset profiles 
along the z-direction. Thus, the cutter contact points (CC-points) lie on the arbitrary 
3D intersection curve. 
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Figure 2.9 Calculation of CC Data Using Subdivision Method 
(Suh and Lee, 1990) 
This approach uses the same principle as parallel plane machining, the 
machining of surface curves defined by the intersection of the design surface with 
parallel planes. It has become the most common CAD CNC programming approach 
for surface geometries. This technique is used to machine multiple surfaces in 
straight-line cuts using a constant step-over.distance. The cutting tool follows 
surfaces, moving up or down in the direction Z, while maintaining a straight-line cut 
in the XY plane. The tool paths are generated by driving vertical planes through the 
surface (Figure 2.10). An initial plane and the offset distance are defined by the CNC 
programmer. The subsequent planes necessary to cover the surface are generated by 
the system. These parallel planes are then intersected with the surface and the 
resulting curves define the locus of tangency points for the cutting tool. The tool 
motion created from these planar curves is a series of straight line segments. The 
approximation of these curves by line segments is controlled by a user-specified 
surface profile tolerance. 
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Type (b) non-isoparametric-based paths use offset surfaces or offset surface 
approximations mainly to develop gouge-free tool paths. Here, the chordal deviation 
and scallop height on an offset surface can be modeled precisely. 
Figure 2.10 Planar Surface Curves (Jensen and Andersen, 1992) 
For a type (c) tool path the design surface is approximated with polygon 
patches such as rectangles or triangles. Li and Jerard (1994) proposed the surface 
triangles set (STS) approximation, which guarantees to accurately determine the step-
forward (SCC-points). 
2.9 Gouge-Free Tool Positioning and Orientation 
This section will focus on methods of finding gouge-free tool positions and 
orientations. Unfortunately, the information found in the literature on gouge-free tool 
positioning and orientation applies only for flat-end cutting tools, not for ball-end 
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cutting tools. The purpose of reporting this information here is to show mathematical 
approaches for finding gouge-free tool positions and orientations. All of these 
procedures can be easily conducted in ANVIL EXPRESS 3.0 by checking the tool 
position and orientation visually when the coordinate system is set to a local 
coordinate system. 
As explained in Section 2.3, the main principle used to avoid gouging is to 
match the curvature of the tool with the curvature of the local surface or to position 
the tool on the local surface tangent plane while keeping the tool in contact with the 
surface at a specified SCC-point. Usually the curvature of the design surface needs to 
be found first. Based on this information, the tool size will be determined and the 
tool radius needs to be smaller than the radius of the curvature. Then by following the 
rules to position the tool tangent to the local surface, the tool position-orientation or 
the CL-data will be obtained. 
In positioning the tool tangent to the local surface, we often need to incline the 
tool with either the lead angle A.. (the lead angle based on local coordinate system) or 
with the tilt angle cuL (the tilt angle based on local coordinate system). The following 
information shows methods of curvature matching, developed by Lee and Ji (1997), 
which is based on inclining the tool to find the best effective radius of the cutting tool. 
An assumption is made that the feasible tool size has been determined. 
The main idea behind the curvature matching utilized here is that the effective 
cutting radius is found by substituting the curvature into the equation for the effective 
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cutting radius, so that the inclination angle can be found. The effective cutting radius 
ReffiX L on the Y L-Zi_ plane of a cutter with tool orientation (AuWJ and also Reffi ZL on 
the Xe Y L plane can be calculated based on the following equations 
To avoid gouging, the effective cutting radius Reff should be smaller than the radius of 
the local surface curvature ( 1/ K). Given a cutter radius r, the minimum tool lead angle 
AL.min should be defined to avoid gouging on both the XL-Y L plane and the Zi_-Y L 
plane. 
If the curvature Ku on the XL-Y L plane is negative, meaning that the surface is 
convex or planar, the lead angle AL is set to a small value. If the surface is concave 
(Ku >O), then initially the tilt angle cq_ is set equal to 0 and the lead angle A1 L (the lead 
angle in XL-Y L plane) can be calculated as 
(2.1) 
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To avoid gouging on the Y L-ZL plane, the lead angle A\ (the lead angle on Y L-ZL 
plane) can be found by 
~ =sin- • 
r 
if ( r ~ K~) and (K"' > 0) (2.2) 
L~l 
The minimum tool lead angle can be determined by: 
J,.,mm = MAX[~'~] (2.3) 
Equation (2.3) will guarantee that the effective cutting shape will fit into the 
local surface. Earlier the tilt angle c.uL was initially set to 0. If the surface is convex 
or planar (KxL.5: 0), there is no need to tilt the tool. For any five-axis CNC machine, 
there are certain machine limits C"'-machi~JimiJ on the allowable rotation range. If the 
inclination angle found in equation (2.3) exceeds the machine limit, a new tilt angle 
cul must be found. 
If the lead angle AL.min exceeds the machine limit {At.,min>Amachine-limiJ , the 
inclination angle AL is set to Amachine_limit· The new tilt angle w L.min can be determined 
based on the tilt c.u1 L angle in the the Y L-~ plane and the tilt angle w 2 Lin the 
Y L-XL plane, using the following equations: 
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m1 - cos- ' ( l -
sin( /l,machine_ lim il) ( r 1 ) if . > - and(K n > 0) (2.4) 
r X K XL Slil(Amachine_limit ) K XL 
sin( Amachine_limit ) ( r 1 J if . > - and(KzL > 0) (2.5) 
r X K ZL Sill( /!,machine_ limit ) K Zl 
(2.6) 
Another method developed by Jensen and Anderson (1992) is similar to the 
techniques developed by Lee and Ji. Both apply techniques of differential geometry 
to match the curvature of the cutting tool and the local machined surface. The 
appropriate inclination angle to match the tool at local surface curvature is obtained 
by substituting the curvature of a surface into the equation for the effective cutting 
radius of an inclined tool. First, the region's local form at a point Pis defined to 
decide what type of region we are dealing with (elliptic form: pit or peak, planar form, 
hyperbolic form: saddle, or parabolic form: coulee or welt). This local form is 
defined based on an osculating normal plane through P. Next, the principal 
curvatures and directions at P will be calculated. Then, an error analysis is carried out 
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by calculating the instantaneous error and error silhouette. Next, we determine the 
position and orientation of the tool based on the error analysis. 
Compared to Lee and Ji's method, the method developed by Jensen and 
Anderson is simpler since the inclination angle depends only on the lead angle and 
there is no tilt angle. The interesting thing is that Jensen and Anderson developed a 
method of analysis for the machining error of the moving inclined tool. 
By defining a plane perpendicular to the direction of tool motion, the 
instantaneous tool-to-surface relationship will be more easily understood. Intersecting 
this plane with the tool when it is positioned at a point prior to being swept along its 
path produces a curve c,ns/t) that can be determined from the planar instantaneous 
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Figure 2.11 Instantaneous and Silhouette Contact Curves 
(Jensen and Anderson, 1992) 
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The planar instantaneous machining error, (Error insJ, is the vertical distance 
between the planar surface curve (csun (t)) and the instantaneous contact curve (c 
inst(t)). The planar surface curve c surf(t) is created when a planar surface perpendicular 
to the direction to the direction of tool motion is intersected with the part surface. The 
planar instantaneous contact curve c inst (t) is obtained by defining a plane 
perpendicular to the direction of the tool motion and intersecting this plane with the 
tool when it is positioned at a point prior to being swept along its path. 
As the cutter has moved along the programmed path, the planar silhouette 
curve csu(t) will be formed. The machining error silhouette, Error sil• is calculated by 
subtracting the planar surface curve c surf(t) to the swept tool silhouette contact curve 
csil (t} , which is created by projecting the bottom of the tool onto the plane 
perpendicular to the direction of tool motion 
For planar and convex forms (peak and welt), aligning the axis of the cutting 
tool with the surface normal will guarantee gouge-free tool positioning and 
orientation. For concave forms (pit and coulee) and hyperbolic forms, a flat end mi ll 
requires that the lowest and most forward (with respect to the direction of motion) 
point on the tools' circumference be placed at P. For a pit, the tool should reside in 
the plane spanned by N and x2 and its angle on inclination should be based on 
matching K 1 with the curvature on the tool's swept silhouette curve. A simple 
formula derived to compute the proper inclination angle at each discrete point along 
the path is defined by Vickers and Quan ( 1989) and given by 
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radius 
radiuscrr = -. -
sm rp 
(2.7) 
Setting radius eff = JIK1 and solving (2. 7) for q; will give the tool inclination at point 
P: 
. -i( radius J rp = sm 
radiuseff 
The same method is applied to find inclination angles on coulee and saddle 
regions by substituting the curvature in equation (2.7) for a flat end mill. For coulee 
and saddle regions, the curvature of the effective tool radius is similar to the 
maximum principal curvature; therefore, the inclination angle will be in the cutting 
direction plane. 
2.10 Collision-Free Tool Positioning and Orientation 
Besides avoiding gouging, another goal to be achieved in tool positioning and 
orientation is to find a collision-free tool position and orientation. Methods of finding 
collisi.on-free tool position-orientation can be divided into two approaches. The first 
approach starts by setting the tool following a simple practical rule; for example, the 
tool axis will be aligned along the surface nonnal vector or use a small fixed lead and 
tilt angle. Once the CL-data for a tool path have been generated, the tool path will be 
verified by a collision detector. If a collision is detected, usually, a correction will be 
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made manually by human operator. This iterative process stops if a feasible tool 
position and orientation have been found. 
The second approach depends on direct calculation from the system 
configuration (surface properties and too l parameters) to find a collision-free tool 
position and orientation. This approach can also recheck the resulting feas ible tool 
position and orientation produced by a collision detector. There are many supporting 
theories used in this second approach. For example, Tseng and Joshi (1991) used an 
iterative method to search vectors that tangents to the adjacent curve. Woo (1994) 
computed the intersection of sets of half planes using spherical theory. Gan ( 1992) 
used Gaussian mapping to calculate the setup orientation for 3-axis CNC machining. 
Lee and Chang (1995) utilized the convex hull properties ofNURBS surfaces to find 
feasible tool orientation. Usually, the intensive computation time with these methods 
becomes the major concern. 
Techniques used in the second approach, calculating directly from system 
configurations, depend on methods used in representing the sculptured surface. For 
example, with NURBS surfaces we can define the convex hull of a patch, which is a 
very efficient tool to find a collision-free tool orientation. The main principle used in 
tbjs method is to find a region that cannot be entered by the tool. This region can be 
determined from the convex hull of the adjacent surface being checked. Lee and 
Chang (1995) start with two important definitions. First, they defined that a point P 
on an object surface can only be approached from the half space above the tangential 
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plane 't of P. Second, the feasible tool orientation range for a point Pa on the 
sculptured surface is a region on a hemisphere bounded by constraints. This 
hemisphere represents the 3D tool orientation relative to the surface normal vector N 
and it is called the SPN (hemiSPhere along Normal vector). The center of the 
hemisphere is the surface point Pa and the normal vector N is the axis of the 
hemisphere. In the SPN representation, the vector from the center point to a point on 
the SPN represents a tool axis relative to the surface normal at a given surface point. 
The feasible range of tool orientation can also be represented in a 3D sphere 
relative to the machine coordinate (XM-Y M-Z~ system. The term SPM (hemiSPhere 
in Machine coordinate system) will be used. The machine coordinate system is 
defined at the surface point Pa. The axis of the SPM is the Y Maxis of the machine 
coordinate system. The transformation from SPN to SPM can be accomplished by 
rotation between the Y M axis and the surface normal vector N. 
An example of the use of the convex hulls ofNURBS curves for detecting 
tool collision in a 2D problem (curves) will show how the convex hull of a surface 
can be used to define areas of feasible tool positions and orientations. Figure 2.12 
shows a surface point Pa on a curve Ca and another point Pb on another adjacent curve 
Cb. The convex hull property of the NURBS curve guarantees that all the points on 
the NURBS curve Cb remain in the convex hull CHb formed by the control points Vb0, 
Vb1, Vb2> and Vb3. Point Pb is an interior point of CHb and the vertices Vbo• Vb1, Vb2, 
and Vb3 are extreme points of CHb. By considering a series of directional lines 
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connecting the surface point P
0 
and the potential collision points of curve Cb, we can 
determine the feasible range of tool orientation. The tool will first contact the 
extreme vertex Vb,, when it inclines from the surface normal Nat point P
0
, before it 
reaches the surface point Pb. The inclination angle 8s of Ls for the extreme vertex Vb, 
is smaller than the inclination angle 8b of Lb for the surface point Pb. 
Ls 
- : Convex hull CHb of curve Cb 
VbO, •.• , Vb3 : control vertices of curve Cb 
N : Surface normal vector at point Pa 
Cs 
Figure 2.12 Convex Hull of a NURB Curve and the Tool Collision Orientation 
(Lee and Chang, 1995) 
Therefore we use the following principle as a check for 2D curve tool 
collision: For a cutting position P0 and an adjacent curve Cb with its convex hull CHb, 
a tool inclining from an initial orientation A, which does not intersect CHb , will first 
intersect the convex hull CHb before it interferes with any point on the curve Cb. The 
same principle for a 2D problem is being applied to NURBS surface patches. 
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3. ADAPTIVE RESONANCE THEORY 
This chapter discusses adaptive resonance theory (ART). There are two kinds 
of ART: ARTl and ART2. This chapter starts with an overview of the development 
of the ART architecture in Section 3.1, which describes the Grossberg network and 
the ARTl network. All information in section 3.1 is taken from Neural Network 
Design book (Hagan, Demuth and Beale, 1996). Section 3.2 discusses the theory of 
ART2. 
3.1 The Development of the ART Network 
3.1.1 The Grossberg Neural Network 
Adaptive resonance theory (ART) is an enhancement of the Grossberg 
network, which is a self-organizing time-competitive network motivated by the 
human visual system. Even though the Grossberg network does not fully explain the 
complexity of the human visual system, it does illustrate a number of its 
characteristics. Grossberg modeled the human visual system by first understanding 
the visual pathway from the retina to the visual cortex and then by investigating visual 
illusions to understand how the brain processes the visual input. 
In the human visual system, light passes first through the cornea and then the 
lens. The protective cornea is the transparent front part of the eye and the lens bends 
the light to focus objects on the retina. The retina is a part of the brain that separates 
from the brain during fetal development, but remains connected to it through the optic 
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nerve. After light falls on the retina, the received light is transmitted to a certain part 
of the brain (the visual cortex), where the information is translated into an 
understandable image. The Grossberg network mainly models the process from the 
retina into the visual cortex system. 
There are three layers of nerve cells in the retina: the outer layer, the middle 
layer and the final layer. The outer layer consists of the photoreceptors (rods and 
cones) that convert light into electrical signals. The middle layer consists of three 
types of cells: bipolar cells, horizontal cells and amacrine cells. Bipolar cells receive 
input from the receptors and feed into the third (final) layer of the retina, which 
contains the ganglion cells. Horizontal cells link the receptors and the bipolar cells, 
and the amacrine cells link bipolar cells with the ganglion cells in the final layer. The 
axons of the ganglion cells pass across the surface of retina and collect in a bundle to 
form the optic nerve. The axons of the ganglion cells, bundled into the optic nerve, 
connect to an area of the brain called the lateral geniculate nucleus. The fibers fan out 
into the primary visual cortex, located at the back of the brain. The axons of the 
ganglion cells make synapses with lateral geniculate cells and the axons of the lateral 
geniculate cells make synapses with cells in the virtual cortex, the region of the brain 
devoted to visual function. 
After establishing some idea of the general structure of the visual pathway, 
Grossberg investigates visual illusions. Among the many illusions that appear in 
human visual systems, he concentrates on brightness constancy and brightness 
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contrast. Because humans see things in so many different lighting conditions, the 
ability to compensate for the absolute intensity of a scene is a key to recognizing 
things. Grossberg calls this process of normalization "discounting the illuminant." 
The Grossberg network consists of three components: Layer 1, Layer 2 and the 
adaptive weights W2 (see Figure. 3.1 ). The input to the network models the light 
received by the retina. For computational purposes, the input will be represented as 
vector p. The number of circles in Layer n (S') represents the number of neurons 
used in Layer n. Layer 1 models the operation of the retina by normalizing 
the inputp. The output of Layer 1, which is the normalized inputp, is denoted as a 1• 
Here, the number of neurons used in Layer 1 represents the dimension of the input. 
For example, the input consists of five elements, p is 5x 1 matrix and the number of 
















Figure 3.1 Grossberg Network Architecture 
(Hagan, Demuth and Beale, 1996) 
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The adaptive weights (W 2) form a matrix with dimension S 2 x S 1. Its 
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Figure 3.2 The Adaptive Weight W2 
S 1 : number of neurons in Layer 1 
S 2 : number of neurons in Layer 2 
i: the index for neurons in Layer l ; i = 1,2,3, ... S 1 
j: the index for neurons in Layer 2; j = 1,2,3, ... , S 2 
wi = 
Wl ,I 
W2 I . 




w . 2 
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Each row of this W2 matrix represents stored patterns that network will be able to 
recogruze. 
Layer 2 represents the visual cortex, where recognition happens. The input for 
Layer 2 is the product of the W2 with a 1, which gives a matrix with dimension 
S 2 x 1. The entries of this matrix represent the distances between the input pattern 
and the stored pattern in W2, which become the signal coming to each neuron in 
Layer 2. Next, Layer 2 will enhance this input pattern contrast, by selecting a winning 
neuron, the one receiving the largest signal. The process of obtaining a winning 
neuron is called the competition because each neuron excites itself and inhibits all the 
other neurons. For this reason, Layer 2 is also called the competitive layer. Here, the 
competition is based on the largest signal received by neurons. The largest signal 
represents the closest distance between the input pattern and a pattern stored in the 
winning neuron. When a neuron wins, we say that neuron becomes active. In Figure 
3.1, there are five neurons used in Layer 2; therefore, this Grossberg network can 
classify input patterns into five classes. When a neuron of Layer 2 becomes active, 
the adaptive weight W2, which is called the long term memory (LTM), adjusts its 
element following a learning law by incorporating the input pattern to the W2• Only 
row related to the winning neuron will be adjusted. The adjustment process of the 
LTM is the way the Grossberg network stores various input patterns. 
Grossberg models the process of normalization in the retina by two important 
blocks. The first one is the leaky integrator and the second one is the shunting model. 
42 




Figure 3.3 The Leaky Integrator 
(Hagan, Demuth and Beale, 1996) 
dn(t) £dt = - n(t) + p(t) (3.1.) 
Two important properties of the leaky integrator are, first, because equation 
(3.1) is linear, when the inputp is scaled, then the response n(t) will be scaled by the 
same amount. Second, the time constant, e, will determine the speed of response of 
the leaky integrator. When e decreases, the response is faster; when the time constant 
e increases, the response is slower. The shunting model, which is the nucleus of the 
Grossberg network and also of the ART network, is shown in Figure 3 .4. The 
mathematical process of the shunting model is given in equation (3.2). 









Input Basic Shunting Model 
Figure 3 .4 The Shunting Model 
(Hagan, Demuth and Beale, 1996) 
The function p+ represents the excitatory input to the network (a nonnegative 
value that causes the response to increase), and the function p- represents the 
inhibitory input (a nonnegative value that causes the response to decrease). The 
biases b+ and b- are nonnegative constants that determine the upper and lower limits 
on the neuron response. 
The block diagram of Layer 1 of the Grossberg network can be seen in 
Figure 3.5 and equation (3 .3) shows its operation. This layer is a shunting model 
where the excitatory and inhibitory inputs are computed from the input vector p. 
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t ; 
Input Layer 1 
where: 
Figure 3.5 Layer 1 of the Grossberg Network 
(Hagan, Deuth and Beale, 1996) 
1 0 0 
+w' = 
0 1 0 
0 0 1 
0 1 1 
-w' = 1 0 
1 
1 1 0 
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s1 
The matrices + W 1 and -w 1 are called on-center and off-surround patterns 
respectively. The excitatory input for neuron i (which turns the neuron on) comes 
from the element of the input vector centered at the same location (element i), while 
the inhibitory input (which turns the neuron off) comes from surrounding locations. 
This type of connection pattern produces a normalization of the input pattern. 
Layer 2 of the Grossberg network (see Figure 3.6) performs several functions. 
First, it normalizes total activity in the layer; then it enhances its pattern contrast, so 
that the neuron that receives the largest input will dominate the response. The input 
to Layer 2 is the multiplication of the adaptive weight W 2 with a1, the normalized 
input. This multiplication is an inner product which means that the largest results 
happen when row of the adaptive weight W2 is the closest vector with the input a1 • 
Contrast enhancement represents the process in the visual cortex by which 




Figure 3.6 Layer 2 of the Grossberg Network 
(Hagan, Demuth and Beale, 1996) 
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The block diagram of Layer 2 of a Grossberg network is also a shunting 
model. The major difference between Layer 2 and Layer 1 is that Layer 2 uses 
feedback connections. The feedback enables the network to store a pattern, even after 
the input has been removed. It also performs the competition that causes the contrast 
enhancement of the pattern. The operation of L2 is given in the following equation. 
The excitatory input of this shunting model is [+W2](2(n2(t))+W2a1 where +w 2 = +w 1 
provides on-center feedback connections, and W 2 consists of adaptive weights. The 
inhibitory input to the shlll1ting model is [-w 2](2(n2(t)) , where -w2 =-w1 provides off-
surround feedback connections. 
The key problem of the Grossberg network is "the stability and plasticity 
dilemma." The network does not always form stable clusters, especially in response 
to arbitrary input patterns. This learning instability occurs because of the network's 
adaptability (plasticity), which causes prior learning to be eroded by more recent 
learning. To address the dilemma, Grossberg and Carpenter developed the adaptive 
resonance theory network. The key innovation of ART is the use of expectation and 
the orienting system and they will be explained more detail in the following section. 
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3.1.2 The Basic ART Network (ARTJ) 
The basic ART architecture, called ARTl , is shown in Figure 3.7, consists of 
Layer 1 (Ll), Layer 2 (L2), the expectation from Layer 2 to Layer 1, the gain control 
and the orienting subsystem. The major differences between the ARTl model and the 
Grossberg network are the use of expectation from L2 to Ll, the gain control and the 
orienting subsystem. These features are designed to stabilize the learning process. 




Layer I Layer 2 
Orienting 
Subsystem 
Figure 3.7 ARTl Network 
(Hagan, Demuth and Beale, 1996) 
First, the input pattern, presented to the network as a vector, p, is normalized 
in Layer 1 to yield the processed input vector a 1• Then the vector a 1 is multiplied by 
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the matrix W1'2·• The rows of the adaptive weight w1:2 represent the stored patterns 
related to the neurons in Layer 2. The multiplication of W 2 and a 1 yields 
2 ( 2 - 2 2 2 2 ) h . L 2 hi h h d. n n - n 1, n 2, •• • , n j > ••• , n 52 , t e mput to ayer , w c represent t e 1stances 
between the input patterns and the stored patterns in neuron} in Layer 2. Then, Layer 
2 performs a competition to determine which row of the weight matrix is closest to 
the input vector by obtaining a winning neuron, a neuron with the largest received 
. I z s1gna n r 
After the network classified the presented input pattern based on the current 
stored patterns that the network can recognize, this classification needs to be checked. 
Based on the winning neuron, the expectation from L2-Ll is calculated as w2:1 • a2 , 
where a 2 is an assigned value for the winning neuron. If this expectation is not 
closely matched with the presented input p, the orienting subsystem causes a reset in 
Layer 2. "Reset" disables the current winning neuron and the current expectation is 
removed. A new competition is then performed in Layer 2 while the previous 
winning neuron is disabled. The new winning neuron is a new expectation to Layer 1, 
through the W2' 1 connections. This process continues until the L2-Ll expectation 
provides a sufficiently close match to the input pattern. If the expectation and the 
presented input are closely matched, the presented input pattern is incorporated by 
both W 1=2 and W2' 1• Only the row in W 1'2 and the column in W 2'1 that related to the 
winning neuron J need to be adjusted. This process is called the learning process. 
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Figure 3.8 Adaptive Weight W l :2 (LTM) 
number of neurons in Layer 1 
number of neurons in Layer 2 
the index for neurons in Layer 1; i = 1,2,3, . . . S 1 
the index for neuron in Layer 2; j = 1,2,3, . . . , S 2 
the weight from neuron i in Layer 1 to neuron) in Layer 2 
w1:2 w1:2 1:2 1:2 
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, the j th row of W l :i represents the stored pattern related to the neuron (or 
class)} in Layer 2. 
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where: 
Figure 3.9 shows the connection from Layer 2 to Layer 1 represented in w2=1• 
Layer I Layer 2 
i= l 
i=S 
Adaptive Weight W 2=1 








Figure 3.9 Adaptive Weights w2=1 
S 1 : number of neurons in Layer l 
S 2 : number of neurons in Layer 2 
i: the index for neurons in Layer 1; i = 1,2,3, ... S 1 
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Thew; • represents the contribution of neuron} to each element of the pattern. 
3.1.2.1 Layer 1 of the ARTl Network 
As explained before, Layer 1 will compare the input pattern with the 
expectation pattern from Layer 2 (both patterns are binary in ARTl). If the patterns 
are not closely matched, the orienting subsystem will cause a reset in Layer 2. If the 
patterns are close enough, Layer 1 combines the expectation and the input to form a 
new prototype pattern, which is stored in both W 1:2 and w2:1• Figure 3.10 shows the 






Figure 3.10 Layer 1 of the ARTI Network 
(Hagan, Demuth and Beale, 1996) 
Layer I of the ARTI network is very similar to Layer I of the Grossberg 
network. The differences occur at the inhibitory and excitatory inputs to the shunting 
model. In an ARTI network, there is no normalization at Layer 1; therefore, there are 
no on-center/off-surround connections from the input vector. In Layer l of ARTl, the 
excitatory input consists of a combination of the input patterns and the Ll-L2 
expectation. The inhibitory input consists of the gain control signal from Layer 2. 






The output of Layer 1 is 
where 
{
l , n > 0 
hardlim+ (n) = O, n ~ 0 
In its steady state condition, if Layer 2 is not active (i.e., each a ~ = O ) then 
J 
a 1 = p . If Layer 2 is active (i .e., aJ = 1 ) then a 1 = p n wJ:t where the n 
represents the logical AND operation. 
3.1.2.2 Layer 2 of the ART! Network 
Layer 2 of an ARTl network is shown in Figure 3.11. Its purpose is to 
contrast enhance its output pattern. In ARTl the contrast enhancement will be a 
winner-take-all competition wruch differs from the type of competition used in 
Grossberg network. In a winner-take all competition, only one neuron will have a non 
zero output, only the neuron that receives the largest input will have a nonzero output. 
The reason for using a winner-take-all competition is that we deal with only binary 
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Figure 3.11Layer2 of the ARTl Network 
(Hagan, Demuth and Beale, 1996) 
Layer 2 of an ARTl network is ahnost identical to Layer 2 of the Grossberg 
network. The major difference between the second layer of the Grossberg network 
and the second layer of ART! network is that the ART! network uses an integrator 
that can be reset. The equation for Layer 2 model is shown next: 
dn'(t) · 
e--= -n'(t)+ Cb'- n'(t)){[•w']f'(n'(t))+ W1'2a 1}- (n 2 {1)+ · b2 )["W2 ]/2 (n2 (1)) 
dt 
This is a shunting model with excitatory input[' W'J/2 (112 (1))+ W'''a') where the+ W2 
provides on-center feedback connections and W 1'2 consists of adaptive weights. 
By analyzing the steady state operation of Layer 2, we will get 
a'= {I, if(; w1'2 )' a 1 = max[C w1'2 )' a 1 ] 
1 0, otherwise 
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3.1.2.3 Orienting Subsytem 
The orienting subsystem can be seen in Figure 3.12. Its purpose is to 
determine whether or not there is an adequate match between the L2-Ll expectation 
and the input pattern. A user supplied value e, called the vigilance parameter, is 
compared to lla1 ll 2/llPll 2 tp determine whether the match is adequate. The orienting 
subsystem should send a reset signal to Layer 2. This reset signal will allow another 
neuron to win the competition. When there is an adequate match (where lla1 ll 2/llPll 2 
~p ), a resonance occurs and the LTM need to be adjusted with the following 
learning rules. 
0 1 • JJ-O 
Orienting Subsystem 
Figure 3. 12 The Orienting System of the AR Tl Network 
(Hagan, Demuth and Beale, 1996) 
The learning law for W i :2 is 
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In steady state condition this equation will become 
= 
S + lla 1ll- 1 
where 
1 
w 1:2 is thejth row of the adaptive weight W 1:2 matrix 
The learning law for w2=1 is 
d[w2=1 (t)] 
j = ~ ( )[- ~: I ( ) I ( )] dt a 1 t w1 t + a t 
where wJ= 1 is the/h column of the adaptive weight w2=1 matrix. 
In steady state condition the equation will become 
2: 1 = a i 
w J 
3.1.2.4 Summary of ARTl Algorithm 
In its steady state, the algorithm of the ARTl network (the basic ART model) 
can be summarized as follows: 
Initialization 
w2=1 matrix is set to all l's 
w•:2 is set to ( I ((+ s • -1) where ( > lands I is the number of neurons used in 
Layer 1 
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1. First, an input pattern is presented to the network. Since Layer 2 is inactive on 
initialization, the output of Layer 1 is a1 = p 
2. Next, compute the input to Layer 2, which is W 1:2a 1, and activate the neuron in 
Layer 2 with the largest input 
3. Compute the L2-Ll expectation (assume that neuron J of Layer 2 is activated) 
w 2:1a2 - w2:1 
- J 
4. Now Layer 2 is active, adjust the Layer 1 output to include the L2-Ll 
expectation: 
a 1 = p n w~: i 
5. The orienting subsystem will determine the degree of match between the 
expectation and the input pattern : 
ao = {l, if lla1ll 2 1llPll2 < P 
0, otherwise 
6. If a0 = 1, then set a~ = o, inhibit it until an adequate match occurs 
(resonance), and return to step 1. If a0 = 0, continue with step 7. 
7. Resonance has occurred. Update row J of W 1'2 : 
l'a1 
1:2 _ __ ':i_l __ w -
1 
- s + Ila 1 II - 1 
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8. Update column J of W2' 1 : w;:1 = a 1 
9. Remove the input pattern, restore all inhibited neurons in Layer 2 and return to 
step 1 with a new input pattern. 
3.2 Adaptive Resonance Theory 2 (ART2) 
3.2.1 ART2 Design Principles 
ART2 is designed to process analog input vectors. Basically, the ART2 
architecture is the same with the architecture of ARTl except that the more complex 
Layer 1 of ART2 is necessary because analog input vectors may be arbitrarily close. 
Figure 3.13 displays the basic architecture of ART2. 
Layer I Layer 2 
Input 





Figure 3.13 The Basic Architecture of ART2 Network 
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where: 
S 1 : number of neurons in Layer 1 
S 2 : number of neurons in Layer 2 
i: the index for neurons in Layer 1; i = 1,2,3, ... S 1 
j: the index for neuron in Layer 2; j = 1,2,3, ... , S 2 
11
2 
: the input signal vector for Layer 2 
n2i the input signal for neuron} in Layer 2 
The steps in training an ART2 neural network can be divided into four steps: 
(a) processing the input in Layer 1, (b) classifying the input based on the current 
stored pattern in LTM (W 1:2), (c) checking the classification by calculating the 
expectation pattern with the current class; if the expectation of the current 
classification does not match with the presented input, redo the classification, if they 
match go to next step, (d) when they match, adjust the LTM (W1:2) and the w2:1• 
First, in step (a), an input vector p will be processed in Layer 1 to yield a 
vector a1• Then, in step (b), the processed input a 1, the output from Layer 1, is 
multiplied with the long term memory, the matrix W 1:2, where the rows contain the 
stored pattern that the network can recognize, to yield an n2 vector, 




1' ... n2si), which is the input to Layer 2. Layer 2 will classify the 
vector a1 into a neuron (in Layer 2) based on the n2, the distance between the vector a1 
and the stored pattern in W 1:2• Since the multiplication of W 1=2 with the vector a 1 is 
an inner product operation, a neuron that receives the largest n2 is the neuron that has 
the closest stored pattern with the vector a 1• The output of Layer 2 is a winning 
neuron J, a neuron with the largest value of n2j, which identifies the class into which 
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the presented inputp is classified. Next, in step (c), this classification will be 
checked. First, Layer 2 will compute the expectation ofL2-Ll by calculating w2:1 • 
d. Then this expectation will be compared to the presented pattern a 1 by the orienting 
subsystem to decide whether they match or not. If they do not match, the winning 
neuron J will be reset and Layer 2 will select a new neuron. If they match (or are 
close enough), step (d), resonance occurs, which means that the classification is 
correct and the presented pattem p needs to be incorporated in both the W1'2 and the 
w2:1 matrices. Only a row and a column related to the winning neuron J, where the 
resonance also occurs, will be changed. Therefore, only the Jth row in the W l:2 matrix 
and the r'1 column in the w2:1 matrix will be changed. The process of adjusting the 
w 1:2 matrix and the w2:1 is called the learning process. 
For the purpose of readability, here the detailed connection of the adaptive 
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then, W 1=2 can be written as: 
w1:2 = 
Ci Wl:2) T 
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The iw 1=2 , the} tb row of W 1=2 represents the stored pattern related to a neuron (or 
class)) in Layer 2. 
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w j = 2:1 w.. 
then W2' 1 can be written as: 






Thew]'' represents the contribution of neuron} to each element of the pattern. 
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3.2.2 Layer 1 of the ART2 Network 
The detailed architecture of ART2, which shows the more complex Layer 1 is 
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Figure 3.16 Layer 1 of ART2 Network (Carpenter and Grossberg, 1988) 
This section will focus on how Layer 1 processes the input pattern p into an 
input pattern a1• Two types of a 1 will be produced from Layer 1: first, an input vector 
a 1 for step (a) when the network classifies the input based on the current stored 
pattern, the second type is a vector a 1 for step ( c) when the network needs to check the 
classification made in Layer 2. 
We explain with how to process the input pattern p into a vector a1 for step 
(a). Figure 3.16 shows that the vector p will be processed through six types of units 
(w, x, u, v, a1 and q). If Layer 1 has S1 neurons then all the components s, w, x, u, v, a 1 
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and q will be indexed by i = 1,2, .. . , S1 ' i.e., s,, W;, X;, u,, v,, a1; and qi . There are four 
parameters that a user needs to specify: a threshold 8, two scale factors a and b. All 
neurons in Layer 1 obey the differential equations in the shunting model. All 
processes of normalization in Layer 1 follow the differential equations in the shunting 
model. For the purpose of simplicity, the following explanation will only consider the 
shunting model in its steady state condition. 
To start the procedure, the vectors u, a 1 and q are initialized as the zero 
vectors. The vector w is initialized with the input pattemp. The vector xis computed 
by normalizing the vector w. The parameter e takes a small positive value to avoid a 
division by zero. Next the vector xis transformed by a nonlinear signal function.f(x) 






X; = et IP!' 
q; = 0, 
Vi= f(x;), 
The function/, also called the activation function, is as follow. 
{
x, if x ~ e 
1 C x) = o, if x < e 
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Then, for the next iteration after the initialization, we update again these six 
units as follows: 
V1 
u, = e + llwil' 




Xi = e+ lwi' 
a' 
q; = e+ lia,f 
v, = f(x1) + bf(q,), 
The parameters a and b function to scale the vector u and the value off{q,) 
respectively. Here we can see that vector a 1 equals to vector u. This is the first type 
of vector a1, which is only the processed inputp. Then this value will be processed in 
step(b) and step(c). In step (b) we calculate the distance between the vector a 1 (or u) 
with the stored current pattern in W 1'2 by multiplying W i:i to a 1 to yield n2 r The 
largest value of n21, represents that the vector a
1 is close to the pattern stored in 
neuron J. In step (c) we check whether this classification is good or not by doing the 
expectation. We calculate the expectation of a pattern if it is classified in a class (or a 
neuron) Jin w2:1 x d. The parameter dis an assigned value to the winning neuron J. 
If the expectation and the current pattern do not match, we redo the classification. If 
they do match we need to adjust the LTM. In doing matching, we need a different 
type of vector, the second type of a1• 
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To get the second type of a 1, we need to normalize the last value of vector v 
to yield vector u. The expectation pattern from the class (neuron) J will be the vector 
u plus w2:11 ·d , the contribution part from neuron J. The equations for all these steps 




I d 2·1 a . = u. + w J· . 
I I , l 
I 
Ui + cai n= ~~~~--,.,.-___,.,. 






the jth neuron has not been reset 
2 2 d if n . = max n . 
a (n j ) = 1 1 on the current trial 
0 otherwise 
Then, we calculate r , the value to be compared with the vigilance parameter p. 
Section 3.2.3 presents the summary of the ART2 neural network algorithm and also 
shows how the process in Layer l is related to the whole algorithm. 
3.2.3 Summary of the ART2 Neural Network Algorithm 
At equilibrium condition, the algorithm can be summarized fo llows: 
Step 0. Initialize parmneters: a, b, 8, c, d, e, a, a 1 
Step 1. Do step 2-12 nep times where nep is the number of epoch. 






Step2. For each input vector p, do Steps 3-11 
Step 3. Update Ll unit activations: 
U; = 0 
Wi = p;, 
a 1
1 = 0, 
P1 
x, = e + llPll ' 
q1 = 0, 
Vi= f(x1), 
Update the Ll unit activations again 
Vi 
ui =. e+ llwll' 
W;= p;+ au;, 
1 ai = Ui, 
WI 
X1= et h~' 
ai 
' qi-
- e+lla 1JJ' 
Vi= f (x1) t bf(q1), 
Step 4. Compute signals to L2 units 
n 2 = W1'2a 1 or 
nz = .w1'2a1 or 
J J 
s' 
nz =" w1?a1 





Step 5. While reset is true, do Steps 6-7 
Step 6. 
Step 7. 
Find in Layer 2 , a neuron:i with largest signal. 
Define J such that n21 ;, n
2i forj = 1,2,3, ... SZ. 
Check for reset: 
et llvll 
I w +ca; 
r; = -e +-llu-11 t-c-lla-1 II 
If llril<p- e then n21 = - 1 (inhibit J) 
I d 2:1 a. = u. + w.J 
l l z, 
(Reset is true; repeat Step 5); 
If Jlrll «p- e, then 
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·O 
Wi =pi+ aUi, 
Wi 
Xi= e+ ~~I' 
a1 
I 
qi = e + //a 1 // ' 
Vi= f(Xi) + bj(qi), 
Reset is false; proceed to step 8. 
Step 8. Do Steps 9-11 until the average weight change s: tolerance of 
weight updating (towu) 
Step 9. Update weights for winning unit J 
1
'
2 d {l d(d 1} 1'2 wJ,;=a w+ +a - wJ,; 
w;2J = adw+ {l+ ad(d- l)}w,'~ 
' . 
Step 10. Update LI activation: 
Vi 
Ui = et llwll' 
w1 = p1+ au;, 
I 





qi= e+ lla 1ll' 
Vi= f(x1) t bf (q1), 




The stopping condition is if the average of weight changes is 
less than or equal to tolerance of weight updating (towu). 
Step 12. Test stopping condition for number of epochs 
3.2.4 Layer 2 of the ART2 Network 
The activity in L2 is denoted by n2 j· The input of a neuronj in L2 is W1'2p 
The operation in Layer 2 obeys the differential equation as in the shunting model. For 
simplicity, we will only examine the steady state condition. At steady state, ifL2 is 
inactive, a2(ni) will equal to 0 for all j implies that a 1; = u;. If L2 is active, it is said 
to be designed to make a choice; in this case a2(ni) = d implies that 
a 1 = u. + dwJ2'1 • 
l l 
Among the neurons that did not cause a misclassification, only the neuron with the 
maximal input that did not cause a mismatch becomes active. This is expressed as 
follows: 
2 {d, 
a(nj) = O, 
if n;
2 
max{nJlthe jthnodehasnotbeenreset on the current trial}} 
otherwise 
3.2.5 Comparison between L2-Ll Expectation and Ll-L2 Input 
The calculation of a match between an L2-Ll expectancy (which is reflected 
in the vector q) and a Ll-L2 input (which is reflected in u) takes place by means of 




I u;+ ca; n = ___ ___,,,__~ 
e + llull + clla 1 II 
This Euclidean norm of r, II rll, is compared to the vigilance parameter p, in order to 
decide whether to use input pattern or L2-Ll expectation pattern match. If in 
equilibrium llrll<p- e, a mismatch takes place. Then the Ll and L2 activity is reset 
and recalculated. When llrll ~p- e, a match is established and the long term memory 
(LTM) trace connected to the active L2 neuron is updated. This process is termed as 
resonance. 
3.2.6 Learning Law 
Once the resonance occurs, learning will take place in W 1'2 connection and 
W2'1 connection. The Ll-L2 learning law will follow this equation: 
d w1'2 
(Ll-7 £2): ~I a2 (n2)[p-, w1'2 ] or 
dw;2 
(Ll-7 L2):--;ft-=a2 (n;)[p,-w;~J for';/ i=l,2,3, ... ,S' 
dw1'2 
(Ll-7 L2): a:·· = d[u1 + dw;~ - w;,~] '</ i= 1,2,3 .. .,S' 
dw1'2 
____!__!!_ = ad [u. + dw''~ - w 1'2 ] ';/ • 1 2 3 S1 dt ',, ,, z=,, ... , 
dw''~ 
__!__!!_=adu.+ad 2w,1'2 -adw,1'2 ';/ i=l,2,3 ... ,S' 




-d =adu1 +(1+ad(d-l))w, 1 t ' 






dw 1'~ a/ = 0 \:/ i = 1,2,3 ... ,S1 
or 
0 = ad u1 + (1 + ad ( d - l))w;~ 
w1'2 = ad u. + (1 + ad (d - l))w1'2 
J~ l J,1 
v i = 1,2,1 .. , s1 
When the J'1' L2 neuron is active, the W2'1 weights in paths fanning out from 
neuronJ!eam the activity pattern at the border ofthis star-like formation. This is the 
reason that the ART2 W2'1matrix is called a set of outstars. In ART2, an active L2-
LI outstar learns the LI activity pattern. 
We know that 
(L2~ 
d 2:1 w.J 
Ll):-'-· = a 2 (n2 )[a 1 - w2'1] df J I 1,J 
a! 
l 
d 2·1 u. + w.J· 
l l, 
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v i = 1,2,3 ... , s1 
d 2: t w . J 
(L2 L I ) 1 , d[ d 2:t 2:t] ~ '. = U; + W,. J - W; J 
dt ' ' 
'If i = 1,2,3 ... , St 
d 2:t w . J 
--'·- d [ d 2:t 2:1] = a u. + w . 1 - w . 1 dt I 1, 1, v i = 1,2,3 ... ,st 
d 2:t w . J 
'· 
dt 
d ad 2 2:t d 2:t \..J • 1 2 3 s t =au;+ w ;,1 -a w i ,J v z=,, ... , 
d 2:t w. J 
-'-· =adu
1




·o 4. METHODOLOGY AND DATA 
This chapter is divided into three sections. Section 4.1 describes the 
methodology used in conducting the research. This section covers the design of the 
ART2 neural network, the description of the MATLAB program used to process the 
data and the design of the experiment. The design of the ART2 neural network 
includes the number of input elements and the criteria for measuring the performance. 
The explanation of the experimental design will discuss the process of finding a good 
ART2 neural network, which can handle cases more complex than the training data. 
Section 4.2 presents the data used to train the ART2 neural network. Section 4.3 
presents the data used to test the trained ART2 neural network built in Section 4.2. 
0 . -
4.1 Methodology 
4.1.1 ART2 Neural Network Design 
To determine whether a tool position is feasible or not, a human operator 
needs to compare the position of the tool with the design surface. For such a 
comparison, of course, information about the tool and the design surface is needed, 
e.g., tool radius, tool length, type of surface. Then, the most important issue is 
whether or not the human operator sees a collision between the tool and the design 
surface. The ART2 neural network will also need the same type of information to 
detect tool gouging or tool collision. The information can be categorized into three 
types: tool properties, surface properties and tool position and orientation. 
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Tool properties consist of five elements: tool diameter, cut length, gage length, 
shank diameter and cutter-contact point (Figure 4.1 ). A CC-point is a point on a tool 
surface that meets the design surface. The CC-point is described by the distance of 
the CC-point from the tool tip, in degrees of angle; therefore, it is a one-dimensional 


















I~ cutter contact point 
Figure 4.1 Tool Properties 
Surface properties consist of a surface-cutter-contact-point (SCC-Point) and 
NURBS control points. An SCC-point is a point on the design surface that meets the 
tool at a CC-point. An SCC-point has three elements since a point is described in x, 
y, z coordinates. Since there are 12 NURBS control points used, these will have 12 ·3 
= 36 elements. The total number of elements for surface properties is 39 elements; 






Tool position properties consist of the lead angle and the inclination angle; 
each is a one dimensional element, which gives a total of two elements for tool 
position properties. Finally, there will be 46 input elements (five elements from tool 
properties, 39 elements from surface properties and two elements from tool position 
properties). The surface contact point and NURBS control points are presented in 
local coordinate system. 
The ART2 neural network is designed to make only one decision: either the 
tool position is accepted, i.e., good (type 1) or the tool position is not accepted, i.e., 
bad (type 2). The tool position is accepted when it will not produce gouging or . 
collisions. Therefore, the number of neurons needed is only two. Unfortunately, 
after a number of trials with only two neurons, the performance level, which is the 
percent of correct classification, was never higher than 59% and many times looping 
occurred. This experience suggests that a modification is needed. If the number of 
neurons is greater than two, we must eventually reclassify the refined classes as good 
or bad. During training, it is possible that the ARTZ succeeds in placing both good 
and bad input in neurons corresponding to the refined classes. In this case, the final 
classification as good and bad will be determined by the more common type of input 
in the refined class. For example, after training, class-8 has p5,p9,pl0, which are 
input number 5, 9 and 10, as its members. It is known that p5 and, p9 are good while 
p 1 O is bad. Therefore, neuron 8 is classified as good since it includes more input of 
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type l. Once when we present an input into the trained ART2 neural network and it 
falls into neuron 8, the input pattern is classified as good. 
Performance is defined as the percentage of correct classification achieved by 
the ART2 neural network in classifying the input. During training, it is known for 
each set of tool position and orientation data whether it is an acceptable position and 
orientation or not. For example, in Table 4.2, each set data of tool properties, tool 
position, surface properties and tool orientation will be accompanied by status 
information. Two types of status are acceptable positions and orientations (1) and 
unacceptable position and orientation (2). If the status is of type 2, a further 
explanation about type of machining error will be given, whether it is a gouging or a 
collision problem. Therefore, we can check the classification made by ART2 
network. 
4.1.2 MATLAB Programs 
The algorithm of ART2 network is programmed with MATLAB 5.3. The 
choice of MATLAB software is based on its structure as a matrix-based software. 
There are four types of programs used; all of them follow the algorithm explained in 
setion 3.2.3. The first program trains the ART2 network with a set of specified 
parameter values for a data set. This program is called CNCART2LT2_CLASS.M. 
(see Appendix B.1). The output of this program is a classification of the presented 
data. The second program is the expanded program for creating a graph where one or 
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two parameters are moving (i.e. , CNCART2LT2_RHO.M: where parameter pis a 
moving parameter, see Appendix B.2). The output ohhis progra..TU is a graph showing 
the poc vs. a parameter (i.e. p ). The third program trains the ART2 network by 
presenting a new set of input, this program is called CNCAR T2LT2 _ CONTINUE.M ( 
see Appendix B.3). The fourth program is called CNCDETECTOR.M and functions 
to detect a set of data (see Appendix B.4). 
4.1.3 Experiment 
In order to understand the characteristics of the ART2 neural network, three 
different types of data are generated. Data 1 comes from a case of positioning a ball 
end mill tool on a flat surface called Part 1 (see Figure A. l ). Actually, in real 
problems, machining a flat surface will always use a flat end mill, not a ball end mill. 
The purpose of generating Data 1 is to check how well ART2 handle the simplest 
collection ofNURBS control points. In generating a flat surface using 12 NURBS 
control points, the points only differ in x and y while z is fixed. All data needed to 
train the ART2 network for Data 1 are tabulated in Table 4.1 and Table 4.2 in section 
4.2.l. The ART2 neural network trained on Data 1 is called Detector 1. There are 12 
parameters used in ART2 network, which their combination value will determine the 
performance of ART2 network. During training we monitor how to adjust these 
parameter values to achieve a 100% poc. The same procedure will be applied every 
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time we train an ART2 network. All results relating to training the ART2 network for 
Data 1 can be found in section 5 .1. 
Data 2 is generated from a parabolic surface called Part 2 (see Figure A.2). 
This surface is constructed using 12 NURBS control points. We can see that there are 
only four types of points in xy plane, the rest differ only on the z value. All data 
needed to train the ART2 network for Data 2 are tabulated in Table 4.3 and Table 4.4 
in section 4.2.2. The ART2 neural network trained on Data 2 is called Detector 2. 
All results relating to training the ART2 network for Data 2 can be found in section 
5.2. 
Data 3 is generated from a type of sculptured pocket called Part 3 using 12 
NURBS control points( see Figure A.3). Here, four points in xy plane will be drawn 
in three different z to yield those 12 NURBS control points. All data needed to train 
the ART2 network for Data 3 are tabulated in Table 4.5 and Table 4.6 in section 
4.2.3. The ART2 neural network trained on Data 3 is called Detector 3. All results 
relating to training the ART2 network for Data 3 can be found in section 5.3 . 
In order to test the ability of the Detector Sculptured Surfaces in handling new 
data set, seven data set are prepared. They are Data Test 1SCC2, Data Test laSCC" 
Data Test 2aSCC1> Data Test 2aSCC2, Data Test 3SCC2, Data test 3aSCC1 and Data 
Test 3aSCC2• These data sets can be found in section 4.3 .1 - 4.3. 7. All results 





The first major problem to be solved is finding good parameter values to 
achieve the highest performance level if possible while training the ARTZ neural 
network. For this purpose, the way Detector I, Detector Zand Detector 3 achieve 
their highest poc will be examined and a conclusion will be made on how to find 
good parameter values. Section 5.5 presents all facts related to achieving higher poc. 
After we get good understanding to adjust the IZ parameter values to achieve 
a high poc in training the ARTZ network, the second problem is how to build a 
detector for tool collision and gouging for sculptured pockets. For this purpose, we 
will focus only on training the ARTZ with six data sets: Data Z, Data 3, Data ZaSCC1, 
Data ZaSCC2, Data 3aSCC1 and Data 3aSCC2• We call this data set as Data 
Sculptured Surfaces. 
Data ZaSCC1 and Data ZaSCC2 are generated from Part ZaSCC1 and Part 
ZaSCC2 which are similar to Part Z, a parabolic surface type. Part ZaSCC1 and Part 
ZaSCC2 are shown in Figure A.Z and Figure A.3 in Appendix A. Section 4.Z.4 and 
4.Z.5 presents the numerical data for Data ZaSCC1 and Data Za SCC2• 
Data 3aSCC1 and DATA 3aSCC2 are generated from Part 3aSCC1 and 
Part3aSCC2 which are similar to Part3, a sculptured surface type. Part 3aSCC1 and 
Part 3aSCC2 are shown in Figure A.4 and Figure A.5 in Appendix A. Section 4.Z.6 
and 4.Z. 7 presents the numerical data for Data 3aSCC1 and Data 3aSCC2• 
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The ART2 neural network trained using these six data sets will be called 
Detector Sculptured Surfaces. All results relating to training the ART2 network for 
Data Sculptured Surfaces can be found in section 5.5. l and 5.5.2. 
The Detector Sculptured Surfaces will be tested using 7 data sets: Data Test 
1SCC2, Data Test laSCC1, Data Test 2aSCC1, Data Test 2aSCC2, Data Test 3SCC2, 
Data Test 3aSCC1 and Data Test 3aSCC2• Section 4.3.1 - 4.3.7 present numerical 
data for these seven data sets. All results relating to testing the Detector Sculptured 




















Figure 4.4 Part 3 
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4.2 Data for Training the ART2 Network 
4.2.1 Data 1 
We identify a part with its coordinate data and present these data in 
Table 4.1. The tool positions and orientations for Data 1 are tabulated in Table 4.2. 
Table 4.1 NURBS Control Points for Data 1 
Type of Surface NURBS 
Number of control 12 
points 
NURBS control Machine Coordinate System Local Coordinate System 
points [mes] (lcssccil 
x y z x y z 
P, 0 0 0 -2 0 2 
P2 2 0 0 0 0 2 
P3 4 0 0 2 0 2 
p4 6 0 0 4 0 2 
Ps 0 2 0 -2 0 0 
p6 2 2 0 0 0 0 
P1 4 2 0 2 0 0 
Pa 6 2 0 4 0 0 
P9 0 4 0 -2 0 -2 
Pio 2 4 0 0 0 -2 
P,, 4 4 0 2 0 -2 
P12 6 4 0 4 0 -2 






Table 4.2 Tool Positions and Orientations for Data 1 SCC1 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Points 
1 0.5 2 2.5 1 0 sec, P1-P 12 
2 0.5 2 2.5 1 15 SCC1 P1-P12 
3 0.5 2 2.5 1 15 sec, P1-P12 
4 0.5 2 2.5 1 15 sec, P1-P12 
5 0.5 2 2.5 1 15 sec, P1-P12 
6 0.5 2 2.5 l 15 SCC1 P1-P12 
7 0.5 2 2.5 l 15 sec, P1-P12 
8 0.5 2 2.5 1 15 sec, P1-P12 
9 0.5 2 2.5 l 20 SCC1 P,-P12 
10 0.5 2 2.5 I 20 sec, P,-P12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
































Table 4.2 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- Nl.JRBS 
Diameter Length Length Diameter Point Control 
Points 
11 0.5 2 2.5 1 20 sec, P1-P12 
12 0.5 2 2.5 1 20 sec, P1-P 12 
13 0.5 2 2.5 1 20 sec, P1-P12 
14 0.5 2 2.5 1 20 sec, P1-P12 
15 0.5 2 2.5 1 20 sec, P1-P12 
16 0.5 2 2.5 1 20 sec, P1-P 12 
17 0.5 2 2.5 1 20 sec, P1-P12 
18 0.5 2 2.5 1 20 sec, P1-P12 
19 0.5 2 2.5 l 20 sec, P1-P12 
20 0.5 2 2.5 1 20 scc1 P1-P12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-15 0 2 G 
-20 0 I 
-20 -5 I 
-20 -10 1 
-20 5 1 
-20 10 1 
-20 -15 I 
-20 -15 1 
-20 -30 1 
-20 30 I 
00 
\0 
Table 4.2 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Point 
21 0.5 2 2.5 l 20 sec, P 1-P12 
22 0.5 2 2.5 1 20 sec, P 1-P 12 
23 0.5 2 2.5 l 20 sec, P 1-P12 
24 0.5 2 2.5 1 20 sec, P1-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
mach. 
Lead Inclination error 
Angle Angle (G,C)b 
-20 -60 I 
-20 60 I 
-20 -90 l 
-20 90 1 
4.2.2 Data 2 
For Data 2, the NURBS control points are tabulated in Table 4.3 and tool 
positions and orientations can be seen in Table 4.4. 
Table 4.3 NURBS Control Points for Data 2SCC1 
Type of NURBS 
Surface 
Number of 12 
control 
points 
NURBS Machine Local Coordinate System 
control Coordinate System [lcsscc1J 
points [mes] 
x y z x y z 
P, 0 5 3 -1.92 188 3.375 -3 
P2 3 5 0 0.00000 0 -3 
pl 4 5 -3 2.07813 -2.625 -3 
p4 6 5 3 4.078 13 3.375 -3 
Ps 0 2 3 -1.92188 3.375 0 
p6 3 2 0 1.078 13 -2.625 0 
P1 4 2 -3 2.07813 3.375 0 
Ps 6 2 3 4 .078 13 3.375 0 
P9 0 -1 3 -1.92188 3.375 3 
PIO 3 -1 0 1.07813 -2.625 3 
Pl 1 4 - I -3 2 .07813 -2.625 3 
P 12 6 -1 3 4 .07813 3.375 3 






Table 4.4 Tool Positions and Orientations for Data 2SCC 1 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
1 0.5 2 2.5 I 0 scc1 P1 -P 12 
2 0.5 2 2.5 I -1 5 SCC1 P1-P12 
3 0.5 2 2.5 I -15 scc1 P1-P12 
4 0.5 2 2.5 1 -15 scc1 P1-P12 
5 0.5 2 2.5 1 -15 scc1 P 1-P 12 
6 0.5 2 2.5 1 -15 scc1 P 1-P 12 
7 0.5 2 2.5 I -15 SCC1 P 1- P12 
8 0.5 2 2.5 1 -15 scc1 P 1-P12 
9 0.5 2 2.5 1 -1 5 SCC1 P 1-P 12 
10 0.5 2 2.5 1 - 15 scc1 P1-P 12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
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Table 4.4 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Point 
11 0.5 2 2.5 1 -1 5 sec, P1-P12 
12 0.5 2 2.5 l -15 sec, P1-P12 
13 0.5 2 2.5 1 - 15 sec, P 1-P12 
14 0.5 2 2.5 1 -15 sec, P 1-P12 
15 0.5 2 2.5 1 -20 sec, P 1-P12 
16 0.5 2 2.5 1 -20 SCC1 P1-P12 
17 0.5 2 2.5 1 -20 sec, P,-P,2 
18 0.5 2 2.5 1 -20 sec, P 1-P12 
19 0.5 2 2.5 1 -20 sec, P 1-P12 
20 0.5 2 2.5 1 -20 sec, P1-P12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gougjng; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-15 0 2 G+C 
- 15 -5 2 G+c 
-15 -10 2 G+C 
-15 -20 2 G+C 
0 0 2 G+C 
5 0 2 G+C 
10 0 2 c 
15 0 1 
20 0 1 
25 0 1 
Table 4.4 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Points 
21 0.5 2 2.5 1 -20 sec, p ,-P 12 
22 0.5 2 2.5 I -20 sec, P1-P12 
23 0.5 2 2.5 1 -20 sec, P1-P12 
24 0.5 2 2.5 1 -20 sec, P1-P12 
25 0.5 2 2.5 1 -20 sec, P1-P12 
26 0.5 2 2.5 l -20 sec, P 1-P12 
27 0.5 2 2.5 I -20 sec, P1-P12 
28 0.5 2 2.5 1 -20 sec, P1-P12 
29 0.5 2 2.5 l -20 sec, P1-P12 
30 0.5 2 2.5 1 -20 sec, P1-P12 
a I : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)1 of 
mach. 
Lead Inclination error 
Angle Angle (G,C) 
b 
30 0 1 
40 0 2 G 
50 0 2 G 
60 0 2 G 
70 0 2 G 
80 0 2 c 
90 0 2 c 
25 -5 1 
25 -10 1 
25 5 1 
Table 4.4 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
31 0.5 2 2.5 1 -20 sec, p ,-P 12 
32 0.5 2 2.5 1 -30 scc1 P1-P12 
33 0.5 2 2.5 1 -30 SCC1 P1-P12 
34 0.5 2 2.5 1 -30 SCC1 P1-P12 
35 0.5 2 2.5 1 -30 SCC1 P1-P12 
36 0.5 2 2.5 1 -30 SCC1 P1-P12 
37 0.5 2 2.5 1 -30 SCC1 P1-P 12 
38 0.5 2 2.5 1 -30 scc1 P1-P12 
39 0.5 2 2.5 l -30 scc1 P1-P 12 
40 0.5 2 2.5 1 -30 scc1 P1-P 12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
25 10 l 
0 0 2 G+C 
20 0 1 
30 0 1 
40 0 1 
50 0 2 G 
60 0 2 G 
70 0 2 G 
90 0 2 G+C 
30 -10 I 
Table 4.4 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Point 
41 0.5 2 2.5 1 -30 sec, P1-P12 
42 0.5 2 2.5 I -30 sec, P1-P12 
43 0.5 2 2.5 1 -30 sec, P1-P12 
44 0.5 2 2.5 1 -30 SCC1 P1-P12 
45 0.5 2 2.5 1 -30 SCC1 P1-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; e: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
30 -20 1 
30 20 I 
30 -60 I 
30 60 1 
30 180 2 c 
4.2.3 Data 3 
For Data 3, the NURBS control points are tabulated in Table 4.5 and the 
collection of tool positions and orientations is tabulated in Table 4.6. 
Table 4.5 NURBS Control Points for Data 3SCC1 






NURBS Machine Coordinate System [mes] Local Coordinate System 
control [lcsscc1] 
points 
x y z x y z 
pl 13.04689 7.90093 3.00001 -2.39863 1.89168 -0.72564 
P2 13.98220 10.20323 3.0000 1 -0.05195 1.47636 -1.42991 
pl 15.16932 8.08080 3.00001 -0.97893 1.51902 0.81795 
P4 14.19804 6.03031 3.00000 -3.15236 1.91187 1.33733 
Ps 11.04484 8.03506 0.00000 -4.07711 -0.73001 -2.55202 
p6 13.61557 13.47030 0.00000 1.68169 -1.77071 -3.93176 
P1 19.01409 8.32885 0.00000 0.95811 -2.08618 3.48143 
Pa 14.79075 0.39633 0.00000 -7.73 105 -0.48905 5.12735 
P9 6.49099 I 1.67079 3.60000 -3.32025 3.142 -8.15121 
Pio 13.0647 18.979 3.60000 6.30353 1.225 19 -7.57489 
P11 22.94362 8.58592 3.60000 4.21719 0.7591 I 6.60394 
P12 I 5.30490 -6.17738 3.60000 -11.82076 3.6948 9.83985 






Table 4.6 Tool Positions and Orientations for Data 3SCC 1 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec-
Diameter Length Length Diameter Point 
1 0.5 2 2.5 1 0 SCC1 
2 0.5 2 2.5 1 0 sec, 
3 0.5 2 2.5 1 0 sec, 
4 0.5 2 2.5 1 0 sec, 
5 0.5 2 2.5 1 0 sec, 
6 0.5 2 2.5 I 15 scc1 
7 0.5 2 2.5 1 15 SCC1 
8 0.5 2 2.5 1 15 scc1 
9 0.5 2 2.5 1 15 scc1 
10 0.5 2 2.5 1 15 scc1 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 













































Table 4.6 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec-
Diameter Length Length Diameter Point 
11 0.5 2 2.5 I 15 sec, 
12 0.5 2 2.5 I 15 sec, 
13 0.5 2 2.5 1 15 sec, 
14 0.5 2 2.5 1 -15 sec, 
15 0.5 2 2.5 1 -15 sec, 
16 0.5 2 2.5 I -15 sec, 
17 0.5 2 2.5 1 -15 sec, 
18 0.5 2 2.5 l 20 sec, 
19 0.5 2 2.5 l 20 sec, 
20 0.5 2 2.5 l 20 sec, 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 















Tool Orientations Status Type 
(1,2)" of 
mach. 
Lead Inclination error 
Angle Angle (G,C)b 
-40 0 2 
-45 0 2 
-60 0 2 G+C 
5 0 l 
30 0 2 c 
60 0 2 G+C 
10 0 I 
5 0 2 G 
-10 0 I 
-30 0 1 
\0 
\0 
Table 4.6 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec 
Diameter Length Length Diameter Point 
21 0.5 2 2.5 1 20 sec, 
22 0.5 2 2.5 1 -20 sec, 
23 0.5 2 2.5 1 -20 scc1 
24 0.5 2 2.5 1 -20 sec, 
25 0.5 2 2.5 1 0 sec, 
26 0.5 2 2.5 l 15 sec, 
27 0.5 2 2.5 l 15 sec, 
28 0.5 2 2.5 1 30 scc1 
29 0.5 2 2.5 1 30 sec, 
30 0.5 2 2.5 I 30 sec, 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 















Tool Orientations Status Type 
(1,2)" of 
ma ch 
Lead Inclination error 
Angle Angle (G,C)b 
-60 0 2 G+c 
-40 0 2 G+C 
30 0 2 c 
20 0 1 
0 -60 1 
-1 0 -60 1 
-10 -180 1 
0 0 2 G 
-30 0 1 







Table 4.6 (continued) 
Inputs 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
0.5 2 2.5 I 30 sec, P1-P12 
0.5 2 2.5 I -30 sec, P1-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-30 270 I 
0 0 2 G 
4.2.4 Data 2aSCC1 
Data 2aSCC1 is generated from a parabolic surface similar to Part 2. Table 4.7 
shows its NURBS control points and Table 4.8 tabulates the collection of tool 
positions and orientations. 
Table 4. 7 NURBS Control Points for Data 2aSCC1 






NURBS Machine Coordinate System Local Coordinate System 
control [mes] [Icsscc1l 
points 
x y z x y z 
P, -4 3.75 1.2500 -4 0.9375 -3 
P2 -2 3.75 0.0000 -2 -0.3 125 -3 
P3 2 3.75 0.0000 2 -0.3125 -3 
p4 4 3.75 1.2500 4 0.9375 -3 
Ps -4 0.75 1.2500 -4 0.9375 0 
p6 -2 0.75 0.0000 -2 -0.3 125 0 
P1 2 0.75 0.0000 2 -0.3 125 0 
Ps 4 0.75 1.2500 4 0.9375 0 
P9 -4 -2.25 1.2500 -4 0.9375 3 
P,o -2 -2.25 0.0000 -2 -0.3125 3 
P11 2 -2.25 0.0000 2 -0.3125 3 
P ,2 4 -2.25 1.2500 4 0.9375 3 






·o 0 ·o 
Table 4.8 Tool Positions and Orientations for Data 2aSCC 1 
Inputs Inputs Outputs 
# 
Tool Properties Tool Surface Properties Tool Orientations Status Type 
Positions (1,2)' of 
mach. 
Tool Cut Gage Shank CC-Point sec- NURBS Lead Inclination error 
Diameter -- -- - Length Length Diameter Point Control Angle Angle (G,C)" 
Points 
1 0.5 2 2.5 1 0 sec, P 1-P 12 0 0 1 
2 0.5 2 2.5 1 0 sec, P 1-P12 30 0 2 G 
3 0.5 2 2.5 1 0 sec, P1-P 12 10 0 1 
4 0.5 2 2.5 1 0 sec, P 1-P12 -15 0 1 
5 0.5 2 2.5 1 15 sec, P1-P12 0 0 1 
6 0.5 2 2.5 1 15 sec, P1-P12 30 0 2 G 
7 0.5 2 2.5 1 20 sec, P 1-P12 20 0 1 
8 0.5 2 2.5 1 20 sec, P 1-P 12 -20 0 1 
9 0.5 2 2.5 1 30 sec, P 1-P12 -30 0 1 
10 0.5 2 2.5 1 30 sec, P1-P 12 0 0 2 G . . .. 
• 1: acceptable pos1hon and onentat1on; 2: unacceptable tool pos1t1on and orientation 




Table 4.8 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec-
Diameter Length Length Diameter Point 
11 0.5 2 2.5 I 30 sec, 
12 0.5 2 2.5 I -15 scc1 
13 0.5 2 2.5 1 -15 scc1 
14 0.5 2 2.5 1 -15 scc1 
15 0.5 2 2.5 I -15 scc1 
16 0.5 2 2.5 I -20 scc1 
17 0.5 2 2.5 I -20 scc1 
18 0.5 2 2.5 1 -20 scc1 
19 0.5 2 2.5 I -30 scc1 
20 0.5 2 2.5 I -30 scc1 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 






P 1- P 12 
P 1-P 12 
P,-P 12 
P 1-P 12 
P ,-P12 




Tool Orienta tions Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-15 0 I 
0 0 1 
30 0 1 
45 0 2 G 
-45 0 2 G 
30 0 1 
45 0 2 G 
-45 0 2 G 
0 0 2 G 
45 0 I 
4.2.5 Data 2aSCC2 
Data 2aSCC2 is generated from Part 2a, which is similar to Part 2. Table 4.9 
shows its NURBS control points and Table 4.10 tabulates the collection of tool 
positions and orientations used for training. 
Table 4.9 NURBS Control Points for Data 2aSCC2 






NURBS Machine Coordinate Local Coordinate System 
control System [lcsscd 
points [mes] 
x y z x y z 
P, -4 3.75 1.2500 5.8778 1 2.05692 1.500 
P2 -2 3.75 0.0000 4.20457 0.39476 1.500 
P3 2 3.75 0.0000 0.30404 -0.49172 1.500 
P. 4 3.75 1.2500 -1.92326 0.28395 1.500 
p$ -4 0.75 1.2500 5.87781 2.05692 -1.500 
p6 -2 0.75 0.0000 4.20457 0.39476 - 1.500 
P1 2 0.75 0.0000 0.30404 -0.49172 -1.500 
Ps 4 0.75 1.2500 -1.92326 0.28395 -1.500 
P9 -4 -2.25 1.2500 5.8778 1 2.05692 -4.500 
Pio -2 -2.25 0.0000 4.20457 0.39476 -4.500 
P, , 2 -2.25 0.0000 0.30404 -0.49172 -4.500 
P12 4 -2.25 1.2500 -1.92326 0.28395 -4.500 
CC- scei 0 0.75 0.3125 0.00000 0.00000 0.000 
points 
104 
Table 4. l 0 Tool Positions and Orientations for Data 2aSCC 2 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Points 
I 0.5 2 2.5 I 0 SC~ P 1-P12 
2 0.5 2 2.5 I 0 SC~ P 1-P12 
3 0.5 2 2.5 I 0 SCC2 P 1-P12 
4 0.5 2 2.5 I 0 SC~ P 1-P12 
5 0.5 2 2.5 I 0 SCC2 P 1-P12 
6 0.5 2 2.5 I 0 SCC2 P 1-P 12 
7 0.5 2 2.5 1 0 SCC2 P 1-P12 
8 0.5 2 2.5 I 0 SCC2 P1-P 12 
9 0.5 2 2.5 I 0 SCC2 P 1-P 12 
10 0.5 2 2.5 I 0 SC~ P1-P 12 
• I : acceptable position and orientation; 2: unacceptable tool position and orientation 






























Table 4.10 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Point 
11 0.5 2 2.5 I 0 SCC2 P1-P12 
12 0.5 2 2.5 1 0 SCC2 P1 - P1 2 
13 0.5 2 2.5 I 0 SCC2 P 1- P1 2 
14 0.5 2 2.5 1 0 SCC2 P 1-P12 
15 0.5 2 2.5 1 15 SCC2 P 1-P12 
16 0.5 2 2.5 I 15 scei P 1-P 12 
17 0.5 2 2.5 1 15 scei P 1-P12 
18 0.5 2 2.5 1 15 SCC2 P 1-P12 
19 0.5 2 2.5 1 15 SCC2 P 1-P12 
20 0.5 2 2.5 1 15 SCC2 P1-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
30 225 2 G 
60 60 2 G 
16 180 I 
16 -45 I 
15 0 2 G 
60 0 2 G 
5 0 2 G 
0 0 1 
-60 0 2 G 




Table 4.10 (continued) 
Inputs Inputs 
# 
T ool Properties Tool Surface Proper ties 
Positions 
T ool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
21 0.5 2 2.5 I 15 SCC2 P1-P12 
22 0.5 2 2.5 l 15 SCC2 P1-P12 
23 0.5 2 2.5 I 20 SCC2 P 1-P12 
24 0.5 2 2.5 l 20 SCC2 P 1-P12 
25 0.5 2 2.5 I 20 SCC2 P1-P12 
26 0.5 2 2.5 1 20 SCC2 P 1-P12 
27 0.5 2 2.5 1 20 SCC2 P 1-P12 
28 0.5 2 2.5 1 20 SCC2 P 1-P 12 
29 0.5 2 2.5 1 30 SCC2 P1-P 12 
30 0.5 2 2.5 I 30 SCC2 P 1-P 12 
• I : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
T ool Orientations Status T ype 
(1,2)" of 
mach. 
Lead Inclination error 
Angle Angle (G,C)b 
-32 0 2 G 
-3 1 0 l 
0 0 2 G 
60 0 2 G 
-5 0 I 
-30 0 l 
-40 0 2 G 
-35 0 I 
15 0 2 G 




Table 4.10 (continued) 
Inputs Inputs 
# 
Tool Properties Surface Properties 
Tool Cut Gage Shank CC- sec- NURBS 
Diameter Length Length Diameter Point Point Control 
Points 
31 0.5 2 2.5 I 30 SCC2 P1-P12 
32 0.5 2 2.5 1 30 SCC2 P1-P12 
33 0.5 2 2.5 l 30 SCC2 P1-P12 
34 0.5 2 2.5 1 30 SCC2 P1-P12 
35 0.5 2 2.5 1 30 SCCz P1-P12 
36 0.5 2 2.5 1 -15 SCCz P1-P 12 
37 0.5 2 2.5 I -15 SCC2 P1-P12 
38 0.5 2 2.5 1 -15 SCC2 P1-P12 
39 0.5 2 2.5 1 -15 SCC2 P,-P12 
40 0.5 2 2.5 I -20 SCC2 P1-P12 
• I : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: coll ision 
Outputs 
Tool Orientation Status Type 
(1 ,2)0 of 
macb. 
Lead Inclination error 
Angle Angle (G,C)b 
-10 0 2 G 
-15 0 I 
-60 0 2 G 
-47 0 I 
-48 0 2 G 
0 0 I 
60 0 2 G 
32 0 2 G 
31 0 I 




Table 4.10 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
41 0.5 2 2.5 I -20 SCCi P1-P12 
42 0.5 2 2.5 I -20 SCC2 P1-P12 
43 0.5 2 2.5 1 -20 SCC2 P1-P 12 
44 0.5 2 2.5 I -20 SCC2 P1-P12 
45 0.5 2 2.5 I -20 SCC2 P1-P12 
46 0.5 2 2.5 l -20 SCC2 P 1-P12 
47 0.5 2 2.5 1 -30 SCC2 P1-P12 
48 0.5 2 2.5 l -30 SCC2 P1-P12 
49 0.5 2 2.5 l -30 SCCi P1-P12 
50 0.5 2 2.5 1 -30 SCC2 P1-P 12 
• I: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-60 0 2 G 
5 0 1 
60 0 1 
45 0 2 G 
37 7 l 
38 0 2 G 
0 0 2 G 
30 0 l 
45 0 2 G 




Table 4.10 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Po itions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
51 0.5 2 2.5 I -30 SCC2 P1-P12 
52 0.5 2 2.5 I -30 SCC2 P ,-P12 
53 0.5 2 2.5 I -30 SCC2 P 1-P12 
54 0.5 2 2.5 I -30 SCC2 P,-P12 
55 0.5 2 2.5 I -30 SCC2 P1-P12 
56 0.5 2 2.5 1 -30 SCC2 P1-P12 
• l: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
40 90 I 
40 315 I 
45 215 2 G 
-5 0 2 G 
-45 0 2 G 
-90 0 2 G 
4.2.6 Data 3aSCC1 
Data 3aSCC1 is generated from Part 3a, which is similar to Part 3. Table 4.11 
shows the NURBS control points and Table 4.12 tabulates tool positions and 
orientations. 
Table 4.11 NURBS Control Points for Data 3a 






NURBS Machine Coordinate System Local Coordinate System 
control [mes] [lcsscc1l 
points 
x y z x y z 
P1 9.750950 5.92640 0.000 1.96999 0.43868 0.93334 1 
P2 10.75035 6.88235 0.000 1.70283 l.16331 -0.21391 
P3 11.83666 5.62224 0.000 2.63705 0.05364 -1.02867 
p4 10.53309 4.36212 0.000 2.99256 -0.90244 0.47024 
P5 6.833450 5.79318 -4.500 -2.31480 -2.00890 3.03769 
p6 11.14487 8.59903 -4.500 -2.76535 0.02932 -1.66375 
P1 16.83367 5.36153 -4.500 0.33655 -3.00790 -6.56245 
Ps 9.947250 2.23455 -4.500 0.33454 -5.14571 0.69223 
Pg 5.427250 5.9942 1 0.015 0.89907 0.78094 5. 10889 
P,o 10.29279 I 1.64452 0.015 -0.93225 5.13089 -0.66377 
P11 19.32121 8.44664 0.015 2.95723 1.91173 -8.80304 
P12 10.29279 -1.22563 O.Q1 5 5.92272 -5 .48962 1.75588 


















Table 4.12 Tool. Positions and Orientations for Data 3aSCC 1 
Inputs 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Point 
0.5 2 2.5 I 0 scc1 p ,-P 12 
0.5 2 2.5 I 0 sec, P1-P12 
0.5 2 2.5 I 0 sec, P1-P12 
0.5 2 2.5 1 -15 sec, P1-P 12 
0.5 2 2.5 I - 15 sec, P1-P 12 
0.5 2 2.5 I 20 sec, P1-P 12 
0.5 2 2.5 1 20 sec, P1-P 12 
0.5 2 2.5 I 20 sec, P1-P 12 
0.5 2 2.5 I 20 sec, P1-P 12 
0.5 2 2.5 I -20 sec, P1-P12 
• I: acceptable position and orientation; 2: unacceptable tool position and orientation 

































Table 4.12 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool C ut Gage Shank CC-Point SCC-
Diameter Length Length Diameter Point 
11 0.5 2 2.5 I -20 sec, 
12 0.5 2 2.5 1 20 sec, 
13 0.5 2 2.5 1 20 sec, 
14 0.5 2 2.5 1 20 sec, 
15 0.5 2 2.5 I 20 sec, 
16 0.5 2 2.5 I 20 sec, 
17 0.5 2 2.5 1 20 sec, 
18 0.5 2 2.5 1 20 sec, 
19 0.5 2 2.5 I 30 sec, 
20 0.5 2 2.5 1 30 sec, 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 











P , -P1 2 
P 1 -P 1~ 
P1-P12 
Outputs 
Tool Orientations Status Type 
(1,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
30 0 2 c 
-20 0 2 c 
-20 -70 2 c 
-25 0 1 
-25 -25 2 c 
-25 -15 1 
-25 .. 70 2 c 
-25 -20 1 
0 0 2 C+G 
-25 0 2 c 
..... 
+:-. 
Table 4.12 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
21 0.5 2 2.5 l 30 sec, P1 - P12 
22 0.5 2 2.5 I 30 sec, P1-P12 
23 0.5 2 2.5 I 30 SCC1 P1-P12 
24 0.5 2 2.5 1 30 SCC1 P 1-P12 
25 0.5 2 2.5 I 30 SCC1 P1-P12 
26 0.5 2 2.5 I 30 SCC1 P1-P12 
27 0.5 2 2.5 l -30 sec, P1-P 12 
28 0.5 2 2.5 1 -30 sec, P1-P 12 
29 0.5 2 2.5 l -30 sec, P1-P 12 
30 0.5 2 2.5 I -30 SCC1 P1- P 12 
• I : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-27 0 l 
-27 -30 2 c 
-27 -20 l 
-30 -45 2 c 
-30 -35 l 
-30 -10 I 
0 0 2 
-30 0 2 G 
45 0 2 c 
45 - 120 2 c 
Table 4.1 2 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC-
Diameter Length Length Diameter Point 
31 0.5 2 2.5 I -30 sec, 
....... 32 0.5 2 2.5 1 -30 sec, 
~ • 1: acceptable position and orientation; 2: unacceptable tool position and orientation 







Tool Orientations Status Type 
(1,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
45 120 I 
45 180 1 
4.2. 7 Data 3aSCC2 
Data 3a is generated from Part 3a, which is similar to Part 3. Table 4.13 
shows the NURBS control points and Table 4.14 tabulates the tool positions and 
orientations at SCC2• 
Table 4.13 NURBS Control Points for Data 3aSCC2 






NURBS Machine Coordinate System Local Coordinate System 
control [mes] [lcsscd 
points 
x y z x y z 
P, 9.750950 5.92640 0.000 0.91658 4.32013 0.29896 
P2 10.75035 6.88235 0.000 0.63367 3.56762 1.42427 
pl 11 .83666 5.62224 0.000 0.46139 2.26478 0.40403 
p4 10.53309 4.36212 0.000 0.83119 3.24354 -1.07667 
Ps 6.833450 5.79318 -4.500 5.96087 6.13243 0.07481 
p6 11.14487 8.59903 -4.500 4.81792 2.60809 3.64326 
P1 16.83367 5.36153 -4.500 3.71804 -3.50571 1.58036 
Ps 9.947250 2.23455 -4.500 5.46393 2.40922 -2.79755 
P9 5.427250 5.9942 1 0.015 1.87870 8.46538 -0.46948 
P ,o 10.29279 l l.64452 0.015 0.44275 5.01189 5.98118 
P11 19.32121 8.44664 0.0 15 -1.41695 -4.28185 4.60038 
P,2 10.29279 -1.22563 0.015 1.19978 2.29769 -6.57672 







Table 4.14 Tool Positions and Orientations for Data 3aSCC 2 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec-
Diameter Length Length Diameter Point 
1 0.5 2 2.5 1 0 SCC2 
2 0.5 2 2.5 1 0 SCC2 
3 0.5 2 2.5 l 0 SCC2 
4 0.5 2 2.5 1 0 SCC2 
5 0.5 2 2.5 l -15 SCC2 
6 0.5 2 2.5 l -15 SCC2 
7 0.5 2 2.5 l -15 SCCi 
8 0.5 2 2.5 1 -15 SCC2 
9 0.5 2 2.5 1 20 SCC2 
10 0.5 2 2.5 1 20 SCC2 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 












































Table 4.14 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec-
Diameter Length Length Diameter Point 
11 0.5 2 2.5 1 20 SCC2 
12 0.5 2 2.5 1 -30 SCC2 
13 0.5 2 2.5 l -30 SCC2 
14 0.5 2 2.5 l -30 SCC2 
15 0.5 2 2.5 1 30 SCC2 
16 0.5 2 2.5 1 30 scei 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 











Tool Orientations Status Type 
(1 ,2)" of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-30 0 2 c 
0 0 2 G+C 
30 0 I 
20 0 2 G+C 
10 0 2 G 
-5 -60 2 G+C 
4.3 Data for Testing the Trained ART2 Network 
All data sets in this section are used to test the trained AR T2 network. 
Table 4.15 shows the relation between each data set and appropriate detectors. 
Table 4.15 Set of Data Test for its Appropriate Detector 
Detector Related Table# 
1 2 3 Sculptured 
Surfaces 
Data Test 1SCC2 * Table 4.16 
Data Test la SCC1 * * Table 4.17 
Data Test 2aSCC1 * * Table 4.18 Table 4.7 
Data Test 2aSCC2 * * Table 4.19 Table 4.9 
Data Test 3SCC2 * * Table 4.20 Table 4.21 
Data Test 3a SCC1 * * Table 4.22 Table 4.11 
Data Test 3aSCC2 * * Table 4.23 Table 4.13 
Note: 
* shows that the data in this row will be used to test the detector in this column. 
For example: Data Test 3a SCC1 will be used to test Detector 3. The NURBS 
control points can be found in Table 4.11 and the tool positions and 
orientations used for training can be seen in Table 4.22. 
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4.3.1 Data Test 1SCC2 
Data Test 1SCC2 is generated from Part 1 at SCC2. Table 4.16 shows the 
NURBS control points represented with LCS at SCC2. This table is the same as Data 
1, except the original NURBS control points are replaced by those in Table 4.16. 
Table 4.16 NURBS Control Points for Data Test 1 SCC2 
Type of Surface NURBS 
Number of control 12 
points 
NURBS control Machine Coordinate System Local Coordinate System 
points [mes] [lcsscd 
x y z x y z 
P, 0 0 0 -4 0 2 
P2 2 0 0 -2 0 2 
P3 4 0 0 0 0 2 
p4 6 0 0 2 0 2 
Ps 0 2 0 -4 0 0 
p6 2 2 0 -2 0 0 
P1 4 2 0 0 0 0 
Pa 6 2 0 2 0 0 
P9 0 4 0 -4 0 -2 
Pao 2 4 0 -2 0 -2 
P11 4 4 0 0 0 -2 
P12 6 4 0 2 0 -2 




4.3.2 Data Test 1 aSCC1 
Data Test laSCC2 is generated from Part la at SCC1, which is similar to Part 
1. Table 4.1 7 shows the NURBS control points represented with the LCS at SCC1• 
The tool positions and orientations is the same as Data 1, except the NURBS control 
points are those shown below. 
Table 4.17 NURBS Control Points for Data 1 aSCC1 
Type of Surface NURBS 
Number of control 12 
points 
NURBS control Machine Coordinate System Local Coordinate System 
points [mes] [lcsscc1J 
x y z x y z 
Pi 2.075 4.3375 0 -4.5 0 -0.66667 
P2 3.075 4.3375 0 -3.5 0 -0.66667 
P3 7.075 4.3375 0 0.5 0 -0.66667 
p4 10.075 4.3375 0 3.5 0 -0.66667 
Ps 2.075 3.3375 0 -4.5 0 0.33330 
p6 3.075 3.3375 0 -3.5 0 0.33330 
P1 7.075 3.3375 0 0.5 0 0.33330 
Ps 10.075 3.3375 0 3.5 0 0.33330 
P9 2.075 2.3375 0 -4.5 0 1.33330 
P,o 3.075 2.3375 0 -3.5 0 1.33330 
pll 7.075 2.3375 0 0.5 0 1.33330 
P12 10.075 2.3375 0 3.5 0 1.33330 




4.3.3 Data Test 2aSCC1 
The NURBS control points (surface properties) for Data Test 2aSCC1 are the 
same as those in Data 2aSCC1, the data set used to train Detector Sculptured Surfaces 
which is tabulated in Table 4.7, since both come from the same part, Part 2a .. They 
differ only on tool positions and tool orientations. Table 4.18 tabulates tool positions 
and orientation of a ball-end mill positioned at SCC1 at Part 2a. The purpose of 
preparing this data set is to test the ability of the trained ART2 network to detect 
gouging or collision problem where the tool, the surface, the sec points are the same 
with those used during training and only the tool positions and tool orientations are 
different. 
4.3.4 Data Test 2aSCC2 
The NURBS control points (surface properties) for Data Test 2aSCC2 is the 
same as those in Data 2aSCC2 (Table 4.9), the data set used to train Detector 
Sculptured surface. Table 4.19 tabulates the collection of tool positions and 
orientations for a ball -end mill positioned at SCC2 at Part 2a. As the purpose of 
generating Data Test 2aSCC1, Data Test 2aSCC2 is generated to test the ability of the 
Detector Sculptured Surfaces in handling new data which differ only on the tool 




Table 4.18 Tool Positions and Orientations for Data Test 2aSCC 1 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Point 
I 0.5 2 2.5 I 0 sec, P 1-P 12 
2 0.5 2 2.5 I 0 sec, P 1-P12 
3 0.5 2 2.5 I 0 sec, P 1-P12 
4 0.5 2 2.5 I 0 sec, P 1-P12 
5 0.5 2 2.5 I 0 sec, P 1-P12 
6 0.5 2 2.5 1 30 sec, P 1-P12 
7 0.5 2 2.5 1 -15 sec, P ,-P12 
8 0.5 2 2.5 1 -20 sec, P 1-P12 
9 0.5 2 2.5 1 -30 sec, P ,-P12 
10 0.5 2 2.5 I -30 sec, P 1-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 






























Table 4.19 Tool Positions and Orientation for Data Test 2aSCC 2 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
1 0.5 2 2.5 1 0 SCC2 P1-P12 
2 0.5 2 2.5 I 0 SCC2 P 1-P 12 
3 0.5 2 2.5 1 0 SCC2 P 1-P 12 
4 0.5 2 2.5 l 0 SCC2 P 1-P 12 
5 0.5 2 2.5 l 0 SCC2 P 1-P 12 
6 0.5 2 2.5 l 0 SCC2 P 1-P 12 
7 0.5 2 2.5 1 0 SCC2 P 1-P 12 
8 0.5 2 2.5 1 0 SCC2 P 1-P 12 
9 0.5 2 2.5 1 0 SCC2 P 1-P 12 
10 0.5 2 2.5 1 0 SCC2 P 1-P12 
• 1: acceptable pos ition and orientation; 2: unacceptable tool position and orientation 
































Table 4.19 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Points 
11 0.5 2 2.5 1 15 SCC2 P 1-P1 2 
12 0.5 2 2.5 1 15 SCC2 P 1-P12 
13 0.5 2 2.5 1 15 SCC2 P 1-P 12 
14 0.5 2 2.5 1 15 SCC2 P 1- P 12 
15 0.5 2 2.5 I 15 SCC2 P 1-P12 
16 0.5 2 2.5 1 15 SCC2 P1- P 12 
17 0.5 2 2.5 1 20 SCC2 P1- P 12 
18 0.5 2 2.5 1 20 SCC2 P 1-P12 
19 0.5 2 2.5 1 20 SCC2 P 1-P 12 
20 0.5 2 2.5 l 20 SCC2 P 1- P 12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1 ,2)" of. 
macb. 
Lead Inclination error 
Angle Angle (G,C)b 
30 0 2 G 
10 0 2 G 
-15 0 1 
-30 0 1 
-45 0 1 
-33 0 2 
5 0 2 G 
30 0 2 G 
30 0 2 G 
40 0 2 G 
Table 4.19 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool C ut Gage Shank CC-Point SCC- NURBS 
Diameter Length Length Diameter Point Control 
Point 
21 0.5 2 2.5 I 20 SCC2 P1-P12 
22 0.5 2 2.5 I 20 SCC2 P1-P12 
23 0.5 2 2.5 1 20 SCC2 P1-P12 
24 0.5 2 2.5 1 30 SCC2 P1-P12 
25 0.5 2 2.5 I 30 SCC2 P1-P12 
26 0.5 2 2.5 1 30 SCC2 P,-P ,2 
27 0.5 2 2.5 1 30 SCC2 P1-P12 
28 0.5 2 2.5 1 30 SCC2 P,-P12 
29 0.5 2 2.5 1 30 SCC2 P1-P12 
30 0.5 2 2.5 I 30 SCC2 P,-P12 
• 1: acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: collision 
Outputs 
Tool Orientations Status Type 
(1,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,C)b 
-10 0 1 
-60 0 2 G 
-45 0 2 G 
0 0 2 G 
30 0 2 G 
45 0 2 G 
-5 0 2 G 
-30 0 1 
-45 0 1 
-50 0 2 G 
4.3.5 Data Test 3SCC2 
Data Test 3SCC2 is generated from Part 3 at SCC2. Table 4.20 shows the 
NURBS control points represented with LCS at SCC2. The collection of tool position 
and orientation are shown in Table 4.21. 
Table 4 20 NURBS Control Points for Data Test 3SCC ·2 





NURBS Machine Coordinate System Local Coordinate System 
control [mes] [lcscoJ 
points 
X[mcs] Y[mcs] Z[mcs] X[Ics] Y[lcs] Z[lcs] 
P, 13.04689 7.90093 3.00001 -10.8269 3.56403 2.53956 
P2 13.98220 10.20323 3.00001 -11.5178 2.5 1217 -7.2092 
PJ 15. 16932 8.08080 3.00001 2.72 12 0.8484 -6.9092 
P, 14.19804 6.0303 1 3.0000 8.0060 2.0463 8.8051 
Ps 11.04484 8.03506 0.0000 -5.5123 -0.7494 2.283 1 
p6 13.61557 13.47030 0.0000 -7.6249 -1.1507 -3.331 8 
P1 19.0 1409 8.32885 0.0000 -0.2279 -2.0579 -3.5442 
Ps 14.79075 0.39633 0.0000 2.5296 -1.3947 4.9832 
P9 6.49099 11.67079 3.6000 -3.6832 1.8802 0.6203 
P,o 13.0647 18.979 3.6000 -4.6839 1.7355 -1.6497 
P11 22.94362 8.58592 3.6000 -2.3484 1.5321 -1.0027 
P12 15.30490 -6. 17738 3.6000 - 1.5526 1.6838 1.1169 



















Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter L ength Length Diameter Point Control 
Point 
0.5 2 2.5 I 0 SCC2 P1-P 12 
0.5 2 2.5 l 0 scei P1-P 12 
0.5 2 2.5 I 0 SCC2 P 1- P 12 
0.5 2 2.5 I 15 SCC2 P 1-P 12 
0.5 2 2.5 l 20 SCCi P ,-P 12 
0.5 2 2.5 1 15 SCC2 P 1-P 12 
0.5 2 2.5 l -20 SCC2 P1-P12 
0.5 2 2.5 I -30 SCC2 P 1-P 12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
b G: gouging; C: coll ision 

























4.3.6 Data Test 3aSCC1 
The NURBS control points (surface properties) for Data Test 3aSCC1 are the 
same as those in Data 3aSCC1, the data set used to train Detector Sculptured Surfaces 
which is tabulated in Table 4.11, since both come from the same part, Part 3a. They 
differ only on tool positions and tool orientations. Table 4.22 tabulates tool positions 
and orientation of a ball-end mill positioned at SCC1 at Part 3a. The purpose of 
preparing this data set is to test the ability of the trained ART2 network to detect 
gouging or collision problem where the tool, the surface, the SCC-points are the same 
with those used during training and only the tool positions and tool orientations are 
different. 
4.3.7 Data Test 3aSCC2 
The NURBS control points (surface properties) for Data Test 3aSCC2 is the 
same as those in Data 3aSCC2 (Table 4.13), the data set used to train Detector 
Sculptured surface. Table 4.23 tabulates the collection of tool positions and 
orientations for a ball-end mill positioned at SCC2 at Part 3a. As the purpose of 
generating Data Test 3aSCC1, Data Test 3aSCC2 is generated to test the ability of the 
Detector Sculptured Surfaces in handling new data which differ only on the tool 





Table 4.22 Collection of Tool Positions and Orientations for Data Test 3aSCC1 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
I 0.5 2 2.5 I 0 sec, P 1-P12 
2 0.5 2 2.5 I -15 sec, P,-P,2 
3 0.5 2 2.5 I 20 sec, P1-P12 
4 0.5 2 2.5 I 20 sec, P 1-P12 
5 0.5 2 2.5 I -20 sec, P 1-P12 
6 0.5 2 2.5 l -20 sec, P1-P12 
7 0.5 2 2.5 1 20 sec, P1-P 12 
8 0.5 2 2.5 1 20 sec, P 1-P12 
9 0.5 2 2.5 1 30 sec, P1-P12 
10 0.5 2 2.5 1 30 sec, P 1-P12 
• l : acceptable position and orientation; 2: unacceptable tool position and orientation 
































Table 4.22 (continued) 
Inputs Inputs 
# 
Tool Properties Tool Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point sec- NURBS 
Diameter Length Length Diameter Point Control 
Points 
11 0.5 2 2.5 l 30 sec, P1-P12 
12 0.5 2 2.5 1 30 sec, P1-P12 
13 0.5 2 2.5 1 30 sec, P 1-P12 
14 0.5 2 2.5 1 30 sec, P 1-P12 
15 0.5 2 2.5 1 30 sec, P1-P12 
16 0.5 2 2.5 1 -30 sec, P1-P12 
17 0.5 2 2.5 1 -30 sec, P1-P12 
18 0.5 2 2.5 1 -30 sec, P 1-P12 
19 0.5 2 2.5 1 -30 sec, P1-P12 
• I: acceptable position and orientation; 2: unacceptable tool position and orienta tion 
b G: gouging; C: coll ision 
Outputs 
Tool Orientations Status Type 
(1 ,2)1 of 
ma ch. 
Lead Inclination error 
Angle Angle (G,qb 
-27 - 15 I 
-30 -30 1 
-30 -20 1 
-40 0 I 
-50 0 2 G 
10 0 2 G+C 
10 0 2 G+C 
45 150 1 
45 -90 2 
(.,..) 
N 
Table 4.23 Collection of Tool Positions and Orientations for Data Test 3aSCC 2 
Inputs Inputs 
# 
Tool Properties Tools Surface Properties 
Positions 
Tool Cut Gage Shank CC-Point SCC- NURBS 
Radius Length Lengt h Diameter Point Control 
Points 
1 0.5 2 2.5 l 0 SCC2 P 1-P 12 
2 0.5 2 2.5 I 0 SCC2 P 1-P12 
3 0.5 2 2.5 1 0 SCC2 P 1-P 12 
4 0.5 2 2.5 1 0 SCC2 P 1-P12 
5 0.5 2 2.5 l -15 SCC2 P1- P 12 
6 0.5 2 2.5 1 -15 SCC2 P 1-P12 
7 0.5 2 2.5 I 20 SCC2 P 1- P 12 
8 0.5 2 2.5 I 30 scei P 1-P 12 
9 0.5 2 2.5 l SCC2 P1-P12 
10 0.5 2 2.5 I SCC2 P 1-P12 
• l: acceptable position and orientation; 2: unacceptable tool position and orientation 


























5. TRAINING THE ART2 NETWORK 
This chapter discusses how to train the ART2 network to achieve good 
performance, as measured by the percentage of correct classification (poc). There are 
five sections in this chapter. Section 5.1 - 5.3 show the training of ART2 for Data 1, 
Data 2 and Data 3, respectively. The results and testing of the generalization of each 
network from Data 1, Data 2 and Data 3 will be also included in these three sections. 
Section 5.4 discusses the effect of parameters based on processing Data 1, Data 2 and 
Data 3. Section 5.5 shows a more specific ART2 network for sculptured surfaces. 
5.1 Data 1 
5.1.1 Finding Good Parameter Values for Data 1 
The goal of training the ART2 network in this research is to strive for the 
highest percentage of correct classification (poc), which is 100%. There are 13 
parameter values to be selected in training the ART2 network and those values will 
determine the poc value. The 13 parameters are a, b, c, d, e, p, 8, a, the initial value 
of w1:2, the initial value of w2:1, the number of epochs (nep), the number of neurons 
in Layer 2 (nonl2) and the tolerance of weight updating (towu). Since we know that 
the parameter e functions to avoid division by zero, we fix its value at 0.00000001. 
Therefore, we will only deal with the 12 remaining parameters. In this research, we 
will use a heuristic approach to find good parameter values. We start by choosing 
arbitrary initial values of the parameters; then a parameter will be selected as a 
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moving parameter. While keeping the others fixed at their initial values (or the 
previous values), we will try to detennine which values of the moving parameter will 
give a better poc value. The vaJue of the moving parameter that gives a better poc 
value will be then fixed as the parameter value for the next experiment. Then, we 
will select another parameter as a moving parameter. 
The training of Data 1 starts with setting arbitrary values of the 12 parameters 
as shown in Table 5.1. 
Table 5.1 The Initial Parameter Values for Data 1 
a = 10 init w 12 = 0.5 c = 0.90000 
b = 10 init W2 I = 0.0 d = 0.90000 
nep = 4 (} = -1.0 towu = 0.00065 
nonl2 = 24 a = 0.5 p = 0.99900 
e = 0.000000 l 
With these initial values, the poc reached is 79.17%. Then parameter pis chosen as 
the moving parameter and we found that p = 0.995 gives a better poc value which is 
91.67%. Next, we choose nonL2 as the moving parameter and we found that nonL2 
equals to 2 1 improves the poc value to 95.83%. Now, we choose towu as the moving 
parameter and we found that towu equal to 0.00001 will improve the poc value to 
100%. The selected parameter values that give 100% poc are tabulated in 
Table 5.2. 
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Table 5.2 The Selected Parameter Values to achieve poc* = 100% for Data 1 
a = 10 init w•2 = 0.5 c = 0.90000 -
b = 10 init W2 I = 0.0 d = 0.90000 -
nep = 4 8 =-1.0 towu = 0.00001 
nonl2 = 21 a = 0.5 p = 0.99950 
e = 0.0000001 
Using these parameter values, the matrix W 1:2 of the ART2 network is tabulated in 
Table C.1 (see Appendix C). The trained ART2 network for Data 1 will be called 
Detector 1. 
5.1.2 The Generated Classes for Data 1 
The results of the ART2 network for Data 1 with the selected parameter 
values as in Table 5.2 are shown in Table 5.3. There are three type of classes: a type 
1 class (the acceptable tool position and orientation), a type 2 class (the unacceptable 
tool position and orientation) and a type 0 class, which is a class with no member. 
From 21 neurons set during the training only 19 neurons are used to classify the 
inputs. Neurons 1, 4, 5, 6, 7, 11 , 12, 13, 14, 15, 16, 17, 18 and neuron 19 are of type 
l class. Neurons 2, 3, 8, 9, and neuron 10 are of type 2 class. Neuron 20 and 21 are 
of type 0 class. The table can be read, for example, input 1 {pl) is an input of type 1, 
this information is known during training. This input 1 is classified into neuron I, 
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where neuron 1 is a member of type 1 class. Input 2 (p2) is an input of type 2 and is 
classified into neuron 2 which is a member of type 2 class. 
Table 5.3 The Generated Classes for Data 1 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type J 1 p l 
Class 
4 p4 p12 
5 p5 p1 3 
6 p6 p17 
7 p7 p8 pl9 
11 p14 
12 p l5 
13 pl6 










9 p 10 
10 p ll 
TypeO 20,2 1 
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All the 24 data used in training are classified correctly (poc = 100%). Input 1, 
4, 5, 6, 7, 8, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21,,22, 23, 24 are inputs of type 1 and 
are correctly classified in class of type 1. Input 2, 3, 9, 10 and 11 are inputs of type 2 
and are classified correctly in a class of type 2. Percentage of correct classification is 
calculated by 1 minus number of misplaced input divided by number of total input. 
For Data 1, the percentage of correct classification is equal to (1-0/24)x 100%, or 
100%. 
5.1.3 Testing of Generalization for Data 1 
Data 1 is generated from a flat surface at one 1 SCC-point. Table 5.4 shows 
the performance of Detector 1 with similar new data. There are 2 sets of new data 
used here: I) Data 1SCC2, which is data generated from the same surface (Part 1) but 
at different SCC-point (SCC2), and Data laSCC,, which is data generated from a 
different surface at 1 SCC-point. The purpose of generating Data 1 SCC2 is to check 
whether the ART2 can handle the same condition which is represented differently. 
The purpose of generating Data laSCC1 is to check whether the ART2 network can 
grasp the concept of gouging and collision or not when we test with a different flat 
surface or different set of NURBS control points. The expectation is that Detector l 
should be able to detect both data from Data1SCC1 and Data laSCCz with 100% 
correctness. 
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Table 5 .4 Testing of Generalization for Data 1 
Percentage of Correct Classification with Detector 1 
Data 1 SCC2 100% 
Data l a SCC, 100% 
5.2 Data 2 
5.2.1 Finding Good Parameter Values for Data 2 
With the same approach, the processing of Data 2 can aJso reach a 100% 
correctness. The initial parameter values is tabulated in Table 5.5. 
Table 5.5 The Initial Parameter Values for Data 2 
a = 10 init w 12 = 0.5 c = 0.90000 
b = 10 init w21 = 0.0 d = 0.90000 -
nep = 4 {} = - 0.5 towu = 0.00250 
nonl2 = 45 a = 0.9 p = 0.90000 
e = 0.0000001 
With these initial values, the poc is 57.78%. When pis chosen as the moving 
parameter, we found that p equal to 0.9991 improves poc to 95.5%. Next, we found 
that changing towu from 0.0025 to 0.0001 increase the p oc to its highest value, 
100%. The selected parameter values to achieve poc = 100% are tabulated in 
Table 5.6. 
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Table 5.6 The Selected Parameter Values to achieve poc* 100% for Data 2 
a = 10 init w12 = 0.5 c = 0.90000 
b = 10 in it wi• = 0.0 d = 0.90000 -
nep = 4 8 = -0.5 towu = 0.00250 
nonl2 = 45 a = 0.9 p = 0.99900 
e = 0.000000 I 
Using these parameter values, the matrix W 1=2 is tabulated in Table C.2 and 
(see Appendix C). The trained ART2 network for Data 2 will be called Detector 2. 
5.2.2 The Generated Classes for Data 2 
Table 5.7 shows the classes generated after we train the ART2 network for 
Data 2 with parameter values as in Table 5.6. From the 45 neurons set during 
training, only 13 neurons used to classify the inputs. Neurons 4, 8, 15, 16, 18, 19, 20 
are neurons of type 1 class. Neurons 1, 2, 5, 6, 7 and 21 are neurons of type 2 class. 
Neurons 3, 9 - 14, 17 and 22- 45 are of type 0 class. All 45 inputs are classified 
correctly. 
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Table 5.7 The Generated Classes for Data 2 
Type of Class (Neuron#) Type 1 Inputs Type 2 Inputs 
Type 1 4 p5 p6 p43 
Class 8 p4 p18 p 19 p33 
15 p31 
16 p20 p21 p30 p34 p35 
18 p28 p40 p41 
19 p42 
20 p44 
Type 2 1 pl p2 plO pl 1 p 12 pl5 p32 
Class 2 p3 pl6 
5 p7 p8 p9 p22 p23 p24 p25 p26 
p27 p36 p37 p38 p39 
6 pl3 pl4 
7 p17 
21 p45 
TypeO 3,9-14, 17,22-45 
5.2.3 Testing of Generalization for Data 2 
Four sets of data will be used to test Detector 2 in detecting new data. The 
four sets data are Data Test 2SCC2, Data Test 2SCC3, Data Test 2aSCC1 and Data 
Test 2aSCC2. Data Test 2SCC2 is generated from Part2 but at an SCC-point which 
has same condition with Data 2. Data Test 2SCC3 is generated from Part 2 at an 
SCC-point which has a different condition with Data 2. Data Test 2aSCC1 is 
generated from a different parabolic surface (Part 2a) and Data Test 2aSCC2 is 
generated from Part 2a but a different SCC-point. Table 5.8 shows the result of 
presenting Data Test 2aSCC1 and Data Test 2aSCC2 to Detector 2. 
Table 5.8 Testing of Generalization for Data 2 
Percentage of Correct Classification with Detector 2 
Data Test 2SCC2 100.00% 
Data Test 2SCC3 71.23% 
Data Test 2aSCC1 50.00% 
Data Test 2aSCC2 13.33% 
The results shows that Detector 2 can detect Data Test 2SCC2 with 100% 
correctness since Data Test 2SCCi is actually the same data with Data 2 but is 
represented differently. Data Test 2SCC2 differ with Data 2 only in the 12 NURBS 
control points (element 9 - 44 of the input vector)" since we used a different local 
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coordinate system; therefore, the location of the SCC2 relative to the surface is 
actually the same with the location of SCC1 (the SCC-point used in Data2) relative to 
the surface. While the inputs are processed in Layer 2, it will give the same p vector 
with the p vector from Data 2. For Data Test 2SCC3, the detector can only reach 
71.23% since the ART2 network never been trained with the combination of tool 
position and orientation at a different point even in the same surface (Part 2). 
For Data Test 2aSCC1 , the Detector can only detect with 50% correctness. 
Here, the Data Test 2aSCC1 has different surface from the surface use to trained the 
network although the location of the SCC-point relative to the surface is almost the 
same with Data 2. Inputpl,p3,p4,p5 andp6 from Table 4.19 are misclassified. 
Data Test 2aSCC2 can only detect with 13.33% correctness, only four input 
are correctly classified: p2, p3, p7 and p8 (from Table 4.22). Here, everything is 
different with Data2, the surface, the combination of tool position and orientation and 
the location of SCC-point relative to the surface; in total 38 elements in input vector 
differ from combination with the trained input data. The findings shows that ART2 
network really needs to be trained with data from different parts and with various set 
of position and orientation to be able to recognize more general data. 
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5.3 Data 3 
5.3.1 Finding Good Parameter Values for Data 3 
Data 3 is generated from a sculptured surface (Part 3). Using the same method 
applied to Data I and Data 2, we can also reach a value of 100% for poc for Data 3. 
The selected parameter values to achieve 100% poc is shown in Table 5.9. 
Table 5.9 The Selected Parameter Values to achieve poc* 100% for Data 3 
a = 10 init w 1·2 = 0.5 c = 0.80000 
b = 10 init wn = 0.0 d = 0.90000 -
nep = 4 e = - 1 towu = 0.00001 
nonL2 = 32 a = 0.9 p = 0.99990 
e = 0.0000001 
Using these parameter values, the matrix W i:i of the ARTZ network is tabulated in 
Table C.3 (see Appendix C). The trained ARTZ network for Data 3 will be called 
Detector 3. 
5.3.2 The Generated Classes for Data 3 
The generated classes with the trained ART2 network can be seen in Table 
5 .10. From the 3Z neurons set during training, 31 neurons are used to classify the 
inputs. Neurons 1, 2, 3, 6, 8, 9, 14,17, 19, 20, 24, 25, Z6, 27, 29 and 31 are of type 1 
143 
class. Neurons 4, 5, 7, 10, 11 , 13, 15, 16, 18, 21, 22, 23, 28, 30 and 32 are of type 2 
class. Neuron 12 is of type 0 class. 
Table 5 .10 The Generated Classes for Data 3 
Classes (or Type 1 Type2 
neuron) # Inputs Inputs 







14 p l4 
17 p l7 









Table 5.10 (continued) 
Neuron # Type 1 Inputs Type 2 Inputs 
















Type 0 class 12 
5.3.3 Testing for Generalization for Data 3 
Two sets of data are used to test the Detector 3. The first set of data is Data 
Test 3aSCC1 and is generated from a different sculptured surface (Part 3a). Data Test 
3aSCC2 is generated from Part 3a with different SCC-point from Data Test 3aSCC1• 
The results is tabulated in Table 5.11. 
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For Data Test 3aSCC1, four of 19 inputs are misclassified. Those four inputs 
are p4, pl0,p12,p14 and p19 (see Table 4.23). For Data Test 3aSCC2, three of 
eight inputs are misclassified. Those three inputs are p I , p2 and p6 (see Table 4.23). 
The poc reached as shown in Table 5.11 shows that Detector 3 can grasp some 
concept of collision and gouging even we only trained it with data from only one 
surface at one SCC-point. 
Table 5. 11 Testing of Generalization for Data 3 
Percentage of Correct Classification with Detector 3 
Data Test 3aSCC1 71.88% 
Data Test 3aSCC2 62.50% 
5.4 Analysis on Effect of Parameter Values 
5.4.l Effect of Initial Value of w1:2 and w2:1 
Carpenter and Grossberg suggested that the initial value for W t :2 is restricted 
to 
w 1:2(0) ~ 1 
(1 - d).JSI 
(5.1) 
to prevent the possibility of a new winner being chosen during resonance as the 
weight changes (Carpenter and Grossberg, 1988). For Data 1, the parameter dis set 
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to 0.9 and S 1 to 46; therefore, the initial value of W l :2 is restricted to be less than 
1.47, following equation (5.1). When initial value of W l:2 is set greater than 1.47, 
e.g., 2 or 1.9, looping occurs in finding a winning neuron, which is a neuron with a 
maximum n2 and where resonance occurs. 
When the initial value is set to 1.5, slightly higher than the upper restriction, 
the result is shown in Table 5.12. We can see that whenp20 is being processed, and 
that the last neuron is being picked is neuron 6, p20 is classified into neuron 8 instead 
of neuron 1-7. It shows that neuron 7 is being reset since resonance doesn' t occur 
when the first pattern in presented to neuron 7. Therefore, when resonance occurs 
another winning neuron is chosen as the weight changes and this is the condition to be 
avoided by using the restriction in equation (5.1). 
The second restriction suggested by Carpenter and Grossberg is that the initial 
value for W 2' 1 should be small, e.g., w2:1(0) = 0, to ensure that no reset will occur for 
the first pattern placed on a class (Carpenter and Grossberg, 1988). When the initial 
value of w2:1 is set to 1 instead of 0, the results shows that looping occurs when input 
1 is presented. A winning neuron with maximum n2 and where resonance occurs can 
not be found. It shows that the expectation L2-Ll is too big by using the initial value 
of w2:1 equal to 1 when it is compared in Layer 1. 
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Table 5.12 The Generated Classes for Data 1 when W t:2 is set to 1.5 ( ~ 1.47) 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Typel 1 pl 
Class 3 p4 p5 p6 pl2 pll 
pl3 pl4 
4 p7 p8 pl7 pl9 
5 pl5 pl6 p l8 
6 p22 p24 
7 p21 p23 
8 p20 
Type2 2 p2 p3 p9 plO 
Class 
Type O 9-21 
5.4.2 Effect of Tolerance of Weight Updating 
From processing Data 1, Data 2 and Data 3, we can see that towu has a great 
effect in increasing tbe poc value. In training the ART2 network for Data I, the poc 
value is increased from 95.83% to 100% when we changed the towu from 0.00065 to 
0.00001. The same thing happens when we change towu from 0.0025 to 0.0001 in 
processing Data2, the poc is increased from 95.56% to 100%. Table 5.13 shows the 
generated classes when we use towu = 0.00065 for Data 1 while other parameter 
values is the same with parameter values for achieving poc = 100% (Table 5.14). 
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Table 5.13 The Generated Classes for Data 1 with towu = 0.00065, poc = 95.83% 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type 1 l p l 
Class 
3 p4 p5 p12 pll 
p13 p15 pl6 
p l 8 
4 p6 p7 p8 
p14 p l7 p19 
p21 p23 
7 p20 p22 p24 
Type2 2 p2 p3 p9 
p10 
TypeO 5, 6, 8-21 
Note: the misplaced input is typed in bold. 
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Table 5.14 The Generated Classes for Data l with towu = 0.00001 , poc = 100% 
Type of Neuron# Type 1 Inputs Type 2 Inputs 
Class 
Type 1 1 p l 
Class 
4 p4 p12 
5 p5 p13 
6 p6 pl? 















IO pl 1 
TypeO 20,21 
Here we can see that by decreasing the value of towu, the number of neurons 
used to classify the inputs is increased from 5 to 19. The parameter towu functions as 
a smoother to the matrices W1'2 and W2'1• The smaller the the value of towu, the more 
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frequently the matrices W 1'2 and the W2' 1 will be adjusted until the averaged weight 
change is smaller than the value of towu. As the value of towu decrease, each row of 
the W 1'2 has narrower range in accepting various inputs and as a result the number of 
neurons will be increased to classify inputs. We can see in Table 5.13 that neuron 3 
places p4, p5,p12,p13,p15,p16, pl 8 andpll all together. While in Table 5.14, p4 
andpl2 is placed in neuron 4,p5 andpl3 in neurons 5,p15 in neuronl2 and pl l in 
neuron 10. With the parameter towu set to 0.00065, eight inputs are placed in one 
neuron, while using 0.00001, we need four neurons to place those 8 inputs. 
Therefore, the smaller the towu, the smaller the range of each neuron to accept an 
inputs and the chance to place different types of input becomes smaller. 
5.4.3 Effect of a and b 
Carpenter and Grossberg suggest that we use a =10 and b = 10 or any value 
except a= 0 and b = 0 since these set of numbers will make the system unstable. The 
findings shows that setting a =10 and b = 10 is a good choice. 
5.4.4 Effect of a 
The parameter a will affect the elements of w:i and W2' 1 based on step 9; 
therefore, it will affect how the network classifies the input presented. Figure 5.1 
shows that we can not make conclusion that the value of a has monotonic effect on 
the poc value. Moving the value of a and examining the poc value is the best way to 
select good values of a to train the network. 
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08<4 
oai5 0.55 0 6 
Pen:ert of Correct Clanification vs ·~ 
0.65 0 7 0 75 
·~ 
08 085 0.9 
Figure 5.1 Effect of Alpha to poc Value for Data 1 
5.4.5 Effect of Number of Neurons 
The number of neurons in Layer 2 (nonL2 ) has major effect on the poc value. 
In processing Data 1, we reach the poc = 100 % with nonL2 is set to 21. Figure 5.2 
shows the effect of arranging nonL2 from 11 to 24 neurons. 
Figures 5.2 shows that, for specific values of other parameters, high poc 
values only occur over a subinterval of the values for nonL2. Here for Data 1, the 
highest value of poc (poc*) occur at nonL2 = 21-22. These numbers are close to the 
number of inputs used to train, which is 24 data inputs. If we set the value of nonL2 
too low, the input is forced to be placed in a class based on the criteria of step 6 only, 
which chooses the neuron that receives the highest signal. The criteria in step 7 is 
violated since there is no other neuron with high total signal where II rll ~ p - e. 
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nonL2 
Figure 5.2 Effect of nonL2 to poc for Data 1 
5.4.6 Effect of Number of Epochs 
Number of epochs (nep), which is the number of times the same data input is 
presented to the network, affects the value of poc. The effect is the same as choosing 
the initial value of matrices w1:2 and w2:1 , which really detennines the results, since 
after one epoch we will get W 1:2 and w2:1 that will be used for the second epoch. 
Table 5.15 shows the generated class for Data l if all the parameter values to achieve 
100% poc is kept except the value of nep which is set to 1. We can see that by 
changing nep to 1 the poc value is decreased to 95.83%, which means 
misclassification occurs. 
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Surfaces. The pictures and set of tool position and orientation for the last four data 
sets can be found in Appendix A. The total input used are 201 input vectors. 
5.5.1 Finding Good Parameter Values for Data Sculptured Surfaces 
The method used in finding good parameter values for Data Sculptured 
Surfaces is trial and error. We start by selecting initial parameter values; then based 
on the knowledge of effect of parameters explained in section 5.4, we change one 
parameter value at a time and see the poc value. The reason for using this method is 
based on the time required to process the data. It took almost twelve hours to train the 
network with a set of parameter values. All the experiments are tabulated in 
Table 5.16. In step 18, the strategy is changed a little bit, here we will use the 
matrices W 1'2 and W2:1 from the trained network with the highest poc value. With this 
new strategy, the process can be reduced to only 30 minutes for each run. The result 
of training ART2 network for Data Sculptured Surfaces can be seen in Table 5.16 
Table 5.16 shows 38 steps taken before we reach the highestpoc value which 
is 93 .53 %. In step one, we start with setting the parameter values with reasonable 
values based on the experience of processing Data 1, Data 2 and Data 3 in section 5 .1 
- 5.3. With these initial parameter values, the poc is 79.10%. Then we change the 
value of a parameter one at a time and we examine the poc value, for example, in step 
two we set the value of c to 0.8. If the poc value is decreased or if the looping 
happens, we change the value of the selected parameter to its previous value. 
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Table 5.15 The Generated Classes for Data 1 with nep = l , poc = 95.83% 
Type of Neuron # Type 1 Inputs Type 2 lnputs 
Class 
Type 1 I pl 
Class 3 p4 p5 pl2 pl3 pll 
p 14 
4 p6 p7 p8 pl7 
p l9 
5 p15 p16 pl8 
6 p20 p22 p24 
7 p21 p23 
Type 2 2 p2 p3 p9 plO 
TypeO 8-21 
Note: the misplaced input is typed in bold. 
Compare to Table 5.15, we can see that when nep is set to 1 the range of each neuron 
becomes wider; for example, neuron 3 combine the p4, p5, p 12, p 13, p 14, and p l l. 
Therefore, the greater the nep, the smoother the matrix W •:2 which results in the 
narrower the range of each neuron and it forces ART2 to have more neurons to 
classify the input. 
5.5 Training the ART2 Network for Sculptured Surfaces 
In building a detector to handle tool position and orientation for sculptured 
surfaces, six sources of data are used: Data 2, Data 3, Data 2aSCC1, Data 2aSCC2, 
Data 3aSCC1 and Data 3aSCC2• All of these data will be called Data Sculptured 
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Table 5.16 Finding Good Parameter Values for Data Sculptured Surface 
a b c d rlio theta alp Ila IOWll 11ep 11011L2 w12 11121 poc (%) 
1 10 JO 0.9 0.96 0.9995 -1.0 0.9 0.00020 4 150 0.5 0 79.10 
2 = 1 JO 10 0.8 0.96 0.9995 - 1.0 0.9 0.00020 4 150 0.5 0 Looping 
3 = 2 10 10 0.8 0.9 0.9995 -1.0 0.9 0.00020 4 150 0.5 0 Looping 
4 = 2 10 10 0.8 0.99 0.9995 -1.0 0.9 0.00020 4 150 0.5 0 77.11 
5 = 1 10 10 0.9 0.96 0.9999 -l.O 0.9 0.00020 4 150 0.5 0 
6 = 1 JO 10 0.9 0.96 0.8 - 1.0 0.9 0.00020 4 150 0.5 0 59.71 
7= 1 JO JO 0.9 0.96 0.9995 -1.0 0.9 0.00010 4 150 0.5 0 83.08 
8 = 1 10 10 0.9 0.96 0.9995 -0.5 0.9 0.00020 4 150 0.5 0 73.13 
9= 1 10 10 0.99 0.96 0.9995 - 1.0 0.9 0.00020 4 150 0.5 0 79.10 
JO = 1 JO IO 0.9 0.96 0.9995 -1.0 0.9 0.00020 4 100 0.5 0 Looping 
11 = 7 10 10 0.9 0.96 0.9995 -1.0 0.9 0.00010 4 150 0.3 0 83.08 
12 = 7 10 10 0.9 0.96 0.9995 -1.0 0.8 0.00010 4 150 0.5 0 82.58 
13 = 7 10 10 0.9 0.96 0.9995 -1.0 0.9 0.00010 4 150 0.005 0 83.08 
14=7 10 JO 0.9 0.96 0.9996 -l.O 0.9 0.00010 4 150 0.5 0 83.08 
15 = 7 10 JO 0.9 0.96 0.9995 -1.0 0.9 0.00005 4 150 0.5 0 86.57 
• In this column, interpret the equation "11 =7" to mean refer to row 7 and notice that row 11 's values agree with that in row 7 except at the bold cells in 
row 11. The other "equations" are interpreted similarly. 
Table 5.16 (continued) 
no a b c d rho theta alpha towu nep nonl2 w12 w2/ poc 
16 = 7 10 10 0.9 0.96 0.9995 - 1.0 0.9 0.00001 4 150 0.5 0 87.56 
17 201 86.56 
18 = 16 10 10 0.9 0.96 0.9997 - 1.0 0.9 0.00001 4 150 w128756 w218756 87.56 
19 = 16 10 10 0.9 0.96 0.9998 -1.0 0.9 0.00001 4 150 w128756 w218756 Looping 
20= 16 10 10 0.85 0.96 0.9995 -1.0 0.9 0.0000 1 4 150 w128756 w218756 88.05 
2 1 = 20 JO 10 0.85 0.96 0.9995 -1.0 0.8 0.0000 1 4 150 w128805 w218805 87.56 
22 = 20 10 10 0.85 0.96 0.9995 -1.0 0.9 0.000001 4 150 w128805 w218805 memory 
23 = 20 10 10 0.85 0.9 0.9995 -1.0 0.9 0.00001 4 150 w128805 w218805 90.54 
24 =23 10 10 0.85 0.9 0.9995 -1.0 0.9 0.00001 4 150 w129054 w219054 
25 = 23 10 10 0.8 0.9 0.9995 -1.0 0.9 0.00001 4 150 w129054 w219054 90.04 
26 = 23 10 10 0.85 0.9 0.9995 - 1.0 0.99 0.00001 4 150 w129054 w219054 90.04 
27 = 23 10 JO 0.85 0.8 0.9995 -1.0 0.9 0.0000 1 4 150 w l 29054 w21 9054 9 1.54 
28 = 27 10 10 0.85 0.85 0.9995 -1.0 0.9 0.00001 4 150 w129154 w219154 90.54 
29 10 10 0.85 0.8 0.9995 -1.0 0.9 0.0000 1 4 150 





32 = 31 
33 =3 1 
34 = 31 
35 = 31 
36=31 
37 = 31 









b c d rho 
0.85 0.8 0.9990 
0.85 0.8 0.9900 
0.85 0.8 0.9000 
0.85 0.8 0.8000 
0.9999 
0.85 0.8 0.9990 
0.70 0.8 0.9990 
0.85 0.8 0.9990 
Table 5 .16 (continued) 
theta alpha tow11 11ep 11011L2 w12 w21 poc 
- 1 0.9 0.000010 4 150 w129203 w219203 93.03 
- 1 0.9 0.000010 4 150 w129303 w219303 93.03 
-1 0.9 0.000010 4 150 w129303 w219303 93.03 
-1 0.9 0.000010 4 150 w129303 w219303 93.03 
Looping 
-1 0.9 0.000010 4 150 wl29303 w219303 93.03 
-1 0.9 0.000010 4 150 w129303 w219303 93.03 
-1 0.9 0.000001 4 150 w129303 w219303 93.53 
For example, changing c from 0.9 to 0.8, in step two, causes a looping; therefore, we 
need to change the c value back to 0.9 and pick another parameter to be changed. 
Looping happens when the network cannot find a winning neuron that cause 
resonance. The method of trial and error by changing one parameter value at a time is 
applied ti I I step 1 7. The highest poc that can be reached from these 1 7 steps is 
87.56%. Then start at step 18, a new strategy is applied, here, while changing a 
parameter value, we will use the matrices W 1=2 and w2=1 from the previous network 
with the highest poc. Another reason of changing the strategy besides to reduce 
processing time is that the W 1 =2 and W 2=1 with highest poc only need to continue the 
learning process. We know that the rows of W 1=2 and the columns of w2=1 are related 
to the patterns that the network can recognize. We only need to adjust all of these 
stored patterns with the patterns that the network still misclassify. 
We can see in step 18 that we use w128756 and w218756 instead of setting 
the value of w 1=2 and w2=1 to 0.5 and 0. The term wl28756 stands for the matrix w:2 
from the network withpoc value equal to 87.56% and the term w218756 is 
interpreted similarly. With the new strategy, the highest poc value reached is 
93.53%. Table 5.17 tabulates the selected parameter values to achieve this poc. 
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Table 5.17 The Selected Parameter Values for Data Sculptured Surfaces 
to achieve poc = 95.53% 
a = 10 init w 12 = 0.5 c = 0.850000 
b = 10 init W2 I = 0.0 d = 0.800000 -
nep = 4 {) = -1.0 towu = 0.000001 
nonL2 = 150 tr = 0.9 p = 0.999000 
e = 0.000000 l 
It can be seen that the towu need to be very small, 0.000001, which represents 
complexity of the detector in differ inputs. The more complex input the towu value 
will get smaller. The value of theta is negative which represents that also the smaller 
difference will be counted in this classification. The value of nonL2 need to be 
higher, which reach 100, shows that the input has wide variety. The value of rho need 
to be higher since it need to differ very close data input. Number of epoch follows the 
common number used in Datal , Data 2 and Data 3 
5.5.2 The Generated Classes for Data Sculptured Surfaces 
Using the parameter values as in Table 5 .17 the generated classes for Data 
Sculptured Surfaces is shown in Table 5.18. From 150 neurons set during training, 
148 neurons are used to classify the 201 input vectors and two neurons are of type O 
class. Type 1 class has 89 neurons and type 2 class has 69 neurons. The 
classification follow the order of the number which is ascending. 
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Table 5 .18 The Generated Classes for Data Sculptured Surfaces 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type 1 4 p4 
Class 5 p5 p6 p21 
13 p28 p29 
14 p30 p31 
16 p33 









31 p53 p64 






Table 5 .18 (continued) 
Type of Neuron # Type I Inputs Type 2 Inputs 
Class 
Type 1 43 p74 













68 p106 pl IO pl49 pl08 
70 pl 11 
74 pl 15 
77 pl22 
78 pl23 pl25 
83 pl33 
Note: the misplaced input is typed in bold. 
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Table 5.18 (continued) 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type 1 87 pl39 
Class 89 pl45 
91 pl48 




I 11 pl 79 












Table 5 .18 (continued) 
Type of Neuron # Type I Inputs Type 2 Inputs 
Class 
Type2 1 p l 
Class 2 p2 
3 p3 
6 p9 p23 p24 
7 plO 
8 p l 1 









30 p52 p63 
33 p55 p56 p57 




Table 5.18 (continued) 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type 2 41 p72 p15 





58 p91 p94 
59 p92 p95 
60 p96 
63 p99 
64 plOI p100 
65 p102 p 132 
66 p104 p103 
69 p109 
71 pl 12 
72 pl 13 pl21 
73 pl 14 
75 pl 16 
76 p119 p l 17 pl 18 p124 
79 pl26 
Note: the misplaced input is typed in bold. 
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Table 5 .18 (continued) 
Type of Neuron# Type 1 Inputs Type 2 Inputs 
Class 
Type2 80 p127 
Class 81 p129 p l28 
82 pl31 pl30 
84 pl40 p134 
85 p136 p142 p135 pl41 p l43 
86 p l38 p153 
88 pl44 
90 p141 p146 
92 p152 
93 pl54 
94 p l55 
95 pl56 
96 pl57 
97 p l58 p l63 
99 p160 




104 p178 pl68 p115 
Note: the misplaced input is typed in bold. 
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Table 5.18 (continued) 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type2 106 pl70 
Class 108 pl72 
110 p177 
112 p l80 
113 pl81 
114 p182 















Table 5.18 (continued) 
Type of Neuron # Type 1 Inputs Type 2 Inputs 
Class 
Type2 135 p16 
Class 138 p25 p26 p27 p39 




146 pl74 p l73 
147 pI50 
148 p7 p8 p22 
Type 0 149,150 
Note: the misplaced input is typed in bold. 
The total number of misplaced inputs is 13. One input is from Data 3, 10 
inputs are from Data 2aSCC2 and two inputs from Data 3aSCC1• The misplaced 
inputs with its sources can be seen in Table 5. 19. Two of these misplaced inputs are 
of type 2 inputs and 11 inputs are of typel. Even though the number of mistakes 
needs to be reduced, the fact that the Detector Sculptured Surfaces make more 
mistakes in detecting type 2 input as type 1 inputs less than in detecting type 1 input 
as type 2 input is a good thing. Detecting type 1 input as type 2 input results in 
reducing possible tool position and orientation, while detecting type 2 input as type 1 
input will cause problem in machining, either the tool break or the part is over 
machining. 
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Table 5.19 List of Misplaced Inputs with its Sources 
# Sources Type of Inputs 
1 p72 = p27 in Data 3 
2 plOl = p 4 in Data 2aSCC2 1 
3 p 104 = p7 in Data 2aSCC2 1 
4 p 108 = p 11 in Data 2aSCC2 2 
5 p 119 = p22 in Data 2aSCC2 1 
6 pl29 = p32 in Data 2aSCC2 1 
7 pl3 1 = p34 in Data 2aSCC2 1 
8 pl40 = p43 in Data 2aSCC2 1 
9 p136 = p39 in Data 2aSCC2 1 
10 p l42 = p45 in Data 2aSCC2 1 
11 p l47 = p50 in Data 2aSCC2 1 
12 p 178 = p25 in Data 3aSCC1 1 
13 p 174 = p21 in Data 3aSCC1 2 
Data in Tab le 5 .19 can also be represented by percentage of Detector 
Sculptured Surfaces in detecting its training data: Data 2, Data 3, Data 2aSCC1, 
Data 2aSCC2, Data 3aSCC1 and Data 3aSCC2. Table 5.20 shows the percentage of 
correct classification of Detector Sculptured Surfaces in detecting its training data. 
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Table 5.20 Distribution of poc of Detector Sculptured Surfaces 
in Detecting its Training Data 
Data poc 
Data 2 100.00% 
Data 3 96.88% 
Data2aSCC1 100.00% 
Data 2aSCC2 82.1 4% 
Data 3aSCC1 93.75% 
Data 3aSCC2 100.00% 
5.5.3 Testing of Generalization for Data Sculptured Surfaces 
Four sets of data wi ll be used to test the ART2 network for Data Sculptured 
Surfaces in detecting new data. The four data sets are Data Test 2aSCC1, Data Test 
2aSCC2 , Data Test 3aSCC1, Data Test 3aSCC2 , which already have been used to test 
Detector 2 and Detector 3, respectively. Now the goal is to determine the percentage 
of a single detector in processing data from different types of surfaces. Data Test 
2aSCC1 and Data Test 2aSCC2 are generated from Part 2a at arbitrary SCC-points. 
Data Test 3aSCC1 and Data Test 3aSCC2 are generated from Part 3a at arbitrary SCC-
points. Table 5.21 shows the performance of Detector Sculptured Surfaces in 
detecting totally new data. In order to compare the performance of Detector 
Sculptured Surfaces with Detector 2 and Detector 3, Table 5.21 will show again the 
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poc of Detector 2 and Detector 3 in handling those four sets of data, which have been 
tabulated in Table 5.8 and Table 5.11. 
Table 5.21 Testing of Generalization for Data Sculptured Surfaces 
Percentage of Correct Classification 
Detector Sculptured Detector 2 Detector 3 
Surfaces 
Data Test 2a SCC1 50.00% 50.00% 
Data Test 2a SCC2 80.00% 13.33% 
Data Test 3a SCC1 84.2 1 % 71.88% 
Data Test 3a SCC2 87.50% 62.50% 
The results show that except for Data 2aSCC1, the Detector Sculptured 
Surfaces is good in detecting tool position and orientation from totally new data that 
had never been presented during training. One reason as the explanation of the low 
correctness in detecting Data Test 2aSCC1 is that the number of data from Data 2a is 
so small. This percentage will be increased if we can reach 100% correctness in 
training Detector Sculptures Surfaces. 
Compare to Table 5.20, the Distribution of poc of Detector Sculptured 
Surfaces in Detecting its Training Data, the Detector Sculptured Surfaces can detect 
wi th 100% correctness for Data 2aSCC1 but can only detect Data Test 2aSCC1 with 
50% correctness. These findings really show that the training set of data really needs 
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to be designed carefully to cover all possible condition of tool position and 
orientation. 
As a comparison to Detector 2, we can see that the poc of Detector 2 and 
Detector Sculptured Surfaces are the same in handling Data Test 2aSCC1 and is 
increased from 13.33% to 80.00% in handling Data Test 2aSCC2. For the comparison 
of Detector 3 and Detector Sculptured Surfaces, the findings show that the poc is 
increased from 71.88% to 84.21 % in handling Data 3aSCC1 and increased from 
62.50% to 87.50%. In general, we can make a conclusion that training the ART2 
network with more variety of surfaces and condition of tool position and orientation 
will make the network be able to handle more general cases. 
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6. CONCLUSION AND RECOMMENDATIONS 
This chapter consists of three sections. Section 6.1 summarizes all findings in 
this research. Section 6.2 presents the contribution of the research and section 6.3 
presents possible area for future research as the continuity of this research. 
6.1 Conclusion 
In conducting this research, some important conclusions can be listed as 
follows: 
a. In modeling the problem, it is very important to select carefully the type of 
information to be presented to the AR T2 network especially when we want to 
build a more general detector. The important information for detecting tool 
collision and gouging are contact points on the tool, representation of the 
sculptured surfaces and the relative position and orientation of the tool and the 
surface. Bringing the control points of the NURBS surfaces to the local 
coordinate system is a very important step that allows the detector to deal with 
more general data. 
b. When we deal with a small set of data, the suggested method to find parameter 
values that achieve high values of poc is to move parameter values one at a 
time. With a large set of data, it is suggested to conduct a continuous learning 
process, using the trained matrices w 1=2 and w2=1• 
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c. From the training sets Data 1, Data 2, Data 3 and Data Sculptured Surfaces, we 
can see, among the twelve parameters, the most important parameters are 
towu, c, d, p and nonL2. For data that are very close together, we need to use 
a very small value of towu and a very high value of p. 
d. The results show that the design of training data plays a great role in the 
performance of a detector in handling new data. A very careful selection of 
training data to cover the full range of "real" data needs to be conducted. 
6.2 Contribution 
Two important areas to which this research contributes are the process of 
modeling the problem and the use of the ART2 network in solving the problem. 
a. Our approach of mimicking the process of a human in solving a detection 
problem is significant because no previous research has used this approach to 
detect automatically gouge and collision problem. From chapter 2 we can see 
that people either use mathematical approaches or the experience of an 
operator in fixing the unacceptable tool position and orientation. 
b. The heuristic approach for finding good parameter values is a practical 
contribution in solving the problem. 
c. The suggested learning process by which the trained network continues to 
respond to new data or data that have been mistakenly classified is a very 
effective way to conduct the training process. It reduces the processing time 
174 
and it is close in mimicking the learning process in human beings. By which 
we are able to make adjustments when new information is presented to us 
without eroding the previous memory we have. 
6.3 Future Research 
There are many possible ways in which to continue this research. 
a. So far, the problem of finding a good too] position and orientation is 
considered as a detection prob lem. For example, in this research, we present a 
set of data relating to tool properties, surface properties and the relation of the 
tool relative to the surface and the network should be able to determine 
whether the position is good or not. We can continue this research by 
considering this problem as a function approximation problem. Here, we do 
not present the tool position and orientation to the network; we only present 
the tool properties, the surface properties and the point where we place our 
tool. Then, the network should be able to tell what is the best lead angle and 
tilt angle at that sec point and also at what cc point we need to place our 
tool relative to the surface. 
b. The previous suggestion, localized to a single point, can be broadened to a 
problem in which the tool moves: to decide what is the best tool position and 
orientation so the move from one sec point to the next sec point can be 
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conducted with a minimal change. For this kind of problem, the application 
of dynamic programming will be a good addition to this ART2 network. 
c. The use of a statistical method, such as response surface methodology, to find 
good parameter values, which is now a very time consuming process, will be a 
very interesting research project. 
d. By analyzing the result of Detector Sculpture Surfaces, which is trained using 
data from only six parts and only 2 sec points for each, research to determine 
the range of training data to achieve a better Detector will become a very 
interesting research area. 
e. The ART2 network has capabilities beyond those utilized in this research. In 
modeling, we can apply the same principles in robotics to avoid collision 
when the robot moves. For this purpose, we will present the problem as a 
continuous problem and process the data continuously using the continuous 
model of the ART2. 
f. The implementation of this research in CAD/CAM software is also a big 
challenge, especially if we include a strategy to build a network that can be 
continually trained. Because gathering the data is a time-consuming task in 
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A.4: Part Test 3ASCC1 
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APPENDIX B: MATLAB PROGRAMS 
B.l : CNCCART2LT2_CLASS.M 
%====================================================== 
% FILENAME : 
% FUNCTION: 
NCAR T2L T2 _CLASS 
TO TRAIN ART2 NETWORK WITH A DATA SET 
%====================================================== 
clear 
data_file_name= input('Write data file name, example setl (without.mat):','s'); 
load( data_ file_ name); 
parameter_file_name= input('Write parameter file name, example parameter! 
(without.mat):','s'); 
load(parameter _file_ name); 
rset=l; 
N EP = input(' Number of epochs of training =') 
towu = input (' Tolerance for weights updating =') 
% W12 equal to bij in ART2 paper (bottom-up) 
% W21 equal to tji in ART2 paper (top-down) 
Wl2=initial_ value_ wl2*ones(nonL2,noie); 
W2 l =initial_ value_ w2 l *ones(noie,nonL2); 
%====================================================== 
% PARTB 
% TRAINING THE ART2 NETWORK WITH AN SET OF DATA INPUTS 
%====================================================== 
% STEP 1 Do Steps 2-12 N_EP times 
for k=l :N_EP 
%STEP2 
for z=l:noi 
counter_reset = O; 
% STEP-3 Update Fl unit activations 
u=zeros(noie, 1 ); 
w=s(:,z); 
p=zeros(noic, l); 
if (e+norm(s(:,z))) > 0 




q=zeros(noie, 1 ); 














if ( e+norm(p ))>O 




v=acti vati on_ function( noi e, theta,x) + 
b*activation _ function(noie,theta,q); 
% STEP-4 COMPUTE SIGNALS TO LA YER-2 
n2=Wl2*p; 
% While reset is true, do step 6-7 
while rset = 1 
% STEP 6 
[max_ value,winning_neuron]=max(n2); 
% STEP-7 CHECK FOR RESET 






if ( e+norm(u)+c*norm(p ))>O 





if norm(r) < rho-e 
counter_reset =counter_ reset + 1 ; 
if counter reset > 210 








w=s(:,z) + a*u; 
x=--.v/( e+norm(w)); 
q=p/( e+norm(p )); 
v=activation _ function(noie,theta,x) + b* 
activation_ function(noie,theta,q); 
% STEP 8 Do steps 9-11 until the matrix converges ( 
delta < towu) 
counter=l; 
for i= 1 :noie 
end 
for j= 1 :nonL2 
W21_counter(ij,counter)=W21(ij); 
end 
avg_ weight_ changes_ W21 = l O; 
while avg_ weight_ changes_ W21 > towu 
counter-counter+ l 
% STEP-9Update weights for winning_ neuron J 
Wl2(winning_neuron,:)=alpha*d*transpose(u) 
+ (l+alpha*d*(d-l))*Wl2(winning_neuron,:); 
W21(: ,winning_neuron)=alpha*d*u + 
(1 +alpha*d*( d-l))*W21(:,winning_neuron); 
for i= 1 :noie 
for j=l :nonL2 
W21 _ counter(ij,counter)=W2 l(ij); 
end 
end 
for i=l :noie 
end 
for j=l :nonL2 
weight_changes_ W21(ij,counter) = 
W21 _ counter(ij ,counter)-




%STEP-I 0 Update Layer-1 activation 
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if ( e+norrn(p ))>O 




v=activation _ function(noie,theta,x) + 
b*activation _ function(noie,theta,q); 
end % of while loop 
end% of ifloop 
end % end of while reset = 1 loop 
rset=l ; 
end % of z loop 
end % of k loop 
%======================================================= 
% PARTC 
% CLASSIFICATION OF INPUTS BASED ON THE MATRIX w:2 AND w2:1 
%======================================================= 
for z= l :noi 
u=zeros(noie, 1 ); 
w=s(:,z); 
p=zeros(noie, l); 


























% STEP-4 COMPUTE SIGNALS TO LA YER-2 
n2=Wl 2*p; 
[max_ value, winning_ neuron ]=max( n2); 
o(z, 1 )=winning_ neuron 
end % of z for loop 
%======================================================== 
% PARTD 
% CALCULATIO OF POC, TABULATING THE GENERATED CLASSES 
% AND IDENTIFYING MISCLASSIFICATION INPUTS 
%======================================================== 
total_rnisplaced_counter = O; 
zero_member = O; 
type_ 1 _ counter=O; 
type _2 _ counter=O; 
% Note: For each class (m), all inputs will be checked if the inputs is classified 
% into class-m 
for m= 1: nonL2 
counter_l(m,1) = O; 
counter_2(m,1) = O; 
counter_O(m,1) = O; 
~o -------------------------------------------------------------------------------------------
% checking all inputs if it is classified to class-m 
% counting how many input type-1 , input type-2 in class-m 
% identfying member of type-1 input , member of type-2 input in class-m 
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% outputs : counter_ I (m, 1) : number of input type-1 in class-m 
% counter_2(m,1): number of input type-2 in class-m 
% counter_O(m,1) 
% mernber_ l_input(m,counter_ l(m,1)): list of inputs type-1 in class-rn 
% rnember_2_input(rn,counter_2(m,1): list of inputs type-2 in class-m 
% --------------------------------------------------------------------------------------------
for z = l :noi 
end 
if o(z,1) = m 





counter_ I (m, l) = counter_ I (m, 1) + 1; 
member_ l_input(m,counter_l(m,l))=z; 
counter_2(m,l) = counter_2(m,l) + 1; 
mernber_2_input(m,counter_2(m,l))=z; 
counter_O(m,l) = counter_O(m,l) + 1; 
% --------------------------------------------------------------------------------------------
% identifying type of a class based on the most number type of input in that 
class 
% outputs: type_of_class(m,1) : type of class rn (1,2 or 0) 
% type_ l _counter : number of classes of type 1 
% type_2_counter : number of classes of type 2 
% zero member : number of classes of type 0 
% member_ type_ 1 : list of classes of type 1 
% member_ type_ 2 : list of classes of type 2 
% member_type_O : list of classes of type 0 
% --------------------------------------------------------------------------------------------
if counter_ l(m, 1) + counter_2(m,1) -= 0 
else 
if counter_ l(m,l) > counter_2(m, 1) 
type_of_class(m,1)=1; % type of cluster_m= l 
type_ I_ counter=type _ 1_counter+1; 
member_type_l(l ,type_ l_counter)=m; 
else 
end 
type_of_class(rn,1)=2; % type of cluster_m = 2 
type_ 2 _counter-type_ 2 _counter+ l; 
member_type_2(1 ,type_2_counter) = m; 
zero_ member = zero_ member + I; 
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type_of_class(m,1)=0; % type of cluster_m = 0 
member_ type_ 0( 1,zero _ member)=m; 
end% of ifloop 
% ---------------------------------------------------------------------------------------------------
% calculating number of inputs that are misplaced 
% and listing them based in what class they are in 
% outputs: 
% misplaced_counter(m,l) : how many inputs are misplaced into class-m 
% member_of_misplaced(m,cc): list of misp laced inputs in class-m 
% if any, each class will have cc misplaced input 
% where cc is either 
% counter_ I ( m, 1 ): number of inputs type-1 in class-m 
% m 
% counter_2(m,1): number of inputs type-2 in class-m 
% ---------------------------------------------------------------------------------------------------
if type_ of_ class(m, 1) = 1 
misplaced_ counter(m, 1) = counter_ 2(m, 1 ); 
for cc=l:counter_2(m,1); 
member_of_misplaced(rn,cc) = member_2_input(rn,cc); 
end 
elseiftype_of_class(m,1) = 2 
misplaced_counter(rn,1) = counter_l(m,1); 
for cc= l :counter_l(m, 1); 




misplaced_counter(m,1) = O; 
mernber_of_misplaced(m,1)=0; 
total_misplaced_counter = total_misplaced_counter + misplaced_counter(m,1); 
end % of m for loop 
poc = 1- (total_misplaced_counter /noi) 
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data_file_name= input('Write data file name, example setl (without.mat):','s'); 
load(data_file_name) ; 
parameter_file_name= input('Write parameter file name , example parameter I 
(without.mat):','s') ; 
load(parameter_file_name); 
start=input(' run from rho = ') 
delta=input('delta=') 
stop = input('until rho = ') 
N _ EP = input (' Number of epochs of training =') 
towu = input (' Tolerance for weights updating =') 
counter_ mp=O; 
for moving_parameter=start:delta:stop 
rho = moving_parameter; 
counter_ mp = counter_ mp+ 1 
rset=l; 
Wl2=initial_ value_ w l 2 *ones(nonL2,noie ); 
W2 l =initial_ value_ w2 l *ones(noie,nonL2); 
%====================================================== 
%PARTB 
% TRAINING THE ART2 NETWORK WITH SET OF DATA INPUTS 
%====================================================== 
% STEP 1 Do Steps 2-12 N_EP times 
fork= l:N EP 
%STEP2 
for z=l :noi 
counter reset=O 
% STEP-3 Update Fl unit activations 
u=zeros(noie, I) ; 
w=s(:,z); 
p=zeros(noie, 1 ); 






q=zeros(noi e, 1); 
v=activation _ function(noie,theta,x); 

















v=activation_ function(no ie,theta,x) + 
b*activation _ function(noie,theta,q) ; 
% STEP-4 COMPUTE SIGNALS TO LA YER-2 
n2=WI2*p 
% While reset is true, do step 6-7 
while rset = l 
% STEP 6 
[max_ value, winning_ neuron ]=max(n2); 
% STEP-7 CHECK FOR RESET 














if nonn(r) < rho-e 
end 
counter reset=counter reset+ 1 - -
if counter reset > 7500 
('LOOPING at NONL2=') 
end 




w=s(:,z) + a*u; 
x=w/(e+norm(w)); 
q=p/( e+norm(p )); 
v=activation_function(noie,theta,x) + b* 
activation_ function(noie,theta,q); 
% STEP 8 Do steps 9-11 until the matrix converges 
( delta < towu) 
counter=l; 
for i= l:noie 
for j= 1 :nonL2 
W2 l _ counter(ij ,counter)=W21 (i,j); 
end 
end 
avg_ weight_ changes_ W21=1 O; 
while avg_ weight_ changes_ W2 l > towu 
counter=counter+ I 
% STEP-9 Update weights for winning_ neuron J 
W12(winning_neuron,:)=alpha*d*transpose(u) + 
(1 +alpha*d*( d-1))*W12(winning_neuron,: ); 
W21(:,winning_neuron)=alpha*d*u + 
(1 +alpha*d*(d-l ))*W21 (:,winning_ neuron); 
for i=l:noie 
for j= 1 :nonL2 




for j= l:nonL2 
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weight_cbanges_ W2l(ij ,counter) = 
W2 l _ counter(ij ,counter)-
W2l_counter(ij ,(counter - l)) ; 
end 
end 
avg_ weight_ changes_ W2 l = 
sum(sum(abs(weight_changes_ W21(:,:,counter))))/( 
noie*nonL2); 
%STEP-10 Update Layer-I activation 






p=u+d *W21 ( :,winning_ neuron); 










v=activation _ function(noie,theta,x) + 
b*activation _ function(noie,theta,q); 
end % of while loop 
end % of if loop 
end % end of while reset = l loop 
rset=l; 
end % of z loop 
end % of k loop 
%======================================================== 
% PARTC 





p=zeros(noie, 1 ); 
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if ( e+norm(p ))>O 




v=activation _ function(noie,theta,x )+b*activation _ function(noie,theta,q); 
% STEP-4 COMPUTE SIGNALS TO LAYER-2 
n2=W12*p; 
[max_ value,winning_neuron]=rnax(n2); 
o( z, 1 )=winning_ neuron 
end % of z for loop 
%========================================================= 
% PARTD 
% CALCULATION OF POC, TAB ULA TING THE GENERA TED CLASSES 
% AND IDENTIFYING MISCLASSIFICATION INPUTS 
%======================================================= 
total_misplaced_counter = O; 
zero_member = O; 
type_ l _ counter=O; 
type_ 2 _ counter=O; 
% Note: For each class (m), all inputs will be checked if the inputs is classified 




form= 1: nonL2 
counter_l(m,l) = O; 
counter_ 2(m, 1) = 0; 
counter_O(m,1) = O; 
% ------------------------------------------------------------------------------------------------
% checking all inputs if it is classified to class-m 
% counting how many input type-1, input type-2 in class-m 
% identifying member oftype-1 input, member oftype-2 input in class-m 
% outputs : counter_ 1(m,1) : number of input type-1 in class-m 
% counter_2(m,1): number ofinput type-2 in class-m 
% counter_O(m,1) 
% member_l_input(m,counter_l(m,1)): list of inputs type-1 in class-m 
% member_2_input(m,counter_2(m,1): list of inputs type-2 in class-m 
% ------------------------------------------------------------------------------------------------
for z = l:noi 
ifo(z,1) =m 




counter_l(m,1) = counter_l(m,1) + 1; 
member_l_input(m,counter_l(m,l))=z; 
counter_ 2(m, 1) = counter _2(m, 1) + 1; 
member_ 2 _ input(m,counter _ 2(m, 1 ))=z; 
counter_O(m,1) = counter_O(m,l) + 1; 
end 
end % end of z loop 
% ------------------------------------------------------------------------------------------------
% identifying type of a class based on the most number type of input in that class 
% outputs : type_of_class(m,1) : type of class m (1,2 or 0) 
% type_ 1 _counter : number of classes of type 1 
% type _2 _counter : number of classes of type 2 
% zero_ member : number of classes of type 0 
% member_ type_ 1 : list of classes of type 1 
% member_ type _2 : list of classes of type 2 
% member_type_O : list of classes of type 0 
%' ------------------------------------------------------------------------------------------------
if counter_ 1(m,1) + counter_2(m,1)-= 0 
ifcounter_l(m,1) >·counter_2(m,1) 
type_of_class(m,l)=l; % type ofcluster_m=l 
type_ l_counter=type_l_counter+ 1; 








type_ of_ class(m, I )=2; % type of cluster_ m = 2 
type _2 _ counter=type _ 2_counter+1; 
member_type_2(1,type_2_counter) = m; 
zero_ member = zero_ member+ 1; 
type_of_class(m,l)=O; % type of cluster_m = 0 
member_ type_ 0(1,zero _ member)=rn; 
end% ofifloop 
% ------------------------------------------------------------------------------------------------
% calculating number of inputs that are misplaced 
% and listing them based in what class they are in 
% outputs: 
% misplaced_ counter(m, 1) : how many inputs are misplaced into class-m 
% member_of_misplaced(m,cc): list of misplaced inputs in class-m 
% if any, each class will have cc misplaced input 
% where cc is either 
% counter_l(m,1): number of inputs type-I in class-m 
% or 
% counter_2(m,1): number of inputs type-2 in class-m 
% ------------------------------------------------------------------------------------------------
if type_ of_ class( m, l) = 1 
misplaced_ counter(m, 1) = counter _2(m, 1 ); 
for cc=l :counter_2(m,l); 
member_ of_ misplaced(m,cc) = member_ 2 _input(m,cc ); 
end 
elseiftype_of_class(m,1) = 2 




member_of_rnisplaced(m,cc) = member_l_input(m,cc); 
end 
misplaced_counter(m,l) = O; 
member_ of_ rnisplaced(m, 1 )=O; 
total_ misplaced_ counter = total_ misplaced_ counter + misplaced_ counter(m, 1 ); 
end % of m for loop 
poc = 1- (total_ misplaced_ counter /noi) 
rho_ counter( counter _mp, 1 )=rho; 
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0 
poc_counter(counter_mp,1) = poc; 
end% ofmoving_parameter for loop 
last_counter_mp = counter_mp 
for counter_mp=l :last_counter_mp 
plot( rho_ counter,poc _counter); 
end 
xlabel('rho'); 
ylabel('Percent of Correct Classification'); 
title('Percent of Correct Classification vs rho '); 
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{) 
'-.,.. B.3: CNCART2LT2_CLASS_CONTINUE.M 
·o 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% FILE NAME: CNCART2LT2_CLASS_CONTINUE 
% FUNCTION: TO TRAIN ART2 NETWORK WITH A SET OF DATA 
% WITH w12 AND W21 FROM A TRAINED ART2 NETWORK 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
clear 
data_file_name= input('Write data file name, example setl (without.mat):','s'); 
load( data_ file_ name); 
parameter _file _name= input('Write parameter file name , example parameterl 
(without.mat):', 's'); 
load(parameter _file_ name); 
rset=l; 
N _ EP = input (' Number of epochs of training =') 
towu =input ('Tolerance for weights updating=') 
% W12 equal to bij in ART2 paper (bottom-up) 
% W21 equal to tji in ART2 paper (top-down) 
%~~~~~~~~~~~~~~~~~~~~~~~~~~= 
%PARTB 
% TRAINING THE ART2 NETWORK WITH SET OF DATA INPUTS 
%~~~~~~~~~~~~~~~~~~~~~~~~~~= 




counter _reset = O; 
% STEP-3 Update Fl unit activations 
u=zeros(noie, 1 ); 
w=s(:,z); 
p=zeros(noie, 1 ); 
if(e+norm(s(:,z))) > 0 







v=activation _ function(noie,theta,x); 












if ( e+norm(p ))>O 




v=activation _function(noie,theta,x) + 
b*activation_function(noie,theta,q); 
% STEP-4 COMPUTE SIGNALS TO LAYER-2 
n2=W12*p; 
% While reset is true, do step 6-7 
while rset = 1 
%STEP6 
[max_value,winning_neuron]=max(n2); 







if ( e+norm(u)+c*norm(p ))>O 






if11orm(r) < rho-e 
counter_reset = counter_reset + 1 ; 
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end 
if counter _reset > 21 






w=s(:,z) + a*u; 
x=w/( e+norm(w)); 
q=p/( e+norm(p )); 
v=activation _ functio, (noie,theta,x) + b* 
activation_ function( oie,theta,q); 









while avg_weight_changes_ W21 > towu 
counter=counler+l 
% STEP-9 U date weights for winning_ neuron 
~12(winning neuron,: )=alpha*d*transpose(u) 
+ (1 +alpha*dfcd-l))*Wl2(winning_neuron,:); 
W21 ( :,winninJi;_ neuron)=alpha*d*u + 
(1 +alpha*d*( d-1 ))*W2 l (:,winning_ neuron); 
for i=l :noie 
end 




for i=l :noie 
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for j= :nonL2 
weight_changes_ W2l(ij,counter 
) = W2l_counter(i,j,counter)-






avg_ weight_ changes_ W21 = 
sum( sum( abs( weight_ changes_ W21 (:,:,connter) 
)))/(noie*nonL2) 
%STEP-IO Update Layer-1 activation 





w=s(: ,z )+a *u; 
p=u+d*W21(:,winning_neuron); 





if ( e+nonn(p) )>O 




v=activation _ function(noie,theta,x) + 
b*activation _ function(noie, theta,q); 
end% of while loop 
end % of ifloop 
end % end of while reset =I loop 
. rset=I; 
end % of z loop 
end% ofk loop 
%==================================================;==== 
%PARTC 
% CLASSIFICATION OF INPUTS BASED ON THE MATRIX Wl2 AND W21 
%====================================================== 
for z=l:noi 
u=zeros(noie, 1 ); 
w=s(:,z); 
p=zeros(noie,1); 
if(e+nonn(s(:;z))) > 0 





q=zeros(noie, 1 ); 
v=activation _ function(noie,theta,x ); 












if ( e+norm(p ))>O 




v=activation _ function(noie,theta,x) + b*activation _ function(noie,theta,q); 
% STEP-4 COMPUTE SIGNALS TO LAYER-2 
n2=Wl2*p; 
[max_ value,winning_neuron ]=max(n2); 
o(z, 1 )=winning_ neuron 
end % of z for loop 
%======================================================~ 
%PARTD 
% CALCULATION OF POC, TABULATING THE GENERATED CLASSES 
% AND IDENTIFYING MISCLASSIFICATION INPUTS 
% 
total_ misplaced_ counter = O; 
zero_ member = O; 
type_ 1 _ counter=O; 
type_ 2 _ counter=O; 
% Note: For each class (m), all inputs will be checked ifthe inputs is classified 
% into class-m 
for m= 1: nonL2 






counter_ 2(m, 1) = O; 
counter_O(m,l) = O; 
~ --------------------~----------------------------------------------~----------------------~--------
% checking all inputs if it is classified to class-m 
% counting how many input type-I, input type-2 in class-m 
% identfying member of type-I input , member of type-2 input in class-m 
% outputs : counter_ I (m, 1) : number of input type-1 in class-m 
% counter_2(m,l): number of input type-2 in class-m 
% counter_O(m,1) 
% member_l_input(m,counter_l(m,l)): list of inputs type-1 in class-m 
% member_2_input(m,counter_2(m,l): list of inputs type-2 in class-m 
% ---------------------------------------------------------------------------------------------------
for z = l:noi 
end 
if o(z,l) = m 





counter_l(m,1) = counter_l(m,l) + 1; 
member_l_input(m,counter_l(m,l))=z; 
counter_2(m,I) = counter_2(m,1) + 1; 
member_ 2 _ input(m,counter_ 2(m, 1 ))=z; 
counter_O(m,1) = counter_O(m,1) + 1; 
% ---------------------------------------------------------------------------------------------------
% identifying type of a class based on the most number type of input in that class 
% outputs : type_of_class(m,1) : type of class m (1,2 or 0) 
% type_!_ counter : number of classes of type 1 
% type_ 2 _counter : number of classes of type 2 
% zero _member : number of classes of type 0 
% member_ type_ I : list of classes of type 1 
% member_type_2 : list of classes of type 2 
% member_ type_ O : list of classes of type 0 
% ---------------------------------------------------------------------------------------------------
if counter_ I (m, 1) + counter _2(m, 1) ~ 0 
if counter_ I (m, 1) > counter_ 2(m, 1) 
type_of_class(m,1)=1; % type ofcluster_m=l 
type_ 1_counter=type_1_counter+1; 
member_ type_ l (!,type_ 1 _ counter)=rn; 
else 






type _2 _ counter=type _2_counter+1; 
member_type_2(1,type_2_counter) =m; 
zero_ member= zero_ member + 1; 
type_of_class(m,1)=0; % type of cluster_m = 0 
member_ type_ 0(1,zero _ member)=m; 
end % of ifloop 
% ---------------------------------------------------------------------------------------------------
% calculating number of inputs that are misplaced 
% and listing them based in what class they are in 
% outputs: 
% misplaced_ counter(m, 1) : how many inputs are misplaced into class-m 
% member_of_misplaced(m,cc): list of misplaced inputs in class-m 
% if any, each class will have cc misplaced input 
% where cc is either 
% counter_l(m,l): number of inputs type-1 in class-m 
% or 
% counter_2(m,l): number of inputs type-2 in class-m 
% ---------------------------------------------------------------------------------------------------
if type_ of_ class(m, 1) = 1 
misplaced_ counter(m, 1) = counter_ 2(m, 1 ); 
for cc=l:counter_2(m,1); 
member_ of_ misplaced(m,cc) =member _2 _ input(m,cc ); 
end 
elseiftype_of_class(m,1) = 2 
else 
end 
misplaced_ counter(m, 1) = counter_ 1(m,1 ); 
for cc=l:counter_l(m,1); 
member_ of_ misplaced(m,cc) = member_ 1 _input(m,cc ); 
end 
misplaced_ counter(m, 1) = O; 
member_ of_ misplaced(m, 1 )=O; 
total_misplaced _counter = total_ misplaced_ counter+ misplaced_ counter(m, 1 ); 
end% ofm for loop 
poc = 1- (total_misplaced_counter /noi) 
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APPENDIX B.4: CNCDETECTOR.M 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% PROGRAM NAME: CNCDETECTOR 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
clear 






test_ data= input ('Test data to be used (you have to type ... (without.mat) for example 
:','s') 






counter resonance = 0 
for z=l:noi 
z 
u=zeros(noie, 1 ); 
w=s(:,z); 
p=zeros(noie, I); 
if(e+norrn(s(:,z))) > 0 




q=zeros(noie, 1 ); 
v=activation _ function(noie,theta,x); 



















v = activation_ function(noie,theta,x) + b*activation_ function(noie,theta,q); 
% STEP-4 COMPUTE SIGNALS TO LAYER-2 
n2=Wl2*p 
[max_ value, winning_ neuron ]=max(n2) 
o( z, 1 )=winning_ neuron; 
%======================================================= 
% This part only checking whether in winning neurons , the resonance occurs or nor 
% ifthe winning neurons also where the resonance occurs, counter resonance 
should be 








if ( e+norm(u)+c*norm(p ))>O 






ifnorm(r) < rho-e 
counter _lower=counter _lower+ 1 






counter_resonance = counter_resimance + 1 
rset=O 
end 
for count_ I= 1: 1:type_1 _counter 









for count 0= 1: 1 :zero member - -




iftype(z,l) = tl(z,1) 
counter_ correct = counter_ correct+ 1 
else 
counter misclassification = counter misclassification + 1 - -
member_ of_ misclassification( counter_ misclassification, 1) = z 
end 
end % of z for loop 
percent_ correct= counter_ correct/noi 
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C.l: Matrix W'2 for Data 1 
1 2 43 44 45 46 
1 0.4654 1.8555 ... ... 0.0020 -1.8516 0.0020 0.0020 
2 0.2627 1.0434 ... ... 0.0025 -1.0384 -2.5997 0.0025 
3 0.2396 0.9505 ... ... 0.0026 -0.9453 -4.7370 0.0026 
4 0.1912 0.7649 ... ... 0.0000 -0.7649 -6.4441 0.0000 
5 0.1865 0.7460 ... ... 0.0000 -0.7460 -6.3402 -1.8649 
6 0.1729 0.6918 ... ... 0.0000 -0.6918 -5.8720 -4.1425 
7 0.1422 0.5687 ... ... 0.0000 -0.5687 -4.7758 -6.7079 
8 0.2167 0.8582 ... ... 0.0029 -0.8524 -2.1354 0.0029 
9 0.2033 0.8044 ... ... 0.0029 -0.7986 -4.0047 0.0029 
10 0.1856 0.7336 ... ... 0.0029 -0.7279 -5.4776 0.0029 
J 
11 0.1589 0.6269 ... ... 0.0029 -0.6211 -6.2371 -3.1171 
12 0.1650 0.6513 ... ... 0.0029 -0.6455 -6.4811 1.6239 
13 0.1589 0.6269 ... ... 0.0029 -0.6211 -6.2371 3.1229 
14 0.1501 0.5917 ... ... 0.0029 -0.5859 -5.8852 4.4189 
15 0.1198 0.4696 ... ... 0.0032 -0.4633 -4.6611 6.9995 
16 0.0778 0.2992 ... ... 0.0040 -0.2913 -2.9487 -8.8539 
17 0.0778 0.2992 ... ... 0.0040 -0.2913 -2.9487 8.8619 
18 0.0569 0.2134 ... ... 0.0048 -0.2038 -2.0815 -9.3833 
19 0.0569 0.2134 ... ... 0.0048 -0.2038 -2.0815 9.3929 
20 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 





C.2: Matrix W:2 for Data 2 
1 2 43 44 45 46 
1 0.3058 1.2198 ... ... 2.0576 1.8291 -0.2489 -0.1462 
2 0.2960 1.1558 ... ... 1.9440 1.7290 2.8754 0.0094 
3 0.2067 0.7486 ... ... 1.2454 1.1099 7.2521 0.0260 
4 0.1534 0.5739 ... ... 0.9594 0.8543 7.4894 0.0132 
5 0.0757 0.3024 ... ... 0.5103 0.4536 9.0834 0.0001 
6 0.2884 1.0929 ... ... 1.8304 1.6293 -1.9694 -2.6616 
7 0.2691 1.0254 ... ... 1.7186 1.5295 5.0587 0.0170 
8 0.2086 0.8278 ... ... 1.3954 1.2406 7.2964 0.0022 
9 0.1830 0.6471 ... ... 1.0726 0.9566 7.7638 0.0283 
10 0.1556 0.5754 ... ... 0.9602 0.8553 8.4117 0.0157 
11 0.0931 0.2533 ... ... 0.4001 0.3601 8.8225 0.0397 
12 0.1793 0.6392 ... ... 1.0609 0.9459 7.6916 -1.5071 
13 0.1736 0.6162 ... ... 1.0220 0.9114 7.4039 -2.9252 
14 0.1793 0.6392 ... ... 1.0609 0.9459 7.6916 1.5591 
15 0.1736 0.6162 ... ... 1.0220 0.9114 7.4039 2.9772 
16 0.1458 0.5721 ... ... 0.9629 0.8563 8.7514 -0.0909 
17 0.1083 0.3407 ... .. . 0.5538 0.4957 7.7792 0.0308 
... ... 
41 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 
42 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 
43 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 
44 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 




~ _,., C.3: Matrix W'2 for Data 3 
1 2 43 44 45 46 
1 0.1983 0.7535 ... . .. 1.3808 3.6553 0.0132 0.0132 
2 0.1950 0.7405 ... . .. 1.3567 3.5912 -1.8049 0.0132 
3 0.1862 0.7052 ... . .. 1.2915 3.4176 -3.4465 0.0132 
4 0.1371 0.5012 ... ... 0.9127 2.4047 -7.2680 0.0157 
5 0.0949 0.3138 ... ... 0.5612 1.4580 -8.7344 0.0220 
6 0.1740 0.6563 ... . .. 1.2012 3.1770 0.0132 0.0132 
7 0.1718 . 0.6477 ... . .. 1.1853 3.1347 1.5994 0.0132 
8 0.1659 0.6238 ... . .. 1.1413 3.0174 -3.0398 0.0132 
9 0.1293 0.4702 ... . .. 0.8553 2.2519 -6.8021 0.0157 
10 0.1214 0.4345 ... . .. 0.7882 2.0707 -7.2879 0.0170 
11 0.1133 0.4021 ... . .. 0.7284 1.9116 -7.6844 0.0170 
12 0.1073 0.3736 ... ... 0.6745 1.7654 -7.9704 0.0185 
... . .. 
23 0.1242 0.4498 ... . .. 0.8176 2.1514 6.5271 0.0157 
24 0.1401 0.5173 ... . .. 0.9435 2.4887 5.0434 0.0144 
25 0.0949 0.3138 ... . .. 0.5612 1.4580 0.0220 -8.7344 
26 0.0908 0.3026 ... . .. 0.5420 1.4099 -1.3921 -8.4538 
27 0.0590 0.1356 ... . .. 0.2221 0.5357 -0.4769 -9.1534 
28 0.1371 0.5012 ... . .. 0.9127 2.4047 0.0157 0.0157 
29 0.1138 0.4040 ... . .. 0.7320 1.9210 -5 .. 7879 0.0170 
30 0.0559 0.1313 ... . .. 0.2164 0.5251 -1.4764 -9.0122 
31 0.0533 0.1040 ... ... 0.1612 0.3687 -0.9765 9.1529 
32 0.1371 0.5012 ... . .. 0.9127 2.4047 0.0157 0.0157 
( __ ) 
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"··C·1·· ' . 
:..·-.,~ C.4:. Matrix w1'2 for Data Sculptured Surfaces 
1 2 43 44 45 46 
1 0.1531 0.6124 ... . .. 1.0335 0.9186 0.0000 0.0000 
2 0.1127 0.4509 ... ... 0.7608 0.6763 0.0000 0.0000 
3 0.1100 0.4399 ... ... 0.7423 0.6598 1.0997 0.0000 
4 0;0829 0.3314 ... ... 0.5592 0.4971 3.3589 0.0000 
5 0.0655 0.2618 ... ... 0.4418 0.3927 3.8400 0.0000 
6 0.0412 0.1648 ... ... 0.2780 0.2471 4.5668 0.0000 
7 0.1028 0.4114 ... ... 0.6942 0.6170 -2.0568 0.0000 
8 0.0935 0.3739 ... ... 0.6309 0.5608 -2.8039 0.0000 
9 0.0919 0.3675 ... ... 0.6202 0.5513 -2.7563 -0.9188 
0 10 0.0876 0.3502 ... ... 0.5910 0.5253 -2.6267 -1.7511 11 0.0749 0.2995 ... . .. 0.5055 0.4493 -2.2465 -2.9953 
12 0.0903 0.3612 ... ... 0.6096 0.5419 1.8145 0.0000 
... . .. 
141 0.0785 0.3139 ... ... 0.5800 l.5445 1.5697 0.0000 
142 0.0559 0.2235 ... ... 0.1048 0.3352 -3.3518 0.0000 
143 0.0951 0.3804 ... ... 0.3706 0.9869 -3.0088 0.0000 
144 0.0951 0.3804 ... . .. 0.0540 -0.8559 0.0000 0.0000 
145 0.0718 0.2870 ... . .. 0.0408 -0.6457 -0.7174 0.0000 
146 0.0568 0.2270 ... ... -0.6231 0.1993 -2.9592 0.0000 
147 0.0114 0.0457 ... . .. -0.0064 -0.0888 1.0277 4.8318 
148 0.0547 0.2187 ... ... 0.3690 0.3280 4.2459 0.0000 
149 0.0512 0.1926 ... ... 0.3222 0.2869 3.7754 0.0040 
0 
150 0.5000 0.5000 ... ... 0.5000 0.5000 0.5000 0.5000 
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