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QUASILINEAR EIGENVALUES
JULIA´N FERNA´NDEZ BONDER, JUAN P. PINASCO, ARIEL M. SALORT
Abstract. In this work, we review and extend some well known results for
the eigenvalues of the Dirichlet p−Laplace operator to a more general class
of monotone quasilinear elliptic operators. As an application we obtain some
homogenization results for nonlinear eigenvalues.
1. Introduction
In this work we review the eigenvalue problem associated to the p−Laplace
operator, {
−∆p := − div(|∇u|p−2∇u) = λρu in Ω
u = 0 on ∂Ω,
we describe its history and the main results obtained in the past years, and we
extend those results to more general quasilinear problems.
To be precise, we consider the equation
(1.1)
{
− div(a(x,∇u)) = λρ(x)|u|p−2u in Ω
u = 0 on ∂Ω
where the functions a(x, ξ) has the same homogeneity of |ξ|p−2ξ, and has precise
hypotheses that we state below (see Section 3). The domain Ω ⊂ RN is assumed
to be bounded, N ≥ 1, and the weight function ρ is assumed to be bounded away
from zero and infinity.
We denote the spectrum of (1.1) by Σ, i.e.
Σ := {λ ∈ R : there exists a nontrivial weak solution to (1.1)},
and we focus our attention on the properties of the set Σ and the associated eigen-
functions.
The paper is organized as follows: in Section 2 we introduce the origins of
the p−Laplace operator, and the history of the developments made for the eigen-
value problem. In Section 3 we introduce more general operators generalizing the
p−Laplacian, we define its variational spectrum (which is not known if coincides
with Σ), and we collect some necessary definitions and results. Section 4 is devoted
to the properties of eigenvalues and eigenfunctions. Finally we close the paper with
some recent results on eigenvalue homogenization in Section 5.
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2. A bit of history
The one dimensional p−Laplace ordinary differential equation,
(2.1) − (|y′|p−2y′)′ = ρ(x)|y|p−2y
was studied first by Leonhard Euler, in the work [26] appeared in 1728. Several
cases were presented as an example of a nonlinear second order equation which
cannot be integrated with known techniques.
He considered nonlinear equations of the general form
axmdxp = yndyp−2ddy,
where a is a constant, which correspond to equation (2.1) when a = −(p − 1)−1,
ρ = xm, and n = 1 − p. He introduced in that work the exponential function in
order to change variables, and reduced it to a first order equation. He used the
following substitution {
x
1
n+p−1 = e
∫
zdt
y = e(m+p)
∫
zdt
in paragraphs 7-9, where “dx constant ponatur” means that x was chosen as the
independent variable, and then ddx = 0.
Observe that, although this substitution enable us to work with Emden-Fowler
like equations
−(|y′|p−2y′)′ = |y|q−2y,
a different one is needed when p = q since n = 1 − p. This case was included in
paragraph 20, where he considered
dym−1ddy = P (x)ymdxm+1 +Q(x)ym−bdybdxm−b+1
where we have interchanged x and y for readability. In modern notation, with
m = p− 1, reads
|y′|p−2y′′ = P (x)|y|p−2y +Q(x)yp−1−b|y′|b.
Euler emphasized the homogeneity of the three terms involved, and the fact that
more similar terms can be added. For this equation he derived a generalized Riccati
equation, rediscoverd for the one dimensional p−Laplacian in the 20th century:
zp−2z′ + zp = Q(y)zb + P (y),
or, by calling zp−1 = w
(2.2)
w′
p− 1
+ w
p
p−1 = Q(y)w
b
p−1 + P (y).
When Q ≡ 0, the Riccati equation (2.2) was used by Beesack in 1961, see [9],
connected with optimal constants in Hardy’s inequality. Let us remark that Bihari
in 1956 studied a related nonlinear equation in [10],
−y′′ = Q(x)f(y, y′),
with yf(y, y′) > 0, f(cy, cy′) = cf(y, y′), and Lipschitz on every bounded domain
of R. However, this last condition excludes the p−Laplacian.
Few years later, Browder studied N−dimensional quasilinear equations, inspired
in previous works of Viˇsik, see [13, 14] and the references in this work. He introduced
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the so-called monotonicity methods (discovered almost simultaneously by Minty
[39], and Vainberg and Kachurovski [41]). Since then, the study of quasilinear oper-
ators experimented an explosive growth, and both variational and non-variational
techniques were introduced by by Browder, Fucˇ´ık, Ladyzhenskaya, Leray, Lions,
Morrey, Necˇas, Rabinowicz, Schauder, Serrin, Trudinger... among several other
mathematicians.
The eigenvalue problem for the p−Laplace operator started with the pioneer-
ing work of Browder [15, 16, 17, 18]. In those papers, he studied the nonlinear
eigenvalue problem A(u) = λB(u), where λ is real parameter, and
A(u) =
∑
|α|≤m
(−1)|α|DαFpα(x, u, . . . , D
mu),
B(u) =
∑
|β|≤m−1
(−1)|β|Gpβ (x, u, . . . , D
m−1u).
This higher-order elliptic problem is the Euler-Lagrange equation of the variational
problem
min
{∫
Ω
F (x, u, . . . , Dmu) dx : u ∈ V and
∫
Ω
G(x, u, . . . , Dm−1u) dx = c
}
where V is some closed subspace of Wm,p(Ω).
By introducing the variables ζ = {ζα : |α| = m}, ψ = {ψξ : |ξ| ≤ m − 1},
the functions F , G are measurable in x, and C1 in the variables ψ, ζ, satisfying
polynomial growth conditions which include the following particular case for the
Dirichlet boundary value problem,
|F (x, ψ, ζ)| ≤c(1 + |ζ|p + |ψ|p),
|Fα|+ |Fξ| ≤c(1 + |ζ|
p−1 + |ψ|p−1),
G =uq
where 1 < p <∞, q < np(n−mp)−1 for n > mp, and any q for n < mp.
With appropriate conditions of ellipticity and coercivity, the existence of an
eigenvalue and a corresponding eigenfunction which is a weak solution of A(u) =
λB(u) can be found in [15]. Moreover, for p ≥ 2, and imposing more regularity
on F and G (at least C2 in the variables ψ and ζ), the existence of a sequence
of eigenvalues was announced in [16] and proved in [17]. We can found in those
works the heavy –now standard– machinery of Palais-Smale sequences, deformation
lemmas, Lyusternik-Schnirelman category, and monotonicity arguments.
Finally, a different approach can be found in [18], based on Galerkin approxi-
mations. Here, for higher-order quasilinear operators satisfying the same coercivity
and polynomial growth conditions, the regularity conditions can be relaxed, and a
sequence of eigenvalues is obtained for C1 functions and 1 < p <∞.
Since then, several works devoted to this subject appeared. The interested reader
can browse into the book of Fucˇ´ık, Necˇas, J. Soucˇek, and V. Soucˇek [33] for a survey
up to the mid 1970s. It is worth noticing that several of the works cited therein
were published in Russian, or in journals from Central and East Europe, so many
results were rediscovered later. Nonlinear eigenvalue problems was an active area
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of research among Czech, German and Hungarian mathematicians in this decade
(we mention Amann, Elbert, Fucˇ´ık, Hess, Kufner, Necˇas, and Zeidler, to cite only
a few of them). See for example [3] for generalizations of the Browder’s results and
applications to Hammerstein’s equations; [32] for integro-differential equations; and
[43] where two sequences of eigenvalues going to ±∞ were obtained for indefinite
eigenvalue problems.
In the p−Laplacian case, i.e. when a(x, ξ) = |ξ|p−2ξ, and for Dirichlet boundary
conditions, the structure of Σ has been analyzed by several authors and it is know
that
• Σ ⊂ (0,∞) is a closed set, see the work of Lindqvist [38].
• λ1 = minΣ is the only eigenvalue that has a nonnegative associated eigen-
function (i.e., is a principal eigenvalue). This principal eigenvalue has a
variational characterization given by
λ1 = inf
v∈W 1,p
0
(Ω)
∫
Ω |∇v|
p dx∫
Ω |v|
p dx
.
The above infimum is realized precisely at eigenfunctions associated to λ1.
See [4, 38].
• λ1 is isolated and simple. That is, there exists δ > 0 such that
(λ1, λ1 + δ) ∩ Σ = ∅,
and if u1, u2 ∈ W
1,p
0 (Ω) are two eigenfunctions associated to λ1 then there
exists c ∈ R such that u1 = cu2. See [2, 4, 38].
• There exists a sequence of variational eigenvalues, usually denoted by Σvar
given by
λk := inf
C∈Ck
sup
v∈C
∫
Ω |∇v|
p dx∫
Ω
|v|p dx
,
where Ck := {C ⊂ W
1,p
0 (Ω): C is closed, C = −C, γ(C) ≥ k} and γ is
the Krasnoselskii genus. This was the approach of Browder, by using the
Lyusternik-Schnirelmann theory, see also [34, 35].
• There exists other possible ways to construct variational eigenvalues for
this type of equations. Some authors prefer to call Σvar the Lyusternik-
Schnirelmann eigenvalues, although in this work we will use the more ex-
tended denomination and refer to these as the variational eigenvalues. See
[24] for a comprehensive discussion on this topic.
• The sequence Σvar has the asymptotic behavior given by the Weyl’s law
c
(
k
|Ω|
)N
p
≤ λk ≤ C
(
k
|Ω|
)N
p
,
for some (universal) constants c, C > 0 depending only on N and p. See
[31, 35].
• As the first eigenvalue λ1 is isolated in Σ which is a closed set, the second
eigenvalue is well defined as
Λ2 = min{λ ∈ Σ: λ > λ1} > λ1.
It is known that Λ2 coincides with the second variational eigenvalue λ2.
See [6, 22].
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• For one dimensional problems, Ω = (a, b) ⊂ R it is known that any eigen-
value is simple, the eigenfunction corresponding to λk has exactly k + 1
zeros counting the boundary points a and b, and this fact enable us to ob-
tain them variationally. The eigenvalues can be computed explicitly, and
the corresponding eigenfunctions are obtained in terms of the Gaussian
hypergeometric function (see [8, 23, 28, 42]).
• A major open question is to know whether if Σ = Σvar or not. An answer
to this problem is only known in one space dimension. In this situation
the question is answered positively, using that eigenvalues associated to λk
has k nodal domains. See [28, 42]. A negative result is known for periodic
boundary conditions, see [11, 24, 25].
The objective of this paper is the extension of all these facts to the more general
problem (1.1). Let us observe that the first item follows by monotonicity arguments,
and the second one was already generalized to (1.1) by [37]. So here we complete
the program in performing the others extensions.
As a corollary of our results we obtain some alternative proofs of convergence
theorems for nonlinear eigenvalue homogenization that were originally proved in
[19].
3. Preliminary Results
In this section we review some results gathered from the literature, enabling us
to clearly state our results and making the paper self-contained.
3.1. Monotone operators. First, we give the precise hypotheses on the coeffi-
cient a(x, ξ) in order to be able to treat the eigenvalue equation (1.1) variationaly.
The precise context is the assumption that the induced operator A : W 1,p0 (Ω) →
W−1,p
′
(Ω) given by
Au := − div(a(x,∇u)),
defines a monotone operator.
So we assume that a : Ω×RN → RN satisfies, for every ξ ∈ RN and a.e. x ∈ Ω,
the following conditions:
(H0) measurability: a(·, ·) is a Carathe´odory function, i.e. a(x, ·) is continuous
a.e. x ∈ Ω, and a(·, ξ) is measurable for every ξ ∈ RN .
(H1) monotonicity: 0 ≤ (a(x, ξ1)− a(x, ξ2))(ξ1 − ξ2).
(H2) coercivity: α|ξ|p ≤ a(x, ξ)ξ.
(H3) continuity: a(x, ξ) ≤ β|ξ|p−1.
(H4) p−homogeneity: a(x, tξ) = tp−1a(x, ξ) for every t > 0.
(H5) oddness: a(x,−ξ) = −a(x, ξ).
Let us introduce Ψ(x, ξ1, ξ2) = a(x, ξ1)ξ1 + a(x, ξ2)ξ2 for all ξ1, ξ2 ∈ RN , and all
x ∈ Ω; and let δ = min{p/2, (p− 1)}.
(H6) equi-continuity:
|a(x, ξ1)− a(x, ξ2)| ≤ cΨ(x, ξ1, ξ2)
(p−1−δ)/p(a(x, ξ1)− a(x, ξ2))(ξ1 − ξ2)
δ/p
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(H7) cyclical monotonicity:
∑k
i=1 a(x, ξi)(ξi+1 − ξi) ≤ 0, for all k ≥ 1, and
ξ1, . . . , ξk+1, with ξ1 = ξk+1.
(H8) strict monotonicity: let γ = max(2, p), then
α|ξ1 − ξ2|
γΨ(x, ξ1, ξ2)
1−(γ/p) ≤ (a(x, ξ1)− a(x, ξ2))(ξ1 − ξ2).
See [7], Section 3.4 where a detailed discussion on the relation and implications
of every condition (H0)–(H8) is given.
In particular, under these conditions, we have the following Proposition:
Proposition 3.1 ([7], Lemma 3.3). Given a(x, ξ) satisfying (H0)–(H8) there exists
a unique Carathe´odory function Φ which is even, p−homogeneous strictly convex
and differentiable in the variable ξ satisfying
(3.1) α|ξ|p ≤ Φ(x, ξ) ≤ β|ξ|p
for all ξ ∈ RN a.e. x ∈ Ω such that
∇ξΦ(x, ξ) = p a(x, ξ)
and normalized such that Φ(x, 0) = 0.
Remark 3.2. In the one dimensional case, hypotheses (H4) and (H5) imply that
a(x, ξ) = a(x)|ξ|p−2ξ,
with a(x) := a(x, 1). In this case, the potential function Φ is given by
Φ(x, ξ) = a(x)|ξ|p.
Remark 3.3. In dimension N > 1, the prototypical example for a(x, ξ) is
a(x, ξ) = |A(x)ξ · ξ|
p−2
2 A(x)ξ.
In this case, the potential function Φ(x, ξ) of Proposition 3.1 is given by
Φ(x, ξ) = 2|A(x)ξ · ξ|
p
2
3.2. Definition of G-convergence. For our application to homogeneization, the
concept of G−convergence of operators is needed. We review here the basic defini-
tions and properties.
Definition 3.4. We say that the family of operators Aεu := − div(aε(x,∇u)) G-
converges to Au := − div(a(x,∇u)) if for every f ∈ W−1,p
′
(Ω) and for every fε
strongly convergent to f in W−1,p
′
(Ω), the solutions uε of the problem{
− div(aε(x,∇uε)) = fε in Ω
uε = 0 on ∂Ω
satisfy the following conditions
uε ⇀ u weakly in W 1,p0 (Ω),
aε(x,∇u
ε)⇀ a(x,∇u) weakly in (Lp(Ω))N ,
where u is the solution to the equation{
− div(a(x,∇u)) = f in Ω
u = 0 on ∂Ω.
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For instance, in the linear periodic case, the family − div(A(xε )∇u) G-converges
to a limit operator − div(A∗∇u) where A∗ is a constant matrix which can be char-
acterized in terms of A and certain auxiliary functions. See for example [21].
It is shown in [7] that properties (H0)–(H8) are stable under G−convergence, i.e.
Theorem 3.5 ([7], Theorem 2.3). If Aεu := − div(aε(x,∇u)) G−converges to
Au := − div(a(x,∇u)) and aε(x, ξ) satisfies (H0)–(H8) uniformly, then a(x, ξ) also
satisfies (H0)–(H8).
In the periodic case, i.e. when aε(x, ξ) = a(
x
ε , ξ), and a(·, ξ) is Q−periodic for
every ξ ∈ RN , one has that Aε G−converges to the homogenized operator Ah given
by Ahu = − div(ah(∇u)), where ah : RN → RN can be characterized by
(3.2) ah(ξ) = lim
s→∞
1
sN
∫
Qs(zs)
a(x,∇χξs + ξ)dx
where ξ ∈ RN , Qs(zs) is the cube of side length s centered at zs for any family
{zs}s>0 in RN , and χξs is the solution of the following auxiliary problem
(3.3)
{
− div(a(x,∇χξs + ξ)) = 0 in Qs(zs)
χξs ∈W
1,p
0 (Qs(z)),
see [12] for the proof.
In the general case, one has the following compactness result due to [20]
Proposition 3.6 ([20], Theorem 4.1). Assume that aε(x, ξ) satisfies (H1)–(H3)
then, up to a subsequence, Aε G−converges to a maximal monotone operator A
whose coefficient a(x, ξ) also satisfies (H1)–(H3)
In the one dimensional setting the G−limit is easily computed. In fact we have
the following fairly easy proposition. For p = 2 this is well known, see [1] and for
general p the extension is straightforward
Proposition 3.7. Let Aεu := −(aε(x)|u′|p−2u′)′ with aε ∈ L∞(R) that satisfies
(3.4) α ≤ aε(x) ≤ β,
for some constants α, β > 0. Then, up to a subsequence, Aε G−converges to
Au := −(a∗p(x)|u
′|p−2u′)′, with a∗p ∈ L
∞(R) given by
a∗p = a¯
−(p−1)
p and a
− 1
p−1
ε
∗
⇀ a¯p.
Proof. Let fε ∈W−1,p
′
(I) be such that fε → f in W−1,p
′
(I).
Let gε ∈ Lp(I) be such that g′ε = fε and gε → g in L
p(I). Hence g′ = f .
Let uε be the weak solution to{
−(aε(x)|u′ε|
p−2u′ε)
′ = fε in I
uε(0) = uε(1) = 0
Then, there exists a constant cε such that aε(x)|u′ε|
p−2u′ε = cε − gε.
Let ϕp(x) = |x|
p−2x. Then ϕp is invertible and so
(3.5) u′ε = ϕ
−1
p (cε − gε)aε(x)
− 1
p−1 .
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Since (uε)ε>0 is bounded in W
1,p
0 (I), we can assume that is weakly convergent to
some u ∈W 1,p0 (I) and, since aε is bounded away from zero and infinity so is a
− 1
p−1
ε ,
so we can assume that there exists a¯p ∈ L∞(I) such that
a
− 1
p−1
ε
∗
⇀ a¯p.
Moreover, we can assume that gε → g in L
p(I), and that cε → c.
Now we can pass to the limit in (3.5) and obtain
u′ = ϕ−1p (c− g)a¯p(x)
The proof is now complete. 
4. Properties of the eigenvalues and eigenfunctions
In this section we prove the main results of the paper, namely we study the
properties of the spectrum Σ of the following (nonlinear) eigenvalue problem
(4.1)
{
− div(a(x,∇u)) = λρ|u|p−2u in Ω
u = 0 on ∂Ω
where a(x, ξ) verifies (H0)–(H8) and
(4.2) 0 < ρ− ≤ ρ(x) ≤ ρ+ <∞ a.e. in Ω.
As we mentioned in the introduction we extend here to (4.1) the results that are
well-known for the p−Laplacian case.
The methods in the proofs here very much resembles the ones used for the
p−Laplacian and we refer the reader to the articles [5, 6, 4, 36, 38].
We recall that the spectrum Σ is defined by
Σ := {λ ∈ R : there exists u ∈W 1,p0 , nontrivial solution to (4.1)}.
We begin with this proposition
Proposition 4.1. The spectrum Σ of (4.1) is closed and, moreover, Σ ⊂ (0,∞).
Proof. First, observe that (H2) trivially implies that Σ ⊂ (0,+∞). In fact, if λ ∈ Σ
and u ∈W 1,p0 (Ω) is an eigenfunction associated to λ, then we have, from (H2)
(4.3) α
∫
Ω
|∇u|p dx ≤
∫
Ω
a(x,∇u)∇u dx = λ
∫
Ω
ρ(x)|u|p dx,
from where it follows that
λ ≥
α
∫
Ω |∇u|
p dx∫
Ω
ρ(x)|u|p dx
> 0.
The fact that Σ is closed follows from the monotonicity of the operatorA. In fact,
let λj ∈ Σ be such that λj → λ and let uj ∈W
1,p
0 (Ω) be an eigenfunction associated
to λj . We can assume, from (H4), that uj is chosen so that ‖uj‖Lp(Ω) = 1. Then,
since {λj}j∈N is bounded, from (4.3) it follows that {uj}j∈N is bounded inW
1,p
0 (Ω).
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Therefore, taking a subsequence if necessary, we have that there exists u ∈
W 1,p0 (Ω) and, from (H3) that there exists η ∈ (L
p′(Ω))N such that
uj ⇀ u weakly in W
1,p
0 (Ω)
uj → u strongly in L
p(Ω) and a.e. in Ω
a(x,∇uj) ⇀ η weakly in L
p′(Ω)
From these convergences we obtain that ‖u‖Lp(Ω) = 1 (so that u 6= 0) and
(4.4)
∫
Ω
η∇v dx = λ
∫
Ω
ρ(x)|u|p−1uv dx
for every v ∈ W 1,p0 (Ω). So, the proof will be finished if we show that
(4.5)
∫
Ω
a(x,∇u)∇v dx =
∫
Ω
η∇v dx
for every v ∈ W 1,p0 (Ω). For this purpose, we make use of the monotonicity inequality
(H1) and the fact that uj is an eigenfunction associated to λj . In fact, for every
w ∈ W 1,p0 (Ω),
0 ≤
∫
Ω
(a(x,∇uj)− a(x,∇w))(∇uj −∇w) dx
=
∫
Ω
λjρ(x)|uj |
p−2uj(uj − w) dx −
∫
Ω
a(x,∇w)(∇uj −∇w) dx.
Taking the limit j →∞ in the former inequality, we get, using (4.4),
0 ≤
∫
Ω
λρ(x)|u|p−2u(u− w) dx −
∫
Ω
a(x,∇w)(∇u −∇w) dx
=
∫
Ω
η(∇u−∇w) dx −
∫
Ω
a(x,∇w)(∇u −∇w) dx.
So, if we take w = u− tv with v ∈W 1,p0 (Ω) given and t > 0, we immediately get
0 ≤
∫
Ω
(η − a(x,∇u − t∇v))∇v dx,
and taking t→ 0+, we arrive at
0 ≤
∫
Ω
(η − a(x,∇u))∇v dx.
From this inequality is easy to see that (4.5) holds and so the claim follows. 
The existence of a sequence of variational eigenvalues for (4.1) can be traced
back to the papers of F. Browder, as we pointed out before. We state the result
here for further reference.
Theorem 4.2. Let {λk}k∈N be the sequence defined by
λk = inf
C∈Ck
sup
v∈C
∫
Ω Φ(x,∇v)∫
Ω
ρ|v|p
where Φ(x, ξ) is the potential function given in Proposition 3.1,
Ck = {C ⊂W
1,p
0 (Ω) : C closed, C = −C, γ(C) ≥ k}
and γ(C) is the Kranoselskii genus.
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Then {λk}k∈N ⊂ Σ and λk →∞ as k →∞.
We refer the reader to [40] for the definition and properties of γ.
As for the asymptotic behavior of the sequence Σvar = {λk}k∈N this follows easily
from the variational characterization given in Theorem 4.2, the coercivity inequality
(3.1) and the asymptotic behaviors for the eigenvalues of the p−Laplacian found in
[35] and refined in [31].
More precisely we have
Theorem 4.3. There exists c, C > 0 depending only on p,N such that
c
α
ρ+
(
k
|Ω|
) p
N
≤ λk ≤ C
β
ρ−
(
k
|Ω|
) p
N
,
where α, β are given in (3.1) and ρ−, ρ+ are given in (4.2).
Proof. From (3.1) and (4.2) it follows that, for every v ∈ W 1,p0 (Ω) we have
α
ρ+
∫
Ω |∇v|
p dx∫
Ω
|v|p dx
≤
∫
Ω Φ(x,∇v)∫
Ω
ρ|v|p
≤
β
ρ−
∫
Ω |∇v|
p dx∫
Ω
|v|p dx
.
From these inequalities and the variational characterization of Σvar we obtain
α
ρ+
µk ≤ λk ≤
β
ρ−
µk,
where {µk}k∈N are the variational eigenvalues of the p−Laplacian. Now, the con-
clusion of the Theorem follows from the Weyl’s asymptotic formula for {µk}k∈N
proved in [31]. 
The following maximum principle for quasilinear operators was proved in [37]
and it will be most useful in the sequel.
Theorem 4.4 ([37], Section 6.2). Assume that u ∈ W 1,p
loc
(Ω) satisfies∫
Ω
a(x,∇u)∇φ − ρ|u|p−2uφ ≥ 0, ∀φ ∈ C∞0 (Ω), φ ≥ 0.
Consider its zero set
Z := {x ∈ Ω: u˜(x) = 0},
where u˜ is the p−quasi continuous representative of u.
Then, either Capp(Z) = 0 or u = 0.
For the properties of the p−capacity and the p−quasi continuous representative
of a Sobolev functions, we refer to [27].
The following result gives the positivity of the first eigenfunction.
Theorem 4.5 ([37], Proposition 5.3). Let u be an eigenfunction corresponding to
λ1. Then exactly one of the following alternative holds:
u > 0 or u < 0
and the set of zeroes of u satisfies
Capp({u = 0}) = 0.
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Proof. Assume that u+ /≡ 0 and let us show then that u− ≡ 0.
First observe that a(x, ξ)ξ = Φ(x, ξ). This fact follows from the homogeneity of
Φ and Euler’s differentiation formula for homogeneous mappings.
By using u+ as test function in (1.1) we deduce that∫
Ω
Φ(x,∇u+) = λ1
∫
Ω
ρ|u+|p
and therefore u+ is also an eigenfunction corresponding to λ1. It satisfies hence
(1.1) and we get 

− div(a(x,∇u+)) = λ1ρ|u+|p−1, in Ω,
u+ ≥ 0, u+ /≡ 0 in Ω,
u = 0 on ∂Ω.
By the maximum principle as stated in Theorem 4.4, we deduce that u− ≡ 0 and
Capp({u = 0}) = 0. 
The following result gives the simplicity of the first eigenvalue. It follows by using
a Picone type identity, see [2, 4, 36, 38]. Whenever the eigenfunctions associated
to λ1 are regular enough, the following Picone type identity holds.
Lemma 4.6. Let v > 0, u ≥ 0 be two continuous functions in Ω differentiable a.e.
Let us denote
L(u, v) = Φ(x,∇u) + (p− 1)
(u
v
)p
Φ(x,∇v) −
(u
v
)p−1
〈a(x,∇v),∇u〉,
R(u, v) = 〈a(x,∇u),∇u〉 − 〈a(x,∇v),∇
( up
vp−1
)
〉.
Then, (i) L(u, v) = R(u, v), (ii) L(u, v) ≥ 0, (iii) L(u, v) = 0 a.e. in Ω if and
only if u = cu for some c ∈ R.
For the p−Laplacian, the regularity of eigenfunctions is known and it is enough
to use Picone’s identity. For general operators the proof is the same assuming that
regularity, and the full proof without this assumption can be found in [37].
Now, simplicity of the first eigenvalue can be proved with a standard argument
by using the Picone’s identity given in Lemma 4.6.
Theorem 4.7. Let u, v be two eigenfunctions corresponding to λ1. Then there
exists c ∈ R such that u = cv.
Proof. Let u, v be two eigenfunctions associated to λ1. We can assume that u and
v are both positive in Ω. We apply Lemma 4.6 to the pair u, v + ε and obtain
0 ≤
∫
Ω
L(u, v + ε)dx =
∫
Ω
R(u, v + ε)dx
= λ1
∫
Ω
ρ(x)|u|pdx−
∫
Ω
〈a(x,∇v),∇
( up
vp−1
)
〉dx.
Since the function u
p
(v+ε)p−1 ∈ W
1,p(Ω), it is admissible in the weak formulation of
v. It follows that
0 ≤
∫
Ω
L(u, v + ε)dx ≤ λ1
∫
Ω
ρ(x)|u|p
(
1−
vp−1
(v + ε)p+1
)
dx.
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Letting ε→ 0, we obtain ∫
Ω
L(u, v)dx = 0,
but then L(u, v) = 0 and by Lemma 4.6, there exists c ∈ R such that u = cv. 
The proof in the general case, when Lemma 4.6 is not true a.e. in Ω, is quite
more complex and can be found in [37], Theorem 1.3.
Theorem 4.8 ([37], Section 6.2). Let u1 be an eigenfunction corresponding to λ1,
then u1 does not changes sign on Ω. Also, the first eigenvalue is simple, that is,
any other eigenfunction u associated to λ1 is a multiple of u1.
Next, we show that the first eigenvalue λ1 is isolated in Σ. The key step in the
proof of the isolation is the next result:
Proposition 4.9. Let λ ∈ Σ and let w be an eigenfunction corresponding to λ 6= λ1.
Then, w changes sign on Ω, that is u+ 6= 0 and u− 6= 0. Moreover, there exists a
positive constant C independent of w and λ such that
|Ω+| ≥ Cλ−γ , |Ω−| ≥ Cλ−γ ,
where Ω± denotes de positivity and the negativity set of w respectively, γ is a positive
parameter, and C depends on N, p, ρ+ and the coercivity constant α in (H2). Here,
γ = (N − p)/p if p < N , γ = 1 if p = N , and γ = (p−N)/N if p > N .
Proof. Let w be an eigenfunction corresponding to λ 6= λ1 and let u be an eigen-
function corresponding to λ1.
Assume that w does not changes sign on Ω. We can assume that w ≥ 0 and
u ≥ 0 in Ω. For each k ∈ N, let us truncate u as follows:
uk(x) := min{u(x), k}
and for each ε > 0 we consider the function upk/(w + ε)
p−1 ∈ W 1,p0 (Ω). We get
(4.6)
∫
Ω
a(x,∇u)∇u−a(x,∇w)∇
( upk
(w + ε)p−1
)
=
∫
Ω
λ1ρu
p−λρwp−1
upk
(w + ε)p−1
We claim that the integral in the left hand side in (4.6) is non-negative. Indeed, let
Φ be the potential function given by Proposition 3.1. Then, as Φ is p−homogeneous
in the second variable we have (see [37], p.19)
a(x,∇u)∇u − a(x,∇w)∇
( upk
(w + ε)p−1
)
=
p
{
Φ(x,∇u) + (p− 1)Φ(x,
uk
w + ε
∇w) − a(x,
uk
w + ε
∇w)∇uk
}
.
(4.7)
By using the property that ξ 7→ Φ(x, ξ) is convex, we easily deduce that (4.7) is
nonnegative. Therefore, coming back to (4.6) we get∫
Ω
λ1ρu
p − λρwp−1
upk
(w + ε)p−1
≥ 0.(4.8)
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Since by the strong maximum principle for quasilinear operators (Theorem 4.4) the
set {w˜ = 0}, where w˜ is the p−quasi continuous representative of w, is of measure
zero then (4.8) is equivalent to
(4.9)
∫
{w>0}
λ1ρu
p − λρwp−1
upk
(w + ε)p−1
≥ 0.
Now, letting ε→ 0 and k →∞ in (4.9), we get
(λ1 − λ)
∫
Ω
ρ|u|p ≥ 0
which is a contradiction. Therefore w changes sign on Ω.
The second part of the proof follows almost exactly as in the p−Laplacian case.
Let us suppose first that p < N . In fact, as w changes sign, we can use w+ as a
test function in the equation satisfied by w to obtain∫
Ω
a(x,∇w)∇w+ = λ
∫
Ω
ρ|w|p−2ww+
= λ
∫
Ω+
ρ|w|p
≤ λρ+
∫
Ω+
|w|p
≤ λρ+‖w+‖p
Lp∗(Ω)
|Ω+|p/(N−p)
≤ λρ+Kp|Ω
+|p/(N−p)
∫
Ω
|∇w+|p,
where Kp is the optimal constant in the Sobolev-Poincare´ inequality.
Now, by (H2), it follows that∫
Ω
a(x,∇w)∇w+ ≥ α
∫
Ω
|∇w+|p.
Combining these two inequalities, we obtain
|Ω+| ≥
( α
Kpλρ+
)(N−p)/p
.
The estimate for |Ω−| follows in the same way.
The remaining cases are similar: p = N follows by using the Sobolev’s inclusion
W 1,N0 (Ω) ⊂ L
N(Ω), and the case p > N follows from Morrey’s inequality. 
Now we are ready to prove the isolation of λ1.
Theorem 4.10. The first eigenvalue λ1 is isolated. That is, there exists δ > 0
such that (λ1, λ1 + δ) ∩ Σ = ∅.
Proof. Assume by contradiction that there exists a sequence λj ∈ Σ such that
λj → λ1 as j →∞. Let uj be the associated eigenfunctions normalized such that∫
Ω
ρ|uj |
p = 1.
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By (H2) it follows that the sequence {uj}j∈N is bounded in W
1,p
0 (Ω) so, passing to
a subsequence if necessary, there exists u ∈ W 1,p0 (Ω) such that
uj ⇀ u weakly in W
1,p
0 (Ω)
uj → u strongly in L
p(Ω)
Now, as the functional
v 7→
∫
Ω
Φ(x,∇v)
is weakly sequentially lower semicontinuous (see [7]), it follows that u is an eigen-
function associated to λ1.
Now, by Theorem 4.8, we can assume that u ≥ 0 and by Proposition 4.9 we have
|{u = 0}| > 0. But this is a contradiction to the strong maximum principle in [37],
Theorem 4.4. 
As a consequence of Theorem 4.10 it makes sense to define the second eigenvalue
Λ2 as the infimum of the eigenvalues greater than λ1. Next, we show that this
second eigenvalue Λ2 coincides with the second variational eigenvalue λ2. This
result is known to hold for the p−Laplacian (see [6]) and we extended here for the
general case (4.1).
Theorem 4.11. Let λ2 be the second variational eigenvalue, and let Λ2 be defined
as
Λ2 = inf{λ > λ1 : λ ∈ Σ}.
Then
λ2 = Λ2.
Proof. The proof of this Theorem follows closely the one in [30] where the analogous
result for the Steklov problem for the p−Laplacian is analyzed.
Let us call
µ = inf
{∫
Ω
Φ(x,∇u) : ‖ρu‖pLp(Ω) = 1 and |Ω
±| > cλ2
}
,
where cλ2 := Cλ
−γ
2 and C, γ are given by Proposition 4.9.
If we take u2 an eigenfunction of (4.1) associated with Λ2 such that ‖ρu‖
p
Lp(Ω) =
1, by Theorem 4.9, we have that u2 is admissible in the variational characterization
of µ. It follows that µ ≤ Λ2. The proof will follows if we show that µ ≥ λ2. The
inverse of µ can be written as
1
µ
= sup
{∫
Ω
ρ|u|p :
∫
Ω
Φ(x,∇u) = 1 and |Ω±| > cλ2
}
.
The supremum is attained by a function w ∈ W 1,p0 (Ω) such that
∫
Ω
Φ(x,∇w) = 1
and |Ω±| > cλ2 . As w
+ and w− are not identically zero, if we consider the set
C = span{w+, w−} ∩ {u ∈ W 1,p0 (Ω): ‖u‖W 1,p
0
(Ω) = 1},
then γ(C) = 2. Hence, we obtain
(4.10)
1
λ2
≥ inf
u∈C
∫
Ω
ρ|u|p
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but, as w+ and w− have disjoint support, it follows that the infimum (4.10) can be
computed by minimizing the two variable function
G(a, b) := |a|p
∫
Ω
ρ|w+|p + |b|p
∫
Ω
ρ|w−|p
with the restriction
H(a, b) := |a|p
∫
Ω
Φ(x,∇w+) + |b|p
∫
Ω
Φ(x,∇w−) = 1.
Now, an easy computation shows that
1
λ2
≥ min
{ ∫
Ω
ρ|w+|p∫
ΩΦ(x,∇w
+)
,
∫
Ω
ρ|w−|p∫
ΩΦ(x,∇w
−)
}
.
We can assume that the minimum in the above inequality is realized with w+.
Then, for t > −1 the fuction w+tw+ is admissible in the variational characterization
of µ, hence if we denote
Q(t) :=
∫
Ω
ρ|w + tw+|p∫
ΩΦ(x,∇w + t∇w
+)
,
we get
0 = Q′(0) = p
∫
Ω
ρ|w|p−2ww+ −
p
µ
∫
Ω
a(x,∇w)∇w+,
therefore ∫
Ω
ρ|w+|p∫
Ω Φ(x,∇w
+)
=
1
µ
and the result follows. 
In dimensions N > 1 it is not known even in the p−Laplacian case whether λ2
is isolated in Σ or not or if Σ is countable or not. So we cannot expect to obtain
much more information in the general case (4.1).
However, in the one dimensional problem N = 1 it is known since the work of
Fucˇ´ık and coauthors in [33] (see also the more recent works [28, 42]) that Σ = Σvar.
So now we generalize this fact to (4.1). That is, we study
(4.11)
{
−(a(x)|u′|p−2u′)′ = λρ(x)|u|p−2u in J := (0, ℓ)
u(0) = u(ℓ) = 0
where 0 < ρ− ≤ ρ(x) ≤ ρ+ and 0 < α ≤ a(x) ≤ β for some constants ρ−, ρ+, α and
β.
For the one dimensional p−Laplace operator in J with zero Dirichlet boundary
conditions, that is (4.11) with a(x) = ρ(x) = 1, we denote by Σ˜ = Σ˜var = {µk}k∈N
the spectrum given by
(4.12) µk = inf
C∈Ck
sup
u∈C
∫
J |u
′|p dx∫
J
|u|p dx
.
Here, all the eigenvalues and eigenfunctions can be found explicitly:
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Theorem 4.12 (Del Pino, Drabek and Manasevich, [23]). The eigenvalues µk given
by (4.12) and their corresponding eigenfunctions uk on the interval J are given by
µk =
πppk
p
ℓp
,
uk(x) = sinp(πpkx/ℓ).
The function sinp(x) is the solution of the initial value problem{
−(|u′|p−2u′)′ = |u|p−2u
u(0) = 0, u′(0) = 1,
and is defined implicitly as
x =
∫ sinp(x)
0
( p− 1
1− tp
)1/p
dt.
Moreover, its first zero is πp, given by
πp = 2
∫ 1
0
( p− 1
1− tp
)1/p
dt.
In [5], problem (4.11) with a ≡ 1 is studied and, among other things, it is
proved that any eigenfunction associated to λk has exactly k nodal domains. As
a consequence of this fact, in [5] it is obtain the simplicity of every variational
eigenvalue.
The exact same proof of [5] works in our case, and so we obtain the following:
Theorem 4.13. Every eigenfunction corresponding to the k−th eigenvalue λk has
exactly k − 1 zeroes. Moreover, for every k, λk is simple, consequently the eigen-
values are ordered as 0 < λ1 < λ2 < · · · < λk ր +∞.
Now, using the same ideas as in [28] is easy to prove that the spectrum of (4.11)
coincides with the variational spectrum. In fact, we have:
Theorem 4.14. Σ = Σvar.
Proof. The proof of this theorem is completely analogous to that of Theorem 1.1
in [28]. 
5. Eigenvalue homogenization
In this section, as an application of the results in Section 3, we analyze the
convergence of the spectrum Σε of problem
(5.1)
{
− div(aε(x,∇u)) = λερε|u|p−2u on Ω
u = 0 on ∂Ω
to the spectrum Σ of the limit problem
(5.2)
{
− div(a(x,∇u)) = λρ|u|p−2u on Ω
u = 0 on ∂Ω
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under the assumption that Aε G−converges to A and that ρε
∗
⇀ ρ in L∞(Ω).
Moreover, we assume that aε(x, ξ) satisfies (H0)–(H8) uniformly.
The result in this section are not original, since they were obtained in [19] (for
ρε, ρ ≡ 1 though). Nevertheless, the proof that we provide are much simpler than
those in [19].
In the linear case, it is well known (see [1]) that the G−convergence of the oper-
ators implies the convergence of their spectra in the sense that the kth–eigenvalue
λεk converges to the kth–eigenvalue of the limit problem.
We want to study the convergence of the spectrum in the non-linear case. We
begin with a general result for bounded sequences of eigenvalues. This result was
already proved in [7] but we include here a simpler proof for the reader’s conve-
nience.
Along the proofs by normalized eigenfunctions we understand that ‖u‖p = 1.
Theorem 5.1. Let Ω ⊂ RN be bounded. Let λε ∈ Σε be a sequence of eigenvalues
of problems (5.1) with {uε}ε>0 associated normalized eigenfunctions.
Assume that the sequence of eigenvalues is convergent
lim
ε→0+
λε = λ.
Then, λ ∈ Σ and there exists a sequence εj → 0+ such that
uεj ⇀ u weakly in W 1,p0 (Ω)
with u a normalized eigenfunction associated to λ.
Remark 5.2. In most applications, we take the sequence λε to be the sequence of
the kth–variational eigenvalue of (5.1). In this case, it is not difficult to check that
the sequence {λεk}ε>0 is bounded and so, up to a subsequence, convergent.
In fact, by using the variational characterization of λεk, (3.1) and our assumptions
on ρ we have that
α
ρ+
∫
Ω |∇v|
p∫
Ω
|v|p
≤
∫
ΩΦε(x,∇v)∫
Ω
ρε|v|p
≤
β
ρ−
∫
Ω |∇v|
p∫
Ω
|v|p
,
therefore
α
ρ+
µk ≤ λ
ε
k ≤
β
ρ−
µk
where µk is the kth variational eigenvalue of the p−Laplacian.
Proof. As λε is bounded and u
ε is normalized, by (H2) it follows that the sequence
{uε}ε>0 is bounded in W
1,p
0 (Ω).
Therefore, up to some sequence εj → 0, we have that
uεj ⇀ u weakly in W 1,p0 (Ω)
uεj → u strongly in Lp(Ω).
(5.3)
with u also normalized.
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We define the sequence of functions fε := λ
ερε|uε|p−2uε. By using the fact that
ρε ⇀ ρ *-weakly in L
∞(Ω) together with (5.3) it follows that
fεj ⇀ f := λρ|u|
p−2u weakly in Lp(Ω)
and therefore
fεj → f strongly in W
−1,p′(Ω).
By Proposition 3.6 we deduce that uεj converges weakly inW 1,p0 (Ω) to the unique
solution v of the homogenized problem{
−div(a(x,∇v)) = λρ|u|p−2u in Ω
v = 0 on ∂Ω.
By uniqueness of the limit, v = u is a normalized eigenfunction of the homogenized
problem. 
Remark 5.3. In the case where the sequence λε is the sequence of the kth–variational
eigenvalues of (5.1) it would be desirable to prove that it converges to the kth–
variational eigenvalue of the homogenized problem (5.2) (see Remark 5.2).
Unfortunately, our method only allow us to treat the first and second variational
eigenvalues in the general setting. In the one dimensional case, one can be more
precise and this fact holds true. See [19] for a general proof of this fact using the
Γ−convergence method.
5.1. Convergence of the first and second eigenvalue. The first eigenvalue of
(5.1) is the infimum of the Rayleigh quotient
λε1 = inf
v∈W 1,p
0
(Ω)
∫
Ω Φε(x,∇v)∫
Ω
ρε|v|p
.
In the following result we prove the convergence of λε1 when ε tends to zero.
Theorem 5.4. Let be λε1 the first eigenvalue of (5.1) and λ1 the first eigenvalue
of the limit problem (5.2), then
lim
ε→0
λε1 = λ1.
Moreover, if uε1 and u1 are the (normalized) nonnegative eigenfunctions of (5.1)
and (5.2) associated to λε1 and λ1 respectively, then
uε1 ⇀ u1 weakly in W
1,p
0 (Ω).
Remark 5.5. In [7] using the theory of convergence of monotone operators the
authors obtain the conclusions of Theorem 5.4. We propose here a simple proof of
this result which exploits the fact that the first eigenfunction has constant sign.
Proof. Let uε1 be the nonnegative normalized eigenfunction associated to λ
ε
1, the
uniqueness of uε1 follows from Theorem 4.8.
By Theorem 5.1, up to some sequence, uε1 converges weakly in W
1,p
0 (Ω) to u, an
eigenfunction of the homogenized eigenvalue problem associated to λ = limε→0 λ
ε
1.
But then, u is a nonnegative normalized eigenfunction of the homogenized prob-
lem (5.2) and so u = u1. Therefore λ = λ1 and the uniqueness imply that the
whole sequences λε1 and u
ε
1 are convergent. 
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Now we turn our attention to the second eigenvalue. For this purpose we use the
fact that eigenfunctions associated to the second variational eigenvalue of problems
(5.1) and (5.2) have, at least, two nodal domains (cf. Proposition 4.9).
Theorem 5.6. Let λε2 be the second eigenvalue of (5.1) and λ2 be the second
eigenvalue of the homogenized problem (5.2). Then
lim
ε→0
λε2 = λ2
Proof. Let u2 be a normalized eigenfunction associated to λ2 and let Ω
± be the
positivity and the negativity sets of u2 respectively. By standard elliptic regularity
theory, Ω± are open sets. Now, the previous result about the positivity of the first
eigenfunction implies that the restrictions of u2 to Ω
± are the first eigenfunctions
of the problem in those sets.
We denote by uε± the first eigenfunction of (5.1) in Ω
± respectively. Extending
uε± to Ω by 0, these function have disjoint supports and therefore they are linearly
independent in W 1,p0 (Ω).
Let S be the unit sphere in W 1,p0 (Ω) and we define the set C
ε
2 as
Cε2 := span{u
ε
+, u
ε
−} ∩ S.
Clearly Cε2 is compact, symmetric and γ(C
ε
2) = 2. Hence,
λε2 = inf
C∈Γ2
sup
v∈C
∫
Ω
Φε(x,∇v)∫
Ω
ρε|v|p
≤ sup
v∈Cε
2
∫
Ω
Φε(x,∇v)∫
Ω
ρε|v|p
As Cε2 is compact, the supremum is achieved for some v
ε ∈ Cε2 which can be
written as
vε = aεu
ε
+ + bεu
ε
−
with aε, bε ∈ R such that |aε|
p + |bε|
p = 1. Since the functions uε+ and u
ε
− have
disjoint supports, we obtain, using the p−homogeneity of Φε (see Proposition 3.1),
λε2 ≤
∫
Ω
Φε(x,∇vε)∫
Ω ρε|v
ε|p
=
|aε|p
∫
Ω+
Φε(x,∇uε+) + |bε|
p
∫
Ω−
Φε(x,∇uε−)∫
Ω ρε|v
ε|p
Using the definition of uε±, the above inequality can be rewritten as
(5.4) λε2 ≤
|aε|pλε1,+
∫
Ω+
ρε|uε+|
p + |bε|pλε1,−
∫
Ω−
ρε|uε−|
p∫
Ω
ρε|vε|p
≤ max{λε1,+, λ
ε
1,−}
where λε1,± is the first eigenvalue of (5.1) in the nodal domain Ω
± respectively.
Now, using Theorem 5.4, we have that λε1,± → λ1,± respectively, where λ1,±
are the first eigenvalues of (5.2) in the domains Ω± respectively. Moreover, we
observe that these eigenvalues λ1,± are both equal to the second eigenvalue λ2 in
Ω, therefore from (5.4), we get
λε2 ≤ λ2 + δ
for δ arbitrarily small and ε tending to zero. So,
(5.5) lim sup
ε→0
λε2 ≤ λ2
On the other hand, suppose that limε→0 λ
ε
2 = λ where λ ∈ Σh. We claim that
λ > λ1.
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In fact, we have that uε2 ⇀ u in W
1,p
0 (Ω) where u is a normalized eigenfunction
associated to λ. As the measure of the positivity and negativity sets of uε2 are
bounded below uniformly in ε > 0 (see Proposition 4.9), we have that either u
changes sign or |{u = 0}| > 0. In any case, this implies our claim.
Then, as λ > λ1 it must be λ ≥ λ2. Then
(5.6) λ2 ≤ λ = lim
ε→0
λε2
Combining (5.5) and (5.6) we obtain the desired result. 
5.2. Convergence of the full spectrum in the one dimensional case. The
goal of this subsection is to prove the following Theorem
Theorem 5.7. Let N = 1 and assume that Aε G−converges to A and that ρε ⇀ ρ
weakly* in L∞(I). For each k ≥ 1 let λεk be the k-th eigenvalue of (5.1). Then we
have that
lim
ε→0
λεk = λk,
where λk the k−th eigenvalue of (5.2).
Moreover, up to a subsequence, an eigenfunction uεk associated to λ
ε
k converges
weakly in W 1,p0 (I) to uk, an eigenfunction associated to λk.
The main tool that allows us to prove that λ = λk is Theorem 4.13 that says that
any eigenfunction associated to the k−th eigenvalue of (5.1) has exactly k nodal
domains.
Moreover, we need a refinement of this result, namely an estimate on the measure
of each nodal domain independent on ε. This is the content of the next Lemma.
Lemma 5.8. Let λεk be a eigenvalue of (5.1) with corresponding eigenfunction u
ε
k.
Let N = N (k, ε) be a nodal domain of uεk. We have that
|N | > C
where C = C(k) is a positive constant independent of ε.
Proof. We can write λεk as
λεk(I) = λ
ε
1(N ) = inf
u∈W 1,p
0
(N )
∫
N aε(x)|u
′|p∫
N ρε(x)|u|
p
,
by our assumptions (4.2) we get
λεk(I) ≥
α
ρ+
µ1(N ) =
α
ρ+
πpp
|N |p
where µ1(N ) is the first eigenvalue of the p−Laplacian on N . Moreover,
λεk(I) ≤
β
ρ−
µk(I) =
β
ρ−
πppk
p.
Combining both inequalities we get
|N |p ≥
α
ρ+
πpp
λεk(Ω)
≥
α
β
ρ−
ρ+
1
kp
and the result follows. 
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Now we are ready to establish the main result of this section:
Proof of Theorem 5.7. Let uk be a normalized eigenfunction associated to λk and
according to Theorem 4.13, let Ii, i = 1, . . . , k be the nodal domains of uk.
We denote by uεi the first eigenfunction of (5.1) in Ii respectively. Extending
uεi to I by 0, these function have disjoint supports and therefore they are linearly
independent in W 1,p0 (I).
Let S be the unit sphere in W 1,p0 (I) and we define the set C
ε
k as
Cεk := span{u
ε
1, . . . , u
ε
k} ∩ S.
Clearly Cεk is compact, symmetric and γ(C
ε
k) = k. Hence,
λεk = inf
C∈Γk
sup
v∈C
∫
I aε(x)|v
′|p∫
I
ρε|v|p
≤ sup
v∈Cε
k
∫
I aε(x)|v
′|p∫
I
ρε|v|p
As Cεk is compact, the supremum is achieved for some v
ε ∈ Cεk which can be
written as
vε =
k∑
i=1
aεiu
ε
i
with aεi ∈ R such that
∑k
i=1 |a
ε
i |
p = 1. Since the functions uεi have non-overlapping
supports, we obtain
λεk ≤
∫
I aε(x)|v
ε′|p∫
I
ρε|vε|p
=
∑k
i=1 |a
ε
i |
p
∫
Ii
aε(x)|uεi
′|p∫
I
ρε|vε|p
Using the definition of uεi , the above inequality can be rewritten as
(5.7) λεk ≤
∑k
i=1 |a
ε
i |
pλε1,i
∫
Ii
ρε|uεi |
p∫
I
ρε|vε|p
≤ max
1≤i≤k
{λε1,i}
where λε1,i is the first eigenvalue of (5.1) in the nodal domain Ωi respectively.
Now, using that λε1,i → λ1,i respectively , where λ1,i are the first eigenvalues of
(5.2) in the domains Ii respectively (see Theorem 4.4, [29]). Moreover, we observe
that these eigenvalues λ1,i are all equal to the k−th eigenvalue λk in I, therefore
from (5.7), we get
λεk ≤ λk + δ
for δ arbitrarily small and ε tending to zero. So
(5.8) lim sup
ε→0
λεk ≤ λk.
On the other hand, suppose that limε→0 λ
ε
k = λ. By Lemma 5.8 the k nodal
domains of uǫk have positive measure independent of ε. Then it must be λ ≥ λk. It
follows that
(5.9) λk ≤ λ = lim
ε→0
λεk
Combining (5.8) and (5.9) we obtain the desired result. 
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