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Abstract 
Iserles, A., A constructive approach to the Schroder equation, Journal of Computational and Apelied 
Mathematics 46 ( 1993) 301-3 14. 
Given a function f, analytic at the origin and such that f (0) = 0, f’(0) # 0, the Schroder equation 
(Blanchard, 1984) reads /Ig(z) = g(f (z)), where /I = f ‘(0). In the present paper we introduce 
a formal computational algorithm to approximate the analytic function g. Our main tool consists of 
evaluating a generating function of certain, recursively defined, polynomials. Another application of our 
analysis is to convergence acceleration of functional iteration. As demonstrated by the author ( 199 1 ), the 
analysis of a generalized Steffensen’s method ( 1933) requires the consideration of certain determinants. 
In particular, it is required to show that they do not vanish. As an offshoot of our technique, we evaluate 
the exact value of these determinants. 
Keywords: Acceleration of convergence; functional iteration; generalized Steffensen’s method; generating 
functions; Schroder’s equation. 
1. Introduction 
Let f be a complex function, analytic in an open neighbourhood of the origin, such that f (0) = 0, 
/? : = f’(O) # 0. The Schriider functional equation is [ 1 ] 
Pg(z) = gu-(z)). (1.1) 
Equation ( 1.1) is central to the theory of functional iteration in the complex plane [ 1,3]. Particular 
interest resides in the case I/3] = 1, since then its geometric interpretation is that f is congruent to 
a rotation. Specifically, in that case (which corresponds to 0 being a neutral fixed point of f) the 
origin lies in the Julia set off if and only if ( 1.1) has no analytic solution in its open neighbourhood 
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[ 31. It is known that, as long as f is a rational function of degree at least two, no solution of ( 1.1) 
exists when p is a root of unity [ 11. The situation is considerably more complicated for a general 
function f. The Siegel theorem (and its generalization by Bryuno) yields a set of full measure of 
ID] = 1 for which g converges in a nonempty neighbourhood of the fixed point. Conversely, the 
nonlinearization theorem of Cremer (recently extended by Yoccoz and Perez-Marco) identifies a 
generic set of ]/I = 1 for which g has a zero radius of convergence [ 61. 
In the present paper we present a constructive approach to ( 1.1). Our point of departure is the 
recurrence relation 
6 r+l,s(~) = (2~ + 1 -s)f”(~)d,,~(z) + do,,_,, s = O,l,...,r, r E z+, 
with the initial and boundary conditions 
&-l(Z) = 0, So,,(z) = 1, 6,,_i(z),6,,,(z) ~0, r = 1,2 ,... . 
The first few functions S,,s can be easily evaluated explicitly-thus 
&,0(z) = g (f”(Z) Y, &,l (z) = +.yy (fu(z))‘-2f,u(Z) 
and S, r_l (z) = f (‘+ I) (z). However, general solution is not available and we are forced 
to computational techniques. 
to resort 
Excluding the case of /I being a root of unity, we let d,, := a,, (0) and define the sequence 
{z+},“,~ by the recurrence 
(1.2) 
(1.3) 
uo = 1, 
1 
” = (1 -pr)(r + l)! 
The virtue of the rather mysteriously-looking sequence {ur} is that the function 
g(z) := ~.,,r+l 
r=O 
(1.5) 
is the solution of the Schroder equation that obeys the condition g’(0) = 1. In other words, the 
V,‘S are the Taylor coefficients of g and their determination provides a solution of ( 1.1). 
The techniques that are employed in the sequel to justify our claims are also applicable to a 
different problem, namely the analysis of convergence acceleration of functional iteration in the 
complex plane. Interestingly enough, it is precisely the case of p being a root of unity, forbidden in 
the discussion of the Schroder equation, that is in the focus of our attention. 
The functional iteration z H f (z ), where f is analytic (or meromorphic) in the domain of 
interest, can be accelerated by means of the Steffensen method [ 7,101. Thus, instead of z,+i = 
f ( zn ), we iterate 
Gzf (f (z,)) - (f (&z))2 
zrI+l = f (f (z,)) - 2f (z,) + z,' 
(1.6) 
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The new sequence, while retaining the fixed points of the original map, enjoys superior asymptotic 
rate of convergence. 
The map (1.6) can be generalized by exploiting its relationship with the Shanks transformation 
[2]. Thus, we replace z H f(z) by z ++ F, (z ), where m > 1 is an integer and 
Hm ({fi(d}, 
Fm(z) :=H,_, ({/42jj(z)})’ 
h(z) = z, f/(z) = fU-l(Z)), j = 1,2,..., A is the usual forward difference operator (acting on 
the subscript of fj) and Hw is the (m + 1) x (m +- 1) Hankel determinant, 
a0 al ... a, 
Hm ({aj}) := det 
al a2 . . . a,+1 
. 
It is easy to affirm that m = 1 corresponds to the standard Steffensen method ( 1.6). The more 
general process has been introduced (with a different notation) in [ 111 and it has been recently 
analysed in [4]. It is important to establish orders of attractivity at the fixed points of f in order 
to elucidate its local behaviour, since this determines the asymptotic speed of convergence. (Global 
analysis, focusing on different goals, features in [ 5 1. ) In the important case when the derivative of 
f at the fixed point i is a root of unity of minimal degree 1 d q d m, it is proved in [4] that 
F,&(i) = . . . = F,$-” = 0 and 
f’(q)(j) = ,em m 
Pm ’ 
where c # 0 is a constant and Pm, Qm are two determinants, to be defined soon. It is an important 
step in the analysis of the generalized Steffensen method to prove that Pm, Qm # 0 (and, hence, 
that the degree of attractivity is q - 1 for q 2 2). 
To define Qm and Pm formally, we need to generalize the recurrence (1.4) by introducing an 
extra parameter. Suppose that the fixed point is, without loss of generality, at 
analytic in its open neighbourhood and that /3 is not a root of unity. We let 
PO(X) = 1, 
where (a)j and [a]j are the factorial and the q-factorial symbols, respectively [gl: 
(a)0 := 1, 
the origin, that f is 
(1.7) 
r = 1,2,..., 
(&!)j:=a(a+ l)...(a+j-1) = (U)j-l(U+jyl), j= 1,29..*, 
[a], :- 1, 
[alj:= (l-a)(&a+. (1 -J) = ]~]~_,(l -a’), j = 1,2 ,... . 
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Note that letting x = 1 in (1.7) yields, after few obvious cancellations, the recurrence (1.4) (with 
vr = pr (1 )/[/I] ,) and that each pr is a polynomial of degree r. 
We let 
k+e 
<k,e = lim fl Pq(W), k,C = O,l)...) m, 
8--f’co’ r=k+ 1 
(1.8) 
and set 
Q,,, = det 
The quantities QM and P,,,, as defined above, look quite complicated. Fortunately, we are able 
to prove that a very substantial simplification takes place when j3 tends to a root of unity-so 
substantial that we are able to evaluate them explicitly. To gain basic intuition as to the intermediate 
goals of our analysis, we examine the first few polynomials pr. Letting pk : = fck) (0), k E Z+, we 
have 
PI(X) = %X)1> 
2Pl 
m(x) = (I- Pl) G - 4p2 
( p3 p!) 
(x)1 + (1 + p,)$(X)2, 
1 
p3(x) = (1 -p1) (1 -p2+- + (3p: - 1)s + (I-2PgJ 
( 1 24~~ 
+~l-p~~(~-~)~x~2+~l-p~~~~x~3. ' 
Direct substitution affirms that pq (x) reduces to a multiple of x when j34 = pf -+ 1 for q E { 1,2,3}. 
This simplifies (1.8) a great deal. 
Encouraged by this observation, we wish to prove that pq reduces to a multiple of x whenever 
/IQ-+ 1, q E {1,2,...} and /? e is bounded away from 1 for 1 d e < q - 1. To this end, we embark 
on an indirect route. The central ingredient of our method of proof consists of proving that the 
function 
G(x,z) := g’ 
r=O mrpr(x)z’ 
obeys the functional equation 
(1.9) 
This affirms with little extra effort that ( 1.5) is indeed the solution of the Schroder equation ( 1.1). 
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The plan of this paper is as follows. In Section 2 we prove (1.9), deduce that there exists a 
function h, analytic in an open neighbourhood of the origin, such that G (X, z ) = h” (z ) and argue 
that g (z ) = zh (z ) solves ( 1.1). Section 3 is devoted to the exploitation of ( 1.5) to prove that 
pq (x ) reduces to a multiple of x when /J becomes a root of unity of minimal degree q and to the 
explicit evaluation of Qm and P,,,. Finally, in Section 4 we present a constructive algorithm for the 
evaluation of the quantities dr,s, which are required in numerical modelling of ( 1.1). 
2. A generating function of the sequence b,(x)} 
Let us suppose that 0 < IpI < 1 -we treat /I as a parameter and will allow it later, when 
necessary, to tend to a root of unity. We multiply (1.7) by 1 - p’ and add jl’p,(x) to both sides. 
Since de.0 = 1, ds,s = 0 for s = 1,2,. . ., this yields 
Let 
G(x,z) := 2’ 
r=O [mrPr(x)zr 
be a generating function of the sequence {pr (x ) 
r E Z+. 
}zo. Note that I/31 < 1 implies 
Dividing both sides of (2.1) by [ 81 r and summing up for r E Z+ yields 
G(X, Z) = F 5 
( 
2 (-1 )j ,FyxkeJ:!), fik-jd,_k,,_k_j 
r=Ok=O j=O 
(-I)‘(-x - k)j(pz)-‘Dj(0, z) 
where 
(2.1) 
[/31r # 0 for all 
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and where we adopt the convention that dk,! = 0 whenever either k or ! is negative. 
The quantities S,,S have been defined by (1.2) and it follows at once that 
s:+j,r(5) = ar+j+l,r+l (5) - (r + 2j)f”(5)6,+j,,+,(5). 
This, in tandem with 
implies that 
$Djtt,Z) = ~s~+j+l,~+l(~)z'+~j_/,,(~)~ sr+j,r+1(5) zr+2J 
r=O (r + 2j)! r=O (r + 2j - I)! 
Thus, we obtain for each j = 1,2,. . . the lirst-order hyperbolic linear inhomogeneous partial 
differential equation 
$Djtt,Z) = &oj(<,Z) -zf"(z)Dj-1(5,z), (2.2) 
with a Cauchy-type initial condition Dj (<, 0) = 0, r E R. Of course Do(<, z) = 1. An elementary 
induction readily affirms that the closed-form solution of (2.2) is 
z 
4 1 
j 
Dj(c,z) = i ~f”(< + z - 5) dr , j E Z+. 
0 
It follows by integration by parts that 
Dj(O,z) = +(/(Z) -pZ)‘, j E Z+. 
We substitute the explicit form of Dj (0, z ) into the expansion of G (x, z ), and this yields 
-x-k; 1 _ f(z) Pi 
1 
Since 
l&f(Z) f “(0) -=__z 
PZ 2P 
+ c?( .lz12L 
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the iFO hypergeometric function is explicitly summable, provided that IzI is sufficiently small [ 81 
and it follows that 
G(x, z) = 2 ($))x+k $$+?z)“- 
kc0 
Lemma 2.1. The function G obeys the functional equation 
G(x,f(z)). 
(2.3) 
(2.4) 
Proof. Follows at once from the identity (2.3) and the definition of G. 0 
Theorem 2.2. The function g(z) = zG( 1, z) is the formal solution of the Schriider equation ( 1.1). 
Proof. A straightforward consequence of letting x = 1 in (2.4). 0 
Lemma 2.3. Provided that 0 < I/3] < 1, there exists a function h, analytic in the open neighbourhood 
of the origin, such that G(x,z) = hX(z). 
Proof. Let 
n times 
f, Lfof 0-f‘ 
be the nth iterate off. It follows by induction on (2.4) that 
and this telescopes to 
G(x,z) = (2.5) 
Since f(z) = /lz + 0(z2), 0 < j/II < 1, the fixed point at the origin is attractive. Hence both fn( z) 
(for sufficiently small IzI ) and p” approach zero as n --f m. Fortunately, according to the Koenigs 
theorem [ 1,9], they do it at precisely the same speed. In other words, 
g(z) := lim fno 
n-w P” 
exists and is an analytic function in some neighbourhood of the origin. 
To complete the proof we let n --t 03 in (2.5) and h(z) := g(z)/z. The analyticity of h in a 
neighbourhood of the origin is justified by g(O) = 0. 0 
Letting G(x,z) = h”(z) and x = 1 in (2.5) implies that S obeys the Schroder equation-in 
fact, we can identify it with the function g of Theorem 2.2. 
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3. The hehaviour at roots of unity 
We write h(z) = Cr==nhkzk/k!. Note that Theorem 2.2, Lemma 2.3 and comparison with (1.5) 
verify that hk = k! uk, k & H+. 
Lemma 3.1. For every k = 1,2,. . . there exists a function uk (z, x0, . . . , xk_, ), differentiable in 
its arguments and analytic in z in an open neighbourhood of the origin, such that 
all 
P 
dkg dg(f(z)) d“-'s(fW) 
w= 
cf /(z))k dkg(f (z)) 
dzk dz ,..., > dzk-1 . 
(3.1) 
Proof. In the case k = 0, letting UO := 0, the identity (3.1) reduces to the Schroder equation ( 1.1) 
which, by Theorem 2.2, is satisfied by g. For general k = 1,2,. . . we let 
uk+, = kXk (f'(z))k-l f"(z) + f’(Z)tXri)9 + 2. 
[=* axe-1 
Differentiating (3.1) and a straightforward induction argument conclude the proof. 0 
Corollary. For every k E Z+ there exists a function vk = vk (,!?), analytic for 0 < IpI G 1, such that 
(3.2) 
Proof. We let z = 0 in (3.1). Since f (0) = 0, this yields 
dkgW ----= 
dzk 
r:,(O,g(0),g’(O),...,g’k-“(O)), k = 2 3 
P(1 - Pk-1) 
9 >‘.., 
(recall our stipulation that p # 0). Thus, since g (z ) = zh (z ), we obtain 
h = L dk+‘g(0) 1 
k k! dzk+’ = k!P(l -p“) Cik+l(O,O,ho,hl,2h2,..., (k - l)!hk-I), 
for all k = 1,2,. . . . Since, by Lemma 3.1, the uk’s are analytic at z = 0 for all 0 < j/31 d 1, the 
Corollary follows by induction. 0 
One interesting consequence of the Corollary is the possible failure of the above procedure when 
j3 becomes a root of unity, since /?q = 1 implies that the qth derivative may become unbounded. 
Although the absence of solution in that case is known for rational f of degree 2 2 [ 1 ] and has 
been already mentioned in Section 1, our analysis helps to explain why it is so. 
We henceforth introduce functions x~,~(z) by the recurrence 
xr,l(z) = -h”‘(z), xr,r(z) = (-h’(z))‘, r = 1,2,..., 
~~+i,~(z) = x&(z) -h’(z)xr,s-I, s = 2 ,... ,r, r = 1,2 ,... . (3.3) 
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Lemma 3.2. The identity 
&Yx, z) = ~X,s(z)(-x),h”“(z), r = 1,2,..., 
s=l 
(3.4) 
is formally true for sufjciently small 1 z I. 
Proof. According to Lemma 2.3, the identity G(x, z) = hX (z) is valid for z in an open neighbour- 
hood of the origin, hence differentiation yields 
;G(x,z) = xh’(z)hx-‘(z) = xl,Jz)(-x),h”-‘(z) 
and (3.4) is valid for r = 1. The result for r = 2,3,. . . follows by repeated differentiation and the 
definition (3.3) of the functions x~,~. 0 
Theorem 3.3. Let B tend to a root of unity of minimal degree q. Then the polynomial pg becomes a
linear function of the form pq (x ) = c4x. 
Proof. It is a consequence of (3.3) that each xr,S is a linear combination with integer coefficients 
(which are independent of the choice of f or h) of terms of the form 
where pi ,...,pr E Z+, Cl=i i,ai = r. In particular, given r > 1, the values pi = ~2 = ... = ~~-1 = 
0, pr = 1 may occur only when s = 1 with the coefficient - 1. In other words, h(‘) does not feature 
at all in the explicit expressions for xr,2, . . . , x~,~. 
We let z = 0. According to the definition of the generating function G, 
U%&G(x,O) = @pq(x). 
On the other hand, it follows from (3.4) that for all 0 < IpI < 1, 
(3.5) 
Comparison of (3.5 ) with (3.6 ) affirms that 
IPI4 pq(x) = - 
4! 
xh, + ~x&o)(-x)~ 
SC2 
We now let p tend to p*, a root of unity of minimal degree q. According to (3.2), 
(3.6) 
(3.7) 
KjW) lim [/?]Jz4 = ~ 
F--8* 8’ ’ 
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and this is bounded since Vq is analytic. We assert that the remaining terms on the right of (3.7) 
vanish upon the passage to the limit. Specifically, we wish to prove that 
;~~,[PI~x~,~ = 0, s = 2,3,...,q. (3.8) 
Recall that, as has been already demonstrated earlier in the present proof, x~,~(O) is a linear 
combination of terms of the form I-If:: hf”‘. Thus, since /3*’ = 1 and B*k # 1 for k = 1,2,. . . , q - 1, 
it follows that 
q-1 
;$l* [PI4 Hhf’ = (1 - B*q) w*1q-I 
i=l 
z (wg*y = 0. 
nyi: ([D*li)” ix1 
Since each component in the linear combination vanishes, (3.8) is true and (3.7) gives 
Pq(X) = wx. 
The assertion of the theorem follows. 0 
The constant c, depends on the function f in a complicated fashion. Given that f(z) = 
CT_ 1 fjz“/k! (hence p = f, ), long calculation affirms that 
Cl = ;f2, f22 c2 = & + sf2wl- I), 
1 
Ji_ 
fifj(Zfi2+J-l) + 
c3 = 24fr + 12fr &6fi3-3f,’ + 1). 
1 
In general, it can be deduced from ( 1.7 ) that 
+ -&I)“-’ 
SC1 
I; ; ;;; P-“dr,r-s. 
We now proceed to evaluate the determinants Qm and P, from Section 1. Let ;1 : = qc,. Thus, 
8’ being a root of unity of degree q, it follows from ( 1.8) that 
(k + a)! 
tk,e = Ae k, ) k,e =O,l,..., m. 
Lemma 3.4. The explicit value of the determinant 
(3.9) 
/j(m) 
:= det 
(k + C + s)! 
r,s (k + r)! > k,e =O,...,m ’
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where r,s E Z+, is 
m i! (s + i)! 
rI I=o (r + i)! * 
311 
(3.10) 
Proof. We subtract from each e th column the (e + 1) st column, scaled by (s + 1 + C )-I, ! = 
O,l,..., m - 1. Hence, the new (k, C )th element is 
k(S + k)! 
-(S+l)(r+k)!, k=O ,..., m, c=o ,..., m-l, 
whereas the mth column remains unchanged. In particular, all the elements in the first row, except 
for the mth, vanish. Expanding the determinant in that row readily yields the recurrence relation 
The expression (3.10) is now a straightforward consequence of an induction on decreasing m. 0 
Because of (3.9), we have Qm = Am(m+1)/2~A;), Pm = Am(m+1)/2A~~-1), therefore (3.10) pro- 
vides the explicit expressions 
m-l 
Qm = A m(m+1)/2 fi i!, pm = ~m(m+‘w (m + 2)! J-J i!. (3.11) 
i=o i=O 
We reiterate that (3.11) is central to the analysis of generalized Steffensen convergence acceleration 
methods in [4]. 
4. Evaluation of the constants d,, 
As far as the computational aspects of deriving the expansion ( 1.5) of the solution of the Schroder 
equation are concerned, the main difficulty is in the determination of the constants d,,, = S,,, (0). 
Although general solution of (1.2) is unavailable, it is possible to derive the functions S,,, in 
special cases. For example, let f(z) = /3z + iyz2 + $z3, /3, y, E E @. The recurrence (1.2) becomes 
6 r+i,s(z) = (2r+ l-s)(y+E~)~~,,(z)+S~,,_~(z), s=O,l,...,r, rEZ+, (4.1) 
subject to the initial and boundary conditions ( 1.3). It is straightforward-albeit tedious- to verify 
that the solution of (4.1) is 
0, 
&J(Z) = (2r)! 
{ . 
r < 2s- 1, 
2,yl&,s (Y + EZ )r-2s&s, r 3 2s, 
where the constants P~,$ are derived from the recurrence relation 
1 
pr+i,s - 2r + 1 - ---((2r + 1 -s)p r,s + (r - 2.~ + 2)6,,-11, 
PO,-1 = 0, PO,0 = 1, ,ur,_l = ,ur,r = 0, r = 1,2 ,... . 
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Thus, 
4,0(z) = 
(2r)! 
2’r’(Y + EZY, r 3 0, 
(2r)! 
&,I (z) = 2’yl . f(r - l)(y + EZ)‘-*E, r > 2, 
&,2(z) (2r)! = 
2'yl. 
(r-3)(r-22)(r-1)(;,+EZ)r-4C2 r 
3(2r - 1) 
2 2 4, 
&,3(z) = m 
WI! (r-5)(r-4)(r-33)(r-22)(y+EZ)'_6C3 
81(2r- 1) 
, r>6, 
and so on. 
The importance of explicit derivation of Grs’s, whenever possible, cannot be overstated. The most 
interesting instance of (1.1) occurs when p = e *CO 8 irrational. Although 1 - p’, the divisor in 
(1.4), never vanishes, it is elementary that infrEz+ 1 I - /PI = 0. Thus, to avoid ill-conditioning in 
the execution of the recurrence (1.4) in that case, it is important for the &,,‘s to be as precise as 
possible. However, as we have already stated, explicit solution of (1.2) is, in general, out of reach 
and we need to resort to a computational algorithm. 
The recurrence (1.2) simplifies somewhat by letting d,,(z) : = c%+~,$ (z), r,s E Z+. We now have 
A r+l,s(Z) = (2r + s + 1 )F(z)Ar,,(z) + A,!+,,s-, (z), 
where F (z ) : = f” (z ), accompanied by the initial conditions 
d,_l EO, rEZ+, Ao,o z 1. 
As we already know, 
(4.2) 
4,0(z) = ~(l;W)‘, 
r(2r + l)! 
‘,l(‘) = 3.2’+1 (r + I)! (F(z))‘-‘F’(z), r E H+. 
In general, A,, is a linear combination of products of derivatives of F and a computational algorithm 
must be able to manipulate such terms. 
We let the infinite vector [i] = [ io, iI,. . . 1, where i, E Z+ for all j E Z+ , stand for the product 
fi (F(;)(z))“, 
j=O 
and denote the length of i by 
Ii1 := g(j + 1)ij. 
j=O 
Obviously, [iI < cc if and only if a 
which is relevant to our analysis. 
finite number of ij’s is nonzero, and this is precisely the situation 
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The vectors i can be subjected to elementary algebraic operations. Thus, we associate (* [i], where 
Q: E @, with 
(Y fi (F(j) (z,y ) 
j=O 
and [i & k] with the product 
(subject, of course, to ij & k, 2 0, j E Z+ ). Moreover, letting 8 stand for the differential operator, 
we associate [ai] with 
We denote by ej the jth unit vector, j E E +, hence [e j] is associated with F (j) (z 1. 
The following lemma follows at once from the definition. 
Lemma 4.1. Let Ii1 = m < 00. Then 
[ai] = Cij[i-ej + t?j+l] (4.3) 
j=O 
is a linear combination with nonnegative integer coefficient of terms, each of length m + 1. 
Let Im stand for the set of all [i] such that /iI = m. We wish to demonstrate that dr,, (z) can be 
associated with an expression of the form 
c a?) [ia], 
[~,l~~r+3 
where each a?) 1s a nonnegative integer. Substitution of the aforementioned expression into (4.2 ) 
yields 
c a:+‘,s) [ia] = (2r + s + 1) C ap)[i + eo] + C at+l,s-l)[di,]. (4.4) 
[LlEZ,+,+I [CT lE&+s [iz lEI,+s 
We note that 
[il E I, * [i+eol EI,+l. 
This, in tandem with (4.3), shows that all the terms on the right of (4.4) are of length r + s + 1 
and provides an inductive proof of our assertion. 
Practical algorithm requires correct “book-keeping” of the contribution of each term on the right 
(r+ 1,s) of (4.4) to the coefficients a, . Each [i] E Ir+s+l may appear in (4.4) in three possible ways: 
(I) On the left, when [ia] = [il. 
(2) In the first sum on the right, provided that i. 2 1, when [ia] = [i - eo]. 
314 A. Iserles /Constructive approach to the Schrijder equation 
(3) In the second sum on the right: for every j E Z+ such that ij+l 2 1 we let [ig ] = 
[i -ej+r + ei]. Then lipi = r + s and such an [ip] features in [a;,] for some [ia] E Ir+s+l (cf. 
(4.3)). The contribution of [ia] to the coefficient a:+‘,‘) is ig,jaF+“5-‘) = (i,,,+t )Q:+‘,~-~). 
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