Abstract: It is known that many challenging problems in control theory belong to the class of the minimization of a concave function over convex constraints. These are, for instance, static output feedback and robust fixed order control. We propose new randomized algorithm for these problems as a reasonable alternative for global optimization techniques. The method consists of two steps: first, we generate asymptotically uniform random samples in a convex domain via Hit-and-Run method and then apply local descent procedure based on conditional gradient for a concave function treating samples as starting points. Due to the diversity of the samples we obtain that the portion of successful descents is large enough. Simulations for the problem of stabilization of the inverted pendulum confirm the efficiency of the proposed algorithm.
INTRODUCTION
A number of hard and challenging control problems can be recasted as concave programming problems (Apkarian and Tuan (1999) ), more precisely a minimization of a concave function subject to convex constraints defined by linear matrix inequalities (LMI). These are static output feedback, robust fixed-order control, multi-objective Linear Parameter-Varying (LPV) control and others. Available concave programming methods (Tuy (1964) ; Horst et al. (2000) ; Tuy (1998) ) are deterministic ones, they deal with a general problem statement and exploit branch-andbound techniques. Though new global optimization tools find its applications in this area (Tuan et al. (2000) ) the search of the algorithm with reasonable computation cost is still of interest.
Recent years exhibited the growing interest to randomized algorithms in control and optimization; see, e.g., (Tempo et al. (2004) ). Randomized methods showed themselves as a powerful technique for problems of robust stabilization (Polyak and Gryazina (2009) ), probabilistic design of LPV control (Fujisaki et al. (2003) ), static output feedback control design (Arzelier et al. (2010) ).
Originally, randomized algorithms were mostly oriented for the convex structure of the problem. An opportunity to deal with basic notions (such as stability) in spite of nonconvexity of the domains under consideration was given by so called Hit-and-Run (HR) method that allows generating samples in complicated domains (Polyak and Gryazina (2008) ). HR has been applied to some control and optimization problems in several publications, see (Polyak and Shcherbakov (2007) ; Dabbene et al. (2010) ; Polyak and Gryazina (2011) ). Thus we can, for instance, generate stabilizing controllers of a fixed structure and optimize some performance index. From a practical point of view, the designer is often more interested in the possibility of choosing a controller among many, guaranteing different levels of performances.
The present paper continues this line of research for a specific kind of control problems recasted as concave programming. Compared to the previous deterministic methods randomization seems to be a useful tool to obtain diverse samples in the set of constrains and thus produce warm starting points for various local descent algorithms. The general scheme of the proposed method consists of two steps: first, we generate asymptotically uniform random samples in a convex domain via Hit-and-Run method and its advanced versions ) and then apply local descent procedure based on conditional gradient for a concave function treating samples as starting points. The typical problem we deal with is as follows
where X is a symmetric matrix and f (X) is concave.
The paper is organized as follows. In Section 2 we describe the HR method for generating random symmetric matrices that satisfy given LMI's. Section 3 contains local descent procedure and the general setting of the proposed method. Application for the synthesis of a fixed-order dynamic controller is presented in Section 4 as well as the results of numerical experiments for the problem of stabilization of the inverted pendulum. In Section 5 we apply the presented approach to estimate diameter of the set given by LMI in the standard from.
HIT-AND-RUN FOR LMI
Our approach is based on Hit-and-Run (HR) versions of the Monte-Carlo method. The HR algorithm has been proposed by Turchin (Turchin (1971) ) and independently later by Smith (Smith (1984) ). It is aimed at approximately uniform generation of points in a body via random walks. We omit presenting the HR method in general setting (it can be found in (Smith (1984) ; Polyak and Gryazina (2008) )) and focus on the case of generating symmetric matrices that satisfy given LMIs because it is just very case that is exploited in this paper. Suppose there is a bounded set
where S n×n is the space of symmetric n × n matrices, LMI(X) is a linear matrix inequality in X and a point X 0 ∈ Q. The typical example is the set of symmetric matrices P defined by Lyapunov inequality: Q = {P > 0 : AP + P A T ≤ H}, where A is a stable matrix and H < 0, nevertheless, the proposed approach works for LMI of an arbitrary structure.
At every step we choose a random direction in
T , ||D|| F = 1 -a matrix, uniformly distributed on the unit sphere in Frobenius norm. We call boundary oracle an algorithm which provides L = {t ∈ R : X 0 + tD ∈ Q}. This set is always convex, and boundary oracle can be found explicitly. Indeed, we reach the boundary of Q at such t that matrix LMI(X 0 + tD) becomes singular and due to Polyak and Shcherbakov (2006) L = (t, t) with t = min λ i , t = max µ i , λ i are positive real eigenvalues and µ i are negative real eigenvalues of matrix pencil (LMI(X 0 ), −LMI(D)).
Then HR method for LMIs works as follows.
1. Starting point X 0 ∈ Q is given; i = 0. 2. At the point X i ∈ Q generate a random direction D i ∈ S n×n uniformly distributed on the unit sphere. 3. Apply boundary oracle procedure, i.e., define the set
4. Generate a point t i uniformly distributed in T i , and compute a new point
5. Save also boundary points X i + tD i and X i + tD i . 6. Go to step 2 and increase i.
The basic theoretical result on the behavior of HR method (Smith (1984) ) states that if Q is a convex body (i.e. convex set with nonempty interior) then the method achieves the neighborhood of any point of Q with nonzero probability and asymptotically the distribution of points X i tends to uniform one. Thus the only assumption on Q, given by LMIs, is the existence of an interior point, that is a point which satisfies LMIs as strict inequalities. Concerning the rate of the convergence it is known that it strongly depends on the dimension n and the geometry of Q (Lovasz (1999) ), and for ill-shaped bodies can be pretty low. Recent attempts to increase convergence for convex sets are based on using barrier functions ) but it leads to additional sophistications of the algorithm.
For obtaining a starting point X 0 one way is to take feasible solution of LMI using Yalmip (Lofberg (2004) ). Another way is the following routine. Take arbitraryX ∈ S n×n and set σ = min eig LMI(X) thenX is a feasible point for the set Q = {X ∈ S n×n : LMI(X) + σI ≥ 0}.
We generate HR points inQ and minimize σ. Obtaining σ ≤ 0 for a generated pointX means that X 0 =X is a feasible point for the initial Q and can be treated as a starting point. Further we assume starting point X 0
to be known to demonstrate the applications of the HR algorithm.
BASIC ALGORITHM
First we describe a local descent procedure based on conditional gradient method for a concave function. Suppose we have a feasible point X 0 . Calculate the gradient ∇f (X 0 ) and consider linear approximation of a concave function f :
, where A, B = trAB is a scalar product in the space of symmetric matrices. One iteration of a local descent is the following SDP program:
Since for a concave function f ≤f for all X we guarantee that f (X 1 ) ≤ f (X 0 ), where X 1 is the solution of (2). Then one can repeat the procedure with X 0 replaced with X 1 and so on. A reasonable stoping rule is either |f (X i ) − f (X i+1 )| < ε or a prescribed number of iterations N d is exceeded for chosen in advance ε and N d .
Originally, conditional gradient method was proposed in (Frank and Wolfe (1956) ) for a very specific problem of minimizing a convex (more exactly, quadratic) function on the polytope. Convergence results and step-size rule for a wide class of functions were given in (Levitin and Polyak (1966) ). Under this rule the objective function decreases monotonically and the iterations converge to a point that meets necessary optimality condition (∇f ( Polyak (1987) , Th 3, Sec. 7.2, p. 211).
For our case of concave optimization step-size rule is simplified, as proposed in the algorithm above. The method converges to a local minimum (more precisely to a point where optimality condition holds). The rate of convergence can vary, as the following examples demonstrate. 1 0 . Consider the problem min(Ax, x) s.t.||x|| ≤ 1, where matrix A is negative definite (this guarantees concavity of the objective function). Let x 0 = µ i e i with µ i = 0 for all i, here e i are the eigenvectors corresponding to λ 1 < λ 2 ≤ · · · ≤ λ n < 0 eigenvalues of A. Then the method (2) converges to the global minimum x * = e 1 linearly:
with concave f the method is finite.
Of course the set of constrains we deal with is more complicated, nevertheless the method demonstrates its efficiency.
Finally, the algorithm for the main problem (1) is as follows.
0. Set the number of Hit-and-Run samples N HR and the maximum number of descend iterations N d , tolerance for the objective function ε. 1. Generate N HR points satisfying the constraints LMI(X) ≥ 0 by use of HR algorithm. Collect all together interior and boundary points as X f eas . 2. For every X f eas run the descent procedure (2) with appropriate stopping rule. 3. Save the results of successful descents and optimal f and X.
Of course this approach does not guarantee finding the global optimum, however due the diversity of points generated by HR algorithm one can expect satisfactory results for typical problems. Notice also that for hard cases (the set Q is ill-shaped) HR method can be replaced by its accelerated version proposed in ).
The novelty of the method is the randomization part that provides diverse initial points for the descent procedure. Compared to the previous deterministic methods ( Apkarian and Tuan (1999) ) where branch-and-bound techniques of global optimization are exploited our method allows obtaining good sampling for the constrains set and thus avoids enabling simplicial and/or conical branching.
APPLICATION FOR THE SYNTHESIS OF A FIXED-ORDER DYNAMIC CONTROLLER
Consider a continuous-time linear system described aṡ
where x ∈ R n is the state vector, u ∈ R m is the control and y ∈ R ℓ is the measurable output. We are aimed to find a dynamic controller of the forṁ x r = A r x + B r y, u = C y x r + D r y, where x r ∈ R k is a state of the controller (for k = 0 we obtain static output feedback u = D r y). Thus the closedloop system is given bẏ
controller parameters; for details see, e.g., (Balandin and Kogan (2005) ).
Applying the result of Projection Lemma (Gahinet and Apkarian (1994) ) we obtain the following characterization
where W C0 and W B T 0 are arbitrary bases of nullspaces of C 0 and B T 0 , correspondingly, and the stabilization problem is reduced to the search of the reciprocal positive-definite matrices X > 0 and Y > 0, XY = I, satisfying the set of LMIs (4)- (5). The latter statement in turn can be treated as concave minimization problem (Apkarian and Tuan (1999) )
LMIs (4) − (5) hold for X, Y > 0.
The objective function f (X, Y ) = tr(X − Y −1 ) (6) is concave in X and Y , and its gradient is given by
Thus the local SDP problem (compare to (2)) in variables X, Y has the form
It is interesting to note that the minimal value of f (X, Y ) is zero (provided that a solution of the original problem exists). It means that checking the condition f (X k , Y k ) = 0 can be effective stopping rule for the algorithm. When reciprocal matrices XY = I that satisfy (4)- (5) We are aimed to find a first order dynamic controller stabilizing the plant. Conditions (4)- (5) for X, Y > 0 may give opportunity to generate samples for X and Y independently, i.e., to take two random directions D X and D Y but boundary oracle for inequality (7) leads to calculate one particular t such that
We set N HR = 1000 that is actually a tiny number since we generate samples in the space of S 10×10 . Nevertheless, it appears to be enough to obtain 27 successful descents resulting in |f | < 1e−6 after one iteration of the procedure (8). We apply the procedure (8) iteratively with stopping rule |f | < 1e−7 and obtain 43% of successful descents. Poles of the closed-loop system defined by all obtained controllers are depicted in Fig. 1 . Note that all the poles are separated from the imaginary axis and max Re p < 0.01, the desirable decay rate β can be obtained adding βX and βY in braces for LMIs (4)-(5).
ESTIMATION FOR THE DIAMETER OF THE SET
In Section 2 it was mentioned that the quality of generated points depends on the geometry of Q, namely, on the ratio γ of radii of maximal the inscribed ball to the minimal ball containing Q. This information usually is not provided in advance but it is appreciated for the proper modification of the generating scheme. We apply our method to estimate this ratio for the set given by linear matrix inequalities in the standard form: 
where A i , i = 0, 1, . . . , m are real symmetric matrices n×n.
For certain sets the radius of the inscribed ball can be calculated explicitly. It can be easily done when Q is a polytope, intersection of the ellipsoids and some others. The diameter of Q is provided by the following concave program max ||x − y|| s.t. x, y ∈ Q.
At every step of HR procedure we take an intersection of the set Q and the line and obtain boundary points. Thus the length of a random chord ℓ i of Q is calculated. We considerγ
as a measure of conditionality for Q.
Example. Test matrices were constructed to guarantee that the set Q is bounded and contains the origin.
Among N interior points we consider 10% of the most distant pairs as starting points. For x k , y k the step of the local descend procedure is the following: 
CONCLUSIONS
In this paper we describe a randomized method for hard control problems recasted as a minimization of a concave function subject to convex constraints. Randomization step allows generating asymptotically uniform samples in the set of constraints while local descent procedure based on conditional gradient for a concave function leads to the local minimizing points. Due to the diversity of the samples we obtain that the portion of descents to global minimum is large enough. It allows to avoid enabling sophisticated techniques of global optimization that were an essential part of deterministic methods proposed for this problem.
Simulations for the problem of stabilization of the inverted pendulum as well as the estimation for the outer dimension of the set confirm the efficiency of the proposed algorithm.
