Volumes of low-dimensional slabs and sections in the cube  by König, Hermann & Koldobsky, Alexander
Advances in Applied Mathematics 47 (2011) 894–907Contents lists available at ScienceDirect
Advances in Applied Mathematics
www.elsevier.com/locate/yaama
Volumes of low-dimensional slabs and sections in the cube
Hermann König a,∗, Alexander Koldobsky b,1
a Mathematisches Seminar, Universität zu Kiel, 24098 Kiel, Germany
b Department of Mathematics, University of Missouri, Columbia, MO 65211, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 26 August 2010
Accepted 18 May 2011
Available online 21 June 2011
MSC:
52A40
52A38
Keywords:
Volume
Sections
Slabs
n-Cube
We study the volume of slabs in the 2- and 3-dimensional cube as
a function of the width and the deﬁning direction. The variational
method yields that there exist surprisingly many local extrema and
saddle points of the volume of the slabs. We give several general
formula for the volume of sections and slabs of the n-cube.
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1. Introduction and volume formulas
Let B∞ = {x ∈ Rn | ‖x‖∞  1/2} be the n-dimensional cube of volume 1. Given a direction a ∈ Rn
of Euclidean norm 1, |a| = 1, and a distance parameter t ∈ R, we introduce the (n − 1)-dimensional
volume of the section of B∞ deﬁned by a and t
A(a, t) := voln−1
({
x ∈ B∞
∣∣∣ 〈x,a〉 = 1
2
t
})
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V (a, t) := voln
({
x ∈ B∞
∣∣∣ ∣∣〈x,a〉∣∣ 1
2
t
})
, t > 0.
Thus for t >
√
n, A(a, t) = 0, V (a, t) = 1. By symmetry, we may assume for a = (ak)nk=1 that a1  · · ·
an  0 and t  0 (also for A(a, t)). Let
fk := (1, . . . ,1︸ ︷︷ ︸
k
,0, . . . ,0)/
√
k.
By results of H. Hadwiger [3] and K. Ball [1], for central sections
1 = A( f1,0) A(a,0) A( f2,0) =
√
2.
Thus for small t > 0 it would seem natural that the volume of slabs mimics this behaviour in the
sense that
t = V ( f1, t) V (a, t) V ( f2, t) =
√
2t − t2/2.
This is possible only if t  2(
√
2− 1). In fact, it is proved in Barthe and Koldobsky [2] that the lower
bound holds for all t  3/4.
V. Milman conjected that for all t > 0, the direction a ∈ Rn , |a| = 1 of minimal volume V (a, t) is
of a standard form a = fk for a suitable k ∈ Nn and that in many cases also the maximal volume
direction is of this type. We verify this conjecture in the low-dimensional cases n = 2,3. The cal-
culations are based on the explicit volume formula (1.2) below and a Lagrange multiplier approach.
The results show that in dimension 3, there are surprisingly many local extrema and saddle points a
of the volume V (a, t) for various values of t > 0. Depending on t > 0, there are 3 types of absolute
minima, 5 of absolute maxima, 3 of relative minima and 7 of relative maxima. The precise statement,
our main result, is given below as Theorem 6.
The calculations are based on the following known formulas.
Proposition 1. Let a ∈ Rn+ , |a| = 1 and t  0. Then
A(a, t) = 2
π
∞∫
0
n∏
k=1
sin(aks)
aks
cos(ts)ds, (1.1)
V (a, t) = t 2
π
∞∫
0
n∏
k=1
sin(aks)
aks
sin(ts)
ts
ds. (1.2)
Formula (1.1) goes back to Pólya [5] and can be shown by taking the Fourier transform of
A(a, t) =
∫
〈x,a〉=t/2
χ
(‖x‖∞)dx,
χ = indicator function of [0,1/2], in the t-variable,
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n∏
k=1
1/2∫
−1/2
exp(−2iakxks)dxk
= 2
n∏
k=1
sin(aks)
aks
,
and taking the inverse Fourier transform. Formula (1.2) then follows from
V (a, t) = 1
2
t∫
−t
A(a,u)du. 
Let us mention another formula which shows more clearly that the volume is positive.
Proposition 2. Let (Ω, P ) be a probability space and Xk : Ω → S2 ⊂ R3 , k = 1, . . . ,n, be a sequence of
independent, uniformly distributed random variables on the unit sphere S2 . Fix any vector e ∈ S2 . Then for any
direction a ∈ Rn, |a| = 1 and t > 0
V (a, t) = tE
(
1
|te +∑nk=1 ak Xk|
)
.
The expectation exists as a Lebesgue integral.
Proof. Let λ denote the normalized Lebesgue surface measure on S2, e ∈ S2 and t > 0. Introducing
polar coordinates yields
∫
S2
eit〈u,e〉 dλ(u) = 1
2
π∫
0
eit cosϕ sinϕ dϕ = sin t
t
. (1.3)
Hence
n∏
k=1
sin(aks)
aks
=
∫
(S2)n
ei〈
∑n
k=1 akuk,e〉s dλ(u1) . . .dλ(un).
By rotation invariance of λ, this is independent of e ∈ S2. We may therefore integrate over S2 with
respect to e to ﬁnd, using (1.3) again,
n∏
k=1
sin(aks)
aks
=
∫
(S2)n
∫
S2
ei〈
∑n
k=1 akuk,e〉s dλ(e)dλ(u1) . . .dλ(un)
=
∫
(S2)n
sin(|∑nk=1 akuk|s)
|∑nk=1 akuk|s dλ(u1) . . .dλ(un).
To ﬁnd the volume V (a, t) from (1.2), the previous product times sin(ts)ts has to be expressed similarly
as an integral over (S2)n – where the integration over an additional variable e ∈ S2 can be avoided by
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r = |t e +∑nk=1 akuk|s and the fact that ∫∞0 sin rr dr = π2 yields
V (a, t) = t 2
π
∫
(S2)n
( ∞∫
0
sin(|te +∑nk=1 akuk|s)
|te +∑nk=1 akuk|s ds
)
dλ(u1) . . .dλ(un)
= t
∫
(S2)n
dλ(u1) . . .dλ(un)
|te +∑nk=1 akuk|
= tE
(
1
|te +∑nk=1 ak Xk|
)
. 
As a corollary, we get Hadwigers’s lower estimate:
Corollary. For any a ∈ Rn, |a| = 1, A(a,0) A( f1,0) = 1.
Proof. A(a,0) = limt→0 V (a, t)/t = E( 1|∑nk=1 ak Xk| ).
Let f := |∑nk=1 ak Xk| : Ω → R. By Hölder’s inequality
1 = E(1) = E( f 2/3 f −2/3) (E( f 2))1/3(E( f −1))2/3,
A(a,0) = E( f −1) (E( f 2))−1/2 = |a|−1 = 1. 
We now consider the equations following from the Lagrange multiplier approach to ﬁnd the ex-
trema of V (·, t). To formulate the result, we use the notation
A(a, t) = 2
π
∞∫
0
∞∏
k=1
sin(aks)
aks
cos(ts)ds
also for vectors a ∈ Rn where |a| = 1 does not hold. We write (a( j), t) for the vector (a1, . . . ,a j−1,a j+1,
. . . ,an, t) ∈ Rn .
Proposition 3. For ﬁxed t > 0 and a ∈ Kn consider the Lagrange function
F (a, λ) := V (a, t) + λ
2
(|a|2 − 1).
The directions a for which the volume function V (·, t) has critical points with |a| = 1 necessarily satisfy the
equations
Li j :=
(
a2i − a2j
)
A(a, t) = Ri, j := A
((
a( j), t
)
,a j
)− A((a(i), t),ai) (1.4)
for all 1 i < j  n. In fact, λ = t A(a, t) and a critical point a is a relative minimum/maximum provided that
the Hessian
H :=
(
∂2F
∂a j∂ak
(a, λ)
)n
j,k=1
is positive/negative deﬁnite on the tangential space T = a⊥ , i.e. 〈Hx, x〉 > 0/ < 0 for all x ∈ T \ {0}.
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x of the section {x ∈ B∞ | 〈x,a〉 = t/2} is in the direction of a: x = t/2a.
Proof. Fixing t > 0, we have for a ∈ Rn , using (1.2)
F (a, λ) = 2
π
∞∫
0
n∏
k=1
sin(aks)
aks
sin(ts)
s
ds + λ
2
(
n∑
k=1
a2k − 1
)
,
∂ F
∂a j
(a, λ) = 2
π
∞∫
0
n∏
k=1
k = j
sin(aks)
aks
(
cos(a js)
a j
− sin(a js)
a2j s
)
sin ts
s
ds + λa j = 0. (1.5)
Multiplying by a j and using
d
ds (
sin(a j s)
a j s
) = cos(a j s)s − sin(a j s)a j s2 , we ﬁnd for the value of λ by integrating
by parts
λ = λ
n∑
j=1
a2j = −
2
π
∞∫
0
n∑
j=1
n∏
k=1
k = j
sin(aks)
aks
d
ds
(
sin(a js)
a js
)
sin(ts)ds
= − 2
π
∞∫
0
d
ds
(
n∏
k=1
sin(aks)
aks
)
sin(ts)ds
= − 2
π
[
n∏
k=1
sin(aks)
aks
· sin(ts)
]∞
0
+ t 2
π
∞∫
0
n∏
k=1
sin(aks)
aks
cos(ts)ds
= t A(a, t)
using (1.1), the boundary term being zero. Hence λ = t times the area of the section S(a, t). Conse-
quently, the Lagrange equations (1.5) for j ∈ {1, . . . ,n} imply for any critical direction a
a2j t A(a, t) = λa2j =
2
π
∞∫
0
n∏
k=1
sin(aks)
aks
sin(ts)
s
ds − 2
π
t
∞∫
0
n∏
k=1
k = j
sin(aks)
aks
sin(ts)
ts
cos(a js)ds
= V (a, t) − t A((a( j), t),a j).
By subtraction, we ﬁnd for any 1 i < j  n that
Li j :=
(
a2i − a2j
)
A(a, t) = Rij := A
((
a( j), t
)
,a j
)− A((a(i), t),ai)
which is (1.4).
Since the tangential space of the constraint is T = {x ∈ Rn | 〈x,a〉 = 0} = {a}⊥, the suﬃcient condi-
tion for a relative minimum/maximum follows from general optimization theory, see e.g. Hestenes [4,
Chapter 3.3]. 
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We investigate the extremal directions for the volume of slabs and the area of sections of the
cube in the 2-dimensional and in the 3-dimensional case. The last case exhibits already a surprisingly
complicated pattern of extremal directions.
The 2-dimensional case of extrema of V and A is easy, of course. We just state the results, cf. in
parts [2]. Recall our notation f1 = (1,0), f2 = (1,1)/
√
2.
Proposition 4. The critical points a of V (·, t) for ﬁxed 0 t √2 are:
Absolute maximum: a = f2, 0 t  1/
√
2,
a = (ϕ+(t),ϕ−(t)), 1/√2 t  1,
Absolute minimum: a = f1, 0 t  2(
√
2− 1),
a = f2, 2(
√
2− 1) t √2,
Relative minimum: a = f2, 1/
√
2< t < 2(
√
2− 1),
a = f1, 2(
√
2− 1) < t < 1.
Here ϕ±(t) = (1 ±
√
2t2 − 1 )/(2t). The value of V (a, t) is t for a = f1,
√
2t − t2/2 for a = f2 and
(1+ t2)/2 for a = (ϕ+(t),ϕ−(t)).
Proposition 5. The critical points of A(·, t) for ﬁxed 0 t √2 are:
Absolute maximum: a = (ψ+(t),ψ−(t)), 0 t  1,
a = (γ+(t), γ−(t)), 1< t  3√2/4,
a = f2, 3
√
2/4 t 
√
2,
Absolute minimum: a = f1, 0 t 
√
2− 1,
a = f2,
√
2− 1 t  1,
Relative minimum: a = f2, 0< t <
√
2− 1, 1< t < 3√2/4,
a = f1,
√
2− 1< t < 1.
Here
ψ±(t) =
(√
2− t2 ± t)/2,
γ±(t) =
(
t +
√
t2 − 1±
√
3− 2t2 − 2t
√
t2 − 1 )/2.
The statement shows that the minima are always attained for the standard directions f1, f2. This
is different, however, for the maximum if t is close to 1: then there is a continuous change of di-
rections from f2 to f1 as t moves from 1/
√
2 to 1 in the case of V . We remark that A(·, t) in the
2-dimensional case is non-differentiable for t = a1 − a2 with a1 > a2; this is just the case of the abso-
lute maximum (ψ+(t),ψ−(t)), also for t = a1 + a2; else it is differentiable. The explicit formulas for
A and V are, with a = (a1,a2) and a1  a2:
A(a, t) =
{ 1
a1
0 t  a1 − a2
a1+a2−t a1 − a2  t  a1 + a2
}
,2a1a2
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{ t
a1
0 t  a1 − a2
1− (a1+a2−t)24a1a2 a1 − a2  t  a1 + a2
}
.
The determination of the extrema of the volume of slabs in the real 3-dimensional case is done
using Proposition 3, in particular (1.4). To do so, we state the explicit formulas for A and V if a =
(a1,a2,a3) ∈ R3, a1  a2  a3 and t  0, calculated from the right sides of (1.1) and (1.2), also in the
case that |a| = 1.
A(a, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
a1
0 t  a1 − (a2 + a3)
1
a1
− t2+(a2+a3−a1)24a1a2a3 0 t  (a2 + a3) − a1
1
a1
− (t+a2+a3−a1)28a1a2a3 |a1 − (a2 + a3)| t  a1 − a2 + a3
a1+a2−t
2a1a2
a1 − a2 + a3  t  a1 + a2 − a3
(a1+a2+a3−t)2
8a1a2a3
a1 + a2 − a3  t  a1 + a2 + a3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (2.1)
V (a, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t
a1
0 t  a1 − (a2 + a3)
t
a1
− t3+3(a2+a3−a1)2t12a1a2a3 0 t  (a2 + a3) − a1
t
a1
− (t+a2+a3−a1)324a1a2a3 |a1 − (a2 + a3)| t  a1 − a2 + a3
1− a2312a1a2 −
(t−(a1+a2))2
4a1a2
a1 − a2 + a3  t  a1 + a2 − a3
1− (a1+a2+a3−t)324a1a2a3 a1 + a2 − a3  t  a1 + a2 + a3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (2.2)
The critical points of V (·, t) for ﬁxed t > 0 are found using (1.4) with L12 = R12 and L23 = R23
meaning
(
a21 − a22
)
A(a1,a2,a3; t) = A(a1,a3, t;a2) − A(a2,a3, t;a1)(
a22 − a23
)
A(a1,a2,a3; t) = A(a1,a2, t;a3) − A(a1,a3, t;a2)
}
(2.3)
by distinguishing the different cases above. Note that the cases of (2.1) to be considered on the left of
(2.3) differ from those on the right: e.g. if 0< t < a2 + a3 − a1 holds on the left side, to evaluate e.g.
A(a1,a2, t;a3) on the right, one needs the case of a1 −a2 + t < a3 < a1 + a2 + t . Checking the Hessian
at the critical points a on {a}⊥ , we ﬁnd the maximal and minimal directions of V (·, t) for ﬁxed t > 0:
Theorem 6. Let
t1 = 1√
2
− 1√
6
 0.298858,
t2 =
(√
17
3
− √3
)
/2  0.324213,
t3 =
√(
4A2 + 5A − 87− 10A−1 + 16A−2)/27  0.338880
with A = (37 + 9√17 )1/3 , t4  0.814189 zero of a cubic equation in t with coeﬃcients derived from a
polynomial equation of degree 14, t5 = √2/3  0.816497, t6 = 2
√
3 − √7  0.818350, t7 = (4
√
2 +√
5 )/(2
√
23 )  0.822894, t8 = 2(
√
2 − 1)  0.828427, t9 =
√
3/2  0.866025, t10  1.012920 zero of√
3t3 − 5t2 + (9√3 − 8√2 )t − 1 = 0, t11 = 1√ + 1√  1.115355. Let f1 = (1,0,0), f2 = (1,1,0)/
√
2,2 6
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√
3, ϕ(t) = (t + 13t )/2, Ψ±(t) = (1 ±
√
2t2 − 1 )/(2t) and α := (4√7 + 3√3 )/7, β :=
(3
√
7− 2√3 )/17.
Then the extremal directions a of V (·, t) with a = (a1,a2,a3), a1  a2  a3  0 are as follows, with the
value of V (a, t) stated on the right side:
Absolute minimum:
f1, 0 t  t8, t,
f2, t8  t  t10,
√
2t − t2/2,
f3, t10  t 
√
3,
(√
3t3 − 9t2 + 9√3t − 1)/8,
Absolute maximum:
f2, 0 t  t1,
√
2t − t2/2,(
ϕ(t),ϕ(t),
√
1− 2ϕ(t)2 ), t1  t  t2, (1+ 21t2)/(6+ 18t2),
f3, t2  t  t6,
{√
3(3t − t3)/4 if t  1/√3,
(
√
3t3 − 9t2 + 9√3t − 1)/8 if t  1/√3,
(α,β,β), t = t6, 10− 2
√
21,(
Ψ+(t),Ψ−(t),0
)
, t6  t  1,
(
1+ t2)/2.
For t = t6 there are three different absolute maxima. To simplify the statement, for the relative extrema we
only give the vectors a and not the value of V (a, t).
Relative minima:
f1, t8 < t  1,
f2, 1/
√
2 t < t8, t10 < t < t11,
f3, t9  t  t10,
Relative maxima:
f3, 0< t < t2, t6 < t < t9,(
ϕ(t),ϕ(t),
√
1− 2ϕ(t)2 ), t2 < t  1/3,(
c, c,
(√
1− 2c2 )), 1/3 t < t3,
(2,1,1)/
√
6
a˜ := (7,2,1)/(3√6 ), ˜˜a := (√6+ √2,√6− √2,0)/4
}
, t = t5,
(
d,
√(
1− d2)/2,√(1− d2)/2 ), t4  t  t7,(
Ψ+(t),Ψ−(t),0
)
, t5  t  t6.
Moreover, for t = t5 , a “line segment” of relative maxima is given by taking the line segment joining the
ﬁrst two coordinates of a˜ and ˜˜a, and adding a third coordinate as to make it a unit vector. The values of c and
d above are solutions of the nonlinear equations
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A + 4− 2A−1)/18  0.655075 c  2/3;
(
153t2
)
d8 − (252t3 + 156t)d7 + (162t4 − 90t2 + 54)d6 − (36t5 − 312t3 − 204t)d5
+ (9t6 − 216t4 − 39t2 − 90)d4 − (−12t5 + 140t3 + 72t)d3 + (−6t6 + 144t4 + 24t2 + 48)d2
+ (t6 − 30t4 + 12t2 − 8)= 0,
d0  0.887478 d (8
√
2+ √5 )/(3√23)  0.941775,
d0 zero of
70227d140 − 185895d120 + 174771d100 − 66591d80 + 11397d60 − 3241d40 + 1013d20 + 529 = 0.
Remark. The function V (·, t) has many saddle points, as well; mainly for the same kind of vectors a
as above, though in each case for different t-intervals than above. In addition, there are saddle points
of the type
(
γ1(t), γ2(t), γ2(t)
)
, t5 < t  t9,(
γ2(t), γ2(t), γ1(t)
)
, t9, t  1
where γ1(t) = (2 −
√
3t2 − 2 )/(3t), γ2(t) = (1 +
√
3t2 − 2 )/(3t). While for all critical vectors a =
(a1,a2,a3) above at least two coordinates coincide (possibly 0,1/
√
2,1/
√
3 ), in the interval t ∈ (t5, t8)
there exist saddle points a = (a1,a2,a3) with a1 > a2 > a3 where ai can be given by a rather compli-
cated parametric representation. The above absolute maximum (α,β,β) for t = t6 is among the set
of local maxima (d,
√
(1− d2)/2,√(1− d2)/2 ) for t4  t  t7 above, d = α and t = t6 satisfying the
above polynomial equation of degree 8 in d and degree 6 in t .
Proof of Theorem 6. Take a ∈ R3, |a| = 1,a1  a2  a3  0 and t > 0.
(i) In the case of 0< t < a1− (a2+a3), Eqs. (2.3) yield a21−a22 = 1, a22−a23 = 0, i.e. a = f1 = (1,0,0)
and 0 < t < 1: for these t, f1 is a critical point. The Hessian H of F in f1 actually maps the tangent
space T = f ⊥1 into itself, being t times the identity on T : f1 yields a (relative) minimum of V .
(ii) The second case we consider is 0< t < (a2 + a3)− a1. Evaluating Eqs. (2.3) by using (2.1) gives
(
a21 − a22
)(
4a2a3 − t2 − (a2 + a3 − a1)2
)= 2(a1 − a2)(a1 + a2 − a3),(
a22 − a23
)(
4a2a3 − t2 − (a2 + a3 − a1)2
)= 2(a2 − a3)(a2 + a3 − a1).
An obvious solution of these equations is a = f3 = (1,1,1)/
√
3 if 0 < t < 1/
√
3. The Hessian of
F in f3 is −3
√
3/2t3 times the identity on the tangent space T = f ⊥3 of the constraint. Therefore,
V (·, t) has a relative maximum in f3.
The case of a1 > a2 > a3 is impossible: from 4a2a3 − (a2 + a3 − a1)2 = t2 (as easily seen from
a2 + a3 > a1  a2,a3) and a1 − a2 = 0 = a2 − a3 we would get otherwise
(a1 + a2)(a2 + a3 − a1) = (a2 + a3)(a1 + a2 − a3), a1(a1 + a2) = a3(a2 + a3)
and thus a1 = a2 = a3.
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positive implies 2 (
√
1− 2a22 + a2)(4a2 −
√
1− 2a22 ) =: Ψ (a2). The function Ψ is strictly increasing
in a2 ∈ [0,1/
√
3 ] with Ψ (1/√3 ) = 2. But necessarily a2  1/
√
3 holds.
This only leaves a possible case of a1 = a2 > a3. In this case the calculation for t gives
t2 = 3[(1− a
2
2)(1− 2a22) − 2a2(1− 2a22)3/2]
3a22 − 1
,
1√
3
 a1 = a2  1√
2
. (2.4)
The value of t is minimal (t = 0) for a = a1 = a2 ∈ {1/
√
3,1/
√
2 }, it is maximal for a = a1 = a2 being
the solution of a6 − 23a4 + 16a2 − 1 = 0 which is a2 =
√
A + 4− 2A−1/√18  0.655075, A = (37 +
9
√
17 )1/3. For t , this a2 gives the value t3 in Theorem 6. The condition t < a2 + a3 − a1 = a3 yields
the further restriction 1/
√
3 a1 = a2  2/3. For any 0< t < t3, Eq. (2.4) has exactly two solutions a2,
0 < a(1)2 < a2 < a
(2)
2 < 1/
√
2. The Hessian H of F in f = (a2,a2,
√
1− 2a22 ) has the eigenvector v =
(−1,1,0) ∈ T = f ⊥ with a negative eigenvalue. The vector w = (1,1,−2a2/
√
1− 2a22 ) ∈ T = f ⊥ is
perpendicular to (−1,1,0) with 〈Hw,w〉 < 0 for a2 > a2 and > 0 for a2 < a2.
Therefore H is negative on T for a2 ∈ (a2,2/3) and these values yield local maxima of the volume
V (·, t); those a < a2 give saddle points. The value a2 = 2/3 yields t = 1/3, f = (2/3,2/3,1/3): this is
a local maximum. The values of t corresponding to (a2,2/3) are those satisfying 1/3 t < t3.
(iii) The third case is that of |a1 − (a2 +a3)| < t < a1 −a2 +a3. Distinguishing the cases a1 > a2 +a3
and a1 < a2 + a3 (and also t > a3 and t < a3), one ﬁnds using (2.1) that the Lagrange equations (2.3)
mean in both cases
8a2a3t
(
1− a21 + a22
)= (a2 + a3 + t − a1)2(a1 + a2)(1− t(a1 − a2))
8a2a3t
(
a22 − a23
)= (a2 + a3 + t − a1)2(a2 − a3)(1+ t(a2 + a3))
}
. (2.5)
Since a2 + a3 + t > a1, this implies
(a2 − a3)
[(
1− a21 + a22
)(
1+ t(a2 + a3)
)− (a1 + a2)(a2 + a3)(1− t(a1 − a2))]= 0 (2.6)
where 1− t(a1 − a2) = 0 since else t < a1 − a2 + a3 would be violated.
Assume ﬁrst that a1 = a2 > a3 holds. Then the ﬁrst equation in (2.5) yields 8a1a3t =
(a3 + t)22a1, t = a3 and, using (2.6), 1 = (a1 + a3)(2a1 − a3). With a23 = 1− 2a21, this means a1 = 1
√
2
and t = 0 or a1 = 2/3 and t = 1/3, with extremal direction (2/3,2/3,1/3).
Assume secondly that a1 > a2 = a3 is true. Then a2 =
√
(1− a21)/2 and (2.5) can be reformulated
as an implicit equation p(a1, t) = 0 for t = t(a1),
p(a1, t) =
(
3a21 − t
)
t3 − 3(2a31 + (1− 2a21√2(1− a21) ))t2 + 3(3a41 − 3a21 + 2− 2a31√2(1− a21))t
− (2a31 − (5a21 − 2)√2(1− a21))= 0. (2.7)
Eq. (2.7) has three solutions t = t(a1) for a1 ∈ [1/
√
3,1]. One is bigger than 1, so t < a1 is not satisﬁed.
A second one is strictly convex, it is t = 1/√3 in a = 1/√3,0 in √2/3 and 1 in 1; it does not satisfy
|a1 − 2a2| < t: a1 − 2a2 = 0 in √2/3 and otherwise |a1 − 2a2| > t(a1). The third solution is also
t = 1/√3 in a1 = 1
√
3 and 1 in 1, but is
√
2/3 in
√
2/3. It violates |a1 − 2a2| < t in the interval
a1 ∈ [1/
√
3,
√
2/3 ], but satisﬁes it if a1 ∈ [√2/3,1]. The formula for this solution is with
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(
1− a21
)2(
3a21 − 1
)3/2(
a41 + 16a21 − 2+ 3
√
2a31
(
4a21 − 5
)
/
√
1− a21
)1/2
,
t(a1) = 1
3a21 − 1
[
2a31 −
(
2a21 − 1
)√
2
(
1− a21
)− 1+ i√3
2
X(a1)
1/3
− 1− i
√
3
2
(
1− a21
)(
13a41 − 15a21 + 4+ 2a31
√
2
(
1− a21
) )
X(a1)
−1/3].
Rearranged, (2.7) is the equation for d = a1 at the end of the formulation of Theorem 6. The
vector v = (0,1,−1) is an eigenvector of the Hessian H at the critical point f = (a1,
√
(1− a21)/2,√
(1− a21)/2 ) in the tangential space T = f ⊥. The corresponding eigenvalue is negative for a1 <
(8
√
46 + √115 )/69 =: a  0,9417 and t(a1)  t(a) = t7 (by calculation). It is positive for a1 > a,
t(a1) > t7. The vector w := (−
√
2− 2a21,1,1) ∈ T is perpendicular to v with 〈Hw,w〉  0 for
a1  0.887478 =: a˜, t(a1) t(a˜) = t4. Here a˜ is the point in (√2/3,1) where t(a) attains its minimal
value (namely t4), to be determined from p(a1, t) = 0 and ∂∂a1 p(a1, t) = 0 which gives a˜ as solution
of
70227a141 − 185895a121 + 174771a101 − 66591a81 + 11397a61 − 3241a41 + 1013a21 − 529 = 0,
the polynomial equation of degree 14 referred in Theorem 6. Since {v,w} spanT , v being an eigen-
value of H and v⊥w , with 〈Hv, v〉 < 0, 〈Hw,w〉 < 0, H is negative deﬁnite on T for t ∈ (t4, t7). Thus
for these t , the critical point f is a local minimum. The particular value a1 = (4
√
7 + 3√3 )/17 ∈
(t4, t7) with t(a1) = t6 = 2
√
3 − √7 even yields a direction a = (a1,a2,a2), a2 = (3
√
7 − 2√3 )/17 of
absolute maximum of V (a, t); for this special value t6 the absolute maximum of V (·, t6) is also at-
tained for two other directions, namely (1,1,1)/
√
3 and ((
√
3+3√7 )/10, (3√3−√7 )/10,0). For no
other value of t there are more than two extremal directions. For a1 ∈ (√2/3, a˜) ∪ (a,1) the critical
point f for t = t(a1) is a saddle point, H being indeﬁnite on T .
Eqs. (2.5) and (2.6) actually also have one solution a with three different coordinates a1 > a2 > a3;
it is the only critical point case of this type. The critical directions f = (a1,a2,a3) in this case are
saddle points of V (·, t) for values of t belonging to the interval (t5, t7). Eqs. (2.5) and (2.6) imply for
a1 > a2 > a3 that
t = [(a1 + a2)(a1 + a3) − 1]/(a2 + a3),
and the restriction t  a1 − a2 + a3 yields a2  2a3 or a3 = 0 from a2a3  2a23. But a3 = 0 means a1 =
(t +√2− t2 )/2> 1 for t < 1 which is impossible since |a| = 1. If a2  2a3, let a3 = αa2, 0 α  1/2.
Dividing the second equation in (2.5) by (a2 − a3) and substituting the above value of t , one ﬁnds
a1 = 8(a
4
2 + a43) + 9a22a23 − a32a3 − a2a33 + 9a2a3
(a2 + a3)(8a22 + 7a2a3 + 8a23)
.
With a3 = αa2,a1 is a function of a2 and α and |a| = 1 gives a biquadratic equation for a2 with
coeﬃcients depending on α (polynomially of degree 6). This can be solved as a parametric equation
for a2 = a2(α) which yields a parametric formula for the critical vectors a = (a1(α),a2(α),a3(α)), 0
α  1/2. Only the negative choice for the sign in the biquadratic equation yields a solution satisfying
the constraint t > a2 + a3 − a1. The values of a1 lie between a = a1(1) = 0.9417 (given above) and
7/(3
√
6 ) = 0.9526; t ranges between t5 (for α = 1/2) and t7 (for α = 1). The solution, however, only
gives saddle points.
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(
a21 − a22
)
t(a1 + a2 − t) = (a1 − a2)(a1 + a2 − t)
2
(
a22 − a23
)
t(a1 + a2 − t) =
(
a22 − a23
)− (a1 − t)2
}
. (2.8)
In calculating this by using (2.1), one has to distinguish the cases t > a1 and t < a1 to evaluate the
right side R23 (with identical results).
Assume ﬁrst that a1 > a2 holds. By (2.8) either a1 + a2 = 1/t or a1 + a2 = t . In the second case the
constraint t < a1+a2−a3 is violated, leaving only the possibility that a1+a2 = 1/t with the additional
requirement t < 1/t − a3  1/t , i.e. t < 1. The second equation in (2.8) yields, using a1 + a2 = 1/t and
a23 = 1− a21 − a22,
(
3t2 − 2)((2a21 − 1)t2 − 2a1t + 1)= 0. (2.9)
If the second factor is 0,a1 = (1 +
√
2t2 − 1 )/2t,a2 = (1 −
√
2t2 − 1 )/2t,a3 = 0, t ∈ [1/
√
2,1].
The Hessian of F in f = (a1,a2,0) has the eigenvector v = (0,0,1) ∈ T = f ⊥ with eigenvalue
t2(3t2−2)/(3t2−3), positive for t < √2/3 and negative for t > √2/3. The vector w = (−a2,a1,0) ∈ T
is orthogonal to v , with 〈Hw,w〉 = t2(2t2 − 1)/(t2 − 1) being negative in (1/√2,1). Thus the critical
direction f yields a relative maximum for t ∈ (√2/3,1). It is the absolute maximum in the subinterval
[t6,1]. The direction f for t = t6 was mentioned in (iii); it is
f = ((√3+ 3√7 )/10, (3√3− √7 )/10,0).
If the ﬁrst factor in (2.9) is 0, t = √2/3. Then a1 + a2 = √3/2 and a23 =
√
6a1 − 2a21 − 1/2  0
requires a1  (
√
3 + 1)/(2√2 )  0.9659. The constraint a1 − a2 + a3  t restricts a1 further to a1 
7/(3
√
6 )  0.9526, since a3  5/
√
6− 2a1 means 6a21 − 13
√
6/3a1 + 14/3 0. The second case here,
a1 <
√
2/3 is impossible since the constraint t < a1 + a2 − a3 would not be satisﬁed. This leaves the
directions a = (√2/3,1/√6,1/√6 ),a(1) = (7,2,1)/(3√6 ),a(2) = ((√6+√2 )/4, (√6−√2 )/4,0) and
the “interval” of solutions connecting the ﬁrst two coordinates in a(1),a(2) by a line segment in R2
and adding the third positive coordinate to make it a unit vector. These directions are local maxima
with V (a,
√
2/3 ) = 5/6, the absolute maximum for t = √2/3 being 2924
√
2− 78  0.83384, attained for
f3 = (1,1,1)
√
3.
Assume secondly that a1 = a2. The second equation in (2.8) yields with a22 − a23 = 3a21 − 1 in the
case of a1 = a2 ∈ [1/
√
3,1/
√
2 ] the equation for a1 and t ,
(
1− 2a21
)(
3t2 − 6a1t + 1
)= 0.
If the ﬁrst factor is 0, f2 = (1,1,0)/
√
2 is a critical direction for any 0 < t <
√
2. The eigenvalues
(−1,1,0) and (0,0,1) of the Hessian at f2 span the tangent space T = f ⊥2 with eigenvalues −2 +
3
√
2t − 2t2 and −1/3 + √2t − t2, respectively. Both are negative in (0, t1) and both are positive in
(1/
√
2, t11), yielding the absolute maximum for t ∈ (0, t1), a local minimum in (1/
√
2, t11) which
is also the absolute minimum for t in (t8, t10) and saddle points in (t1,1/
√
2 ) ∪ (t11,
√
2 ). If the
second factor is 0, a1 = a2 = 12 (t + 13t ), f = (a1,a1,
√
1− 2a21 ). The constraints a1 − a2 + a3 = a3 <
t < 2a1 − a3 = a1 + a2 − a3 require t  1/
√
3 or t  1. The further restriction a1 ∈ [1/
√
3,1/
√
2 ]
implies t2 − √2t + 1/3  0, i.e. t ∈ (t1, t11). We are left with the intervals [t1,1/3] ∪ [1, t11] for t
and f as a critical direction. For t ∈ {t1, t11}, f = (1,1,0)/
√
2 and for t ∈ {1/3,1}, f = (2,2,1)/3.
The Hessian H of F at f has the eigenvector v = (−1,1,0) belonging to the tangent space T = f ⊥ ,
with eigenvalue 12t2(3t2 − 2)/(3t2 + 1)3 which is positive if t > √2/3 and negative if t < √2/3. Let
α := −2(3t2 + 1)/√24t2 − 18t4 − 2 and w := (1,1,α). Then v⊥w and w ∈ T . One ﬁnds 〈Hw,w〉 =
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is actually the absolute maximum in the subinterval [t1, t2] and a saddle point in [1, t11].
(v) In the last case a1 + a2 − a3 < t < a1 + a2 + a3 Eqs. (2.3) and (2.1) mean
[
t
(
a21 − a22
)− (a1 − a2)](a1 + a2 + a3 − t)2 = 0,[
t
(
a22 − a23
)− (a2 − a3)](a1 + a2 + a3 − t)2 = 0,
and since a1 + a2 + a3 − t > 0,
(a1 − a2)
(
t(a1 + a2) − 1
)= (a2 − a3)(t(a2 + a3) − 1)= 0. (2.10)
The ﬁrst case a1 = a2 = a3 gives f3 = (1,1,1)/
√
3 for all 1
√
3 < t <
√
3. The Hessian H of F at
f3 acts as a multiple of the identity on T = f ⊥3 , the multiple being 3
√
3
4 t
3 − 458 t2 + 9
√
3
2 t − 278 which
is negative for t ∈ (1/√3,√3/2), i.e. relative maximum, and positive for t ∈ (√3/2,√3 ), i.e. relative
minimum of V ( f3, t). In t =
√
3/2, f3 is a saddle point. The direction f3 is the absolute maximum for
t ∈ (t2, t6) and the absolute minimum for t ∈ (t10,
√
3 ).
The case a1 > a2 > a3 is impossible, since then (2.10) would imply
t(a1 + a2) = 1 = t(a2 + a3), a1 = a2 = a3.
Thus assume a1 = a2 > a3. Then a1 + a3 = 1/t and a23 = 1− 2a21 yield a1 = (1±
√
3t2 − 2 )/(3t), a3 =
(2+√3t2 − 2 )/(3t). However, a1  a3 requires the upper choice of signs in a1,a3 and, moreover, that
t 
√
3/2 =: t9.
The constraints 2a1 − a3 < t < 2a1 + a3 further restrict t to the interval [
√
3/2,1].
The last possibility a1 > a2 = a3 is similar, with a1 + a2 = 1/t , a22 = 1 − 2a21 and a1 =
(2 ± √3t2 − 2 )/(3t), a2 = (1+
√
3t2 − 2 )/(3t) for t  √2/3. The lower choice of sign is required
this time to have a1  1, and a1  a2 then means t 
√
3/2 = t9. The constraints are satisﬁed for t in
this interval [√2/3,√3/2]. The value of the volume V ( f , t) in both cases for the critical directions
f = (a1,a1,a3) and f = (a1,a2,a2), respectively, is in both cases [9t2 +14− (3t2 −2)3/2]/24 which is
5/6 for t = √2/3, 55/64 for t = √3/2 and 11/12 for t = 1. These directions only yield saddle points
for V in t: in the last case v = (0,1,−1) is an eigenvector of the Hessian H at f belonging to the
tangent space T = f ⊥ with negative eigenvalue for t ∈ [√2/3,√3/2]. However, w := (α,1,1) ∈ T
is orthogonal to v when α = −2(t2 + √3t2 − 2)/(2 − t2) and 〈Hw,w〉 > 0 for all t ∈ [√2/3,√3/2].
The other case similarly gives saddle points.
The formulation in Theorem 6 summarizes the results obtained in the proofs of the different cases
for t , after examining which local extrema yield global extrema, for each width t of the slab. The val-
ues of the volume V ( f , t) for the local and global extremal directions f are determined from (2.2);
some of the formulas or values were given above, the others are calculated easily from (2.2). 
The problem of extremal areas of non-central sections of the 3-dimensional cube may be analyzed
similarly. We only state the result for the absolute maxima and minima of A(·, t).
Proposition 7. Let t1 = (
√
2 − 1)/√3  0.239146, t2 =
√
2 − 1  0.414241, t± = (10 ± 4
√
6
√
6− 14)/
(6
√
3 )  {0.6409251.283576}, t3 = 3
√
2/4 1.060660.
Let f1 = (1,0,0), f2 = (1,1,0)/
√
2, f3 = (1,1,1)/
√
3,ϕ±(t) = (
√
2− t2 ± t)/2. The extremal direc-
tions a of the area A(·, t) of the section of the cube of volume 1 in R3 at distance t/2 are as follows, with the
value of A(a, t) stated on the right side:
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f1, 0 t  t2, 1,
f2, t2  t  t−,
√
2− t,
f3, t−  t  1,
3
√
3
8
(
t2 − 2√3t + 3),
Absolute maximum:
(
ϕ+(t),ϕ−(t),0
)
, 0 t  1,
(√
2− t2 − t)/(1− t2),
f3, t = t1,
√
3/2,(
a,
√
1− a2,0), 1< t  t3, (t −√t2 − 1)/2,
f2, t3  t  t+,
√
2− t,
f3, t+  t 
√
3,
3
√
3
8
(
t2 − 2√3t + 3).
The value of a ∈ [1√2,1) is uniquely determined by t as the solution of (a3 −√1− a23)/(2a2 −1) = t for
t ∈ (1, t3].
Remark. The vectors f1, f2, f3 yield relative minima in (t2,1], (0, t2) ∪ (t−,1/
√
2 ), (1/
√
3, t−) ∪
(1,2/
√
3 ), respectively and f2 and f3 give relative maxima in (t+,
√
2 ), (0,1/
√
3 ) ∪ (2/√3, t+),
respectively. There is an additional relative minimum of the form (a1,a2,a2) if 0.3434  t  0.3584
and an additional relative maximum of type (a1,a1,a2) if 0 < t < 0.1957. In other intervals of t ,
directions of this type are saddle points of A(·, t). Further, there are saddle points (t, t,√1− 2t2 ) if
1/
√
3< t < 1/
√
2 and of the type (a1,a2,a3) with a1 > a2 > a3 if 0< t < 0.3584.
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