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ABSTRACT 
The orders of the zeros at T, = 0 of the Wronskian of a system of functions 
defined in the interval [0, T], and of its Gramian, considered as a function of T, are 
calculated, and a relation between the corresponding derivatives is obtained. These 
results are then applied to obtain an estimate for the distance [in the sense of the norm 
of L’(O, T)] from one element of the system to the subspace spanned by the others. 
1. INTRODUCTION 
This note is mainly concerned with the following problem: let 
{@ i, . . . , +” + 1 } be a set of n + 1 linearly independent (and sufficiently smooth) 
functions in L2(0, T), and let us denote by d,(T) the distance, in the sense of 
the norm of L2(0, T), from +,+ r to the subspace spanned by { G1,. . . , +,,}. 
How does d,(T) behaves, as a function of T, for values of T close to zero? 
My interest in this question arose in connection with a control-theory prob- 
lem. In fact, H. 0. Fattorini and D. L. Russell proved in [3] that for a 
one-dimensional parabolic equation defined in an interval Z and for any initial 
state in L2(Z), it is always possible to construct a function in L2(0, T), which 
will be called the control, such that, if it is used as a boundary condition, it 
steers the initial state to zero in time T. 
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Moreover, if the initial state is the kth eigenfunction of the differential 
operator with Dirichlet boundary conditions, then the norm of the optimal 
control, in the sense that it has minimal L’(O, T) norm, is a multiple of the 
reciprocal of d(T), where d(T) denotes the distance from am = exp( - X,t ) 
to the subspace of L2(0, T) spanned by { +,,( t ) = exp( - X ,t ), n # k }, and 
{ - X, } are tbe eigenvalues of the operator. If we note that d(T) can be 
calculated as the limit of the distances from +k to the subspace spanned by 
{@?I> n=l , . . . , A’, n # k } as N tends to + m, then we are led to the 
finite-dimensional problem we have already mentioned. 
We shall study that problem using some very well-known results from 
Hilbert-space theory [l] which will allow us to obtain a simple explicit formula 
for d(T) as a quotient of two Gram determinants whose elements are 
functions of T. Then we shall consider the first terms of their Taylor 
expansions about zero. In order to do this we shall calculate the order p of the 
zero that a Gram determinant of a system of functions has at T = 0, in terms 
of the orders of the zeros of the functions of the system. We shall also 
calculate the order of the zero of its Wronskian at T = 0, and we shall show 
the relation existing between the pth derivative of its Gramian and the 
corresponding qth derivative of its Wronskian. In this way, a generalization 
of a result by A. Meder [6] will be obtained. 
Finally, we shall apply these results to the case +j = exp( - X jt ), where X j 
is a real number and X j # X, for j # k. This is a particular case of the system 
considered by R. E. Hartwig [3], who has pointed out some interesting 
interrelations of this system and some problems in spectral matrix theory, 
Lyapunov stability and controllability. 
2. NOTATION 
We shall denote by { $I } the system { +i( t ), . . . , &( t )} of complex-valued 
functions of a real variable t, defined in an open interval containing [0, T]. 
We shall assume that each ej admits a Taylor expansion about t = 0, which is 
convergent for every t in [0, T]. Cp = Q(t) will denote the column vector with 
components +l(t),...,+n(t). 
If 
Cj,k(T) = Jor+j(t) @k(t) dt 
and 
w~,~(T) = +‘kj?)(T) j,k=l,..., n, 
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then we shall use the symbols 
to represent the Gram and Wronsky matrices of the system { +}, and 
G(O;T)=detI’(@;T) 
W(@; T) = det Q(@; T) 
for their determinants. 
It is well known [2] that if M is a matrix with constant coefficients and 
\k = Ma, then 
I’(‘k; T) = MI'(@; T)M*, 
Q(\k; T) = Q(@; T)W, 
where M tr and M * denote the transpose and conjugate transpose of M, 
respectively. Then it is clear that 
G(\k; T) = ]det Mj’G(@; T) (1) 
and 
W(\k;T)=detMW(@;T). (2) 
We shall also assume that the system { +} is linearly independent in L’(O, T); 
then G(@; T) # 0. (Cf. [l]). 
Let Gn+1 be a given function, and let us denote by d(T) the distance from 
+ n + i to the subspace of L2(0, T) spanned by the system { $I }, i.e. 
d(T)=min{II~“+,-k,~,- ... -k,+,]], kjEc> j=l,...,n}, 
(3) 
where 
It is known [l] that there exists a unique set of values { k:, . . . , k,* } such that 
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the minimum in (3) is attained and the value of d(T) is given by 
d2(T) = 
G(cP*; T) 
G(@;T) ’ (4) 
where ~*=(~P1,...,~~n,~~+l)tr. 
3. DETERMINATION OF THE ORDER OF THE ZERO OF G(@; T) 
AT T=O 
Without loss of generality we may assume that the orders of the zeros of 
GjCt) (jzlY’.., n) are all distinct. In fact, we may use (1) to prove the 
following result: 
PROPOSITION 1. lf M is a nonsingular matrix and \Ir = Ma, then: 
(a) G(‘P; T) and G(@; T) have a zero of the same order at T = 0. 
(b) M can be se&ted in such way that if qj (j = l,.. ., n) denotes the 
order of the zero of qj(t) at t = 0 and qj = 0 if and only if I,L j(O) f 0, then 
o<q,<q,< *.. <q,. (5) 
(c) The numbers ql,. . . , qn are uniquely determined by the system { $ }. 
(d) Let @= {$1,...,+,,}, @* = {+l,...,+~n,&,+l}, ad let Q= 
(4 l,. . , 9, } and Q* = { q:, . . . , q,*, q,*+ 1 } be the orders of the zeros of the 
fumtiom defined by \k = M@, q* = M *a*, with M and M * obtained as in 
(b). Then Q c Q*. 
Proof. (a): This is an obvious consequence of (1). 
(b): Let us assume that (p,(t) has a zero of order pj 2 0 at t = 0 and that 
these numbers are ordered in the following way: 0 < p, < p2 < . . . < pi = 
Pi+1 = *. ’ =Pk<Pk+_l< *- . < p,, with j > 1. If we define 
1 
+iCt) for i=1,2 ,..., j,k+l,..., n, 
+:w = &t> +.(t) I (6) 
qpy()) +:“i’(()) for i = j + l,...’ k, 
it is clear that for i = j + 1,. . . , k this function has at least a zero of order 
pi + 1 at t = 0. By reordering, if necessary, and denoting by p* the order of 
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the zero of +*(t) at t = 0, we get 
0 < pf < pz* < . . . <p;<pi*tl<pJT,,< ... <p,*. (7) 
All the operations carried out on the system { r$ }, namely reorderings and 
taking linear combinations to define @, can be described in terms of 
nonsingular matrices. This procedure can be repeated every time we get at 
least two identical values of p: in the sequence (7). In this way we can 
complete our proof. 
In similar manner we can consider the case where all pi are equal. In fact, 
in that case we can define @T(t) = @i(t) and +T as in the second line of (6) 
for i = 2,3,..., n. This will produce a set of functions whose zeros form a 
sequence as in (7), and the former procedure can be applied. 
(c): Let M, be another nonsingular matrix such that the functions of the 
system \k, defined by \k, = M,cP verify the following condition: 
(1) If #a, j(t) has a zero of order 9,,, j at t = 0, then 9a, j f qo, k if j # k. 
Then we can write \k, = M, M- “k, and in particular 
If we take (5) into account, it is clear that 9,,, j = 9,, where a j, r is the first 
coefficient different from zero in the linear combination defining qO, j. By 
condition (1) this implies that ( 90,1,. . . , qo, “) is just a permutation of 
(9 i,...,qn). 
(d): Let us now consider the systems defined by * = M@ and q* = 
M *@ *. Then \k = M ‘\k *, where M ’ = MM, and M, denotes the rectangular 
matrix obtained from M * -’ by deleting its last row. Using the same 
argument as in (c), we can prove that Q c Q*. n 
In what follows we assume that the orders of the zeros of { c$~} are all 
distinct. 
PROPOSITION 2. Let 91,. . . , 9,, be the orders of the zeros of the functions 
of the system {+}. Th en G(@; T) has a zero of order p = n +ZC~,,qj at 
T = 0. 
Proof. If +j( t) has a zero of order 9j at t = 0, its Taylor expansion about 
t = 0 can be expressed as follows: 
Gj(t) = cq,tQI + Cqj+ltqj+l  . . . 
=tqi(cq,+cq,+lt+ --) (cqj#o). f J 
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This implies that $.(t) can be written as +j(t) = t”~#~(t) with Gj(0) # 0. 
Then larGj(t)Gk(t)f& = Tgj+qk+lxj,k(T) with xjJO)# 0. In fact 
Xj,k(O)= lim 1 /r+j(‘)+k(t) dt r-0 Tq,+qk+’ c 
= qyqo) q$?)(o) 
9j!9k!( 9j + 9k + ‘1’ 
(8) 
Then 
G(@; T) = TPx(T), where X(T)=det(xj,k(T)), 
which implies that G@)( @‘; 0) Z 0 because x(O) Z 0. In fact 
(9) 
(10) 
and the last determinant is different from zero. (Cf. [l, p. 191.) This concludes 
our proof. n 
REMARKS. SinceO<q,<q,< .** x9”, it is clear that p 2 n2, because 
2x;_ 19j > zc;,,‘j = n( n - 1 - n2 - n, and p = n2 if and only if 9j = j - 1. ) - 
It is also clear that p - n2 is an even number because p - n2 = 2C7=19j - 
n( 72 - 1). 
4. RELATION BETWEEN G(@; T) AND W(Ca; T) AT T = 0 
PROPOSITION 3. Let 9r,. . . , 9, be the orders of the zeros of the functions 
c$~ (1~ j < n). Let p be the order of the zero of its Gramian at T = 0 and 
9 = (p - n2)/2. Th en W(@; T) has a zero of order 9 at T = 0 and the 
following relation holds: 
G’P’(@;O) = K( W’q’(@;O) I’, (11) 
where K is the constant defined by 
K= 
jD9, i9,)2det( 9j+ik+') 
j=l ’ 
! 
I (12) 
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and 
D= 
l/9,! l/9,! . . 
l/(91 - l)! l/(9,-1)! . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
l/(9,-n+l)! l/(9,-n+l)! . . 
l/9,! I 
l/(9” - l)! 
. (13) . . . . . . . . . . . . . . 
l/(9” - n + l)! 1 
Note: l/r! must be replaced by 0 when T < 0. 
Proof. 
Case 1: 9 = 0. If 9 = 0 then p = n2 and 9j = j - 1 for j = 1,2,. . . , n. 
Using (9) and (10) we obtain 
On the other hand W(Q; T) is the determinant of a triangular matrix whose 
principal diagonal has as j th element the number $-i’(O). This proves that 
(11) is valid when 9 = 0. (Cf. [6].) 
Case 2: 9 > 0. We shall divide this case in two parts. In part 2a we shall 
prove that Wcm)(0) = 0 for m < 9. In part 2b we shah calculate Wcq)(0). 
Part 2a. Let 0 < m < 9. If q(S’(T) denotes the row vector (@(s)(T))“, i.e. 
11’“‘(T)=(cP(,“‘(T),...,~;“(T)), s=O,l ,...> 
we have 
W’“‘(@;O) = c ,(r!,, jn det 
jl + + j, = m 
ji > 0 
p(0) 
.#iz+l)(o) 
. . . . . . . . . 
$ i. +.-u(o) 
(14) 
where c!~) jl,....jn = m!/j,l . . . j “!. It is easily shown that all the determinants 
appearing in this sum are null. In fact, let us consider one of these terms, such 
that j, + r - 1 f j, + s - 1 if r z s (otherwise our assertion would be obvious). 
Moreover, without losing generality we can assume that j, < j, + 1< . . . < 
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j, + (n - 1). Since m < q, there exists at least one index k such that j, + 
k - 1 < qk. Then, for 1~ u < k < u < n, all the elements x,, u of this determi- 
nant are zeros, because j, + u - 1< j, + k - 1 < qk, and as a consequence 
x = +;L+u-r)(O)= 0 f i 21 > k. This condition is sufficient to assure the 
n%y of the determinant. 
Part 2b. To finish our proof, let us calculate WtY)(@;O). By the same 
argument used before, we know that the only terms different from zero in the 
expression of W’q)(@;O) as a sum are those appearing when (jr, j, + 1,. . . , 
j, + n - 1) coincides with a permutation of (ql,. . . , q,,). Then 
W’Q’(@;O) = c 
k,+ +k,=(p-n2)/2 
k,!(k,-l)!.rl(k,-n+l)! 
k,>i-1 
i 
Tfk”(0) ’ 
Xdet ..*.. 
T+‘(o) , 
dqW ’ n 
= q!Ddet 
i I 
. . . . . = q!D n G?‘(O). 
7+)(o) 
j=l 
Again, taking into account (9) and (lo), we obtain (11). n 
As a final remark for this section, it should be pointed out that the 
determinant D can be calculated explicitly according to the following result. 
we 
LEMMA 1. Let D denote the determinant (13). Then 
Difilqi!= IGGn(qj-qi)’ (15) 
.’ . 
Proof. Let us suppose that n > 3; otherwise (15) can be easily verified. If 
multiply the ith column of D by qi!, we obtain 
DfIqi!= 
i=l 
1 . . . 1 
41 
. . . 
4” 
&1- 1) 
. . . 
%(4, - 1) 
41i4; _.lj’. : : is,._ ,.+;j . . . . . . . . . .&,is, l.,j . . : : i4,._ ,‘+;j 
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[It must be noticed that qi(qi - 1) . . .(qi-k)=O if qi<k, because one of 
the factors is null.] If 3 < k < n, we can see that the jth element of the kth 
row is equal to qi - ’ plus a linear combination of the preceding rows. If we 
eliminate those linear combinations, it results that our determinant coincides 
with the Vandermonde determinant [5, p. 151. Then it is equal to 
nl<i<j<n(qj-4i)’ n 
5. A DIRECT APPROACH TO THE STUDY OF THE ASYMPTOTIC 
BEHAVIOR OF W(G); T) FOR T + 0 
In this section we shall use a more direct approach to the study of 
W(Ca; T). In fact, we shall show that W(Q; T) - cW(T) for T -+ 0, where 
W(T) denotes the Wronskian of the system { t qn, 1~ i < n } and f(T) - g(T) 
means that f(T)/g( T) + 1 for T + 0. Then we shall calculate W(T). 
PROPOSITIONS. Let +j(t)=t4j$j(t) with $~~(O)#O(j=l,...,n). Then 
W(iD;T)-~~=l~j(0)W(T)fmT~O, where W(T)=W(tql,...,tYn;T). 
Proof. The (i, j)th element of W(Q; T) can be written as 
i-l 
$-I)(T) = C cs(i - l,qj)Tqr~“~ii~S~l)(T), 
s=o 
where 
i-l 4j! 
c,(i-l,q,)= ( 1 s (qj-“)! if s<qj. (16) 
0 if s>qj. 
This fact will allow us to write W( Q’; T) as a sum of determinants A(“1,---,“n)( T) 
(0 < si < i - 1) whose (i, j)th element is 
A(?I: ..,Sn)= cs,(i - 1,qj)T4i~S’~li~s:-1)(T). 
‘31 (17) 
Using the definition of determinant, we can verify that 
Ah..&)(T) = T+(q,-s,)H(T). (18) 
68 EDGARDO N. GijICHAL 
Then, it is clear that this determinant has at least a zero of order Xy_ 1(9j - sj) 
at T = 0, and that the term which has a zero of minimal order will be 
obtainedwhensi=i-l(i=l,...,n).Ifweobservethat 
then we have ACo~‘,..~~“)(T) = n;=,$j(T)W(T), and W(@; T) - 
FI r_ I+ j(0)W( T) follows as a consequence. n 
In order to complete our calculations, we shall obtain an explicit formula 
for W(T). 
PROPOSITION 5. W(T)= 17,,i, jGn(9j - 9i)T4, with 9 = C7,,9, - n(n 
- 1)/2. 
Proof. This formula could be obtained directly, using the same argu- 
ments we used before, and Equations (16)-(M) with #j(t) = 1. However, we 
shall use a different approach, based on the relation of the Wronsky determi- 
nant with the theory of linear differential equations. In fact, we shall obtain 
an ordinary differential equation of order n for which { t Q1,. . . , t qn } is a 
fundamental system of solutions for 0 -C T < co. If we write that equation as 
y’“‘(T)+ a,(T)y(“-l’(T)+ . . . + a,(T)y(T) = 0, (19) 
then W(T) can be calculated by the well-known first-order equation (cf. [7, p. 
1131) 
W’(T)= - al(T)W(T). (20) 
We shall construct the differential equation (19) with a singular point at T = 0 
by means of the functions ai = cj/Tj with constants cj. That equation 
will admit y(T) = T A as a solution if X is a root of the equation 
h(X-1)4h-n+l)+c,X(A-1).*.(X-n+2)+ ... +c,=o. 
(21) 
If we want the n roots of (21) to coincide with 9i,. . . , 9n, we must choose the 
constants cj in such way that the coefficients of Ak (k = 0, 1,. . . , n) of (21) 
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coincide with those of 
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(22) 
That can clearly be done, and in particular we obtain ci by comparing the 
coefficients of A”-’ in (21) and (22) which are ci - n( n - 1)/2 and - Xy= 19i, 
respectively. Thus, we obtain ci = n( n - 1)/2 - ZyZ19i. Then (20) can be 
written as W’(T) = 9W( T)/T, which shows that W(T) = mTq, where m = 
W(T,)/T: (T, > 0). In particular, if we choose T, = 1, we obtain m = W(1) 
and W(1) is the determinant we studied in Lemma 1, i.e. W(1) = 
6. AN APPLICATION 
In this section we shall obtain an estimate of d(T) for smaIl values of T, 
where d(T) denotes the distance, in the sense of the F(O, T) norm, from 
+,, + 1 to the subspace spanned by the functions { +j}. As we already noted, 
d 2(T) can be expressed as a quotient of two Gram determinants whose 
elements are functions which admit Taylor expansions about T = 0 and whose 
denominator is different from zero. This fact will allow us to obtain our 
estimate as the first nonnuU term of the Taylor approximation of d 2( T). We 
shall use the notation f(T) = 0( h(T)) for T -+ 0 to denote a function f such 
that If( < klh(T)I f or smaIl values of T. We now state without proof some 
easily verifiable facts. 
LEMMA 2. Let fi(T)= O(T) and g,(T) = O(T’) for T + 0 and i = 1,2. 
Then 
(i) [l+ fWl/t1+ fi(T)l = I+ O(T), 
(ii) [1+fi(T)]1’2=l+O(T), 
(iii) [l - aT + g,(T)]/[l- bT + g,(T)] = 1 -(a - b)T + 0(T2), 
(iv) [l - cT + g1(T)]‘/2 = 1 - (c/2)+ 0(T2). 
PROPOSITION 6. Let { 9i,. . . ,9, } and { ql,. . . ,9,, 9,,+ 1 > be the m&m of 
the zeros of the functions belonging to @ = ( G1,. . . , &It’ and @ * = 
(@ 1,. . . , Gn,, Gn + l)t’, respectively. Then 
d(T) = RTqn+~+“‘~[l+ O(T)] as T-+0, (23) 
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where 
R= H fi 19n+l-9il l 
9”+1! i=l9n+l+9i+l (29n+l+l)1’2’ 
(24) 
Proof. Using (9) in (4), we obtain d’(T) = T29n+1’1x*(T)/x(T), where 
X*(T) = x*(W+ W)l and x(T)=x(O)[l+O(T)]. If we take (10) and 
Lemma 2(i) into consideration, we obtain 
But [l] 
Then 
If we take square roots and apply Lemma 2(ii), we obtain (23) with R as 
given in (24). 
In what follows we shall consider the system 
c#3j(t)=exp( -h,t) 
j+Xkforj~k.Inthiscasewehave with A j real and X 
1- exp[ - (Xi + A,)T] 
xj+x, . 
In turn, this implies that G(0; T), considered as defined on IR, satisfies the 
n 
(26) 
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following relation: 
G(@; T) = ( - l)“exp( - 2s,T) G(@; - T), (27) 
where s,=X,+ ... +A,. 
PROPOSITION 6. For the particular system (26) the following relations 
hold: 
G(@;T)=K,Tn2[1-s,T+O(T2)] (28) 
with 
Ifi Ixn+l-xiI 
d(T)= i=l 
n, 
’ 
x 
(2n + 1)1’2 (2n)! 
F + 0(T2) 
1 
Proof. It is easily verified that the Wronskian of this system at T = 0 
coincides with the Vandermonde determinant (cf. [4]) 
W(cp;O)= n (Xj-Ai)#O. (30) 
l<i<j<n 
Taking into account the remark made after Proposition 2, this implies that 
4 = 0, p = n2, and qj = j - 1. Then, although our system does not satisfy the 
general assumption made about the order of the zeros, we can use (11) and 
(30) to show that G(O; T) has a zero of order n2 at T = 0 and 
(n2)X@,,..., 
G@)( a’; 0) = 
XJdet( i+:-l)l,i,j,,, 
n-l 2 
i 1 I-I j! j=l 
As a consequence we can affirm that G(@; T) = K,T”‘H(T), H(0) = 1. By 
(27) we deduce that H(T) satisfies H(T) = exp( - 2s,T)H( - T), which 
implies H ‘(0) = - s,H(O) = - s,; i.e. H(T) = 1 - s,T + 0(T2). Then (28) 
holds. 
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To prove (29) it will be sufficient to apply again Equation (4) and Lemma 
2(iii) to obtain 
It (‘n+l- ‘i)’ D 
&l(T)= i=l 
( n!)2 
2’ zn+1[1-h n+1T+W2)l, 
where D, = det(l/(i + j - 1))r ~ i, j ~ k. By (25) we obtain 
D n+l -=& ,fi (y)“=&( fq2. 
Drl t-l 
Then 
2 
T2”+‘[1 - A ,+rT + 0(T2)] + 
Taking square roots and using Lemma 2(iv), we show that (29) holds. n 
I would like to acknowledge here my debt to the referee for his valuable 
comments and suggestions. 
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