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INTRODUCTION 
The design of a Civ�l Engineering structure has been considered 
an art based upon science; for though the Strength of Materials formulae· 
give the general solution for the problem, the fact that the particular 
chosen solution be a good one, relies on the ability of the designer. 
Indeed, intuition, experience, or just luck are necessary to pick 
out conveniently the elements that need to be chosen in the formulae . 
Thus, a confrontation with a design problem requires an answer 
to the question: What is the optimal (or fairly close to the optimal) 
solution that can be obtained for the given set of data? 
It is necessary to define what is to be considered an "optimal 
solution ."  Concerning most Civil Engineering designs, it might be "the 
solution that, fulfilling all technical and aesthetic requirements, is 
the most economical ."  
Electronic computers have made it possible. to get an answer for 
the stated question within a reasonable period of time . Consequently, 
mathematical optimization techniques-such as the Random Search that was 
applied in this work, have become tools to be used in practical life. 
OBJECTIVE OF THE RESEARCH 
The development of a design method for o�taining successive 
solutions, in such a way that every solution be better than the pre­
vious one (so approaching to an optimum), was the aim of this research. 
In order to illustrate and develop the method, a rather simple 
design problem was chosen. A more typical, practical problem might 
perhaps involve more detail, but would not differ in approach. 
STATEMENT OF THE PROBLEM 
The probl em is stated as follows: 
Optimize, according to the definition given in the Introduction, the 
design of a two-span rectangular reinforced concrete beam (Figure 1). 
The design must be in accordance with the ACI Standard-Building Code 
(1 ) 1 specifications for Ultimate Strength Design. 
I I I I I I I I I I I I I ' I I I 'is' I I l l I I l I I I l I I I I I I 'l 
I< L >I< L ►, 
Figure 1. Beam Load, Bending moment, and Shear 
!Numbers -in parentheses refer to items in the Literature Cited. 
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CLASSIFICATION OF THE PARAMETERS 
Since different sets of data for the same problem will bring 
about different designs, it is obvious that all the components of the 
design are, actually, parameters . The parameters considered basic or 
fundamental are classified into constants and variables as follows 
(see Figure 1, also Figures 2 and 3), 
Constants 
span length 
live load 
compressive strength of concrete 
yield strength of steel 
unit weight of concrete, of steel 
maximum aggregate size 
minimum clear distance between upper 
and lower reinforcement 
stirrups diameter 
concrete protection for reinforcement 
unit cost of concrete, of steel 
Variables 
diameter of upper reinforcement bars 
number of upper reinforcement layers 
number of bars per layer of upper reinforcement 
L 
LL 
f' 
C 
"'c' "'s 
max . aggr . 
i . min 
C 
m 
n 
2For convenience, parameters are defined when first used and 
are also included in Appendix I .  
3 
effective beam depth of section of maximum 
positive moment 
diameter of lower reinforcement bars 
number of lower reinforcement layers m' 
number of bars per layer of lower reinforcement n• 
Other variable parameters of the design (dead load DL, beam width b, 
effective depth of section of maximum negative moment d1, total beam 
depth· t ) ,  will be functions of the above defined constants and 
variables, and the ACI Code (1 )  specifications. 
t 
t 
b 
cf:>v = stirrup diameter 
m' = number of lower rows 
n' =. number of lower columns 
= diameter of lower bars 
Figure 2-�· Section of maximum.positive moment 
0 0 
0 0 _j>b = diameter of u1212er bars 
m = .number. of upper 
dl 
n- = .number. of upper 
_L 0 ·cpv 
= stirrup diameter 
d ' 0 
b 
Figure 3. Section of maximum negative moment 
rows 
columns 
4 
MATHEMATICAL STA1EMENT OF THE PROBLEM OF OPTIMIZATION (2) 
Let the vector 
be the "design parameter vector," every component pl, p2,.  ,• • •  Pn 
representing an element or trait of the design. 
Now, let 
U = U(p) 
5 
be the "objective function" of p, standing for a certain property of 
the parameter vector which is to be optimized (maximized or minimized) . 
Furthermore, in nearly every design there will be certain limits 
of restrictions that must be observed by one or more components of the 
design parameter vector; ·these will have the forms 
g(p) = 0 
g(p) � 0 
(equality)· 
(inequality) 
Thus the vectors p which satisfy the constraints imposed on 
their components, will constitute a set of feasible designs. This 
set ·of permissible vectors determines a region R in a r-dimensional 
space; mathematically 
R = { p I gi (P) = O, i. = 1 to m; gi (P) ·.,; O, i = m .+ 1 to q} , 
and the objective function must be evaluated only there when searching 
for the desired maximum (or minimum) . 
Thus, the problem can be succintly written as: 
Ma�imize (or minimize) U(p) ,·for p belonging to R .  
I 
( 
/ 
7 
REVIEW OF SOME MATHEMATICAL OPTIMIZATION TECHNIQUES (2) 
While mathematical optimization techniques have been available 
for a considerable length of time, they have become more useful with 
the introduction of electronic digital computers. Cauchy' s  proposal in 
1847 of a method of steepest descent, could be considered the first 
step in optimization by mathematical techniques. 
For functions of severa l variab les, some general techniques can 
be quoted 
UNIVARIATE SEARCH 
Only one variable is incremented at. each step, the others re­
maining constant, until an apparent maximum of the function is achieved. 
Then, another variable is varied holding the others constant, and so on, 
until the last variable is varied. The cycle can be repeatjd as many 
times as necessary. 
The procedure is sketched for a function of two variables in 
Figure 4; the successive encountered maximums are points 1, 2, 3 and 4. 
Success of this method depends heavily upon continuity of the objeetive 
function. 
Figure 4. Univariate Search 
DIRECT SEARCH 
An application of the method for finding the maximum of a 
function of �wo variables x and x (Figure 5) is described. 1 2 
Figure 5. Direct Search 
Two tactical moves have to be done: the exploratory move, and the 
pattern move. 
8 
Starting the search from b
0
, there is an exploratory move 
consisting in a small increment of one of the variables x1 (univariate 
search), and the subsequent evaluation of the function (point 1). 
If the function has achieved a higher value than in b0
, the next 
variable x
2 
is incremented from that point, and the function evaluated 
again (point 2). 
Had for instance point 2 not been successf�l, point 1 would have 
been considered the ''base-point� for the next move; had point 1 not 
been successful, the increment for x
2 
would have been taken from b
0
• 
In Figure 5, the increments for x1 and x2 
have proved successful; so 
point 2 becomes the new base-point b1, from which the pattern move 
will be tried. 
The pattern move follows from the maxim: "nothing succeeds 
like success," and consists in an extrapolation of the form: 
Pl. +l 
= b + (b 
i i 
where P. 1 
is a station point on the way to the base point b • 1+ i+l 
9 
In this case, p = b + (b - b ). Thus, a vector step has been taken 2 1 1 0 
equal to the vector step from the previous base point to the present 
one. If point P
i+l 
results successful, another vector step should be 
tried. 
From p
2 
an exploratory move will start again, followed by a 
pattern move, and so on. 
When a pattern move is not productive, a retreat to the previous 
base-point is necessary, in order to build a new pattern. As with the 
univariate search, this method also requires continuity of the 
objective function. 
LINEAR PROGRAMMING 
This is the name assigned to the optimization techniques that 
deal with linear functions·subject to linear constraints. Objective 
functions and constraints will be, respectively, of the form: 
z = 
j=l 
C.x. 
J J 
10 
a .. x.{�=�1b., lJ J J l i=l tom 
This method is exemplified in Figure 6 for a function of two variables. 
Figure 6. Linear Programming 
Each linear constraint 9· l is represented by a straight line, all 
of them shaping the feasible area of evaluation. The linear objective 
function z will be represented by a set of parallel straight lines; and 
its maximum (or minimum) value in the area will be obviously located 
over the boundary, normally on a vertice. The principal shortcoming of 
this method is the requirement of linearity within the objective 
function and also he constiaints. 
RANDOM SEARCH 
I 
In this tech�ique the objective function is evaluated in points 
selected at random all over the feasible regionJ each so obtained value 
is compared with the pr_evious one, and the best of both is saved for 
further comparison. Considering the searched optimum value confined in 
11 
a subregion of relative (fractional) size a, the probability s that for 
n random trials or evaluations, at least one be in .the desired sub­
region a, is: 
Solving for n: 
s = 1 - (l - a)" 
n 
= log(l - s) 
log( l. - a). 
Thus, for s = 0 . 90 and a = 0.01, n = 230 
But there still remains an important factor to be considered: 
the number of variables . Let a cube of size l be the region R of 
interest of a function of three variables (Figure 7) .  
a 
R 
v 
Figure 7. Random Search 
Dividing the cube into 125 equal cubical subregions of size a, the 
optimal value of the function must occur in one of those subregions 
(i. e. the shaded one). It is seen from Figure 7 that for a red uction 
factor of 124/125 = 0. 99 in the region of uncertainty R, corresponds 
a reduction factor of only o.ao/1.00 =·o.ao in the interval of 
uncertainty of each variable. 
In general, the necessary reduction a in the region of un­
certainty R, for a desired reduction r1 ./r0 . in the interval of 1 1 
uncertainty of each variable, will be: 
r I1_ , ,  
a = ., �- _1 
i=l Io. 1 
where r: number of variables 
new and original interval of uncertainty of 
the i th variable 
In a five-dimensional space, for a reduction in the interval of 
uncertainty of each variable of .0.20 of its original value, the size 
12 
of the subregion must be a = (0. 2)5 = 0. 00032, and the required number 
of trials for s = 90%, will be n = 7142. In a seven-dimensional space, 
for the same interval reduction and probability of occurrence, 
n = 25000.  
It should be noted that an interval of discontinuous feasible 
values for a variable, will greatly simplify the problem. This applies 
to variables which are basically integers such as the number of bars 
in one row. 
MINIMIZING THE COST OF THE BEAM 
INTRODUCTION 
The Random Search optimization technique was chosen for its 
apparent simplicity, to be applied in this optimization problem • . 
Successive sets o f  values for the variables are constantly chosen at 
random, and tested . Each one o f  these sets determines a beam design, 
which must pass through a compJete control process (outlined later in 
I 
Figure 8) that provides answers for the questionsa 
1) Does the beam fit together? 
2) Does it ful fill the specifications? 
3) Is this beam more economical than the previous successful 
one? 
13 
The first two steps (Test .Program), control the appearance and behavior 
o f  the beam in accordance with the designer requirements and the ACI 
Code (1). specifications . The last step requires the evaluation o f  the 
objective function (cost), and it& ecmpari&on with th la ucc 5 ful 
value obtained . Should any one o f  the· successive condi Hons or 
constraints in the procedure not be satisfied, a whole set o f  new 
variables is immediately selected again, and the control process 
starts once more. If  the beam design has success fully satis fied the 
last step, it is saved for further comparison with the next one that 
will' satis fy the conditions o f  the first two steps. 
/ 
,..._ .1. --- ■ •"" ••• _,.._�,_ 119""-1 I I ft A ftV 
001LINE OF THE PROCEDURE 
The optimization procedure can be outlined as follows: 
SET SMALLEST COST 
= LARGE NUMBER 
TEST 
PROGRAM 
failure 
s 
s 
COST 
SMALLEST COST 
= CC6T 
PRINT 
no 
RANDOM 
SELECTION 
OF 
VARIABLES 
yes 
SMALLEST COSTJ...-----s�---
ITEM 
(. 
·/ I 
PRINT LAST 
SUCCESSFUL 
PARAMETER 
Figure a. Outline of the procedure 
14 
DEVELOPMENT OF THE METHoo3, 4 
The following constants may differ in value from one problem to 
the next, but are held as fixed values during the optimization 
procedure: 
span length 
live load 
compressive strength of concrete 
yield strength of steel 
unit weight of concrete, of steel 
maximum aggregate size 
L 
LL 
f' 
f
c 
y 
Ye' �s 
max. aggr. 
minimum clear distance between upper and 
lower reinforcement 
stirrups diameter 
concrete protection· for reinforcement 
unit cost of concrete, of steel 
imin 
<fv 
C 
Cuc' Cus 
The values of k1 defined in [1503 (9) - Assumptions] , and the 
reinforcement ratio for balanced conditions [ 1601 - Re·ctangular 
beams with tension reinforcement only], can now be determined: · 
' 
� 4000 psi) k1 = 0 .85, (fc 
kl = 0.85 (f� - 4000 psi) 0 .00005, 
I 
( f c > 4000 psi) 
Pb
= 0 .85 k1 f, 87000 
fy 87000 + fy 
Limitations or conditions imposed to the design, are called 
constraints . 
3
Quotations in brackets, refer to number, part and name of the 
se ction of the ACI Code (1). For sections already mentioned in this 
chapter, the names of sections are omitted . For general references, 
th p rt of the section is omitted . 
· 
4
nefinitions and constraints heading mathem
atical statements. 
are represented by the symbols D) and C) respectively, followed by a 
subscript. Conditional constraints are represen
ted by C)*. 
15 
16 
Some constants may have constraints dictated by the AC! Code (1), i .e . :  
fy, yield str_ength of steel, must have a value 'in accordance with 
[1505 - Design strengths for reinforcements]; and [1508 - Control 
of cracking] • 
Other constraints may arise from the practicality or the purpose of the 
design (but always in accordance with the ACI Code- (1) ) :  
imin, minimum clear distance between upper and lower reinforcement, 
must be not less than two inches . 
With respect to the variables, the problem will be attacked in 
consecutive parts, starting from the section of maximum positive 
moment . The preceding considerations about constraints (for constants), , 
hold for variables also: definitions and constraints used for de­
veloping the method, are based on the ACI Code (1) specifications . 
Section of maximum positive moment 
M + = 9wL2/12a (see Figure 1) max 
Variables: fb' , m' si n
° , d2 (see Figure 2) 
Definitions 
Beam depth [804(b) - Spacing of bars], [aos -. Concrete protection 
for reinforcement] : 
m' fb' + (m' - 1)(1 in) cb 
t = d + _ __;;;.... _______ + T 
2 2 . V 
Beam width [ 804(a)] ' [ 808] 
+. C 
(The load w to be defined below is a function of b; therefore, it is 
necessary to express the different widths given by [
804(a)] , also as 
cb • bl related to the section of maximum functions �f 'b' 
m, n, var1a es 
negative moment. The actual value of b will be one of the six 
defined values b
1 
to b
6
, as explained later in this chapter. ) 
D)2 
0)
3 
D)4 
D)5 
p) 6 
D) 7 
b1 = n''ft,' + (n' - l) 'fb' + 2<f' + 2c · V 
b2 = n'c/'b' + (n' - 1) 5 max. aggr. + 2'fv + 2c 
b = n'fi' + (n' 1) (1 in. ) +  2� + 2c 3 b fv 
b 4 = rff b + ( n - 1 ) 'f b + 2 '/>v + 2c 
b5 = ncpb + (n - 1 ); max. aggr. + 2fv + 2c 
b6 = nf>b + (n - 1) {1 in. )+ 2fv + 
2c 
Area of lower (tension) reinforcement, 
fb'
2 
n)8 A ' = 
m'n'� s 4 
Reinforcement ratio: 
. A ' 
D)9 p = � 
bd2 
Depth of rectangular stress block(160l(a) - Rectangular beams] 
with tension reinforcement only : 
Factor q2 defined in [1601(a� 1 
D)ll q2 = P2
f/fc' 
Ultimate design resisting moment of concrete [1601(a)] 1 
D) 12 �c = 0.90 [ bd;f c' q2 (1 - 0,59q2)] 
Ultimate design resisting moment of steel [ 1601 (a)] a 
D) 13 
M
us = 
0,90 [A
5
'f
y 
(d
2 
- a2f2) ] 
17 
Design load, in function of dead and live loads [1506(a) -
Design loads] : 
D)l4 w = l.5DL + l.BLL = l.5(�bt) + l.BLL C 
Constraints 
For beam depth: 
t > ..L [909(b) - Control of deflections] 
23 
t � i L [910(a) - Deep beams] 
5 ! 
18 
For beam width b (according to definitions D)2, D)3, 0)4, 
·o)5, D)6, 
and D)7, respectively): 
C)3 ' b � b1 
C)4 b � b2 
C)5 b > b3 
C)6 b � b4 
C)7 b � b5 
C)a b :> b6 
The value of b must simultaneously satisfy constraints C)3 to c)8; 
consequently, it will be the largest of the six defined values b1, b2, 
·For beam width ( according to [ 
908(a) - Distance between 
lateral supports] ) : 
C)9 b � 
-
50 
19 
For reinforcement ratio: 
C
\0 
P
2 
� � [911 (a) - Minimum reinforcement of flexural members] fy 
.-c) ll · . p2 ( O. 75pb [�601 (b)] 
For ultimate design resisting moment of concrete-and steel, 
respectively: · 
M ' -2._wL2 
UC� 128 
M � ..LwL2 
us 7 128 
Section of maximum negative moment 
M -- _ wL 
2 
max 8 
(see Figure 1) 
Variables� 1b, m, n (see Figure 3) 
Definitions 
Effective depths 
mfb - (m - 1) (1 in)_� 
D) d = t - -------- I - C 
15 1 2 V 
Distance from extreme compression fiber to centroid of compression 
reinforcement: 
D) d ' = t - d-
16 1 2 
Clear distance between upper 
[aoa]: 
D)17 i 
= t - m'ft - {m - 1) { 1 b 
and lower reinforcement [ 804{b)] ' 
in .)  - m•1'. ' - (m'-1) (1 in. )-21'- 2c b V 
Second member of inequality 16 - 4, concerning the validity of 
formula 16 - 3 of [1602 (b) - Rectangular beams with compression 
reinforcement] 1 
f 'd ' 87000 
K = 0. 85 k1 
c l 
fydl 87000-fy 
Area of upper· ( tension) reinforcement: 
A = mn ,fl'fb
2 
s 4 
20 
The tension reinforcement introduced in 0)8 for the section of maximum 
positive moment, is to be partially utilized in this section of max­
imum negative moment as compression reinforcement (see the distribution 
of reinforcement given in Appendix II) . 
Area of lower (compression) reinforcements 
A ' 
A ,. - s s1 -2 
Tension reinforcement ratio: 
Compression reinforcement ratio: 
Depth of rectangular stress block [1602 (a)] 
=(As 
- As1 ') fy a
l 0. 85fc'b 
Ultimate design resisting moment [1602 (a)] 
As the ultimate strength of the compression reinforcement A • s1 , 
may not reach the yield strength fy, [1602 (b)] , 
other definitions, 
concerning beams with tension reinforcement only [160l(a)] , must 
be added. 
D)
25 
D)26 
D)27 
D)2a 
Constraints 
q = p f /f ' 
11 1 y C · 
a
1 1 
= A5fy/0. 85 fc'b 
M = 0. 90 [bd1
2 fc'ql (1 - 0. 59q1 )] ucl 
-
l l 
Musi = 0. 90 [A5fydl - a11/2J 
For clear distance between upper and lower reinforcement: 
For tension reinforcement ratio [91l (a)] 
P � � 
1 � f y 
21 
For difference between tension reinforcement ratio and compression 
reinforcement ratio [1602 (b)] : 
* 
Constraint c)16 is conditional
, if not satisfied will be replaced by 
constraint c) 17 regardin
g sections with tension reinforcement only 
[160l(a)]. 
C) 17 
pl � 
0. 75 Pb 
* 
If C)16 
is satisfied, will be followed by constraint c)18 concerning 
the value of the ultimate design moment in sections with compression 
reinforcement. 
22 
In case that C)17 has to be ev�luated, will be followed �y constraints 
C)19 and C)20, which impose conditions on the ultimate design resisting· 
moment in a section with tension reinforcement only. 
C) IIA wL 2 19 ·uc1). 8 
Stirrups 
I· I 
In order to avoid cumbersome statements to obtain the exact number 
of stirrups needed, an estimate can be attained through the following 
simplifications of [1701 - Ultimate shear strength] and [1702 - Web 
reinforcement]: 
a) The values for the maximum shear vu,l at left, and vu,r at 
right of each span, are taken �s those at the face of the 
respective left and right supports, [17?l{a)] • 
b) The shear stress carried by the concrete is vc = 2(0 . 85) � ., 
[1101(c�] • 
c) .Each amount of stirrups calculated�acco�ding to the above 
expressed simplifications, will be incremented in three, (J702 -
(a)] • 
Thus , the formula for the number of stirrups (3-77) becomes 
b x  total area under (vu - vc) diagram N = ----------------- + 3  
Av • ( 0. 85 f y ) 
where vu
= nominal ultimate shear stress as a measure o f  diagonal 
tens ion 
Av
= total area of web reinforcement in tension within a distance 
s ,  measured in horizontal direction 
Constraints 
Ultimate shear stress at left and right end of span , respectively 
(see Figure 1): 
Shear stress carried by the unreinforced web s 
0)31 VC = 2 {0 . 85) 0 
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Number of st irrups at left and right side o f  each span , respectively 
D)32 Ns ,l 
= 
D)33 
N = 
s ,r 
Figure 9 snows the 
b2d2 (vu 1 - vc)
2 
' + 3 
4 w Av {0 . 85fy) 
2 )2 b d 1 (vu ,r - Ve + 3 
4 w Av (O o 85fy) 
areas under (v .. u ,l 
v )  and 
C 
(vu,r - vc) diagrams . 
j 
I _  
L 
V - V u,r c 
==-I 
/Vu ,r 
Figure 9. Area under (v  
1 
- v )  diagram 
u ,  C 
= 
(vu,l 
- vc)
2 . 
2 w 
(vu,r - vc)
2 
Area under ( v  - v )  diagram = --------u ,r c 2 w 
The possibi lity that v be greater than v 1 
and/or v (no stirrups c . u ,  u , r  
needed in either case) must be allowed . 
D)34 N 
= 0 
s,l 
N = 0 s,r 
Total number of stirrups in the beam a 
Constraints 
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The necessity of stirrups depends upon the fulfillment of conditional 
statements • .. 
Satis faction of c);l and/or C)_;2 implies the -utilization ,
of D)32 
and/or D)33, respectively; otherwise, D)34 and/or D)35 must be used . 
Other provisions 
25 
The AC I Code ( 1 ) stipulates · in [ 918 (b) - An chorage requirements -
General ] , additional extensions ( E. ) for reinforcement, equal to the 
effective depth of the membe'r or 12 bar diameters, whichever is . 
greater . Therefore, statements regarding this matter must be included . 
Definitions 
Additional extension of lower reinforcements 
D)
37 E.. lo 
= d2 
D)39 €lo ·= 
12 f b ' 
Additional extension of upper reinforcement s  
E. = d up 1 
E.. = 12 fb up 
Constraints 
. C) ;3 
d2 ). 12 cp b '  
C) ;4 _
d l ). 12 f b 
If c);3 and/or c)24 are fulfilled, hold o)37 and/or o)39; 
otherwise, hold D)38 and/or D)40 • 
Computation of Cost 
The cost of the beam is a function of the intervening quantities of 
concrete and steel and their respective unit · costs. 
a) Volumes 
Definitions 
Volume of concrete: 
D)41 VOLc = 2btL 
Volume of lower reinforcement: 
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VOL = 2, (lower reinforcement area x corresponding length) lo 
Volume of upper · reinforcement: 
o)43 · VOLup 
= I. (upper reinforcement area x corresponding length) 
Volume of stirrupsa 
o)44 VOLv = Nt . Y'v . stirrup length 
Total vo lume of steel s 
b) Costs 
Definitions 
Cost- of concrete (the unit cost of concrete C i i i uc s g ven n 
$/ cubic yard) , · 
D)46 Cc = VOLc • 
Cuc 
Cost of steel (the unit cost of steel cu·s is given in $/p
ound): 
D) 47 C = ( 'V • VOL ) C s s s us 
Total cost of Materials s 
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If C is less than the last retained cost C ,  C becomes the new C • r r 
Constraints 
Definition D) will be valid only if: 
49 
C)
25 C <. Cr 
PROGRAMMING OF THE METHOD 
As the method will be carried out by a computer, it is necessary 
·to analyze each one of the three bas ic �lements : constants, var iables, 
and constraints , in connection with the programming process . 
Constants 
Parameters of the design that remain unchanged along 
a given 
problem, have been called constants . They constitute the 
input data, 
and are t d i h " " f h t to be used 
when needed • 
s ore n t e memory o t e compu er 
/ 
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Variables 
Each time t_hat a new set of variables is required, everyone of 
the variables must be selected at random . To fulfill this condition, 
a program for generating r�ndom numbers in sequential form has to be 
stored previously (properties of the random number generator are 
shown in Appendix III) . Thereby, each one of the variables becomes 
a function of random ·numbeis . 
The random numbers have been normalized in the interval ( o ,  1), 
so that the interval of variation assigned to each variable will 
correspond to an interval (0 � 1) of variation of the random numbers . 
For discontinuous variables that become step functions of random 
numbers , the length of each step must be in accordance with the 
probability of occurrence desired . Figure 10 shows a step function 
y; y1 is expected to occur 50% of the time, y2 and y3 25% of the time 
each o�e .  Figure 11 shows a continuous function z ;  every value of z 
has the same probability of occurrence • 
--, 
�1 ..,._ __ _ 
random , numbers. 
Figure 10.  Step function of 
· ·random numbers 
. ' z 
random numbers 
Figure 11 . Conti�uous function 
of random numbers 
In the present problem, the variables have _the following character­
istics: 
variable class va lues to be taken 
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discontinuous 1 in., � - • 3 i 1n., , - . n., 1 in. 
2 8 4 
m, . m ' discontinuous 1, 2 ,  3, 4 , 5 
n, n' discontinuous . 2 , 3, 4 · 5 
continuous 6 in. ' d2 � 36 in. 
Appendix III shows graphs of these variables as functions of random 
numbers; step functions with equal step length, indicate the same 
probabi i "ity o f  occurrenca · for every assigned functional -value. 
Constraints 
Constraints are expressed in the computer programming as 
conditional statements o In this work, constraints have been  classified 
into absolute and cond itional. 
Most of the constraints are absolute: when not fulfilled, a whole 
set of new variables start the program again (i. e.: · it is absolutely 
necessary that i � imin) • While conditional constr
aints mere ly 
indicate the . path to be followed by the calculat �ons ; one path is ,-
available if the constraint is satisfied ; another, _if that h not the 
case (i.e. a the necessity of stir�ups depends upon the conditional 
" /  
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COST FUNCTI ON 
The optimization of the cost is a selective procesa in which 
successive costs are being retained, so converging toward the smallest 
one. 
Every set of new variables determines a trial; but pot every 
trial . will produce a cost; it will be only · the successful ones; namely� 
those that successfully pass the three steps of the control process 
explained earlier in this work. 
Plotting cost values ver·sus number of trials, a Cost function can 
be obtained, which. is expected to be asymptotic to the minimum cost 
(Figure 12) . From this Cost function, predictions of  the number of 
trials. necessary f or some specified accuracy might be done. A 
procedure for this is established later in this work. 
Cost 
maximum 
cost 
minimum 
cost 
- - - - - -- - - -=---==-=-------
Number  of  trials 
Figure 12. Expected Cost function 
I 
RESULTS 
Values were assigned to the constants in order to work with 
the problem (input _ data); they can be seen in Appendix IV .  In­
structions such as : 
a·) counting every trial (successful . as well as unsuc�essful) ; 
b) printing, when required, the number of trials so far 
performed; 
c) printing every successful solution (beam variables, width, and 
cost) with its corresponding trial-number, 
were given , among others , to the computer . 
Results ( output data), were obtained working with two different 
programs: 
Program Pi a without considering the cost �f stirrups . 
Least cost obtained was $199 . 
Program P2 a cons idering the cost of stirrups . 
Least cost obtained was $204.  
Five executions of Program P1 were carried out, each one for a 
different period of time , being the average approximately 50 minutes . 
Six executions of Program P2 were perform�d, their _dur ations varying 
from 20 minutes to 8 hours 40 minutes . Table 1 in Appendix V shows 
one execution of program Pi,, and one executi_on o f  Pro_gram P2 . 
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INTERPRETATION OF RESULTS 
The results obtained in the five executions of Program Pi were 
all plo tted in one graph : Cost C versus number of tria ls r ( Figure 20 
and Table 2, Appendix v ) . The results obtained in the six executions 
of Program P2 were all plotted in another gra ph Cost C versus number 
of tr ials r ( Figure 21  and Table 3, Appendix v ) . 
It was assumed in both cases tha t the trend of the da ta points 
follows a curve of the form 
Values of A1 , A2 and A3 for each curve were determined by means o :  the 
Least Squares Approxima tion technique , thus assuring the bes t  fitting 
of the assumed curves to the da ta points. Figures 20 and 21 of 
Appendix V ,  show the fitting curves resulting from these parameters. 
The role played by the parameters o f  the assumed curves, can be 
seen in Figure 1 3 ;  A
1 
represents the maximum cost ; A2 represents the 
difference between the maximum and minimum cost (in other words , the 
variation of cost ) ;  and the height ( A
1 
- A2 ) of the asymptote, stands 
for the minimum cost . Parameter A3 _regula tes the convergence o f  the 
curve toward the asymptote. 
Cost functions determined in this manner might now be used to ge t 
a coarse approximation of the necessary number of tr ials corresponding 
to a given accuracy in _ results
. Dividing the d istance A2 in Figure 1 3 
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into ten equal parts, point 1 represents a solution 90% close to the 
optimum, and r
1 the corresponding (necessary) number of trials. 
C 
Al + l 
I 
l (A1t2 ) 
/ 
r l r 
Figure °13 .  Correspondence between given accuracy in results 
and number of trials 
Similar considerations could be applied to  any other point along the 
distance of value A2 • 
The values of r corresponding to an accuracy of 90% for Programs 
P 1 and P2, respectively, have been determined in Figure 20 and 21 of 
Appendix v .  For Program P
1
, r for 90% reduction was 88 J for Program 
P2, the similar r was 82. 
CONCLUS IONS 
The purpose of the investigation was accomplished : a method 
was developed to achieve an optimum engineering design through 
successive approximations . 
Any kind -0f conditions may be imposed on the problem � whatever 
criteria the designer wishes to fol low ; but certainly in  every ca�e, 
. the solution will converge toward the best one corresponding to that 
case . The merit of the method may become relevant for large-scale 
projects·, where great amounts o {  materials are involved. 
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With a file of pattern-design . methods in which particular 
exterior conditions are contemplated, and particular imposed conditions 
are to be fulfilled , the task of the designer would be only that of 
choosing the adequate pattern, fill the input with the actual data, 
and let the computer find the optimal design .  
If the method were questioned regarding the time involved in  
solving complicated problems, the new generation o f  computers, with 
notably high work ing speed , should dissipate any d oubt about its 
scope of application o 
RECCUMENDATIONS FOR ADDITIONAL STUDIES 
The curve C = A1 - A2 tanh L was chosen to fit the data points A3 
of the graph Cost versus number of trials . A comparative study of 
this and other types of  curves would be necessary, to determine what 
is the most accurate adjustment to the data points . 
For a given accuracy in results, a method has been suggested 
for determining the probable number of trials r .  Obviously /the value 
of r obtained in that manner will not be meaningful enough, unless 
a ccompanied by a certain probability of occurrence based upon statis­
tical considerations . 
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The poss ibility of speeding up the convergence of the method by 
devices which introduce some "intelligence" in the random approach 
should be contemplated . Westervelt (2-56) has modified random search 
techniques incorporating to them "simple learning" ; another work about 
the matter is yet unpublished {2-56) . 
Development of a pattern-design method for the optimization of 
a single-span concrete beam would be very useful in multi-span 
continuous frameworks . Adequate provision would have to  be included 
for arbitrary end moments. 
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APPENDIX I 
NOTATION 
a1 = depth of rec �angular stress block in sections . with 
compression reinforcement (applies to the section of 
maximum negative moment) 
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a1 1 
= depth of rectangular stress block in sections with tension 
reinforcement only {applies to the section of �aximum 
negative moment) .. 
a2 = depth of rectangular stress block in · sections with
. tension 
reinforcement only (applies to the section of maximum 
positive moment) · 
A3 = parameters of fitting curves 
As = tension steel area 
in section of maximum negative moment 
As 
' = tension steel area in section of maximum positive moment 
A • = compression steel area in section of maximum nega t ive s1 
moment 
Av = total area of web reinforcement in tension w ithin a 
distance, s, measured in horizontal direction 
b - beam width 
c = concrete protection of reinforcement 
C = beam cost 
Cuc = un it cost of concrete 
cus = unit cost of steel 
_, 
C
r
= cost of every l ast successful beam obtained during 
execution of the program 
d1 = effective beam depth · 1n section of maximum negative 
moment 
d1 ' = distance from extreme compression fiber to centroid of 
tension reinforcement 
d2 = effective beam depth in section of maximum positive 
moment 
DL = dead load 
fc ' = compressive strength of concrete 
fy = yield strength of steel 
i = minimum clear distance between upper and lower 
reinforcement 
k = factor defined in Section 1503 (9) of the ACI Code (1) 1 
f u d Q -01000 K = 0. 85 kl c 1 
fy d1 87000-fy 
L = length of beam span 
LL = live load 
m = number of upper reinforcement layers (upper rows) 
m' = number of lower reinforcement layers (lower rows) 
max .  aggr . = maximum aggregate size of concrete 
M + = maximum positive moment max 
M - = maximum negative moment max 
� = ultimate design resisting moment 
I 
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�c 
= ultimate design resisting moment of  concrete (applies to 
the section of  maximum positive moment) 
�cl
= ultimate design resisting moment of  concrete (applies 
to the section of  maximum negative moment) 
Mus
= ultimate design resisting moment of  steel (applies to 
the section of  maximum positive moment) 
M = ultimate design resisting moment o f  steel (applies to the 
··-usl 
N 
section o f  maximum negative moment) I 
n = number o f  bars pe� layer o f  upper rein forcement (upper 
columns) 
n' = number of  bars per layer of  lower reinforcement (lower 
columns ) 
= number of  stirrups s,l 
at left side o f  beam span 
Ns, r  = number o f  stirrups 
at right side o f  beam span 
Nt 
= total number of  stirrups in the beam 
p
1 
= tension rein forcement ratio in section o f  maximum 
negative moment 
p • = compression reinforcement ratio in section o f  maximum l 
negative moment 
p2 = reinforcement 
ratio in section of  maximum positive moment 
Pb 
= reinforcement ratio for balanced conditions 
p
1 
= program without considering the stirrups cost 
P2 = program 
considering the stirrups cost 
C 
f
y qll 
. . P1 = 
fc 
' 
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r = number of trials 
t = total beam depth 
vc 
= shear stress carried by concrete 
vu
= nominal ultimate shear stress as a measure of diagonal 
tension 
Vu 
= ultimate shear stress at left end of span 
1 
VU 
= ultimate shear stress at right end of span 
r 
vu,l = maximum shear at left end of span 
vu,r = maximum shear at right end of span 
VOLC = volume of concrete in the beam 
VOLup 
= volume of upper steel reinforcement 
VOL1 0 
= volume of lower steel reinforcement 
VOLs = total volume of steel in the beam 
VOLV 
= volume of stirrups 
w = total beam load 
�
c 
= unit weight of concrete 
�s 
= unit weight of steel 
= additional extension of lower reinforcement 
Eup 
= additional extension of upper reinforcement 
cj,b = diam
eter of upper reinforcement bars 
fb ' = d i ame ter o
f l ower re inforcemen t bare 
f v = diameter of stirrups 
I I 
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APPENDIX I I  
DISTRIBUTION OF REINFORCEMENT 
The reinforcement is distributed along the beam , according 
to. the following arbitrary dispositions: 
Lower reinforcement (Figure 14) 
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a) Area As' required by formula, at section of maximum positive 
moment �al = 9wL
2/12s (see also Figure 1). 
b) Half of that area, A5 ' /2, along the entire beam length. 
c) The other half area, As' /2, along the distance between the 
sections of moment M +/2 = 9wL2/256, located at either max 
side of  section of �ai; this distance is increased. at 
both sides in the additional extension e
1 0 
requ_ired by the 
ACI Code (1): [918 (b) - Anchorage requirements - General ] . 
2 
M=--2wL 
256 
l 1 6'1 � 
M=..:L._wL_ 
2 
128 
· � o _� 11�1.._-==------ 0.52L 
, .  9 2 
M-256wL 
i 14 Dl· stribution of lower reinforcement F gure • 
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Upper reinforcement (Figure 15) 
a )  Area As required by formula, at section of maximum negative 
moment �a; =  - wL2/a (see also Figure 1 ). 
b )  Half of that area, A /2, along the distance between the 
sections of moment Mma; and Mma;/2 = - wL
2/16, plus the 
addit ional extension £ up required by the ACI Code ( 1 ) 
[918(b ) ]  • 
c )  The other half area, A5/2, extends along the distance from 
section of moment �a; = - wt2/a to section of moment M = o ,  
plus the additional extension E required by the ACI Code 
up 
1 
(1) [ 918(b )]" • 
L 
. a-J 0. 25L + �up � 
O .llL + f.up � � 
M=O 
Figure 15. Distribution of upper reinforcement 
Y'b ,tb • 
1. 000 
. 750 
. 625 
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APPENDIX III 
CONTINUOUS AND DISCONTINUOUS VARIABLES 
AS FUNCTIONS - OF  A CONTINUOUS RANDOM FUNCTION Y 
m 
5 
4 
3 
2 
m' 
1.___ 
-
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• 25 - • 50 .75 l .  0 _ Y � 20 � 40 • 60 � 80 1. 0 y 
F igure 16. Function bars diameter Figure 17. Function number of rows 
n , n ' , 
5 
4 
3 
2 ---
.25 
6 
• 50 • 75 1 . 0  y 
Figure 18. Function number of 
columns 
1 . 0  y 
Figure 19. Function effective 
depth d2 
REFE RENCES l-- end of step included 
l-- end of step excluded 
RANDOM NUMBERS GENERATOR 
Various tests have been run on the random numbers generator and 
for ten sets of 1000 random numbers. The numbers were divided i nto 20 
equal sets and a chi-square analysis indicated the following results : 
32. 40 
17.40 
14. 68 
16. 24 
30. 68 
19 .96 
24.08 
14. 48 
13. 68 
12.24 
The range of expected values of chi-sq\.lare is 10. 11 7 for a 
probability of 0. 95 and 30.144 for a probabili ty of 0.05. 
APPENDIX IV 
INPUT DATA 
The following values were given to the constants in the 
pr -0gramming of the problem s 
Span length L = 20 ft 
Live load LL = 2000 lb/ft 
Compression strength of concrete fc' = 3000 psi 
Yield strength of steel fy = 40000 psi 
Unit weight of concrete Ye = 150 lb/ft3 
Unit weight of steel Ys = 0.283 lb/in
3 
Maximum aggregate size max. aggr. =· 3/4 in 
44 
Minimum clear distance between upper and lower reinforcement i i = 2 in m n 
Stirrups dia�eter 'Pv = 1/4 in 
Concrete protection for reinforcement c = 2 in 
Unit cost of concrete Cuc
= $50 .00/yd3 
Unit cost of steel Cus = $0.25/lb 
. APPENDIX V 
OUTPUT DATA 
TABLE I .  EXECUTION OF PROGRAM P1 AND PROGRAM P2 FOR MINIM IZ ING THE COST OF THE BEAM* 
pro- trial diameter number number effective 
gram number of lower of lower of low- beam depth 
diameter number number · 6f 
of  upper of upper upper 
beam 
width 
beam 
cost 
pl 
p2 
bars rows er columns 
r b' m' n' d 2 
l 
6 
239 
261 
. 750 
.500 
. 500 
.500 
3 
3 
3 
4 
4 
4 
4 
2 
24 .926 
23. 310 
23 . 078 
26 .516 
bars rows co lumns 
b m n 
1. 000 
.750 
.750 
1 . 000 
1 
5 
4 
2 
4 
2 
2 
2 
b 
u . soo 
9 .500 
9 �500 
7.500 
673 No further improvement obta ined; execution was ended (duration : 80 min.) 
5 
7 
.500 
. 750 
20 . . • 750 
37 
3114 
.500 
.500 
5 
4 
4 
4 
4 
. 4 
2 
2 
2 
2 
26 . 627 
23. 879 
30. 010 
25 . 288 
25 .280 
1 . 000 
1 . 000 
.500 
1 . 000 
1. 000 
3 
1 
5 
·2 
2 
3 
4 
3 
2 
2 
9 .500 
1 1 .500 
a . ooo -
7 .500 
--
✓ 
7.500 
C 
360. 68 
242. 62 
233. 69 
198 .71 
352.73 
313 . 40 
291 . 82 
203. 60 
203 . 57 
3824 No further improvement obta ined; execut ion was ended (duration : 8 hrs .  40 min .) 
*Pi I Program without consider ing stirrups cost ; P2 Program considering stirrups cost � 01 
TABLE 2.  RESULTS OF EXECUTIONS OF PROGRAM P1 
Number of executions: five 
Trial-number Cost* Exect.1tion-number 
I' C 
1 361 4 
1 336 . 5 
2 373 1 
2 295 5 
3 277 3 
6 243 4 
10 
·-
323 1 
15 269 2 
21  293 5 
24 277 1 
49 240 l 
52 246 3 
61  278 5 
66 241 3 
77 274 5 
86 254 2 
88 243 5 
1 91 238 1 
239 234 4 
261 199 4 
319 208 3 
388 253 2 
443 251 2 
487 200 5 
862 251 2 
-MCosts are rounded to the nearest dollar 
Solution 90% close to the optimum s r = 88, C = 240 
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C 
350 
300 
250 
200 � 
)( 
REFERENCES 
..,., 
+ data po int 
fitt ing curve C = 317 . 69 - 85 .90 tanh _.! 
60 
coordinates  of the po int 90% close to the 
opt imum 
·y.. 
� 
minimum cos t  I =  231. 79 
40 80 120 160 200 240 280 320 360 400 440 480 520 560 600 640 680 r 
Figure 20 .  Cost funct ion resul ting from Program P1 � � 
TABLE 3 .  RESULTS OF EXECUTIONS OF PROORAM. P2 
(Cost of stirrups �on�idered) 
Number of executions: six 
Trial-number Cost* Execution-number 
r C 
3 229 5 
4 259 l 
5 353 6 I 
6 346 3 
7 206 l 
7 3 13 6 
9 282 4 
1 0  290 2 
1 1  281 2 
11 333 3 
12 249 4 
18 245 2 
20 292 6 
27 264 3 
31 247 4 
32 233 2 
37 246 4 
37 204 6 
52 208 3 
136 206 3 
136 204 4 
3114 204 6 
-MCosts are rounded to  the nearest  d ol l ar 
Soluti on 90% close to the opt imum: r = 82 , C = 210 
48 
C 
350 
300 
250 
200 
150 
· 100 
50 
REFERENCES 
_)( data points 
- fitting curve . C = 299 . 84 - 99. 89. tanh _L_ 
50 
- - coord inates of the point 90% clo se to 
the optimum 
. 1  
49 
l 
I 
I 
I 
l 
minimum co s t  = 199 .95 
20 40 60 80 100 120 140 160 180 200 220 240 r 
Figure 21. Cost fun ction Desulting from Program P2 
