If a? is a point in the domain of A and λ is a positive number such that 1/λ is not in the spectrum of A, then x satisfies A(x) + z = 0 only in case x solves x = [1 -\A]~\x + Xz). This suggests that there is the possibility of getting such a solution x by the following type of iteration process: W o is in E and, if p is positive integer, then W p - . Another iteration which is intrinsically connected with this one is: M o is in E and, if p is a positive integer, then M p = [1 -\A\~ιM p^. Studies by Martin [8] , Groetsch [2] , and Purdom [10] have already shown that an appropriate context for the study of iteration processes is the Stieltjes integral equation theory.
The papers of Martin and Groetsch were concerned with bounded linear operators; Purdom's hypothesis on A was that it should be linear, dissipative, and densely defined on a Banach space. Left undone in this latter paper were conditions which would imply convergence of the iteration scheme.
In what follows, and with the hypothesis that A is dissipativeso that no positive number is in the spectrum of A -conditions are given which imply that {M p }^ and {W p }^= 19 as defined above, converge.
These results will use the following.
THEOREM [Purdom] . 
dgM( , s) x is in D(A) and
DEFINITIONS AND REMARKS.
(1) The summation integrals in the above theorem are right or left Stieltjes integrals. Their definition can be found in Purdom's paper, but the central role they have held in the Stieltjes integral equation theory can be seen in an address by J. S. Mac Nerney [7] .
(2) The function (A + z) is an aίfine operator given by (A + z)(x) = A(x) + z for each x in E. And, while the W generated as in (d) satisfies a nonhomogeneous integral equation, it is the variation of parameters formula in (e) that is important here.
(3) Identifying the linearly ordered set S as the nonnegative integers and g as the number sequence g(p) = -ΣS= 0 \ if where {λJΓ= 0 is a sequence of nonnegative numbers, then the product integral M(n, 0)x = Πi [1 -dgA\~\x) is the iteration process
r, what is the same,
In case λ^ = λ for all p then M(n, 0) a? is [1 -λA] ~w(x) and the integral equation
And, the variation of parameters formula replaces the two iteration processes:
p=ί (4) In this paper, as in [10] , the statement that A is dissipative means that if c > 0 then the range of 1 -cA is all of E and, if x is in D(A), then \x\ ^ | [1 -cA] 
To get the representation for A~\ let « be in R(A) and u be the point such that Au = z. By the variation of parameters formula
-u .
Also, the convergence is uniform in the operator topology. COROLLARY 
In addition to the supposition of the above theorem, suppose that {λJ^U is a sequence of positive numbers such that
1^.
Indication of proof. If
Indication of proof. (An outline of this proof can be found in [11, pages 215-218] , see also [3, Lemma 4.2] .) Each of the following holds: 
. Suppose that E is a Hubert space and that A has closed range. There is a positive number m such that if y is in D(A) Π R(A) and c > 0, then
|[1 -cA]y\ ^ VI + &m 2 \y\ . Indication of proof. If y is in D{A) then |[1 -cA]y\ 2 ^ \y\ 2 + c 2 |A(?/)| 2 .
Also, A is one-to-one from D(A) f) R(A) onto iϋ(A). Since A is closed, then the restriction of A to D(A) f] R(A)
is closed, oneto-one, and has range the closed set R{A). Hence, it has a bounded inverse; and this provides a positive number m such that if ye D(A) Π R{A) then \A(y)\ ^> m-\y\. This inequality, together with the inequality in the first sentence of this argument, establishes the lemma. THEOREM 
Suppose that E is a Hilbert space, A has closed
in the operator topology and has limit the projection onto N(A) along R{A).
1 maps R(A) into 2ϋ(A). Furthermore, if m is as in the previous lemma, reR (A) , and £ = s 0 ^ 8 X ^ ^ s n -0 then Π [1 -(g(8 9 ) REMARK. The next theorem is concerned with the condition that lixn f -oo W(t, 0)x exists for each x in E. Purdom has shown in Theorem 7 of [10] that statement (c) of the following theorem implies that E = R (AJ 0 N(A) . Also, he shows that P{x) = lim^ M(t, 0)x defines a norm one projection onto N(A) such that 1 -P is a projection Q onto i2(ii). In the setting described here, the generalized inverse is determined by the equations See also [9] . THEOREM 
Suppose that E is a Banach space and z is in E. Any two of the following statements implies the third: (a) z is in R{A), (b) if x is in E, then lim^ W(t, 0)x exists, and (c) if x is in E, then lim^ M(t, 0)x exists. Moreover, in case (a) and (b) hold and x is in E, then lim W(t, 0)x = P(x) -A + (z) . t-*oo
Indication of proof In case (c) holds, then the equivalence of (a) and (b) is contained in Theorem 8 of [10] . The value of this limit follows from the variation of parameters formula: If z is in R(A) then z = AA + z and
It remains only to show that (a) and (b) imply (c). To do this, let u = A + {z). Then lim^ M(t, 0)u exists for
W(t, 0)(0) -M(t, 0)(0) + (R) = M(t, 0)u -u .
By (b), lim^oo M(t, 0)u exists. Now let x be in E. Applying this result and (b) again to the equation W(t, 0)x = M(t, 0)x + M(t, 0)u -u establishes (c).
The next theorem and corollary provide a connection with recent work of Lovelady in [6] . Suppose E is a Banach space and let T be the semigroup generated by A and given by the formula is defined by lim^ [1 -tA] 
~\x). Then P is a projection with E(P) = N(A) and N(P) = RζA). Hence, E = SζAJ®N(A).
To establish the equivalence of (a) and (c), we first suppose (a) holds. Let n be in N(A) and c > 0. Then [1 -cA] 
Now let r be in R(

Thus, if a? is in N(P) then a? is in R(A). This completes the argument that N(P) = ΈζA) and R{P) = N(A).
Hence, E = RζA) 0 N(A).
COROLLARY 3. If E = R(A) φ iSΓ(A), « is in R(A), and x is in E then each of the following limits exists and is P{x) -
Indication of proof. Using the previous theorem and Theorems 5 and 6 of [6] , we have that each of the limits exists. The previous theorem shows that each of lim^ [1 -tA] ~\x) and
HmΓ-M* T(ξ)xdξ t->°° L t Jo
is P(x) (where, as before, P is the projection onto N(A) ). But if z is in R(A) then AA + (z) = z and
To get the value of the final limit, it remains only to evaluate lim^oo Γl/t Γ ξT{t -ξ)zdf\. The calculus gives JB(JB) and P is the orthogonal projection onto N(B). The essence of the first theorem is the simple realization that if A = -B*B, then a result of von Neumann [11, p. 200] gives that A is dissipative. But, for such an A, not so much will be required for g; compare the following with Lemma 2. The equivalence of (a) and (b) now follows as a corollary to Theorem 3.
To evaluate the limit, let z = £*(w) = B*BB + (u) . If x is in #, then As in Theorem 3, this has limit P(x) + B + {u). Each of the following corollaries holds in case E is a Hubert space. ACKNOWLEDGMENT. The author wishes to express his appreciation to the University of Montana and to Georgia Tech for making it possible for the author and Professor George McRae to participate in a faculty exchange during 1976-77. This exchange was arranged through the Mathematics Association's SEIS.
