In the next section we give a general outline of our method. In Section 3
we give the details of this method, providing an optimum shift parameter FL.
We compare it with several competitors in Section 4.
Notation
For Let p E R. Let
and By (1) and (2) we havc 
Proof: Immediate. 
A Fast Toeplitz Solver
Let us apply the matrix factorization of the previous section to the solution of a linear system
where 
where Ll and L2 are again lower triangular Toeplitz, and E is circulant. 
with F a constant. Then, by Lemma 2,
Therefore, for any constant K (and motivated by the estimate above we may
Now we want to choosethe best shift parmeter #. In view of (10), (11), and (12) we choose# to solve _-(B) = i_%(c),
which becomes, using (5) and (6) 
or, dividing by an > 0, with _ =-n(A) = alia,,,
The roots are
Note that rn+ _> 0only when __> K 2. Ifx < K 2 there is no possibi]ityof satisfying (13) anyway, in view of (7). Thus, we assume that x >_ 1( 2 and that # = m+ _x/'ffT"_ > 0. Fol _ > K 2 the root m+ is monotone increasing with g and is asymptotic to 1/K.
Lemma 4 Let/, be given by rn_ where m = rn+ (see (14) above). Then t-(U)
Proof: According to the derivation of (14), the relation (13) Now, assume (10) and (11) and choose/_= m+v'_C_ so that (13) holds.
In our application, K = t.75. The total cost is then
For comparison, let n,co be the number of iterations required by CG for A. We assume the model
Compared with (18) we can see that the new method is an improvement for _; > 49.
3.2
Recursiv:e Preconditioning
The factorization A = BC can be used recursively. First, we used Algorithm 1 to solve the system (8) where A was as follows.
We generated a real time series s_. = 2sin(x_) + sin(4xk + _r/6) + u_ where tile n sample points xk were uniformly spaced in [0, 2_-) and vk was a Gaussian random variable (white noise) with mean zero and variance (power) 0"2. Next, we took aj to be the autocorrelation of {sk} with lag j, that is,
where the index k + j was taken modulo n.
To choose/z, we used tt,_ Lanczos algorithm to approximately tridiagonalize A, then con_l)uted the extreme eigenvalues ri and rm of the resulting m x m symmetric tridiagonal matrix. We used the approximations Tables  1 and 2 give experimental results for a = 10 and a = 1. In each 
