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•	 INTRODUCTION
The Mercury, Gemini, and Apollo programs have eac!i contrib-
uted substantial guidance and navigation information in areas peculiar
to their theater of operation. For instance, the Mercury program
provided the motivation for the establishment of criteria and techni-
ques involving ascent guidance, orbital injection and insertion, basic
orbital mechanics, and atmospheric reentry maneuvers. The Gemini
program required refinement of each of these techniques and provided
additional impetus for the development of rendezvous and docking
guidance techniques, launch window analyses, guidance and navigation
techniques to establish gravity gradient and artificial gravity modes
in space, and tradeoff studies involving each of these tunctions. The
Apollo program is contributing to the understanding of near space
guidance and navigation requirements, as well as re^'ining other tech-
niques developed in Mercury and Gemini.
Each of these programs has contributed significantly to the de-
velopment of new techniques for space navigation and guidance; how-
ever, relatively short periods of spaceflight have been involved thus
far. There is an increasing requirement to understand anu"' be able to
plan space missions of longer duration, especially in orbits about
gravitating bodies such as the Earth, Moon, Mars, etc. The success
of any orbital mission depends upon the ability of the navigation, guid-
ance and control systems to maintain a prescribed set of Keplerian
elements. The technology and computer program developments that
• have matured with Mercury, Gemini, and Apollo experience permit
the investigation of new methods of orbit maintenance with accuracies
heretofore unattainable.
.
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STUDY OBJECTIVE
The objective of the continuing study effort is to extend and evaluate
new techniques for the navigation and guidance of space vehicles for long
duration orbital missions and to concurrently develop computer programs
incorporating these techniques to be used as an error analysis tool, for
advanced orbital mission planning.
HELATIONS IHIP TO OTHER EFFORTS
The second and third quarterly review oral presentations were
held at the Jet Propulsion Laboratory (JPL) . and the NASA Goddard Space
Flight Center (GSFC), respectively. The purpose of the presentation
at JPL was to coordinate the MIT/IL effort with orbital navigation analysis
currently being undertaken at JPL for the Mariner 1971 and Mariner 1973
(Project Viking) missions. The purpose of the MIT/IL contract review
meeting at the GSFC was (1) to hear presentations on similar research
being conducted at the GSFC and (2) to receive comments from recognized
experts in the fields of orbit determination and navigation on the ?`.SIT/IL
effort. The MIT personnel involved with the current contract of ort also
attended a presentation at the Manned Spacecraft Center (MSC) on Apollo 11
lunar orbit navigation pre- and post-flight analysis.
METHOD OF APPROACH AND PRINCIPAL ASSUMPTIONS
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The straight-forward application of modern optimal linear filter
theory to practical navigation problems such as those encountered on
the Apollo lunar missions can have serious problems in that the filter
gains may tend to zero with the result that new measurement information
is essentially discarded. This can lead to the development of a large
discrepancy between the actual state estimation errors and those which
b	 the linear filter predicts. A method was developed for assuring that the
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.predicted error between actual and estimated states remains greater
than or equal to the actual error (between actual and estimated states)
when Cie error source is a random driving force whose covariance is
!mown. This driving force for the navigation problems under study could
be the result of such phenomena as gravitational anorna ies, atmospheric
drag or solar pressure. The advantage in keeping the predicted error
between a-teal and estimated state at least equal to the actual error
(between actual and estimated state) is that the navigation measurements
•	 are not improperly disregarded since the gains do not tend toward
zero.
The navigation problem has been approached first because the
output of the navigation system naturally provides the input to the guidance
system. Consequently, the guidance problem will be analyzed as soon
as sufficient progress is made toward the solution of the proposed naviga-
tion problem.
BASIC STUDY OUTPUT AND SIGNIFICANT RESULTS
This chapter is composed of a number of sections, each of which
is a summary of a particular phase of the study effort.
Section 1 introduces the minimal bound on the cross-correlation
of two random variable vectors using only their individual auto-correlations.
This bound is then used in approximating the differential equation for the
covariance matrix of estimation errors in the presence of correlated
process noise. A technique for determining the time history of the free
parameter associated with th:; minimal bound is introduced in the form
of an optimal control problem, resulting in a closed form solution for
the parameter.
Section 2 discusses the nature of the minimal approximation and
its relationship to the choice of state variables for' a given problem. A
suitable choice of state variables; incorporating an energy constraint,
is presented for the case of a satellite orbiting a gravitating body.
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Section 3 develops the necessary conditions for the optimal linear
incorporation of scalar measurements into the state estimates, using the
same cost function described in Section 1. The necessary conditions
lead to a two-point boundary value problem involving the free filter function
and an additional free scalar parameter for each velocity dependent
measurement.
Section 4 discusses a variation of parameters orbital integration
technique using initial position and velocity as parameters. This tech-
nique uses a parti(:!ularly simple set of equations which exploit a univer-
sal variable solution to the two = body problem.
Section 5 presents interim results of a thesis effort whose purpose
is to study and model various gravitational anomalies with an end toward
better orbit prediction capc:bilities.
1. COVARIANCE MATRIX PROPAGATION
A conservative and minimal formula for bounding the cross- correla-
Lion between a random forcing function and the state error when this
correlation is unknown has been developed. The bound is conservative
in the sense that its use never results in under-estimating the state
estimation error covariance, and it is minimal in the sense that it is
no more conservative than any other type of conservative bound.
If the true state propagates by
x = Fx + d
and the state estimate propagates by
s
A
x = b' x
then the error in the state estimate, defined as e = x - x, propagates by
e = F e - d	 (1)
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where d is a vector random forcing function and F is a matrix function of
the dynamical system characteristics. The covariance matrix of state
estimation errors P = e e Ir,where the overbar indicates an ensemble
average, propagates by
	
P M FP + PF T - a d T - d e T	(2)
Since the cross-correlations of a and d are often not available in practice,
it is desired to choose some matrix upper bound
	
M > - e d  - de T 	 (3)
and propagate the covariance matrix using the equation
P = FP + PF T + M
	 (4)
A
This will insure that the approximated covariance matrix, P, will be
greater than the actual covariance matrix, P, resulting in a conservative
error analysis and higher filter gains corresponding to the actual system
errors. It is also desirable to demonstrate that there is no other matrix
M' which satisfies the equations
	
M'> - ed T -  de T; M'<M	 (5)
A	 .
for this would indicate that P is overly large. Furthermore the only
information to he employed in calculating M is the covariance of d, it
being assumed that the cross-correlation of a and d is completely unknown.
•
	
	 It can be demonstrated thatthe choice of M to satisfy the above conditions
should be of the form
A
	
M = a P + Q/X
	 (6)
where Q = d d  and A is a positive scalar whose range is between the
square roots of the minimum and maximum eigenvalues of the matrixA- 1	 n
P Q for P non-singular.
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If the free parameter A in Eq. (6) is within the specified boundaries,
then the cross-correlation approximation is both conservative and minimal.
Since this parameter may have any value within the specified boundar;as,
there remains the freedom to choose A to fulfill an auxiliary mission
objective. Consequently A is chosen in order to minimize a linear
combination of the state vector estimation errors at some specified
future time T. The solution for A is obtained by solving an optimal
control problem with the covariance matrix of state -stimation errors
as the state and A as the control vs.riable(2)
 The resulting necessary
condition-, for local optimality are
[ trace (PC) - trace (QC)/,N
	 = 0	 (7)
and
C = -F TC - CF - AC	 (8)
where C(T) = L and the symmAtric matrix L is stipulated by the cost
function, J, which is to be extremized, i. e.
AJ = trace [L PM]	 (9)
Eqs. (7) and (8) imply the following closed form solution for ;k:
A (t) = Vtrace [ K (t) Q (t)] / trace [ K (t) P (t) ]	 (10)
where
K (t) = 0 T (T, t) L 0 (T, 0
and
(T, t) = - 0 (T, t) F(t), t (T, T) = I
-6-
It can be shown (3)
 that the solution for X given by Eq. (10) is, the global
optimum for the cost function given by Eq. (9) and the dynamic constraint
given by Eqs. (4) and (6).
2. STATE VARIABLE SELECTION
The approximation of the matrix differential equation
P = FP + PF T
 - e d T - d e T, P(to) = Po
	01)
by the differential equation
P = FP + PF T + AP + Q /X ' P (to) r Po	(12)
A
is in effect substituting a positive semidefinite driving matrix (AP + Q/X )
for a driving matrix (-e d T - de T )  whose definiteness properties are
unknown. This is a necessary situation since the approximation is
desired to be conservative. However, this property must be considered
when choosing the state vector for the problem.
In the case of a satellite orbiting a gravitating body, the usual
state vector consists of deviations from the nominal (twc-body) values
of the position and velocity vectors. Thus P is the covariance of the
•	 errors in the estimates of these quantities, and Q is the instantaneous
covariance of the accelerations arising from all but the central -(two-
body) force field. In particular, because of the conservative nature of
the approximation, the secular forcing term, i. e. the disturbing accelera-
tion along the nominal velocity vector, is always assumed to have the
same sense with respect to the nominal velocity vector. This results in
allowing a boundless increase in the possible energy of the orbit, as
reflected by the estimation error covariance matrix. Clearly, this
does not reflect the true physics of the problem, and an alternate state
vector must be chosen that results in more accurate behavior of the
energy of' the satellite on integration of Eq. (12).
dD
. 1
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It can be shown (1)
 that for a satellite in orbit about a gravitating
body, excluding all but gravitational forces due to the body, the quantity
h remains constant, where h is given by
	 i
h	 2 v. v + V - w. (rX v)
	
(13)
with	 v = inertial velocity vector of the satellite
r = position vector of the satellite
w = angular velocity of the gravitating body, assumed to be
a constant
V = potential energy of the satellite (massless)
Using Eq. (13) to eliminate one component of the velocity deviation
vector, one choice of state vector which limits the growth of the energy
of the satellite consists of deviations from the nominal values of h, r,
and the two remaining components of v.
3. MEASUREMENT INCORPORATION (2), (3)
At this point it is necessary to recognize that in general the state
estimation error will consist of two components, only one of which is
correlated with the driving noise d. In the case of a spacecraft in orbit
about a planet, the uncorrelated estimation errors arise from the initial
injection errors, off-nominal engine performance, white noise corrupting
on-board measurements, etc. Consequently,
	
P = P  + Pd
	 (14)
where Pd
 is the covariance of the component of the estimation error
which is correlated with d and P  is the covariance of the remaining
uncorrelated component. The propagation equations for P  and Pd
 are
as follows.* :
The notation of a caret over estimated quantities will be dropped from
now on, and specific reference will be made to estimated quantities.
m	 t:	
—'^	 .w LL i °u n y
n	 ,
to
Pn = FPn + P 
n 
F T	 (15)
pd = FP  + P d F	 Pd '+ Q/A	 (16)
where Eq. (16) is an approximation using the minimal form developed
earlier, with A still to be chosen. Using the state vector explained
above, with the component of the velocity deviation vector along the
nominal velocity vector eliminated, the update equations for P  and Pd
using linear scalar measurement incorporation are
Pn = (I - w b T) Pn (I - bw T) + WW  q	 (17)
Pd = (I - w b T ) Pd (I - bw T )	 08a)
Pd = ( I - w b T) Pd (I - bw T) 0 + a) + ys w w  is 0Sb)
where q is the covariance of the whine measurement noise, s is the
covariance of the deviation of the massless potential energy from its
nominal value, b is the measurement geometry vector, w is the measure-
ment weighting vector, and 1- is a known function of the nominal trajectory
and the measurement type. Eq. (18a) is exact, and is used if the measure-
ment is a function of position only. Eq. (18b) is a minimal approximation,
with a to be chosen later, and is used if the measurement is a function of
velocity. A prime denotes the value of a variable just after measurement
incorporation.
In order to determine the function A, and the parameters w and a
where applicable, an optimal control problem is formulated with Pn and
Pd a3 the state variables and A, w, and ar as the control variables.
Using a variational approach, the necessary conditions to locally minimize
the cost givzn by
J = trace JL[  Pn (T) + Pd (T)]}	 (19)
may be derived. It is assumed that there are A scalar measurements
between to and T. A subscript k on a quantity denotes its value at the
9-
kth measurement time, tk. Pnk and Pnk refer to the value of P n just
before and just after t k, respectively. Using this notation, the necessary
conditions for a local optimum solution are as follows:
1) the dynamic state equations
F'n = FP  + P 
n 
F T	 Pn(to) = P no	 (15)
Yd = FP d  + P d F T + XP d  + Q /;k , Pd (to ) = Pdo
	
(16)
2) The state update equations
T	 TPnk - Ak Pnk Ak + wk wk q k	 (19)
A P	 T	 (20a)k dk A
T
Pdk -	 T	 T
Ak Pdk Ak (1 + ak ) + y k s k wk wk la 	 (20b)
where Ak = (1 - %v k b k T ). Eq. (20a) is exact and is used fora position
dependent measurement, while Eq. (20b) is a minimal approximation
and is used for a velocity dependent measurement.
3) the dynamic costate equation
C	 -FTC - CF
	 C (T) = L	 (21)
4) the costate update equation
C  = A k T Ck A 	 (22)
5) the stationarity conditions with respect to
a) the function A
trace (CPd - CQ /IX 2 ) = 0	 (23)
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Y
•	 r
is
b) the kth weighting vector
.	 n
;wk = Z k bk l (qk
 + bk'1 Z k bk
 + k yk s lak)	 (24)k
where Z  - Pnk + M k Pdk ( 1 + ak)	 (25)
T
f a (s) ds
t
e k	 (1 + ak+ 1 ) (1 + ak+ 2 ) ... (1 + a^) 1 <k< f
k k =	 T .	 (26)
t,/	 X (s) ds	 k =
e^
c) the parameter a 
trace [ Ck (AkPdkAk - y k s k wk `v kT /ak2 )	 = 0	 (27)
If the r th measurement is dependent on position only, then a  is zero
in"Eqs. (25) and (26), the term containing y r in Eq. (24) is omitted, and
Eq. (20a) is used for k = r.
Inspection of the necessary conditions indicates extensive coupling
of the state, costate, and control variables necessitating iterative solution.
4. PRECISION ORBIT INTEGRATION (2)
For conic motion, the position and velocity vectors r and v can be
expressed in terms of their values r  and v  at some epoch time t o as
rT	 1:0T
 (28)
T	 Tv	 v
—o
^. ,	 y^'w.
(29)
t
P
F
where
F t	 G 
F = 1- U2	 G = t- U3
ro	 !1 µ
U
F t =	 U1, Gt	1- 20
and the transcendental functions Uo, U 1, .. are defined by
U (x a) = x n 1 _ a x2	 (a x2 )2 _ .. .n	 [n!	 +(n+2). to4  !
and a, the reciprocal of the semimajor axis, is given by
2
a = 2 _ v 
r
  u
The scalars t and x are related through Kepler's equation
t = r U 1 - a U 2 + U 3 = r  U 1 + a  U2 + U3
where a = r • v1vV
Using the fact that the determinant of 0 is unity, r  and v  as
functions of r and v are given by
roT	
G 	 `-G	 r 
voT
	-Ft	 F	 vT
Using procedures outlined in reference 2, the variational equations for
ro and vo, in terms of the disturbing acceleration a d arising from all
-12-
but the two-body gravitational f ield, are given ay
dro = R* (t) ad	 (30)dt
dvo = V (t) ad
dt	 (31)
where R (t) and V (0 are determined as part of the iterative solution
of Kepler's problem, Eq. (29).
With appropriate initial conditions specified for r  and v o , Eqs. (30)
and (31) may be integrated by any appropriate numerical method. For
each time step, the corresponding value of x, together with R *
 (t) and
V (t), is determined by an iterative solution of Kepler's equation. The
instantaneous position and velocity vectors are then determined from
Eq. (2 8)0
5. NAVIGATION IN THE PRESENCE OF GRAVITATIONAL ANOMALIES
Borrowing methods from classical electrostatics, it may be shown
that the gravitational potential of any distributed mass may be represented
by a surface layer of mass, J (r'), and gravitational dipoles, D (r ' ),
according to
a (r') = - I
	
a 0	 (32)
an
D(r') 
= 4 G^	 (r')	 (33 1
where 0 is the gravitational potential of the distributed mass and n is
the component of the radius vector along the normal to the surface layer
of mass and dipoles. Eqs. (32) and (33) are applicable as long as the
surface layer of mass and dipoles completely encloses the distributed
mass.
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2.
3.
4.
A new set of functions called the transfer coefficients, Gn(k),
have been developed to relate the suborbital distributions of mass and
dipoles to orbital disturbing accelerations. It may be shown that an
nth order representation requires the coefficients G 0 (k) through nW
and their derivatives, and that they may be calculated recursively from
G0 (k), G 1 (k), and their derivatives. These functic%ns have been coded on
`	 a computer and are presently being compared to conventional methods.
STUDY LIMITATION
The study has produced new techniques for the navigation and
guidance of space vehicles in order to maintain a prescribed orbit for
long duration orbital missions. The scope of the study is not only a
description of the techniques, but also the computer program for per-
forming the navigation and guidance calculations required by each technique.
SUGGESTED ADDITIONAL EFFORT
The following are some of the areas which require additional
investigation:
Evaluate conservative and minimal filter algorithm for "real-
world" orbital situations.
Define types of navigation measurements to be incorporated
into the proposed filter scheme.
Determine if it is better to optimize measurement schedules
or individual measurements for long duration Mars orbits.
Determine what parameters should be estimated in the filter
t
scheme for onboard navigation in Mars orbit.
me f Titer
vitational
IN
5. Develop guidance laws to satisfy specified mission objectives
and determine a maneuver schedule which extremizes a
selected cost criterion.
6. Develop alternate cost functions for the optimal control
problem to determine filter parameters.
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