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Continuity properties of the lower spectral radius
Jairo Bochi and Ian D. Morris
Abstract
The lower spectral radius, or joint spectral subradius, of a set of real d× d matrices is defined to
be the smallest possible exponential growth rate of long products of matrices drawn from that
set. The lower spectral radius arises naturally in connection with a number of topics including
combinatorics on words, the stability of linear inclusions in control theory, and the study of
random Cantor sets. In this article we apply some ideas originating in the study of dominated
splittings of linear cocycles over a dynamical system to characterise the points of continuity
of the lower spectral radius on the set of all compact sets of invertible d× d matrices. As an
application we exhibit open sets of pairs of 2× 2 matrices within which the analogue of the
Lagarias–Wang finiteness property for the lower spectral radius fails on a residual set, and
discuss some implications of this result for the computation of the lower spectral radius.
1. Introduction
1.1. Background
Recall that the spectral radius of a d× d real matrix A, which we shall denote by ρ(A), is
defined to be the maximum of the moduli of the eigenvalues of A and satisfies Gelfand’s formula
ρ(A) = lim
n→∞
‖An‖ 1n = inf
n≥1
‖An‖ 1n
for every operator norm ‖·‖ on the setMd(R) of all d× d matrices. By analogy with this formula,
the joint spectral radius or upper spectral radius of a bounded nonempty set A of d× d matrices
was defined by G.-C. Rota and G. Strang ([RS’60], reprinted in [R’03]) to be the quantity
ˆ̺(A) := lim
n→∞
sup
{
‖An · · ·A1‖ 1n : A ∈ A
}
= inf
n≥1
sup
{
‖An · · ·A1‖ 1n : A ∈ A
}
which is likewise independent of the choice of operator norm ‖·‖ on Md(R). Interest in the upper
spectral radius was subsequently stimulated by applications in diverse areas such as control
theory [Ba’88, G’95], wavelet regularity [DL’92, S’93], combinatorics [BCJ’09, DST’99] and
coding theory [BJP’06, MOS’01]. The upper spectral radius is currently the subject of lively
research attention, of which we note for example [BM’02, BN’05, BTV’03, DHX’13, GP’13,
GWZ’05, GZ’09, HMST’11, J’09, Mo’13, MS’13, PJB’10] and references therein.
The joint spectral subradius, or lower spectral radius, of a nonempty set A ⊂Md(R) is similarly
defined to be the quantity
ˇ̺(A) := lim
n→∞
inf
{
‖An · · ·A1‖
1
n : A ∈ A
}
= inf
n≥1
inf
{
‖An · · ·A1‖
1
n : A ∈ A
}
,
but this concept appears not to have been introduced until much later [G’95]. Like the upper
spectral radius, the lower spectral radius arises naturally in contexts such as control theory
[G’95], the regularity of fractal structures [DK’11,Pr’04], and combinatorics [BCJ’09, Pr’00].
Whilst it has also been the subject of recent research attention [BM’02, GP’13, J’12, PJB’10]
the volume of results is significantly smaller.
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The smaller size of this body of research on the lower spectral radius can perhaps be explained
by the fact that the behaviour of the lower spectral radius is significantly less tractable than
that of the upper spectral radius. For example, L. Gurvits has demonstrated in [G’96] that for
a general finite set A of real d× d matrices it is possible to determine whether or not ˆ̺(A) = 0
using a number of arithmetic operations which depends polynomially on d and on the cardinality
of A. On the other hand, T. Neary has shown in [N] that the problem of determining whether
or not ˇ̺(A) = 0 is algorithmically undecidable even when A consists of a pair of 15× 15 integer
matrices (for related earlier results see also [Pa’70, TB’97a, TB’97b]). Similarly, the upper
spectral radius was shown in 1995 by C. Heil and G. Strang [HS’95] to depend continuously
on the set A, and this was subsequently strengthened to Lipschitz continuity when A does not
admit a common invariant subspace [W’02, K’10] or when A admits a strictly invariant cone
[MW’14]. On the other hand, the lower spectral radius is in general only upper semi-continuous:
see [J’09, p.11–13, 20] or the discussion below.
The principal aim of this article is to examine in detail the continuity properties of the lower
spectral radius, giving in particular a sufficient condition for Lipschitz continuity of the lower
spectral radius in the neighbourhood of particular sets of matrices. We then give a general
necessary and sufficient condition for the lower spectral radius to be continuous at a given set of
matrices. As a subsequent application of these results we exhibit open sets of k-tuples of 2× 2
matrices within which the lower spectral radius generically fails to be realised as the spectral
radius of a finite product of matrices; for related research in the context of the upper spectral
radius we note [BM’02, BTV’03, HMST’11, LW’95, MS’13].
1.2. Initial observations on continuity and discontinuity
Let K(Md(R)) denote the set of all compact nonempty subsets of Md(R), which we equip with
the Hausdorff metric defined by
dH (A,B) := max
{
sup
A∈A
inf
B∈B
‖A−B‖, sup
B∈B
inf
A∈A
‖A−B‖
}
,
where ‖·‖ denotes the Euclidean operator norm. With respect to this metric K(Md(R)) is a
complete metric space. We also let K(GLd(R)), K(SLd(R)), et cetera denote the set of all compact
nonempty subsets of GLd(R), SLd(R), and so forth, which we equip with the same metric. We
use the notation GL+d (R) to denote the set of invertible d× d matrices with positive determinant.
Given A ∈ K(Md(R)), an important theorem of M.A. Berger and Y. Wang [BW’92] asserts
that the upper spectral radius may be written as
ˆ̺(A) = inf
n≥1
sup
{
‖An · · ·A1‖ 1n : A ∈ A
}
= sup
n≥1
sup
{
ρ (An · · ·A1) 1n : A ∈ A
}
.
The first of these two alternative expressions is an infimum of a sequence of functions each of
which depends continuously on A, and such an infimum is necessarily upper semi-continuous.
Conversely, the second expression is a supremum of continuous functions of A and hence is lower
semi-continuous. It follows from the equality between these two quantities that the joint spectral
radius is a continuous function from K(Md(R)) to R. As was previously indicated this observation
originates with Heil and Strang [HS’95].
In the case of the lower spectral radius one may in a related manner write
ˇ̺(A) = inf
n≥1
inf
{
‖An · · ·A1‖ 1n : A ∈ A
}
= inf
n≥1
inf
{
ρ (An · · ·A1) 1n : A ∈ A
}
, (1.1)
see for example [J’09, p.11–13]. Crucially however this expresses ˇ̺ only as an infimum of
continuous functions and not also as a supremum, so the upper semi-continuity of the lower
spectral radius is guaranteed by this expression but its lower semi-continuity is not. R.M. Jungers
([J’09, p.20]) has previously noted an example involving non-invertible matrices where the lower
spectral radius fails to be lower semi-continuous. In this article we will find the following very
simple example to be particularly instructive:
Example 1.1. Define
A :=
{(
2 0
0 1
8
)
,
(
1 0
0 1
)}
.
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Then the lower spectral radius is discontinuous at A. Specifically, if for each n ≥ 1 we define
An :=
{(
2 0
0 1
8
)
,
(
cos π
2n
− sin π
2n
sin π
2n
cos π
2n
)}
then limn→∞ An = A, ˇ̺(A) = 1, and ˇ̺(An) =
1
2
for every n ≥ 1.
Let us briefly justify these claims. It is clear that ˇ̺(A) = 1 and that An → A, so we must show
that ˇ̺(An) ≡ 12 . Given n ≥ 1 it is clear that for any product of elements of An, the spectral
radius of that product is at least the square root of its determinant. Since the minimum of the
determinants of the two matrices is 1
4
it follows easily that ˇ̺(An) ≥ 12 . On the other hand for
each m,n ≥ 1 we have(
2 0
0 1
8
)m (
cos π
2n
− sin π
2n
sin π
2n
cos π
2n
)n
=
(
0 −2m
1
8m
0
)
which has spectral radius 1
2m
. Since m may be taken arbitrarily large while n remains fixed we
deduce with the aid of (1.1) that ˇ̺(An) ≡ 12 .
The above example suggests the following general mechanism for constructing discontinuities
of the lower spectral radius. Given a set A ∈ K(GL2(R)) it is clear that there exists an element
A0 of A which minimises the absolute value of the determinant. Let us suppose furthermore
that the lower spectral radius of A is strictly greater than |detA0|1/2. For this to be the case
it is necessary that A0 has distinct real eigenvalues. If there exists an additional element B of
A whose eigenvalues agree or form a conjugate pair, then by applying a precise but arbitrarily
small perturbation to B we may arrange that some large power of B maps the more expanding
eigenspace of A0 onto the more contacting eigenspace of A0. By composing this power of B with
an even larger power of A0 we may obtain long products whose spectral radii (when normalised
for the length of the product) closely approximate |detA0|1/2 < ˇ̺(A). In this manner we may
obtain arbitrarily small perturbations of A whose lower spectral radius is less than that of A by
a fixed amount.
In fact the condition that A should contain a matrix B whose eigenvalues are equal in modulus
is much stronger than is required. In order to formulate our result we require the notion of
domination.
1.3. Domination
The notion of domination originated in the theory of ordinary differential equations, where it
is known as ‘exponential separation’ (see e.g. [Pa’82] and references therein). It was rediscovered
in differentiable dynamics, where it played an important role in the solution of the Palis–Smale
C1-stability conjecture (see [BDV’05, Appendix B] and references therein). In ergodic theory,
the concept of domination is related to continuity properties of Lyapunov exponents: [BV’05].
Domination is also relevant to control theory [CK’00, § 5.2]. We will not give the most general
definition of domination, but instead we will use the characterisations better adapted to our
context, which come from [BG’09]. We use the notation σ1(A), . . . , σd(A) to denote the singular
values of the matrix A ∈Md(R), which are the square roots of the eigenvalues of the positive
semidefinite matrix A∗A listed in decreasing order according to multiplicity.
Definition 1.1. Let A ∈ K(GLd(R)) and suppose that 1 ≤ k < d. We say that A is k-
dominated, or that k is an index of domination for A, if one of the following equivalent conditions
holds. Either:
(a) There exist constants C > 1, τ ∈ (0, 1) such that
σk+1(An . . . A1)
σk(An . . . A1)
≤ Cτn ∀n ≥ 1, ∀A1, . . . , An ∈ A, or
(b) There exists a set C ⊂ Rd r {0} with the following properties:
(i) C is relatively closed in Rd r {0};
(ii) C is homogeneous (i.e., closed under multiplication by nonzero scalars);
(iii) the image set AC := ⋃A∈AA(C) is contained in the interior of C;
(iv) there exists a k-dimensional subspace of Rd which is contained in C ∪ {0};
(v) there exists a (d− k)-dimensional subspace of Rd which does not intersect any element
of C.
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When (b) holds the set C is called a k-multicone for A.
We shall also say that every set A ∈ K(GLd(R)) is d-dominated.
The equivalence of the different formulations of domination listed above was proved in [BG’09,
Theorem B]. Structures similar to multicones have been studied previously in the context of the
action of a single matrix or operator (see e.g. [KS’75, KLS’89]) but in the context of several
matrices or operators acting simultaneously their use appears to be quite recent, originating in
[ABY’10] in the context of two-dimensional matrices. Note that if C is a k-multicone for a given
set A then it is also a k-multicone for every sufficiently nearby set B, and therefore for 1 ≤ k < d
each of the sets
{A ∈ K (GLd (R)) : A is k-dominated}
is open.
The simplest example of domination is perhaps the following: if A is a matrix in GLd(R)
with eigenvalues µ1, . . . , µd repeated according to multiplicity and ordered as |µ1| ≥ · · · ≥ |µd|,
then for any k such that |µk| > |µk+1|, the singleton set A := {A} is k-dominated. By the remark
above, every set B which is sufficiently close to A is also k-dominated. In this case the k-multicone
C can be taken as a single cone around an eigenspace of A. In general multicones may have
arbitrarily many connected components, as the following example indicates:
Example 1.2. Let 1 ≤ k < d. Suppose E1, . . . , Em ⊂ Rd are k-dimensional subspaces and
F1, . . . , Fn ⊂ Rd are (d− k)-dimensional subspaces such that Ei ∩ Fj = {0} for every (i, j) ∈
I := {1, . . . ,m} × {1, . . . , n}. If λ > 1 is sufficiently large and for each (i, j) ∈ I we choose a
matrix Ai,j ∈ GLd(R) that fixes the spaces Ei and Fj and satisfies∥∥A−1i,j |Ei∥∥−1 > λ∥∥Ai,j |Fj∥∥ ,
then the set A composed of those matrices is k-dominated. Indeed, we can take a k-multicone
C such that C ∪ {0} is the union of all k-dimensional subspaces sufficiently close to some Ei.
Also notice that any k-multicone for A contains E1 ∪ · · · ∪En r {0} and does not intersect
F1 ∪ · · · ∪ Fn.
In the example above, the spaces Ei’s and Fj ’s can be intertwined in complex ways, preventing
the existence of a topologically simple k-multicone: see [BG’09, § 4] for some peculiarities which
may arise in higher dimensions. Multicones can be surprisingly intricate even if A is a pair of
matrices in SL2(R): some relevant examples appear in Figures 1 and 2 in the paper [ABY’10],
and a complete description of the possible multicones of pairs of SL2(R)-matrices is obtained in
§3.8 of that paper. This description shows in particular that for every integer n ≥ 1, there exists
a 1-dominated pair of SL2(R)-matrices for which every 1-multicone has at least n connected
components.
Before proceeding further let us recall some facts and notation from multilinear algebra, which
we summarise here for the convenience of the reader. We recall (see e.g. [MB’88, p.557]) that
the Euclidean inner product 〈·, ·〉 on Rd induces a natural inner product on the (d
k
)
-dimensional
vector space ∧kRd, which on pairs of decomposable vectors is given by:
〈u1 ∧ · · · ∧ ud, v1 ∧ · · · ∧ vd〉 := det
(
[〈ui, vj〉]di,j=1
)
. (1.2)
If A is a matrix inMd(R), which we identify with a linear map A : R
d → Rd, we let ∧kA : ∧kRd →
∧kRd denote its kth exterior power. Let us list some properties of this linear map, referring the
reader to [A’98, p.119–120] for details. If µ1(A), . . . , µd(A) are the eigenvalues of A, repeated
according to multiplicity, then the eigenvalues of ∧kA are the numbers
µi1(A)µi2(A) · · ·µik (A), where i1 < i2 < · · · < ik ,
and the repetitions in this list match the multiplicities. In particular, if we order the eigenvalues
as |µ1(A)| ≥ · · · ≥ |µd(A)| then
ρ(∧kA) = |µ1(A)| · · · |µk(A)| . (1.3)
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Similarly, the list of singular values of ∧kA (with respect to the inner product (1.2)) with
repetitions according to multiplicity is exactly:
σi1(A)σi2(A) · · · σik(A), where i1 < i2 < · · · < ik .
In particular
‖∧kA‖ = σ1(∧kA) = σ1(A) · · · σk−1(A)σk(A), (1.4)
σ2(∧kA) = σ1(A) · · · σk−1(A)σk+1(A). (1.5)
Let us also notice that the classical fact that
lim
n→∞
σk(A
n)1/n = |µk(A)| (1.6)
can be readily deduced by applying Gelfand’s formula to ∧kA. We shall use these identities
frequently without comment.
If A is a subset of Md(R), we denote by ∧kA the set of all ∧kA with A ∈ A. Returning to the
subject of domination, we observe that when 1 ≤ k ≤ d the set A ∈ K(GLd(R)) is k-dominated if
and only if the set ∧kA is 1-dominated: this follows from Definition 1.1(a) together with formulas
(1.4) and (1.5).
1.4. The main results
Our first result substantially extends the principles behind Example 1.1. We are able to
show that for sets of 2-dimensional matrices with strictly positive determinants, we may obtain
discontinuities of the lower spectral radius by composing elements of the set with rotations in
considerable generality. Here and throughout this article we let Rθ ∈ SO(2) denote anticlockwise
rotation of the plane through angle θ.
Theorem 1. Suppose that A ∈ K(GL+2 (R)) satisfies
ˇ̺(A) > ˇ̺(∧2A)1/2
and A is not 1-dominated. Then the function θ ∈ R 7→ ˇ̺(RθA) ∈ R+ is discontinuous at θ = 0.
Note that since ∧2R2 is one-dimensional, the right-hand side in the inequality above is simply
ˇ̺(∧2A)1/2 = inf
A∈A
(detA)1/2 . (1.7)
In the converse direction to Theorem 1 it is natural to ask how this mechanism for creating
discontinuities might be avoided. A particularly simple possibility is that in which A consists
of a single matrix with unequal real eigenvalues: since no product of elements of A can
have almost-equal eigenvalues, perturbations of the type underlying Example 1.1 cannot be
performed. Similarly, if A consists of many different elements, but all of those elements have
distinct eigenvalues, their expanding directions are all closely aligned to one another, and their
contracting directions are also all closely aligned to one another, then it is difficult to see how a
discontinuity might be constructed along the lines of Example 1.1. It transpires that 1-domination
is the appropriate condition to prevent perturbations which discontinuously reduce the lower
spectral radius:
Theorem 2. Let D ⊂ K(GLd(R)) denote the open set of all nonempty compact subsets of
GLd(R) which are 1-dominated. Then ˇ̺: D → R is locally Lipschitz continuous.
The proof of this theorem is in the same spirit as the corresponding Lipschitz continuity
results for the upper spectral radius. These theorems (in [K’10, MW’14, W’02]) prove that
ˆ̺ is Lipschitz continuous near A by demonstrating the existence of an operator norm |·|A on
Md(R) such that |A|A ≤ ˆ̺(A) for all A ∈ A. It follows easily that if dH(A,B) < ε then |B|A ≤
|A|A +Kε ≤ ˆ̺(A) +Kε for all B ∈ B and therefore ˆ̺(B) ≤ ˆ̺(A) +Kε, where K is a constant
related to the eccentricity of the norm |·|A. If the norm |·|A may be chosen in a systematic way so
that its eccentricity depends continuously on A then by proving the same inequality with A and
B interchanged it follows that ˆ̺ is Lipschitz continuous at A. In [K’10, W’02] this is achieved
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by taking |·|A to be a Barabanov norm, that is, the operator norm on Md(R) induced by a norm
|·|A on Rd such that for every v ∈ Rd
ˆ̺(A)|v|A = max
A∈A
|Av|A.
The existence of such norms was established by N.E. Barabanov in [Ba’88] and their properties
were subsequently examined in detail by F. Wirth [W’05]. In order to prove Theorem 2 we
construct a function on the set C considered in Definition 1.1(b) which satisfies a functional
equation similar to that of a Barabanov norm. An object satisfying a functional equation of
this kind was used recently by N. Guglielmi and V.Yu. Protasov in [GP’13] to estimate the
lower spectral radii of sets of matrices which preserve an embedded pair of convex cones. Unlike
that construction we make no use of convexity properties and do not require the preserved
region C to be connected: in fact our construction more closely resembles a method used by
T. Bousch in ergodic optimisation [Bou’00, Bou’01]. For further details we direct the reader
to Proposition 2.6 below. We remark that R.M. Jungers has previously shown that the lower
spectral radius is continuous at sets of matrices which preserve a nested pair of convex cones
[J’12].
As well as giving us a sufficient condition for continuity of the lower spectral radius, Theorem 2
yields a nontrivial lower bound on the values taken by ˇ̺(B) when B is close to A. To see this
we argue as follows. If A ∈ GLd(R) and 1 ≤ k1 ≤ k2 ≤ d then the formula (1.3) shows that
ρ(∧k1A)1/k1 ≥ ρ(∧k2A)1/k2 . Combining this inequality with the characterisation (1.1) of the
lower spectral radius we obtain that for any A ∈ K(GLd(R)),
ˇ̺(A) ≥ ˇ̺(∧2A)1/2 ≥ · · · ≥ ˇ̺(∧d−1A)1/(d−1) ≥ ˇ̺(∧dA)1/d . (1.8)
Let us suppose now that A ∈ K(GLd(R)) is k-dominated, in which case ∧kA is 1-dominated. In
view of Theorem 2 it must be the case that the map B 7→ ˇ̺(∧kB) is continuous at A, and in view
of (1.8) we deduce
lim inf
B→A
ˇ̺(B) ≥ lim
B→A
ˇ̺
(
∧kB
)1/k
= ˇ̺
(
∧kA
)1/k
.
Since this is true for every k such that A is k-dominated, it is in particular true for the least
such integer k. If for every A ∈ K(GLd(R)) we define
ℓ(A) := min
{
k ∈ {1, . . . , d} : A is k-dominated},
the we have proved
lim inf
B→A
ˇ̺(B) ≥ ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
. (1.9)
The next key result of this article is the improvement of this inequality to an equality. We have:
Theorem 3. For every A ∈ K(GLd(R)),
lim inf
B→A
ˇ̺(B) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
, (1.10)
where ℓ(A) is the smallest index of domination for A.
As was previously remarked, the identity (1.1) implies that ˇ̺: K(GLd(R))→ R+ is upper
semi-continuous, so
lim sup
B→A
ˇ̺(B) = ˇ̺(A)
for all A ∈ K(GLd(R)) and therefore Theorem 3 has the following consequence:
Corollary 1.1. The set A ∈ K(GLd(R)) is a point of continuity of the function
ˇ̺: K(GLd(R))→ R+ if and only if
ˇ̺(A) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
. (1.11)
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Since the function A 7→ ℓ(A) is upper semi-continuous, and the map A 7→ ˇ̺(∧kA) is continuous
on {A : ℓ(A) = k} by Theorem 2, it follows from (1.8) that the map A 7→ ˇ̺(A)1/ℓ(A) is lower
semi-continuous. Corollary 1.1 thus has in common with the proof of the continuity of the
upper spectral radius the fact that continuity is derived from an equality between an upper
semi-continuous quantity and a lower semi-continuous one.
The arguments required to improve the inequality (1.9) to the equation (1.11) in Theorem 3
are somewhat involved, and we defer describing them in detail until §5 below. However we remark
that this part of the proof has in common with Example 1.1 and Theorem 1 the core idea of
finding a product P of elements of A and a product R of matrices close to the set A such that R
interposes two carefully-chosen subspaces of Rd associated to the spectrum of P in such a manner
that certain singular values of PRP are brought into greater agreement with one another. In
common with the proof of Corollary 1.1, our proof of Theorem 1 in fact proceeds by deriving
the formula
lim inf
θ→0
ˇ̺(RθA) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
, (1.12)
for arbitrary A ∈ K(GL+2 (R)). However, our proof of Theorem 3 differs from Theorem 1 and
Example 1.1 in that the sets B which are chosen close to A when calculating the limit inferior
may have strictly larger cardinality than A. At this time we are not able to prove a version of
formula (1.10) in which the cardinality of the set A is maintained. On the other hand we have
no reason to believe that such a result should be impossible; for further discussion see §7 below.
We judge the following implications of Corollary 1.1 to be sufficiently interesting to be
worthwhile stating explicitly:
Corollary 1.2. Let A ∈ K(GLd(R)) be a singleton set. Then ˇ̺ is continuous at A.
Proof. Let A = {A}. It follows from identities (1.4)–(1.6) and Definition 1.1(a) that ℓ(A) is
the sum of the algebraic multiplicities of those eigenvalues of A whose moduli equal ρ(A). So
we obtain from (1.3) that ρ(A) = ρ(∧ℓ(A)A)1/ℓ(A), which is trivially equivalent to (1.11), thus
establishing the announced continuity.
Corollary 1.3. The lower spectral radius ˇ̺: K(GL2(R))→ R+ is continuous at every A ∈
K(SL2(R)). In particular the restriction ˇ̺: K(SL2(R))→ R+ is continuous.
Proof. Let A ∈ K(SL2(R)), and note that ∧2A = {1} so that trivially ˇ̺(∧2A)1/2 = 1. Since
σ2(A) = σ1(A)
−1 for all A ∈ SL2(R), direct examination of Definition 1.1(a) shows that A is
1-dominated if and only if ˇ̺(A) > 1. It follows from these facts that (1.11) always holds.
So far in this introduction we have presented only one example – Example 1.1 – of a set of
matrices at which the lower spectral radius is discontinuous. We will present later, in §6 below,
a systematic method for constructing pairs of GL2(R)-matrices which form discontinuities of ˇ̺.
We also indicate a higher-dimensional generalisation of Example 1.1 in that section. We remark
that all of these examples are somewhat ‘rigid’ in the sense that they consist of sets of matrices
which simultaneously preserve a finite union of subspaces of Rd: however, we believe that this
kind of rigidity is not a necessary condition for discontinuity, and that the set of discontinuities
may even be quite large in certain senses (see §7 below).
1.5. Finiteness properties and computation
In the influential article [LW’95] J.C. Lagarias and Y. Wang conjectured that for every
nonempty finite set A ⊂Md(R) there exists a finite sequence A1, . . . , An of elements of A such
that ρ(An · · ·A1)1/n = ˆ̺(A). A set A for which this property holds is said to have the finiteness
property for the upper spectral radius; we will abbreviate this by saying that A has the upper
finiteness property. Whilst Lagarias and Wang’s conjecture was subsequently shown to be false
[BM’02], it is believed that the upper finiteness property holds for typical finite sets of matrices
in various senses [CGSZ’10, JB’08, Ma’08] and this question continues to stimulate research
[BTV’03, DHX’13, HMST’11, MS’13]. In particular some of the most powerful methods for
computing the upper spectral radius consist in verifying that the upper finiteness property is
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valid for a particular set of matrices and then identifying a finite sequence which attains the
upper spectral radius in this manner (see for example [GP’13, GZ’09, Ma’08]). By analogy
let us say that A satisfies the finiteness property for the lower spectral radius, or lower finiteness
property, if there exists a finite sequence A1, . . . , An ∈ A such that ρ(An · · ·A1)1/n = ˇ̺(A). In
view of Gelfand’s formula we note that A satisfies the lower finiteness property if and only if
there exists a periodic infinite sequence (Ai) ∈ AN such that limn→∞ ‖An · · ·A1‖1/n = ˇ̺(A). In
this subsection we note an implication of our results for the lower finiteness property and discuss
its consequences for computation of the lower spectral radius.
The following set of matrices was noted by T. Bousch and J. Mairesse [BM’02] as an example
where the lower finiteness property fails to hold:
Example 1.3. Consider the set A ⊂ GL2(R) defined by
A :=
{(
1
3
0
0 3
)
,
(
2 0
0 1
2
)}
.
Any product of elements of A has spectral radius max{3a2−b, 3−a2b} where a is the number of
occurences of the first matrix and b the number of occurrences of the second, and since a/b may
be arbitrarily close to log3 2 it follows that ˇ̺(A) = 1. Conversely by the fundamental theorem of
arithmetic the spectral radius of a finite product can never equal 1.
The reader, noticing the quite degenerate structure of this pair of matrices, might hope that
the lower finiteness property should hold at least for generic finite sets of matrices. This is in
fact quite untrue. We note the following consequence of Theorem 1 and Corollary 1.1. By abuse
of notation we define the lower spectral radius of a k-tuple A ∈ GLd(R)k to be the lower spectral
radius of the associated set, and similarly we say that a k-tuple is ℓ-dominated if and only if the
associated set is.
Theorem 4. Let k ≥ 2 and define U ⊂ GL+2 (R)k as the largest open set such that all A =
(A1, . . . , Ak) ∈ U satisfies the following conditions:
– detA1 < detAj for all j = 2, 3, . . . , k.
– The matrix A1 has distinct real eigenvalues.
– A is not 1-dominated.
Then the set
R :=
{
A ∈ U : ˇ̺(A) = ˇ̺(∧2A)1/2}
is a dense Gδ subset of U , and every A ∈ R fails to have the lower finiteness property.
Proof. By definition the set U is open, and it function ℓ (the least index of domination)
is constant equal to 2 there. It follows from Corollary 1.1 that the set R is thus precisely the
set of points of continuity of ˇ̺ in U , and since ˇ̺ is an upper semi-continuous function and
U is a Baire space this set is a dense Gδ. Now fix any A ∈ R, and consider a finite product
Ain · · ·Ai1 of matrices in A. If every ij is equal to 1 then we have ρ(Ain · · ·Ai1)1/n = ρ(A1) >
(detA1)
1/2. If not then ρ(Ain · · ·Ai1)1/n ≥ (detAin · · ·Ai1)1/2n > (detA1)1/2. In either case
we have ρ(Ain · · ·Ai1)1/n > (detA1)1/2 = ˇ̺(∧2A)1/2 = ˇ̺(A). Since the product Ain · · ·Ai1 is
arbitrary, we have proved that A does not have the lower finiteness property.
Remark 1.1. The set U is nonempty: indeed a sufficient condition for the failure of 1-
domination which is satisfied on an open set is that the semigroup generated by A should include
a matrix with non-real eigenvalues. The set U for k = 2 thus in particular includes Example 1.1.
Remark 1.2. One may extend Theorem 4 to show not only that every A ∈ R fails to satisfy
the lower finiteness property – and hence there is no periodic sequence (ij) ∈ {1, . . . , k}N such that
limn→∞ ‖Ain · · ·Ai1‖1/n = ˇ̺(A) – but moreover for each A ∈ R there is no ergodic shift-invariant
measure on {1, . . . , k}N with respect to which ‖Ain · · ·Ai1‖1/n → ˇ̺(A) almost everywhere. This
contrasts sharply with the situation for the upper spectral radius, where an ergodic measure with
the analogous property always exists [Mo’13]. Since we make no use of ergodic theory in this
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article it would be digressive for us to introduce the concepts required to prove this statement.
Interested readers who are already familiar with ergodic theory should anyway not have difficulty
in modifying the proof of Theorem 4 in this direction.
At the time of writing very few algorithms for the computation of the lower spectral radius
have been proposed; we are aware only of [GP’13, PJB’10]. These algorithms both operate in
the context where A preserves a nested pair of invariant cones, which implies that A is a limit
of 1-dominated sets (at least when A consists of invertible matrices). The Guglielmi-Protasov
algorithm for the computation of the lower spectral radius produces an exact result in the case
where the set of matrices being examined satisfies the lower finiteness property. In the case
where an invariant cone is strictly preserved it does not seem unreasonable to us to believe that
this condition might be satisfied generically. Once the context of 1-dominated sets is left behind,
however, Theorem 4 shows that algorithms which depend on the lower finiteness property cannot
directly succeed in computing ˇ̺(A) for typical finite sets of matrices.
These observations however do not constitute immediate grounds for pessimism. In the
situation where A ∈ K(GL+2 (R)) belongs to the above set R it is clearly problematic to compute
ˇ̺(A) via the norms or spectral radii of products of elements of A: yet by definition R is precisely
the set on which ˇ̺(A) = ˇ̺(∧2A)1/2, and the latter quantity is trivial to compute, being precisely
the square root of the minimum of the determinants of the elements of A. More generally, if it
could be shown that the relation
ˇ̺(A) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
(1.13)
held generically for finite sets A ⊂ GLd(R) then the problem of computing ˇ̺ for a generic finite set
of matrices would reduce to the problem of computing the lower spectral radius of a 1-dominated
set, since the set ∧ℓ(A)A on the right-hand side is necessarily 1-dominated.
In order to implement such a programme for computing the lower spectral radius it would of
course be necessary to be able to determine algorithmically whether or not a finite set of d× d
matrices is k-dominated, and also to give explicit examples of multicones for sets of matrices
which are known to be k-dominated. So far it is known that for pairs of SL2(R)-matrices (and
hence for pairs of matrices with positive determinant) there exists a terminating algorithm
for determining whether or not that pair is 1-dominated ([ABY’10, Remark 3.14]) and it is
also possible to construct 1-multicones for 1-dominated pairs in an explicit manner ([ABY’10,
§3.8]). However, even for triples of SL2(R)-matrices this problem remains open, being hampered
by the much more complicated topology of the set of 1-dominated tuples in SL2(R)
3 (compare
[ABY’10, Proposition 4.18] with [ABY’10, Theorem 3.2]).
On a more pessimistic note, while we have some hope that (1.13) should hold generically in
the topological sense for finite sets A ⊂ GLd(R), the question of whether that relation should be
expected to hold for finite subsets of GLd(R) which are typical in the sense of Lebesgue measure
on GLd(R)
k may have an entirely different answer. We discuss both of these questions further
in §7 below.
The observant reader will have noticed that whereas the results which we quote for the upper
spectral radius refer to subsets of Md(R), the results which we prove in this article refer only to
subsets of GLd(R). The reason for this difference is that at the present time we do not have a
satisfactory definition of what it means for a subset of Md(R) to be k-dominated. This problem
is also discussed further in §7.
1.6. Organisation of the article
The remainder of this article is structured as follows. The Lipschitz continuity result,
Theorem 2, is proved in §2; the proof itself is independent of the rest of the paper. In §3 we
prove certain preliminary results that will be useful in the proofs of Theorems 1 and 3, and these
are respectively given in §4 and §5. In §6 we exhibit further examples of the discontinuity of the
lower spectral radius, and in §7 we discuss some directions for future research.
2. Lipschitz continuity
If d = 1 then the elements of every A ∈ K(GLd(R)) commute and it is not difficult to see that
the lower spectral radius of A is simply the minimum of the norms of its individual elements,
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which is trivially a Lipschitz continuous function of A. We shall therefore assume throughout
this section that d > 1. We will deduce Theorem 2 from the following result, the proof of which
constitutes the principal content of this section.
Proposition 2.1. Let K ∈ K(GLd(R)) be 1-dominated. Then there exists a constant K > 0
such that for every pair of nonempty compact sets A,B ⊆ K we have | log ˇ̺(A)− log ˇ̺(B)| ≤
KdH(A,B).
Throughout this section we shall use the notation PRd to denote the space of all 1-dimensional
subspaces of Rd. We shall use the notation u ∈ PRd to denote the subspace generated by the
nonzero vector u ∈ Rd. We define a distance function on PRd by
d(u, v) =
‖u ∧ v‖
‖u‖ ‖v‖ , (2.1)
which is clearly independent of the choice of representative vector u ∈ u and v ∈ v. Using the
definition (1.2) of the inner product on ∧2Rd we have
‖u∧v‖2 = 〈u∧v, u∧v〉 = 〈u, u〉〈v, v〉 − 〈u, v〉〈v, u〉 = ‖u‖2‖v‖2 (1− cos2 ∡(u, v))
from which it follows that d(u, v) is precisely the sine of the angle between the spaces u and v.
For a proof that d is a metric on PRd we refer the reader to [A’98, p.121].
If C is an homogeneous subset of Rd r {0} – that is, it is closed under multiplication by nonzero
scalars – then C := {u : u ∈ C} is a well-defined subset of PRd; moreover C uniquely determines
C. If C is a multicone for some set of matrices in the sense of Definition 1.1(b) then we say that C
is a projective multicone for that set of matrices. Before commencing the proof of Proposition 2.1
we require some preliminary results, the majority of which relate to the action of a 1-dominated
set K on a 1-multicone C ⊂ Rd r {0}.
2.1. Preliminary estimates
Lemma 2.2. Let C0, C ⊂ Rd r {0} be homogeneous sets such that C0 and C are closed in PRd,
with C0 ⊂ Int C, and suppose that there exists a (d− 1)-dimensional subspace of Rd that does
not intersect C. Then there exists a constant κ0 > 0 such that for every linear map A : Rd → Rd
that satisfies AC ⊆ C0, and every vector v ∈ C0, we have ‖Av‖ ≥ κ0‖A‖‖v‖.
Proof. Consider the open set of all u ∈ PRd which do not intersect the projectivisation of
the hypothesised (d− 1)-dimensional subspace. The set C0 is compact and is contained in this
set, so we may define a new inner product on Rd with respect to which the angle between any
two elements of C0 is less than, say, π4 . The resulting change of norm clearly has no effect on the
validity of the lemma beyond altering the precise value of the constant κ0. In particular we may
freely assume that no two elements of C0 are perpendicular. We will show that if the claimed
constant κ0 does not exist then this assumption is contradicted.
Let us assume for a contradiction that such a constant κ0 does not exist. It follows that we
may find a sequence of matrices An each having norm 1 and a sequence of unit vectors un
with un ∈ C0 such that Anun → 0 and such that AnC ⊆ C0 for every n ≥ 1. By passing to a
subsequence we may assume that the sequences An and un converge to limits A ∈Md(R) and
u ∈ C0, and it is clear that these limit objects must satisfy Au = 0.
Since u is interior to C we may find a constant δ ∈ (0, 1) such that if ‖w‖ = 1 and λ ∈ [−2δ, 2δ]
then u+ λw ∈ C. Since the eigenspaces of A∗nAn converge to those of A∗A as n→∞, and
u belongs to the kernel of A, we may choose a sequence of unit vectors vn ∈ Rd such that
A∗nAnvn = σd(An)
2vn for every n ≥ 1 and such that vn → u. Fix n large enough that ‖Anvn‖ ≤
δ, and also large enough that if ‖w‖ = 1 and λ ∈ [−δ, δ] then vn + λw ∈ C.
Choose now a vector wn ∈ Rd such that ‖Anwn‖ = ‖wn‖ = 1. Since wn and vn are eigenvectors
of the symmetric matrix A∗nAn which correspond to different eigenvalues, we have 〈vn, wn〉 = 0
and therefore 〈Anvn, Anwn〉 = 〈vn, A∗nAnwn〉 = 0. We have vn ± λwn ∈ C for all λ ∈ [−δ, δ], and
hence in particular An(vn ± λwn) ∈ C0 for all such λ. Given such a λ we have
〈An(vn + λwn), An(vn − λwn)〉 = ‖Anvn‖2 − λ2.
CONTINUITY OF THE LOWER SPECTRAL RADIUS Page 11 of 30
Taking λ = ‖Anvn‖ ∈ (0, δ] we find that the two vectors An(vn ± λwn) ∈ C0 are mutually
perpendicular, contradicting the choice of inner product made at the beginning of our argument.
We deduce the existence of the claimed constant κ0.
The following is a straightforward corollary of Lemma 2.2:
Lemma 2.3. Let K ∈ K(GLd(R)) be 1-dominated, and let C ⊂ Rd r {0} be a 1-multicone for
K. Then there exists a constant κ ∈ (0, 1) such that for every u ∈ C and every A1, . . . , An ∈ K,
we have ‖An · · ·A1u‖ ≥ κ‖An · · ·A1‖·‖u‖.
We will find it useful to consider a modification of the ‘adapted metric’ used in the proof of
[BG’09, Theorem B], which we construct below.
Lemma 2.4. Let K ∈ K(GLd(R)) be 1-dominated, and let C ⊂ PRd be a projective 1-
multicone for K. Then there exist constants θ ∈ (0, 1) and C2 > 1 and a metric d∞ on C such
that
d∞(Au,Av) ≤ θd∞(u, v) (2.2)
and
d (u, v) ≤ d∞ (u, v) ≤ C2d (u, v) (2.3)
for all A ∈ K and u, v ∈ C.
Relation (2.2) express that the adapted metric d∞ is uniformly contracted by the projective
action of the matrices on K, while (2.3) implies that the adapted metric is Lipschitz equivalent
on C to the metric d given by (2.1).
Proof. By Definition 1.1(a) there exist constants C1 > 1 and τ ∈ (0, 1) such that
σ2(An · · ·A1) ≤ C1τnσ1(An · · ·A1) for all A1, . . . , An ∈ K. In this situation, for all u, v ∈ C we
have
d
(
An · · ·A1u, An · · ·A1v
)
=
‖An · · ·A1u ∧ An · · ·A1v‖
‖An · · ·A1u‖ · ‖An · · ·A1v‖
≤ σ1(An · · ·A1)σ2(An · · ·A1)‖u ∧ v‖‖An · · ·A1u‖ · ‖An · · ·A1v‖
≤ C1τ
n
κ2
· ‖u ∧ v‖‖u‖·‖v‖ = C1κ
−2τnd (u, v)
where κ ∈ (0, 1) is the constant provided by Lemma 2.3. We may therefore define
d∞
(
u, v
)
:=
∞∑
n=0
sup
A1,...,An∈K
d
(
An · · ·A1u, An · · ·A1v
)
for every u, v ∈ C, and this sum is convergent and defines a metric on C. Fix u, v ∈ C and note
that (2.3) holds with C2 := 1 + C1κ
−2τ/(1− τ ). Moreover, for every A ∈ K,
d∞
(
Au,Av
) ≤ d∞ (u, v)− d (u, v) ≤ θd∞ (u, v) where θ := 1−C−12 ,
thus concluding the proof.
We define a function ϕ : GLd(R)× PRd → R as follows:
ϕ(A, u) := log
‖Au‖
‖u‖ . (2.4)
Lemma 2.5. Let K ∈ K(GLd(R)). Then there exists constants C3, C4 > 0 depending only on
K such that:
(a) for all u ∈ PRd the function ϕ(·, u) is C3-Lipschitz continuous on K with respect to the
operator norm;
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(b) for all A ∈ K the function ϕ(A, ·) is C4-Lipschitz continuous on PRd with respect to the
metric d given by (2.1).
Proof. Let
C3 := max
A∈K
‖A−1‖, C4 :=
√
2max
A∈K
‖A−1‖ ‖A‖.
Let A, B be matrices in K and u, v be unit vectors in Rd. If ϕ(A, u) ≥ ϕ(B, u) then we may
estimate
|ϕ(A, u)− ϕ(B, u)| = log ‖Au‖‖Bu‖ ≤
‖Au‖
‖Bu‖ − 1 ≤
‖Au−Bu‖
‖Bu‖ ≤ C3‖A −B‖,
and if ϕ(B, u) ≥ ϕ(A, u) the same result holds with a similar derivation. This proves part (a).
Let α := ∡ (u, v) ∈ [0, π/2], so d (u, v) = sinα and
‖u− v‖ = √2− 2 cosα =
√
2√
1 + cosα
sinα ≤
√
2 d (u, v) .
If ϕ(A, u) ≥ ϕ(A, v) then we may estimate
|ϕ(A, u)− ϕ(A, v)| = log ‖Au‖‖Av‖ ≤
‖Au‖
‖Av‖ − 1 ≤
‖A(u− v)‖
‖Av‖ ≤ ‖A‖ ‖A
−1‖ ‖u− v‖ ≤ C4d (u, v) .
If ϕ(A, v) ≥ ϕ(A, u) the same result holds with a similar derivation.
2.2. Lower Barabanov functions
The following key result gives us an analogue of the Barabanov norm – introduced in [Ba’88]
for the study of the upper spectral radius – for the lower spectral radius in the presence of
1-domination. It is closely related to the Man˜e´ lemma used by T. Bousch and J. Mairesse in
[BM’02] to study both the upper and the lower spectral radii of sets of matrices satisfying
a positivity condition (see also [Bou’00, Lemme A] for a related result) and to the concave
‘antinorm’ used by N. Guglielmi and V. Yu. Protasov in their algorithm for the computation of
the lower spectral radius in the presence of an invariant convex cone [GP’13]. Unlike Guglielmi
and Protasov’s constructions we make no use whatsoever of convexity properties. The version
which we present here extends a result for GL2(R)-matrices which was used previously by the
first named author together with M. Rams [BR].
Proposition 2.6. Suppose that K ∈ GLd(R) is 1-dominated, and let C be an associated
1-multicone. Then for each nonempty compact set B ⊆ K we may find a continuous function
ψB : C → R such that for every u ∈ C and t ∈ R r {0} we have:
ψB(u) + log ˇ̺(B) = min
B∈B
ψB(Bu) (2.5)
and
ψB(tu) = ψB(u) + log |t|. (2.6)
Moreover, there exists C5 > 0 depending only on K and C such that the restriction of ψB to unit
vectors is C5-Lipschitz:
u, v ∈ C unit vectors ⇒ |ψB(u)− ψB(v)| ≤ C5d(u, v). (2.7)
We call ψB a lower Barabanov function.
Proof. Lemma 2.4 constructs an adapted metric d∞ on C, with associated constant θ ∈ (0, 1).
Using Lemma 2.5 we may find a constant C4 > 0 such that for all B ∈ K the function ϕ(B, ·)
is C4-Lipschitz continuous with respect to the metric d; since by (2.3) d ≤ d∞, these functions
are also C4-Lipschitz continuous on C with respect to the metric d∞. Let W denote the set of
all f : C → R which have Lipschitz constant less than or equal to C4/(1− θ) with respect to
this metric. Clearly every f ∈ W is C5-Lipschitz with respect to the metric d for some uniform
constant C5 > 0 which depends only on K. For each f ∈ W let us define Lf : C → R by
(Lf)(u) := min
B∈B
[
f(Bu) + ϕ(B, u)
]
.
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We give W the metric induced by the supremum norm on C(C;R). We claim that L acts
continuously on W .
Let us first show that L preservesW . If f ∈W and u, v ∈ C, choose B0 ∈ B such that (Lf)(v) =
f(B0v) + ϕ(B0, v). We have
(Lf)(u)− (Lf)(v) = min
B∈B
[
f
(
Bu
)
+ ϕ (B, u)
]− f (B0v)− ϕ (B0, v)
≤ f (B0u)− f (B0v)+ ϕ (B0, u)− ϕ (B0, v)
≤
(
C4
1− θ
)
d∞
(
B0u,B0v
)
+ C4d∞ (u, v)
≤
(
C4
1− θ
)
d∞ (u, v)
using the inequality d∞
(
B0u,B0v
) ≤ θd∞ (u, v), and since u, v ∈ C are arbitrary we have shown
that Lf ∈ W . Let us now show that L : W →W is continuous. Let f, g ∈ W and u ∈ C. Choosing
similarly B0 ∈ B such that (Lg)(u) = g(B0u) + ϕ (B0, u) we may estimate
(Lf) (u)− (Lg) (u) = min
B∈B
[
f
(
Bu
)
+ ϕ (B, u)
]− g (B0u)− ϕ (B0, u)
≤ f (B0u)− g (B0v) ≤ |f − g|∞.
Since u ∈ C is arbitrary, by symmetry we obtain |Lf − Lg|∞ ≤ |f − g|∞ so that L : W →W is
continuous as claimed.
Let Wˆ denote the set of equivalence classes of elements of W modulo the addition of a real
constant. It follows from the Arzela`-Ascoli theorem that Wˆ is a compact subset of the Banach
space C(C;R) mod R, and it is not difficult to see that the function L : W →W induces a well-
defined continuous transformation Lˆ : Wˆ → Wˆ . It follows by the Leray-Schauder fixed point
theorem that there exists fˆ0 ∈ Wˆ such that Lˆfˆ0 = fˆ0, and consequently there exist f0 ∈ W and
β ∈ R such that Lf0 = f0 + β. Define
ψB(u) := f0(u) + log ‖u‖ for all u ∈ C.
Note that ψB has the desired properties (2.6), (2.7). Moreover, for every u ∈ C, we have
ψB(u) + β = min
B∈B
ψB(Bu) (2.8)
and
log ‖u‖ − C ≤ ψB(u) ≤ log ‖u‖+ C, (2.9)
where C := |f0|∞.
To complete the proof of the lemma let us show that β = log ˇ̺(A). Take a unit vector u ∈ C
Applying (2.8) recursively we obtain
min
B1,...,Bn∈B
ψB(Bn · · ·B1u) = ψB(u) + nβ.
On the other hand, by (2.9) and Lemma 2.3, for every B1, . . . , Bn ∈ B we have
ψB(Bn · · ·B1u) −C ≤ log ‖Bn · · ·B1‖ ≤ ψB(Bn · · ·B1u) +C + log κ−1 .
Dividing by n, taking minimum over B1, . . . , Bn ∈ B, and making n→∞, it follows that β =
log ˇ̺(B), as claimed. The proof is complete.
Remark 2.1. An almost identical construction can be applied to yield an ‘upper Barabanov
function’, i.e., a function with the same properties as the lower Barabanov function ψB, except
that in (2.5) we replace ˇ̺(B) with ˆ̺(B) and min with max.
2.3. Proof of Proposition 2.1 and derivation of Theorem 2
Proof of Proposition 2.1. Let K ∈ K(GLd(R)) be 1-dominated. Let C be an associated 1-
multicone. Let A, B ⊆ K be nonempty compact sets, and let ψB : C → R be a lower Barabanov
function, as given by Proposition 2.6.
Claim. There exists K > 0 depending only on K and C such that for any A ∈ A and u ∈ C,
ψB(Au) ≥ ψB(u) + log ˇ̺(A)−KdH(A,B). (2.10)
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Proof of the claim. Given A ∈ A, choose B ∈ B such that ‖A−B‖ ≤ dH(A,B). Recall the
definition (2.4) of the function ϕ. We have
d
(
Au,Bu
) ≤ ‖Au ∧Bu‖‖Au‖·‖Bu‖ = ‖Au ∧ (B − A)u‖‖Au‖·‖Bu‖ ≤ ‖(B − A)u‖‖Bu‖ ≤ C6‖A−B‖, (2.11)
where C6 := max{‖B−1‖ : B ∈ K}. We then estimate:
|ψB(Au)− ψB(Bu)|
≤
∣∣∣ψB ( Au‖Au‖)− ψB ( Bu‖Bu‖)∣∣∣+ |ϕ(A, u)− ϕ(B, u)| (by (2.6))
≤ C5d
(
Au,Bu
)
+ C3‖A−B‖ (by (2.7) and Lemma 2.5(a))
≤ (C5C6 +C3)‖A−B‖ (by (2.11).)
So, letting K := C5C6 + C3,
ψB(Au) ≥ ψB(Bu)−K‖A−B‖ ≥ ψB(u) + log ˇ̺(A)−KdH(A,B),
where in the last step we have used the main property (2.5). This proves the claim.
Let us now fix u ∈ C. Given A1, . . . , An ∈ A, by iterating (2.10) we obtain
ψB(An · · ·A1u) ≥ ψB(u) + n [log ˇ̺(A) −KdH(A,B)] .
By the homogeneity property (2.6), we have
log ‖An · · ·A1u‖ ≥ −C + ψB(An · · ·A1u),
where C is the supremum of |ψB| over unit vectors on C. It follows that
min
A1,...,An∈A
log ‖An · · ·A1u‖ ≥ −C + ψB(u) + n [log ˇ̺(A)−KdH(A,B)] .
Dividing both sides by n and letting n→∞ yields
log ˇ̺(A) ≥ log ˇ̺(B)−KdH(A,B).
By a symmetrical argument we may also derive the reverse inequality log ˇ̺(B) ≥ log ˇ̺(A)−
KdH(A,B), and this completes the proof of Proposition 2.1.
We may now derive Theorem 2 from Proposition 2.1. Suppose that A ∈ K(GLd(R)) is 1-
dominated: we wish to show that ˇ̺ is Lipschitz continuous on a neighbourhood of A. Since
1-domination is an open property in K(GLd(R)), we may find a constant ε > 0 such that if
B ∈ K(Md(R)) and dH(A,B) ≤ ε then B ∈ K(GLd(R)) and B is 1-dominated. Define
K := {A ∈Md(R) : ∃B ∈ A such that ‖A−B‖ ≤ ε} .
Clearly dH(A,K) = ε so that K ∈ K(GLd(R)) and K is 1-dominated.
If B1 and B2 belong to the closed ε-ball about A in K(GLd(R)) then it is clear from the
definition of the Hausdorff metric that B1,B2 ⊆ K, and so by Proposition 2.1 we have
|log ˇ̺(B1)− log ˇ̺(B2)| ≤ KdH(B1,B1)
whereK > 0 depends only on K. Using the elementary real inequality |ex − ey | ≤ |x− y|emax{x,y}
it follows that
| ˇ̺ (B1)− ˇ̺(B2)| ≤ K · (sup{‖A‖ : A ∈ K}) · dH(B1,B1).
We conclude that ˇ̺ is uniformly Lipschitz continuous on the closed ε-neighbourhood of A, and
this completes the derivation of Theorem 2.
3. Accessibility lemmas
As was indicated in the introduction, the proofs of both Theorem 1 and Theorem 3 rely on a
mechanism whereby we transport a nonzero vector from one subspace of Rd to another by the
action of a product of matrices each of which is close to the given set A. The requisite tools for
this process are developed in this section.
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3.1. Two-dimensional accessibility
In this subsection we wish to prove the following lemma which is used in the proof of
Theorem 1, and from which we derive a higher-dimensional result which is used in the proof
of Theorem 3.
Lemma 3.1. For all δ1 > 0 and C > 1 there exist constants c > 0 and λ > 1 with the following
property: if A1, . . . , An are matrices in GL
+
2 (R) with ‖A1‖ ‖A−11 ‖ ≤ C and v, w are nonzero
vectors in R2 such that
‖An · · ·A1v‖
‖An · · ·A1w‖ ·
‖w‖
‖v‖ < c
2λ2n, (3.1)
then there exists θ1 ∈ [−δ1, δ1] such that the two vectors
Rθ1AnRθ1An−1 · · ·Rθ1A1v and AnAn−1 · · ·A1w
are proportional to one another.
To begin the proof of Lemma 3.1 we require the following result:
Lemma 3.2. For all δ0 > 0 there exist constants c > 0 and λ > 1 with the following property:
if A1, . . . , An are matrices in GL
+
2 (R) and v is a vector in R
2 such that
‖An · · ·A1v‖ < cλn‖∧2An · · ·A1‖1/2 ‖v‖, (3.2)
then for any nonzero u ∈ R2 there exists θ0 ∈ [−δ0, δ0] such that the vectors
Rθ0AnRθ0An−1Rθ0 · · ·Rθ0A1Rθ0v and u
are proportional to one another.
In the case that the matrices Ai have determinant 1 a proof of this statement (which uses
the Hilbert projective metric) is given in [ABD’12, Lemma C.2]. The case of arbitrary positive
determinant follows immediately. We deduce:
Corollary 3.3. For all δ0 > 0 there exist constants c > 0 and λ > 1 with the following
property: if A1, . . . , An are matrices in GL
+
2 (R) and v, w are nonzero vectors in R
2 satisfying
condition (3.1) then there exists θ0 ∈ [−δ0, δ0] such that the two vectors
Rθ0AnRθ0An−1Rθ0 · · ·Rθ0A1Rθ0v and AnAn−1 · · ·A1w
are proportional to one another.
Proof. Given δ0, let be c and λ be given by Lemma 3.2. Assume that A1, . . . , An ∈
GL
+
2 (R) and v, w ∈ R2 r {0} satisfy (3.1). Equivalently, we have β1β2 < c2λ2n, where u :=
AnAn−1 · · ·A1w and
β1 :=
‖An · · ·A1v‖
‖∧2An · · ·A1‖1/2 ‖v‖ and β2 :=
‖A−11 · · ·A−1n u‖
‖∧2A−11 · · ·A−1n ‖1/2 ‖u‖
.
It follows that either β1 < cλ
n or β2 < cλ
n (or both). If the first inequality holds then the
desired conclusion follows directly from Lemma 3.2. If the second inequality holds, the lemma
gives θ0 ∈ [−δ0, δ0] such that
Rθ0A
−1
1 Rθ0A
−1
2 Rθ0 · · ·Rθ0A−1n Rθ0u
is proportional to v, and so replacing θ0 by −θ0 we obtain the desired conclusion.
The fact that a rotation occurs both at the beginning and at the end of the matrix products in
Lemma 3.2 and Corollary 3.3 is somewhat inconvenient for our purposes. This is easily remedied
by the following:
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Lemma 3.4. For all δ1 > 0 and C > 1 there exists δ0 > 0 with the following property: given
matrices A1, . . . , An ∈ GL+2 (R) with ‖A1‖ ‖A−11 ‖ ≤ C, a vector v ∈ R2, and θ0 ∈ [−δ0, δ0], there
exists θ1 ∈ [−δ1, δ1] such that the two vectors
Rθ0AnRθ0An−1Rθ0 · · ·Rθ0A1Rθ0v and Rθ1AnRθ1An−1 · · ·Rθ1A1v
are proportional to one another.
Proof. Given δ1 > 0 and C > 1, using compactness and continuity we may choose δ0 ∈
(0, δ1/2] such that:
A1 ∈ GL+2 (R), ‖A1‖ · ‖A−11 ‖ ≤ C
u, v ∈ R2 r {0}, ∡(u, v) ≤ δ0
}
⇒ ∡(A1u,A1v) ≤ δ1/2 .
Now let A1, . . . , An, v, and θ0 be as in the statement of the lemma. Assume that v 6= 0
and θ0 6= 0, otherwise there is nothing to prove. Assume also that θ0 > 0, the other case being
analogous. Note that
Rδ0A1Rδ0v belongs to the cone
{
tRθA1v : t > 0, θ ∈ [0, δ1]
}
. (3.3)
Let f , g : R → R be continuous functions such that f(0) = g(0) and for all θ ∈ R,
RθAnRθAn−1Rθ · · ·RθA1Rθv is proportional to (cos f(θ), sin f(θ)) ,
RθAnRθAn−1 · · ·RθA1v is proportional to (cos g(θ), sin g(θ)) .
Then f and g are monotonically increasing. It follows from (3.3) that f(δ0) ≤ g(δ1). So, by the
Intermediate Value Theorem, there exists θ1 ∈ [0, δ1] such that g(θ1) = f(θ0). This proves the
lemma.
Proof of Lemma 3.1. Combine Corollary 3.3 with Lemma 3.4.
Remark 3.1. If σ1(An · · ·A1)/σ2(An · · ·A1) < c2λ2n then condition (3.1) from Lemma 3.1
holds for every pair of nonzero vectors v and w.
3.2. Higher-dimensional accessibility
We now apply the previous results to derive a higher-dimensional result which is needed in
the proof of Theorem 3.
Lemma 3.5. For all ε > 0 andM > 1 there exist constants c > 0 and λ > 1 with the following
property: if 1 ≤ p < d are integers and, A1, . . . , Am are matrices in GLd(R) with ‖A±1i ‖ ≤M
for each i and such that
σp(Am · · ·A1)
σp+1(Am · · ·A1) < c
2λ2m ,
then given any pair E, F of subspaces of Rd with dimE = codimF = p, there exist matrices L1,
. . . , Lm ∈ GLd(R) such that ‖Li − Ai‖ ≤ ε and (Lm · · ·L1)(E) ∩ F 6= {0}.
Proof. Given ε and M , let c and λ denote the constants provided by Lemma 3.1 for the
values δ1 := ε/M and C :=M
2.
Now fix integers 1 ≤ p < d and matrices A1, . . . , Am in GLd(R) such that ‖A±1i ‖ ≤M for
each i and σp(P )/σp+1(P ) < c
2λ2m, where P := Am · · ·A1. Also fix subspaces E and F of Rd
such that dimE = codimF = p.
Let S ⊆ Rd denote the span of the set of eigenvectors of P ∗P which correspond to eigenvalues
less than or equal to σp(P )
2. We clearly have codimS < p and therefore E ∩ S 6= {0}, so we may
choose a unit vector v ∈ E ∩ S. Since S admits an orthonormal basis consisting of eigenvectors
of P ∗P , by writing v as a linear combination of these basis elements we may easily estimate
‖Pv‖2 = 〈Pv, Pv〉 = 〈P ∗Pv, v〉 ≤ σp(P )2‖v‖2
so that 0 < ‖Pv‖ ≤ σp(P ). Similarly let us define U ⊆ Rd to be the span of the set of eigenvectors
of P ∗P which correspond to eigenvalues greater than or equal to σp+1(P )
2: a similar calculation
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shows that ‖Pw‖ ≥ σp+1(P )‖w‖ for every w ∈ U . Since P is invertible we have dimP (U) =
dimU > p and we may therefore choose a unit vector w ∈ U such that Pw ∈ F . We thus have
‖Pv‖
‖Pw‖ < c
2λ2m.
Let V0 ⊆ R2 denote the space spanned by v and w, for each i = 1, . . . ,m define Vi :=
Ai · · ·A1V0, and let A˜i : Vi−1 → Vi denote the restriction of Ai to Vi−1. We orient each plane Vi
so that the maps A˜i become orientation-preserving. By Lemma 3.1, there exists an angle θ1 ∈
[−δ1, δ1] such that if R˜i denotes the rotation of the plane Vi by angle θ1 then the nonzero vector
R˜mAmR˜m−1A˜m−1 · · · R˜1A˜1v is proportional to Pw. Extend R˜i to the linear map Rˆi on Rd that
equals the identity on the orthogonal complement of V˜i. Then RˆmAmRˆm−1Am−1 · · · Rˆ1A1v is
proportional to Pw. Taking Li := RˆiAi we have ‖Li − Ai‖ ≤ εM ‖Ai‖ ≤ ε for every i = 1, . . . ,m.
Since v ∈ E and Pw ∈ F , we achieve the desired conclusion.
Remark 3.2. It is also possible to prove Lemma 3.5 by adapting some arguments from
[BV’05]: see [Boc’13, § 3.3].
4. Characterisation of discontinuities in dimension 2
The aim of this section is to prove formula (1.12), which immediately implies Theorem 1.
That formula holds trivially when ℓ(A) = 1, so we are left to consider the case ℓ(A) = 2. We will
actually prove the following slightly stronger fact:
Lemma 4.1. If A ∈ K(GL+2 (R)) is not 1-dominated then for every δ > 0 there exists θ0 ∈
[−δ, δ] such that
ˇ̺(Rθ0A) = ˇ̺(∧2A)1/2. (4.1)
Proof. Let A ∈ K(GL+2 (R)). Fix B ∈ A such that detB = infA∈A(detA), which by (1.7)
equals ˇ̺(∧2A). Notice that one direction of inequality in (4.1) is automatic, since
ˇ̺(RθA) ≥ ˇ̺(∧2(RθA))1/2 = (detB)1/2 for every θ ∈ R.
Assume that A is not 1-dominated and let δ > 0 be arbitrary. If there exists θ ∈ [−δ, δ] such
that the eigenvalues of RθB have equal absolute value then
ˇ̺(RθA) ≤ ρ(RθB) = (detRθB)1/2 = (detB)1/2,
and there is nothing left to prove. For the remainder of the proof we therefore assume that for
each θ ∈ [−δ, δ], the matrix RθB has eigenvalues µ1,θ , µ2,θ with |µ1,θ | > |µ2,θ |.
For each j = 1, 2, let vj,θ be an eigenvector of RθB corresponding to µj,θ , chosen so that it
has unit norm and depends smoothly on θ. So there are smooth functions fj : [−δ, δ]→ R such
that
vj,θ = (cos fj(θ), sin fj(θ)) .
Clearly we may choose these functions so as to satisfy the additional inequality
0 < f2(0)− f1(0) < π.
Claim. The functions fi are monotonic: f1 is increasing and f2 is decreasing.
Proof of the claim. Let h : R→ R be the unique smooth function such that for all φ ∈ R,
θ ∈ [−δ, δ], j ∈ {1, 2},{
B(cosφ, sinφ) is proportional to (cos h(φ), sin h(φ)) ,
θ + h(fj(θ)) = fj(θ) .
Since B has positive determinant it is clear that h is an increasing function. Moreover, for each
θ ∈ [−δ, δ], the points f1(θ) and f2(θ) are fixed under the map φ 7→ θ + h(φ), the former being
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exponentially attracting and the latter being exponentially repelling. So we have
0 < h′(f1(θ)) < 1 and h
′(f2(θ)) > 1 .
Since f ′j(θ) = [1− h′(fj(θ))]−1 for both j = 1, 2, it follows that f ′1(θ) > 0 and f ′2(θ) < 0.
Let c > 0 and λ > 1 be the constants provided by Lemma 3.1 in respect of δ1 := δ and C :=
maxA∈A ‖A‖ ‖A−1‖. Since A is not 1-dominated, by Definition 1.1(a) there exists a finite sequence
of matrices A1, . . . , An ∈ A such that:
σ1(An · · ·A1)
σ2(An · · ·A1) < c
2λ2n .
By Lemma 3.1 and Remark 3.1 we may choose θ1 ∈ [−δ, δ] such that Qθ1v1,0 is proportional to
v2,0, where
Qθ := RθAn · · ·RθA1.
Claim. There exists θ0 ∈ [−δ, δ] such that Qθ0v1,θ0 is proportional to v2,θ0 .
Proof of the claim. If θ1 = 0 then there is nothing to prove, so we assume that θ1 6= 0. We
shall give the proof when θ1 > 0, the argument in the case θ1 < 0 being analogous.
Let g : [−δ, δ]2 → R be the continuous function such that{
Qθv1,φ is proportional to (cos g(θ, φ), sin g(θ, φ)) ,
f2(0)− π < g(0, 0) ≤ f2(0).
The function g(θ, φ) is obviously increasing with respect to θ, and is also increasing with respect
to φ (because f1(φ) is).
Since Qθ1v1,0 is proportional to v2,0,
g(θ1, 0) = f2(0) +mπ for some m ∈ Z.
Note that since g is increasing in the first variable
mπ = g(θ1, 0)− f2(0) ≥ g(0, 0) − f2(0) > −π ,
and so m ≥ 0. Consider the function h(θ) := g(θ, θ)− f2(θ). On the one hand h(0) ≤ 0, while on
the other hand since g is increasing in the second variable
h(θ1) ≥ g(θ1, 0)− f2(θ1) = f2(0) +mπ − f2(θ1) ≥ mπ ≥ 0.
Thus, by the Intermediate Value Theorem, there exists θ0 ∈ [0, θ1] such that h(θ0) = 0.
Claim. If k is sufficiently large then (Rθ0B)
kQθ0 has non-real eigenvalues.
Proof. The matrix of (Rθ0B)
kQθ0 with respect to the basis (v1,θ0 , v2,θ0 ) is
Mk =
(
µk1,θ0 0
0 µk2,θ0
)(
0 b
c d
)
=
(
0 bµk1,θ0
cµk2,θ0 dµ
k
2,θ0
)
,
where b, c, d do not depend on k. Thus, for sufficiently large k,
(trMk)
2
4 |detMk| =
∣∣∣∣∣ d
2
4bc
· µ
k
2,θ0
µk1,θ0
∣∣∣∣∣ < 1
and so Mk has non-real eigenvalues.
In particular ρ((Rθ0B)
kQθ0) =
(
det(Rθ0B)
kQθ0
)1/2
for sufficiently large k. It follows that:
log ˇ̺(Rθ0A) ≤ lim inf
k→∞
1
k + n
log ρ((Rθ0B)
kQθ0) = lim inf
k→∞
k log detB + log detQθ0
2(k + n)
=
log detB
2
.
This proves the lemma.
Remark 4.1. The alert reader will have noticed that monotonicity plays an essential role in
the proof above. This property, which is also important in the proof of Lemma 3.2 in [ABD’12],
breaks down if we allow negative determinants, and ceases to make sense in higher dimensions.
We will discuss related matters in §7.2 below.
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5. Characterisation of discontinuities in arbitrary dimension
In this section we prove Theorem 3: if ℓ(A) is the smallest index of domination for A ∈
K(GLd(R)) then lim infB→A ˇ̺(B) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
.
5.1. Outline
Let A ∈ K(GLd(R)) be given, and for convenience let us write ℓ := ℓ(A). It is sufficient to
prove that lim infB→A ˇ̺(B) ≤ ˇ̺
(∧ℓA)1/ℓ, since the inequality in the other direction is a direct
consequence of Theorem 2, as explained in the introduction. We can also assume that ˇ̺(A) >
ˇ̺(∧ℓA)1/ℓ, otherwise there is nothing to prove. Recall that the quantity ‖∧ℓA‖1/ℓ is precisely the
geometric mean of the first ℓ singular values of the matrix A. The inequality between the two
lower spectral radii therefore asserts, in effect, that if a product P of elements of A approximately
minimises ‖∧ℓP‖ then the first singular value of P must be significantly larger than the geometric
mean of the first ℓ singular values of P . We will show that by slightly enlarging the set A, we may
find a nearby product P ′ such that the geometric mean of the first ℓ singular values is similar to
that of P , but such that those singular values are more closely distributed around their geometric
mean. By iterating this construction we bring these singular values so closely into alignment with
one another that the first singular value must closely approximate the geometric mean of the
first ℓ singular values, and the lower spectral radius of the perturbed version of A may in this
manner be reduced arbitrarily close to ˇ̺(∧ℓA)1/ℓ by an arbitrarily small perturbation.
The technical steps involved are roughly as follows. Recall that in Example 1.1 and in the
proof of Theorem 1 we constructed products with small norm by taking a long product P and
composing it with a short product R which transported the more expanding eigenspace of P onto
the more contracting eigenspace of P in such a manner that the absolute value of the eigenvalues
of PR both coincided with
√
|detPR|. At the core of Theorem 3 is a higher-dimensional version
of this principle which is summarised in Lemma 5.3 below: given a matrix P ∈ GLd(R) and an
integer p in the range 1 ≤ p < d, there exist subspaces E, F of Rd such that if R ∈ GLd(R)
satisfies R(E) ∩ F 6= {0} then the norm ‖∧pPRP‖ is bounded above by the reduced quantity
(σp+1(P )/σp(P ))‖∧pP‖2 up to a multiplicative factor depending only on R. (This idea originates
in [BV’05].) We will apply this result in combination with Lemma 3.5 above, which shows that
if A is not p-dominated, then given such a product P of elements of A the desired matrix R can
be constructed as a product of matrices close to A with an a priori bound on R depending on
the desired degree of closeness.
The reader will notice that this procedure is only directly useful for reducing the norms of
products of elements of A if the product P may be chosen in such a way that σ2(P )/σ1(P )≪ 1,
which may fail to be possible when the dimension d exceeds two: for example, if d ≥ ℓ = 4 then
it could be the case that the first two singular values of P are equal to one another and exceed
the geometric mean of the first four singular values, whilst the third and fourth singular values
are much smaller than the geometric mean. In such an instance the above argument does not
directly allow us to find a product PRP whose first singular value is smaller than that of P
relative to the length of the product. Instead the appropriate procedure is to apply the above
argument with p = 2, creating a nearby product belonging to a perturbed set A′ whose second
singular value is greatly reduced: by applying the argument a second time to this new perturbed
set with p = 1, we finally succeed in reducing the first singular value and hence the lower spectral
radius. A key feature of this procedure is the observation that the choice p = 2 marks a large
disagreement between successive singular values which can be productively exploited to bring
the singular values closer to their geometric mean: the existence of such a ‘pivot’ p is given as
Lemma 5.2 below.
The sketch above suggests an algorithmic way to construct discontinuities. Our actual proof
is more direct than this but is less constructive: rather than repeatedly perturbing A by
appending to it finite sets of nearby matrices, we simply expand A to include all matrices within
distance ε of A and show that this has the same effect as performing the above sequence of
perturbations arbitrarily many times. To facilitate this technical shortcut, we consider some
especially convenient quantities (5.1) and (5.3) that are tailored to measure disagreements
between singular values and lower spectral radii.
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5.2. Setup
In order to formalise these arguments we require some notation. For each A ∈ GLd(R) and
k = 1, . . . , d we denote the logarithm of the kth singular value by
λk(A) := log σk(A),
and the total of the logarithms of the first k singular values by
τk(A) :=
k∑
i=1
λi(A) = log(σ1(A) · · ·σk(A)) = log
∥∥∥∧kA∥∥∥ .
We define also τ0(A) := 0. To measure the amount of agreement between the first k singular
values of a matrix A we use the following device which was introduced by the first named author
in [Boc’13]. Given A ∈ GLd(R) and k ∈ {2, . . . , d} let us define
ζk(A) := τ1(A) + τ2(A) + · · ·+ τk−1(A)−
(
k − 1
2
)
τk(A). (5.1)
It may be found helpful to interpret the function ζk visually as follows. Given an integer k ∈
{2, . . . , d}, consider the graph of the function [0, k]→ R defined by i 7→ τi(A) for the integers
i = 0, . . . , k and by affine interpolation on each of the intervals [i, i+ 1]. Since the sequence
λi(A) is nonincreasing, this graph is concave, and in particular it lies above (or on) the line from
(0, 0) to (k, τk(A)). The quantity ζk(A) is precisely the area of the region between the graph
associated to A and the line from (0, 0) to (k, τk(A)). See Figure 1. Geometrically it is clear that
that ζk(A) ≥ 0, and that ζk(A) = 0 if and only if the first k singular values of A are equal, i.e.,
if and only if ‖A‖ = ‖∧kA‖1/k. More precisely, we have
ζk(A) ≥ 1
2
(
kτ1(A)− τk(A)
)
=
1
2
(
k log ‖A‖ − log
∥∥∥∧kA∥∥∥) ; (5.2)
geometrically this means that the area of the triangle with vertices (0, 0), (1, τ1(A)) and (k, τk(A))
is at most ζk(A); see Figure 2.
Fig. 1: Shaded area equals (5.1). Fig. 2: Shaded area equals RHS of (5.2).
To measure the alignment of singular values on products of elements of A whose ℓ(A)th exterior
power is small we use the following device. For each δ > 0 define
Zδ(A) := lim inf
n→∞
inf
A1,...,An∈A
‖∧ℓ(A)An···A1‖≤e
nδ ˇ̺(∧ℓ(A)A)n
1
n
ζℓ(A)(An · · ·A1). (5.3)
The following coarse estimate is sufficient to allow us to pass from upper bounds on Zδ(A) to
the approximate agreement of ˇ̺(A) with ˇ̺(∧ℓ(A)A)1/ℓ(A).
Lemma 5.1. Let A ∈ K(GLd(R)) and δ > 0. Then
log ˇ̺(A) ≤ 1
ℓ(A)
log ˇ̺
(
∧ℓ(A)A
)
+ Zδ(A) + δ.
Proof. Define ℓ := ℓ(A). The case ℓ = 1 being trivial, we assume ℓ ≥ 2. Choose A1, . . . , An ∈
A such that
1
n
log
∥∥∥∧ℓAn · · ·A1∥∥∥ ≤ log ˇ̺(∧ℓA)+ δ
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and
1
n
ζℓ (An · · ·A1) ≤ Zδ(A) + δ
2
.
Using inequality (5.2), we estimate
log ˇ̺(A) ≤ 1
n
log ‖An · · ·A1‖
≤ 1
nℓ
log
∥∥∥∧ℓAn · · ·A1∥∥∥+ 2
nℓ
ζℓ (An · · ·A1)
≤ 1
ℓ
log ˇ̺
(
∧ℓA
)
+
δ
ℓ
+
2
ℓ
(
Zδ(A) +
δ
2
)
≤ 1
ℓ
log ˇ̺
(
∧ℓA
)
+ Zδ(A) + δ ,
as claimed.
We will need the following two lemmas. The first one originates as [Boc’13, Lemma 2.6],
while the second one is a special case of [Boc’13, Lemma 3.7].
Lemma 5.2. For each d ≥ 2 there exists a constant αd ∈ (0, 1) with the following property:
if P ∈ GLd(R) and 2 ≤ ℓ ≤ d then there exists an integer p such that 1 ≤ p < ℓ and
λp(P )− λp+1(P )
2
≥ αdζℓ(P ). (5.4)
Lemma 5.3. Let P ∈ GLd(R) and 1 ≤ p < d. Then there exist subspaces E and F of Rd such
that dimE = codimF = p with the following property: if R ∈ GLd(R) satisfies R(E) ∩ F 6= {0},
then
τp(PRP ) ≤ 2τp(P )− λp(P ) + λp+1(P ) + Cd (1 + log ‖R‖)
where Cd > 1 is a constant that depends only on d.
5.3. The proof
Given A ∈ K(GLd(R)) and ε > 0 we will find it convenient to write
Aε := {B ∈Md(R) : ∃A ∈ A such that ‖B − A‖ ≤ ε} .
We note that if ε > 0 is sufficiently small then Aε ∈ K(GLd(R)). and moreover ℓ(Aε) = ℓ. Indeed,
it follows from Definition 1.1(b) that the property of being ℓ-dominated is open in K(GLd(R)),
and so if dH(A,B) is sufficiently small then B is ℓ-dominated and therefore ℓ(B) ≤ ℓ. On the other
hand it is also clear from Definition 1.1(a) that the relation A ⊂ Aε implies that Aε cannot be
i-dominated when A is not, and therefore ℓ(Aε) = ℓ when ε is sufficiently small. We shall always
assume ε > 0 to be small enough that this is the case.
The two previous results combine with Lemma 3.5 to yield the following estimate on Zδ which
forms the core of the proof of the theorem:
Lemma 5.4. Let A ∈ K(GLd(R)) be such that ℓ(A) > 1. Let δ2 > δ1 > 0. Then for all
sufficiently small ε > 0 we have ℓ(Aε) = ℓ(A) and
Zδ2(Aε) ≤ (1− αd)Zδ1(A) +
ℓ(A)δ1
2
where αd ∈ (0, 1) is the constant from Lemma 5.2.
Proof. Fix δ > 0 and A ∈ K(GLd(R)) and define ℓ := ℓ(A). Choose constants κ1, κ2 > 0 such
that
δ1 + 2κ1 < δ2 (5.5)
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and
(1− αd)κ2 + 3(ℓ− 1)κ1
2
<
1
2
δ1. (5.6)
Since ∧ℓA is 1-dominated, it follows from Theorem 2 that if ε > 0 is sufficiently small then we
have
log ˇ̺
(
∧ℓAε
)
≥ log ˇ̺
(
∧ℓA
)
− κ1. (5.7)
For the remainder of the proof we fix ε > 0 small enough that the above properties hold.
To demonstrate the claimed bound on Zδ2(Aε) we must show that there exist infinitely many
integers n ≥ 1 for which there exists a product A˜n · · · A˜1 of n matrices in Aε such that
1
n
log
∥∥∥∧ℓA˜n · · · A˜1∥∥∥ < log ˇ̺(∧ℓAε)+ δ2 (5.8)
and
1
n
ζℓ
(
A˜n · · · A˜1
)
< (1− αd)Zδ1 (A) +
ℓδ1
2
. (5.9)
For each p ∈ {1, . . . , ℓ− 1}, since A is not p-dominated, there exist an integer mp > 0 and
matrices B
(m)
1 , . . . , B
(m)
mp such that
σp
(
B
(m)
mp · · ·B(m)1
)
σp+1
(
B
(m)
mp · · ·B(m)1
) < c2λ2mp (5.10)
where c > 0 and λ > 1 are the constants provided by Lemma 3.5 in respect of the chosen value
of ε andM := sup{‖A±1‖ : A ∈ Aε}. Let m := max{m1,m2, . . . , mℓ−1}. Choose an integer r and
a finite sequence of matrices A1, . . . , Ar ∈ A such that
1
r
log
∥∥∥∧ℓAr · · ·A1∥∥∥ < log ˇ̺(∧ℓA) + δ1, (5.11)
1
r
ζℓ(Ar · · ·A1) < Zδ1(A) + κ2, (5.12)
and
Cdℓ(1 +m logM)
2r
< κ1 (5.13)
where Cd > 1 is the constant provided by Lemma 5.3, noting that r may if required be taken to
be arbitrarily large. Let P := Ar · · ·A1. By Lemma 5.2 there exists p ∈ {1, . . . , ℓ− 1} such that
ζℓ(P )− λp(P )− λp+1(P )
2
≤ (1− αd)ζℓ(P ). (5.14)
Let E and F be the subspaces of Rd provided by Lemma 5.3 for the matrix P and integer p. In
view of (5.10), Lemma 3.5 provides matrices L1, . . . , Lm ∈ Aε such that (Lm · · ·L1)(E) ∩ F 6=
{0}, where m := mp. Define R := Lm · · ·L1.
We claim that PRP is the desired product A˜n · · · A˜1, where n := 2r +m. To establish (5.8)
we may directly estimate
1
2r +m
log
∥∥∥∧ℓPRP∥∥∥ < 1
r
log
∥∥∥∧ℓP∥∥∥+ ℓm logM
2r +m
≤ log ˇ̺(∧ℓA) + δ1 + κ1
≤ log ˇ̺(∧ℓAε) + δ1 + 2κ1
≤ log ˇ̺(∧ℓAε) + δ2
using respectively the elementary bound ‖R‖ ≤Mm, (5.11), (5.13), (5.7) and (5.5). To establish
(5.9) we proceed by estimating the values τk(PRP ) individually. By Lemma 5.3 we have
τp(PRP ) ≤ 2τp(P )− λp(P ) + λp+1(P ) + Cd(1 + log ‖R‖)
and hence
1
2r +m
τp(PRP ) ≤ 1
r
(
τp(P )− λp(P )− λp+1(P )
2
)
+ κ1
using (5.13). For integers k such that 1 ≤ k ≤ ℓ− 1 and k 6= p we directly estimate
1
2r +m
τk(PRP ) =
1
2r +m
log
∥∥∥∧kPRP∥∥∥ ≤ 2
2r +m
τk(P ) +
km logM
2r +m
≤ 1
r
τk(P ) + κ1
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using (5.13) again. In the case of τℓ(PRP ) we instead estimate from below
1
2r +m
τℓ(PRP ) ≥ log ˇ̺
(
∧ℓAε
)
≥ log ˇ̺
(
∧ℓA
)
− κ1 ≥ 1
r
τℓ(P )− δ1 − κ1
using respectively (5.7) and (5.11). Combining all of our estimates on the numbers τk(PRP )
yields
1
2r +m
ζℓ(PRP ) =
1
2r +m
(
ℓ−1∑
k=1
τk(PRP )−
(
ℓ− 1
2
)
τℓ(PRP )
)
≤ 1
r
(
ℓ−1∑
k=1
τk(P )−
(
ℓ− 1
2
)
τℓ(P )
)
− λp(P )− λp+1(P )
2r
+
(ℓ− 1) (3κ1 + δ1)
2
≤ (1− αd)
r
ζℓ(P ) +
(ℓ− 1) (3κ1 + δ1)
2
≤ (1− αd)Zδ1(A) +
ℓδ1
2
using respectively (5.14), (5.12) and (5.6), by which means we have arrived at (5.9). Since r may
be taken arbitrarily large for fixed ε, we have Zδ2(Aε) ≤ Zδ1(A) + ℓ(A)δ1/2 as required and the
proof of Lemma 5.4 is complete.
Proof of Theorem 3. As explained in the beginning of this section, it suffices to consider the
case where A ∈ K(GLd(R)) satisfies
ˇ̺(A) > ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
.
Define ℓ := ℓ(A), which is necessarily greater than 1. We have seen in Lemma 5.4 that there
exists ε0 such that if ε ∈ (0, ε0] then ℓ(Aε) = ℓ. Define
c := sup
(ε,δ)∈(0,ε0]×(0,∞)
Zδ(Aε)
which is clearly finite. We claim that in fact c = 0.
To prove this assertion let us suppose instead that c > 0. The quantity Zδ(Aε) is monotone
non-increasing with respect to each of the variables ε ∈ (0, ε0] and δ ∈ (0,∞), so in particular
lim
(ε,δ)→(0,0)
Zδ(Aε) = c.
Take (ε¯, δ¯) ∈ (0, ε0]× (0,∞) such that
ε ∈ (0, ε¯]
δ ∈ (0, δ¯]
}
⇒
(
1− αd
2
)
c < Zδ(Aε) ≤ c.
Now let δ1 ∈ (0, δ¯) be small enough that ℓδ1 < αdc. Applying Lemma 5.4 to Aε¯/2 we may choose
ε ∈ (0, ε¯
2
] small enough that
Zδ¯(Aε¯/2+ε) ≤ (1− αd)Zδ1(Aε¯/2) +
ℓδ1
2
.
We then have(
1− αd
2
)
c < Zδ¯
(
Aε¯/2+ε
) ≤ (1− αd)Zδ1(Aε¯/2) + ℓδ12 ≤ (1− αd)c+ αdc2
which is a contradiction, and we conclude that c = 0 as claimed.
Now, by (1.8) we trivially have ˇ̺(∧ℓAε)1/ℓ ≤ ˇ̺(Aε) for every ε > 0. On the other hand since
Zδ(Aε) = 0 whenever δ > 0 and ε ∈ (0, ε0] it follows from Lemma 5.1 that conversely ˇ̺(Aε) ≤
ˇ̺(∧ℓAε)1/ℓ for every ε ∈ (0, ε0], and so when ε belongs to this range the two quantities must be
equal. Since each of the sets ∧ℓAε is 1-dominated we conclude using Theorem 2 that
lim inf
B→A
ˇ̺(B) ≤ lim
ε→0
ˇ̺(Aε) = lim
ε→0
ˇ̺
(
∧ℓAε
)1/ℓ
= ˇ̺
(
∧ℓA
)1/ℓ
.
This completes the proof of Theorem 3.
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6. Further examples of discontinuity
Corollary 1.1 characterises completely the points A of discontinuity of the lower spectral radius
as those sets A which satisfy
ˇ̺(A) > ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
.
It may be however difficult to verify this condition in concrete situations. In this article we have
so far presented only one example where this condition is satisfied, namely Example 1.1. It is
therefore instructive to look for more examples.
We first observe that we may easily extend Example 1.1 to higher dimensions:
Example 6.1. Let B1 ∈ K(GLd1(R)) and B2 ∈ K(GLd2(R)), and suppose that there exists
λ ∈ R such that
inf
B1∈B1
σd1(B1) > λ >

 inf
B1∈B1
B2∈B2
|(detB1)(detB2)|


1
d1+d2
.
Choose arbitrary matrices R1 ∈ O(d1) and R2 ∈ O(d2), and define A ∈ K(GLd1+d2(R)) by
A =
{(
B1 0
0 B2
)
: B1 ∈ B1 and B2 ∈ B2
}
∪
{(
λR1 0
0 λR2
)}
.
We claim that ℓ(A) = d1 + d2 and ˇ̺(A) > ˇ̺(∧d1+d2A)
1
d1+d2 so that A is a discontinuity point of
the lower spectral radius.
Let us justify these claims. Since A contains a scalar multiple of an isometry it is obviously
not k-dominated for any k < d1 + d2, so we have ℓ(A) = d1 + d2 as claimed. It is clear that any
product of n elements of A forms a block diagonal matrix whose upper-left entry has norm at
least λn, and it follows easily that ˇ̺(A) = λ. On the other hand we have
ˇ̺
(
∧d1+d2A
) 1
d1+d2 =
(
inf
A∈A
|detA|
) 1
d1+d2
=

 inf
B1∈B1
B2∈B2
|(detB1)(detB2)|


1
d1+d2
< λ = ˇ̺(A)
as stated.
Note that if B1 ∈ K(GLd1(R)) and B2 ∈ K(GLd2(R)) are arbitrary then the sets tB1 and B2
will always meet the above criteria when t > 0 is sufficiently large. In particular we may construct
uncountably many sets of matrices which are discontinuity points of ˇ̺ and which are not pairwise
similar. Nevertheless these examples are quite particular in the sense that there is a common
invariant splitting.
In order to give more interesting examples, let us return to dimension 2. Let us show how
Example 1.1 may be generalised so as to replace the identity transformation on R2 with an
arbitrary rational rotation.
Example 6.2. Let R = Rqπ/p, where p > 0 and q are relatively prime integers. We will
explain how to find H ∈ GL2(R) such that the set A = {R,H} (which is obviously not
1-dominated) satisfies ˇ̺(A) > ˇ̺(∧2A)1/2.
Choose arbitrarily a positive δ < π/(2p) and a one-dimensional subspace V of R2. Let D
be the set of non-zero vectors in R2 whose angle with V is less than or equal to δ. Define
C := D ∪ RD ∪ · · · ∪Rp−1D so that we have RC = C. Let W be a one-dimensional subspace of
R
2 that does not intersect C, for example, Rπ/(2p)V . Let P ∈Md(R) be the projection with
image V and kernel W . Clearly there exists κ > 0 such that ‖Pv‖ ≥ 2κ‖v‖ for all v ∈ C. If P˜
is a invertible matrix sufficiently close to P then P˜C ⊆ D, |det P˜ | < κ2 and ‖P˜ v‖ ≥ κ‖v‖ for
all v ∈ C. Fix one such matrix P˜ and define H := κ−1P˜ and A := {R,H}. We observe that
|detH | < 1 so in particular ˇ̺(∧2A) = min{| detH |,detR} < 1. On the other hand if v ∈ C then
‖Rv‖ = ‖v‖, ‖Hv‖ ≥ ‖v‖ and both Rv and Hv belong to C, so it is easily seen that every product
of the matrices R and H has norm at least 1. In particular we have ˇ̺(A) = 1 > ˇ̺(∧2A)1/2 as
claimed.
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It is interesting to note that the set C in the example above satisfies all requirements from
Definition 1.1(b) for being a 1-multicone, except for strict invariance. Such ‘weak 1-multicones’
cannot exist if A = {H,Rθ} with θ/π irrational. In fact, it is an open problem whether ˇ̺(A) >
ˇ̺(∧2A)1/2 is possible or not in the irrational case. We develop this question further in § 7.3.
7. Open questions and directions for future research
7.1. Sets with non-invertible matrices
The results proved in this article are valid for compact subsets of GLd(R). It is not clear how to
extend those results to subsets of Md(R). Let us indicate one of the difficulties, related with the
notion of domination. In circumstances where we have demonstrated discontinuity of the lower
spectral radius we have done so using Definition 1.1(a), whereas when we have demonstrated
continuity of the lower spectral radius we have used Definition 1.1(b). For sets of non-invertible
matrices these two properties can fail to be equivalent, as the following example illustrates:
Example 7.1. Define A ∈ K(Md(R)) by
A :=



 2 0 00 0 0
0 0 1

 ,

 0 0 00 2 0
0 0 1



 .
Then A is 1-dominated in the sense of Definition 1.1(a) but does not satisfy Definition 1.1(b).
Furthermore it is not an interior point of the set of all 1-dominated matrix sets in the sense of
Definition 1.1(a), since for example pairs of the form
B :=



 2 0 00 2−m 0
0 0 1

 ,

 0 0 00 2 0
0 0 1




are clearly not 1-dominated in this sense.
7.2. Continuity on sets of fixed cardinality
In the proof of Theorem 3 we were able to show that if (1.11) is not satisfied for a fixed
set A ∈ K(GLd(R)) then there exist perturbed sets B ∈ K(GLd(R)) arbitrarily close to A such
that the lower spectral radius of B is less than that of A by a constant amount. If the original
set A has finite cardinality, however, this theorem does not yield any information about the
cardinality of the perturbed set B. Theorem 4 illustrates the interest of being able to show that
the perturbed set B can be chosen with the same cardinality as A. It is therefore natural to ask
whether Theorem 1 – in which the perturbed set has equal cardinality to the unperturbed set –
extends to K(GL2(R)), and whether it admits an analogue for higher-dimensional matrices.
We have already observed in Remark 4.1 that the assumption of positive determinant is
essential to our proof of Theorem 1. The following example demonstrates that this theorem
indeed does not extend directly to subsets of GL2(R):
Example 7.2. Define
A := {A1, A2}, where A1 :=
(
2 0
0 1
8
)
, A2 :=
(
1 0
0 −1
)
.
Then the map θ 7→ RθA is continuous at θ = 0.
Let us justify this assertion. Let
A1,θ := RθA1, A2,θ := RθA2,
and define C := {(x, y) ∈ R2 r {0} : |y| ≤ |x|}. If |θ| is sufficiently small then the cone A1,θC is
strictly contained in C and A2,θA1,θC ⊆ C. The matrix A1,θ increases the Euclidean norm of
every element of C and the matrix A2,θ is an isometry: since furthermore A22,θ = Id it follows
that a product Bn · · ·B1 of elements of RθA such that B1 = A1,θ cannot decrease the length of
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an element of C and hence must have norm at least 1. Since ρ(A2,θ) = 1 we deduce easily that
ˇ̺(RθA) = 1 when |θ| is sufficiently small.
The set A given in Example 7.2 nonetheless is a discontinuity point of ˇ̺ on the set of all pairs
of GL2(R)-matrices. To see this, consider the set An := {A1,Hn} where
Pn :=
(
1 e−2n
e−2n 1
)
, Hn := P
−1
n
(
e−1/n 0
0 −e1/n
)
Pn.
Direct calculation shows that H2n
2
n maps the horizontal axis onto the vertical axis. Thus in a
manner similar to Example 1.1 we see that ˇ̺(An) =
1
2
. This example emboldens us to make the
following conjecture:
Conjecture 7.1. For each n, d ≥ 1 the function ˇ̺: GLd(R)n → R+ is continuous at A if
and only if
ˇ̺(A) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)
where ℓ(A) is the smallest index of domination for A.
If this conjecture is valid then the set{
A ∈ GLd(R)n : ˇ̺(A) = ˇ̺
(
∧ℓ(A)A
)1/ℓ(A)}
is precisely the set of continuity points of the upper semi-continuous function ˇ̺: GLd(R)
n → R+,
and hence is a dense Gδ set. Clearly to compute ˇ̺(A) on this set it is sufficient to compute the
lower spectral radius of ∧ℓ(A)A, and so in the generic case the computation of ˇ̺ would – subject
to the validity of Conjecture 7.1 – be reduced to the computation of the lower spectral radii of
1-dominated sets.
7.3. The Lebesgue measure of the discontinuity set
In the previous discussions we have noted that since the lower spectral radius is upper semi-
continuous, its points of continuity form a residual set, and are thus ‘large’ in a topological sense.
In an alternative direction, for finite sets A ⊂ GLd(R) of fixed cardinality n we could ask how
large is the set of continuity points of ˇ̺ in the sense of Lebesgue measure on GLd(R)
n. In the
case of pairs of 2× 2 matrices with positive determinant we believe that the set of continuity
points is much smaller in the sense of Lebesgue measure than it is in the topological sense.
Definition 7.1. LetH ⊂ SL2(R) denote the set of all matrices with distinct real eigenvalues,
and E ⊂ SL2(R) the set of all matrices with distinct non-real eigenvalues. We say that the pair
(H,R) ∈ H× E resists impurities if there exist constants ε, λ > 0 depending on (H,R) such that
if An · · ·A1 is a product of the matrices H and R which features at most εn instances of R, then
‖An · · ·A1‖ ≥ eλn.
The following conjecture was introduced in [BF’06, §5.3]; some partial results may be found
in [AR’09, FK’08].
Conjecture 7.2. The set of pairs (H,R) ∈ H × E that resist impurities has full Lebesgue
measure in H× E .
The above conjecture, if correct, implies that the set of discontinuities of ˇ̺ on GL2(R)
2 is
large in the sense of Lebesgue measure. We note:
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Proposition 7.1. Conjecture 7.2 is equivalent to the following statement: the set of
discontinuities of ˇ̺: GL2(R)
2 → R+ on the open set
U := {(αH, βR) ∈ GL+2 (R)2 : H ∈ H, R ∈ E and β > α > 0}
has full Lebesgue measure in that set.
Proof. For all A ∈ GL2(R)2, we have ˇ̺(A) ≥ ˇ̺(∧2A)1/2. Since the left-hand side of this
inequality is an upper-semicontinuous function, and the right-hand side is continuous by (1.7),
the points A where equality holds are points of continuity of ˇ̺: GL2(R)
2 → R+. The converse to
this statement is true and follows by Theorem 1. We therefore must show that Conjecture 7.2 is
valid if and only if almost every A = (αH, βR) ∈ U satisfies ˇ̺(A) > α.
Let us first show that Conjecture 7.2 implies the claimed statement. Clearly the set of all
(αH,βR) ∈ U such that (H,R) resists impurities has full Lebesgue measure, so it suffices to
show that every such pair has lower spectral radius greater than α. Given such H,R,α, β let ε, λ
be the constants associated to the pair (H,R). Let An · · ·A1 be a product of elements of the
matrices αH and βR, which we assume to contain exactly k1 instances of αH and exactly k2
instances of βR. Write An · · ·A1 = αk1βk2Bn · · ·B1 where each Bi is either H or R. If k2 ≤ εn
then
‖An · · ·A1‖ ≥ αn‖Bn · · ·B1‖ ≥ eλnαn,
and if k2 > εn then
‖An · · ·A1‖ ≥ αk1βk2 ≥ α(1−ε)nβεn,
so
ˇ̺(A) ≥ min
{
eλα, α1−εβε
}
> α
as required.
Conversely let us suppose that the set
{(αH, βR) ∈ U : ˇ̺({αH, βR}) > α}
has full Lebesgue measure in U . By integrating over the parameters α, β and using Fubini’s
theorem we deduce that there exist α0, β0 such that β0 > α0 > 0 and the set
{(H,R) ∈ H × E : ˇ̺ ({α0H,β0R}) > α0}
has full Lebesgue measure in H× E . It suffices to show that every element of this set resists
impurities. Given such (H,R) let us write ˇ̺({α0H,β0R}) = e2δα0 > α0. If (α0H,β0R) does not
resist impurities then for each ε > 0 we may find a product Bn · · ·B1 of the matrices H and
R, with k1 instances of the former matrix and k2 < εn instances of the latter matrix, such that
‖Bn · · ·B1‖ ≤ enδ . Hence
e2nδαn0 = ˇ̺({α0H,β0R})n ≤ αk10 βk20 ‖Bn · · ·B1‖ ≤ α(1−ε)n0 βεn0 enδ
and therefore
eδα0 < e
2δα0 ≤ eδα1−ε0 βε0 .
Letting ε→ 0 yields a contradiction, and so that (H,R) resists impurities as claimed.
Motivated by this correspondence we pose the following weaker version of Conjecture 7.2:
Conjecture 7.3. The set of discontinuities of ˇ̺: GL2(R)
2 → R+ has positive Lebesgue
measure.
It is known that pairs of matrices (H,Rθ) which resist impurities exist, and indeed by the above
arguments it may be seen that the pairs of matrices in Example 6.2 have this property when
their determinants are normalised to 1. Unfortunately these are essentially the only examples
known to us. These examples have the property that θ/π is rational in such a manner that
powers of Rθ cannot map the expanding subspace of H onto, or even arbitrarily close to, the
contracting subspace of H . If Conjecture 7.2 is true then for typical (H,R) ∈ H × E , although
there are products that map the expanding subspace of H (or that of any other matrix in H
formed from products of matrices R and H) very close to its contracting subspace, these products
must contain many instances of R.
Page 28 of 30 JAIRO BOCHI AND IAN D. MORRIS
Acknowledgements. We thank Christian Bonatti and Micha l Rams for important
discussions. We also thank the two referees for a number of corrections and suggestions.
References
A’98 L. Arnold Random dynamical systems. Springer Monographs in Mathematics. Springer-Verlag,
Berlin, 1998. (Cited on pages 4 and 10.)
ABD’12 A. Avila, J. Bochi, D. Damanik. Opening gaps in the spectrum of strictly ergodic Schro¨dinger
operators. J. Eur. Math. Soc. 14 (2012), no. 1, 61–106. (Cited on pages 15 and 18.)
ABY’10 A. Avila, J. Bochi, J.–C. Yoccoz. Uniformly hyperbolic finite-valued SL(2,R)-cocycles. Comment.
Math. Helv. 85 (2010), no. 4, 813–884. (Cited on pages 4 and 9.)
AR’09 A. Avila, T. Roblin. Uniform exponential growth for some SL(2,R) matrix products. J. Mod. Dyn.
3 (2009), no. 4, 549–554. (Cited on page 26.)
Ba’88 N.E. Barabanov. On the Lyapunov exponent of discrete inclusions. I. Automat. Remote Control
49 (1988), no. 2, part 1, 152–157. (Cited on pages 1, 6, and 12.)
BW’92 M.A. Berger, Y. Wang. Bounded semigroups of matrices. Linear Algebra Appl. 166 (1992), 21–27.
(Cited on page 2.)
BCJ’09 V.D. Blondel, J. Cassaigne, R.M. Jungers. On the number of α-power-free binary words for
2 < α ≤ 7/3. Theoret. Comp. Sci. 410 (2009), 2823–2833. (Cited on page 1.)
BJP’06 V.D. Blondel, R.M. Jungers, V.Yu. Protasov. On the complexity of computing the capacity
of codes that avoid forbidden difference patterns. IEEE Trans. Inform. Theory 52 (2006), no. 11,
5122–5127. (Cited on page 1.)
BN’05 V.D. Blondel, Yu. Nesterov. Computationally efficient approximations of the joint spectral radius.
SIAM J. Matrix Anal. Appl. 27 (2005), no. 1, 256–272. (Cited on page 1.)
BTV’03 V.D. Blondel, J. Theys, A.A. Vladimirov. An elementary counterexample to the finiteness
conjecture. SIAM J. Matrix Anal. Appl. 24 (2003), no. 4, 963–970. (Cited on pages 1, 2, and 7.)
Boc’13 J. Bochi. Generic linear cocycles over a minimal base. Studia Math., 218 (2013), no. 2, 167–188.
(Cited on pages 17, 20, and 21.)
BF’06 J. Bochi, B. Fayad. Dichotomies between uniform hyperbolicity and zero Lyapunov exponents for
SL(2,R) cocycles. Bull. Braz. Math. Soc. 37, no. 3 (2006), 307–349. (Cited on page 26.)
BG’09 J. Bochi, N. Gourmelon. Some characterizations of domination. Math. Z. 263 (2009), no. 1, 221–
231. (Cited on pages 3, 4, and 11.)
BR J. Bochi, M. Rams. The entropy of Lyapunov-optimizing measures of some matrix cocycles. Preprint
arXiv:1312.6718 (Cited on page 12.)
BV’05 J. Bochi, M. Viana. The Lyapunov exponents of generic volume-preserving and symplectic maps.
Ann. of Math. 161 (2005), no. 3, 1423–1485. (Cited on pages 3, 17, and 19.)
BDV’05 C. Bonatti, L.J. Dı´az, M. Viana. Dynamics beyond uniform hyperbolicity: a global geometric and
probabilistic perspective. Encyclopaedia of Mathematical Sciences, 102. Springer-Verlag, Berlin,
2005. (Cited on page 3.)
Bou’00 T. Bousch. Le poisson n’a pas d’areˆtes. Ann. Inst. H. Poincare´ Probab. Statist. 36 (2000), no. 4,
489–508. (Cited on pages 6 and 12.)
Bou’01 . La condition de Walters. Ann. Sci. E´cole Norm. Sup. 34 (2001), no. 2, 287–311. (Cited on
page 6.)
BM’02 T. Bousch, J. Mairesse. Asymptotic height optimization for topical IFS, Tetris heaps, and the
finiteness conjecture. J. Amer. Math. Soc. 15 (2002), no. 1, 77–111. (Cited on pages 1, 2, 7, 8, and 12.)
CK’00 F. Colonius, W. Kliemann. The dynamics of control. Systems & Control: Foundations &
Applications. Birkha¨user, Boston, 2000. (Cited on page 3.)
CGSZ’10 A. Cicone, N. Guglielmi, S. Serra-Capizzano, M. Zennaro. Finiteness property of pairs of 2× 2
sign-matrices via real extremal polytope norms. Linear Algebra Appl. 432 (2010), no. 2–3, 796–816.
(Cited on page 7.)
DHX’13 X. Dai, Y. Huang, M. Xiao. Extremal ergodic measures and the finiteness property of matrix
semigroups. Proc. Amer. Math. Soc. 141 (2013), no. 2, 393–401. (Cited on pages 1 and 7.)
DL’92 I. Daubechies, J.C. Lagarias. Two-scale difference equations. II. Local regularity, infinite products
of matrices and fractals. SIAM J. Math. Anal. 23 (1992), 1031–1079. (Cited on page 1.)
DK’11 F. Dekking, B. Kuijvenhoven. Differences of random Cantor sets and lower spectral radii. J. Eur.
Math. Soc. 13 (2011), no. 3, 733–760. (Cited on page 1.)
DST’99 J.M. Dumont, N. Sidorov, A. Thomas. Number of representations related to a linear recurrent
basis. Acta Arith. 88 (1999), 371–396. (Cited on page 1.)
FK’08 B. Fayad, R. Krikorian. Exponential growth of product of matrices in SL(2,R). Nonlinearity 21
(2008), no. 2, 319–323. (Cited on page 26.)
GP’13 N. Guglielmi, V.Yu. Protasov. Exact computation of joint spectral characteristics of linear
operators. Found. Comput. Math. 13 (2013), no. 1, 37–97. (Cited on pages 1, 6, 8, 9, and 12.)
GWZ’05 N. Guglielmi, F. Wirth, M. Zennaro. Complex polytope extremality results for families of
matrices. SIAM J. Matrix Anal. Appl. 27 (2005), no. 3, 721–743. (Cited on page 1.)
CONTINUITY OF THE LOWER SPECTRAL RADIUS Page 29 of 30
GZ’09 N. Guglielmi, M. Zennaro. Finding extremal complex polytope norms for families of real matrices.
SIAM J. Matrix Anal. Appl. 31 (2009), no. 2, 602–620. (Cited on pages 1 and 8.)
G’95 L. Gurvits. Stability of discrete linear inclusion. Linear Algebra Appl. 231 (1995), 47–85. (Cited
on page 1.)
G’96 . Stability of linear inclusions – Part 2. NECI Technical Report TR96-173 (1996). (Cited on
page 2.)
HMST’11 K.G. Hare, I.D. Morris, N. Sidorov, J. Theys. An explicit counterexample to the Lagarias–Wang
finiteness conjecture. Adv. Math. 226 (2011), no. 6, 4667–4701. (Cited on pages 1, 2, and 7.)
HS’95 C. Heil, G. Strang. Continuity of the joint spectral radius: application to wavelets. Linear algebra
for signal processing (Minneapolis, MN, 1992), IMA Vol. Math. Appl. 69, p. 51–61, Springer, New
York, 1995. (Cited on page 2.)
J’09 R.M. Jungers. The joint spectral radius: theory and applications. Lecture Notes in Control and
Information Sciences, 385. Springer-Verlag, Berlin, 2009. (Cited on pages 1 and 2.)
J’12 . On asymptotic properties of matrix semigroups with an invariant cone. Linear Algebra Appl.
437 (2012), 1205–1214. (Cited on pages 1 and 6.)
JB’08 R.M. Jungers, V.D. Blondel. On the finiteness property for rational matrices. Linear Algebra
Appl. 428 (2008), no. 10, 2283–2295. (Cited on page 7.)
K’10 V. Kozyakin. An explicit Lipschitz constant for the joint spectral radius. Linear Algebra Appl. 433
(2010), 12–18. (Cited on pages 2 and 5.)
KLS’89 M.A. Krasnosel’ski˘ı, E.A. Lifshits, A.V. Sobolev. Positive linear systems: the method of positive
operators. Sigma Series in Applied Mathematics, 5. Translated from the Russian by Ju¨rgen Appell.
Heldermann Verlag, Berlin, 1989. (Cited on page 4.)
KS’75 M.A. Krasnosel’ski˘ı, A.V. Sobolev. Cones of finite rank. Dokl. Akad. Nauk SSSR 225 (1975),
no. 6, 1256–1259. (Cited on page 4.)
LW’95 J.C. Lagarias, Y. Wang. The finiteness conjecture for the generalized spectral radius of a set of
matrices. Linear Algebra Appl. 214 (1995), 17–42. (Cited on pages 2 and 7.)
MB’88 S. Mac Lane, G. Birkhoff. Algebra. Third edition. Chelsea Publishing Co., New York, 1988.
(Cited on page 4.)
Ma’08 M. Maesumi.Optimal norms and the computation of joint spectral radius of matrices. Linear Algebra
Appl. 428 (2008), no. 10, 2324–2338. (Cited on pages 7 and 8.)
MW’14 O. Mason, F. Wirth. Extremal norms for positive linear inclusions. Linear Algebra Appl. 444
(2014), 100–113. (Cited on pages 2 and 5.)
MOS’01 B.E. Moision, A. Orlitsky, P.H. Siegel. On codes that avoid specified differences. IEEE Trans.
Inform. Theory 47 (2001), no. 1, 433–442. (Cited on page 1.)
Mo’13 I.D. Morris. Mather sets for sequences of matrices and applications to the study of joint spectral
radii. Proc. London Math. Soc. 107 (2013), 121–150. (Cited on pages 1 and 8.)
MS’13 I.D. Morris, N. Sidorov. On a devil’s staircase associated to the joint spectral radii of a family of
pairs of matrices. J. Eur. Math. Soc. 15 (2013), no. 5, 1747–1782. (Cited on pages 1, 2, and 7.)
N T. Neary. Undecidability in binary tag systems and the Post correspondence problem for four pairs
of words. Preprint arXiv:1312.6700 (Cited on page 2.)
Pa’82 K.J. Palmer. Exponential separation, exponential dichotomy and spectral theory for linear systems
of ordinary differential equations. J. Differential Equations 46 (1982), no. 3, 324–345. (Cited on
page 3.)
Pa’70 M.S. Paterson. Unsolvability in 3× 3 matrices. Studies in Appl. Math. 49 (1970), 105–107. (Cited
on page 2.)
Pr’00 V.Yu. Protasov. Asymptotic behaviour of the partition function. Sb. Math. 191 (2000), 381–414.
(Cited on page 1.)
Pr’04 . On the regularity of de Rham curves. Izv. Math. 68 (2004), 567–606. (Cited on page 1.)
PJB’10 V.Yu. Protasov, R.M. Jungers, V.D. Blondel. Joint spectral characteristics of matrices: a conic
programming approach. SIAM J. Matrix Anal. Appl. 31 (2009/10), no. 4, 2146–2162. (Cited on
pages 1 and 9.)
R’03 G.-C. Rota. Gian-Carlo Rota on analysis and probability. Contemporary Mathematicians,
Birkha¨user, Boston, 2003. (Cited on page 1.)
RS’60 G.-C. Rota, G. Strang. A note on the joint spectral radius. Indag. Math. 22 (1960), 379–381.
(Cited on page 1.)
S’93 G. Strang. Wavelet transforms versus Fourier transforms. Bull. Amer. Math. Soc. 28 (1993), no. 2,
288–305. (Cited on page 1.)
TB’97a J.N. Tsitsiklis, V.D. Blondel.When is a pair of matrices mortal? Inform. Process. Lett. 63 (1997),
no. 5, 283–286. (Cited on page 2.)
TB’97b . The Lyapunov exponent and joint spectral radius of pairs of matrices are hard – when not
impossible – to compute and to approximate. Math. Control Signals Systems 10 (1997), no. 1, 31–40.
(Cited on page 2.)
W’02 F. Wirth. The generalized spectral radius and extremal norms. Linear Algebra Appl. 342 (2002),
17–40. (Cited on pages 2 and 5.)
W’05 . On the structure of the set of extremal norms of a linear inclusion. Proceedings of the
44th IEEE Conference on Decision and Control and the European Control Conference 2005, Seville,
Spain, December 12-15, 2005. (Cited on page 6.)
Page 30 of 30 CONTINUITY OF THE LOWER SPECTRAL RADIUS
Jairo Bochi
Departamento de Matema´tica, Pontif´ıcia
Universidade Cato´lica do Rio de Janeiro,
Rua Mq. S. Vicente 225, Rio de Janeiro
Brazil
Ian D. Morris
Department of Mathematics, University of
Surrey, Guildford GU2 7XH
United Kingdom
i.morris@surrey.ac.uk
Current address:
Facultad de Matema´ticas, Pontificia
Universidad Cato´lica de Chile, Av.
Vicun˜a Mackenna 4860, Santiago
Chile
