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Abstract
The scope of this paper is to present a wavelet-basedtech-
nique aimed at determining the range of existence for the
moments of arbitrary random variables. Our work relies
on the characterization of the local H¨ older regularity of
the characteristic function, as an indicator of the interval
bounds under interest.
Our motivation stems from multifractal analysis of pro-
cesses.
1 Introduction
Singularity spectra are standard measures used to charac-
terize processes with strong scaling properties like scale
invariance of multifractal structures. Although several
deﬁnitions exist, we focus our interest on Legendresingu-
larityspectrum. Probablythemostsimpleto estimate,this
spectrum has gained ﬂexibility with the considerable de-
velopment of wavelets [1]. However, its calculation com-
prises a tricky step that consists in estimating the wavelet
coefﬁcients’ moments of all orders (from
￿
￿ to
￿
￿ )!
Aside from the difﬁculty inherent to their estimation, in
general we do not even know if they exist
￿
￿
￿
￿
￿ In this pa-
per, we propose to tackle this issue, building an existence
test of moments that will serve to supervise multifractal
spectrum estimation.
Outline of the paper is as follows: we ﬁrst recall some
basics on fractal analysis and wavelet decompositions. In
section 3 we deﬁne three different processes with spe-
ciﬁc fractal properties that we will employ as illustra-
tive examples for our existence test routine. Section 4
presents the method and its implementation. The last sec-
tion shows experimental results. We end with conclusion
and prospective comments.
2 Fractal Analysis
2.1 Deﬁnitions
Processes with local singularities (cusps, ridges, edges,
chirps, etc.) appear in many situations [1, 2, 8], and
very often, these discontinuities or transients conveymost
useful information about the underlying system. From a
mathematical point of view, the local H¨ older regularity
allows for measuring and ranking singularity strengths of
functions and graphs of processes.
￿
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Deﬁnition 1 The local H¨ older regularity
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If it exists,
￿ is the Taylor polynomial of
￿ around
￿
￿
￿
and corresponds to the regular part of
￿ , whereas the sin-
gularitybehavioris characterizedbyan algebraicfunction
that bounds the local variations of
￿ in the vicinity of
￿
￿
￿ .
In most real-world applications, this H¨ older regularity
￿
￿
￿
￿
￿
￿
￿ is nota smooth,andperhapsnotcontinuousfunction,
turning very difﬁcult its point-wise estimation. Anyway,
it happens that
￿
￿
￿
￿
￿
￿
￿ is a random process itself, and in that
case, estimating a particular path of its trajectory is cer-
tainly not a judicious task. Rather, we prefer to quantify
the frequency of occurrence (in
￿ ) of a given singularity
strength
￿ . This global approach gives rise to the notion
of multifractal spectra:
Deﬁnition 2 The Hausdorff multifractal spectrum is de-
ﬁned as the Hausdorff dimension of the sets of iso-
regularity points:
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The Hausdorff spectrum gives a compact description of
the singularity structure of processes. It takes values be-
tween
￿
)
1 and
2 : smaller
#
￿
$
￿
￿
￿ means that “fewer” points
￿ behave with strength
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We refertoprocess
6 as amultifractal,ifits multifractal
spectrum is rich, i.e. if the sets of iso-regularityare highly
interwoven, forming a dense multifractal decomposition
of the support of
6 [6].
2.2 Fractal analysis with wavelets
A wavelet analysis consists in a linear decomposition of a
signal
6 onto a set of analyzing functions1
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1We restrict ourselves to the case of continuous wavelet transforms,
even though all theoretic results we present here transpose directly to the
discrete framework of orthogonal wavelets.Conceptually, this transform can be viewed as a partition-
ing of the time-frequency space, where
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; . All
of these time-frequency cells
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; are time-shifted and
scale changed versions of a unique prototype function
7 .
Therefore, for the time-frequency tiling to be consistent,
themotherwaveletmustbelocalizedinthetimeandinthe
frequency domain simultaneously. Formally, these con-
straints transpose to the following admissibility condition
pair:
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The parameter
￿
￿
￿ denotes the number of vanishing mo-
ments of the wavelet, yielding a transform that is orthog-
onal to polynomial trends in
6 of degree up to
￿
￿
￿ .
Now, because equation (3) conveys information on the
local oscillatory behavior of the analyzed process
6 , it is
possibletoaccess thelocal Holderexponent
￿
￿
￿
￿
￿
￿
￿ fromthe
dynamic of wavelet coefﬁcients across scales, according
to [3]:
Theorem 1 If the signal
6 has local H¨ older regularity
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Reciprocally, for
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then,
6 has local regularity
￿
￿
￿
￿
￿
￿
￿
￿
￿ at time
￿
￿
￿ .
This result shows that at the vicinity of the singularity,
the decay of wavelet coefﬁcients magnitude obey an al-
gebraic function very akin to that of deﬁnition 1. This
suggests to consider
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as an alternative scaling
exponent, that in contrast with the increments involved in
equation (1), is unaffected by polynomial trends in
6 . In
practice, we retain the sole wavelet coefﬁcients lying on
the local maxima modulus line that points to the singular-
ity. A linear regression of these coefﬁcients versus scale
in a Log-Log plot gives rise to an estimate of the H¨ older
exponent
￿
￿
￿
￿
￿
￿
￿
￿
￿ [4, 5].
Returning to multifractals, processes that are singular ev-
erywhere with H¨ older exponent varying erratically with
time, this approach falls down. Instead, we turn to multi-
fractal spectrum characterization.
While the multifractal spectrum deﬁned in (2) contains
valuable information on the singularity behavior of
6 , it
is, unfortunately, hard to calculate. A simpler approach
makes use of the theory of large deviations [7]. In this
analysis,
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?
. In our context, this cor-
responds to studying the scaling behavior of the moments
of the wavelet coefﬁcients.
Deﬁnition 3 Given a process
6 , the wavelet-based parti-
tion function is deﬁned as:
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The partition function measures the scaling of the mo-
ments and higher-order dependencies of the wavelet co-
efﬁcients and the singularity structure of the process all
in one. Note that
$
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￿ is always concave, since mo-
ment generating functions are log-convex, and its exis-
tence supposes convergence of high order moments for
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The multifractal formalism posits that the multifractal
spectrum can be calculated by taking the Legendre trans-
form of the corresponding log moment generating func-
tion [8, 9]
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For obvious reasons, the function
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￿
￿ is termed the
Legendre spectrum.
3 Fractal processes
3.1 Fractional Brownian motion
Deﬁnition 4 A fractional Brownian motion
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By deﬁnition, index
: plays a key-role in the proper-
ties of a fBm. In particular,it controls the regularityof the
graph
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￿ , turning
: -fBm a ﬂexible archetype for fractal
processes.
On the other hand, wavelet tools have widely prompted
the success of
: -fBms as a model for scale-invariantpro-
cesses. With this respect, one main result posits normality
and stationarity of the wavelet series
T
O
U
6
8
7
R
V
￿
￿
￿
￿
H
G
?
￿ within
scale [10], allowing then to replace in (6) the
% th or-
der momentof
￿
T
O
U
6
8
7
R
V
￿
￿
￿
￿
H
G
?
￿
￿
with its empirical estimator
(henceforth we consider a single realization of the ana-
lyzed process sampled on a uniform lattice
￿
￿
￿
￿
E
,
G
G
￿
￿
2
W
G
￿
￿
￿
￿
￿
￿
￿
G
E
G
￿
￿
1 )
H
￿
&
%
<
G
?
￿
￿
%
￿
1
G
J
I
@
B
A
K
￿
L
￿
￿
T
O
U
6
=
7
R
V
￿
￿
￿
￿
￿
G
?
￿
￿
0
￿ (8)
Next, given
T
O
U
6
8
7
R
V
￿
￿
￿
￿
H
G
?
￿ is normal,
H
￿
&
%
<
G
?
￿ is deﬁned
only for
%
M
@
￿
)
1 , and the partition function (6) reads
$
￿
&
%
￿
-
￿
￿
’
(
;
*
)
￿
+
￿
￿
!
 
H
￿
&
%
<
G
?
￿
￿
￿
!
 
?
￿
O
N
%
2
:
%
M
@
￿
)
1
Z
G
￿
￿
%
 
￿
)
1
Z
G (9)
2that ﬁnally conduces to the multifractal Legendre spec-
trum2
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Here,
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￿ is said degeneratedgiven
: -fBms are mono-
fractal processes.
3.2 Self-Similar stable processes
Relaxing normality constraint holding for
: -fBm, self-
similar stable processes are fractals well adapted for inﬁ-
nite variance stochastic models [13]
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In this integral representation,
￿ is a symmetric sta-
ble measure with characteristic exponent
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an integral kernel that controls the fractal properties of
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￿ , yields the linear fractional stable motion
[13]. A detailed study of this process [14, 15] shows that
at eachscale, thewavelet coefﬁcientsofits decomposition
are identically distributed according to a stable law with
same stable index
￿ as
6 . Then, taking into account the
range of existence (
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￿ ) for the moments of a
stable random variable and following the lines of
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analysis, we get [9]:
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and the corresponding multifractal spectrum:
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3.3 Multifractal processes
Mono-fractals like
: -fBm and self-similar stable pro-
cesses, albeit providingus with elegant fractal paradigms,
are too simple to serve as modelsfor most real-worldsitu-
ations. As a matter of fact, multifractal analysis was lack-
ing models in close form with singularity spectra easy to
monitor, until a novel multifractal process was proposed
in [9]:
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In this deﬁnition
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￿ stands for a monotonicmultiplica-
tive cascade with ﬂexible true multifractal properties (i.e.
non degenerated multifractal spectrum), and
6
7 repre-
sents a
: -fBm (or more generally any self-similar pro-
cess with index
: ). Based ona multifractaltime warping,
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￿ combines in one the rich multifractal structure of a
2The statistics of this estimator are detailed in [12].
multiplicative cascade and the self-similarity along with
the non-monotonicity of a
: -fBm path. For this com-
pound process we have the fundamental result [9]:
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In a pioneer work [1], wavelet tools have proved very
efﬁcient at characterizing the multifractal nature of cas-
cades. In [16] preliminary results concerning statistics of
this new multifractal process wavelet decompositionwere
proposed, stating in particular stationarity of the coefﬁ-
cients series within scale. This permits to use empirical
estimator (8) to estimate the multifractal spectrum (15)
attached to
￿
￿
￿
￿
￿
￿ .
4 Testing existence of moments
4.1 Method
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The consequent bias on the spectrum
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discriminating mono-fractals from true multifractal pro-
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this direction, we now propose a simple wavelet-based
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This technique relies on the characteristic function of
the random variable
B .
Deﬁnition 5 If
B is distributed with density
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The characteristic function is naturally maximum at the
origin
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moment generating function of
B , according to [18]:
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This result plays a key-role in the method we propose to
estimate the interval
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the problem at hand into a differentiability analysis of the
characteristic function at the origin.
3Recalling theorem1, we suggest toﬁrst performa wavelet
decomposition (3) of the characteristic function:
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where
￿ stands for the Fourier transform of wavelet
7 .
We then use
T
O
U
$
V
￿
￿
&
%
Z
G
?
￿ as input ingredient of theorem 1
toestimatethelocalH¨ olderregularity
￿
￿
￿
$
2
0
￿ , andthetest of
existence of moments
!
0 for RV
B relies on the following
conjecture:
Proposition 1 Given the characteristic function
$
￿
&
%
￿
￿ of
a random variable
B , its local H¨ older regularity at the
origin controls the number of existing moments of
B :
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Very irregular functions
$
￿
&
%
￿
￿ for
%
￿
2 , will most
likelycorrespondto randomvariableswith heavytail den-
sities.
Let us now return to the multifractal analysis of a
process
6 , and assume that for all scales, moments
-
/
￿
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￿
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exist up to
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￿ . Then ﬁxing
?
,
from a straightforward application of proposition 1 to
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T
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6
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￿
￿
￿
H
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, we deduce an upper bound
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￿
￿
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;
 
￿ for
the support of the partition function
$
￿
&
%
￿ . Mutatis mutan-
dis, if we replace
B with the new RV
B
￿
￿
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￿
￿
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￿
H
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￿
￿
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,
anestimate forthelowerbound
%
￿
￿
￿
￿ ofthepartitionfunc-
tion
$
￿
&
%
￿ derives along the same lines.
From a practical viewpoint, we do not have access to
the characteristic function (17) directly. Instead we use
the empirical estimator
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for
% uniformly sampled on an interval centered on zero
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/ . One im-
portant issue is then the choice of the sampling rate
￿ .
As we aim at measuring the local regularity of
￿
$
at the
origin, too tight of a sampling would amount to estimate
the regularity of the component Argmax
￿
+
￿
￿
￿
￿
￿
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in the sum (21), leading systematically to
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￿
￿
￿
￿ .
Conversely, discretizing
% on a grid that is too loose risks
to under-sample fast oscillations of
$
induced by utmost
values of
B
￿ , yielding a biased estimate for H¨ older expo-
nent
￿
￿
￿
$
2
0
￿ . In order to manage the trade-off between these
two noxious situations, we propose to use a Shannon-like
formula to tune the sampling rate
￿ :
￿
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￿
￿
B
￿
￿
￿ (22)
In the next section, we present numerical results ob-
tained when applying the method to simulated processes.
This very preliminary study merely seeks at illustrating
the method. Further developments, including statistics of
the estimator (bias, convergencerate, consistency, etc
￿
￿
￿
￿
￿
), are now under investigation.
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Figure 1: Estimated characteristic functions
$
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’
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*
for: (a) the
wavelet coefﬁcients of a
+ -fBm - (b) inverse of the wavelet co-
efﬁcients of a
+ -fBm. Estimation is based upon one realization
of
,
.
-
&
0
/
￿
*
sampled over
1
3
2
￿
4 data points.
4.2 Experimental results
We start with fractional Brownian motions. We consider
the random variable
B
￿
T
O
U
6
8
7
4
V
￿
￿
￿
￿
H
G
?
￿
1
￿
￿ , obtained
from the wavelet decomposition of a single realization
of a
: -fBm. Independently of the value
: , we obtain
a typical smooth Gaussian shape for the estimated mo-
ment generating function (Fig. 1). Estimating the H¨ older
regularity at the origin using a wavelet with
￿
￿
￿ vanish-
ing moments, we get systematically
￿
￿
&
￿
$
2
0
￿
￿
￿
<
￿
￿
￿ , fore-
casting moments
!
0 existing for all positive
% ’s. Now,
if we start again the procedure with the random variable
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￿
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,
￿
$
￿
&
%
￿
￿ clearly shows a discon-
tinuity at the origin (Fig. 1), for which wavelet analysis
assesses a singularity strength
￿
￿
￿
￿
$
2
0
￿
&
￿
M
1 . From these two
estimates, we recover that the partition function
$
￿
&
%
￿ for
a
: -fBm is supported on the interval
%
J
￿
￿
￿
)
1
Z
G
￿
￿
￿ . Let
us emphasize that in all our experiments we do not re-
strict theanalysistothelocalmaximaofthewavelettrans-
form
T
O
U
6
=
7
R
V
￿
￿
￿
￿
H
G
?
￿ , as it is suggested in [1]. Because local
maximahavea differentdensityfromrawcoefﬁcients,the
limits – andprincipally
%
￿
￿
￿
￿ – wouldsigniﬁcantlychange
as well.
As pointed out in [17], determining the support of
$
￿
&
%
￿
becomes crucial when dealing with inﬁnite variance pro-
cesses like self-similar stable processes. Choosing linear
fractional stable motions (11) with ﬁxed
: and
￿ ranging
from
2
W
￿
5 to
1
Z
￿
6 , we use our existence test to estimate the
upper bound
%
￿
￿
4
;
 
￿ , that we compare with theoretical the-
oretical limits in (12). Like in the previous case we use a
single realizationofthe process, andconsiderthe series of
its wavelet expansion
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￿
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￿
￿
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￿
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￿
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1
￿
￿ . After estima-
tion of
￿
$
￿
&
%
￿
￿ , we compare the measured regularity
￿
￿
￿
￿
$
2
0
￿ to
the theoretical
￿ . Results are presented in table 1. Note,
that given the sample size (10 independent realizations)
we used to get these results, clearly we do not pretend as-
sessing the statistical performances of the estimator. Yet,
one can appreciate the fair agreement with theoretic sta-
ble index
￿ , allowing to use
￿
￿
￿
￿
$
2
0
￿ as an upper bound for
the support of the partition function
$
￿
&
%
￿ . Concerning the
lower bound
%
￿
￿
￿
￿ , we ﬁnd out that regardless of the value
for
￿ , moments are deﬁned for negative
% ’s greater that -1
only, in accordance with theory.
At this point, we can check if our routine allows for
discriminating a self-similar stable processes from true
multifractals like (14). Towards this end, we synthesize a
4￿ 0.3 0.6 1 1.4 1.7
￿
￿
￿
￿
￿
￿
$
2
0
￿
￿
￿ 0.30 0.58 1.04 1.41 1.71
Var
(
￿
￿
￿
￿
$
2
0
￿
/ 0.068 0.069 0.060 0.12 0.05
Table 1: Empirical mean and standard deviation on
$
￿
&
￿
￿
*
cal-
culated over a 10 realizations trial of linear fractional
￿ -stable
motions (4096 data points each).
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Figure 2: (a) Empirical characteristic function
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is a binomial measure where the multipliers
follow a
￿ -symmetric distribution with parameter
￿
￿
￿
￿
￿
￿
￿
. (b)
Linear regression of the maximum modulus wavelet coefﬁcients
of
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versus scale in a bi-logarithmic plot. The resulting slope
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, is an estimator for
￿ .
fractional Brownian motionin multifractaltime
￿
￿
￿
￿
￿
￿ with
:
￿
1
￿
E
￿ . The underlying binomial cascade
￿
￿
￿
￿
￿
￿ has
symmetric-
￿ distributed multipliers [9, 16], with
#
￿
D
2
W
￿
6 .
We thenreiterateourtest ofexistenceofmoments(20)for
the wavelet decomposition of
￿
: we ﬁnd out that H¨ older
regularity of
￿
$
￿
&
%
￿
￿ at the origin grows with the number of
vanishing moments of the analyzing wavelet. This situa-
tion contrasts signiﬁcantly with the
￿ -stable case to assert
that, despite their resemblancein shape, they strongly dif-
fer from their fractal nature.
We ﬁnish this section mentioning that the proposed
technique can also serve to access indices of some pa-
rameterized density functions. We already saw an ex-
ample with
￿ -stable laws (table 1), but
￿ -distributions
used for the multipliers of
￿
￿
￿
￿
￿
￿ in (14) constitute other
candidates. We know that symmetric
￿ -distributed RV
have ﬁnite moments of order
%
@
￿
# , where
# is the
parameter of the density. Hence, applying the existence
test of moments routine to the inverse of the RV should
yield
%
￿
￿
￿
￿
￿
￿
# . In our example, the multifractal
time
￿
￿
￿
￿
￿
￿ had
￿ -distribution with
#
￿
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￿
6 . See ﬁg-
ure 2 for an estimate of the characteristic function
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￿
when
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. The singularity strength of the
apex of this function measured with wavelets (5) gives
￿
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<
1
￿
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￿ .
5 Conclusion
Testing the existence of moments of a random variable is
a difﬁcult challenge that has been little addressed in the
literature. We know for long that differentiability of the
characteristic function relates to the high order moments
of a random variable. Yet, lack of robust analyzing tech-
niques have certainly penalized this approach. Exploiting
recentwavelet-basedresults, we developedamethodolog-
ical way that makes it now feasible.
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