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SUMMARY !
This work presents an attempt, to develop practical 
techniques of nonlinear analysis applicable to elastic, skeletal :
structural systems in both the.pre and post-buckled states, with ' ;
particular reference to the class of single layer, reticulated ;
shells, such as domes and barrel vaults, which are prone to •
instability of the 'snap through' type.
Following a general introduction in chapter 1, chapter 2 j
sets out a review of some aspects of the general theory of 
elastic stability which are relevant to the present work.
The fundamentals of a general nonlinear analysis technique 
are derived in chapter 3 from the viewpoint of a total potential ;
function. The analytical problems that arise in the vicinity 
of critical points are discussed and some means of overcoming •
them are proposed. Various aspects of the method of analysis . |
are then illustrated by applying it to a class of pin-jointed, |
skeletal structures. Also introduced in chapter 3 are the \Iconcepts of behaviour spaces and behaviour surfaces. These i
concepts extend the idea of configuration space and provide a • j
powerful means of representing the behaviour of families of |
structures. A number of illustrative examples are provided. {
Chapter 4 describes the formulation of a technique of 
nonlinear analysis applicable to rigidly jointed space frames. jISome modifications to the approach described in chapter 3 were . !
introduced in order to overcome problems stemming from the . |
complex nature of the total potential energy function. Important . j 
features of the formulation include an accurate mathematical |
representation of the deformed state of the structure and the I
use of direct potential energy minimisation on a local, member j
by member basis. ■
I
Chapter 5 describes a computer implementation of the ,j
proposed technique and presents the results of a number of !
evaluative tests. ■!
The construction and testing of a skeletal dome of sixteen 
foot span is described in chapter 6 and a comparison of the. 
observed behaviour of the. dome with that predicted by 
theoretical analyses is presented.
Concluding .remarks and suggested improvements and extensions 
are contained in chapter 7.
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Chapter 1 
Introduction
1.1 General Introduction
During the first half of the present century, much of 
the forniulative effort in the fields of solid and structural 
mechanics was concerned with the application of long 
established linear theories to various boundary value problems 
and to the development of ingenious techniques and approxi- . 
mations aimed at the avoidance of excessive numerical 
computation. There were notable exceptions, of course, such 
as the work which led to the development of classical plasticity 
and viscoelasticity, some attempts at developing unified theories 
of material behaviour, and a number of rather limited studies of 
geometric nonlinearities. To most of the engineering and 
scientific community, however, practical applications of 
structural mechanics meant the solution of linear problems.
Such an approach to structural mechanics was not without 
justification, for the response of most practical structures 
could be adequately predicted by linear theories. The 
deformations of most structures under working loads, for example, 
were almost imperceptible, and for small strains and steady 
uniform temperatures, the constitutive relations for common 
structural materials such as steel and aluminium can be treated 
as linear, without introducing appreciable error.
The situation has now radically changed. From the early 
1940*s the pioneering use of high strength, light weight alloys 
in nev/ shapes of aircraft structure, and the structural 
performance requirements at higher speeds, revealed the 
inadequacy of existing techniques of structural analysis. The 
re-examination of fundamentals that followed led to the 
development of the finite element method (1) and the matrix . 
formulation of the flexibility, and later, the now generally 
adopted, stiffness method of analysis. Also, since 1950, many 
new materials have been introduced whose response cannot be
described by the classical linear theories. The nonlinear 
behaviour of polymers and synthetic rubbers, for example, 
and the thermoviscoelastic response of solid rocket propellants 
are just a few of the new problems that have stimulated interest 
in nonlinear solid mechanics in recent times (2). New 
nonlinear theories of viscoelasticity and thermoviscoelasticity 
have been proposed, and guiding principles for deriving 
constitutive equations for nonlinear materials are now generally 
accepted.
The importance of the development of efficient digital 
computers during the 1950's should not be overlooked. In 
freeing analysts from the laborious tasks of numerical 
computation and the need to idealize and approximate in order 
to avoid such computation, the computer made a considerable, 
indirect contribution to the development of new techniques.
During this same period designers of structures other than 
aircraft were also creating new, imaginative forms and using 
lighter and stronger materials such as high yield steels, 
high tensile steel cables, aluminium alloys and reinforced resins 
Light,, reticulated shells of increasing span, slender space 
frames of various configurations (3), suspended cable structures, 
inflatable membrane.structures, thin walled shells and box 
girders, to name but a few, were built in increasing numbers.
Some of these new structural forms, although constructed from 
materials with essentially linear constitutive equations, were 
inherently nonlinear in their response to loading. Others, 
such as the reticulated and thin walled shells began to show 
signs of nonlinearity and instability as geometrical extremes 
were approached. Once again, existing linear theories began 
to fall short in their predictions of structural behaviour and 
attention turned to the development of nonlinear analysis and 
an examination of stability problems.
The approaches to these new problems of nonlinearity and 
stability tended to follow two distinct paths. Firstly, there 
were attempts to formulate practical stability analysis 
techniques. These most frequently took the stiffness method
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of analysis as a starting point and adapted it in order to 
predict the classical critical load of the structure. In 
other words the approach was to solve the classical linear 
eigenvalue problem associated with the stability behaviour of 
the structure. Nonlinear analyses were most frequently based 
on an incremental procedure in which the nonlinear response of 
the structure was approximated by a series of linear steps.
The second approach v/as of fundamental importance and 
concerned itself with the study of the phenomena associated 
with the instability problem. , Koiter (4) is rightly credited 
with the first major steps towards a general nonlinear stability 
theory in the field of elastic continua, and more recent 
developments in this field have been made by Koiter (5),
Budianski (6) and Hutchinson (7), amongst others. Thompson (8) 
has made significant contributions to the development of the 
general nonlinear stability theory in the field of dis ere te 
elastic systems (as opposed to continuous systems), and further 
development has been due to Sewell (9), Thompson and many others 
(see references at the ends of Chapters 2 and 3). The 
classification of critical points, the significance of the 
post-buckling behaviour and the effect of perturbations or 
imperfections on the buckling behaviour are among the more 
important areas on which much light has been shed by this recent 
work, and in Chapter 2 these aspects are reviewed in greater 
detail.
Discrepancies between the results of early analytical studies 
and experimental work are simply accounted for once a knowledge 
of the post-buckling characteristics and their significance 
has been gained. The nature of the special problems and 
complex behaviour, that occur in the case of coincident or near 
coincident critical points (10) have been revealed, and it is 
amply clear that a knowledge of the major aspects of the general 
theory is a necessary prerequisite to any serious attempt to 
formulate practical numerical methods of nonlinear stability 
analysis. Without such knowledge, grossly misleading results 
may be obtained, and a number of attempts at stability analysis 
have clearly suffered through ignorance of the general theory.
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1.2 Objective
Much of the work in the general theory of elastic stability 
employs mathematical techniques, which, although eminently 
suitable for qualitative description of the various phenomena, 
do not necessarily give rise to convenient numerical implementations 
In some cases the techniques used in the general theory do find 
easy expression in practical numerical implementations based on 
finite element idealizations, as, for example, in the application . 
of perturbation methods to the prediction of initial post- 
buckling behaviour. Even in such cases the analysis of the pre­
buckling behaviour remains to be solved by some other method.
The objective of the present work was to develop a practical 
technique of nonlinear analysis applicable to elastic skeletal 
systems in both the pre and post-buckled states, with particular 
reference to the class of single layer reticulated shells, such 
as domes and barrel vaults, which are prone to instability of 
the ‘snap through' type. It was hoped to link the practical 
technique to the general theory and to provide, at least for 
this very limited class of structure, a means of handling on 
a practical scale all the common types of instability predicted 
by the general theory, with the exception of the case of 
coincident critical points.
Continuation of the analysis through snap-buckling points 
in order to establish the nature of the post-buckling behaviour 
well beyond the critical point was considered to be an 
important objective, since the occurrence of snap-buckling does 
not necessarily imply an imminent collapse of the structure, 
and re-stabilisation may well occur without further appreciable 
deformation,
The restriction of the investigation to elastic systems 
is well supported by the following comment, made by Chilver (11): 
‘Instability is essentially a property of structures at their 
extremes of geometry, as, for example, long, slender struts, 
thin flat plates, and thin cylindrical shells. Stability 
considerations apart, the extremes of geometric forms are
• 12
attractive to the structural designer. A valid view of 
structural stability is therefore one which is concerned 
with demonstrating the limits imposed on extreme geometries 
by stability considerations. At the extremes of geometry, *
buckling is essentially elastic, at least in the early stages -
of buckling? moreover, at most practical working conditions 
(as opposed to collapse conditions) structures are generally ?
in an elastic state.' The occurrence of yield in the post- |
buckled state may be simply detected in practice, and an i
analysis which presumes elasticity can thus be terminated ■ |
upon the first evidence of yielding. ;
The further restriction that the loading systems considered ;
should be static, conservative systems may be defended on the *
grounds that in most practical cases static loadings are i
conservative anyway, and, for the class of structure envisaged, 
dynamic loadings are of little importance. Further, little |
accurate knowledge of the nature of dynamic loadings is ;
generally available to the analyst, and the complexity of a jInonlinear, dynamic stability analysis would be overshadowed by. i
the uncertainties associated with the loading conditions. !
• j
1.3 Previous work . !
i
Work carried out by previous investigators is reviewed at • !
the beginning of each Chapter, where relevant, and is therefore i
not reiterated here. • iI
1.4 Approach ;
After reviewing some of the relevant aspects of the general |
theory of elastic stability in Chapter 2, the fundamentals of .
the proposed nonlinear analysis technique are derived in Chapter ■
3 from the viewpoint of the total potential energy function of j
a structural system whose properties coincide with those of the 
hypothetical structural system employed in the development of 
the general theory. The analysis technique is of the 'direct' 
type rather than 'assymptotic' and seeks the exact solution of 
the nonlinear equilibrium equations by means of an iterative
13
sequence of linear steps. A firm link with reality is 
maintained throughout the analysis by interpreting inter­
mediate stages in the solution process as points in the 
phase space (see section 3.4) of the system.
Techniques for controlling the analysis in the vicinity of 
bifurcation points and limit points are derived and a simple 
criterion for the stability of the structural system established.
The various aspects of the method of analysis are 
illustrated by applying it to a class of simple, pin-jointed 
skeletal structures. Several illustrative examples are given 
and used to introduce the concepts of behaviour surfaces and 
behaviour space  ^which provide a powerful and general means of 
visualizing structural behaviour in the presence of imperfections 
A variety of ways of using the analysis technique to traverse 
the behaviour space of a structure are demonstrated.
The nonlinear analysis of rigidly jointed skeletal systems 
presents a number of practical difficulties when deformations 
are permitted to be finite. The basic analysis technique 
derived in Chapter 3 cannot be applied directly and Chapter 4 
sets out a new approach to the problem. The difficulty of 
defining the deformed member geometry is overcome by employing 
a member coordinate system which 'slides’ along a parametric 
space curve upon which has been superimposed a twisting mode of 
deformation. The differential geometry of the space curve then 
permits the precise definition of curvatures, strain and twist 
without recourse to approximation.
The analysis is based on a composite technique in which 
direct potential energy minimisation.is used to determine the 
member shapes from within an admissible class of curves, and 
a modified Newton-Raphson scheme which iterates on a sub-set of 
the generalized coordinates until equilibrium is achieved 
throughout the structure.
The analysis may be controlled in the vicinity of critical 
points in accordance with the basic techniques set out in
14
Chapter 3, but the simple stability criterion established 
there is no longer applicable. A means of simulating 
random imperfections is described.
Chapter 5 describes a computer implementation of the 
rigid jointed skeletal structural analysis technique and 
presents the results of some applications designed to check 
and evaluate the technique.
Chapter 6 presents an account of the construction and 
testing of a 16* diameter, shallow, skeletal dome, designed 
to assess the validity of the idealization employed in the 
analysis and the performance of the analysis technique at 
the level of implementation described in Chapter 5. 
Experimental results are compared with both linear and 
nonlinear analyses. The results of some experimental work 
carried out by another investigator on a dome of 'Lederer* 
configuration are compared with analytical results obtained 
using the present method of analysis. The results provide 
an interesting illustration of the effect of imperfections.
Concluding remarks on the extent to which the objectives 
were achieved are presented in Chapter 7'.
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Chapter 2 j
Elastic stability - a review of some relevant aspects j
2.0 Introduction
1
Considerable developments in the general theory of •
elastic stability have taken place over the past thirty 
years, from the pioneering work of Koiter (1) to the more I
recent contributions of Ziegler (2, 3, 4), Chilver (5, 7, 8), ;
Britvec (6), Thompson (9, 10, 11, 12), Sewell (13, 14), -iBudianski and Hutchinson (15, 16, 17, 18), and it may be :
stated with some confidence that the basic principles are •
now well established. It is the purpose of this chapter j
to set out some of the ideas of the general theory which ■;
are relevant to the present work. The treatment given •
here owes much to an excellent series of lectures given !
by Thompson (11) at University College, London, in 19 68, - |
but is not intended to be comprehensive or particularly ■^
rigorous. A reader interested in a more thorough j' Iexposition is referred to the extensive literature on the I
subject. I
I
I
2.1 Class of structure _ {
i
The structures to which the following theory may be ■
applied are those which may be classified as elastic, . ■!
conservative systems. It is assumed that the configuration !
of the structure can be adequately defined by a set of |
generalized coordinates, Q ,^ Og' Qg ' • • where n is
finite and each Q could, for example, represent a linear .
displacement from an initial position, a rotation about 
a defined axis, the amplitude of a Fourier harmonic, etc. .
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The restriction that the number of generalized coordinates '
should be finite implies that only discrete systems may be 
handled, but through the use of the well known finite element !
or Ritz technique the whole spectrum of continuous elastic 
systems may be brought within the range of applicability.. j
Any discretization process employed must, of course, satisfy 
a,number of important criteria, such as ensuring a one to one 
continuous correspondence between and the points in ,
configuration space, providing suitable mode shapes, etc, etc. i
It is further assumed that the external loading on the 
structure consists of a set of static, conservative forces, 
in which relative magnitudes and directions are fixed such •. i
that the entire loading system may be characterized by a 
single, scalar load parameter, A. Types of loading that are :
excluded from consideration include dissipative (friction) . 
forces, time-dependent forces and circulatory forces (a couple !
acting about a fixed axis or a 'follower' force, for example). i
It may be argued that such restrictions on loading still permit i
the majority of loading cases encountered in practice to be !
considered. iI
In line with the above assumptions it is also presumed ,|
that there exists, for distinct values of A, a continuous and ;
differentiable total potential energy function, Q (Q^ , A). j
2.2 Basic axioms H. '
—    ---------------— '—  (■;. I
As a starting point two basic axioms are adopted:- ;
1* A necessary and sufficient condition for the equilibrium
of a structural system is a stationary value of the total
potential energy with respect to each of the generalized coordinates-
Both this axiom and its converse can be easily proved and 
are summarized by relation 2.1 overleaf.
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•|^ = O, 1 = 1,2, . . . n 4=^ EQUILIBRIUM
2. A necessary and sufficient condition for the stability 
of an equilibrium state of a structural system is a complete, 
relative minimum of the total potential energy with respect 
to the generalized coordinates.
This axiom, which closely resembles a theorem due to 
Lagrange (19), has been proved for all cases relevant to 
the present work though not yet in complete generality (20).
It has been shown (20) that the above criterion ensures 
stability of equilibrium in the dynamical sense in accordance 
with the classical definition of Liapunov (21), which requires 
that displacements from an equilibrium state and velocities 
remain arbitrarily small for all time after a sufficiently 
small initial disturbance (energy input) to the equilibrium 
state has been made. It is interesting to note that a 
dynamic criterion for static instability is. satisfied by a 
condition that involves only the total potential energy and 
makes no reference to the kinetic.energy or the inertial 
mass distribution of the structural system. Ziegler (4) 
comments further on this aspect.
2.3 Equilibrium paths
Note-Notation; from this point the Einstein or repeated 
subscript notation will be employed. Subscripts on Q denote 
differentiation with respect to the corresponding generalized 
coordinate and a repeated subscript within an expression 
implies summation over the range 1 to n. Non-repeated 
subscripts assume in turn all values from 1 to n unless 
otherwise stated. Where convenient, matrix algebraic 
representations will be employed.
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The n equilibrium equations for a given structural 
system may be written as
2.2
and for any value of A within a region of interest the 
solution (s) (if any) of these equations define a point or 
points in the n-dimensional configuration space of the 
structural system.
If A is permitted to take all possible values within 
the region of interest the totality of solutions to 
equations 2.2 form an equilibrium path or paths in ntl- 
dimensional load-configuration space. Every point on a 
path represents a configuration which satisfies equations 2 
for the corresponding value of A, and the equations of.the 
paths may be written as
Q. E = Qi (A) 2.3
where the superscript E denotes points lying on an equilibrium 
path. Fig. 2.1 illustrates schematically two of the 
equilibrium paths of a system.
A
Fig. 2.1 Equilibrium paths.
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It is usually presumed that the state A = 0, - O, is one !
of equilibrium and the equilibrium path passing through this
point is often referred to as the fundamental path, j
The form of the equilibrium paths of a structural system, ,
together with information on the stability of the equilibrium j
states they represent, provide an excellent means for •
visualizing and classifying the overall behaviour of the :
system. Of particular interest is the way in which the ;
fundamental path first loses stability and the load intensity 
at which this loss occurs. The behaviour of the system after 
it first loses stability, the post^buckling behaviour, 
provides extremely important information that helps to determine 
the potential danger arising from the instability and also 
permits the prediction of the effects of imperfections i
(perturbations in loading, geometry, material properties, ■ i
etc.) on the behaviour of the system both before and after ;
the loss of stability. ;
j2.4 Stability of equilibrium i
•j
E E 'A point (Q^  ,A ), lying on an equilibrium path must i
necessarily satisfy the equilibrium equations fi^ (Q^ ^^ ,A^ ) = 0  .1
and we now investigate the stability of such an equilibrium }Istate. I
. .-i•jWith A fixed the total potential energy exists as an jE ' ■n-dimensional surface, ,A ) , and the existence and nature1 . jof the extremum that this surface assumes at the equilibrium j
configuration determines the stability of the system. j
i
Expanding 0 in a power series about the equilibrium j
state (Q^^/A^) yields
21
+ 3T "ijk (Qi~Qi®) (Qj-Q/) (Qk“Q/) + • ■ • 2-3.
where the superscript E denotes evaluation at the point
Let AQ ™ and . . . 2.4^
then
A Q = + Yi ^ij J T  + ... . . .  2.5,
or, in the variational notation,
A — 6^2 + -^ r 6 ^ 5^^ + ... . . . 2 . 6 ,
2where 6 . . . etc. , are the first, second, etc, ,
variations in fi, respectively.
•In equation 2.6 the first variation is necessarily zero
and the nature of the potential surface extremum will depend2on the second variation, 6 
5^ SÎ = g.qj
T E= q q . . .  2.7,
Ewhere q denotes a column vector containing the q. and . is 
to be interpreted as the Hessian matrix of
Before proceeding further it is convenient to diagonalize2the matrix of the quadratic form which defines 6 Q, by means of 
a nonsingular linear transformation
22
q = Au . . . 2.8,
where q and u denote vectors containing the variables q^  ^
and u^ respectively.
Substituting in 2.7,
9 m m -p= u A^m..Au . . .  2,9,
T E 'where A is any nonsingular matrix that makes A ^^^A diagonal. 
Note that A is not in general unique (although a unique 
transformation could be defined, for example by insisting on
an orthogonal transformation). Having selected A, the
resulting u coordinates are known as principal coordinates, 
and in terms of these new variables we can write
Ô = c.u.^ . . .  2.10,1 1
T Ewhere c^ are the diagonal elements of A O^^A.
Introducing,now a new function, D, that defines the 
potential surface in terms of the u^ coordinates
D(u^,A) E 0(0^^ t Au,A) . .. 2.11,
and expanding D in a power series about the equilibrium state 
cf = D (Q,A^ ) ,
D(u^) = D® + ^  ^
. . . 2.12,
and denoting D{u^)~D^ by AD,
A D  - Du^u^ + 21 ^ii^i 31 ^lik^i^i^k V ’ * 2.13,
23
E IDj must be zero, and since the potential surface is j
unchanged it follows that !
Jj
= C.U.2 = D.^ u.^ = 6^B . . .  2.14. |J. ZL 2.2. 2. }
i.e. c . “ D.? i1 11 I
and D E A^ü.^A. :
I
Poincare (22) referred to the c a s  stability coefficients, i
and it should be noted that the numbers of positive, negative ;
' !and zero are invariant with respect to the choice of ' |
diagonalizing transformation, A. A number of definitions •
may now be» introduced in terms of these stability coefficients. iI
I
1. If all the stability coefficients are .positive the . j
equilibrium state is said to be stable. This follows from 12 *the fact that the quadratic form, Ô must be positive |
definite, a sufficient condition for a proper minimum of the j
potential surface. ' j
I
2. If a particular stability coefficient c. is positive j
1 j(zero, negative) then equilibrium is said to be stable (critical, ' i
i
unstable ) with respect to the cor res ponding u , principal i1 •
coordinate direction, (since a positive c^  implies an upward
curving potential surface in Uj direction, etc.) ;
i
3. If any stability coefficient(s) is zero then equilibrium ; 
is said to be critical,
{ .
4. The degree of instability is equal to the number of
negative stability coefficients.
5. If at a point on an equilibrium path one stability 
coefficient is zero and all others are positive then the point \ 
is said to be a distinct* critical point.
* Also called a simple or discrete critical point,
24
The above definitions apply to an equilibrium state at 
a particular point on an equilibrium path, but by allowing 
the.point under consideration to 'move' along the path it 
is possible to examine .the equilibrium path as a whole. As 
the point under consideration moves along the path, the 
stability coefficients (subject to appropriate restrictions 
on the choice of diagonalizing transformation) vary 
continuously and any loss of stability will be,indicated by 
one or more of the coefficients becoming zero.
We next consider some properties of an equilibrium path 
passing through a non-critical point (i.e. no zero stability 
coefficients).
2.5 Equilibrium path at a non-critical point
The equilibrium equations,
(Q.,A) = 0 . . .  2.15,J
of the structural system, have solutions which define a path 
or paths in load-configuration space. Confining attention 
now to the path passing through a particular equilibrium 
state, E, v/e express the equation of the path in the parametric 
form
Qj — Qj (s) )) . . .  2.16, A = A (s) )
where s is any suitable parameter defining progress along the 
path. For example, s could be the load parameter. A, or one 
of the , provided that the choice results in the functions 
2.16 being single-valued.
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Since the equilibrium equations, 2.15, must be satisfied 
for every point on the path, substitution of 2.16 into these 
equations gives rise to an identity
.Q. (Q. (s) ,A(s) ) E O . . .  2.17 ^ J
which may be. repeatedly differentiated with respect to s 
to produce an ordered sequence of equilibrium equations (13). 
The first two in the sequence - the first order and second 
order equilibrium equations, are given below as equations 
2.18 and 2.19.
Qj + A = O . . .  2.18.
+ (G^ Q^j + n'J Â)À + 0! A = 0 . . .  2.19.ij j j. r
Note~Notation: dots denote differentiation with respect to s,
and primes with respect to A.
If we now allow one of the basic variables or A to
be independent by equating it to s, and then evaluate the
various derivatives at point E it is possible to solve the
linear system 2.18 for the path derivatives, Q.^. Further,Esince E is a non~critical point the matrix . must be non-Esingular, and since . is the coefficient matrix of thegsystem it follows that the solution for Qj must be unique.
• gThe values for Qj obtained from equation 2.18 may then 
be substituted into equation 2.19 and the resulting system». Tr>solved for the second derivatives, Since the coefficient
matrix in 2.19 is the same as that in 2.18 it follows that the» gQj derivatives are also unique.
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By generating and solving further equations in the 
sequence it can be shown that there are unique solutions for 
all the path derivatives, Qj^, Qj^/ •«« etc., and that
there is a unique equilibrium p a th passing through the point. 
It also follows that, provided the structure is not in a 
state of critical equilibrium in the unloaded state, then 
there is a unique equilibrium path emerging from the unloaded 
state (i.e. from the origin of the load-configuration space).
Having evaluated the path derivatives the parametric 
equations of the equilibrium path can be constructed in the 
form
i - Y  E  * E  ! L * * E 2  JL • • •  ^y (s) = + Gy S + ÿr Gy t ~  Qys + ..
. 2.20
This approach to the generation of an equilibrium path 
is known as the static perturbation technique (13) and provides 
an assymptotic approximation to the equilibrium path passing 
through a known equilibrium state.
2.6 Critical equilibrium states
In this section some basic relationships for a structural 
system at a distinct critical point, c, are established. As 
before, let the total potential energy function be given by
D(u^,A) E n(Q^c + Au,A) . . . 2.21,
where defines the configuration at the discrete critical
point, c, and A is the nonsingular linear operator thatTdiagonalizes the quadratic form u DyjU.
The discrete critical point is characterized (see 
section 2.4) by a single zero stability coefficient, which, 
without loss of generality, is taken as
27
= O, )
; . . .  2.22. 
s Dj.° !» O, r = 2,3, .. . n)
Letting n^ become the independent variable by writing 
the equilibrium path equations in the form
Uj=Uj(U^) )
. . .  2.23,
A “ A (u^ ) )
the equilibrium equations, = O, become
Di (Uj (Ui) ,A (Ui) ) E 0 . . .  2.24
(an identity, since the equilibrium equations are, by definition,
satisfied at every point on the equilibrium path).
Differentiating the identity 2.24 with respect to u^ 
yields
DUjUj^ + Cy'A^ = 0 . . . 2.25.
A further differentiation with respect to u-j^ gives
^ijk^jl^kl ■’* ^'^ij^jl^l °ij^ ‘^jll
+ D^"a/  + Di'Aii = 0 . . .  2.26
and a third differentiation gives
Dijk&^jl^kl^&l ^^ijk^jl^kl^l '*■ ^^ijk'^jll^kl
+ 3D^jUj^A^ + SCdjUj^^A^ + 3DdjUj^Aii
+ 3DVA^Aii + 4- D["A^ « O . . , 2.27.
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D has the property arising from its definition that
D^j(0,A) = D[j (OfA) = (OfA) =0, i  ^j
» • . 2.28.2.6.1 Stability Determinant
The loss of stability of an equilibrium path can be 
identified by the vanishing of the stability determinant, 
since
IS^ ij (Q],,A) I = |Dij("k'A)| = = :C^ . . .  2.29,
where II is used as the product operator.
Some derivatives of the stability determinant are now 
calculated for future use. Differentiating |D^ j(Uj^ fA)| with 
respect to u^ and evaluating at the critical point (a subscript 
i is used to denote the derivative and a superscript c to 
denote evaluation at the critical point) yields
l^ijli  ^°ill ^22 ^ 33 ^nn^ ' ' ' 2.30,
and differentiating with respect to A yields
= *^ 11 °22 ^ 33 ' ^nnl . . . .  2.31,
where the primes denote differentiation with respect to A.
Differentiating 2.30 again with respect to u-, , with i = 1 
and for the special case in which D^^^ = O, and evaluating 
at the critical point, only determinants with a differentiated 
first column remain and these can be arranged in the form
d2
 ^0^7”  ^ °22 °33 ••• ' ' ' 2.32,
(summation from 2 to n on subscript r).
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When the equation of the equilibrium path is written 
parametrically as in 2.23, the determinant, |DUj (u^^A)|, 
becomes a function of u^ only and will be denoted by
B(u^) = |Dyj(u^(u^),A(u^))| . . . 2.33.
Differentiating B with respect to u^ gives
®1 = + iDijI'Al • • • 2.34
and substituting for the |d ..| derivatives from 2.30 and 2,31i. jand evaluating at the critical point gives
^1 ^ (^rll^il ^11^1^ °22 ^33 •*" ^niJ •' ' .2.35,
2.7 Limit point
The way in which an initially stable equilibrium path 
loses its stability depends on the properties of the structural 
system as reflected in the various .derivatives of the total 
potential energy function, but it has been clearly shown 
(11,12) that the behaviour at loss of stability must fall 
into one of two categories. The first of these is known as 
l i m i t  p o i n t or s n a p - b u c k l i n g  hGha. v ± o u r and is characterized
by a loss of stability coinciding with a local maximum of j
the load parameter, A^. Limit point behaviour is the most ' j
general type of buckling phenomenon, although there has been '
a tendency to associate it only with shallow dome and arch !
type structures. Th^j:ither type^ buckling phenomenon > known 
as bifurcation or branching behaviour is characterized by an ;
equilibrium path losing stability and simultaneously being 
intersected by a second (post-buckling) path. The second path i
may be stable or unstable. This type of behaviour is discussed 
in the next section and we return now to discuss.the limit 
point in more detail.
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The important coefficient that differentiates limit point 
behaviour from bifurcation behaviour is and we next examine
the solution of the first and second order equilibrium equations, 
2.2 5 and 2.26, subject to the condition that
^ 0 . . . .  2.36.
Putting i = 1 in equation 2,2 5 and evaluating at the 
critical point gives
. . . 2.37,
csince = 0, i ?= j. Further, = O and so
= O . . .  2.38.
Thus it is clear that the path slope is zero at the critical 
point.
Putting i = r e 1 in equation 2.2 5 and evaluating at the 
critical point -
"rl I° °
and since f O, r z 1 we get
u^^ = 0  . . .  2.39,
which shows that the tangent to the equilibrium path at the 
critical point is parallel to u^.
Putting i “ 1 in equation 2.2 6 and evaluating at the 
critical point, the only non-zero terms are
Dill + °Flll° = D
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A
.\tangent at critical 
point in u direction
Stable states 
Unstable states
Fig, 2.2 Limit point - schematic representation
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and therefore
D111 , . 2.40
The condition for an extremum of the path at the critical 
point is
*11 * o
and so from equation 2.40 it can be concluded that the path 
will have an extremum and thus a limit point if
^ 0  .... 2.41.
This condition may also be deduced by considering the 
variation of the stability determinant along the path at 
the critical point. Since u^^ = 0 and = 0, equation 2,3 5 
becomes
®1 ^ ^111 ^22 ^33 “ • n^nl
and z o provided ^ O. Thus the rate of change of the
stability determinant is non-zero at the critical point and 
since B is zero at the critical point it follows that it must 
change sign there, consequently the degree of instability 
must change by one. Fig. 2.2 illustrates a limit point 
schematically in a three dimensional load-configuration space.
2.8 Bifurcation points
The phenomenon of an initially stable path losing stability 
at a point of bifurcat ion is further classified (10) into three 
different types depending on the properties of the post-buckling 
path which also passes through the critical point. These are, 
briefly :-
a) Asymmetric bifurcation point - an initially stable equilibrium 
path losing stability upon intersecting a post-buckling path
33
fundamental pathA
pos t'-buckling path
(a) Asy mme tr ic
A
(b) Stable'-symmetric
A
Q.
(a) Uns tab le-" s y mme trie
Fig. 2.3 Bifurcation points.
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which has a non-zero slope at the critical point. Fig. 2.3(a) 
illustrates one possible view of such a point.
b) Stable-symmetric bifurcation point - an initially stable 
path losing stability on intersecting a completely stable 
post-buckling path which has zero slope at the critical point. 
See iFig. 2.3(b).
c) Unstable-symmetric bifurcation - similar to the stable- 
symmetric case with the exception that the post-buckling path 
is completely unstable. See Fig, 2.3(c).
Returning now to the equilibrium equations, 2.25 and 2,26, 
we study their solutions at a distinct critical point, c,
(i.e. ^11 “ z o, r X 1) subject to the condition that
= 0 . . .  2.41,
Substituting i = r z 1 in equation 2.25 and evaluating at c -
Drr"rl + W  = °
D*U ? = -- A, 1° . . .  2 .42.rr ^
Substituting i = 1 in equation 2,2 6 and evaluating at c -
^rjk^jl^kl ^^I’^ir^rll ^  ^ ' 2.43,
(summation from 2 to n on r subscripts).
Equation 2.4 3 may be written
^111 ^^llr^rl ^Ikr^kl^rl
2A]Dir"rl + ° . . .  2 .44,
(summation from 2 to n on r and k subscripts).
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Substituting for u^ . in 2.4 4 gives
2 Af^rr
2 A + Drr 111 = 0 . . . 2.45,
a quadratic in A^ . The possibility of this quadratic equation 
having two distinct roots reflects the situation when the 
equilibrium paths passing through the critical point have two 
distinct slopes.
2.8.1 Asymmetric bifurcation point
Assuming that equation 2.45 has two real and distinct 
roots we consider now the case in which the further condition, 
^11?  ^ also imposed. In this case A^ = O cannot be a
solution of equation 2.45 so that there must be tV70 distinct 
paths, neither of which has zero slope at the critical point.
A critical point satisfying these conditions is known (10) as 
an asymmetric bifurcation point. A plot of A against the 
critical principal coordinate u^  ^would have an appearance of 
the type shown in Fig. 2.4(a). If A was plotted against a 
non-critical principal coordinate, u^ (r ?*• 1) , the plot would 
have the appearance shown in Fig. 2.4(b).
uI
paths touch at C
ur
(a) (h)
Pig. 2.4 Asymmetric bifurcation point.
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Fig. 2.5 Asymmetric bifurcation point - schematic
representation.
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The A “ relationship shown above may be derived as follows 
let the independent variable be chosen as so that
= u^(A(u^)).
Differentiating with respect to and evaluating at c ”
= "r Ail°,
and since A^ # O,
1
Substituting for u^^ from equation 2,42 gives the relation 
.0 _
°rr . . . 2.46,
which holds for b o t h paths. Thus if A is plotted against u^ 
it can be seen that the two paths will touch at the critical 
point, since, from equation 2.46, the slope there is independent 
of the path. For small changes in A in the vicinity of A'^ 
the vector joining the two paths cannot have components in 
the u^ directions, so that as A tends to A^ the vector between 
the paths tends to u^. Fig, 2.5 illustrates an asymmetric 
bifurcation point schematically in a three dimensional A - Qu 
space.
Note that the critical point is itself unstable due to the 
non-zero cubic form, ^ structure on reaching such a
point would buckle dynamically despite the existence of stable 
equilibrium states at higher values of load.
2.8,2 Symmetric bifurcation pointsB - —- “■ ■ —  -1.1. •__|||> _    W u #
Once again v/e consider the case in which equation 2,45 
has tv70 real and distinct roots but this time impose the 
additional condition that
= 0  . . .  2,47
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Solutions to equation 2.45 must then be = O, the zero 
slope solution, together with ci non~ze.ro solution. Let the 
path with non-zero slope be denoted .as path 1 and the other 
as path 2. The further condition, 2.47, thus leads to the 
symmetric bifurcation point f illustrated in A u^  space in 
Fig.2.6.
path 2f zero slope at C
Fig. 2,6 Symmetric bifurcation point,
Evaluating equation 2.25 at c with i = r 1 yields
curl . . . 2.48.
cFor path 2,on which A£ ~ O, equation 2.48 gives
u^^ = 0  . . .  2,49,
from which it may be concluded that the tangent to path 2 is 
in the (critical) u^ direction.
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The symmetric bifurcation points are further classified 
into stable and unstable types depending on the stability of 
path 2, the zero slope path, so attention is now directed 
towards a determination of path stability.
Putting i = 1 in equation 2.27 and evaluating at the 
critical point with = u^^ = - O gives
A11 2.50,
(summation on r from 2 to n). In arriving at equation 2.50 
it is assumed that the critical point is simple in the sense 
that is presumed to be non-zero. Since Dj^ (^0,A) is the
rate of change of the critical stability coefficient along 
path 1 (the fundamental path), the physical interpretation is 
that once the fundamental path becomes critical it does not 
restabilise. In most practical cases is negative, the
fundamental path being initially stable and becoming unstable 
at the critical point.
Substituting i = r in equation 2.26 and evaluating as 
above at the critical point yields
u c rll
Drll
^rr . . . 2.51,
and eliminating u^^^ between 2.50 and 2,51 -
A11
A11
1 /-p. _ n rll\
3Dil ' 1111 ' “rr
Let = (D1111 , °rLl.■ 3 rr
D1111
so that
. . 2.52.
. . . 2.53.
By substituting i - r in equation 2.27 there results
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p a t h  2
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Fig. 2,7 Stable-symmetric bifurcation point -
schematic representation.
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p a t h  1
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Stable states 
*==,««« Uns table states
Fig. 2.8 Unstable-symmetric bifurcation point. -
schematic representation.
42
urill D (Drr rlll
^rkAll, 
à  —  --------------- )Dkk . . . 2.54,
(summation from 2 to n on k and r).
The term arises in the derivation of the fourth
variation of the total potential energy with respect to 
movement along path 2 (the post-buckling path), and being the 
first non-zero,even order variation, determines the nature of 
the energy extremum (11). In particular
D1111  ^° STABLE CRITICAL EQUILIBRIUM STATE
-c^Tlll  ^° UNSTABLE CRITICAL EQUILIBRIUM STATE
Thus for the usual case when  ^< 0,
n ' ^  ^1111
i.e. a s t a b l e post-buckling path, with the positive curvature, 
^11' indicating a rising path. Conversely, < 0 gives
the unstable-symmetric case. If = 0 no conclusion on
stability can be reached without investigating higher order 
derivatives.
Figures 2.7 and 2.8 summarise the properties of the two 
symmetric bifurcation points,
A concise pictorial summary of the delineating coefficients 
and the resulting buckling behaviour has been given by 
Thompson (11) and is reproduced here as Fig. 2.9.
2.9 Imperfect structural systems
In the field of civil engineering it can be stated with 
some confidence that perfect structures do not exist in the 
sense that manufacturing tolerances, irregularities in
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Fig. 2 , 9 Classification of critical points.
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material properties, unpredictable loading, etc., preclude 
an exact mathematical idealisation. The preceding sections 
in this chapter present a description of buckling behaviour 
based purely on a mathematical idealisation of an assumed 
'perfect’ structure, and it is highly relevant to enquire 
as to the behaviour of structural systems that result from 
perturbations of those systems which give rise to each of 
the classes of behaviour described. Of course an ’imperfect' 
structure, provided the imperfections do not result, in 
violation of the elastic conservative restrictions defined 
in section 2.1, must still behave according to one.of the 
defined categories, though not necessarily the same category 
as that of the corresponding perfect structure. For example, 
a supposedly symmetric structure may appear (analytically) to 
buckle at an unstable-symmetric bifurcation point, whereas a 
small perturbation, particularly one which disturbed the 
symmetry, would result in a change to limit point behaviour 
with a reduced critical load.
The rate of reduction of the critical load with the 
magnitude of imperfection constitutes an important property 
of a structural system and has been closely studied, 
particularly by Roorda (23), who confirmed the analytical 
predictions of the general theory with a series of experiments 
on slender plane frames in high tensile steel. Roorda 
introduced two. imperfection parameters, but the present 
treatment considers only a single parameter, s, and in a 
similar way to the load parameter. A, e is taken.to represent 
the total effect of all m a j o r imperfections (i.e. those having 
a first order effect on the buckling behaviour).
We now examine the behaviour of systems characterised 
by the total potential energy function Q(Q^,A,e). The structure 
corresponding to e ” O will be taken as the perfect system 
considered in sections 2,2 to. 2.8, and non-zero values of e 
will generate families of imperfect systems.
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2.9.1. Limit point
We first consider the effect of imperfections on a system 
whose perfect behaviour is of limit point type. Redefining 
the potential energy function as
D(u^,A,e) = (Q? t Au,A,e) . . .  2.55,
with the following properties at the distinct critical point 
of the perfect systems-
= O; z O, r z 1;11 rr
D ' ?  ^ 0; 0.
For the imperfect systems the points of major interest
are those corresponding to critical loads and we denote aM Mtypical such point as (u^  , A ). As e varies, the locus 
traced out by this typical point will be expressed in the 
parametric form
u. = u.^ (e) )J J \, . . . 2 . 5 6M ^A = A^ (E) )
Critical equilibrium states will have the. properties .
= 0 and |cUj| = O, and after substituting the locus of 
the critical states there result the two identities:-
D. (u .^(e) ,A^(e) ,e) = 0 )
 ^ ) . . . 2.57
(Uj^ '^ (E) ,A^(e) ,e) I = B(e ) 55 O )
Differentiating each with respect to e (dots denote
differentiation with respect to e) gives
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c M  . î M ®B.u, -î’ B'A -1- B = 0X 1
, . , 2.58,
0 5Q
The rate of change of A with e, the imperfections sensitivity, 
may be obtained by putting i - 1 in equation 2.58 and evaluating 
at the critical point of the perfect system.
= O
;Mc i lD{ 2.60,
Thus, the critical loads of the imperfect systems initially 
vary linearly with the imperfection parameter as shown in 
Fig, 2.10, There is no change in the type of behaviour and 
the effect of imperfections is not marked.
A ’i m p e r f e c t ’ system  
(e<0) i____
p e r f e c t ’
sys téïh 
(^ = 0)
'imperfect' systems 
(e>0)
™ stable states
Unstable states
Stability boundary
euI
Fig. 2,10 Imperfect limit point.
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2.9.2 Bifurcation points
The effect of imperfections in the case of bifurcation 
points is generally more serious and involves a change in the 
type of behaviour, always resulting in a ‘degeneration’ to 
limit point behaviour. Following Thompson (2 4) we introduce 
the energy function
W(q^,A,e) = {A) t q^,A,s) . . . 2.61,
Fwhere (A) defines the initially stable, fundamental 
equilibrium path of the perfect system, and the q^ define 
incremental coordinates which may be imagined to ‘slide’ along 
the fundamental path. It follows that for the perfect system
W^(0,A,0) = W](0,A,0) - WV (0,A,0) := O . . .  2.62.
Consider the system sketched in Fig. 2.11, in which heavy 
lines denote the perfect (bifurcating) system and a light line 
denotes an imperfect system.
M MPoint M, (qj ,A ) denotes a critical equilibrium state of the 
imperfect system. Again v/e seek the locus of the critical 
points of the imperfect systems,
q-i = )r
A = A^(e) )
but, to avoid mathematical singularities, use the inverted 
relationships with q^ as independent variable -
qj” = qj” (9i”)
a” = A«(q/) . . . 2.63
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Fig. 2.11 Imperfect bifurcating system - 
incremental coordinates.
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As G tends to zero the behaviour of the imperfect system 
approaches that of the corresponding perfect system and so 
relations 2,63 will be satisfied by conditions at the critical 
point of the perfect system -
= O
e - 0
. . . 2.6
Most of the ensuing relations will be evaluated at this same 
point.
The conditions of critical equilibrium are = O and
|Wij| ™ 0, but a direct solution is intractable so we take
a more indirect route, introducing the eigenvector ,
corresponding to the critical limit point, M. The eigenvectorMvaries with e and therefore with and so we may write
MXi x«(qn) . 0 . 2 . 6 5 ,■ j J
and = 0  . . .  2.66.
Substituting the parametric equations of the locus of M into 
2.65,
= 0  . . .  2.67,
and from equation 2.66,
= o . . .  2.68.
MDifferentiating 2,67 with respect to q^ yields the 
first order equilibrium equation
W. .q^ i t -h W. =■• 0 . . .  2.69,Jm J J wL J» «.I* -L -L,
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and differentiating again to obtain the second order equilibrium 
equation,
M  \ . M ' M. M  M
MDifferentiating 2.68 with respect to give
M
. . . 2.70
. . . 2.71.
Imposing the normalising condition on x . that x, = 1 for all M results in
x^ = x^ (O) = 1
=111 - =111(o) = o
2.72 .
etc.
As E tends to zero, the eigenvector x^, in the limit, matches 
with the eigenvector, q?^, of the perfect system, so
X? E Xj(0) = q91 , . . 2.73.
Evaluating 2.69 at c, multiplying by q?^ and summing over 
i = 1 to n eliminates the first two terms and leaves
MI c = O . . . 2.74.
Assuming that Wbq^^| 
first order effect)
5^0, (i.e. that imperfections have a
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Fig. 2,12 Touching of perfect and imperfect 
systems at the critical point.
ox
. . . 2.75.
Evaluating 2.69 at c^  with ~ O and VV|A^ |*^  = O gives
M I c = O . . 2.76,
The equivalent relation if derived for the perfect system 
would be
and it can be concluded that
•. . . 2.77.
Thus, on a plot of (r ?= 1) against the post-buckling
path of the perfect system and the locus of M touch at the 
critical point as shown in Fig. 2.12,
Evaluating equation 2.71 at c, multiplying by and
summing over 1 to n gives
^ilk^ilSil^kl ^iiSil^il^llxj ij 0 . . 2.78,
and since it has already been assumed that W! .q-.q., O,1j ^ il‘j1‘
W.— I I . . . 2.79.^  _ "iikSilSilSkl
The equivalent relation if derived for the perfect system 
would be
^c _ j i  1 ^j 1 ^k 12W'jq.iqji . . . 2.80
and a comparison of the last two equations shows that
« f . 2.; . . . 2.81,
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i.e. the locus of the maxima of the family of imperfect 
systems has a slope at the critical point equal to twice 
that of the perfect system, on a plot of A against q^ . See 
Fig. 2.13.
Evaluating equation 2.70 at c, multiplying by q.,.Mesumming over 1 to n and substituting for A^^ from equation 
2.79 yields
.Me _ ^ijk^il^j l*^ kl11 . . . 2.82.
Expanding A'^ C^q^ ) and e^(q^) in a power series about c gives
a“ = A° + A f  q“
M Me M 1 . Me , M. 2 : . . . 2.83.e- = 0 + + yrcii (q^ ) | + ...
Taking now the case of an asymmetric bifurcation point, for 
which A^ z O, and hence
• 0-
If the series in 2.83 are truncated as shown, then we have,
after eliminating q^  ^between them, substituting for fromMeequation 2.82 and for A, from equation 2.79,
%
A^ = A= ± . . . 2.84.
MThus A and e are related by a one half power law as shown 
in Fig. 2.13, resulting in very high sensitivity to 
imperfections.
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Fig. 2.13 Imperfection sensitivity in the 
asymmetric bifurcation point.
An important point to note is that the behaviour of, the 
imperfect systems have been deduced from the properties of 
the perfect system (at least in the vicinity of the critical 
point).
Similar relationships may be derived in the case of 
symmetric bifurcation points and these are summarised below 
in equations 2.8 5 to 2.87.
4ii - =ill *jii 2.85
i.e. the curvature of the post-buckling path of the perfect 
system and the curvature of the locus of the maxima of the 
imperfect family are equal at the critical point, on a plot 
of (r 2 1) against See Fig. 2.14.
posthuckling path of 
perfect system.
locus of maxima of 
imperfect systems.
curvatures match at critical point.
Fig. 2.15 Equal curvatures in the symmetric bifurcation.
. . 2.86
i.e. the locus of the maxima of the imperfect family has three 
times the curvature of the post-buckling path of the perfect 
system at the critical point on a plot of A against q^ . See 
Fig. 2.15.
= A
l'ïjl
. . . 2.87,
where + 3Wiik9il9il9kll
Mi.e. A and e are related in this case by a 2/3 power lav7, 
as shown in Fig. 2.10. Again, the high imperfection 
sensitivity is apparent - quite small changes in e causing 
large changes in the critical load.
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Fig, 2,16 Imperfection sensitivity in the 
symmetric bifurcation point.
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2.10 Summary
It has been shown in the previous sections that the 
buckling behaviour of elastic^ conservative systems may be 
classified into well-defined types. These are the limit point, 
the asymmetj:ic bi fur cation point and the symmetric hi furcation 
points. The existence and behaviour of each type has been 
demonstrated in-a very general way from the properties of the 
total potential energy function^ starting from two simple 
axioms,
The effect of imperfections or perturbations on the 
buckling behaviour has been examined in each case and it was 
seen that the limit point was the only type of buckling that 
would occur in terms of a real structure, since every other 
type 'degenerates' in the presence of imperfections into 
either limit point or stable behaviour. In other words, 
bifurcation buckling is a phenomenon which is confined to 
the mathematical idealisation of a structure, and the 
postulated 'perfect* system, when viewed as one member of a 
continuous spectrum of 'imperfect' systems, could be regarded 
as a singular case.
Notwithstanding the above comments, the study of 
bifurcation points has been immensely rewarding,,and it is 
clear that an understanding- of the profound influence of 
postbuckling behaviour on nearby imperfect systems is an 
essential prerequisite of any practical stability analysis.
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Chapter 3 
Techniques of nonlinear analysis
3.1 Introduction
The purpose of this chapter is firstly, to review some 
of the practical numerical methods of nonlinear structural 
analysis that have been employed by previous workers in the 
field, and then to develop the fundamentals of the general 
nonlinear analysis technique that forms the basis of the 
present work. It is clear that any serious attempt to 
formulate a nonlinear analysis technique, especially where the 
class of structure involved is prone to instability, must be 
based upon a sound knowledge of the general theory of elastic 
stability and an understanding of the general behavioural '
properties of equilibrium paths as set out in the previous 
chapter. The method of analysis derived in this chapter has 
proved capable of dealing with the various types of buckling 
behaviour predicted by the general theory and this fact is 
illustrated through a series of examples given at the end of 
the chapter. The technique of analysis v/as initially implemented 
for a class of pin-jointed structures and it was a selection 
of such structures which provided the illustrative examples.
In reviewing previously used methods of analysis we look 
first at the general class of assymptotlc methods, of which 
the static perturbation technique described in chapter 2 forms 
an example.
3.2 Assymptotlc methods
Assymptotlc methods generally seek to build approximations 
to a portion of the equilibrium path of a structural system in 
the vicinity of a known (or assumed) equilibrium state by 
expressing the equation of the path in the form of a power 
series in a suitably chosen independent variable (such as the
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load parameter or one of the generalized coordinates), the 
coefficients of the power series being derived from the 
properties of the structure at the single, known equilibrium 
state.
The first major study which developed and used this method 
was carried out by Koiter and the results published (in Dutch) 
in 1945 (1),. Regrettably, an English translation did not 
appear until 1967. Koiter's work was initially concentrated 
on predicting the form of the initial post-buckling path 
emerging from a bifurcation point and assessing the sensitivity 
of the buckling load to vanishingly small imperfections. The 
class of structures to which Koiter applied his method were 
elastic continua of the thin shell type.
Early v/ork in the field of discrete structural systems 
is due to Britvec and Chilver (2) who studied the behaviour 
of plane frames using simplified models for each element. 
Experimental work was also carried out, confirming the 
analytical results.
The first steps in the direction of a general theory for 
discrete systems were taken by Thompson (3) in 1963. , Following 
its development by Sewell (4), Thompson made extensive use of 
the static perturbation technique in his development of the 
general theory (5,6), and also in work carried out with 
Walker (7). The static perturbation technique (described in 
chapter 2) is also suitable for practical application and 
Walker, for example, applied it to the problem of the rotationally 
synmietric buckling of a spherical shell using a finite element 
model (8) and to the analysis of shallow circular arches (9).
Assymptotlc methods have proved to be useful, especially 
when the object of the analysis has been to obtain the post- 
buckling path in the vicinity of a bifurcation point which 
can itself be obtained by the classical 'linear eigenvalue'
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approach. In cases where the pre-buckling behaviour is neither 
trivial nor linear, it becomes necessary to make repeated 
applications of the method in order to obtain a sequence of 
points along the equilibrium path, and as there is no means 
of assessing the accuracy of the solution at each stage it is 
likely that the points obtained will move further and further 
away from the true solution. A further problem that arises 
in the application of assymptotic methods results from the 
fact that the coefficients used in the power series expansion 
for the equation of the equilibrium path are the higher order 
derivatives of the total potential energy function of the 
structural system, and these may not be obtainable in analytic 
form in the case of structures that require an elaborate 
idealisation. The alternative of calculating such derivatives 
numerically brings with it a heavy penalty in both computational 
effort and the reliability of results.
The fact that all buckling problems degenerate to the 
limit point type in the presence of real imperfections means 
that every real structure must exhibit pre-buckling nonlinearity. 
In an attempt to adapt the assymptotic approach to deal 
efficiently with such cases an interesting variation of Koiter's 
method has been developed. The variation, known as the modified 
structure method (10), adapts Koiter's method to a structure 
which exhibits natural limit point behaviour by considering 
the pre-buckling nonlinearities as generalized initial 
imperfections of a derived 'perfect' structure called the 
modified structure. The modified structure is chosen in such 
a way as to ensure (if possible) that it will buckle at a 
bifurcation point and that the behaviour of the real structure 
may be deduced by applying Koiter's method at this bifurcation 
point in the presence of a set of imperfections which effectively 
restore the original (real) structure. Drawbacks to the method 
include the lack of error bounds (in common with all assymptotic 
methods), uncertainty over the existence of a suitable modified 
structure, difficulty in dealing with large pre-buckling
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nonlinearity and the failure of the method to predict the 
behaviour of the real structure in cases where the region 
of interest of actual behaviour does not lie sufficiently 
close to the bifurcation region of the modified structure.
3.3 Direct methods
Direct methods of analysis seek to find the equilibrium 
configuration of a structural system by solving directly the 
nonlinear equilibrium equations. In cases where the object 
'of the analysis is to generate an equilibrium path this must- 
be done on a point-by-point basis in which the equilibrium 
equations are solved at a sequence of discrete values of a 
suitable parameter, typically the load parameter.
A variety of approaches to the problem of solving the 
nonlinear equilibrium equations have been made in the past. 
The earliest approaches used an incremental technique (15) 
in which the load was applied in a sequence of 'sufficiently' 
small increments and the structure was assumed to respond 
linearly during each increment. Incremental displacements, 
strains and stresses were calculated at each stage and used 
to compute variously labelled corrective stiffness matrices 
(geometric, initial stress.or initial strain matrices) which 
were intended to take into account the effect of the deformed 
geometry of the structure. In effect a sequence of linear 
problems, were solved with the stiffness properties being 
recomputed on the basis of the current geometry prior to each 
load increment. The method was easy to apply but had the 
disadvantage that no error bounds were available since 
equilibrium was not in general satisfied at any given load 
level and solutions were thus prone to drifting from the true 
solution unless very small load increments were used.
Another approach to solving the nonlinear equilibrium 
equations employs an iterational technique in which initial
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estimates of the displacements and nonlinear effects are made 
and a set of linearised equations solved to obtain an improved 
solution. This solution is back substituted into the equations 
and the iteration continued until successive iterates converge. 
Success depends largely upon the accuracy of the initial 
estimate of the displacements and the method generally fails 
in the presence of greater than moderate nonlinearity (16).
For problems involving high nonlinearity or where very 
accurate solutions are required the most widely accepted 
techniques are those based on the Newton-Raphson procedure 
or one of its variants (17). The principle underlying the 
Newton-Raphson method is well-known and appears in many 
published works on numerical analysis? accordingly, it will 
not be reiterated here.
Since the object of the present work is to produce 
accurate solutions to the nonlinear structural analysis of 
skeletal systems, particularly those with a strong natural 
tendency to limit point behaviour, it was decided to adopt 
a Newton-Raphson type of approach primarily for reasons of 
accuracy and reliability. Unfortunately the Newton-Raphson 
method is likely to fail when used in the vicinity of critical 
equilibrium states, whether these are bifurcation points or 
limit points, and it was therefore necessary to take this into 
account in the analysis. Methods of overcoming this problem 
are described in (23) and are further developed in subsequent 
sections of this chapter. Further problems can arise when 
applying the Newton-Raphson technique to structures for which 
a rigorous idealisation is required, giving rise to a 
complicated mathematical model. The application of the technique 
to rigidly jointed space frames (see chapter 4) illustrates 
problems of this nature.
Another example of direct method of analysis is provided 
by the so-called energy search method in which stationary 
values of the total potential energy are sought by direct
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mathematical search techniques. The method, which has not 
been used extensively, is comprehensively reviewed by 
Bogner et al (11) who applied it to the analysis of finite 
element idealisations of space frames and thin shells. The 
major drawback of this method is the computational effort 
required for the unconstrained minimisation of a function of 
many variables (12, 13, 14). Further difficulties have been 
reported in applying the technique to structures in the 
vicinity of neutral equilibrium states.
A number of recently developed direct methods of analysis 
which do not clearly fall into any of the preceding categories 
and may be described as h y b r i d methods, such as a combination 
of the incremental procedure with Newton-Raphson or the 
self-correcting initial-value method (18), are reviewed in 
reference (19).
We move on now to the technique of analysis that forms 
the basis of the remainder of this work and derive the 
necessary governing relationships from a fundamental energy 
viewpoint.
3.4 Fundamentals of the ana].ysis technique
The technique of analysis is derived for a discrete 
structural system which is presumed to give rise to ci continuous 
and differentiable total potential energy function, Ü { Q ^ , A ) , 
where , i = 1,2,3 ... n, denotes a set of generalized 
coordinates and A is a scalar load parameter as defined in 
section 2.1, Without serious loss of generality it is further 
assumed that Q is linear with respect to the load parameter A 
and may be written as
0(0,,A) =U(Q.) - AQ,w . “ Q.w, . . . 3.1,
where denotes an element of W , a vector of external loads 
whose magnitude is controlled by A, and Wj^ denotes an element 
of W, a vector of constant external loads. Typically W would 
represent the 'dead' load or self-weight of the structure and 
W would represent the 'live' load. Since nonlinear behaviour
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is presumed it is not possible to carry out any superposition 
of loading cases, hence the inclusion of the two load vectors.
U (Qj^) denotes the strain energy function of the system.
Summation from 1 to n over repeated subscripts is presumed, 
and Uf the number of degrees of freedom in the idealisation, 
is taken to be finite.
The necessary condition for equilibrium is given by
~  O , . . 3,2,
where the subscript denotes differentiation with respect to 
the corresponding generalised coordinate.
Expanding in a power series about the state (Q^ ,A)
gives
!^ i(Qi + q^ , A +  X) = ^
+ A t Q V X ^ t . . .  , , , 3 , 3 .2 ; 1 j ■'j 1 f
where primes denote differentiation with respect to A, and 
X denote variations in and A respectively, and all derivative: 
on the right hand side are evaluated at (Q^,A).
The direct solution of the simultaneous nonlinear 
equations 3.2 is a difficult problem and is avoided by 
replacing them with a linearised system obtained by truncating 
the series expansion for yielding
^q^ = 0 , . . 3 , 4 ,r rj J 1
Before considering the solution of equation 3.4 we first 
examine the terms involved, bearing in mind the form of 
given in equation 3.1. Differentiating equation 3.1 with 
respect to gives
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. . c 3.5,
and further differentiation gives
52.. “ U.. . , . 3 . 6
J- J  J- J
and ’ . . . 3 . 7 .
the 'interval force vector* of the system is such 
that if the external load was equal to equilibrium in
the corresponding configuration would be satisfied.
If we define the phase space of the structural system 
as that 2ri““dimensional Euclidean space in which n of the 
coordinates correspond to the generalized coordinates
i = 1,2,3 ... n, and the remaining n coordinates correspond 
to n independent load parameters, i = 1,2,3 ... n, then
the totality of equilibrium configurations which the structure 
may achieve under all conceivable systems of loading define 
points in phase space which collectively form what may be 
called an equilibrium surface within the phase space. The 
first order approximation to the relationship between the 
loads and the generalized coordinates at any point on the 
equilibrium surface may be expressed in the form
KÔQ = 6w . . .  3.8
where ôQ denotes the vector of increments in the generalized 
coordinates corresponding to the load increment vector, 6w, 
and K is the square matrix which defines the relationship. 
Thus K, by definition, defines the hyperplane which is 
tangential to the equilibrium surface at the configuration 
of interest, and is known as the tangent stiffness matrix.
It is of interest to derive the relationship between K, 
the tangent stiffness matrix, and j r the matrix of the 
Quadratic form that defines the second variation of the total
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potential energy and which also appears as the coefficient 
matrix in equation 3.4, Let 6Q be chosen such that
i j /
and ôQj O,
Then if k. . denotes the element in rov7 i and column j of K, Jit follows from equation 3.8 that
k^j 5Q. = 6w. . . . 3.9,
(no summation on the repeated subscript)
In the limit as ôQ^  tends to zero, equation 3.9 becomes 
8w.
ij "
From Castigliano's theorem it is known that
and hence
y - ij ■" dQ^dQ.
8Q^9Qj (from 3,6)
Thus K = . 3,10
Returning now to equation 3,4 and substituting from 
equations 3.5, 3.6 and 3,7 gives
Uij qj = (A*! + "i - Ui'j + . . . 3.11,
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the system of equations defining the tangent hyperplane to 
the equilibrium surface at the configuration corresponding 
to .
The tangent hyperplane provides a convenient surface along 
which to take a 'step' in the course of seeking a particular 
equilibrium configuration, but the manner in which this step 
is taken depends on which variable is selected as the 
independent variable for the analysis. We consider first 
the most common choice, that of the load parameter, A.
3.4.1 Analysis under prescribed load intensity
In this case the intensity of the live load is assumed to 
be known and the configuration in which this load is equilibrated 
is sought. Since A is constant it follows that 1 = 0  and 
equation 3.11 becomes
U.. q. - Aw. + w. - U. . . .  3.12,X J  J  1 1 1
Suppose now that defines a configuration in which equilibrium 
is not satisfied and that the derivatives in equation 3.12 are 
evaluated at this configuration. The right hand side of 
equation 3.12 will then represent an 'out-of-balance' load 
vector, being the vector difference between the internal 
force vector, U^ , and the total externally applied load,
AW + W, Solving equations 3.12 under these circumstances 
will yield an increment vector q^, such that (Q^  + q^ )^ is an 
improved approximation to the true equilibrium configuration.
The configuration (Q^  t g^ ) may then be used as the starting 
point for a further linear step towards the desired solution 
and the process repeated iteratively until convergence is 
achieved as evidenced by the vanishing of the residual or out 
of balance load vector, (AW t W - U^).
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1/2/3 etc., denote iteration number.
Fig. 3.1 Analysis under load parameter control
schematic representation.
The above solution scheme is adequate provided the 
equilibrium path is rising monotonically with A and that 
there are no critical points in the vicinity. Convergence . 
is generally rapid in terms of the number of iterations 
required and should not be sensitive to the choice of starting 
point. Typically, the unloaded configuration, - 0, is 
selected as a starting point and when convergence has been 
achieved at a particular load level the resulting configuration 
is used as a starting point for a second analysis at a higher 
level of load and in this way a sequence of points along the 
equilibrium path may be traced out.
Fig. 3.1 illustrates schematically in load-configuration 
space the progress of a solution for a two degree of freedom 
system with a prescribed load intensity of and a zero dead 
load. The representation is necessarily schematic since the 
intermediate configurations, en route to the solution, in 
general 'wander' out of A - space into the more general 
phase space, returning to A - space only when equilibrium 
is achieved.
The choice of A as the independent variable will prove 
unsatisfactory in certain circumstances, for example, in the 
vicinity of a limit point or bifurcation point, and a modified 
technique of analysis will be required. The .following sections 
describe the modifications that are required in order to deal 
with the different types of buckling behaviour that may occur.
3.4.2.Analysis under prescribed displacement
In this case the intensity of the load is permitted to 
vary and a generalised coordinate, say , is selected as the 
independent variable. Setting equal to a constant defines 
a hyperplane in A -* space and the purpose of the analysis is 
to establish the point of intersection of the equilibrium path 
with this hyperplane. The dependent variables are thus the
n - 1 generalized coordinates i r, and A, Following
a,similar process to the prescribed load case, let (Qu,A) 
denote a configuration in which takes its prescribed value 
but in which equilibrium is not satisfied. Evaluating the 
coefficients in equation 3.11 at the point (Qj,A) and retaining 
all the terms on the right hand side results in a system of 
linear simultaneous equations which may be solved for in 
the form • ‘
= uTÎ' (Aw. + w. - U ) + XUT^ w. . . .  3.13.J  *i-.J X, JL Jh JL j  1
Since has a constant, prescribed value it follows that the 
additional condition
= O . . .  3.14
must also be satisfied. Writing 3.13 as
qj = A t XB . . .  3.15,
where A and B denote the vectors defined respectively by 
A = Uj_j (Aw% t w^ - U^ ) , B = w , and then substituting
= 0 gives
X = - . . .  3.16,r
where a^ and b^ denote the r’th elements of A and B respectively. 
With X known the remaining q^  may be calculated from equation 
3.15 and the improved configuration (Q^  -i- q^, A + X) obtained.
The new configuration may then be used as the starting point 
for further iterations and the process repeated until the 
desired standard of accuracy is attained as evidenced by the 
near-vanishing of the residual vector, Aw^ + w^ -
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Fig. 3.2 Analysis under displacement control
schematic representation,
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The process of solution is illustrated schematically in 
Fig. 3.2 for a structure that exhibits limit point behaviour.
3.4,3 Choice of independent variable
The preceding sub-sections 3.3.1 and 3.3,2 describe how 
equilibrium states may be. established by a simple iterative 
process during which either the load intensity or one 
generalized coordinate is temporarily held constant. Which 
of the two methods to employ depends on the nature of the 
equilibrium path in the region of the analysis. Generally 
a controlled load intensity is employed when tracing the 
initial section of a fundamental path, since this region of 
the path is likely to be ’well-behaved' and progress along 
it well defined by A. Also, the analyst is more likely to 
have knowledge of the order of load required to be carried by 
a structure rather than the order and direction of displacements
Fig. 3.3 shows three equilibrium states established at 
loads of A^, A^  and A^ on the equilibrium path of a system 
which reaches a limit point at a load of A^^. An attempt to 
obtain a fourth point at a load of A^  would generally result 
in the iterative solution procedure failing to converge, with 
a slight possibility of convergence to a highly deformed state 
on a later rising part of the path.
? ? ? ?
Fig, 3.3 Failure of load-controlled analysis
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Fig, 3,4 shows three (stable) equilibrium states 
established at loads of A , Ag and A^  on the fundamental
path of a bifurcating system. At a load of A^ an (unstable) 
equilibrium state has been found on the unstable portion of 
the fundamental path above the critical point.
c o n v e r g e n c e  to t h i s  
a t e  u n c e r t a i n .
0
Fig. 3.4 Analysis difficulties in vicinity of 
a bifurcation point.
In both of the above two cases analysis under controlled 
loading is satisfactory only for loads less than A^^ and 
difficulty is likely to be experienced as the load approaches 
A^^. To study post-buckling behaviour it is generally 
necessary to abandon the simple load control method and adopt 
the more flexible displacement control technique. Two questions 
arise at this point - when should displacement control be 
adopted, and which displacement component should be controlled? 
If the analyst has prior knowledge of the expected behaviour
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of a structure he may opt for displacement control throughout 
the analysis - for example, in the case of a shallow arch or 
dome in which it is known that snap.buckling (limit point 
behaviour) in a particular mode is likely to occur it would 
be advantageous to control the displacement component that 
suffers the greatest change during buckling» Fig, 3,5 
illustrates a very simple case of this kind in which vertical 
displacements of Q^, ... are imposed on the two-member
arch and the points on the equilibrium path obtained by solving 
for the corresponding values of load.
pr
Qz a £?5Pi
Fig. 3.5 Displacement control on a simple arch.
In general it must be assumed that no detailed prior 
knowledge of the properties of the equilibrium path is 
available in which case displacement control wil1.be required 
when one of two possibilities occurs:
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a) a limit point is reached, or
b) a point of bifurcation is reached.
The limit point, as explained earlier, is the more general 
of the two possibilities and is considered first. As the 
critical load at the limit point is approached the convergence 
rate of the iterative process (under load control) will 
deteriorate and above the critical load the analysis will 
diverge. At the same time any displacement components which 
have a significant projection in the direction of buckling 
will start to acquire rapidly increasing magnitudes. 
Displacement control should be implemented at this point and 
obviously the best component to control is that which has the 
greatest projection on the tangent to the equilibrium path at 
the critical point since this will best define progress along 
the path. The tangent to the equilibrium path at the critical 
point is given by Xj, the eigenvector corresponding to the 
stability coefficient which vanishes at the critical point.
Xj will thus be given
(Gf^fAC^)Xj =■- o . . .  3.17
where (Q^^,A^^) denotes the critical point.
As the critical point is not usually precisely known 
numerically, either an approximate eigenvector may be 
calculated (i.e. the eigenvector corresponding to the smallest 
eigenvalue of at a point near the critical point) or
alternatively the critical direction may be determined from 
the last two or three points on the equilibrium path. The 
magnitude and sense of the displacement that is then prescribed 
may be taken as a suitable proportion of the current value of 
the selected displacement. Fig. 3.6 illustrates an equilibrium 
path, passing through a limit point, and on which four points 
have been established under load control at loads of A^ to A^ ,
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Fig, 3*6 Changing from load to displacement control 
in the vicinity of a limit point.
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Control has then been transferred to the displacement mode 
with selected as the coordinate direction having the 
greatest projection on the known direction of the equilibrium 
path at Four further points are then established by
prescribing the sequence of displacements to The
critical point is passed without difficulty and
the unstable (falling) part of the equilibrium path traced out.
In the case of highly contorted paths it may prove 
necessary to change the independent variable more than once; 
for example in the case of a path which loops back upon itself.
The second possibility necessitating displacement control 
is the occurrence of a bifurcation point. The discussion will 
be limited to the case of a distinct bifurcation point in which 
only a single stability coefficient changes sign (see ch. 2) 
and only one post-buckling path exists. The direction of the 
post-buckling path is again determined by xjf the eigenvector 
corresponding to the eigenvalue of which vanishes at the
critical point, and the appropriate displacement to control 
is that which has the greatest projection on x^. However, it 
is no longer sufficient to simply prescribe the selected 
displacement and assume that an equilibrium state on the
post-buckling path will automatically be found. Fig, 3.7 
shows four equilibrium states on the pre-buckling path of a 
bifurcating system obtained under load control. If the 
displacement was then prescribed it can be seen that there
are two corresponding equilibrium states, one on the post- 
buckling path and one on the unstable portion of the 
fundamental path, and there is no guarantee as to which of 
these two possible solutions would be found, if indeed the 
analysis converged at all. To ensure convergence to a point 
on the post-buckling path it is necessary to ensure that the 
first approximation to the post-buckling configuration used in 
the analysis is s u f f i c i e n t l y  c l o s e to the post-buckling path.
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solutions
'■r
Fig. 3.7 Possible failure of simple displacement 
control in the vicinity of a point of 
bifurcation.
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This may be accomplished by taking a preliminary step from the 
point on the fundamental path, in the direction of the 
eigenvector, thus giving a starting position well removed 
from the fundamental path and, providing the post-buckling 
path is not too highly curved, close to the post-buckling 
path. The first approximation is thus given by
Qi = ± ax^ . . .  3.18,
where denotes the critical point or the closest approximation
to it obtained in the analysis, x^ denotes the eigenvector 
corresponding to the zero eigenvalue of  ^ and a is a scalar 
determining the length of step along the eigenvector. During 
the subsequent iterative analysis the component of, displacement, 
Q^ , which has the largest projection on the eigenvector is held 
constant at the value and the remaining together with
A, varied until equilibrium is achieved.
Fig. 3.8 illustrates the above procedure schematically. 
Points 1, 2, 3 and 4 have been found using controlled load 
levels, points 5, 6, 7, 8 have then been found after taking 
a preliminary step along the eigenvector, , and then 
■controlling the displacement Q^,.
Having explored one branch of the post-buckling path by 
using a starting point of
= Q f " + ax. '
it is an easy matter to return to the critical point and follow 
the other branch by using a starting point of
•
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A
Fig. 3.8 Eigenvector displacement prescription.
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3.4.4 Stability of equilibrium
Having established an equilibrium configuration by means
of the analysis technique described in the preceding sections,
it may be of interest to determine whether or not the equilibrium .
is stable. It was shown in chapter 2 that the stability of an
equilibrium state depends in the first instance on the nature
of the stability coefficients ^ obtained by diagonalizing
the matrix of the quadratic form defining the second variation
of the total potential energy function. Thus the c.. are the ?
diagonal elements of a diagonal matrix obtained by a nonsingular
linear transformation of and it was pointed out in^ J tchapter 2 that the numbers of positive, negative and zero 1
c^ are invariant with respect to the choice of linear |
transformation. ■j
IThe properties of the stability coefficients may therefore '
be deduced from the properties of , the coefficient matrix ■ ;
used to define each linear step in the solution process, i
provided u. _= is evaluated at the equilibrium state of Interest. 
Provided the linear equations involved (equation 3.12 or 3.13) 
are solved by a direct elimination method such as Gaussian 
elimination or decomposition, no extra computation would be :
required since the number of positive, negative and zero c^ 
would have a one-to-one correspondence with the number of 
positive, negative and zero pivots encountered in the 
elimination or decomposition process,
3.5 Application to pin-jointed systems
A pin-jointed structural system, or rather a system whose 
structural response can be reasonably well predicted through '
the medium of an idealisation consisting of two-ended ideally 
hinged elastic members loaded only at the joints, constitutes 
an important class of structure in its own right and includes 
many currently used configuration, such as plane trusses, double
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and multilayer grids, certain types of single and double layer 
braced domes and vaults, transmission towers, etc. (20). It 
has been demonstrated (21) that the initial response of many 
such structures is almost independent of the flexural and 
torsional properties of the members, although the ultimate 
load carrying abilities must.reflect both these properties 
and also the rigidity of member interconnection. More 
recently it has become almost standard practice to idealise 
cable net configurations as pin-jointed assemblies of straight 
elements.
An attractive feature of pin-jointed idealisations is 
the simplicity of the structural mechanics involved, and it 
was with this feature particularly in mind that it was 
decided to implement the analysis technique first for pin- 
jointed systems, with a subsequent implementation for rigidly 
jointed systems hopefully benefiting from experience gained 
with the simpler systems.
The pin-jointed system adopted for the present purpose 
is assumed to consist of straight, uniform, light, linearly 
elastic members interconnected at ideally hinged joints of 
negligible volume. External loading is presumed to consist 
of a set of conservative forces applied at one or more joints. 
Members are assumed to remain straight as the structure deforms 
with member deformation thus restricted to a purely axial mode. 
A more elaborate model with initially curved members, lateral 
(flexural) deformation, nonlinearly elastic material, etc., 
could be implemented without difficulty, but for the present 
purpose of exploring techniques of analysis there would be 
no real advantage in doing so.
The strain energy function for the system is given by
LU =  % EAe^ds . . . 3.19,
06
where E = elastic modulus in tension and compression,
A = cross-sectional area of a member,
L = member length, 
e = axial strain,
and the summation is over the number of m.enbers in the 
system.
With load applied only at the ends of members it follows 
that the axial strain must be constant along the length of
a member and given by
e = (L - . .. 3.20,
where L and denote the deformed and initial lengths
respectively.
The strain energy function may therefore be written as
U = Jjj:—  (L - L . . . 3.21
^'o °
We wish now to derive the internal force vector U ,^ 
and the tangent stiffness matrix and must therefore
choose an appropriate set of generalized coordinates, express 
the strain energy as a function of these generalized co­
ordinates and thence proceed to find the relevant derivatives.
Let the generalized coordinates be defined by the thrée 
cartesian coordinates of each joint relative to a reference 
coordinate system, XYZ, and let i and j denote two typical 
joints connected by a member ij of unstressed length L^ , 
as shown in Fig. 3.9, After deformation, points i and j 
map to the points with coordinates (x_, y^, z^ ) and 
(Xj, yj, z^ ) respectively, and the resulting deformed length 
of member ij becomes L.
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Fig. 3.9 Mapping of member i
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For member ij the strain energy is given by
u = ^ I- (L - L°
where
= (Xj -x^)^ t (Yj - y^)^ t (zj - z^)^.
Differentiating with respect to the relevant generalised 
coordinates gives
- r  ■
E =  - ET
l^.= i; - V
- "o’ (Yj - Vi) A  ■
Fz." P  A  - L^ ) (Zj - 2j_) A3 0
These derivatives define the contribution of member ij to 
the internal force vector at points i and j. The complete 
internal force vector may be assembled by summing the 
contributions of all the members.
Differentiating again with respect to the generalized 
coordinates gives derivatives such as
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EA EA EA ,^ j “ *i\2r-.'-hr~>
1 H. M  (*i " * 1 ) 2 L L  ^ L ^ . 3 .2 3,
where P = EA (L - L^ ) = axial force in member ij,
3 U _ EA (Xj - ^i) (Yj y p
à ^=13 Yi " L 1.2
r « , 3.24,
B ^ EA (^ j ~ i^) (^ j ^i)3 X. a z . L _ 21 r Li
. . . 3.25,
29 U
9 x^9 Xj
. . . 3.26,
29 Ü 51T^ 9 Yj
X. - X yi) . , . 3.27,
etc., etc.
If p.. p., d, and d. denote incremental force and -i 1 3displacement vectors respectively, at ends i and j of 
member ij, then following the notation of Livesley (22), 
the relationship between these vectors may be written
Pi' Kll 1 K12' ■^ i
'ij K21 j ■ K22 A
. . . 3.28,
where Kll, K12, K21 and K22 are known as the member stiffness 
submatrices.
It follows from equations 3.23 to 3.27 that the member 
stiffness submatrices must be made up as follows-
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Kll =
EA
L
(Yj-Yi) EAL (*j^*i)(^j"^l)L
EA EAV L L
Symmetric ^
--- ------
EA  ^ L ' L
. 3 .29
and Kll = K22 = -K12 = - K21
The tangent stiffness matrix for the whole structure 
may be assembled in the usual way by a systematic addition 
of the individual member submatrices, Implementation of 
external constraints is also achieved by following well 
established techniques.
The above formulation was coded in basic FORTRAN for 
the Computer Automation Alpha 16 minicomputer in the 
Space Structures Research Centre at the University of Surrey. 
This computer, with only 12K of 16-bit words and comparatively 
slow, software-based floating point arithmetic is not suitable 
for the nonlinear analysis of large structures or structures 
requiring an elaborate idealisation, but proved satisfactory 
for pin-jointed systems with low order degree of freedom.
The computer implementation was on an interactive basis 
permitting the analyst to intervene at will and control the 
course of the analysis through a teletype terminal.
To permit the analysis of cable net structures a 
further feature was added enabling the specification of 
prestressing forces in members of the structure. The 
geometry of the structure was specified initially by defining 
the X, y, z coordinates of each joint, together with the 
elastic properties and interconnection pattern of the members. 
The unstressed lengths of the members were then calculated 
automatically from the joint coordinates. If, however, a 
prestress force was specified for a member, then the unstressed 
length, L^ , as calculated from the joint coordinates was 
overwritten by an appropriately reduced length to provide the
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required prestress force, as follows
L := L -PL /EA, where P = prestress force, o o o
This facility was also useful for inserting imperfections of 
the ’lack of fit’ type when investigating the response of a 
structure to imperfections of varying magnitude and type.
The implementation included facilities for analysis 
under controlled loading or displacement, the insertion 
of imperfections in the form of load perturbations, lack of 
fit, or perturbations in initial geometry, the evaluation of 
the number of positive and negative stability coefficients, 
the calculation of eigenvalues and eigenvectors of the 
tangent stiffness matrix and the prescription of arbitrary 
sets of displacements.
3,6 Illustrative examples
In this section the technique of analysis is demonstrated 
by applying it to some simple structures, each of which has a 
significantly different type of behaviour. The examples 
also provide an opportunity to introduce the concepts of 
"behaviour surfaces" and "behaviour space", which provide a 
powerful and general means of visualising structural behaviour 
in the presence of imperfections.
3 . 6 .1 Exalnple 1 : • e las ticall y s apporte cl shallow arch - 
point behaviour
A EA = 1000 for
X XX 10 10 10
T2
Fig. 3.10 Shallow arch.
, Fig. 3.10 shows a very simple, two-member shallow arch 
with elastic lateral support provided by a third horizontal 
menber. External loading consists of a single vertical 
load of magnitude A applied at the apex.
An analysis of this structure revealed the expected limit 
point behaviour with stability being lost at a load of about 
1.99, The analysis was initiated with the load parameter 
selected as the controlled variable and under increasing 
values of load it quickly became apparent, both from the 
direction of the equilibrium path and from the direction of 
the eigenvector corresponding to the smallest eigenvalue of 
the tangent stiffness matrix, that the y component of 
displacement at joint number 2 was the generalised coordinate 
with the largest component in the critical direction. With 
control transferred to this displacement further points were 
obtained on the equilibrium path as shown in Tig. 3.11.
As the configuration passed through the limit point, denoted 
by in Pig. 3.11, the number of negative stability 
coefficients was observed to increase from 0 to 1, reflecting
c. i: n  a  nil c
n a p
0.0
d y n a m i c2.Û.
s n a p
1.0
Fig. 3.11 Shallow arch - typical limit point paths
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Fig. 3.12 Limit point behaviour of shallow arch.
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Fig. 3.13 Constant displacement contours.
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Fig 3.14 Constant load contours
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the loss of stability at (which loss could also have 
been deduced from the presence of the local extremum 
.(with respect to A) on the equilibrium path). The ensuing 
sequence of unstable equilibium states is shown by the dashed 
line in Fig, 3.11 after which it can be seen that the equili­
brium path re-stabilises at a second limit point, C^ . On 
passing through the number of negative stability 
coefficients drops again to zero and the remaining part of 
the equilibrium path remains completely stable. Also shown in 
M-g, 3.11 is a plot of A against Xg, the horizontal component 
of displacement at joint 3, which shows the characteristic 
appearance of an equilibrium path in the vicinity of a limit 
point when plotted against a rion-critical generalized 
coordinate (i.e. a coordinate which does not have a significant- 
component in the critical direction).
The structure, if subjected to 'natural* loading
conditions in which the magnitude of the load was gradually
increased, would exhibit a dynamic snap through to the stableCPinverted position at the instant the critical load. A" , was 
reached. The arrow in Fig. 3.11 indicates the path the 
structure would take under these conditions.
The equilibrium path shown in Fig. 3.11 will next be 
regarded as just one member of a family of paths which result 
from the imposition of a range of imperfections on the 
original structure. For simplicity it is assumed that 
imperfections are confined to a simple lack of fit in the 
horizontal member 3-4 of magnitude e%.
Let there now be defined as the behaviour space of 
the family of structures the (n + 2)-dimensional Euclidean 
space obtained by augmenting the load-configuration space 
with one further coordinate representing the level of 
imperfection - i.e. (A - - e) space. Corresponding to
each equilibrium configuration of each structure in the family 
there will be a unique point in behaviour space. Let the
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surface formed by the collection of all such points be 
defined as the behaviour surface of the family of structures.
■ Repeating the analysis of the arch for a range of 
positive and negative values of e gave rise to the equilibrium 
paths which are presented in . Fig. 3.12a from the viewpoint 
of a plot of A against y^. Each analysis was carried out 
with a constant value of imperfection and so the equilibrium 
paths obtained may be regarded as "contours" (of constant 
imperfection) of the equilibrium surface. These contours 
show a very uniformly sloping surface with no outstanding 
features. A plot of the critical loads of the various 
imperfect structures against imperfection, rig.3.12b, also 
shows a nearly linear variation with no marked imperfection 
sensitivity.
The locus of the critical points of the imperfect structures, 
shown by the dotted line in : lig. 3.12.a, forms a boundary 
between an area of the behaviour surface which represents 
stable equilibrium states and an adjacent area which represents 
unstable equilibrium states and is therefore given the name 
"stability boundary". Thus, in Fig. 3.12a, all points to 
the left of the stability boundary represent stable equili­
brium states and all those to the right (locally) representCEunstable equilibrium states. The plot of A against e in 
Fig. 3.12b could be regarded as a section through the 
behaviour surface taken along the stability boundary.
The behaviour of the family of imperfect structures as 
embodied in the properties of the behaviour surface can be 
investigated in a number of alternative ways, The commonest 
approach is that described above in which e is given a 
sequence of discrete values and the constant-imperfection 
contours generated point-by-point by means of the basic load 
or displacement control technique. Alternatively a sequence 
of distinct displacements could be specified and for each 
value of displacement a constant-displacement contour 
generated by permitting e to vary along with A and the remaining
99
displacement components, In other words the intersection of 
the hyperplane defined by the constant displacement with the 
behaviour surface is calculated. Fig. 3.13 shows such a
set of constant-displacement contours in which the horizontal 
displacement at joint number two has been given a sequence of 
prescribed values, A further alternative results from 
prescribing a constant A and evaluating points on the inter­
section of the hyperplane thus defined with the behaviour 
surface. Fig. 3.14 shows a set of such constant-load contours
3.6.2 Example 2 ; two-member frame asymmetricbifurcation
EA  =  1 0 0 0 f 
b o t h  me m b e r s . A
—
10
10
Fig. 3.15 Simple two-member frame.
Fig. 3,15 shows a simple frame with two members and 
a single load applied vertically at their point of inter­
connection. The behaviour of this frame was investigated 
along with a family of derived imperfect cases in which the 
inclined member, l-2> was given a deliberate lack-of-fit.
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The results are summarised in-. lig. 3,15 which shows the 
behaviour surface contours on a plot of A against the 
horizontal displacement of the apex joint. It can be seen 
thatf with zero imperfection, the apex joint moves steadily 
to the right with increasing load and loses stability at a 
limit point under a load of 188,
However, although the structure exhibits natural limit 
point behaviour, it is easily shown that this mode of 
behaviour can be changed by imposing an appropriate imperfection. 
As increasing amounts of lack-of-fit are imposed on member 
1-2 the tendency of the apex joint to move to the right under 
load is reduced and higher and higher critical loads are 
achieved; for example, with a lack-of-fit of 10% the 
critical load is increased to 229 and with 17% lack-of-fit 
the critical load rises to 433. Eventually, with a 
lack-of-fit of 17.2% a pronounced change in behaviour takes 
place and the apex joint, after first moving to the right, 
reverses its trend and moves left with increasing load intensity 
No critical load is reached, the fundamental equilibrium path 
remaining stable throughout. Clearly there must exist a 
value of imperfection between 17.1 and 17.2% at which this 
system will exhibit a perfect asymmetric bifurcation point.
Plotting the so-called "complementary equilibrium paths" 
(paths representing equilibrium states which could not be 
reached by a natural loading process commencing from the 
unloaded state) in the vicinity of the bifurcation point 
establishes an upper bound on the post-buckling path of the 
bifurcating system and this, together with the lower bound 
formed by the natural equilibrium paths permits arbitrarily 
close approximations to the post-buckling path of the 
bifurcating system to be made.
A plot of critical load against imperfection. Tig. 3.17, 
reveals the very steep slope of the stability boundary (the 
dotted line in iig. 3.16) in the vicinity of the bifurcation 
point, with the slope decreasing as the level of imperfection 
decreases and carries the structure away from the bifurcation 
point and back to its natural limit point behaviour region.
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Fig. 3.16 Constant imperfection contours - 2-member frame
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Fig. 3.17 Imperfection sensitivity
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All the equilibrium paths shown in Fig, 3,16 were 
generated using the techniques described in previous Sections 
The complementary paths were traced out after obtaining an 
initial point on each one by means of an appropriately 
prescribed displacement or set of displacements,
3,6,3 Example 3 : deep arch - unstable symmetric bifurcation
EA  =  1 0 0 0 f 
all members.
X
— Q'
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Fig. 3.18 Deep arch.
The three-member system shown in Fig. 3.18 has been 
chosen simply to illustrate a third type of buckling behaviour 
and does not necessarily resemble a deep arch in all aspects 
of its behaviour. Joints 1 and 4 are completely fixed and 
joint 3 is free to move in the horizontal direction only.
A single concentrated load. A, acts vertically at joint 2.
In this structure the two inclined members may be considered 
to possess a plane of symmetry always passing vertically 
through joint 2, and in order to disturb this symmetry a 
family of imperfect systems will be generated by imposing a 
lack of fit on member 1-2.
104
Comparing ïig, 3,18 with the shallow arch of Fig. 3.10 
could lead one to anticipate- a similar type of buckling 
behaviour, with the load pushing joint 2 through into an 
inverted position.,after reaching a local maximum at a limit 
point. However, an analysis of the present structure shows 
that the equilibrium path that would eventually lead to this 
limit point loses stability at a bifurcation point long before 
the limit point is reached. The post-buckling path 
emanating from the bifurcation point is unstable and corres­
ponds to a buckling mode in which joint 2 moves horizontally 
to the left or right causing a lateral collapse of the whole 
structure. Fig. 3.19 illustrates the anticipated limit 
point behaviour and the bifurcation point,that intervenes. .
Fig. 3.20 shows to larger scale the bifurcation poj.nt of the 
zero imperfection system and the characteristic limit point 
behaviour of two of the imperfect systems.
The reduction in critical load as a function of imperfection 
is shown in Fig, 3.21. The characteristic cusp form, with 
an initially rapid reduction in critical load can be seen.
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expected limit point buckling.
actual bifurcation buckling
Fig. 3.19 Intervention of bifurcation point in 
a limit point system.
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Fig. 3.20 Deep arch - constant imperfection contours.
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Fig. 3.21 Deep arch - imperfection sensitivity.
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Chapter 4 
Nonlinear analysis of space frames 
4,1 Introduction
Whilst the technique of analysis described in Section
3.3 is quite general within the framework of the stated 
assumptions, a number of problems may arise when applying it 
to a real structure. These problems stem from the nature 
of the idealisation which must be employed in order to 
adequately represent the behaviour of the structure. The 
class of pin-jointed structure to which the technique was 
applied illustratively in Section 3.4 was mechanically so 
simple as to permit a direct implementation without difficulty; 
however, there exist few real structures whose behaviour in 
the nonlinear range can be adequately represented by such 
an idealisation (the one exception being perhaps the class of 
cable net structures). In seeking to apply Newton-Raphson 
methods to the analysis of rigidly jointed space frames, 
analysts have frequently allovzed the requirements of the 
analysis technique to dictate the form of idealisation employed. 
In particular, the form of the total potential energy function 
has generally been simplified to such an extent as to permit 
the calculation of analytic derivatives, thus enabling the 
construction of an 'exact' tangent stiffness matrix (1). 
Conclusions regarding the stability of equilibrium of the 
actual structure have then been drawn from the properties of 
this tangent stiffness matrix. Such conclusions would appear 
in some cases to be of doubtful reliability. In dealing with 
problems of nonlinear and stability analysis in which second 
order effects assume considerable significance, it seems that 
the first priority should be the establishment of a rigorous 
and representative idealisation, with ease of analysis and 
efficiency of the computational process being left for 
subsequent attention.
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A typical idealisation of a rigid jointed space frame 
(2, 3, 4) employs a set of generalized coordinates consisting 
of the three translational displacements of each joint 
together with the three angular rotations of each joint 
relative to a fixed set of Cartesian reference axes. The 
set of angular rotations is treated as a vector, thus neces­
sarily restricting such rotations to be small. Members are 
assumed to consist of initially straight, line elements and 
their deformation is generally defined relative to a set of 
member coordinate axes. These member coordinate axes 
initially coincide with the centroidal axis of the member and 
the two principal axes of the cross section respectively, 
and as the member deforms the member axes are redefined 
for the current position of the member in a variety of ways; 
for example, by the tangent to the centroidal axis at one 
end together with the principal axes' directions at the same 
point. The member deformation is conveniently assumed to 
consist of separate lateral deformations that coincide with 
two of the member coordinate directions together with 
longitudinal and torsional deformations measured along and 
about the other member coordinate axis. This approach does 
not permit the accurate representation of geometric deformation 
in the presence of combined bending and torsional deformations.
The system of external loads acting on the structure is 
most frequently idealised as a set of 'equivalent' concentrated 
forces and moments acting only at the joints, and again this 
approach has some shortcomings. Firstly, in the case of a 
structure with a nonlinear response it is not possible to 
determine an equivalent loading system since this would 
necessitate prior knowledge of the deformed shape of the 
structure under the actual loading system. Secondly, the 
representation of loads on a member by suitable concentrated 
moments, acting about fixed axes and applied to the joints at 
each end of the member, results in a nonconservative loading 
system and this conflicts with the usual underlying assumption 
that the structure and its loading system together constitute 
an elastic, conservative system.
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The overall analysis has most frequently been of the 
Newton-Raphson type under controlled load intensity and with 
the increments in displacement at each iteration being 
accumulated by simple vector addition. This procedure is 
strictly valid only for the translational components of 
displacement, since finite rotations about more than one 
axis are not commutative under the operation of vector 
addition. This effect was once regarded as a 'fundamental 
obstacle to the development of truly large displacement 
analysis of rigidly jointed systems' (5) .
The formulation which follows endeavours to avoid some 
of these problems by employing a. composite technique in which 
the position and orientation of the joints form the basic 
generalized coordinates, and are augmented by additional 
member generalized coordinates defining the shape of each 
member from within an admissible class of parametric space 
curves. The idea of a single member coordinate system is 
abandoned and replaced by a 'sliding' coordinate system in 
which each point on the axis of a member is assigned a unique 
coordinate system. The overall analysis is by a modified 
Newton-Raphson procedure operating on the basic generalized 
coordinates and an unconstrained potential energy minimisation 
applied locally on a member-by-member basis to determine the 
member generalized coordinates and hence the deformed member 
shapes. Internal forces are deduced from the differential 
geometry of the deformed member without recourse to small 
deflection theory. External loading whether acting at a 
joint or at some point on a member is incorporated directly 
into the analysis. An approximate tangent stiffness matrix 
is used only as a predictor during the iterative steps of the 
nonlinear analysis and not as a basis for detecting loss of 
stability.
4.2 Structural system
The structure is assumed to consist of a spatial assembly 
of two ended elastic members, rigidly interconnected at joints
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of negligible volume, the whole being constrained against 
overall rigid-body movement by a sufficient set of constraints 
applied at one or more joints.
The applied external loading system may consist of any 
set of concentrated or distributed, static conservative loads 
applied to any part of the structure.
The geometry of the structure is defined, overall, by 
the position and orientation of the joints, and locally, 
by the shape each member takes up between the joints which it 
interconnects.
4.3 Overall geometry of the structure
A set of global reference axes, X, Y, Z, is first 
established for the structure under consideration, together 
with a numlDer of sets of 'joint reference axes' such that a 
set of coordinate axes, x, y, z is associated with each joint. 
The joint reference axes may be visualized as a set of axes 
rigidly attached to the body of the joint, such that as the 
joint moves under load the joint axes are 'carried along' 
with it, see lig. 4,1.
The position of a joint can now be uniquely defined by 
its position coordinates relative to the global X , Y, Z system 
together with the orientation of its associated x, y, z 
reference axes. The orientation of these axes can be defined 
by a minimum of three independent angles, such as the well- 
known Euler angles (6), or alternatively by the direction 
cosines of each of the reference axes. The direction cosines 
may be conveniently assembled to form the 'orientation matrix', 
D, where
D =
1 1 1X y z
m m mX y z
n n nX y z
. . . 4.3.,
11!
X.
Fig. 4.1 Global and joint reference systems.
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and If m and n denote the direction cosines of the respective 
joint reference axes.
The use of orientation matrices proved to be a more 
convenient way of recording joint orientations than the 
direct use of the three Euler angles.
The initial orientation of the joint reference axes, 
prior to loading, may be defined arbitrarily, but a 
convenient choice is to make the joint reference axes parallel 
to the global reference axes resulting in the orientation 
matrices being initially unit matrices. Other choices could 
be made in order, for example, to conveniently take account 
of joint constraints that are not conformable with respect to 
the global reference system (7),
The above procedure allows the precise representation 
of arbitrarily large translations and rotations of the joints 
in the mathematical model. We consider next the problem of 
defining the shapes taken up by the individual members in 
the deformed structure.
4.4 Member geometry
The geometry of a member is defined with the help of a 
member coordinate system, u, v, w as shown in Fig. 4.2, in 
which the origin is not fixed but is permitted to 'slide' 
along a curve in space. The u, v and w axes at any point 
along the axis of a member are defined as followÉ :
u = the tangent to the centroidal axis of the member,
v = the minor principal axis of the cross-section,
and w = the major principal axis of the cross-section..
The centroidal axis of the member, along which the member 
coordinate system may be considered to slide, is defined as 
a parametric space curve by •
117
w (t)
v(t)
t~0
t=l
\
i
tL
Y
Fig. 4.2 Member geometry definition - reference
coordinate system and space’ curve parameters
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x(t)
x*(t) := y(t) . . . 4,2 f
2 (t)
0 j< t jc If
where t is a dimensionless parameter defining distance along 
the undistorted member as a proportion of the unstressed 
length of the member. Actual distance along the member 
before deformation is thus given by tL^  where L is the 
unstressed length of the member, see Fig. 4.2.
The unstressed shape of a member is taken to be straight 
since this is the condition most frequently encountered in 
practice. Arbitrarily curved members could be incorporated 
without any great difficulty but their inclusion would make 
the derivations which follow appear more complicated. On 
the few occasions when initially curved members are called for 
in a structure they can usually be satisfactorily approximated 
by a sequence of straight members forming chords to the 
required curve.
As can be seen in Fig. 4.2, a point p on the unstressed 
member maps to a point p on the deformed member after loading. 
The position of the point p is thus defined by the vector, 
r(t), and will have coordinates relative to the X , Y, Z 
reference system of x(t) , y(t), z(t). The member coordinate 
system at p is chosen such that u(t) is parallel to the 
centroidal axis and has a positive direction coinciding with 
the direction of increasing t, v(t) and w(t) are then made to 
form a right-handed system in which ambiguity is avoided by 
requiring w(t) to have a non-negative projection on the global 
Z axis.
Every joint in the structure is assigned a unique 
identification number and for each member the direction of 
increasing t is taken to be from i to j (j > i), where i and 
j are the respective numbers of the two joints connected by
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the meirber.
The three components x(t)p y(t) and z(t) of the vector 
r(t) will each, in general, be a complicated function of t and 
not expressible in terms of the elementary functions. We 
therefore introduce the familiar technique of Ritz (0) and 
prescribe the form of r(t) as
r(t) == Ab
where ^10 ^11 ^12 . . . a^ ^^
A “ ^20
•^ 30
^21
^31
^22
3^2
• *• ^2n
* • * ^^ 3n ■
and b = [t^ ^n-1 t^  t 1]^
4.3,
. . . 4.4,
. . . 4.5.
The form of the prescribed function in equation 4.3 and 
the choice of t as the independent parameter result in the 
definition of a regular parametric curve in, the three 
dimensional space spanned by the X , Y, Z reference axes.
The particular choice of function and parameter was made 
primarily for the following reasons :
1, The functions chosen for x(t), y(t) and z(t)
must necessarily be of the same form in order that 
the formulation be invariant with respect to any 
change in orientation of the X , Y, Z reference system.
2. Polynomials were selected for convenience and also for 
their being one of the complete sets of functions 
such that if n was chosen sufficiently large any 
desired curve could be arbitrarily closely approximated
The choice of independent curve parameter is narrowed 
by the choice of equal order finite polynomials for 
X, y and z, and in particular the deformed arc length, 
s, desirable in that it simplifies the various
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expressions for the properties of the curve, is no 
longer an admissible parameter. The next most con­
venient choice, which satisfied the requirements of 
providing a regular parametric representation, was 
the arc length of the undeformed member, measured 
from one end. After dividing by L, the total length 
of the undeformed member, this gave rise to the chosen 
dimensionless parameter, t.
A number of relevant geometric properties of the curve 
defining the centroidal axis of the member are next deduced 
from the equation 4.3 above.
4.4,1 Tangent vector, u(t)
It may be shown (see Appendix 1) that the normalised 
tangent vector, u(t), to the curve r(t), is given by
u(t) = r'/jr'l . . . 4 . 6 ,
where r’
X'
y‘
z '
. . . 4.7,
1r'I = { (x')  ^+ (y')^  + (z')^}^ . . . 4.8,
and where primes denote differentiation with respect to t.
4.4,2 Arc length, s(t)
If s denotes the distance along the deformed member 
from the end t~o to a point t, then
s(t) = / Ir'1 dt . . . . 4 , 9 ,
0
tor s(t) ~ f (x'^t y'^t z'^)^ dt.
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Also, from equation 4.9, using the fundamental theorem 
of the calculus.
i-®- ll = |r'I . . .  4.10,
It may be observed that if t coincides with the arc 
parameter s, then the vector r’ will be of unit length,
4.4.3 Curvature vector, k (t).
The curvature vector at a point on the curve is most 
simply defined in terms of the arc parameter s by
-2k ( s ) = ~ r . . . 4 . 1 1ds
In terms of the parameter t the above expression becomes 
(see Appendix 1)
k(t) - (r')^r'r" - (r')*^  r"r' * . . .  4.12
The curvature vector lies in a plane normal to the tangent 
vector and points in the direction of maximum curvature 
(defined in section 4.4.4 below) with the positive sense 
directed towards the concave side of the curve.
It is important to note that k(t) defines a unique vector 
which lies in the plane normal to the axis of the member at 
every point (with the exception of points at which the curva­
ture is zero) and depends only on the properties of the 
spatial curve defined by the centroidal axis.
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4.4.4 Curvature, g(t)
The scalar quantity, 3, known as the curvature^is 
defined as the length of the curvature vector, so that in 
terms of the arc parameter, s,
3(s)=|k(s)|=|r| ...4.13.
In terms of the parameter t the above expression becomes 
(see Appendix 1)
3(t) = Ir* K r"I/Ir'1  ^ . . .  4.14,
where 'x' is the vector cross-product operator.
The above expressions for the curvature are not based upon 
the usual second derivative type of approximation but are the 
exact form and thus remain valid even when the distortions 
of a member become gross (although under gross deformation care 
would be needed to ensure that the prescribed.deformation 
function was adequate to accurately describe the shape taken 
up by the member, otherwise there would be little virtue in 
employing exact curvature expressions).
4.4.5 Axial strain, e(t)
As a member deforms under load its centroidal axis 
generally undergoes compression or extension and we wish now 
to derive an expression for the resulting strain. Let Ldt 
denote an element of the undistorted member which maps to the, 
element ds of the distorted member as shown in Fig. 4.3.
The axial strain on the centroidal axis is thus given by
e(t) = (ds Ldt)/Ldt
= i ^ - l  - - - 4.15.
But from equation 4.10,
f | = | r M
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f3s,
i
Lt
Ldt
Fig. 4.3 Element mapping - initial to deformed state
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w ( t) k(t)
v(t)
U(t)
Fig. 4.4 Definition of angle of twist,
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and so the expression for e becomes
e(t) = - 1 . . . 4.16
4.4.6 Rate of twist, (})(t)
The rate of twist, which may be regarded as the torsional 
equivalent of the axial strain, is conceptually simple, 
but before giving a definition in purely geometric terras it 
may be helpful to describe it from a dynamic viewpoint. If 
the member coordinate system, u, v, w, is made to slide along 
the centroidal axis curve with unit velocity, then the rate 
of twist, 4)(t), is equal to the instantaneous angular velocity 
of the V and w axes about the tangential u axis.
As it is not an intrinsic property of the centroidal axis 
curve the rate of twist can not be derived from the function 
defining this curve but must be defined by,a further function.
To facilitate the definition of the rate of twist let 0(t)
be introduced as the angle between w(t) and k(t), measured in 
the V - w plane, see Fig, 4.4, and let the function defining 
0(t) be
0(t) = c^f . . . .  4.17.
TWhere c = [c^ c^ Cg ... c^] 
and f = [t^ t^"^ ... t^  t 1]^ \
Then, since the direction of the curvature vector k(t) is 
invariant for a given centroidal axis curve, it follows that 
by choosing c of appropriate order (m) and varying the 
coefficients in c, any desired twist can be superimposed along 
the centroidal axis.
The twist rate, ci)(t), m.ay be obtained from 0(t) by 
observing first that
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4) (s) - T . . .  4 .18,
where s is the arc parameter previously referred to and t is 
a property of the centroidal axis curve, usually called the 
torsion or second curvature of the curve. To avoid confusion 
with engineering torsion the latter term will be adopted herein. 
The second curvature, t, is a scalar quantity and can be 
visualised as the rate at which a space curve departs from 
being a plane curve at any point (just as the curvature, 3, 
could be visualised as the rate at which a space curve departed 
from being a straight line at any point).
In terms of the parameter, t,
*(t) = #E 3# - t
=  15^1 Ü  “  • • • 4 . 1 9 .
It is shown in Appendix 1 that
t(t) = r')! . . . 4.20,
I r ' X  r" I"
so that equation 4.19 finally becomes
=  l ï ^ i  ü  -  , ■ • • 4 . 2 1 .
4.5 Member loading
It was mentioned earlier in this chapter that the loading 
system applied to the structure was assumed to be conservative 
and that this assumption, in the presence of nonlinear behaviour, 
precludes the application of loads that consist of concentrated 
moments acting about fixed axes. Thus, the only admissible 
loads at a joint will be direct forces acting in fixed 
directions, and any loads acting on the members of the structure, 
whether distributed or concentrated, must be represented directly
12?
3 Jy
X
Fig. 4,5
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in the analysis as member loads and not as equivalent joint 
loads.
Member loading is assumed to consist of a distributed 
load w(t) , such that
w (t) -
w^(t)
Wy(t)
w^(t)
where w^(t), w^ft) and (t) represent the components of the 
intensity of the distributed load in the X, Y and Z directions 
for any given value of t^  and a set of concentrated loads,
Pt f Po*’ P-3 ••• P„,f acting through the shear centre of the’1' ^2' rg
cross-section at points t^ , tg r t^ 
the total number of applied loads, 
load is given by.
, . t , where m denotes mA typical concentrated
Fix
Fiy
Piz
acting at t^ . . . 4.23,
where p . , p. and p. represent the components of p. relative• I » ILy J. 6 2.j-l, ^ V r,---JT------  ---- ^IX' ^r *^ iz ^the X, Y, Z reference axes.
Fig. 4.5 illustrates a loading system of the type described 
above which is thought, likely to cover most practical cases.
More elaborate classes of loading could no doubt be introduced 
at this point, but for the sake of simplicity the present work 
will be confined to the system described.
4.6 Determination of the member geometry
The geometry of a member as explained in section 4.4 is 
described by a parametric space curve, r(t), connecting the 
terminal joints, together with a superimposed twisting mode of 
deformation, (|)(t). Both r(t) and (^t) are specified to be
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finite polynomial functions of t^  and in order to determine the 
geometry of a member it is necessary to obtain values for all 
the coefficients used in these polynomials.
Consider a typical member and let the position and orientation 
of the two joints which the member is required to interconnect 
be known. In general there will exist an infinity of possible 
interconnecting curves of the prescribed class, and the problem 
of selecting the correct curve is governed by the following 
two conditions:
1. Compatibility of deformation between the ends of 
the member and the joints to which they are attached 
must be maintained.
2. Eq uil ibrium of the member with its applied loading 
system must be satisfied. This condition will be 
achieved when the total potential energy of the 
member assumes a stationary value.
The first of these conditions is next discussed in greater 
detail.
4.6.1 Compatibility of deformation
Consider a typical member connecting two joints, i and j,
and let x^ , y^, denote the joint coordinate system at joint
i,and x ,^ y^, z^  that at j, see Fig. 4.2. Let and
denote the matrices that transform vectors relative to the
u, V, w member coordinate system at t=0 and t—1 into vectors
relative to x. y., z. and Xj, y ., z ., respectively. To1 1 1  J 3 J 'ensure compatibility of deformation at the joints it is 
sufficient that the ends of each member undergo the same 
displacements as the joints to which they are attached. This 
dondition will be satisfied providing:
a) the member ends maintain the same coordinates 
as the joints, relative to the global reference 
system, thus ensuring compatibility of trans­
lational displacement, and
130
b) the transformation matrices and remain 
’ constant, thus ensuring that the ends of member
i-j. retain the same orientation relative to joints
i and j.
Assuming that the position and orientation of each joint
in the structure is known at each stage of the analysis, the
conditions of compatibility impose certain boundary conditions
on the functions r(t) and 0(t) that define the deflected shape
of a member. Let y^, z^ ) and (x^ , y.j , z^ ) denote the
coordinates of joints i and j respectively, relative to the
X, Y, Z system, and let x., y ., z. and x ., y ., z. denote unit3- ^ 1 J J 3vectors along the respective axes of the joint coordinate
systems at i and j. Then, in order to satisfy the conditions
of translational compatibility it is necessary that
r(0) = Ab(0) =
and
r ( 1) = Ab ( 1) =
y0
0
^1
Zn
. . . 4.24
, . . 4.25
The three axes of the member coordinate system at t=0 
and t=l will be given by
and
u(0)
v(0) = ^0 . . . 4.26,
w(0) = B:
u(l) - I :^i
v(l) = BÏ . . . 4.27.
w(l) "j
131
Equations 4.2 4 and 4.25 ensure that the centroidal axis 
curve of the member passes through the points (x^ , z^ )
and (X]p y^, and the further condition that the tangents
to the curve at t=0 and t=l should be parallel to u(0) and u(l), 
as given by equations 4.26 and 4.27, will be satisfied if
r' (O) u(0) - O  ^2R
and r' (1) u(l) = 0
Substituting from equations 4.3, 4,26 and 4.27 gives
Ab'(O) X x^ = 0
Ab'(1) X B- Xj = O . 4.29,
where ' x' is the vector cross-product operator.
Equations 4.24, 4.25 and 4.29 may be assembled together 
and expressed as a system of 12 simultaneous equations in 
which the unknowns are the coefficients of A. A is of order 3 
by n+1, where n is the order of the prescribed polynomials, and 
so the system of 12 ‘boundary condition' equations will be of 
order 12 x 3(ntl). Provided that n is not less than 3 the 
rank of the system will be equal to 10, the number of 
independent boundary conditions used, and may be solved such 
that 10 of the unknowns can be expressed as linear conbinations 
of the remaining unknowns. The coefficients in A that remain 
undetermined after the application of the compatibility 
conditions are regarded as generalized coordinates of the 
member and define a family of admissible member shapes, every 
one of which will satisfy the boundary conditions imposed on 
the centroidal axis. The values of the member generalized 
coordinates may be deduced from the conditions of equilibrium 
for the member as described in section 4.6.2.
Table 4.1 summarises the relationship between the order 
of the polynomials, the number of coefficients in A and the 
number of member generalized coordinates.
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Polynomial order 
n
Coefficients in A 
3 (n+1)
9
12
15
18
Member generalized 
coordinates 
3 (n+1)-10 = 3n - 7 
* see below 
2 
5 
8
Table 4.1
* When n is less than 3 it is not possible in general to satisfy 
the boundary conditions and a different approach to the cal­
culation of the coefficients in A is required, for example, 
a least squares technique might be used to minimise the errors 
in the satisfaction of the boundary conditions. This case 
is not considered here it being presumed henceforth that n^3.
The system of equations corresponding to the case n=3 is 
given below. The case of n=4 is given in Appendix 2.
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 1 1 1 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 - u 0 0 0
0 0 "2 0 0 0
0 0 0 0 2 u
-3Ug - 2 U g “ "6 0 0 0
.3 u 5 2 U 5 "5 0 -3U4 -2u
O
O
O
0
1 
0 
u. 
0
~u.
",O
-u
0
1
o
0
1 
0 
o 
0 
0 
o 
o 
o
o
o
o
o
0
1 
0 
0 
0
”3u3
3u4
0
o
o
o
0 
0
1 
0 
0 
0
o
o
0
o
0
1 
-u,
u.
^"5 -"52u
^10 Xq
^11 ^0
^12 ^0
^13 ^1
^20 ^1
^21 ^1
^22 0
2^ 3 0
^30 0
.^ 31 0
^32 0
■^ 33- _0 .
.. 4.301
"1 "4'
where u(0) = "2 and u(l) = "5
"3. "6
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The boundary conditions imposed on the twist function 
0(t) follow from equations 4.26 and 4,27 and (recalling the 
properties of the vector cross-product operation) may be 
written as
0(0) = arcsin|B^ z. x k(0).| . . . 4.31,
and 0(1) = arcsin|B^ x k(l)| . . .  4.32,
where k(0) and k (1) denote the curvature vector at the endsTt=0 and t=l of the member, and from equation 4.17 (0(t)~c f)
0(0) = c^f(O) = c^ . . .  4.31
and 0(1) ” c*^ f(l) = CQ+c^+Cgt ... . . .  4.32.
Thus two of the coefficients in c may be expressed in terms 
of the remaining m-1 which are retained as further member 
generalized coordinates. If the order, m, of the twist 
function polynomial is made equal to 1 (i.e. linear) there will 
be no additional member generalized coordinates. For each 
increase in order above 1 there will be one additional member 
generalized coordinate to be evaluated by use of the member 
equilibrium conditions.
4.6.2 Conditions of equilibrium
Any coefficients in the functions defining r(t) and 0(t) 
that are undetermined after the compatibility conditions have 
been satisfied are evaluated from the condition that the correct 
set of coefficients is that which minimises the total potential 
energy, Q, of the member,
0 = U + V,
where U = the strain energy of the member,
and V - the potential energy of the load applied to all
parts of the member within the interval 0<t<l.
134
The strain energy depends on the deformation and elastic 
properties of the member and it is assumed that for the class 
of rigid-jointed skeletal systems to which this formulation 
is most relevant the strain energy is given by
U = %/(EAe^ + El + El + GJcfi^ ) ds . . .  4.33,member ^  ^  ^
where E ~ the elastic modulus in tension and compression,
G = the shear modulus of elasticity,
A = the cross-sectional area,
= the second moment of area of the cross-section
about the v principal axis
= the second moment of area of the cross-section 
about the w principal axis,
J - the torsion constant of the cross-section
= g cos 6= the component of curvature in the u-w plane, 
3^ = 3 sin 0= the component of curvature in the u-v plane.
A, and J may be taken as functions of t although in
most cases they would be constant over the length of a member. 
The elastic moduli, E and G, are assumed to be constant.
The integration in expression 4,33 is over the deformed 
length of the member and with respect to the arc parameter, s, 
(Fig. 4.3) as independent variable. It is more convenient 
to integrate with respect to the parameter t, and so the 
expression 4.33 is transformed using the relationships derived 
in section 4,4 to give
1 .Ü = %/{EA(jr' 1/L - 1)
+(EI^cos^0 + EI^sin^0)|r’ h r"|^/|r'|^
+ GJ[0'/|r'| - (r' K r") *^ r"/| ï-*' x r” | ^ ]^} | r' | dt
. . . 4.34.
13.
The potential energy of the member’s loading system 
(see Fig. 4.5) is given by
1 rp m  rnV = ”/r wLdt “ D p. r(t.) . . .  4.35,0 1=1  ^ ^
where p^ and w are as given by equations 4.22 and 4.23, and 
the summation is over the number, m, of concentrated loads 
applied to the member.
Adding equations 4.34 and 4.35 yields the required total 
potential energy function
1 P= /[^{EA(|r'l/L - 1)^
+ (EI„cos^0 + EI^sin^0)|r' x r"|^/|r*|^
+ GJ[6'/|r'| “ (r’ x r")^r"/|r' x r"|^]^}|r'|
m  m- r wL]dt “ Up. r(t.) . . . 4.36i=l  ^ ^
For a particular meitber, will be a function of the member 
generalized coordinates and the problem remains of finding the 
values of these coordinates that will render stationary 
(this will in general coincide with a minimum of 0). In cases 
where 0 is a relatively.simple function it is possible at this 
stage to differentiate with respect to the unknown generalized 
coordinates and then solve the resulting equilibrium equations. 
However, in the present case the nature of the generalized 
coordinates varies from one member to another and the potential 
energy function is besides too complicated to permit the 
calculation of analytic derivatives. The solution adopted 
therefore, was to use a numerical minimisation technique applied 
directly to the total potential energy function. A variety of 
numerical techniques are available for dealing with problems 
of this type but as the choice of technique has no direct 
bearing on the basic formulation, discussion will be postponed 
until the next chapter which deals with a particular computer 
implementation. Appendix 3 is also concerned with numerical, 
methods of minimisation.
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The minimisation of with respect to the member 
generalized coordinates completes the evaluation of the 
coefficients needed to define the deformation of the member 
and it is now possible to move on to the calculation of the 
internal forces.
4.7 Member forces
The forces acting on the cross-section of a member at 
a point defined by t are considered to consist of the vectors
P (t) ~
u
Pv
P.w
« . • 4.37,
and M(t)
mu
mv
raw
. . . 4.38,
where p , p and p are the components of force directed
along the u, v and w axes, at t, and m , m and m are theu ' V  wcomponents of moment about the u, v and w axes at the same 
point, see Fig. 4.6. A force is considered positive if.its 
sense coincides with the positive direction of the corres^ 
poinding reference axis, and the sign of the moments are 
determined from the right hand screw rule (if the portion of the 
member on which the forces are acting is to the left of the 
sectioning plane - i.e. nearer to t=0, the signs will be 
reversed).
From the geometrical and elastic properties of the member 
it .can immediately be deduced that the axial component of 
force,
p^(t) = EAe(t)
= EA (|r'|/L - 1) . . .4.39.
Similarly, the torque,
m^(t) — GCT((»/L . . . 4.40
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V( t ) w ( t )
m.
m.
m..
Fig. 4,6 Force components in a typical member.
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The magnitude of the two bending moments, m^ and m^ ,^ may 
be deduced from the magnitude of the curvature components as
|m^(t)I = El^pcose
= El cos0|r' æ r"|/|r'|^ . . . 4.41,
and |m^(t)| = EI^Bsin0
~ El sinOir' K r"l/lr'l^ . . . 4.42.w ' ' ' '
The signs of the bending moments may be deduced from the 
direction of the curvature vector k(t) relative to the 
principal axis vectors v(t) and w(t), so that finally
m^(t) = |m^ | (k*^ w/|k*^ w| ) . . . 4.43,
and m^(t) =|m^J(k^v/|k^v|) . . . 4.44.
Where x is a scalar, |x| denotes the absolute value.
The remaining force components, p^ and p^ may be obtained 
from the conditions of overall rigid-body equilibrium 
of the member or a portion of it. The forces acting at each 
end of the member are of particular interest since they are 
required when considering the conditions of equilibrium at the 
terminal jointsi Accordingly, the rigid-body equilibrium 
conditions are next applied to the whole member in order to 
calculate the complete force vectors, P(0), M(0), P(l) and M(l) 
at each end.
Let T(t) denote the matrix which transforms vectors 
relative to u(t), v(t), w(t) into vectors relative to the 
X, Y, Z reference system. For convenience, and without loss 
of generality, let the origin of the X, Y, Z coordinate system 
be positioned at end i of the typical member i-j under 
consideration.
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Now the member must be in equilibrium under the action 
of the force vectors P(0), M(0), P(l) and M(l) together 
with the applied loading on the menber, w(t) and p^, which 
for convenience is represented by its resultant force vector 
p, acting at a position defined by the vector r. From simple 
statics f
y
Pr
1 m= L/ w dt t E p ° i=l ■ o « . 4.45,
and the moment, m of p about the origin of X, Y, Z is given by
1 mm - L/(r^ £w) dt + I (r(t.) x p.)0 1=1 1 1
From the definition of p it follows that 
m = r K p 
Introducing the matrix
. . . 4.46.
. . . 4.47,
0 -Py
N = -Pz 0 Px . . . 4.48r
-Px 0
equation 4.47 may be written
4.49.
Provided that p^O, N must have a rank of 2 and equation 
4.49 will have as its solution the equation of the line on 
which r must lie. Any convenient point on this line can then 
be selected as a working value of r.
Applying the condition that the net moment about each 
of the u(0), v(0) and w(0) axes must vanish yields the equation
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M(0) t T(0)^[HT(1)P(1) t T(1)M(1) t N r] = O . 4.50,
O -'^ 3 2^
where H = ^3 0 -r^
cind r ( 1) ~ ^1
. ^3 .
Similarly^ the net force along each of the u(0) , v(0) and 
w(0) axes must vanish, and so
P(0) t T(0)^[T(1)P(1) + p] = 0 . . . 4.51,
Equations 4.50 and 4.51 can be solved for the required 
member end force vectors, P (0) and P(l). The fact that the 
axial component of force in each of P(0) and P(l) can also be 
deduced from equation 4.39 provides a useful check.
4.8 Joint forces
The technique used to determine the geometric deformation 
of a member ensures that each member of the structure will 
be in equilibrium with the loads applied to it. However, 
there is no guarantee that the structure as a whole will be in 
equilibrium with the overall loading system unless the further 
condition that the net forces and moments at each joint of the 
structure vanish. Having established the forces acting at the 
ends of each member it is now possible to find the net forces 
acting at any joint. Referring to Fig, 4*7, let i denote a 
typical joint of the deformed structure to which are attached 
the members i-j, i-k, and h-i, and let Aw^ + w^ be the
component of the external load vector, AW + W, 
where
acting at joint i.
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A = the load factor,
W - the vector of basic external (live) loads,
and W “ the vector of external (dead) loads.
The force exerted on end i of member i“j, relative toTthe X, y, Z reference axes, is given by T(0) P(0) (direct force), Tand T(0) M(0) (moment), assuming that i<j and hence t=0 at end
i. Similar expressions hold for member i-k, but for member
h-i, h<i, the joint under consideration is at the end of the
member corresponding to t=l, and the forces exerted will be 
given by T(1)*^ P(1) and T(1)^M(1), where T, P and M now refer^ 
of courscpto member h-i.
If P.. denotes all the forces acting on end i of member1Ji-j, and if it is given by
T( 0)^P (0)
T(0)^M(0)
. . . 4.52,
and if, similarly, the force acting on end j of the same member 
is given by
T(l) P(l)
T(1)^M(1)
. . . 4.53,
then the total force exerted by joint i on all the members 
connected to it is given by
= ^ij + ^ik + . . . 4.54,
where f^ denotes the component of the internal force vector, F, 
acting at joint i.
Thus the complete internal force vector may be assembled 
by summing the member end force vectors at each joint of the 
structure.
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Fig. 4.7 Force acting at a typical joint.
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For equilibrium to be satisfied at joint i it is 
necessary that
f. = Aw. + w . .,,4.55,:l 1 X
However, if the joint is not in equilibrium equation 4.55 will
not be satisfied and there will exist a non-zero net force of
at joint i, where
6w^ = Aw^ t Wj^  ” ^ i . . .  4.56.
By considering all the joints the net,or out-of-balance^force 
vector, 6 v7 ,  for the entire structure may be assembled as
6W = AW t W - F . . .  4'.57.
The internal force vector, F, is equivalent to the 
vector 3U derived in the previous chapter but is calculated 
here ^i by an indirect method due to the difficulty in 
computing the derivatives of U with respect to the generalized 
coordinates.
4.9 Overall analysis technique
Assuming that the initial geometrical and elastic 
properties of the structure, together with the dead and live 
loadings have been specified, the basic steps required in the 
overall analysis may be summarised as follows;
1. Select the load intensity. A, or one of the 
displacement components as the independent 
(controlled) variable, according to the rules 
suggested in chapter 3.
2. Select a set of joint coordinates and orientations 
as an initial approximation to the required 
equilibrium configuation. In the absence of a 
better approximation it is convenient to employ the 
unloaded configuration as a first guess.
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3. Fit each member in turn between the appropriate 
joints ensuring that compatibility is maintained, 
then minimise the total ’potential energy of the 
member in order to arrive at the final deformed shape.
4. Calculate the forces acting at the ends of each 
member and hence construct the internal force vector, F.
5. Form the out-of-balance force vector
ÔW ~ AW t W - F.
6. If ÔW is not sufficiently small, modify the joint 
displacements and orientations (and also A in the 
case of controlled displacement) in order to approach 
the desired equilibrium state more closely, then 
return to step 3. Continue thus until 8W is judged 
to be sufficiently small.
Steps 1 to 5 have already been explained in detail, either 
in the previous sections of this chapter or in chapter 3, and 
require no further discussion. The technique for modifying 
the joint displacements and orientations, however, differs 
from the fundamental procedure set out in chapter 3 and is 
described below.
The basic iterative relationship used in the Newton-Raphson 
technique may be written as (see equation 3.11)
Kg = AW + W “ F + XW . . .  4.58,
where K = the tangent stiffness matrix,
q *= the displacement increment vector, 
and X = the load parameter increment.
Equation 4.58 may be solved for q and X, and if Q^, A^ denotes 
the current configuration then an improved configuration will 
be given by
°n+l = On + % ^
V l  = + X ' • • • 4-59-
14 5
In the case of the simple pin-jointed system it was possible 
to calculate the second derivatives of the strain energy 
function and thus derive an exact tangent stiffness matrix.
The strain energy function of the rigid jointed space frame 
(equation 4.34) is too complicated to permit these derivatives 
to be calculated analytically and the alternative of numerical 
differentiation is both too lengthy and too unreliable to be 
seriously contemplated. However, although the tangent stiffness 
matrix is not readily derived, it is well known that the 
iterative relationship defined by equations 4.58 and 4,59 
will converge for a wide range of K's other than the ideal 
tangent stiffness matrix. The use of the tangent stiffness 
matrix results in an incremental vector which lies in the 
tangent plane to the equilibrium surface of the current 
configuration in the phase space of the system, whereas the use 
of an alternative matrix will give rise to some other increment 
vector, which, provided the alternative matrix is carefully 
chosen, will still result in an improved configuration. The 
stiffness matrix of the structure in the unloaded state (the 
'linear' stiffness matrix) can, for example, be used unchanged 
as the predictor matrix throughout a nonlinear analysis (10) 
provided that the nonlinearity is small enough and that no 
reversal of stiffness (such as occurs at a limit point) has 
taken place. In such a case the extra iterations required to 
achieve convergence could be offset by the saving in com­
putational effort that results from not having to set up and 
invert the predictor matrix at every iteration. The solution 
adopted in the present formulation is to employ a predictor 
matrix which is an approximation to the tangent stiffness matrix, 
but which requires a minimum of computational effort in setting 
up.
The predictor matrix is assembled from the stiffness 
submatrices of the individual members, which for this purpose 
are assumed to lie along the chord joining the centroids of 
their end cross-sections. The member stiffness matrix, 
relative to a set of coordinate axes consisting of the chord 
and the two principal axes of the cross-section is given by
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Km
p R “P R
Q S
— P -R P -R
S Q .
# » • 4.60,
where P =
EA/L O
O o
o 
o
12EI^4.^yL-
. . 4.61,
Q =
GJ/L
0
0
0
o
4BIw*3w/L
. . . 4.62,
R =
O
O
0
O
O
0
. . . 4.63,
S =
GJ/L O O
o 2EIv*4v/L 0
2 ^ V 4 w /^O 0
. . • 4.64,
and 4ij^, (pp^/ ^4 the stability functions (10) defined
by
and
= s(l+c)/6 - k^L^/12
(j)p =  s (1+c) /6 
4*2 = s/4 
(K “ sc/2
. . .. 4.65, 
. . . 4.66, 
. . • 4.67, 
. . a 4.68,
where s 
c
and
kL(sinkL - kLcoskL)/(2 - 2coskL - kLsinkL) . . , 4;69, 
(kL - sinkL)/(sinkL - kLcoskL) . . . 4.70
Pax/BI-
denotes the axial force in the member (compression positive)
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The above expressions for ? 4^3/ and (ji^ are
numerically unstable for small values of k and were therefore 
replaced by the truncated series expansions:
= 1 ~ a/10 - a^/8400 - a^/756000 . . . 4.71,
4>2 ~ 1 a/60 - a^/8400 - a^/756000 . . . 4.72,
4)3 = 1 - a/30 - lla^/25200 - 7a^/756000 . . . 4.73,
4)4 = 1 t a/60 + 13a^/25200 + lla^/756000 . . . 4.74,
in which a = P^^L^/EI.
With formed as above the complete predictor matrix, K, 
may be readily assembled in the usual way and then appropriately 
modified to take account of any constraints imposed on the 
structure. It must be emphasised that the resulting matrix 
is not a tangent stiffness matrix and no deductions regarding 
the stability of the structure may be based on its properties.
After solving equation 4.58 for the displacement increment 
vector, q, and load parameter, X, a further problem arises in 
the case of the rigid jointed frame when the displacement 
accumulation indicated in equation 4.59 is to be carried out.
The vector, q, will consist of the translational and rotational 
displacement increments of each joint relative to the X, Y, Z 
reference axes, and we denote these respectively by q^ (trans­
lational) and (rotational). The translational components 
are simply added to the current joint coordinates
On+l = On + St • • * 4.75.
Thus at each joint the three position coordinates are updated 
as follows
^n+l =
^n+i = + ay*
=n+l =
. . . 4.76
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where and are the elements of corresponding
to the joint under consideration.
The elements of q consist of 60 , 60 and 5 0 ,r X y zthe angular rotation increments of each joint about the X, Y, Z 
axes,and these must be used to update the orientation matrix of 
each joint. The updating of D is carried out in the following 
way:
1. Let C = Cg Cg f where c^ , Cp and c^ are
column vectors of order 3.
2 . Let c-^ “ 1
66,
—  6 0y
3. Let Cg = r— 6 0^
1
60X
4> Normalize c^ : c^ = c^/|c^|.
5. Make equal to the cross product of and Cpi
c- - c, X c2*
6. Normalize c^ : c^ = c^/lc^].
7. Make Cp equal to the cross product of c^ and c^ :
°2 = =3 * "=1-
8. Post-multiply the current orientation matrix by G:
Dn+l ==
The orthogonal matrix C, if constructed according to the 
above rules, will result in an exact updating of D when the 
angular increments are infinitesimals. When the Increments 
are finite no exact updating can be defined due to the 
non-commutative nature of the angular quantities involved, 
however, any errors introduced by the updating process will 
automatically be corrected during subsequent iterations, and.
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as the equilibrium state is approached^the increments will 
in any case tend to zero,
4.10 Elastic stability
The overall analysis procedure described in the previous 
section allows the equilibrium path of a structure to be 
generated point-by-point using either load or displacement 
control. Loss of stability can not be deduced from the 
properties of the approximate tangent stiffness matrix but 
may be detected from the occurrence of a local maximum on 
the equilibrium path with respect to the load parameter provided 
that the loss of stability coincides with a limit point. Loss 
of stability at a point of bifurcation can not be detected 
directly, and in the unlikely event of a bifurcation point 
existing on the equilibrium path being followed, misleading 
results might be obtained. To reduce the likelihood of 
befurcation buckling the structure is subjected to a set of 
random imperfections prior to commencing the analysis. Any point of 
bifurcation which the idealisation may have possessed will then 
almost certainly degenerate either to a neighbouring limit 
point on the behaviour surface or to stable nonlinear behaviour.
4.11 Random imperfections
The real imperfections in a structure arise from a variety 
of conditions not under the control of the designer, such as 
load eccentricities, variations in material properties, lack 
of fit, eccentric joint connections, etc. Further imperfections 
of a different nature are created in the process of idealisation 
in that the mathematical model created does not in general 
perfectly represent the real structure envisaged by the designer. 
From the analyst’s point of view the term 'structure' is 
generally synonymous with the idealisation, and in the present 
context the imperfections referred to in the previous section 
will be imposed on the idealisation and in conformance with 
its restricted representation.
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The random imperfections are provided by adding a set
of small random loads to the external load vector of the
structure. ThuSpif g denotes a random number in the range 
•"l£g_<lf then the load vectors of the structure are modified 
so thàt
live load ~ W -fe^ g ||w|| ' . . .  4.77
and dead load - W +£2^ ll^ll . . .  4.78,
where c^ and Sg are appropriately small numbers and ||w|| denotes 
a norm of the load vector.
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Chapter 5
Implementation and evaluation of the analysis technique
5.1 Introduction
The technique for the nonlinear analysis of space frames, 
described in general terms in the previous chapter, clearly 
requires considerable numerical computation to solve even a 
simple structure, and an evaluation of the technique at a 
practical level cannot be contemplated without a computer 
implementation. Accordingly, a version of the technique 
was coded in FORTRAN and used to evaluate the accuracy and 
reliability of the method at the level of implementation 
employed.
A computer implementation is inevitably a compromise 
between the philosophically desirable features of the basic 
technique and the dictates of numerical efficiency, and this 
chapter sets out the details of the compromise adopted in the 
present case. The evaluation of the technique requires a 
number of different checks to be carried out and the more 
important ones are listed below:
1. The computer program must be error free. An obvious 
prerequisite, but time consuming and difficult to 
achieve.
2. The results of analysis must satisfy the overall
, conditions of equilibrium of the structure. This 
condition is easily checked, even for large or 
complicated structures, simply by inspecting the 
reactions at the points of constraint.
3. The results of analysis must be invariant with respect 
to changes in orientation of the reference axes and 
changes in the joint numbering order.
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4, The internal forces in a member or in a structure 
must satisfy equilibrium. This condition, together 
with the accuracy of the internal forces, may be 
checked by analysing a structure in which the internal . 
forces can be deduced from the conditions of static 
equilibrium.
5, The results of analysing a given structure using a 
sequence of increasing numbers of elements in the 
idealisation should be consistent and converge to the 
exact solution. The exact solution is unknown in most 
cases and the check must be confined to simple (generally 
planar) structures for which an exact analytic solution 
is available.
6, Finally, the validity of the idealisation together with 
the subsequent analysis must be checked. This can be 
achieved only by physical measurement on an actual 
structure and this final check is described in the next 
chapter.
5.2 Choice of member deformation functions
Although the form of the member deformation functions 
has already been prescribed, the order of polynomials used in 
the implementation has to be determined.
5.2.1 Cehtroidal axis curve
The centroidal axis curve,
r(t) = Ab
(equation 4.3), consists of the three equal order polynomials 
whose coefficients are contained in the matrix A. To ensure 
compatibility at the ends of a member it is necessary that 
the order of the polynomials should be at least three. It 
was shown in table 4.1 that for polynomials of order 3 there 
resulted 2 member generalized coordinates which would have to
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be evaluated by minimisation of the total potential energy 
of the member. For each increase in polynomial order 
greater than 3 a further 3 member, generalized coordinates 
must be introduced, thus increasing the number of variables 
in the potential energy minimisation stage of the solution. 
As it was thought that the energy minimisation was likely to 
be a numerically expensive part of the overall analysis it 
was decided to adopt third degree polynomials in order to 
minimise the number of variables involved.
5.2
The twist function,
6(t) - c*^ f
(equation 4.17), consists of a single polynomial whose order 
may be freely chosen. It was shown in the previous chapter . 
that if 0(t) is assumed linear then no additional member 
generalized coordinates need be introduced and that for each 
increase in order greater than one, one additional member 
coordinate must be introduced and subsequently participate 
in the potential energy minimisation. As previous formulations 
had shown a linear twist rate to be satisfactory it was 
decided to adopt the same herein and at the same time enjoy 
the benefit of not increasing the number of variables in 
the potential energy minimisation stage.
5.3 Boundary condition equations
As a result of choosing third degree polynomials the 
member boundary condition equations are of the form of 
equation 4.30, that is, a total of 12 equations in 12 unknowns 
with the coefficient matrix having a rank of'10. These 
equations were solved for 10 of the unknowns in terms of the 
remaining 2 by a direct elimination scheme using row and 
column interchanges (see Appendix 3). The unknowns are the 
coefficients of the centroidal axis deformation functions, 
and the 2 unknowns in terms of which the other 10 are 
expressed constitute the member generalized coordinates.
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The particular two coefficients vary from one member to 
another within a structure, depending on the orientation and 
deformation of the member.
5.4 Calculation of the total potential energy function
The calculation of the total potential energy of a 
member necessitated the evaluation of the integral given in 
equation 4.36, The complicated form of this integral 
precluded a closed form solution and its evaluation was 
accomplished by numerical integration. Several techniques 
were tested, including two and three point Gaussian quadrature 
and Simpson's rule. In each case the interval of integration 
was subdivided and the integration formula applied over the • 
sub-intervals. The number of sub-intervals was then increased 
and the integration repeated, this process continuing until 
successive results agreed to within a prescribed percentage 
depending on the error term of the particular formula.
The Gaussian quadrature methods all gave more accurate 
results for a given number of sub-intervals than Simpson's 
rule, but because they used unequal intervals each successive 
integration had to start from scratch. Simpson's rule, on 
the other hand, uses equal intervals and each new integration 
can be made to use all the points previously considered. A 
number of numerical experiments showed that for the type of 
function involved the extra accuracy of the Gaussian methods 
was outweighed by the higher number of function evaluations 
required. Simpsonfe rule was therefore adopted and used 
throughout.
5.5 Minimisation of the total potential energy
For each member the total potential energy can be expressed
as a function of just two variables, but as has been seen the
function is a very complicated one which can be evaluated only
by numerical integration. The problem of finding the values 
of the two variables which result in the function assuming a
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minimum value can be tackled in a variety of ways. There is 
a considerable body of literature dealing with this problem 
of unconstrained optimisation (1,2) and a study of it suggests 
that the selection of an appropriate method in any given 
situation is not a simple task. As analytic derivatives 
of the function were not available and since the numerical 
calculation of derivatives is known to be unreliable it was 
decided to adopt a direct search technique in which the minimum 
is sought by direct interrogation of the value of the function 
at a number of points.
Having opted for a direct search technique there still 
remained a wide choice of available techniques. The final 
choice of an algorithm published by Davies, Swann and Campey (3) 
was to some extent arbitrary, but mainly on the basis of its 
being rigorously tested and allegedly one of the most efficient 
available. Some modifications to the original method were 
made and the technique finally used is described in Appendix 4. 
Briefly, the minimum is sought by carrying out unidirectional 
searches along orthogonal directions, these directions being 
changed as the search proceeds in order to accelerate progress 
towards the minimum.
5.6 Newton-Raphson iteration
The basic iterative relationship used in the analysis,
Kq = AW + W - F + XW (equation 4.58),
is repeatedly constructed and solved for the joint displacement 
increment vector, q. The predictor matrix, K, is necessarily 
symmetric, and, if the joints are numbered judiciously, will 
also be banded. Advantage was naturally taken of these 
properties and only the symmetric half of the band stored 
and operated upon. As with most of the data and matrices, the 
matrix K was stored in a one-dimensional array.
In many cases it was found that the matrix K did not vary 
significantly from one iteration to another, and its
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reconstruction and 'inversion' at each iteration was 
considered wasteful. To avoid this waste of time the 
incremental equations were solved using the following steps
1. Let the incremental equations (4,58) be given by
Kq = A 5,1.
2. Let K be decomposed into the form
TK = LDL . 5.2,
where L is a lower triangular matrix 
and D is a diagonal matrix.
3. Let
TDL q = B
and substitute 5.2 and 5.3 into 5.1, giving
LB — A • . . 5.4,
4. Solve equation 5.4 for B by forward substitution.
5. Substitute the solution obtained into equation 5.3 and 
solve
TDL q = B 
for q by back substitution.
The decomposition of K need be carried out only once 
and subsequent iterations may use the same decomposed matrix 
by commencing with step 3 in the above sequence of operations.
If desired K may be reconstructed and decomposed at every 
iteration without significant loss in efficiency compared with 
direct solution of the equations by, say, Gaussian elimination.
The computer implementation leaves the frequency of reconstruction
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of K at. the discretion of the user,
5.7 Overall control of the analysis
Facilities were included in the implementation to permit 
the independent variable to be either the load parameter. A, 
or one of the translational displacement components. The 
default procedure commenced the analysis under load parameter 
control and, after successfully converging to an equilibrium 
state, incremented the load and transferred automatically 
to displacement control. The controlled displacement was 
selected as the one with the greatest projection on the current 
direction of the equilibrium path. Subsequent points on the 
equilibrium path were then obtained by incrementing the 
selected displacement component and iterating to convergence 
at each value. The structure of the program was flexible 
enough to permit alternative schemes of control to be 
introduced with a minimum of difficulty.
Random imperfections in the form of increments to the 
dead and live load vectors were implemented and their 
magnitude controlled by the input data. Where standard 
routines for the generation of the necessary pseudo-random 
numbers were not available the technique described in 
Appendix 5 was employed.
5.8 Invariance of the analysis with respect to the orientation
of the reference axes
As the deformation function of a member is expressed 
directly in terms of its displacements relative to the X, Y, Z 
reference axes, it is obvious that the deformation function 
will change if the orientation of the reference axes is changed. 
The form of the deformation function should ensure, however, 
that the deformation of a member relative to the member 
coordinate system remains invariant and that all curvatures, 
axial strains and torsional deformations also remain invariant.
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To verify the above conditions a single member was 
analysed several times. For each analysis the position and 
orientation of the member coordinates at each end of the member 
were specified such that their relative positions were 
identical, thus imposing identical strains on the member. The 
coordinates of the menber ends relative to the X, Y, Z system 
were different in every case, causing the member to lie in a 
range of representative orientations, including the positions 
parallel to the X, Y and Z axes, and also with member ends 
interchanged, thus reversing the 'sense' of the member.
The analyses showed that although different parameters 
were retained as member generalized coordinates for the various 
cases, the potential energy minimisation led to a deformed 
member shape that was the same in every case and gave rise to 
identical strains, curvatures and twist throughout the length 
of the member. The potential energy minimisation was slower 
in some cases, but always converged eventually to the same 
value.
5.9 Analysis of a statically determinate structure
The correctness of the internal forces predicted by the 
nonlinear analysis technique was verified by analysing the 
statically determinate, cranked cantilever shown in Fig. 5.1. 
The cantilever had a uniform cross section and the following 
elastic properties:
EA = 1.0465 X 10^ Ibf,
El = El = 1.0166 Ibf-in^,V  w
and GJ = 8.16 x 10^ Ibf-in^,
Each straight portion was considered as two elements giving a 
total of four elements and five joints. Vertical loading was 
applied at the free end and analyses carried out at load 
intensities of 20, 39.7, 59.6 and 73.6 Ibf.
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Fig. 5.2 Load deflection curve for cantilever
16;
The response of the structure to vertical loading is 
shown in Fig. 5.2 in a plot of vertical displacement against 
load intensity, and it can be seen that the response is close 
to that predicted by a linear analysis.
The translational components of the joint displacements 
under a load of 20 Ibf are shown in table 5.1 for both linear 
and nonlinear analyses. It can be seen that the linear 
analysis predicts only the vertical displacements accurately.
Joint Direction LinearAnalysis NonlinearAnalysis
2 X 0.0 -0.001668
Y 0,0 0.000755
2 -0.256164 —0.256066
3 X 0.0 -0.008055
Y 0.0 0.005538
Z -0.819726 -0.819312
4 X 0.0 -0.011055
Y 0.0 0.008956
Z -1.08122 -1.08059
5 X 0.0 -0.014054
Y 0.0 0.012903
Z -1.36238 -1.36153
Table 5.1 Displacement comparison.
Using the displacements predicted by the nonlinear analysis, 
the principal bending moment and the torque at each joint 
were calculated directly using,simple statics. The resulting 
values are shown, together with those calculated by the 
nonlinear analysis program, in table 5.2. The values shown 
correspond to a load of 20 Ibf, but equally good agreement 
was obtained at the higher values of load.
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Fig. 5.3 Convergence of Newton-Raphson iteration.
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Fig. 5.4 Nonlinear load-axial force relationship
16:
Position
Principal Bending Moment Torque
NonlinearAnalysis SimpleStatics NonlinearAnalysis SimpleStatics
1 999.72 999.72 399.73 399.74
2 499.75 499.77 399 .73 399.75
3 399.85 ' 399.85 — —
4 199.92 199.92 — —
Table 5.2 Internal forces checked by statics.
Although the cantilever analysed here would normally be 
regarded as a ’linear' structure in that the major components 
of force and deflection are related linearly to the magnitude 
of the external load, the presence of force and deflection 
components which are not linearly related to the external 
load results in the structure being seen as distinctly nonlinear 
from the viewpoint of the nonlinear analysis technique. The 
progress of the Newton-Raphson iteration is shown in Fig. 5.3 
in a plot of the ratio of the Euclidean norm of the residual 
load vector to the Euclidean norm of the external load vector 
against the number of iterations. After five iterations this 
ratio was reduced from a maximum of 32 3.6 to 0.0005 and the 
iteration was terminated. The number of iterations required 
to achieve equilibrium may be regarded as a measure of the 
nonlinearity of the structure - a linear structure would 
require only one iteration.
The nonlinear effects are typified by the presence of an 
axial force in the cantilever. This axial force is usually 
classified as a 'secondary' force and is not revealed by a 
linear analysis. Fig. 5,4 shows the nonlinear relationship 
between the external load and the magnitude of the axial force 
at the free end of the cantilever.
5.10 Comparison with classical nonlinear analysis
As a further check on the analysis technique the 
laterally loaded column shown in Fig. 5.5 was analysed under
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varying intensities of the axial load, P. Three different 
idealizations were obtained by subdividing the column into 
two, four and eight equal elements respectively, and an 
analysis carried out for each case.
The results of the analyses are shown in Fig. 5.6 as 
plots of axial load against the mid-span lateral deflection.
It can be seen that the results vary with the number of 
elements in the idealization, the stiffness of the column 
being overestimated increasingly with decreasing numbers of 
elements, as expected. It is also apparent that the load- 
deflection curves are converging with increasing numbers of 
elements.
The load~deflection behaviour of the column predicted 
by the nonlinear analysis is next compared with the classical, 
small deflection theory solution (4) summarised by the equation
6 = 2-fiT (tan ) • • • 5.5,
where 6 is the mid-span lateral deflection,
Q is the lateral load,
P is the axial load,
and = P/EI.
Equation 5.5 ignores the axial stiffness of the column, 
approximates the curvature by the second derivative of the 
lateral deflection curve and is known to overestimate the 
deformations. However, for small deflections the accuracy 
is good, and accordingly in Fig. 5.7 the classical solution is 
compared with the current nonlinear analysis results over a 
range of deflections which are sufficiently small to conform 
with the classical assumptions. Again, it is evident that the 
present technique is producing results which converge to the 
classical solution with increasing number of elements.
The predicted mid-span lateral deflections under an 
axial load of 100 Ibf are compared below in table 5.3 and
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Fig. 5,5 Laterally loaded column.
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Fig. 5.7 Comparison with classical results
presented graphically in Fig. 5.8.
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Nonlinear Analysis Technique ClassicalTheory2 elements 4 elements 8 elements
0.2228 0.2257 Ô.2266 0.2269
Table 5.3 Mid-span lateral deflection, 
P = 100 Ibf.
0,23
0,22
Lateral
deflection
classical
V  -
small deflection theory
I 1 1 1
2 4 6 8
number of elements 
in the idealisation
Fig. 5,8 Convergence to classical result
5.11 Analysis of structures which’ exhibit limit point behaviour
2020
Fig. 5.9 Simple rigid jointed arch,
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The ability of the analysis technique to predict points 
on the equilibrium path of a structure in the vicinity of a 
limit point was verified by analysing the simple arch shown 
in Fig. 5.9. According to the rise/span ratio and the 
slenderness ratio, L/r, of the members, such an arch will 
exhibit either stable-nonlinear or limit point behaviour.
Three cases were considered, the arches having the 
following properties in each case:
rise/span ratio L/r
0.01 179
0.01 258
0.01 321
The analysis commenced in each case with a prescribed 
load intensity followed by a transfer to displacement control. 
The controlled displacement in each case was selected 
automatically as the vertical displacement at the apex, and 
this displacement was then successively incremented to give 
a total of 25 points on the equilibrium path of each arch.
The resulting equilibrium paths are presented in Fig. 5.10 
in a dimensionless form for convenient comparison. It can 
be seen that the arch with a slenderness ratio of 179 does not 
exhibit limit point behaviour, although it does present a 
varying stiffness to the applied load. At a slenderness ratio 
of 321 limit point behaviour is clearly established and the 
analysis traces out both the stable and unstable parts of the 
equilibrium path without difficulty. The arch with a 
slenderness ratio of 258 is near the transition point at which 
limit point behaviour first occurs and has a nearly flat 
portion over which equilibrium remains in a near critical 
(neutral) state for some time.
1?2
L / r
L / r
L/r
321
2-5 (r
0.01 0 , 0 2 0.03 d/L
Fig. 5.10 Limit point behaviour - simple arch
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Chapter 6 
Experimental work
6.1 Introduction
The technique of analysis introduced in chapter 4 
has been evaluated and validated to a certain extent in 
chapter 5f but a rigorous assessment of the validity of 
the underlying assumptions employed in the techniques of 
idealization and analysis can be accomplished only by 
comparison with physical measurements made upon a suitable 
structure. Such an assessment isf of course, rigorous only 
for the actual structure tested, but provided the structure 
is suitably chosen,in that it is representative of the class 
of structure to which it is desired to apply the analysis 
technique, then reasonable reliability may be expected from 
the analysis technique.
It was decided to construct a shallow dome of the 
configuration shown in Fig. 6.1 and to measure its response 
to a vertical concentrated load at the apex joint. Some 
of the factors considered in arriving at the particular dome 
shown were as follows;
1. The overall physical dimensions to be small enough to 
permit easy construction, handling and testing within 
the existing laboratory facilities, and large enough 
to permit reliable instrumentation and measurement.
2. The configuration and members to be such that significant 
nonlinear elastic deformation occurred prior to first 
yield.
3. External loading to be confined to a single vertical 
load, thus permitting close control of the load 
application (or displacement imposition) process.
192"
i
1 2 "
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Note
All joints lie on spherical surface of radius 32'6 
All members 1" x lOg cold drawn seamless tube.
6
12
48 48
4 8"
PLAN
Fig. 6.1 General arrangement of model dome
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4. The dome was to have a complete perimeter of members, 
thus providing a tension ring and avoiding dependence 
on external supports for lateral thrust.
5. Joints to be fully welded to provide conditions as close 
as possible to complete fixity.
6. Measurements to be confined to bending and axial strains 
at the mid points of members and the vertical displace­
ment of the joints.
7. Support conditions to consist of simple supports at 
three or more of the perimeter joints. By varying the 
number and position of the supports different test cases 
could be achieved.
6.2 Details of the model
6.2.1 Members
The members were all 1" o.d. by 10 g (0.128"), cold 
drawn seamless mild steel tubes conforming to B.S. 1775:1964, 
grade CDS 24. The tubes were in the 'as drawn‘ condition 
and were found to have very good dimensional accuracy. The 
size of tube was chosen to be in proportion with the overall 
size of the dome and to permit the application of strain 
gauges without difficulty.
The required length of each member was calculated and 
the members cut and machined accurately to lengths There 
were four different lengths to cut and a master tube of each 
length was first prepared using a measuring bench based on 
an N.P.L. calibrated steel tape and a travelling microscope. 
The remaining tubes were then machined and compared with the 
appropriate master tube. The accuracy attained was 
estimated to be + 0.001". The three central members were 
left 0.02" too long to accommodate any distortions during 
assembly. A small chamfer was machined on each end to 
facilitate welding - see Fig. 6.2. Length measurements were
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Fig, 6.2 Joint detail ~ 2%" diameter spheres.
Similar detail for 3^ " spheres on edge joints
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all made at a temperature of 68°F
6.2.2 Joints
The problem of jointing the members such that full 
rigidity of connection was attained, along with zero 
eccentricity and compact joint size, was resolved by welding 
the members to mild steel spheres at each joint. The 
presence of the steel spheres also proved useful in providing 
well defined edge support conditions.
To accommodate the number of tubes meeting at each joint 
and leave sufficient space for welding required spheres of 
two sizes; 3^ " diameter at the six edge joints and 2%" diameter 
elsewhere. As spheres of this size were not readily available
in mild steel they were machined out of solid bar. The 
finished spheres had a tolerance of better than 0.001", 
compared with their nominal dimensions.
Welding was carried out with argon shielded equipment.
The spheres were preheated to between 100°C and 200^0 and the 
tubes clamped to them with the specially made clamp shown in 
Figs. 6.3 and 6.4. The form of the weld is shown in Fig. 6.2,
6.2.3 Supports
Well defined support conditions were provided for the 
edge joints by means of bearings such as that sketched in 
Fig. 6.5. Each joint was thus supported so that it was 
perfectly free to move in a horizontal plane or to rotate 
about any axis passing through the centre of the joint.
The supporting frame was designed for high stiffness 
rather than strength and had a configuration that would allow 
loading jacks to be placed under any interior joint of the 
dome. The members were 16" x 5%" x 26 lb/ft Ü.B. with welded 
joints for greater rigidity. To accommodate the rather 
long loading jack, the joint supports for the dome were 
raised above the frame on 4" x 4" x R.H.S. columns. The
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frame can be seen,in Figs. 6.12 and 6.14. The stiffness 
of the frame under the worst possible loading conditions 
was checked by analysis. The deformations predicted were 
not within the measuring capability of the instruments to be 
used in subsequent testing.
6.2.4 Loading arrangement
Because of the possibility of snap through buckling it 
was decided to use a servo controlled hydraulic actuator to 
apply the external loading at the central jointi Either 
load or displacement could then be controlled, and if 
displacement control was used there would be no loss of stability 
at the point of snap through. The actuator, which had a 
capacity of one ton over a stroke of 12", is shown in Fig. 6.7. 
The magnitude of the applied load was monitored by a load 
cell attached to the end of the actuator rod and the displacement 
of the actuator was traced by a displacement transducer within 
the body of the actuator.
The actuator was attached to the central joint of the 
dome by means of spherically seated ball races in a fitting 
attached to the load cell. Fig. 6.8 shows the fitting and 
ball race bearing down on top of the joint. The ball used 
for the central joint was case hardened. The base of the 
actuator was bolted to the loading frame.
The spherically seated ball race was designed to permit 
the central joint to rotate freely but to constrain it to lie 
vertically above the actuator axis at all times. Since the 
edge joints of the dome were free to move in a horizontal 
plane the loading arrangement resulted in a purely vertical 
concentrated load being applied at the central joint.
6.2.5 Instrumentation 
Strain gauges
Electrical resistance strain gauges were fixed at the 
mid point (i.e. with respect to intersection of centroidal
183
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Fig. 6.7 Servo controlled actuator connected to central 
joint through load cell and spherical bearing.
184
Fig. 6.8 Spherically seated ball race on central joint.
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axis lines) of every member after the members had been 
machined to length, but before assembly into the complete dome. 
The symmetry of the dome meant that more members than were 
strictly required were strain gauged, but it was considered 
that the extra information would provide a measure of the lack 
of symmetry in the structure as built, and by averaging the 
readings more reliable values' for comparison with the analytical 
results should be obtained.
The gauges were metal foil, epoxy bonded, 120 ohms 
resistance, 5 mm or 8 mm long with gauge factors close to 2.1.
Four longitudinal scribe marks, spaced 90° apart, were 
made on each member and the principal axes of the cross section 
were arbitrarily assumed to coincide with these marks.
During subsequent assembly these two principal axes were 
orientated so that one lay in the vertical plane and one in 
the horizontal plane. Four strain gauges were fixed directly 
over these marks at the mid point of the member and opposing 
pairs wired up in half bridge configurations to permit 
measurement of bending strains in each of tlie principal planes.
A further four gauges, two longitudinal and two 
circumferential, were then fixed at diametrically opposed 
positions in between the bending strain gauges. These four 
gauges were wired up in a full bridge configuration with the 
longitudinal gauges occupying opposite arms of the bridge.
This is a well known technique for separating bending and axial 
strains which also results in an enhanced bridge output.
After bonding, the gauge sites were heat cured for 2 4 hours 
after which wiring was completed and protective coatings 
applied.
Strain gauge outputs were measured and recorded by a 
data logger manufactured by Intercole Systems Ltd.
186
Fig. 6.9 Displacement transducer arrangement
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Displacement transducers
Apart from the central joint, where displacements were 
measured by a transducer built into the load actuator, 
displacements were measured by 4" stroke potentiometric 
transducers fixed vertically below the joints and connected 
to them by thin wires, see Fig. 6.9. The length of wire, 
kept taut by a small weight attached below the transducer, 
was sufficient to nullify the effects of horizontal displace­
ments of the joints and to result in a record of vertical 
displacement being obtained. The output from all the 
displacement transducers, including the one in the actuator, 
were monitored by the data logger.
Data logging
All test data was monitored by a data logger connected 
as an on line peripheral to an Alpha 16 minicomputer, 
manufactured by Computer Automation Ltd. It was therefore 
possible to process all the data before printing it out in 
convenient engineering units. Data acquisition and processing 
was carried out under the control of a program stored in the 
computer.
6.3 Calibration
Displacement transducers
To permit accurate interpretation of the output from 
the displacement transducers they were first calibrated by 
imposing a sequence of displacements on them using an open 
ended micrometer and recording the resulting output. The 
output proved to be a linear function of the displacement in 
each case and the slope of the function was recorded for 
subsequent use. The transducer fitted inside the load 
actuator was calibrated by using a dial gauge attached to the 
end of the actuator rod.
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Load cell
The actuator load cell was calibrated against a proving 
ring of known accuracy. Subsequent checks were made using 
dead weights. Again, the output was linear and the slope 
recorded for subsequent use.
Strain gauges
The output from the strain gauges could have been 
interpreted in terms of stress components by using the stated 
gauge factors together with the elastic and geometric 
properties of the members. However, to avoid any possible 
errors it was decided to calibrate each member directly by . 
applying known bending moments and recording the corresponding 
output from the gauges. This calibration was carried out 
before assembly by placing each member in a calibration rig 
consisting of two end bearfngs of the type shown in Fig. 6.10 
such that the gauges lay midway between the bearings. Loading 
was applied through tv7o hangbrs equally spaced from the gauge 
point at midspan as shown in fig. 6.11. The tubes were 
rotated so that each of the four longitudinal principal axis 
marks were, in turn, uppermost,\and for each position a 
sequence of increasing loads v;as applied and readings of gauge 
output taken.
The bending moment at the gauge point was calculated for 
each load and the required relationship between B.M. and gauge 
output established.
To calibrate the axial strain gauges it was planned to use 
a testing machine to apply direct tension and compression to 
each tube in turn. However, the necessary machine was not 
delivered in time so a 3' long tube from the same batch of 
material was strain gauged identically with the members of the 
dome and calibrated in a smaller, available testing machine.
The results obtained were then used for all the dome members.
As the bending calibrations had shown a variation from member 
to member of less than 2% it was considered that no more than
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2% error was likely to be introduced by using a common value 
for all the axial strain gauges.
6.4 Fabrication stresses
A disadvantage of using welded joints was the likelihood 
of introducing initial strains into the dome as it was 
assembled. These would then result in geometric distortions 
or initial stresses, both of which were undesirable. Overall 
geometric distortions could be detected by measurement after 
assennbly but initial stresses presented a greater problem.
Local stress concentrations confined to small areas near the 
joints were not considered to be a serious problem since they 
would be unlikely to affect the elastic moduli and would have 
a minimal effect on the elastic behaviour of the dome. The 
behaviour was likely to be affected, though, by axial forces 
induced in the members due to welding shrinkage, and in an 
attempt to estimate these forces it was decided to monitor the 
member strains for a period of six weeks prior to assembly.
The members were supported at their quarter points as shown 
in Fig. 6.12 and regular strain measurements recorded.
The intention was to make further recordings during, and 
. immediately after welding, but unfortunately the data logger 
failed one week before assembly and was out of service for 
three weeks. As a result no useful information was obtained.
6.5 Assembly
The outer hexagonal ring was assembled first using 12 
carefully levelled support plates placed at the quarter point 
of each member and special clamps of the type shown in Fig. 6.4 
at each joint. Geometry was checked by a theodolite placed 
at the centre of the hexagon.
The inner hexagonal ring was assembled in a similar way 
except that the support plates were raised an appropriate 
distance above the outer ring support plates. Fig. 6.13 shows 
the two rings after tack welds had been made at each joint.
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The bracing menibers connecting the inner and outer rings 
were next clamped into position. By lifting the inner ring 
slightly it became quite easy to place these members in position 
When the ring was lowered the curvature of the joint spheres 
was sufficient to retain them. Tack welds were made at the 
ends of each member, then welding was completed in a pattern 
that was intended to minimise.distortion.
After cooling overnight the remaining three central members 
were placed in position and the height of the central joint 
relative to the others measured. The required reduction in 
length of the three members was then calculated as 0.02", 
the exact amount that had been left to cater for possible 
distortions. After machining, the central members were placed 
in position and welding completed,
A check on the overall geometry was made after further 
cooling, and within the tolerance of the instruments used 
(theodolite, surveying level, invar tape and steel rule), 
no measureable distortion could be detected. The standard of 
accuracy was gratifying, but somewhat surprising. Fig, 6.14 
shows the completed dome resting on the loading frame with 
actuator and displacement transducers in position.
6.6 Test procedure
Three tests were carried out with the support conditions 
differing in each case as follows:
Test 1 Supports at all six: edge joints.
Test 2 Supports at joints 1, 8 and 12 only.
Test 3 Supports at joints 2, 6 and 13 only.
The third test was carried out merely as a check on the second 
test, since from symmetry the behaviour should be the same in 
each case.
The procedure in each test was the same. Datum levels 
for all strains and displacements were based on the deformed
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configuration taken up by the dome under its own weight and 
were recorded immediately prior to the commencement of each 
test. From the analytical results the values of external 
load and displacement at which yield should first occur were 
calculated and 90% of these values taken as upper limits for the 
experiment. A series of trial runs were made with the actuator 
displacement being increased to a particular value and then 
reduced until zero load was again indicated. Elastic 
recovery was checked in each case and found to be satisfactory. 
The trial runs continued tin til the calculated 90% of yield 
values were reached.
At this stage the datum levels were recorded and the 
test proper commenced. The actuator was lowered in a sequence 
of controlled displacements, each of approximately 0,065", 
and strains, displacements and load recorded at each step.
After reaching the maximum value the displacement was restored 
to its starting (zero) value in two steps. The stored data 
was then processed and printed out. The time taken for a 
test was approximately two minutes during which time some 
1500 physical measurements were made and recorded.
6.7 Test results
The results of test 1 are summarized in tables 6.1,
6.2 and 6.3. The values given are average values in those 
cases where the. symmetry of the dome allowed several 
determinations of a nominally identical quantity to be made.
For example, in table 6.1 the displacement values for joint 
3 are the average of those measured at joints 3, 9 and 10.
The bending moments given in table 6.3 are those which 
act about that principal axis of each cross section that was 
initially horizontal. Bending moments about the other 
principal axis were in most cases too small to provide useful 
information.
In tests 2 and 3 it was found that the dome became 
extremely flexible when supported at only 3 points - for
197
example the free edge joints deflected almost 1%" under their 
own weight - and only a small number of load increments could 
be applied. The results of tests 2 and 3 were averaged 
and are contained in tables 6.4 and 6.5.
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AppliedLoad
(Ibf)
Vertical Displacement (in)
Joint 7 Joint 3 Joint 5
29 0.068 • 0.015 ”0.009*
56 0.12 8 0.032 ”0.018
83 0.189 0.046 ”0.031
110 0.254 0.062 “0.042
136 0.317 0.077 ”0.052
162 0.384 0.09 4 ”0.063
186 0.450 0.108 ”0.073
208 0.517 0.122 ”0.083
228 0.579 0.136 ”0.092
249 0.645 0.150 ”0.101
268 0.711 0.162 ”0.109
287 0.778 0.174 ”0.117
304 0.845 0.186 ”0.126
320 0.909 0.198 ”0.133
336 0.976 0.210 ”0.140
* negative denotes upward displacement.
Table 6.1 Experimental displacements - Test 1 
6 edge supports.
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AppliedLoad Axial Force at mid; points of members (Ibf)(Ibf) A B C D E F
29 15 34 9 “56* 15 ”74
56 33 84 21 -97 41 ”147
83 48 132 38 -142 53 ”221
110 66 175 52 -189 71 ”292
136 81 218 67 “234 89 ”371
162 99 262 76 -316 109 ”439
186 109 297 90 ”319 12 4 ”500
208 12 4 338 101 -.359 135 ”566
228 135 366 108 -399 147 -620
249 145 401 117 ”4 34 157 -681
268 163 434 136 ”464 180 ”732
287 173 467 139 -502 185 ”790
304 183 490 149 ”5 35 19 8 -833
320 196 526 160 ”559 218 -884
336 196 533 162 ”594 211 ”925
* negative denotes compressive force.
Table 6.2 Experimental forces - Test 1 - 6  edge supports
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AppliedLoad(Ibf)
B.M. at mid points of members (Ibf -in)
A B C • D E  ^F
29 7 -12* 2 “15 12 26
56 15 “23 3 • -31 24 51
83 23 “34 4 -46 36 78
110 30 “44 5 —63 50 106
136 36 “54 6 “80 62 134
162 43 -63 7 “99 76 16 4
186 49 -73 • 7 -115 90 193
208 55 -81 7 -133 103 222
228 60 -89 6 -149 114 249
249 66 “96 6 “166 12 8 278
268 71 -102 6 -183 142 307
287 76 -109 6 -200 155 335
304 80 -116 4 -218 15 8 365
320 84 -122 4 -234 183 394
336 88 -127 3 -252 196 424
* negative denotes hogging bending moment.
Table 6.3 Experimental bending moments - Test 1 
6 edge supports.
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AppliedLoad(Ibf)
Vertical Displacement (in)
Joint 7 Joint 3 Joint 5
11 0.0541 0.031 0.028
25 0.116 0.070 0,054
39 0.185 0.114 0.086
53 0.250 0.152 0.114
Table 6.4 Experimental displacements ~ Test 2 -
Edge supports at joints 1, 8 and 12 only
AppliedLoad(Ibf)
Axial force at mid points of members (Ibf)
A B C D E F G
11 7 16 9 “6 13 -33 15
25 17 33 14 -39 10 — 58 8
39 28 .73 30 -55 21 -97 27
53 38 94 34 -77 36 -135 27
Table 6.5 Experimental forces - Test 2 - Edge supports 
at joints 1, 8 and 12 only.
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6.8 Theoretical analysis
Two nonlinear analyses of the model dome were carried 
out. In the first, each member of the dome was represented 
by a single element, giving rise to an idealization containing 
13 joints and 2 7 elements. In the second idealization each 
member of the dome was represented by two equal elements, 
giving a total of 40 joints and 54 elements. In both cases 
the structure was analysed first under dead load and then 
under a sequence of 15 or 20 increasing displacements of the 
central joint. A further analysis in which only three edge 
supports were provided was also made using the 2 7 element 
idealization.
Symmetry was not utilised in the analysis except to provide 
a useful check on the results. Computation time could have 
been considerably reduced if cyclic symmetry had been invoked 
and the minimum segment of one third of the dome had been 
analysed. Such an approach would, however, preclude buckling 
modes which were not cyclically symmetric and this condition 
was considered unacceptable.
For the 54 element idealization computation time amounted 
to approximately 12 seconds per nonlinear analysis, and for 
the 27 element case, about 9 seconds. The computer used was 
the GDC 7600 at the University of London Computing Centre.
A selection of the analytical results is presented in 
tables 6.6, 6.7 and 6.8. These results were taken from the 
54 element analysis which showed no significant variations 
from the 27 element case. The distribution of dead loading 
in the 5 4 element idealization was a better approximation to 
the actual conditions than that used in the 2 7 element 
idealization since the dead load was applied as appropriate 
concentrated loads at each joint. Thus, in the 54 element 
case each member carried a point load, representing part of 
the member self-weight, at mid span. The presence of this 
load naturally altered the distribution of dead load forces, 
particularly the bending moments at mid span of each member.
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AppliedLoad(Ibf)
Vertical Displacement (in)
Joint 7 Joint 3 Joint 5
dead 0.020 0.012 0.005
48* 0.12 4 0.039 —0.014
92 0.227 0.06 6 ”0.033
133 0.331 0.090 ”0.051
171 0.435 0.114 ”0.06 7
206 0.539 0.137 ”0.082
238 0.643 0.158 ”0.097
26 8 0.747 0.178 ”0.110
296 0.850 0.197 ”0.122
321 0.954 0.215 ”0.133
345 0.106 0.232 ”0.143
367 1.162 0.247 -0.152
387 1.265 0.262 -0.160
406 1.369 0.275 -0.167
424 1.473 0.287 -0.173
* Note that dead loading is included in every case.
Table 6.6 Theoretical displacements - 6 edge 
supports - central point load plus 
dead loading.
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AppliedLoad(Ibf)
Axial force at mid-points of members (Ibf)
A B C D E F
dead 98 109 -45 — 69 -52 -30
48* 128 189 -20 -154 -21 -164
92 156 264 3 -234 9 -290
133 181 333 25 -308 37 “409
171 205 398 46 -377 63 -519
206 227 458 65 -441 88 -622
238 247 513 83 -500 111 -718
268 266 565 99 -555 132 -807
296 284 613 114 —606 151 -888
321 301 658 127 -653 168 -963
345 317 699 139 -697 184 -1032
367 333 738 149 -737 197 —109 4
387 349 774 157 -773 208 -1150
406 365 808 16 3 -808 217 -1200
42 4 380 840 168 -838 223 -1245
* Note that dead loading is included in every case.
Table 6.7 Theoretical axial forces - 6 edge supports 
central point load plus dead loading.
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Applied Load . .(Ibf). .
B,M.. at mid points of members (Ibf -in).
A . . . . B C.... D E F
dead 69 64 41 35 14 18
48* 81 47 44 6 36 62
92 93 33 47 —2 4 57 108
133 103 20 49 -54 79 155
171 113 9 50 -85 101 202
206 121 -1 51 -116 122 250
238 129 “ 10 51 -147 144 299
268 136 -18 51 -178 165 348
296 143 -25 50 -209 187 397
321 149 -31 49 -241 208 446
345 154 -37 47 -272 229 495
367 159 “42 44 -303 251 544
387 163 — 46 42 -334 272 592
406 167 -51 39 -364 293 640
424 170 -54 35 -394 314 688
* Note that dead loading is included in every case.
Table 6.8 Theoretical bending moments at mid points of 
the members - 6 edge supports - central point 
load plus dead loading.
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as can be seen in table 6.11. However, the changes in 
forces and bending moments as the central load was increased 
agreed well.
The deflection increments in each of the analyses were 
generated automatically by the program as a proportion of 
the first iteration and as a result differed slightly.
The comparison of results given in tables 6.9, 6.10 and 6.11 
is therefore confined to the cases of dead loading and dead 
loading plus 238 Ibf (or 240.7 Ibf for the 27 element case).
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AppliedLoad(Ibf)
Vertical Displacement (in)
Joint 7 Joint 3 Joint 5
dead load 
only
0.0200
(0.0212)
0.0121
(0.0114)
0.0053
(0.0041)
dead load 
+ 238
0.6428
(0.6438)
0.1581
(0.1572)
”0.0965
e0.0980)
Bracketted figures refer to the 2 7 element 
idealization under a load of 2 40.7 Ibf.
Table 6.9 Comparison of 27 and 54 element 
analyses - deflections.
AppliedLoad(Ibf)
Axial force at mid points of members (Ibf)
A B C D E F
dead 98.04
(85.3)
109.3
(97.8)
”44.6
(436.9)
”69.2
(”64.2)
-52:2
(-42.7)
-29.7
(-32.9)
dead 
+ 238
246.9
(236.3)
513.2
(505.0)
82.7
(90.1)
-500.2
(-498.1)
-110.9
(-120.0)
-717.3
(-723.7)
Table 6.10 Comparison of 27 and 54 element analyses 
forces.
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AppliedLoad(Ibf)
B.M, at mid points of members (Ibf -in)
A B C D E F
dead 68.9
(3.8)
63.6
(-0.8)
40.9
(2.1)
35.0
(-2.3)
13.8
(4.7)
18.0
(7.5)
dead 
t 238
129.2
(83.2)
-9.9
(-97.3)
51.3
(19.4)
-146.7
(-164.7)
143.7
(133.6)
298.6
(256.5)
Bracketted figures refer to the 2 7 element idealization 
under a load of 240,7 Ibf.
Table 6.11 Comparison of 27 and 54 element analyses - 
bending moments.
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6.9 Comparison of theoretical and experimental results
Before comparing the theoretical and experimental 
results it is necessary to observe that all experimental 
measurements relate to the deformed dome under the action 
of its self weight. The appropriate theoretical values for 
comparison were therefore obtained by subtracting the values 
corresponding to the dead loading analysis from the appropriate 
'dead plus live' loading case.
The displacement increments used in the experiment did not 
coincide exactly with those of the analysis and so a tabular 
comparison can not be conveniently presented. However, a 
near coincident value of loading was obtained at 320 Ibf on the 
model and 321 Ibf in the analysis, and, as this is close to 
the elastic limit of the model and in the region of highest 
nonlinearity, a comparison of displacements, forces and moments 
under this loading is presented in tables 6.12, 6.13 and 6.14.
The agreement between theory and experiment is considered 
to be good with the exception of the 22% difference in bending 
moment recorded in member B, one of the outer hexagonal ring 
members (the 42% difference in member C may be discounted in 
view of the small magnitude of the bending moment present there), 
Possible reasons for the discrepancy in member B may be that
1. The initial sagging bending moment is reduced and 
eventually changed to a hogging moment at a load of 
about 205 Ibf (see table 6.8). The load of 321 Ibf is 
comparatively close to this inflexion load.
2. Member B is 8' long and the representation of dead load 
as a single point load at mid span is not ideal. The 
resulting dead load moment of 64 Ibf -in represents 67% 
of the bending moment at a load of 321 Ibf and any error 
in the dead load moment will obviously be quite signi­
ficant and will also influence the load at which the moment 
changes sign.
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Vertical Displacement (in)
Joint 7 Joint 3 Joint 5
Experiment (under 
320 Ibf ext. load) 0.909 0.19 8 -0.133
Analysis (under 
321 Ibf ext. load) 0.934 0.203 -0.138
Difference (%) 2.7 2.5 3.6
Table 6.12 Comparison of experimental and theoretical 
displacements under 320 Ibf central load - 
supports at all 6 edge joints.
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Member Axial Forces (Ibf)
A B C D E F
Experiment (under 
320 Ibf ext. load) 196 526 160 “559 218 ”884
Analysis (under 
321 Ibf ext. load) 202 548 171 “584 220 “933
Difference (%) 3.0 4.0 6.4 4.3 0.9 5.2
Table 6.13 Comparison of experimental and theoretical
axial forces under central load of 320 Ibf - 
support at all 6 edge joints.
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B.M. in members (Ibf -in)
A B C D E F
Experiment (under 
320 Ibf ext. load) 84 -122 4 -234 183 394
Analysis (under 
321 Ibf ext. load) 80 -95 7 -2 75 19 4 427
Difference (%) 4.8 22.1 42.8 14.9 5.7 7.7
Table 6.14 Comparison of experimental and theoretical bending 
moments under 320 Ibf central load - supports at 
all 6 edge joints.
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Figs. 6.15, 6.16, 6.17 and 6.18 present further 
comparisons between theoretical and experimental results for 
the case of the dome supported at all 6 edge joints. The 
theoretical curves have been extended beyond the experimental 
results by assuming the material of the structure remains 
elastic. It is interesting to observe that the dome does 
not exhibit snap through buckling behaviour but simply deforms 
stably into an apparently 'snapped through' configuration.
The reversal of stress from compression to tension in the three 
central members is clearly seen in Fig. 6.17, but the flexi­
bility of the dome enables this changeover to occur stably, 
though with a considerable increase in bending moments.
A comparison of results for the case in which the dome 
is supported at only 3 points is presented in Figs. 6.19 and 6.20. 
Again, no snap through buckling occurs,
6.10 Comparison with linear analysis
The results obtained using the nonlinear analysis program
are compared with those of a linear analysis in tables 6.15
and 6.16. The comparison is made at two levels of loading:
dead load plus 268 Ibf central load, and
dead load plus 424 Ibf central load.
Under the particular loading and support conditions it can be 
seen that the linear analysis predicts (fortuitously) the 
axial forces in the central members quite accurately, but 
underestimates the bending moment and deflection by a substantial 
amount.
The linear analysis results are included also in Figs,
6.15 to 6.20 for comparison.
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Maximum value of . , . Linear analysis Nonlinearanalysis Difference (%)
deflection 0.55 7 in 0.747 32
axial force 772 Ibf 806 4
bendingmoment 1308 Ibf-in 1619 24
torque 168 Ibf-in 200 20
Table 6.15 Comparison of linear and nonlinear analyses - 
dead load plus 268 Ibf central point load. 
Values are absolute maxima throughout the dome.
Maximum value of... Linear analysis Nonlinearanalysis Difference (%)
deflection 0.885 in 1.473 66
axial force 1205 Ibf 1245 3
bendingmoment 2051 Ibf-in 3096 51
torque 262 Ibf-in 358 37
Table 6.16 Comparison of linear and nonlinear analyses - 
dead load plus 424 Ibf central point load.
215
A (central point load] Jbf
300
T t iT E in r  A M a T T s r r r
200
N O N L I N E A R  A N A L Y S I S
E X P E R I M E N T
vertical de flection
.at cen t raJL _ . j  o i  n  t _ : _ _
________ _______[ ( i n c h )
Fig. 6.15 Vertical deflection comparison (6 edge supports).
216
TTIBf
400
L I N E A R  A N A L Y S I SL I N E A R  A N A L Y S I S
■300
N O N L I N E A R  lANALYSISn o n l i n e a r  A N A L Y S I S
\EXPERIMENT E X P E R I M E N T
v^tti'cWl deTIectlon
T h ' T '  ■■ i (inch)DOWNUP
Fig. 6.16 Vertical deflections, joints 3 and 5 (6 supports)
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Fig. 6.17 Axial force in central members (6 supports)
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Fig. 6.18 Bending moment in central members (6 supports)
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Fig. 6.19 Vertical deflection, joint 7 (3 supports only).
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6.11 Comparison with other experimental work
Few accounts of experimental work on nonlinear elastic 
space frames have been published to date. Freeman (1) 
describes some work carried out on a small scale dome of the 
Lederer (2) type and presents some of the results obtained.
The analysis used by Freeman invoked cyclic symmetry, and, 
since the model failed in a non-cyclically symmetric mode, 
poor correlation was obtained between the theoretical and 
experimental behaviour.
An attempt is made here to repeat the analysis, using 
the present technique and introducing random imperfections 
to simulate the constructional defects of the model.
The configuration of the model dome is shown in Fig. 6.21. 
All members were of 0.0625" diameter solid steel rods except 
for the top ring of 6 members which were of 0.09 375" diameter.
The edge joints were fully fixed and the load was applied 
as 6 equal point loads to each of the top 6 joints.
The present analysis technique was applied using an 
idealization in which each member of the- dome was represented 
by a single element, giving a total of 36 members and 18 joints.
A better idealization should perhaps have been made by using 
a greater number of elements, especially for the exceptionally 
slender outer members.
The dome was analysed using different magnitudes of random 
imperfection, generated and applied as described in section 
4.11. The results obtained are shown in Fig. 6.22.
It was observed that the imperfections had little effect 
on the behaviour until their magnitude was sufficiently large, 
at which point the previously cyclically symmetric configuration 
changed rapidly and passed into a highly deformed, non-cyclically 
symmetric post-buckled form.
The computational time for each nonlinear analysis v/as 
approximately 4 seconds on the CDC 7600 computer.
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Note
All joints lie on sphere of radius 29.403"
Fig. 6.21 Lederer dome - general arrangement.
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Fig. 6.22 Lederer dome results.
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Chapter 7 
Concluding Remarks
7.1 Basic analysis technique
The basic nonlinear analysis technique has been derived 
from a fundamental, energy viewpoint and presented in a concise 
form in Chapter 3, The necessary links with both the general 
theory of elastic stability and the familiar finite element 
stiffness method are firmly established, giving rise to a 
convenient analysis procedure, capable of flexible control. 
Analysis under load parameter control and under displacement 
control are each shown to be necessary in different circumstances, 
and suggestions are made as to when each type of control should 
be employed.
The relationship between the stability coefficients of the 
general theory and the properties of the tangent stiffness matrix 
provide a precise and reliable definition of the state of 
stability of the structure. Although the case of coincident 
critical points is specifically excluded from consideration, 
the occurrence of such a critical point could at least be 
detected by the appearance of simultaneous zero stability 
coefficients. Such an occurrence is, of course, unlikely in 
practice due to the effects of imperfections and the degradation 
of the buckling behaviour to limit point type,
7.2 Application to pin-jointed systems
Pin-jointed structures are probably unique in the sense 
that they permit an exceptionally simple implementation of the 
basic nonlinear analysis technique. The form of the total 
potential energy function allows the relevant derivatives to be 
calculated analytically and leads to an exact tangent stiffness 
matrix. Although such a formulation is of limited practical 
use it provides an excellent means of illustrating and testing 
the theories of the basic analysis technique. It is thought 
that the examples provided in Chapter 3 demonstrate the ability 
of the analysis to deal with a representative range of buckling 
situations.
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7.3 Behaviour space and behaviour surfaces
The concepts of behaviour space and behaviour surfaces 
are introduced in Chapter 3 as a means of visualizing the 
behaviour of a structure when subjected to imperfections, and 
to illustrate the variety of ways in which the analysis 
technique may be used to deliver information on the structural 
behaviour. By considering the imperfection parameter as a 
second load parameter the ideas may be applied to problems of 
multi-parameter loading. Common ways of presenting information 
on structural behaviour are shown to correspond to contours of 
the behaviour surface. The important lines which divide areas 
of the behaviour surface that represent stable equilibrium 
states from areas that represent unstable states are seen to 
coincide with 'ridges' or 'valleys' in the surface. Further 
study of behaviour surfaces would seem warranted; for example, 
techniques of approximate surface fitting and extrapolation 
could be applied once a sufficient number of points on a
surface had been obtained. Practical difficulties facing such
a study would include the dimensionality of the surface and the 
choice of imperfections.
7.4 Application to space frames
The general approach to the space frame analysis problem,
as set out in Chapter 4, endeavours to provide a rational arid 
precise representation of the deformed structural geometry, 
even under gross levels of deformation, and as a result the 
energy function becomes too complicated to permit analytic 
derivatives to be obtained. The original intention, of 
directly applying the basic technique of Chapter 3, was therefore 
abandoned and the novel, composite technique described in . 
Chapter 4 was eventually derived. Advantages of the method 
include;
1. Precise representation of arbitrarily large joint
displacements and rotations (rotations not treated as
vectors).
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2. Direct incorporation of arbitrary member loading into 
the analysis (without recourse to 'equivalent' joint 
loading).
3. Accurate definition of member deformation irrespective 
of the magnitude of lateral deformation and twisting.
4. Exact expressions for curvature and strain obtained as
a byproduct of the method of representing member deformation.
5. A self correcting overall analysis technique with an 
absolute measure of error available at all times (subject 
to the validity of the idealization) Accuracy is not 
dependent on a 'step size' as with many incremental pro­
cedures, nor is there any possibility of the solution 
'drifting' or accumulating error as the analysis proceeds.
6. Automatic generation of random imperfections of two types.
7'. The same facilities for controlling the analysis as set 
out for the basic technique in Chapter 3.
A shortcoming of the composite technique results from the 
unavailability of a sufficiently accurate tangent stiffness 
matrix to be used as a stability criterion. Loss of stability 
at a limit point may only be detected by observing the presence 
of a local maximum on the equilibrium path.
The presumption of a linearly elastic material is a further 
shortcoming which could be overcome by a simple extension of 
the theory.
The exclusion of shear and warping terms from the strain 
energy function may also be regarded as a disadvantage, but 
experience has shown that, for the class of slender, skeletal 
structures for which the analysis was primarily intended, these 
terms play a negligible role. Shear and warping terms could, 
if necessary, be included in the analysis by a further extension 
of the theory.
■  - i
229
The computer implementation of the space frame analysis 
technique was made at the lowest permissible level by using 
cubic and linear polynomials, respectively, for the member 
spatial curves and twisting functions. The examples used 
in Chapter 5 to evaluate the performance of the implemented 
version of the analysis suggest that the cubic functions are 
adequate, except in the case of very slender members under high 
compressive loads. Where such members occur they may be 
satisfactorily represented by introducing extra nodes along 
their length, as illustrated by the laterally loaded column 
example in section 5.10, Members designed in accordance with 
current codes of practice should not need to be treated in this 
way.
The alternative to introducing extra nodes into the structure 
and thus increasing the size of the analysis would be to use 
higher order displacement functions, thus approaching more 
closely the true deformation shapes of the members. This would 
not increase the analysis size overall, but would increase the 
number of menber generalized coordinates involved in the 
numerically expensive potential energy minimisation section of 
the analysis.
7 ^ 5 Experimental work
The correlation between the theoretical analysis and the 
experimental results was considered to be excellent. The 
quantities that could be determined most accurately in the 
experiment were the magnitudes of the load and displacement 
at the central joint, and the relationship between them was 
highly nonlinear. These quantities, even at the limit of 
elasticity, showed less than 3% difference when compared with 
the theoretical analysis.
Forces and bending moments in the members were measured 
with considerable care, but inevitably, with less precision 
than the quantities referred to above. Nevertheless, at 
the limit of elasticity, the difference on the maximum axial 
force was 5.2% and on the maximum mid-span bending moment was 
7.7%. The actual difference in bending moment when compared
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with the maximum bending moment anywhere in the structure gave 
a difference of less than 5%.
The agreement between the theoretical and experimental results 
is considered to justify the level of implementation used in 
the analysis. A second analysis in which the number of nodes 
was doubled did not significantly alter or improve the results. 
Apart from differences resulting from the different distribution 
of dead load, the two analyses showed close agreement.
7.6 Improvement and extensions
Some increase in numerical efficiency in the computer 
implementation of the space frame analysis technique could 
undoubtedly be achieved, particularly in that section of it 
that deals with the unconstrained minimisation of the total 
potential energy. Many alternative techniques exist and it is 
most unlikely that the best available has been selected.
The space frame analysis technique could be extended to 
include the effects of nonlinearly elastic material, partially 
fixed joint conditions, shear, warping and post yield behaviour.
The extension into the realm of post-yield behaviour and, possibly, 
collapse analysis, would constitute a major extension requiring 
a reconsideration of the fundamental approach to the problem.
The concept of behaviour surfaces would appear to warrant 
further development. The application of the mathematics of 
multi-dimensional surfaces could well result in the development 
of powerful methods of predicting structural behaviour, whilst 
avoiding the vast computational effort that is otherwise 
required to generate behaviour surfaces on a point by point basis.
The application of the technique of analysis to specific 
classes of structure, such as shallow domes and barrel vaults, 
in order to reach conclusions concerning limiting geometric 
configurations (with respect to instability), could be
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undertaken for limited sub-classes. The infinite variations 
of geometric configuration, material properties, loading, 
jointing and support conditions must surely rule out general 
conclusions, but for a suitably narrow range of the above 
properties, useful conclusions could probably be reached.
The most straightforward way of obtaining such information would 
appear to be the direct application of the analysis to an extensive 
range of suitably selected structures.
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APPENDICES
Appendix 1. Some properties of space curves
Let r=r(t) be a vector function defining a regular 
parametric representation of a curve in 3-space,
In an interval a<t^b the arc length, s, is defined 
in the usual v?ay in terms of the limit of the lengths of 
a sequence of approximating polygonal arcs, leading to 
the result
bs =. / I r ' I dt  A. 1a
The arc length, s, always provides an acceptable 
parameter for the representation of a curve in the form 
r=r(s), and some of the properties of a curve will be 
derived first for this mode of representation.
The tangent at a point on a curve may be thought of as
the limiting position of a line passing through two
neighbouring points on the curve, as the two points approach 
the given point. A vector passing through two points, r(t)
and r(t+6t), would be given by
lim C(r(t+6t)-r(t))/fit] = r'(t) . . . A.2fit^ O
The vector r'(t) is usually normalised to give the 
tangent vector, T — r*/jr*|. The plane normal to the 
tangent vector is known as the normal plane.
The curvature vector, k, is defined as the rate of 
change of T with respect to s, and thus
rîTk(s) = ^  = T = r ................. . A.3
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The magnitude of the curvature vector is denoted by
1 3| = |k(s) 1 ....................... ^^4
and is known as the curvature, 3, From equation A.3 it follows 
that
3  ^ 5= r«r ............ . . . A.5
where « denotes the operation of scalar product.
Now, from A.l, r = r't = r'|r'|. Differentiating with 
respect to s
r = r"|r'l~^ - ^r'|r'|^^(r'•r"+r"•r') jr'|^
= r"|r'|“  ^ - r ' (r V* r" ) I r ’ I . . . A.6
Substituting in A.5,
2 r: | r ' | ~ ® [ r " | r ' | ^ - r " | r ' | ^  + r ' ( r ’* r " ) * r ’ (r'*r") 
- 2 r " I r '1  ^* r ' (r '-r")
= |r'|"G[|r'|2|r"|2 - (r'*r")^3 
= |r'xr"||r’i’" ® .........................A.7
The direction of the curvature in terms of the parameter 
t is given by the direction of r as defined in equation A .6 -
ie. k(t) is parallel to |r'|^r"-(r''r")r' . . . .  A .8
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At every i.point on a curve where k exists there is defined 
a principal normal vector, n, which is of unit length, parallel 
to k and with its sense chosen in such a way as to be continuous 
along the curve wherever possible. A third vector known as the 
binormal vector, b, is also defined in such a way as to complete 
a right handed orthogonal set with T and n. The three vectors, 
T, n and b form what is known as the moving trihedron, a set of 
reference axes defined continuously along the curve.
The curvature measures the rate of change of the tangent 
when moving along the curve - ie. the rate at which the curve 
departs from a straight line. ■ A second quantity t_, the torsion, 
measures the rate of change of the T-n (osculating) plane - ie. 
the rate at which the curve departs from a plane curve. The 
rate of change of the T-n plane is given by
The vector b must be in the direction of n, and introducing the 
scalar, t
b = T n .......................... ..  A.9
and hence
T = -n»^(Txn)
= -n»(Txn)
= -g"^r •(rx^(3~^r ) )
= 3"^(rr r )
= (r X r) I r ' I “  ^ . . . . . , A.10
Or in terms of the parameter t, since 
r = r't
r't + r"tII+.2
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and r ” r' t 4- 3r"tt + r"' t^,
upon substituting into equation A.10 and after some manipulation,
T = (r ' r"r"' )/3^|r’l~®
= (r ' r"r'‘' ) /1 r ' xr" 1 ...............A.11.
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Appendix 2. Boundary condition equations for the case n-4
The relationship between the parameters defining the 
centroidal axis curve of a space frame member is given by 
equation 4.30 in chapter 4 for the case of n=3 (3rd degree 
polynomials). In order to establish the simple pattern by 
which the boundary condition equations may be constructed, 
it is sufficient to give the equations that result when 4th 
degree polynomials are selected as the deformation functions 
These equations, corresponding to the case of n=4, are 
presented on the following page...
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Appendix 3. Solution of non-square systems of simultaneous 
equations
Consider a system of m simultaneous equations in n 
unknowns
A X - B ,.. .......................... A.12
and let the rank of A be r, r<m. It is assumed that the 
system is consistent so that the rank of the augmented matrix 
is also r.
Partition the system as shown below
m-r
A A X B11 1 2 1
=
1
A A B21 22 2
XL 2I r n-r
a : 13
By a sequence of elementary transformations the system 
may be reduced to the form
-II A A11 12
0 0
X
X
-1A B 
11 1
0
A. 14
It can be shown that a system of equations of the type 
being considered has an infinity of solutions which may be 
expressed as linear combinations of n-r+1 linearly indepen­
dent solutions. From equation A. 14 the required solutions
are obtained as
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X =
-1 -1A B -A A11 1
+
11 12
0 I
a n-r A. 15
where a, , a. are arbitrary scalars.
Numerically, the solutions may be obtained by a process 
of Gaussian elimination on A, using row and column interchanges 
during the forward elimination stage in order to bring a non­
zero element into the current pivotal position and terminating, 
this stage when the current pivot search can find only zeros or 
when the rows are exhausted. Back substitution is carried out 
on the right‘hand side, b , and the h-r right-most columns of 
A.
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Appendix 4, Unconstrained minimisation
The technique adopted for finding the minimum of the 
total potential energy function was a straightforward direct 
search method employing unidirectional searches in sets of 
orthogonal directions, which were changed as the search 
progressed.
Suppose, for example, that f(x^,x%) is the function to be 
minimised, and that (xj,x°) is known to be a suitable starting 
point for the search (the method should converge for any start­
ing point but obviously time will be saved if the search starts 
near the minimum). Unidirectional searches are first carried 
out in the coordinate directions corresponding to x^  and by 
taking steps of increasing multiples of s, an initial step size,
along x or x in the direction of decreasing f. Immediately 1 2f starts to increase an extra point is taken midway between the 
last two points evaluated and a quadratic interpolation made 
between the lowest point found and the points immediately to 
either side. The function is evaluated at the point predicted 
by the interpolation and whichever of the interpolated point 
and the best of the points available before interpolation 
corresponds to the smaller value of f is chosen to be the 
minimum in the direction x^, say, and is used as the starting 
point for the search along x^. Fig. A.l illustrates the 
progress of a unidirectional search in the x^  direction.
interpolation
X 1
Fig, A.l Unidirectional search.
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When each of the directions. and x has been explored 
in this way new search directions, are found by selecting the 
normalised direction of total progress on the previous two 
searches as one direction and choosing the remaining new dir­
ection orthogonal to this. Thus if the minimum in the x
direction was found at x°ta, and in the x direction at x^+b,
1 2 2 then the new search directions would be
a/1atb1 -b/|a+b1
and
b/1a+b1 a/1 a+b1
A.16
The set of directions orthogonal to the direction of total 
progress is obtained by the Gram-Schmidt orthogonalisation 
procedure (when more than two directions are involved). The 
selection of new directions on the above basis attempts to 
direct the search along the principal axis of the contours of 
the function and speed up the location of the minimum.
Further unidirectional searches are made along each newly 
defined direction and the process repeated until a minimum is 
found. Fig. A.2 illustrates the progress of a search on a
contour plan of function of two variables.
minimum
Fig. A.2 Progress of a direct search on a function of two variables
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Two criteria were used in determining when to terminate 
a search. After each iteration (set of unidirectional searches) 
the total progress on that iteration, a+b , was compared with 
the current step length, s, used in the unidirectional searches. 
If a+b was less than s, then s was reduced by a factor of 10 
and the minimum was considered to have been reached when s 
became less than a pre-set limit. In addition, at the end 
of each unidirectional search the percentage difference 
between the two lowest values of the function was compared 
with the maximum percentage error, e, allowed in the eval­
uation of the function by the numerical integration procedure 
described in the previous section. If the difference was 
less than e, then e was reduced by a factor of 10 and the 
overall search terminated when e fell below a pre-set limit. •
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Appendix 5. Random number generation
True random numbers can not be generated on a digital 
computer, but sets of numbers with properties resembling 
those of random numbers can be computed without difficulty. 
Such sets of numbers are usually known as pseudo-random 
numbers.
The most convenient technique for generating random 
numbers on a computer is the congruence method. If the 
sequence of random numbers is denoted by n-1,2,3...,
then the congruence method may be summarised by
X , n = (aX + b) mod T ................. A.17,ni"! n
where b and T are relatively prime. The choice of T is 
determined by the capacity and base of the computer; a and b 
are chosen so that:
1. the resulting sequence, X^-,- possesses the desired 
statistical properties of random numbers,
2. the period of the sequence is as long as possible, and
3. the speed of generation is fast.
The most convenient choices for a are of the form 
a = 2®+l (for binary computers) and a = 10®+1 (for decimal 
computers). With this choice, any number can serve as a 
starting point, and the operations required consist merely 
of a shift operation plus two additions. The assembler 
code subroutine shown below illustrates the generation of 
random integers in,the range O^X ^16384. Similar, but less 
efficient subroutines may be written in higher level 
languages.
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0001 0100 0000 ORG : 1 000002 0100 0000 BRAND NAM0003 0100 0000 BRAND DEF0004 0 10 1 0000 GALL0005 0 1 02 0002 DATA 2 ,0006 0103 0800 NUN HLT0007 0 1 04 0800 X KLT0008 0 105 B20C LDA XN0009 0 106 3 104 JAB S + 5001 0 0 1 07 B703 LDA *X001 1 0108 3081 JAP S + 20012 0 109 0310 BAR001 3 0 1 OA 9AD7 STA XN0014 01 OB 1055 ALA 6001 5 01 OC 8A0 5 ADD XN0016 OlOD 8A0 5 ADD B001 7 OlOE 8205 AND MASKl0 018 OlOF 9F0C STA *NUM.001 9 0110 9A0 1 STA XN0020 0 111 F71 i RTN BRAND002 1 0 112 0000 XN DATA ; 00000022 0113 OFF F B DATA OFFF0023 0114 3 F FF MASKl DATA îSFFF0024 0115 0000 END
