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RESUMEN 
 
En este trabajo se discute el balance de carga estático y dinámico sobre arquitecturas de cluster no-
homogéneo, analizando al mismo tiempo el Speedup paralelo teórico y el obtenido 
experimentalmente. 
Se ha utilizado una combinación de 3 clusters interconectados, donde las máquinas dentro de cada 
cluster poseen procesadores homogéneos, pero diferentes entre clusters. De este modo el conjunto 
puede verse como un cluster heterogéneo de 25 procesadores o como un esquema multicluster con 
subconjuntos de procesadores homogéneos. 
Se eligió una aplicación clásica (Parallel N-Queens) con un algoritmo de solución paralela en la que 
predomina el procesamiento sobre la comunicación, de modo de profundizar en los aspectos del 
balance de carga (estático o dinámico) sin una distorsión de los resultados producido por el 
overhead de comunicaciones. 
Al mismo tiempo, se analizan tres formas de distribución de la carga en los procesadores (Estática 
Directa, Estática Predictiva y Dinámica por Demanda), estudiando en cada caso el Speedup paralelo 
y el desbalance de carga en función del tamaño del problema y los procesadores utilizados. 
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1- Introducción 
 
Arquitecturas de Cluster y MultiCluster 
Un cluster es un tipo de arquitectura de procesamiento paralelo/distribuido que consiste de un 
conjunto de computadoras interconectadas que pueden actuar como una máquina única [20]. Las 
máquinas que componen un cluster pueden ser homogéneas o heterogéneas, lo que constituye un 
factor importante en el análisis de la performance que se puede obtener de un cluster como máquina 
paralela [1][4][8]. 
 
Una arquitectura multicluster consiste en la interconexión de dos o más clusters de modo de 
configurar una nueva máquina paralela. En ella, conceptualmente cada cluster interviniente puede 
verse como una máquina multiprocesador con determinados parámetros de performance que se 
integra en red con otras máquinas multiprocesador para obtener una arquitectura global única, capaz 
de realizar procesamiento paralelo combinando los recursos de cada cluster. La caracterización de 
los parámetros globales de performance de un multicluster resulta compleja, en función del número 
de clusters intervinientes, el grado de heterogeneidad de los procesadores en los mismos y las 
características del sistema de comunicaciones intercluster [14][19]. En ocasiones se trabaja con una 
combinación de clusters homogéneos, que se interconectan configurando un multicluster 
heterogéneo. Si bien el modelo del procesamiento puede simplificarse considerando un 
“supercluster” con un procesador por cluster interconectado, el modelo de comunicaciones sigue 
siendo complejo e incluso la comunicación inter-cluster puede tener un ancho de banda fijo o 
dependiente del tráfico general de comunicaciones (por ejemplo en clusters interconectados vía 
Internet) [26]. 
 
Esquema Master-Slave con arquitectura Multicluster 
La utilización del paradigma Master-Slave con una arquitectura multicluster presenta al menos dos 
posibilidades:  
 Si se utiliza un único procesador Master M, perteneciente a uno de los clusters del sistema, será 
muy importante caracterizar su performance y el tiempo de comunicación desde cualquier otro 
nodo del multicluster.  
 Si se utiliza un procesador Master Mi por cluster, debe definirse un modelo de interacción entre 
estos Mi, de modo de controlar la actualización de información y las comunicaciones entre 
procesadores de diferentes clusters. El esquema de relación entre los Mi puede ser jerárquico o 
peer-to-peer. Nuevamente deben analizarse los diferentes tiempos de comunicación en juego. 
 
La migración dinámica de datos y procesos entre nodos del multicluster tendrá un esquema 
diferente según cual de los dos modelos se adopte. 
 
Balance de Carga en Arquitecturas heterogéneas 
El balance de carga de una aplicación incide directamente en el speedup alcanzable y en el 
rendimiento del sistema paralelo [8][16]. En general, cuando se trabaja con clusters heterogéneos 
las diferentes potencias de cálculo de las máquinas intervinientes son un factor que puede 
computarse para analizar una distribución del trabajo a realizar.  
En las clases de problemas de trabajo conocido (por ejemplo, multiplicación de matrices) puede 
obtenerse un balance de carga estático “predictivo” en función de la potencia de cálculo de los 
procesadores del multicluster; sin embargo, muchos problemas reales tienen una carga de trabajo 
variable o dinámica en función de los datos [2][9][18][27]. En estos casos es necesario ajustar 
dinámicamente la asignación de datos o procesos a los diferentes procesadores, a medida que la 
aplicación se ejecuta. 
Nótese que cualquier fórmula de balance de carga “predictivo” debiera computar no sólo la potencia 
de cálculo, sino otros factores propios de la arquitectura tales como el tamaño y tiempo de acceso a 
los diferentes niveles de memoria de cada procesador [17][28]. En lo que sigue de este trabajo se ha 
considerado como factor principal sólo la potencia de cálculo de cada procesador.  
Por otra parte, en un esquema multicluster en el que se resuelven aplicaciones con el paradigma 
Master-Slave, cualquier solución de balance dinámico implica un overhead de comunicaciones que 
será afectado por la complejidad del esquema de comunicación entre los nodos de los diferentes 
clusters, tal como se mencionó anteriormente. 
 
Clases de problemas con carga de trabajo variable 
Existen clases de problemas de paralelismo de datos en los que es posible realizar una asignación 
estática equilibrada de la carga de trabajo total. En estos casos, si se cuenta con una arquitectura 
heterogénea será posible definir una función predictiva F(Pi,Wt) donde Pi es  la potencia de cálculo 
del procesador i y Wt el trabajo total, con la cual distribuir los datos “a priori” entre los 
procesadores [21]. 
En el caso de tener una carga de trabajo variable en función de características de los datos (ej. 
ordenación de datos, reconocimiento de patrones en imágenes), no es posible tener una función 
predictiva que asegure el balance de carga entre los procesadores. Luego, será necesario tener 
alguna política de asignación dinámica que puede combinarse con una distribución inicial predictiva 
de un porcentaje de los datos totales [6][13][18].  
Cualquier política de asignación dinámica implica algún grado de overhead de comunicaciones, que 
será más complejo de modelizar y predecir en una arquitectura multicluster heterogénea. 
 
 
2- Caracterización de la clase de aplicaciones de interés. 
 
Como se ha analizado en la introducción, existen diferentes ejes de investigación en los problemas 
de balance de carga dinámica sobre arquitecturas multicluster.  
En este trabajo se ha fijado un modelo de arquitectura donde la heterogeneidad se presenta sólo 
entre máquinas de diferentes clusters y es posible aproximarla con una función de la potencia de 
cálculo de las máquinas de cada cluster.  
Por otra parte, se ha elegido trabajar con el paradigma Master-Slave con un solo Master (ubicado 
normalmente en el cluster con mejores prestaciones de procesamiento). 
Por último, en el trabajo experimental el foco se ha puesto en una clase de problemas en los que el 
tiempo de comunicación entre procesos Tc no es significativo frente al tiempo de procesamiento 
local Tp (Tp >> Tc). Esta restricción permite identificar más claramente las diferencias entre los 
esquemas de balance de carga estático y dinámico, sin superponer un overhead importante de 
comunicaciones. 
 
 
3- Modelos de distribución de carga a estudiar y Speedup teórico alcanzable 
 
Se utilizarán tres modos de implementar el paralelismo de datos: 
 Distribución estática directa (DEd) donde la carga total de trabajo Wt se asignará en forma 
homogénea a los B procesadores de la arquitectura, de modo que cada procesador tendrá Wt/B, 
sin considerar la función F(Pi,Wt). 
 Distribución estática predictiva (DEp) donde la carga total de trabajo Wt se asignará al iniciar la 
aplicación a los B procesadores de la arquitectura, según la función de predicción F(Pi,Wt). 
 Distribución dinámica por demanda (DDd) donde un porcentaje Li de la carga total de trabajo 
Wt se asignará al iniciar la aplicación a los B procesadores de la arquitectura, según la función 
de predicción F(Pi,Wi), y posteriormente cada procesador demandará más trabajo al Master, a 
medida que completa su tarea.  
 
El valor de Li y la cantidad de trabajo adicional que se asigne a cada procesador cuando lo demande 
son parámetros de investigación experimental, que dependen de la aplicación y de la relación entre 
Tp y Tc. 
 
El Speedup teórico alcanzable por la arquitectura multicluster será una función G(Pi). Medir 
experimentalmente el Speedup real debe correlacionarse directamente con el grado de balance que 
se logre en la asignación del trabajo total Wt a lo largo de la ejecución de la aplicación. 
 
 
4- Aporte de este trabajo 
 
Se ha analizado un modelo Master-Slave con 3 clusters heterogéneos entre si, cada uno con 8 
máquinas homogéneas, operando como un multicluster (B=24) con un procesador adicional como 
Master. La heterogeneidad de los procesadores fue contemplada a través de una función de la 
potencia de cálculo de los mismos. 
Se estudió un caso problema que responde a la hipótesis Tp >> Tc, con las tres distribuciones de 
carga propuestas (DEs, DEp, DDd) para realizar paralelismo de datos, analizando especialmente el 
Speedup paralelo teórico y alcanzado en función de la potencia de cálculo de los procesadores, y el 
desbalance de carga en función de los parámetros B, Wt, Pi y Li que se mencionaron anteriormente. 
 
 
5- Aplicación a la solución paralela sobre un multicluster heterogéneo del 
problema de las N-Queens 
 
El problema de las N-reinas consiste en ubicar N reinas en un tablero de NxN  de tal manera que 
ninguna de ellas ataque a otra [5][7][12]. Una reina ataca a otra si se encuentran en la misma 
diagonal, fila o columna.  
 
5.1- Solución secuencial 
Una solución inicial al problema de las N-reinas, mediante un algoritmo secuencial elemental, 
consiste en probar todas las combinaciones posibles de ubicación de las reinas en el tablero y 
quedarse con aquellas que son válidas, interrumpiendo la búsqueda en el momento en que esto no se 
cumple. Teniendo en cuenta que una combinación válida puede generar hasta 8 soluciones 
diferentes, las cuales son rotaciones de la misma, se puede reducir la cantidad de distribuciones que 
es necesario evaluar. En esto se basa el mejor algoritmo secuencial encontrado para este problema 
[3][23][24]. A continuación se realiza una breve descripción del mismo en un tablero de NxN. 
 
El algoritmo realiza N/2 iteraciones, y en cada una de ellas ubica la reina en una posición diferente 
de la primera fila. Las N/2 posiciones restantes no son evaluadas debido a que son combinaciones 
simétricas de las anteriores. 
 
A partir de la reina ubicada en la primera fila se determina el vector de posiciones válidas para la 
siguiente fila, y para cada una de ellas se determinan las soluciones que las mismas generan (Figura 
1a). Para determinar la cantidad de soluciones a partir de la fila i (tal que toda fila j con j ≤ i tiene 
ubicada su reina), se determina el vector de posiciones válidas para la fila i+1, donde para cada una 
de ellas se vuelve a repetir este paso. Esto continúa hasta llegar a ubicar una reina en la última fila, 
o cuando no hay más posiciones válidas en una cierta fila (Figura 1b). Al llegar a ubicar una  reina 
en la última fila se calcula la cantidad de soluciones diferentes que generan dicha combinación y su 
simétrica al ser rotadas  90º, 180º y 270º (Figura 1c). 
 
main () 
{ cantSol:=0 
   for  (pos= 1..N/2) 
      ubicarReina (1,pos,tablero) 
      detPosVálida (posVálida,tablero,2) 
      cantSol:=cantSol + detSol (2,posVálida,tablero) 
} 
(a) 
function detSol (fila, posVálida, tablero)  
{ i:= posiciónVálida (posVálida) 
   if (fila = N) and (i < N ) then  
       ubicarReina (fila,i,tablero) 
       return (cantidadSoluciones (tablero)) 
   else 
      total:=0 
      while (i < N) 
           ubicarReina (fila,i,tablero) 
           detPosVálida (nuevaPosVálida,tablero, fila+1). 
           total:= total + detSol (fila+1,nuevaPosVáalida,tablero ) 
           i:= posiciónVálida (posVálida) 
      return total 
} 
 
detPosVálida (p,t,f): determina el conjunto p de posiciones 
válidas para la fila f en el tablero t. 
posiciónVálida (p): retorna la primer posición válida dada en  p. 
(b) 
function cantidadSoluciones (t) 
{ if (rot(t,90)=t) or (rot(t,90)=sim(t)) then return (2) 
   else if (rot(t,180)=t) or (rot(t,180)=sim(t)) then return (4) 
          else return (8) 
} 
 
rot(t,g): retorna el tablero t rotado en g grados. 
sim(t): retorna el tablero simétrico de t.  
 
(c) 
 
Figura 1. Pseudocódigo de la solución secuencial  
 
5.2- Solución paralela propuesta en función de los modelos de distribución de carga 
Para la solución paralela de este problema, se ubica la reina de una o más filas y se obtienen todas 
las soluciones para esa disposición inicial. Cada procesador se encarga de resolver el problema para 
un subconjunto de éstas, de manera tal que el sistema completo trabaje con todas las posibles 
combinaciones de esas filas. Para esto hay que tener en cuenta dos temas:  
▪ La forma de construir las combinaciones. 
▪ Cómo distribuir las combinaciones entre las máquinas. 
 
5.2.1- Cómo Construir las Combinaciones 
Al trabajar con una arquitectura heterogénea la cantidad de trabajo (combinaciones) que debe 
resolver cada procesador varía según la relación que existe en cuanto a la potencia de cálculo. Para 
lograr distribuir el trabajo en forma equilibrada, es conveniente usar “grano fino”, esto es, muchas 
combinaciones de poco trabajo cada una con el objetivo de poder nivelar el trabajo realizado por 
cada máquina resolviendo varias de estas [10]. Para esto se usan las tres primeras filas para formar 
cada una de las combinaciones a resolver.  
De esta manera se obtienen N3 combinaciones diferentes para distribuir entre todos los procesadores 
heterogéneos, siendo N el tamaño del tablero. 
 
5.2.2- Cómo Distribuir las Combinaciones 
5.2.2.1- Distribución Estática Directa (DEd) 
En este tipo de distribución cada procesador mi calcula al comenzar su ejecución cuáles son las 
combinaciones que debe resolver. Estas se distribuyen en forma cíclica entre las máquinas, de 
manera que cada mi resuelve Wt/B combinaciones distribuidas en forma cíclica. 
 
5.2.2.2- Distribución Estática Predictiva (DEp) 
En este tipo de distribución cada procesador mi determina al comenzar su ejecución cuáles son las 
combinaciones que debe resolver. Para esto realiza los siguientes pasos: 
 Obtiene la cantidad relativa de combinaciones crj ∀ j = 1..B. 
osPotenteMaquinaMen
j
j P
P
cr =  
▪ Determina la cantidad de combinaciones A que forman un bloque. 
∑ == Bj jcrA 1  
▪ Para cada bloque, calcula las combinaciones a realizar considerando que se asignan en 
forma cíclica a cada máquina mj que no haya realizado crj combinaciones en ese bloque. 
 
La Figura 2 muestra cómo se realiza la distribución suponiendo un sistema compuesto por seis 
máquinas heterogéneas (dos por cada cluster), en el cual las cantidades relativas de combinaciones 
son m1=3, m2=3, m3=2, m4=2, m5=1 y m6=1.  
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 ... 97 98 99 100
m1 m2 m3 m4 m5 m6 m1 m2 m3 m4 m1 m2 m1 m2 m3 m4 m5 m6 m1 m2 m3 m4 m1 m2 m1 m2 m3 m4
Comb. RestantesBloque 1 Bloque 2
 
Figura 2: Distribución Estática Predictiva 
 
La Figura 3 muestra el pseudocódigo del algoritmo completo para esta distribución: 
 
 
function detSolParcial (posFila1, posFila2, posFila3, tablero)  
{ ubicarReina (1,posFila1,tablero) 
   ubicarReina (2,posFila2,tablero) 
   ubicarReina (3,posFila3,tablero) 
   detPosVálida (posVálida, tablero,4). 
   return detSol  (4, posVálida, tablero) 
} 
 
detPosVálida (p,t,f): determina el conjunto p de posiciones 
válidas para la fila f del tablero t.
(c) 
main ()   //procesador i  con i > 1 
{ cantSol:=0 
   while  (procesador i tenga combinaciones) 
      determina la ubicación en la fila 1 (p1) 
      determina la ubicación en la fila 2 (p2) 
      determina la ubicación en la fila 3 (p3) 
      cantSol:= cantSol + detSolParcial (p1,p2,p3,tablero) 
   send(cantSol,1) 
 } 
(b) 
main ()    //procesador 1  
{ cantSol:=0 
   while  (procesador 1 tenga combinaciones) 
      determina la ubicación en la fila 1 (p1) 
      determina la ubicación en la fila 2 (p2) 
      determina la ubicación en la fila 3 (p3) 
      cantSol:= cantSol + detSolParcial (p1,p2,p3,tablero) 
   for (i=2..B) 
      recv(cantOtroProc,i) 
      cantSol:= cantSol + cantOtroProc;   
  } 
(a) 
 
Figura 3. Pseudocódigo para DEp. La función detSol es la descripta en la Figura 1 (b). 
 
5.2.2.3- Distribución dinámica por demanda (DDd) 
Dadas C combinaciones a calcular por B procesadores slaves y un master, el algoritmo realiza los 
siguientes pasos: 
▪ El procesador master (m0) reparte las combinaciones iniciales: 
- m0  calcula la cantidad de combinaciones (Ci) a repartir inicialmente. 
100
LiWtCi ×=  
- m0 obtiene la cantidad de combinaciones iniciales cci que le corresponden al 
procesador mi de acuerdo a  Pi  
∑ == Bi ippotTotal 1                       potTotal
PCi i
icc
×=                               
- m0 distribuye las Ci combinaciones iniciales asignando cci combinaciones 
consecutivas a  mi, con i = 1..B.  
 
▪ El procesador master (m0) reparte las Cr combinaciones restantes, donde Cr = C – Ci. 
- mi solicita a m0 más combinaciones para resolver cuando ha terminado su trabajo. 
Para cualquier i = 1..B.  
- m0 envía Cb combinaciones consecutivas al procesador mi que hizo la solicitud, 
si aún hay trabajo por realizar. 
- Si Cb > 1, m0 decrementa en uno su valor .  
 
La Figura 4 muestra cómo se realiza la distribución suponiendo un sistema compuesto por seis 
máquinas esclavas heterogéneas (dos por cada cluster), en el cual las potencias de cálculo relativas 
son m1=3, m2=3, m3=2, m4=2, m5=1 y m6=1. El valor de Li = 12 %, y el de Cb = 5.  
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m3  - m6  - m1  - m2  - m3  - m4  - m1  - ...  - m4  - m4  - m2
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Combinaciones Restantes (Cr)
m3 m6 m1 m2
Lista de requerimientos
m1 m2
 
Figura 4: Distribución Dinámica por Demanda  
 
La Figura 5 presenta el pseudocódigo del algoritmo para DDd. 
 
 main ()     // procesador i con i > 0 
{ cantSol:=0 
   recv(pri,ult,0) 
   while  (pri<>end) 
       for (combinación= pri..ult)  
          determina la ubicación en la fila 1 (combinación, p1) 
          determina la ubicación en la fila 2 (combinación, p2) 
          determina la ubicación en la fila 3 (combinación, p3) 
          cantSol:=cantSol + detSolParcial (p1,p2,p3, tablero) 
       send(pedido,i,0) 
       recv(pri,ult, 0) 
   send(cantSol,0) 
}
main ()    //procesador 0 
{ cantSol:= 0  
   for (i=1..B) 
 determina  la primer combinación (pri) 
 determina la última combinación (ult) 
send (pri,ult,i)  
   while  (haya combinaciones) 
       recv(pedido,i) 
 determina  la primer combinación (pri) 
 determina la última combinación (ult) 
send (pri,ult,i)  
   for (i=1..B) 
      send (fin,fin,i) 
recv (cantOtroProc,i) 
       cantSol:= cantSol + cantOtroProc;   
}  
Figura 5. Pseudocódigo para DDd. La función detSolPartial es la descripta en la Figura 4. 
 
 
6- Resultados Experimentales obtenidos 
 
En esta sección se presentan las pruebas realizadas junto a los resultados obtenidos respecto de las 
métricas de speedup y desbalance que se describen a continuación.  
 
6.1 Métricas Utilizadas 
Para medir el desbalance de carga entre los procesadores que intervienen en una aplicación paralela, 
se calcula la diferencia de trabajo relativa obtenida a partir de la siguiente fórmula [4][5][24].  
 
)(
)()(
..1
..1..1
iBi
iBiiBi
Trabajopromedio
TrabajomínimoTrabajomáximoDesbalance
=
== −=  
donde  Trabajoi = tiempo de la máquinai. 
 
Para analizar el rendimiento del algoritmo en la arquitectura paralela se utiliza la métrica Speedup: 
ParaleloTiempo
SecuencialTiempo
Speedup =  
En el caso de una arquitectura heterogénea el “Tiempo Secuencial” está dado por el tiempo del 
mejor algoritmo secuencial ejecutado en la máquina con mayor potencia de cálculo [1][8][11]. 
 
Para evaluar cuan bueno es el speedup obtenido se compara con el speedup teórico de la 
arquitectura sobre la cual se está trabajando. El mismo considera la potencia de cálculo relativa de 
cada máquina con respecto a la potencia de la máquina más potente [25]. El speedup teórico se 
calcula por medio de la siguiente fórmula: 
 
∑ == Bi iPricoSpeedupTeó 1  
 
donde  
B es la cantidad de máquinas que componen la arquitectura utilizada. 
Pi es la potencia de cálculo relativa de la máquina i con respecto a la potencia de la mejor 
máquina. Esta relación se expresa en la fórmula a continuación: 
 
)(
)(
imencialtiempoSecu
PotentemáquinaMasencialtiempoSecu
iP =  
 
6.2 Experimentos 
La experimentación se realizó sobre una arquitectura multi-cluster compuesta por tres clusters: 
▪ un cluster homogéneo de 8 Celeron 2 Ghz, de 128 Mb de memoria. 
▪ un cluster homogéneo compuesto por 8 Duron 800Mhz con 256 Mb de memoria. 
▪ un cluster homogéneo compuesto por 8 Pentium III 700 Mhz, 256 Mb de memoria.  
 
La comunicación dentro de cada cluster se hace por medio de una red Ethernet, y se utiliza un 
switch para la comunicación entre clusters.  
 
El lenguaje utilizado para las implementaciones es C junto con la librería MPI para manejar las 
comunicaciones entre procesos [22]. 
 
Las pruebas se realizaron utilizando las 24 máquinas agregando una para la distribución dinámica 
que actúa como master, y con diferentes tamaños de tableros (N= 17, 18, 19, 20 y 21). 
 
En el caso de la distribución dinámica, se probó con diferentes porcentajes de reparto inicial (Li) y 
con diferente cantidad inicial de combinaciones en los bloques a repartir (Cb). 
Li = 0, 25, 50 y 75. 
Cb = 1, 5, y 10.   
6.3 Resultados 
Los datos expuestos en la Tabla 1 presentan el porcentaje de desbalance de carga producido por el 
algoritmo para las distribuciones Estática Directa, Estática Predictiva y Dinámica por Demanda 
con diferentes valores de Li y Cb. En el Gráfico 1 pueden visualizarse algunos de estos resultados. 
 
 
0% -  1 0% - 5 0% -10 25% -  1 25% - 5 25% -10 50% -  1 50% - 5 50% -10 75% -  1 75% - 5 75% -10
17 93% 45% 11% 11% 10% 11% 9% 61% 8% 13% 113% 39% 39% 47%
18 98% 23% 9% 10% 11% 11% 11% 11% 11% 8% 67% 35% 35% 40%
19 130% 58% 8% 9% 9% 9% 9% 9% 9% 8% 68% 20% 20% 37%
20 88% 32% 6% 6% 6% 8% 7% 37% 8% 6% 49% 36% 36% 43%
21 110% 29% 7% 6% 6% 5% 6% 4% 7% 4% 36% 30% 30% 31%
Tamaño Estática Directa
Estática 
Predictiva
Dinámica por Demanda
 
Tabla 1: Porcentaje de desbalance para cada prueba.  
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Gráfico 1: Desbalance de carga de las Distribuciones Estática Directa, Estática Predictiva y  
Dinámica por Demanda (con Li=25 y Cb=1). Para N=17, 18, 19, 20, 21. 
 
La Tabla 2 presenta el speedup obtenido para cada una de las pruebas mencionadas anteriormente 
junto con el speedup óptimo (o teórico) calculado para está combinación de máquinas. La Tabla 3 
muestra el tiempo total en cada prueba. 
 
 
0% -  1 0% - 5 0% -10 25% -  1 25% - 5 25% -10 50% -  1 50% - 5 50% -10 75% -  1 75% - 5 75% -10
17 16 9.42 13.49 14.78 14.82 14.80 14.83 15.16 10.22 15.16 14.61 7.72 12.19 12.19 12.19
18 16 9.28 14.25 15.12 14.98 14.89 14.89 14.89 14.91 14.90 15.12 9.82 12.43 12.43 12.34
19 16 8.09 12.80 15.13 15.12 15.15 15.22 15.14 15.15 15.17 15.20 9.85 13.89 13.89 12.27
20 16 9.82 13.61 15.39 15.27 15.32 15.26 15.30 12.02 15.25 15.43 11.09 12.39 12.38 11.89
21 16 8.96 13.56 15.36 15.40 15.36 15.42 15.45 15.68 15.39 15.54 12.03 12.73 12.73 12.67
Dinámica por DemandaTamaño Óptimo Estática Directa
Estática 
Predictiva
 
Tabla 2: Speedup. 
 
 
0% -  1 0% - 5 0% -10 25% -  1 25% - 5 25% -10 50% -  1 50% - 5 50% -10 75% -  1 75% - 5 75% -10
17 6.36 4.44 4.05 4.04 4.05 4.04 3.95 5.86 3.95 4.10 7.76 4.91 4.91 4.91
18 46.88 30.51 28.75 29.02 29.20 29.21 29.21 29.16 29.18 28.76 44.30 35.00 34.99 35.23
19 413.18 261.28 220.96 221.11 220.63 219.63 220.80 220.67 220.45 219.94 339.58 240.72 240.72 272.56
20 2735.21 1973.48 1745.32 1759.14 1752.54 1759.64 1755.23 2234.18 1760.48 1740.82 2422.17 2168.29 2169.02 2259.31
21 25296.55 16710.35 14752.70 14720.81 14750.63 14699.02 14673.81 14450.14 14721.65 14585.20 18846.13 17809.43 17810.01 17886.58
Tamaño Estática Directa
Estática 
Predictiva
Dinámica por Demanda
 
Tabla 3: Tiempo Total del Algoritmo. 
 
En el Gráfico 2 puede verse el speedup obtenido con cada uno de los algoritmos de distribución 
para algunas de las pruebas de la Tabla 2, junto al speedup óptimo de esta arquitectura.  
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Gráfico 2: Speedup de las Distribuciones Estática Directa, Estática Predictiva y  
Dinámica por Demanda  (con Li=50 y Cb=5) y Óptimo, para N=17, 18, 19, 20, 21. 
 
En los resultados obtenidos se observa que el speedup logrado con la distribución dinámica por 
demanda se incrementa levemente a medida que aumenta el tamaño de N, siendo en todos los casos 
cercano al óptimo. Por otro lado, se puede ver que la diferencia es notoria con el speedup logrado 
por el algoritmo que distribuye en forma estática directa, y un poco menor con la que lo hace en 
forma estática predictiva. 
 
 
7- Conclusiones y Líneas de Trabajo 
 
Analizando los resultados obtenidos en el trabajo experimental podemos sintetizar algunas 
conclusiones: 
 
¾ La solución paralela pura (sin tener en cuenta la distribución del trabajo) para el tipo de 
problemas donde Tp>>Tc, en particular el de N-Reinas requiere mínima comunicación entre 
máquinas, lo que hace esencial la elección de la distribución de datos entre los clusters, para 
alcanzar un Speedup cercano al óptimo. 
 
¾ Naturalmente los algoritmos que tienen en cuenta la potencia de cálculo de cada máquina para 
la distribución del trabajo se comportan mejor que la distribución Estática Directa. Esta mejora 
se expresa claramente en el Balance de Carga y Speedup. 
 
¾ Entre los algoritmos que tienen en cuenta la potencia de cálculo, se puede observar aquel que 
distribuye en forma dinámica logran distribuir el trabajo de manera más balanceada entre todas 
las máquinas (como se observa en el Gráfico 1), sin afectar demasiado el tiempo final de la 
ejecución (como lo indica el speedup en el Gráfico 2 y los datos de la Tabla 3). 
 
¾ En la distribución dinámica el Speedup obtenido es muy cercano al óptimo de acuerdo a la 
arquitectura paralela que se utiliza en este caso. 
 
Actualmente se está trabajando con un cuarto cluster, con máquinas sensiblemente más potentes que 
los tres clusters utilizados en el trabajo experimental expuesto.  
Asimismo se realizan pruebas con clusters externos a la UNLP, en particular de la UN Sur (Bahía 
Blanca), de la UN Comahue (Neuquen), de la UA Barcelona(España) y la Universidad Católica del 
Salvador (Brasil). 
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