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We examine the nature of the ice-albedo feedback in a long standing approach used in the dynamic-
thermodynamic modeling of sea ice. The central issue examined is how the evolution of the ice area
is treated when modeling a partial ice cover using a two-category-thickness scheme; thin sea ice and
open water in one category and “thick” sea ice in the second. The problem with the scheme is that
the area-evolution is handled in a manner that violates the basic rules of calculus, which leads to a
neglected area-evolution term that is equivalent to neglecting a leading-order latent heat flux. We
demonstrate the consequences by constructing energy balance models with a fractional ice cover
and studying them under the influence of increased radiative forcing. It is shown that the neglected
flux is particularly important in a decaying ice cover approaching the transitions to seasonal or
ice-free conditions. Clearly, a mishandling of the evolution of the ice area has leading-order effects
on the ice-albedo feedback. Accordingly, it may be of considerable importance to re-examine the
relevant climate model schemes and to begin the process of converting them to fully resolve the sea
ice thickness distribution in a manner such as remapping, which does not in principle suffer from
the pathology we describe.
I. INTRODUCTION
The original thermodynamic theory coupling sea ice
and climate dealt with the system as a column of at-
mosphere, ice and ocean [16]. This approach is the cor-
nerstone of contemporary theoretical studies [e.g., 6, and
refs. therein] and it underlies the thermodynamics of the
sea ice components of all contemporary climate models
[e.g., 3]. We understand that the ice cover presents a dis-
tribution of ice thicknesses g(h) to the atmosphere and
ocean that force its growth, decay and deformation [27].
Although the treatment of this distribution as a contin-
uous differentiable function is based on clear reasoning,
its practical implementation in either simple or complex
models is a major challenge. Hibler [9] (H79 through-
out this paper) developed an implementation scheme for
the theory of Thorndike et al. [27] wherein both ice and
open water are considered as part of a grid cell. In such
a so-called two-category-thickness scheme, one category
consists of thin sea ice and open water and the other
category is “thick” sea ice. The areal fraction of both
categories is computed at each time step. The scheme
emerged at a time when the perennial ice state was not
questioned. However, it does not conserve the total area
of ice in a grid cell and hence, due to the nature of the
ice-albedo feedback, is of particular importance as the
state of the ice cover changes from perennial to seasonal.
Here, we demonstrate this in a simple model. The ques-
tion of how, and how rapidly, the ice-cover may decay
towards the seasonal state is the main implication of the
analysis that follows.
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It is important to note that a substantial literature on
the simulation of fully resolved sea ice thickness distri-
butions g(h) began about twenty years ago [e.g., 8], an
important approach being the application of the Dukow-
icz and Baumgardner [4] remapping scheme to g(h) by
Lipscomb [12]. Such approaches are not in principle in-
fluenced by the particular problem we discuss that is as-
sociated with a two-category-thickness scheme. However,
models that continue to use a two-category-thickness
scheme, or any area-thickness scheme [e.g., 15 of 29 mod-
els in the Arctic Ocean Model Intercomparison Project;
3], could in principle be influenced by the issues we ex-
amine here.
A. Multiple Sea Ice Cover States
A main focus of the attempt to discern the origin of
the decline of the Arctic sea ice cover is the evolution of
the summer sea ice minimum [e.g., 11] and the associated
question of whether future summers will be ice-free, so
that there is ice only in winter. The approaches to the
problem range from theoretical treatments [e.g., 1, 6, 7,
17–19, 24, 26] and global climate model simulations [e.g.,
10, 28, 29], to interpretation of observations [e.g., 2, 22,
25].
The rudiments of the ice-albedo feedback provide the
framework for examining the nature of transitions from
the perennial ice state to either a seasonal or ice-free sea
ice state. In the framework of simplified versions of the
column model of Maykut and Untersteiner [16] the ice-
albedo feedback treats the sea ice albedo as a function of
ice thickness h, transitioning continuously from that of
sea ice to that of the ocean [6, 7, 17]. As the greenhouse
gas forcing (modeled as an additional surface heat flux
2∆F0) increases, these theoretical approaches capture the
nature and general conditions of the transitions between,
perennial, seasonal and ice-free states. Eisenman [6] pro-
vides a recent summary of the models and methods used
to predict four general scenarios under which ice retreat
may occur as ∆F0 increases.
II. PARTIAL ICE COVER & THE ICE-ALBEDO
FEEDBACK
A. Column Models
Due to the strength of the ice-albedo feedback even
in the simplest of models it is important to attempt to
model partial ice cover, which requires an ocean mixed
layer that is in communication with the atmosphere un-
less the ocean is completely ice-covered. The most com-
mon two-category-thickness methodology for ice area A
evolution appears to have originated from Hibler [9], dis-
cussed in more detail in §II C. Here, we take a minimalist
approach to demonstrate the key matters at hand, which
we do by implementing the H79 scheme in the simple col-
umn model of Eisenman and Wettlaufer [7], which is de-
rived from that of [16]. We first summarize the relevant
aspects of Eisenman and Wettlaufer [7] and Eisenman
[5], and then in §II B we describe the implementation of
H79.
When the temperature of the ice Ti < 0
◦C, it evolves
in time t along with the ice thickness h according to
cpih
2
dTi
dt
= Ftop − kTi/h and (1)
L
dh
dt
= −k
Ti
h
− FB, (2)
where L is the latent heat of fusion per unit volume, cpi
is the specific heat capacity of ice at constant pressure,
and k is the thermal conductivity. The sum of sensible,
latent, downward and upward longwave, and shortwave
heat fluxes at the surface is given as Ftop, and all but the
upward longwave flux are specified from observed radia-
tion climatology as in Eisenman and Wettlaufer [7]. The
flux from the ocean mixed layer into the base of the ice
is FB .
When Ti = 0
◦C the temperature evolves along with
the ice thickness according to
dTi
dt
= 0, (3)
L
dh
dt
= −Ftop − FB . (4)
The ocean mixed layer is treated as a thermodynamic
reservoir with a typical observationally-based character-
istic depth ofHml = 50m and heat flux entrained through
the bottom of the mixed layer of Fent = 0.5Wm
−2 . The
turbulent heat flux between the ocean and the underside
of the ice is a complex quantity modeled crudely here
as being proportional to the elevation of the mixed layer
temperature Tml above freezing by FB = ρwcpwchu⋆oTml,
in which ρw and cpw are the density and specific heat ca-
pacity at constant pressure of seawater, ch = 0.006 is
the heat transfer coefficient, and u⋆o is the square root
of kinematic stress at ice-ocean interface, also known as
the friction velocity [e.g., 14]. A typical observational
value of u⋆o = 0.5 cm s
−1 leads to FB = γTml with
γ ≡ ρwcpwchu∗0 = 120Wm
−2/K. Measurements show
that while in the upper summer mixed layer Tml can be
as much as 0.4 ◦C above freezing, it is an order of magni-
tude smaller in winter, giving a seasonally averaged FB
of about 5 W m−2 [14]. Therefore, according to whether
Ti < 0
◦C, a continuously evolving seasonal cycle is cap-
tured, using (1)-(2) or (3)-(4).
B. Modeling Partial Sea Ice Cover
Now we proceed to the issue of modeling partial ice
cover using column models. We begin by summarizing
the commonly used approach to this problem developed
by Hibler [9]. Such a method can be rationalized phys-
ically for the perennial ice cover for which it was devel-
oped, but we discuss its behavior when the ice fraction
decreases, such as is relevant during the transition to sea-
sonal ice as the observed state of the ice cover changes
[20].
FIG. 1. Schematic illustrating the proportionality between
the rate of change of ice area A and the thermodynamic de-
crease of volume following [9].
The H79 methodology to determine ice concentration
A, or the fraction of a grid cell covered by ice, is the core
focus here. This requires a form of homogenization over
the subgrid-scale to account for open water. As noted
in the introduction, this method provides the framework
for parameterizations in two-category-thickness distribu-
tions for area-thickness modeling schemes. Of the 29
models participating in the Arctic Ocean Model Inter-
comparison Project [3] 15 use area-thickness schemes.
For clarity, but without loss of generality, we discuss the
H79 approach in terms of a model that includes a single
3grid cell. The approach applies to either the area of ice
in the grid cell or, as is done in H79, the fraction of the
grid cell covered by ice A. Although in many of the equa-
tions that follow these can be used interchangeably, we
use areal fraction for consistency with H79. This means
that in the ice-covered fraction of the grid cell ice thick-
ness h becomes the volume per area V , which has units
of length. Variables and constants are defined in Table I.
The ice concentration increases when Tml reaches zero
and continues to cool so that the mixed layer flux imbal-
ance Fni drives the creation of new ice as
dA
dt
=
Fni
Lh0
. (5)
An “equivalent thickness” h0 is assigned to the new area
ascribing volume to it. Thus, area increases only when
the mixed layer freezes, but once it does so, the new
volume of that ice increases only by increasing the ice
thickness at fixed area. Because, within the framework of
column models, sea ice growth rate is calculated (or spec-
ified) as a function of ice thickness and season, the value
of h0 controls the rate at which the ice cover grows. The
value of h0 used in H79 is 50 cm. Although the growth
rate in winter decreases by a factor of four as open water
solidifies to a thickness of 50 cm, the ice concentration
in H79 increases based on the growth rate for open wa-
ter ∼ 12 cm day−1 (see figure 3 in H79 ). Importantly,
in this and similar two-category-models, the open water
fraction is not meant to represent an entirely ice-free re-
gion. Rather, the model domain is split into a fraction
containing thick ice, with the rest covered by a mixture
of open water and thin ice, such as in leads. The volume
of this thin ice is assumed to be negligible compared to
the thick ice volume, which as we shall see in §II C is one
of the problems in dealing quantitatively with processes
such as ice-albedo feedback.
Energy balance dictates that area decays in this model
when volume ablates (dV
dt
< 0) and hence
dA
dt
=
A
2V
dV
dt
. (6)
The proportionality between volume and area rates of
change is based on an argument about the ice thickness
distribution in the model domain under the following as-
sumptions [9]: (a) the ice is linearly distributed in thick-
ness between 0 and 2V/A, thereby giving a mean thick-
ness of V/A, and (b) all of this ice melts at the same
rate. As illustrated schematically in Fig. 1, this gives a
rate of area decay as the rate of thickness decay times
the inverse slope of the thickness distribution;
∆A = ∆h
dA
dh
=
∆V
A
A
2V/A
=
A
2V
∆V. (7)
We note here that ice growth is a nonlinear function of
thickness and here it is computed under the assumption
that all ice within A is of the mean thickness V/A as
opposed to the linear distribution between 0 and 2V/A
used for ablation.
Finally, the persistent convergence and divergence of
the wind field results in an observed net average annual
export of v0 = 10% of the ice area. Thus, the ice dy-
namics are represented in such a model by requiring that
A ≤ 0.95, and a term−v0A is added to the area-evolution
equation (which accounts for volume export). Export is
included in the results shown figure 2, but to avoid the
clutter in the theoretical development we omit the term
in the equations that follow because it has no effect on
the main points.
Using such a scheme one can derive a partial ice cover
model from the column treatment of §II A as follows. We
determine ice volume rather than ice thickness. In the
ice-covered fraction of the model domain A, the vertical
thermodynamic growth of the ice is represented by re-
writing (2) and (4) as
L
dV
dt
= A
(
−k
Ti
h
− FB
)
, (8)
and
L
dV
dt
= A (−Ftop − FB) . (9)
The total heat flux into the mixed layer is written as
Fml =−AγTml + Fent
+(1−A) [−Flw(Tml) + (1 − αml)Fsw ] , (10)
where Flw(Tml) is the net surface longwave radiation bal-
ance which depends on the mixed layer temperature Tml,
the shortwave radiative balance is Fsw , and the albedo of
the mixed layer is αml [5, 7]. Therefore, if Tml > 0, this
leads to heating or cooling according to
cpwHml
dTml
dt
= Fml, (11)
and no new ice area is formed, Fni = 0. However, when
the mixed layer reaches the freezing temperature (Tml =
0), supercooling is prohibited such that dTml/dt = 0,
and any additional heat loss is available to form new ice
(Fni = −Fml).
C. Area Evolution and Ice-Albedo Feedback
The principal issue here is that Eqs. 8 and 9 do not
correctly capture the evolution of the areal fraction of ice.
The nub of the matter is the appropriate grid homoge-
nization of the mixture theory. We use the logic of H79,
that there are two ice categories, with “thick ice” (that
we call hi) covering an area fraction A of a grid cell and
“thin ice”, up to a thickness h0, covering the remaining
fraction of the grid cell 1−A. H79 states that “since the
thin ice mass is normally small, the mean thickness of
4the remaining ‘thick’ ice is approximately equal to h/A.”
The core of the thermodynamic component of Hibler’s
model is described by his equations (13) and (14), which
take the forms
∂h
∂t
= Af(h/A) + (1−A)f(0) and (12)
h0
∂A
∂t
= (1−A)f(0) (13)
during growth, for example.
Hibler does not close his mathematical description with
an expression for the functions f(h/A) and f(0), rather
defining in words that f(h) is “the growth rate of ice of
thickness h”, which is “based on the heat budget cal-
culations by Maykut and Untersteiner [16]”. A natural
interpretation of this language is that
∂hi
∂t
= f(hi) = f(h/A). (14)
Because h = hiA holds for all time, by application of
the product rule to ∂(Ahi)/∂t, equations (12)–(14) are
inconsistent unless h0 = hi, which is generally not taken
to be the case in H79. A more troublesome set of in-
consistencies occurs during melting, which, although one
has been noted previously [e.g., 21], are too involved to
describe here. Hence, we simply adopt the H79 melt-
ing scheme without question in §II B for demonstration
purposes.
Although the H79 growth scheme is often cited as
the two-category-thickness approach that is used, strictly
speaking, what is implemented may only be heuristically
related to the original scheme. For example, in H79 the
sea ice sits upon a reservoir–the ocean–fixed at the freez-
ing point. In contrast, in one model that cites implemen-
tation of the H79 growth scheme an energy balance is
assessed in an upper ocean layer, and there is no explicit
equation for the mean thickness of H79 as in equation
(12) [see equation (30) of 13]. It is impractical to attempt
to detail all such examples. It is sufficient to note that
if an interpretation of Hibler’s scheme is to avoid the in-
consistency of equations (12)–(14) described above, then
it must not mathematically equate f(h) with the growth
rate of ice of thickness h as described by equation (14).
The appropriate conservation law requires the addition
of the term −LV
A
dA
dt
to the left hand side of Eqs. 8 and
9. To assess the importance of such a term and facilitate
simple analysis and interpretation of general features of
the freezing and melting process, it is prudent to render
these equations dimensionless through the introduction
of the following scalings;
V = VV0, A = AA0, Ti = Ti∆T,
t = T τ, S =
L
cpi∆T
, Fc = k
∆T
h0
, (15)
where h0 =
V0
A0
is the threshold thickness mentioned
above, cpi is again the specific heat capacity of the ice,
∆T is the temperature difference over ice of thickness h0
and hence Fc is the associated conductive heat flux. The
dimensionless ratio S is a Stefan number, which repre-
sents the relative importance of latent heat to the spe-
cific heat in the ice, and is large (> 10) here. These
scalings lead to dimensionless versions of Eqs. 8 and 9
appropriately modified to include the area evolution as
S
[
dV
dT
−
V
A
dA
dT
]
= A
(
−Ti
A
V
− FB
)
, (16)
and
S
[
dV
dT
−
V
A
dA
dT
]
= A (−Ftop −FB) , (17)
where the fluxes F are just the dimensional fluxes scaled
by Fc. Because S ≫ 1, the balance in both Eqs. 16 and
17 requires that
[
dV
dT
−
V
A
dA
dT
]
≪ 1,
⇐⇒
dV
V
∼
dA
A
, (18)
showing that the neglected term is of the same order of
magnitude as that kept in the scheme. Importantly, in
transitioning to a seasonal ice state driven by the ice-
albedo feedback, correctly capturing the rapidly chang-
ing evolution of ice area dA
dT
is crucial, otherwise it is
found that ice loss is only expected in untoward param-
eter regimes. Indeed, when Eisenman [5] neglected this
term and used the correct value of the latent heat of fu-
sion of ice he could not simulate a realistic ice cover. For
example, he found that in order to obtain multiple sea
ice states under greenhouse gas forcing of 1.5 times the
present value, he had to artificially decrease L by factors
ranging from four to ten. This reflects the fact that, for a
given radiation balance, the artificially large latent heat
flux associated with the neglect of the extra term in Eqs.
16 and 17 can only be balanced by positing an artificially
low value of L. Moreover, when using the correct thermo-
physical constants, he had to use 5 times (16 times) the
present greenhouse gas concentration to transition from
perennial to seasonal ice (multiple sea ice states).
D. Energy Flux Conservation
Having demonstrated the size of the missing term, we
return to dimensional variables in this section. During
the melt season the contribution to the volume evolution
of the lateral melting term hdA
dt
is insufficient to conserve
energy flux. In the H79 scheme, this lateral melting is
calculated indirectly in order to maintain the functional
form of the model sea ice thickness distribution, save for
the constant difference owing to the change of the mean.
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FIG. 2. The three panels show two sets of solutions for the
evolution of the dimensionless ice volume V, ice area A, and
the mixed layer energy as a function of greenhouse gas forcing
∆F0 (W m
−2). The dash-dot lines (open diamonds) show the
solutions of the equations above in which area evolution is
complete (area evolution is incomplete). In both cases red
shows the end of the summer (late August) and blue the end
of winter (late March). The differences are discussed in the
text in more detail, but we note here that a principal feature
is that when area evolution is incomplete, substantially higher
values of ∆F0 are required before seasonal or perennial ice is
lost.
Because greater than 90% of the incident sunlight is ab-
sorbed by open water, we understand that the partition-
ing of the ablation of the ice cover between top, bottom
and lateral boundaries is, among other factors, a complex
function of the open water fraction and ice floe perimeter
[e.g., 15, 23]. The impasse faced by the H79 approach is
discussed by Steele [23] in terms of the lack of an explicit
equation for ice floe perimeter. It is thus natural to ask
for the origin of the heat source for lateral melting within
this model framework.
We examine the partitioning of vertical and lateral
oceanic-heat fluxes to account for the contribution hdA
dt
.
When the average thickness h is used to determine the
heat flux required to balance the volume change origi-
nating in vertical ablation Adh
dt
, the result differs from
the analogous procedure in which the ice thickness is dis-
tributed evenly from 0 to 2h. Thus, we conclude that
part of this heat flux difference ∆Fi over an ice area A is
used for lateral melting. Hence, if Fi(h) is the net heat
flux over sea ice of thickness h, we write ∆Fi as
∆Fi =
∫ 2h
0
Fi(h)g(h)dh−AFi(h), where (19)
g(h) =
A
2h
, and thus (20)
A =
∫ 2h
0
g(h)dh and g(0) = 1−A. (21)
For simplicity of exposition, we view the principal contri-
bution to ∆Fi as arising from shortwave radiative fluxes
as
∆Fi =
∫ 2h
0
[1− α(h)]Fsw(t)g(h)dh−A[1 − α(h)]Fsw(t)
=
αi − αml
2
Fsw(t)A
{
−
h0
2h
ln
[
cosh
(
2h
h0
)]
+ tanh
(
h
h0
)}
.
(22)
Therefore, the lateral oceanic-heat flux ablating the ice
is LhdA
dt
−∆Fi. Finally, in order to conserve energy flux
balance at each time step during the melt season, we
subtract the lateral oceanic-heat flux from the evolution
of ocean sensible heat, thereby avoiding an anomalous
increase in ocean heat content.
III. DISCUSSION
Now that the essential point has been made using this
simple analysis, in Figure 2 we show the dramatic effect
of employing a scheme that deals with the area evolu-
tion as discussed above. The missing-area (and hence
ice-mass) term, as described in the argument leading to
equation 18, has the basic effect of neglecting a leading-
order latent heat flux in the energy balance; because dA
dT
and dV
dT
have the same sign, not including the missing-
6area leads to a larger latent heat flux. Under the same
radiative forcing the consequences of this missing latent
heat flux can be clearly laid bare. Firstly, because the
effective latent heat flux is larger than it should be, the
volume of ice in steady state with the same radiative bal-
ance can be larger as seen in the top panel. The most
distinct case is for ∆F0 = 0, where the maximum sea
ice thickness is 3.5 m (2 m) when this latent heat flux is
ignored (included). Secondly, when this latent heat flux
(and hence the associated ice areal change) is ignored, a
larger value of ∆F0 (∼ 5 W m
−2) is required before both
the perennial and seasonal ice states vanish. Thirdly,
the range of ∆F0 over which seasonal sea ice exists in
a stable state is infinitesimal (practically non-existent)
when the area evolution is incomplete whereas it is ∼ 5
W m−2 when the area evolution and hence latent heat
flux is complete. Finally, since the ice cover vanishes at
smaller values of greenhouse forcing when area evolution
is treated completely, and hence the ice-albedo feedback
is appropriately captured, the heat content of the exposed
mixed layer is larger. We note that in the original H79
treatment there was no mixed layer; the ocean tempera-
ture was constrained to lie on the freezing point and any
excess heat absorbed was immediately added to a basal
heat flux and applied to the underside of the thick ice.
This treatment is clearly unrealistic in the limit of a van-
ishing ice cover when the missing term in such a scenario
becomes all the more important, and a direct application
of this scheme simply amplifies the differences shown in
figure 2, so we do not include these figures here.
It is important to note that although we have focused
on the simplest (two-category-thickness) schemes, our ar-
guments can be generalized. In a multi-thickness model,
A =
∫ hmax
0
g(h)dh and 1 − A = g(0). Hence, regardless
of the scheme, one must provide some form of rule for
1 − A, which may for example include the lateral heat
flux to sea ice. Because one must construct some rule to
evolve the open water or thin ice fraction, our main point
is general, whereas using a remapping scheme [4] to solve
a thickness distribution equation [12] is in principle free
from this problem.
IV. CONCLUSION
We describe how a long standing approach used in
the thermodynamic modeling of sea ice does not treat
the complete evolution of the ice area and thus cannot
capture the influence of the ice-albedo feedback. The
missing-area term, as described in the argument leading
to equation 18, has the effect of neglecting a leading-
order latent heat flux in the energy balance. By deriv-
ing energy balance models for partial ice cover with and
without the appropriate area evolution we have demon-
strated the sensitivity of the results to the missing area.
It is found to be particularly important in a decaying
ice cover approaching seasonally ice-free conditions. Al-
though we have not independently analyzed how this
erroneous treatment of area evolution has propagated
through the range of GCMs used, our analysis indicates
the possibility that it could in fact be one of the under-
lying features responsible for the observed recent Arctic
sea ice decline being more rapid than is forecast using a
multi-model ensemble mean [e.g., 25]. Thus, it is sug-
gested that it may be of considerable importance to re-
examine the relevant climate model schemes and to be-
gin the process of converting them to fully resolve the
sea ice thickness distribution in a manner such as remap-
ping [4, 12], which does not in principle suffer from the
pathology we have described here.
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8TABLE I. Descriptions and values of state variables and
model parameters
Symbol Description Units/Value
h Ice thickness m
V Ice volume per unit grid cell area m
A Ice areal fraction in grid cell 0 ≤ A ≤ 1
Ti Ice surface temperature
◦C
Tml Ocean mixed layer temperature
◦C
h0 equivalent thickness for newly formed ice 0.5 m
L latent heat of fusion per unit volume 3× 108 J/m3
k thermal conductivity of ice 2 W/m/K
ρw density of water at constant pressure 1× 10
3 kg/m3
cpi specific heat capacity of ice at constant pressure 2× 10
6 J/m3/K
cpw specific heat capacity of water at constant pressure 4× 10
6 J/m3/K
αi albedo of ice 0.65
αml albedo of ocean mixed layer 0.20
Fsw shortwave radiation at ice or ocean surface seasonal; W m
−2
Flw longwave radiation at ice or ocean surface seasonal; W m
−2
Ftop net surface sensible, latent and radiative heat flux W m
−2
∆F0 greenhouse gas forcing 0-30 W m
−2
ch ocean-ice heat transfer coefficient 0.006
u⋆o ocean-ice friction velocity 0.5 cm s
−1
γ ocean-ice heat exchange coefficient = ρwcpwchu∗0 120 W m
−2 /K
Hml mixed layer depth 50 m
Fentr heat flux entrained into mixed layer base 0.5 W m
−2
FB seasonal average ice-ocean heat flux 5 W m
−2
Fml total heat flux into the mixed layer (Eq. 10) seasonal; W m
−2
