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Introduction
Le traitement du signal est associe´ a` l’e´mergence d’une nouvelle “matie`re
premie`re”, e´le´ment essentiel de l’environnement de l’homme du 20ie´me sie`cle :
l’information. Cette nouvelle discipline se situe au point de convergence des
mathe´matiques, qui lui fournissent un cadre conceptuel, de la physique, qui
de´crit les vecteurs de transmission de l’information, de l’e´lectronique et de
l’informatique, qui concourent aux de´veloppements des techniques mate´rielles
et logicielles.
Le traitement du signal a fonde´ sa proble´matique sur la the´orie des pro-
babilite´s, sur l’analyse fonctionnelle et sur l’analyse nume´rique. Ces disciplines
sont le cadre naturel de la mode´lisation en traitement du signal.
La the´orie des probabilite´s a e´te´ particulie`rement mise a` contribution
pour construire les mode`les utilise´s en traitement du signal. Cette branche
tre`s riche des mathe´matiques a e´te´ tre`s de´veloppe´e depuis son origine dans
la “the´orie des jeux” pratique´e de`s le 17ie`me sie`cle par les pre´curseurs que
furent Bernouilli, Fermat, Pascal et bien d’autres. . .Les concepts de base de
la the´orie des probabilite´s sont les notions de variable ale´atoire et de fonction
(signal) ale´atoire. Ces grandeurs sont de´crites comple`tement a` travers des lois
(ou densite´s) de probabilite´. On se limite bien souvent a` une description donne´e
par les moments.
La plupart des re´sultats me´thodologiques et des techniques de traitement
du signal sont fonde´s sur une description simplifie´e des signaux faisant appel
aux moments d’ordre 1 et 2. Les fonctions de corre´lation et les densite´s spec-
trales de puissance (spectres) en sont les outils de base. Ces grandeurs jouent
un roˆle essentiel dans la description de signaux dans tous les domaines d’ap-
plication et dans la de´finition d’ope´rateurs fondamentaux : filtre adapte´, filtre
de Wiener, filtre de Kalman. . .Le statut particulier des signaux gaussiens, qui
sont tre`s re´pandus et pour lesquels la description a` l’ordre 2 est comple`te,
a largement contribue´ a` la diffusion des techniques de traitement limite´es a`
l’ordre 2.
Le de´veloppement des moyens de traitement a permis dans un passe´
re´cent de prendre en compte une description plus subtile des signaux en uti-
lisant des statistiques d’ordre supe´rieur a` 2. Le cadre conceptuel est de´ja` tre`s
riche. Les probabilistes ont depuis longtemps de´veloppe´ une approche ge´ne´rale
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des variables et des fonctions ale´atoires. On peut trouver le fondement de ces
mode´lisations dans [13, 29, 36, 37, 38, 60, 187]. Le fort courant de recherche sur
ces nouvelles me´thodologies qui se de´veloppe depuis une quinzaine d’anne´es a
suscite´ une se´rie de colloques internationaux consacre´s aux statistiques d’ordre
supe´rieur [1, 2, 3, 4, 5], et de nombreuses revues scientifiques leur ont consacre´
des nume´ros spe´ciaux [6, 7, 8, 9, 10, 11, 12]. Ces e´tudes de´bouchent sur de
nouveaux algorithmes de traitement dans de nombreux domaines d’applica-
tions. Citons l’astronomie ou` sont apparues les premie`res techniques d’ordre
supe´rieur, la prospection sismique et les communications qui ont e´te´ un puis-
sant moteur de de´veloppement des techniques de de´convolution aveugle, et
plus ge´ne´ralement la ge´ophysique, le controˆle non-destructif, les vibrations, la
parole, le radar, le sonar. . .
Avant d’aborder l’e´tude des nouvelles descriptions de la re´alite´
expe´rimentale utilisant les statistiques d’ordre supe´rieur, il est bon de s’in-
terroger sur l’opportunite´ de ces de´veloppements.
La question est importante et la re´ponse ne peut eˆtre que conjecturale.
A l’affirmation indiscutable du caracte`re plus ge´ne´ral de cette approche, on
voit objecter a` juste titre la complexite´ accrue, et plus fondamentalement,
l’applicabilite´ douteuse. Le mieux peut eˆtre l’ennemi du bien. Nous proposerons
de relever ce de´fi en restant avertis des risques qu’il contient, mais qui sont
somme toute associe´s a` toute innovation. . .
Parmi les raisons invoque´es a` l’appui de l’utilisation des SOS, outre leur
plus grand degre´ de ge´ne´ralite´, nous pensons que l’argument le plus solide
est la possibilite´ qu’elles offrent de re´soudre des proble`mes non accessibles a`
l’ordre 2 : nous citerons la se´paration de sources, sans mode`le a priori, la
de´convolution aveugle ou encore le filtrage non line´aire.
Laissons aux applications et a` l’avenir le soin de trancher. Et consacrons
nous a` l’e´tude des SOS qui nous introduiront dans un monde de nouvelles
techniques de traitement, et nous apporteront de grandes satisfactions intel-
lectuelles a` la mesure de leurs myste`res. . .
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Guide de lecture
Le but de cet ouvrage est de donner un panorama des innovations intro-
duites au niveau des concepts, des me´thodes et des applications par l’utilisation
des statistiques d’ordre supe´rieur a` deux. Nous avons eu le souci constant de
montrer comment ces nouvelles me´thodes se situent dans la ligne des techniques
classiques d’ordre deux. Cette approche nouvelle ne constitue pas une remise
en cause des acquis essentiels du traitement du signal, mais un approfondisse-
ment de ses capacite´ de description et d’interpre´tation de notre environnement
dans toutes ses composantes.
Nous de´butons par une introduction aux statistiques d’ordre supe´rieur
suivie par les 2 parties constituant le corps de l’ouvrage. Dans les parties 1 et
2 nous pre´sentons successivement les statistiques d’ordre supe´rieur applique´es
aux signaux a` une dimension, issus de la mesure re´alise´e sur un seul capteur, et
aux signaux a` plusieurs dimensions, obtenus en utilisant un re´seau de plusieurs
capteurs constituant une antenne.
Le chapitre 1 est une introduction aux statistiques d’ordre supe´rieur qui
traite essentiellement des principaux outils utilise´s dans les techniques d’ordre
supe´rieur : les moments et les cumulants. Cette pre´sentation sommaire a pour
objectif de donner au lecteur les e´le´ments mathe´matiques indispensables a` la
suite de l’expose´ accompagne´s des me´thodes e´le´mentaires d’estimation des mo-
ments et des cumulants d’ordres supe´rieurs. Les lecteurs qui veulent pe´ne´trer
plus avant dans ce domaine de la the´orie de probabilite´ pourront se reporter
aux nombreux ouvrages qui pre´sentent cette matie`re tre`s riche.
La premie`re partie est consacre´e aux signaux a` une dimension. Elle
de´bute par la pre´sentation des outils de base dans la description des proprie´te´s
d’ordre supe´rieur : les multicorre´lations et les multispectres, qui fait l’objet du
chapitre 2. Nous insistons sur les particularite´s introduites par les signaux a`
valeurs complexes que l’on rencontre dans plusieurs domaines d’applications.
Nous donnons e´galement les techniques d’estimation des multicorre´lations et
des multispectres et nous caracte´risons ces mesures en donnant leurs proprie´te´s
d’ordre 1 et 2 : moyenne et variance. Dans le chapitre 3 nous de´veloppons
les me´thodologies nouvelles introduites par les statistiques d’ordre supe´rieur
dans l’identification de syste`mes line´aires, en insistant sur la possibilite´, issue
de l’utilisation des SOS, de re´aliser une identification aveugle. Cette nouvelle
technique de´ja` mise en oeuvre dans les syste`mes de communication, en as-
tronomie et en prospection sismique peut eˆtre e´tendue a` de nombreux autres
domaines : controˆle non destructif, applications biome´dicales. . .Le chapitre 4
donne la description des proprie´te´s d’ordres supe´rieurs des signaux cyclosta-
tionnaires et plus ge´ne´ralement non stationnaires. Ce domaine tre`s riche s’ins-
crit dans la ligne des e´tudes sur les repre´sentations temps-fre´quence qui sont
un des fleurons de la the´orie du signal ouvert sur de multiples applications.
Dans ce the`me nous ouvrons des pistes de recherches qui devraient conduire
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a` de nombreux de´veloppements. Le domaine tre`s vaste et encore largement
me´connu de l’identification de syste`mes non line´aires est traite´ au chapitre 5,
a` travers l’exemple des filtres de Volterra. L’extension de la technique standard
de minimisation de crite`res quadratiques donne une e´le´gante solution formelle
aux proble`mes d’identification de filtres non line´aires. Nous montrons la fai-
sablilite´ de ces me´thodes qui requerront encore de nombreux efforts avant de
de´boucher sur des solutions pratiques bien maˆıtrise´es.
La deuxie`me partie traite des signaux a` plusieurs dimensions rec¸us sur un
re´seau de capteurs ou sur une antenne. Dans le chapitre 6 nous montrons, a` par-
tir des techniques classiques de traitement d’antenne, les possibilite´s nouvelles
apporte´es par les statistiques d’ordre supe´rieur. Le chapitre 7 sur la se´paration
de sources fait le point sur une nouvelle me´thode d’analyse des signaux dont le
de´veloppement a` e´te´ fortement impulse´ par les statistiques d’ordre supe´rieur.
Cette partie est illustre´e par des simulations en se´paration de sources simule´es
ou re´elles (signaux de parole) et dans le vaste domaine de la re´duction de bruit.
Ces nouvelle techniques sont a` l’origine de nouvelles me´thodologies ouvertes sur
de nombreux domaines d’applications : effet cocktail-party, te´le´phonie mains
libres, radar, sonar, controˆle, diagnostic. . .
Chapitre 1
Introduction aux Statistiques
d’Ordre Supe´rieur
Les Statistiques d’Ordre Supe´rieur a` 2 (SOS), autrement dit les mo-
ments et cumulants d’ordre supe´rieur a` 2, sont utilise´es essentiellement en
comple´ment aux statistiques d’ordre 2. Elles donnent une description plus
comple`te des donne´es et de leurs proprie´te´s. Les SOS permettent la re´solution
de proble`mes insolubles a` l’ordre 2. Elles ont e´te´ e´galement utilise´es pour
ame´liorer les solutions (conditionnement, identifiabilite´. . .) de´ja` apporte´es par
les techniques classiques. Les multicorre´lations et les densite´s multispectrales
que l’on de´finira au chapitre 2 sont issues des SOS de variables ale´atoires mul-
tidimensionnelles.
Ce chapitre a pour but de donner les de´finitions et les proprie´te´s
ne´cessaires a` l’introduction des SOS. Nous proposons e´galement quelques
e´le´ments de la the´orie de l’estimation des statistiques d’ordre supe´rieur.
Nous ne pre´sentons dans ce chapitre que le mate´riel ne´cessaire pour la
suite de l’ouvrage. Des traitements plus de´taille´s sont disponibles dans des
ouvrages plus spe´cialise´s que nous citons tout au long du texte.
1.1 Variables ale´atoires re´elles scalaires
Soit x une variable ale´atoire a` valeurs re´elles (le cas de variables a` valeurs
complexes sera aborde´ dans la section 1.3). Fx(u), fonction de re´partition de x,
est la probabilite´ d’apparition de la variable ale´atoire dans le segment ]−∞, u].
Lorsque x admet une densite´ de probabilite´ px(u), alors dFx(u) = px(u) du. La
densite´ de probabilite´ px(u) est positive et a pour somme l’unite´. Lorsque la
fonction de re´partition Fx(u) est une fonction en escalier, elle n’admet pas de
densite´ au sens des fonctions, mais au sens des distributions.
Les moments ge´ne´ralise´s de x sont de´finis pour toute application re´elle g
par
E [g(x)] =
∫ +∞
−∞
g(u) px(u) du.
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On utilise souvent des fonctions polynoˆmiales g(u), conduisant aux moments
“classiques” de diffe´rents ordres, tels que la moyenne ou le moment d’ordre 2.
En utilisant des fonctions exponentielles, on associe aux variables ale´atoires
des fonctions caracte´ristiques.
La premie`re fonction caracte´ristique de x est
Φx(v) = E [ e
vx ] , (1.1)
ou`  de´signe la racine de −1. Lorsque la variable ale´atoire x admet une densite´
de probabilite´ px(u), la premie`re fonction caracte´ristique Φx(v) est sa trans-
forme´e de Fourier
Φx(v) =
∫ +∞
−∞
evu px(u) du.
Dans ce cas, on retrouve la densite´ de probabilite´ a` partir de la premie`re
fonction caracte´ristique par transformation de Fourier inverse
px(u) =
1
2pi
∫ +∞
−∞
e−vu Φx(v) dv.
La fonction caracte´ristique est continue en tout point et vaut 1 a` l’origine.
Elle est donc non nulle dans un voisinage de l’origine, sur lequel on pourra
de´finir son logarithme neperien
Ψx(v) = log(Φx(v) ).
Cette fonction est appele´e seconde fonction caracte´ristique.
1.1.1 Moments et cumulants
Notons µ
x (r)
les moments d’ordre r de x, lorsqu’ils existent,
µ
x (r)
= E [ xr ] ,
et µ′
x (r)
les moments centre´s
µ′
x (r)
= E
[
( x− µ
x (1)
)r
]
.
Les fonctions caracte´ristiques de´crivent comple`tement la variable ale´atoire a`
laquelle elles sont associe´es. En de´veloppant evx dans l’expression (1.1) au
voisinage de l’origine et en identifiant avec le de´veloppement de Taylor de la
premie`re fonction caracte´ristique, on obtient les moments
µ
x (r)
= (−)r d
rΦx(v)
dvr
∣∣∣∣∣
v=0
= E[xr].
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Les de´rive´es de la seconde fonction caracte´ristique, prises a` l’origine, de´finissent
les cumulants
κ
x (r)
= (−)r d
rΨx(v)
dvr
∣∣∣∣∣
v=0
= Cum[x, x, . . . , x],
qui sont les coefficients du de´veloppement en se´rie de Taylor de la seconde
fonction caracte´ristique.
Remarque sur les notations Il est important de prendre garde aux no-
tations. La notation consistant a` e´crire Cum [x3] au lieu de κ
x (3)
ou de
Cum [x, x, x] est dangereuse. En effet, x3 est elle-meˆme une variable ale´atoire
dont on peut calculer le cumulant d’ordre 3. L’e´criture est donc ne´cessairement
plus lourde que pour les moments.
Les cumulants d’ordre r peuvent eˆtre calcule´s a` partir des moments
d’ordre infe´rieur ou e´gal a` r [115]. Pour les ordres 1 a` 4, ces relations sont
κ
x (1)
= µ
x (1)
,
κ
x (2)
= µ′
x (2)
= µ
x (2)
− µ
x (1)
2
,
κ
x (3)
= µ′
x (3)
= µ
x (3)
− 3µ
x (1)
µ
x (2)
+ 2µ
x (1)
3
,
κ
x (4)
= µ
x (4)
− 4µ
x (3)
µ
x (1)
− 3µ
x (2)
2
+ 12µ
x (2)
µ
x (1)
2 − 6µ
x (1)
4
Dans le cas de variables ale´atoires centre´es (µ
x (1)
= 0), les expressions des
cumulants se simplifient en
κ
x (1)
= 0,
κ
x (2)
= E
[
x2
]
,
κ
x (3)
= E
[
x3
]
,
κ
x (4)
= E
[
x4
]
− 3E
[
x2
]2
.
Lorsque la variable x est gaussienne, sa seconde fonction caracte´ristique
est
Ψx(v) = µx (1) v −
1
2
µ
x (2)
v2,
et ses cumulants d’ordre supe´rieur a` 2 sont donc tous nuls. Cette pro-
prie´te´ caracte´rise la loi gaussienne [113]. Les variables gaussiennes sont donc
entie`rement de´crites par leurs proprie´te´s au second ordre. Ceci explique pour-
quoi les chercheurs en traitement du signal se sont longtemps limite´s au second
ordre. En “invoquant” le the´ore`me de la limite centrale, on peut penser que la
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plupart des signaux ont tendance a` eˆtre gaussiens. Ce point de vue est limitatif,
nous aurons l’occasion d’y revenir.
La variance, cumulant d’ordre 2 de x, V ar [x] = κ
x (2)
, caracte´rise la
puissance de x. En centrant la variable ale´atoire x et en la normalisant on
obtient la variable standardise´e
x˜ =
x− µ
x (1)√
κ
x (2)
.
On en de´duit les cumulants standardise´s qui sont les cumulants de la variable
ale´atoire standardise´e. Le cumulant standardise´ d’ordre 3, K
x (3)
= κ
x˜ (3)
, est
de´nomme´ l’asyme´trie1. L’asyme´trie est nulle si la densite´ de probabilite´ de x
posse`de un axe de syme´trie. Le cumulant standardise´ d’ordre 4 est le facteur
d’aplatissement ou kurtosis2. La valeur du kurtosis caracte´rise le comportement
a` l’infini des densite´s de probabilite´ unimodales. Les densite´s de probabilite´
unimodales posse´dant un kurtosis ne´gatif sont dites sous-gaussiennes car elles
tendent vers 0 a` l’infini plus rapidement que la loi gaussienne. Les densite´s
de probabilite´ unimodales a` kurtosis positif, dites sur-gaussiennes, tendent
moins vite vers 0 a` l’infini que la loi gaussienne. Ces notions de sur- et sous-
gaussianite´ perdent leur sens pour les densite´s de probabilite´ multimodales
comme l’a montre´ [138].
Pour une variable ale´atoire x centre´e, l’asyme´trie et le kurtosis s’e´crivent
K
x (3)
=
E [x3]
E [x2]3/2
,
K
x (4)
=
E [x4]
E [x2]2
− 3.
1.1.2 Exemples de variables ale´atoires
Examinons quelques exemples de variables ale´atoires.
Variable uniforme La variable ale´atoire uniforme´ment re´partie dans le seg-
ment [−a, a] a pour fonction caracte´ristique Φ(v) = sin avav , pour moments
d’ordre pair µ
x (r)
= a
r
r+1 , et pour kurtosis Kx (4) = −65 .
Variable gaussienne Pour une variable gaussienne centre´e, de loi px(u) =
1
σ
√
2pi
exp(− u22σ2 ), la fonction caracte´ristique s’e´crit φ(v) = exp(−σ2 v2/2). Les
moments d’ordre impair sont nuls et les moments d’ordre pair valent
µ
x (2r)
= σ2r
(2r)!
r! 2r
.
1Skewness en anglais.
2κυ´ρτωσις : action de courber, convexite´.
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La seconde fonction caracte´ristique d’une variable gaussienne est un polynoˆme
d’ordre 2, ce qui implique la nullite´ de ses cumulants d’ordre supe´rieur ou e´gal
a` 3.
Variables exponentielles Une variable ale´atoire positive, distribue´e selon
la loi exponentielle
px(u) =
1
σ
exp(−u
σ
) si u ≥ 0
px(u) = 0 si u < 0
a pour fonction caracte´ristique φx(v) =
1
1− σv . Les moments ve´rifient la relation
de re´currence µ
x (r)
= rσµ
x (r−1) pour r ≥ 2. La moyenne est µx (1) = σ. Les
premiers moments centre´s sont : µ′
x (2)
= σ2, µ′
x (3)
= 2 σ3, µ′
x (4)
= 9 σ4.
Ses cumulants sont κ
x (r)
= (r − 1)! σr. L’asyme´trie et le kurtosis valent donc
κ
x (3)
= 2 et K
x (4)
= 6.
Une variable ale´atoire distribue´e selon une loi de Laplace bilate`re px(u) =
1
2 a exp(− |u|a ), a pour fonction caracte´ristique φ(v) = 11+a2 v2 , et admet pour
coefficient d’aplatissement (kurtosis) K
x (4)
= 3.
Variable de Gauss ge´ne´ralise´e Une variable ale´atoire x est dite gaussienne
ge´ne´ralise´e si sa densite´ de probabilite´ s’e´crit
px(u) = B exp(−A |u|g),
ou` g est un nombre re´el positif. Les coefficients A et B sont introduits afin de
normaliser la somme de px(·) a` 1, et la variance a` 1. Ces coefficients sont
A =
Γ(3/g)
Γ(1/g)
, B = g
Γ(3/g)1/2
Γ(1/g)3/2
.
ou` Γ(.) est la fonction gamma, Γ(x) =
∫ +∞
0 t
x−1e−tdt.
Les moments d’ordre impair sont nuls et les moments d’ordre pair sont,
∀g ≥ 1,
µ
x (r)
=
Γ(1/g)r−1
Γ(3/g)r
Γ
(
2r + 1
g
)
.
On retrouve bien µ
x (2)
= 1. Si g = 2, on est dans le cas gaussien, et on
retrouve les re´sultats donne´s plus haut en utilisant les relations Γ(1/2) =
√
pi et
Γ(n+1) = nΓ(n). En faisant tendre g vers l’infini, on retrouve le cas uniforme
e´voque´ plus haut. Si g = 1 on obtient une variable de Laplace bilate`re.
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Variable du Chi-deux Une variable ale´atoire χ2 suit une loi du Chi-deux
a` ν degre´s de liberte´ si elle est la somme des carre´s de ν variables gaussiennes
inde´pendantes ui, chacune de variance unite´. Le parame`tre de non-centralite´
de χ2 est la somme des carre´s des moyennes des ui.
Le cumulant d’ordre r d’une variable ale´atoire x suivant une loi du Chi-
deux a` ν degre´s de liberte´ et de parame`tre de non-centralite´ λ est
κ
x (r)
= 2r−1(r − 1)! (ν + rλ).
En particulier dans le cas central, κ
x (4)
= 48ν, et le kurtosis vaut 12/ν. Pour
ν = 2 et λ = 0, on retrouve les cumulants de la variable exponentielle.
Signal sinusoidal Supposons que l’on rec¸oive un signal sinusoidal pur de
puissance 1, et que l’on conside`re ces observations comme des re´alisations suc-
cessives d’une variable ale´atoire (ce qui est bien e´videmment incorrect, mais
possible). Alors cette variable aurait pour densite´ de probabilite´
px(u) =
1
pi
√
2
1√
1 + u2/2
.
Nous aurons en outre µ
x (2)
= 1 (qui correspond a` la puissance), µ
x (2r+1)
= 0,
et µ
x (4)
= 32 . Le kurtosis vaut donc −32 .
Variable de Poisson Une variable ale´atoire de Poisson de parame`tre λ est
un variable discre`te prenant les valeurs k = 0, 1, . . . avec la probabilite´
pk =
λke−λ
k!
.
Une variable de Poisson a la particularite´ d’avoir tous ses cumulants e´gaux.
En effet, la premie`re fonction caracte´ristique est
E
[
ekv
]
=
∞∑
k=0
ekv
λke−λ
k!
= e−λ exp{λev}.
Par suite, la seconde fonction caracte´ristique vaut −λ+λev. La de´finition des
cumulants montre alors qu’ils sont tous e´gaux a` λ. Ce fait est bien connu aux
ordres 1 et 2 puisque la moyenne et la variance sont e´gales.
Variable binaire Conside´rons une variable ale´atoire prenant deux valeurs
z1 et z2 avec les probabilite´s P1 et P2 respectivement. Si cette variable est
standardise´e, alors
z1 =
1
a
, z2 = −a, P1 = a
2
1 + a2
, P2 =
1
1 + a2
,
1.2. VARIABLES ALE´ATOIRES MULTIDIMENSIONNELLES 19
ou` a est un re´el positif fixe´. Le moment d’ordre r vaut
µ
x (r)
=
1
1 + a2
[
1
ar−2
+ (−1)rar
]
.
On ve´rifie notamment que µ
x (1)
= 0 et µ
x (2)
= 1, ∀a ∈ IR+. Le kurtosis d’une
variable binaire est donc de la forme
K
x (4)
=
a
1 + a2
[
1
a3
+ a3]− 3.
1.2 Variables ale´atoires multidimensionnelles
On supposera dore´navant que les variables ale´atoires sont centre´es, sauf
mention explicite.
On peut repre´senter les variables ale´atoires a` plusieurs dimensions par le
vecteur colonne
xT = (x1, x2 . . . , xN) .
De la meˆme fac¸on que dans le cas scalaire, on de´finit la fonction caracte´ristique
conjointe de N variables ale´atoires xn par la relation
Φx(v)
def
= E
[
e
∑
n
vnxn
]
= E
[
ev
Tx
]
.
ou` vT = (v1, v2, . . . , vN ). Si les composantes xn du vecteur ale´atoire x ad-
mettent une densite´ conjointe px(u), alors la fonction caracte´ristique de x est
donne´e par la transforme´e de Fourier de cette densite´
Φx(v) =
∫
IR
N
ev
Tu px(u)du.
Comme pre´ce´demment, la seconde fonction caracte´ristique est Ψx(v) =
logΦx(v). Les fonctions caracte´ristiques peuvent servir a` ge´ne´rer les moments
et les cumulants.
Les cumulants d’ordre 2 sont des grandeurs a` deux indices, qui peuvent
eˆtre range´es dans une matrice (la matrice de covariance)
κ
x (2) ij
= Cum [xi, xj ]
Lorsqu’on manipule des donne´es a` plusieurs dimensions, il peut devenir inutile
de pre´ciser l’ordre du moment ou du cumulant conside´re´. Ainsi, la matrice
de covariance s’e´crit simplement κ
x ij
= Cum [xi, xj ]. Nous disposons donc de
deux notations, par exemple κ
x (2)
= κ
x ij
, qui seront utilise´es selon le contexte
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de travail. Ainsi, lorsque l’on manipule des vecteurs ale´atoires, l’ordre de la
statistique utilise´e correspond au nombre des indices. Par exemple,
κ
x ijk
= Cum [xi, xj , xk] = κx (3),
κ
x iii
= Cum [xi, xi, xi] = κxi (3)
sont des cumulants d’ordre 3, et
κ
x hijk
= Cum [xh, xi, xj , xk] = κx (4),
κ
x iiii
= Cum [xi, xi, xi, xi] = κxi (4).
sont d’ordre 4.
En de´veloppant l’exponentielle ev
Tx en se´rie autour de v = 0, les coef-
ficients des termes de degre´ r vivj . . . vk, sont r µx ij...k/r! [115, 148], donnant
pour les moments
µ
x i1i2...ir
= (−)r ∂
rΦx(v)
∂vi1∂vi2 . . . ∂vir
∣∣∣∣∣
v=0
= E [xi1 . . . xir ] . (1.2)
Pour obtenir les cumulants, on proce`de de meˆme en remplac¸ant la
premie`re fonction caracte´ristique par la seconde. Les cumulants sont donc
de´finis par
κ
x i1i2...ir
= (−)r ∂
rΨx(v)
∂vi1∂vi2 . . . ∂vir
∣∣∣∣∣
v=0
= Cum [xi1 , . . . , xir ] . (1.3)
Comme dans le cas scalaire, il est possible d’e´tablir des relations entre
les moments et les cumulants en de´veloppant la fonction logarithme en se´rie
entie`re. On obtient pour les cumulants d’ordre 2
κ
x ij
= µ
x ij
− µ
x i
µ
x j
.
Pour e´crire l’ensemble de ces relations de fac¸on plus compacte, il est utile
d’introduire des conventions d’e´criture. On conviendra d’e´crire une somme de
k termes se de´duisant les uns des autres par permutation d’indices par une
notation crochet [148].
Quelques bons exemples valent mieux qu’un long discours :
[3] δij δkl = δijδkl + δikδjl + δilδjk,
[3] aij bk cijk = aijbkcijk + aikbjcijk + ajkbicijk.
La pre´sence du crochet entraˆıne une sommation implicite. Les termes a` r in-
dices sont ici des tenseurs d’ordre r comple`tement syme´triques. Le nombre de
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monoˆmes distincts que l’on peut obtenir par permutation est e´gal a` l’entier
figurant entre crochets. On e´crira
[3]xiδjk, [6]xixjδkl, [10]xixjxkδlm, [35]AijkBabcdCijkabcd.
Dans le cas non centre´, les cumulants d’ordre 3 et 4 sont alors donne´s en
fonction des moments par les expressions compactes
κ
x ijk
= µ
x ijk
− [3]µ
x i
µ
x jk
+ 2µ
x i
µ
x j
µ
x k
, (1.4)
κ
x ijkl
= µ
x ijkl
− [4]µ
x i
µ
x jkl
− [3]µ
x ij
µ
x kl
+ 2 [6]µ
x i
µ
x j
µ
x kl
− 6µ
x i
µ
x j
µ
x k
µ
x l
. (1.5)
Dans le cas centre´, ces expressions se simplifient en
κ
x ij
= µ
x ij
,
κ
x ijk
= µ
x ijk
,
κ
x ijkl
= µ
x ijkl
− [3]µ
x ij
µ
x kl
.
Il est inte´ressant de comparer ces expressions avec celles du cas scalaire : pour
les retrouver, il suffit de remplacer n[m] par nm. Dans le cas centre´, aux ordres
5 et 6
κ
x ijklm
= µ
x ijklm
− [10]µ
x ij
µ
x klm
,
κ
x ijklmn
= µ
x ijklmn
− [15]µ
x ij
µ
x klmn
− [10]µ
x ijk
µ
x lmn
+ 2[15]µ
x ij
µ
x kl
µ
xmn
.
A partir de la de´finition de la seconde fonction caracte´ristique, il est
possible d’e´crire les relations ge´ne´rales liant moments et cumulants de manie`re
compacte [36, 188]. Les cumulants sont lie´s aux moments par la formule dite
de Leonov et Shiryayev (donne´e ici a` l’ordre r)
Cum [x1, ..., xr] =
∑
(−1)k−1(k − 1)!E
∏
i∈v1
xi
 · E
∏
j∈v2
xj
 · · ·E
 ∏
k∈vp
xk
 ,
ou` la sommation s’e´tend sur tous les ensembles {v1, v2, · · · , vp : 1 ≤ p ≤ r}
formant une partition de {1, 2, · · · , r}. Dans cette formule, k est le nombre
d’e´le´ments composant la partition.
Illustrons le fonctionnement de cette formule aux premiers ordres. A
l’ordre 2, les partitions possibles sont (1, 2) et (1)(2). Donc Cum[x1, x2] =
(−1)00!E[x1x2] + (−1)2−1(2 − 1)!E[x1]E[x2] donnant la formule connue de
la covariance. A l’ordre 3, les partitions possibles sont (1, 2, 3), (1)(2, 3), et
(1)(2)(3). Remarquons qu’il y a trois partitions du type (1)(2, 3) : ce nombre de
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partitions correspond au nombre apparaissant dans la notation crochet de´finie
pre´ce´demment. Le cumulant d’ordre 3 s’e´crit alors
Cum[x1, x2, x3] = (−1)00!E[x1x2x3] + (−1)2−1(2− 1)![3]E[x1]E[x2x3]
+ (−1)3−1(3− 1)!E[x1]E[x2]E[x3]
qui redonnent bien la formule (1.4).
A l’ordre 4, les partitions sont
– (1, 2, 3, 4) au nombre de 1, k − 1 = 0,
– (1)(2, 3, 4) au nombre de 4, k − 1 = 1,
– (1)(2)(3, 4) au nombre de 6, k − 1 = 2
– (1, 2)(3, 4) au nombre de 3, k − 1 = 1,
– (1)(2)(3)(4) au nombre de 1, k − 1 = 3.
On retrouve alors la relation (1.5) en appliquant la formule de Leonov et Shi-
ryayev. Cette formule peut eˆtre inverse´e pour donner les moments en fonction
des cumulants. La formule inverse est plus simple que la formule directe, puis-
qu’elle ne fait apparaˆıtre que des somme de partitions, soit
E [x1, ..., xr] =
∑
cum [xi, i ∈ v1] · Cum [xj , j ∈ v2] · · ·Cum [xk, k ∈ vp] ,
ou` Cum [xk, k ∈ vp] repre´sente le cumulant des variables xk, k variant dans
l’ensemble vp d’une partition. Encore une fois, la somme s’e´tend sur toutes les
partitions possibles de {1, 2, · · · , r}. A l’ordre 4, on a alors imme´diatement
µ
x ijkl
= κ
x ijkl
+ [4]κ
x i
κ
x jkl
+ [3]κ
x ij
κ
x kl
+ [6]κ
x i
κ
x j
κ
x kl
+ κ
x i
κ
x j
κ
x k
κ
x l
.
Les cumulants de variables multidimensionnelles apparaˆıtrons naturelle-
ment dans le chapitre 2 pour la de´finition des multicorre´lations et des mul-
tispectres de signaux ale´atoires. Les variables ale´atoires multidimentionnelles
sont a` la base des mode´lisations en traitement d’antenne (chapitre 6) et en
se´paration de sources (chapitre 7).
1.3 Variables ale´atoires a` valeurs complexes
Des domaines aussi diffe´rents que les communications ou le traitement
d’antenne utilisent des variables ale´atoires a` valeurs complexes. L’e´tude de
ces variables s’est de´veloppe´e conside´rablement ces dernie`res anne´es, et des
recherches sont toujours en cours dans ce domaine.
1.3.1 De´finitions
Une variable ale´atoire a` valeurs complexes, comme l’a souligne´ Fortet
[77], peut eˆtre repre´sente´e par une variable ale´atoire re´elle de dimension 2.
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Ainsi, une variable ale´atoire complexe z admet une densite´ si et seulement si
ses parties re´elle et imaginaire admettent une densite´ conjointe.
La fonction caracte´ristique de la variable vectorielle complexe z, avec
z = x + y, x a` valeurs dans IRN , y a` valeurs dans IRN , est
Φz(u)
def
= E
[
e[x
Tv+yTw]
]
= E
[
e&[z
†u]
]
, (1.6)
avec u = v + w.
Une autre description des variables ale´atoires complexes, prenant direc-
tement en compte leur caracte`re complexe, a e´te´ propose´e par [15]. Dans cette
approche on associe au vecteur ale´atoire complexe z son conjugue´ z∗. La den-
site´ de probabilite´ est fonction de z et z∗. La fonction caracte´ristique est donne´e
par
Φz,z∗(u,u
∗) def= E
[
e
[z†u+u†z]
2
]
,
qui est identique a` (1.6).
Cette approche montre que la description statistique d’une variable
ale´atoire complexe fait intervenir des moments et des cumulants croise´s entre
la variable et sa conjugue´e. Les notations doivent alors prendre en compte la
pre´sence de termes conjugue´s et de termes non conjugue´s. Les indices ou les
ordres correspondant aux termes conjugue´s apparaˆıtront en exposant, alors
que les indices ou ordres des termes non conjugue´s seront place´s en indices.
Par exemple, conside´rons une variable z. Ses moments seront e´crits
µ
z
(q)
(p)
= E [zpz∗q] ,
et ses cumulants
κ
z
(q)
(p)
= Cum
z, . . . , z︸ ︷︷ ︸
p fois
, z∗, . . . , z∗︸ ︷︷ ︸
q fois
 .
Soit maintenant le vecteur ale´atoire complexe z de composantes zi. Ses mo-
ments sont
µ
z
j1...jq
i1...ip
= E
[
zi1 . . . zipz
∗
j1 . . . z
∗
jq
]
,
et ses cumulants
κ
z
j1...jq
i1...ip
= Cum
[
zi1 , . . . , zip, z
∗
j1, . . . , z
∗
jq
]
.
Ces statistiques peuvent eˆtre obtenue a` partir des fonctions caracte´ristiques,
de la meˆme manie`re que dans le cas re´el.
1.3.2 Standardisation
Nous avons introduit dans la section 1.1.1 l’ope´ration de standardisation
pour les variables ale´atoires scalaires. Cette ope´ration peut aussi eˆtre de´finie
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dans le cas multivariable, pour des vecteurs a` valeurs re´elles ou complexes.
Soit x un vecteur ale´atoire de moyenne µ
x (1)
et de matrice de covariance C,
strictement definie positive (C = κ
x ij
pour des valeurs re´elles et C = κ
x
j
i
pour des valeurs complexes) . La standardisation est la transformation affine
qui associe a` x un vecteur ale´atoire centre´ dont la matrice de covariance est
l’identite´ I. Le vecteur ale´atoire standardise´ est
x˜ = W (x− µ
x (1)
).
La matrice W est solution de la relation
WCW † = I.
La matrice W , qui diagonalise la covariance de x, n’est pas unique. Par conven-
tion on choisit
W = Λ−1/2U †,
Λ e´tant la matrice diagonale des valeurs propres de C et U la matrice unitaire
dont les colonnes sont les vecteurs propres normalise´s de C.
Le vecteur x˜ est de´fini a` une matrice multiplicative pre`s de la forme ∆P ,
ou` ∆ est diagonale et constitue´e d’e´le´ments de module 1, et P est une matrice
de permutation. On rangera souvent les valeurs propres dans l’ordre de leurs
valeurs de´croissantes.
1.3.3 Circularite´
Les variables ale´atoires complexes sont la plupart du temps obtenues
par transformation de Fourier (TF ) de variables re´elles, ce qui leur confe`re
une structure tre`s particulie`re. Les variables ale´atoires complexes obtenues de
cette fac¸on ne sont donc pas de simples variables ale´atoires a` deux composantes
re´elles, mais des contraintes lient ces deux composantes. C’est pourquoi il est
pertinent d’introduire les variables ale´atoires dites circulaires.
De´finition de la circularite´ Nous dirons qu’un vecteur ale´atoire complexe
z, de dimension N , est circulaire (ou circulaire au sens fort), si et seulement
si, ∀θ, z et zeθ ont les meˆmes proprie´te´s statistiques.
Les proprie´te´s suivantes sont des conditions ne´cessaires et suffisantes de
circularite´ :
– Si z est une variable ale´atoire circulaire, sa fonction caracte´ristique
ve´rifie la relation
Φz(e
θu) = Φz(u), ∀θ.
De manie`re e´quivalente dans ce cas circulaire, la fonction ca-
racte´ristique, fonction des variables complexes u et u∗, ne de´pend que
du produit tensoriel uu†, c’est-a`-dire uniquement de termes de la forme
uiu∗j .
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– La densite´ de probabilite´ de z, si elle existe, ve´rifie la meˆme proprie´te´
d’invariance par multiplication par eθ. La densite´ de probabilite´ de´finie
a` partir de z et z∗, n’est e´galement fonction que du produit tensoriel
zz† soit de termes du type ziz∗j .
Dans le plan complexe, la multiplication par le facteur eθ correspond
a` une rotation d’angle θ. Ainsi la circularite´ d’une variable complexe
est de´finie par l’invariance par rotation de sa densite´ de probabilite´.
– Soit z un vecteur ale´atoire complexe, dont les moments existent a` tous
les ordres. z est circulaire si et seulement si tous ses moments de la
forme
µ
z
(q)
(p)
= E
 ∏
Σai=p
zaii
∏
Σbj=q
z
∗bj
j

sont nuls de`s que p (= q.
En effet, si z est circulaire, les moments de z et de z eα sont e´gaux,
puisque toutes deux ont meˆme loi. En particulier, l’e´galite´ µ
z
(q)
(p)
=
µ
z exp(α)
(q)
(p)
entraˆıne que
µ
z
(q)
(p)
= µ
z
(q)
(p)
eα(p−q),
ce qui prouve la proprie´te´.
Les proprie´te´s pre´ce´dentes montrent qu’une variable ale´atoire scalaire
complexe circulaire ve´rifie E [z] = 0, E [z2] = 0, E [z2 z∗] = 0. . .Autrement dit,
pour une variable complexe circulaire, les moments ou cumulants comportant
un nombre diffe´rent de termes conjugue´s que de termes non conjugue´s sont
nuls. Dans la suite, nous aurons besoin de la de´finition restrictive suivante.
Circularite´ a` l’ordre r On dira qu’un vecteur ale´atoire complexe z est
circulaire a` l’ordre r s’il ve´rifie
E
 ∏
Σai=p
zaii
∏
Σbj=q
z
∗bj
j
 = 0
pour tout couple (p, q) d’entiers positifs tel que p + q ≤ r et p (= q.
Une de´finition alternative repose encore sur l’invariance par rotation de
la densite´ de probabilite´. Nous avons vu que la variable z est circulaire au
sens strict si z et zeθ ont meˆme densite´ de probabilite´ pour tout θ. Ainsi, la
densite´ de probabilite´ d’une variable circulaire au sens strict est invariante par
rotation.
Alors, une variable est circulaire a` l’ordre r si sa densite´ de probabilite´
est invariante par rotation d’angle 2pi/(r + 1), ou de fac¸on e´quivalente si z et
ze2pi/(r+1) ont meˆmes proprie´te´s statistiques.
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Cas Gaussien Dans le cas gaussien, la circularite´ a` l’ordre 2 entraˆıne la cir-
cularite´ a` tous les ordres, et est caracte´rise´e par deux proprie´te´s liant les parties
re´elle et imaginaire des moments d’ordre 2. Posons z = x + y. Si z est circu-
laire, E
[
zzT
]
= 0 implique que E
[
xxT − yyT
]
= 0 et que E
[
xyT + yxT
]
= 0.
Autrement dit, x et y ont la meˆme matrice de covariance, et leur covariance
croise´e est antisyme´trique. C’est ainsi qu’ont e´te´ de´finies les variables gaus-
siennes complexes circulaires [94, 202].
Cas des N-PSK Il est usuel en communication d’utiliser des variables
ale´atoires discre`tes complexes, prenant comme valeurs les racines N -ie`me de
l’unite´ de fac¸on e´quiprobable. Les signaux en de´coulant sont appele´s des N -
PSK (Phase Shift Keying). Soit z une telle variable. Elle prend ses valeurs dans
{exp(2pik/N), k = 0, . . . , N − 1}, e´quiprobablement avec la probabilite´ 1/N .
Cette variable est alors circulaire a` l’ordre N − 1. En effet, z et z exp(2pi/N)
ont meˆme probabilite´ (notons que pour N pair, les moments d’ordre impair
sont nuls, et la circularite´ est donc d’ordre N − 2).
La proprie´te´ de circularite´ des N -PSK sera utilise´e au chapitre 4 dans
une application de reconnaissance de modulation.
Diffe´rentes de´finitions de la circularite´ ont e´te´ passe´es en revue, et ana-
lyse´es plus en profondeur dans [171].
1.4 Proprie´te´s des moments et des cumulants
Ce paragraphe concerne l’e´tude des moments et des cumulants. Nous
donnons les proprie´te´s e´le´mentaires de ces statistiques utiles pour la suite de
l’ouvrage. Il existe un grand nombre d’autres proprie´te´s que les lecteurs pour-
ront trouver dans par exemple [148].
1.4.1 Multiline´arite´
Les moments et les cumulants satisfont la proprie´te´ de multiline´arite´.
Soient deux vecteurs ale´atoires x et y lie´s par la relation line´aire y = Ax, ou`
A est une matrice quelconque. Alors les moments et cumulants de y sont des
fonctions line´aires de chacune des composantes Aij . Par exemple, on a
Cum [yi, yj, y
∗
k] =
∑
a,b,c
AiaAjbA
∗
kc Cum [xa, xb, xc] ,
Pour de´montrer ces relations, il suffit de remarquer que ΦAx(u) = Φx(A
†
u) et
d’utiliser (1.3).
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C’est graˆce a` la multiline´arite´ que les moments et cumulants me´ritent la
de´nomination de tenseurs3. Cette proprie´te´ se re´duit dans le cas scalaire a` une
simple relation d’homoge´neite´
κ
λx (r)
= λr κ
x (r)
.
En particulier, quelles que soient les variables ale´atoires x, y, z1, . . . , zp, re´elles
ou complexes, scalaires ou multidimensionnelles, inde´pendantes ou non, nous
avons
Cum [x + y, z1, . . . , zp] = Cum [x, z1, . . . , zp] + Cum [y, z1, . . . , zp] ,
Cum [λx, z1, . . . , zp] = λCum [x, z1, . . . , zp] .
1.4.2 Invariance par translation
Les cumulants sont invariants par translation de´terministe : si y = x+ t,
ou` t est de´terministe, alors les cumulants d’ordre supe´rieur ou e´gal a` 2 de y
sont identiques a` ceux de x. En effet, la translation provoque un de´phasage
de la premie`re fonction caracte´ristique, qui implique que les secondes fonctions
caracte´ristiques de y et x sont lie´es par Ψy(v) = )[t†v]+Ψx(v). Cette relation
montre que la translation n’affecte que le cumulant d’ordre 1, c’est-a`-dire la
moyenne.
La proprie´te´ d’invariance par translation de´terministe n’est e´videmment
pas ve´rifie´e par les moments.
1.4.3 Variables ale´atoires inde´pendantes
L’inde´pendance statistique de variables ale´atoires implique la factorisa-
tion des moments (via la factorisation des premie`res fonctions caracte´ristiques).
Soient x et y deux vecteurs ale´atoires inde´pendants, a` valeurs re´elles
ou complexes, de dimensions respectives n et p, et soit zT = (xTyT )
(concate´nation des vecteurs x et y). Alors, d’apre`s la remarque pre´ce´dente,
la premie`re fonction caracte´ristique de z est le produit des premie`res fonctions
caracte´ristiques de x et y. La seconde fonction caracte´ristique de z s’e´crit alors
Ψz(u,v) = Ψx(u) +Ψy(v). Les cumulants croise´s entre x et y sont alors nuls.
En effet, d’une fac¸on ge´ne´rale, on a
κ
z i1,...,in,j1,...,jp
= Cum
[
xi1 , . . . , xin , yj1, . . . , yjp
]
= (−)r ∂
rΨz(u,v)
∂ui1 . . . ∂uin∂vj1 . . . ∂vjp
∣∣∣∣∣
v=0
.
3La multiline´arite´ implique, en effet, que dans un changement de base les cumulants se
transforment comme des tenseurs
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ou` r = n + p. Comme Ψz(u,v) = Ψx(u) + Ψy(v), le cumulant pre´ce´dent est
nul de`s que un des ik et un des jk sont non nuls simultane´ment. Autrement
dit, les cumulants croise´s de x et y sont nuls.
Lorsque, l’on examine le cumulant d’un groupe de variables ale´atoires, si
ce groupe peut eˆtre scinde´ en deux sous-groupes de variables inde´pendantes,
le cumulant est nul. En d’autres termes, si x et y sont inde´pendantes, alors
quelle que soit z
Cum [x, y, z] = 0.
Cette proprie´te´ est a` la base des techniques de se´paration de sources qui seront
pre´sente´es au chapitre 7.
Cette proprie´te´ fondamentale des cumulants implique la suivante, qui
constitue la proprie´te´ d’additivite´. Le cumulant de la somme de vecteurs
ale´atoires inde´pendants est la somme des cumulant : κ
x+y (r)
= κ
x (r)
+κ
y (r)
et
ce quel que soit l’ordre r. Cette proprie´te´, bien connue a` l’ordre 2 (variance),
est e´videmment fausse pour les moments.
1.5 Statistiques d’ordre supe´rieur et densite´s
de probabilite´
Dans ce paragraphe, nous examinons les lien entre statistiques d’ordre
supe´rieur et densite´s de probabilite´s. Commenc¸ons par le the´ore`me de la limite
centrale.
1.5.1 Tendance vers la gaussianite´
Le the´ore`me de la limite centrale a une grande importance car il permet
d’approcher la loi de certains estimateurs par la loi gaussienne, et d’acce´der a`
l’ordre de grandeur de ses cumulants successifs.
Conside´rons N variables ale´atoires scalaires inde´pendantes, x(n), 1 ≤
n ≤ N , chacune de cumulant d’ordre r borne´, note´ κ(r)(n). Posons
κ¯(r) =
1
N
N∑
n=1
κ(r)(n) et y =
1√
N
N∑
n=1
(x(n)− κ¯(1)).
La variable ale´atoire y est la somme normalise´e de N variables ale´atoires
inde´pendantes. Lorsque N → ∞ la variable ale´atoire y tend en loi4 vers une
variable ale´atoire gaussienne.
4Cela signifie que la densite´ de probabilite´ de y converge uniforme´ment vers une loi de
Gauss lorsque N tend vers l’infini
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Les cumulants de y, note´s λ(r), sont donne´s par
λ(1) = 0,
λ(2) = κ¯(2),
λ(r) =
1
N r/2−1
κ¯(r), ∀r ≥ 2.
Ces relations nous indiquent comment les cumulants d’ordre r > 2 de y tendent
vers 0 lorsque N tend vers l’infini. Celles-ci re´sultent de la proprie´te´ d’additivite´
des cumulants de sommes de variables ale´atoires inde´pendantes (voir page 28).
Les cumulants de la variable y s’e´crivent
κ
y (r)
= N−r/2
N∑
n=1
κ
x(n) (r)
,
ce qui prouve que λ(r) = N1−r/2κ¯(r) par de´finition de κ¯(r).
1.5.2 De´veloppement d’une ddp autour d’une loi gaus-
sienne
Lorsqu’une variable ale´atoire est non gaussienne, il est inte´ressant de
de´crire les e´carts au caracte`re gaussien. Cette ide´e intuitive trouve une jus-
tification mathe´matique dans le de´veloppement de la densite´ au voisinage de
la loi gaussienne. Il existe plusieurs types de de´veloppement, notamment ceux
de Gram-Charlier et de Edgeworth. Ces deux de´veloppements ne diffe`rent que
par la fac¸on d’ordonner les termes. En faisant re´fe´rence au the´ore`me de la
limite centrale, le de´veloppement de Edgeworth rassemble les termes qui cor-
respondent a` la meˆme puissance (ne´gative) de N . Pour cette raison nous avons
retenu ce de´veloppement. Notons que pour des lois syme´triques, et jusqu’a`
l’ordre 4, les deux de´veloppements sont identiques.
De´veloppement en se´rie d’une densite´ Voyons tout d’abord quelques
ge´ne´ralite´s sur les de´veloppements en se´rie de densite´s de probabilite´. Soit une
variable ale´atoire scalaire x de seconde fonction caracte´ristique Ψx(v), suppose´e
eˆtre voisine d’une fonction Ψo(v). Par de´finition, Ψx(v) ge´ne`re les cumulants
de x dans son de´veloppement en se´rie entie`re
Ψx(u) = κ1v +
1
2!
κ2(v)
2 +
1
3!
κ3(v)
3 + · · · ,
ou` κr de´signe le cumulant d’ordre r κx (r). Appelons λr le cumulant d’ordre r
dans le de´veloppement en se´rie de Ψo(v), et ηr = κr − λr. Alors la diffe´rence
des fonctions caracte´ristiques s’e´crit
Ψx(v)−Ψo(v) =
∞∑
r=1
1
r!
ηr(v)
r.
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En introduisant les coefficients βk de´finis par
exp[
∞∑
r=1
1
r!
ηr(v)
r] =
∞∑
j=0
1
k!
βk(v)
k,
il est possible de de´velopper px(u) autour de po(u)
px(u) = po(u)
∞∑
k=0
1
k!
βkhk(u), (1.7)
ou` les fonctions hk(u) sont de´finies par
hk(u) =
(−1)k
po(u)
dkpo
duk
(u).
Le de´veloppement (1.7) ne reveˆt une forme simple que pour certaines densite´s
po(u) particulie`res, notamment celles pour lesquelles les fonctions hk(u) sont
des polynoˆmes.
De´veloppement en se´rie d’Edgeworth Le de´veloppement en se´rie d’Ed-
geworth permet d’approcher une densite´ lorsque po(u) est gaussienne. Pour
simplifier les expressions, et sans restreindre la ge´ne´ralite´, on se place dans le
cas gaussien standardise´. Dans ce cas, les fonctions hk(u) sont les polynoˆmes
de Hermite de´finis par la relation de re´currence
h0(u) = 1,
h1(u) = u,
hk+1(u) = u hk(u)− d
du
hk(u).
Par exemple, h2(u) = u2 − 1 et h3(u) = u3 − 3u...
Comme nous l’avons indique´ en introduction le de´veloppement d’Ed-
geworth rassemble les termes, en faisant re´fe´rence au the´ore`me de la limite
centrale, selon les puissance de N . Les coefficients des premiers termes du
de´veloppement sont
Ordre
N−1/2 κ3
N−1 κ4 κ23
N−3/2 κ5 κ3κ4 κ33
N−2 κ6 κ3κ5 κ23κ4 κ
2
4 κ
4
3
N−5/2 κ7 κ3κ6 κ23κ5 κ
2
4κ3 κ
5
3 κ4κ5 κ
3
3κ4
Ainsi le de´veloppement en se´rie de Edgeworth de la densite´ px(u) autour de
po(u) s’e´crit a` l’ordre 1/N
px(u)/po(u) = 1
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+
1
3!
κ3h3(u)
+
1
4!
κ4h4(u) +
10
6!
κ23h6(u).
Le de´veloppement en se´rie de Edgeworth se ge´ne´ralise au cas multi-
dimensionnel [148].
1.5.3 Crite`res de gaussianite´ et d’inde´pendance
La de´convolution aveugle, pre´sente´e au chapitre 3 fait appel a` des mesures
de la distance d’une densite´ de probabilite´ a` la loi gaussienne. La se´paration
de sources (chapitre 7), quant a` elle, est fonde´e sur la notion d’inde´pendance
statistique. L’entropie, la divergence de Kullback et l’information mutuelle
permettent d’introduire des crite`res de gaussianite´ et d’inde´pendance.
Entropie et gaussianite´ L’observation d’un vecteur ale´atoire x de densite´
de probabilite´ px(u) apporte une quantite´ d’information quantifie´e par l’entro-
pie
S(px) = −
∫
px(u) log px(u)du.
Conside´rons l’ensemble des vecteurs ale´atoires dont la moyenne et la
matrice de covariance sont fixe´es. Dans cet ensemble, le vecteur ale´atoire ayant
une entropie maximum et apportant donc une information maximum, est le
vecteur ale´atoire gaussien xg.
On de´montre cette proprie´te´ par la me´thode des multiplica-
teurs de Lagrange. Applique´e a` ce proble`me de maximisa-
tion sous contraintes, elle conduit a` chercher l’extremum de∫
px(u)[log px(u) + Q(u)]du, Q(u) e´tant un polynoˆme en u de
degre´ 2. En diffe´renciant par rapport a` px on obtient
∫
δpx(u)[1 +
log px(u) + Q(u)]du = 0. log px(u) est donc un polynoˆme en u de
degre´ 2 ce qui de´montre la proprie´te´ anonce´e.
Pour chiffrer le de´ficit d’entropie, par rapport au vecteur ale´atoire
gaussien, d’un vecteur ale´atoire x appartenant a` l’ensemble on introduit la
ne´guentropie
J(px) = S(pxg)− S(px). (1.8)
Cette grandeur peut eˆtre utilise´e comme une mesure de distance a` la gaussia-
nite´. Cette notion de distance a e´te´ de´veloppe´e par [65], nous y reviendrons au
chapitre 3.
La divergence de Kullback La ne´guentropie peut se re´e´crire sous une
forme qui fait apparaˆıtre une autre mesure utilise´e classiquement en statistique
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pour caracte´riser la distance entre deux densite´s de probablite´ : la divergence5
de Kullback.
La divergence de Kullback mesure la distance entre deux densite´s de
probabilite´, pv(u) et pw(u), par
k(pv, pw) =
∫
pv(u) log
pv(u)
pw(u)
du.
La divergence de Kullback est ne´gative si pv (= pw, elle est nulle si pv = pw.
Cette proprie´te´ se de´montre a` partir de la relation logw ≤ w − 1,
l’e´galite´ ayant lieu pour w = 1
k(pv, pw) =
∫
pv(u) log
pw(u)
pv(u)
du ≤
∫
pv(u)
(
pw(u)
pv(u)
− 1
)
du = 0.
Dans la relation (1.8), on a
S(pxg) = −
∫
pxg(u) log pxg(u)du = −
∫
px(u) log pxg(u)du,
par suite de l’e´galite´ des moments d’ordre 1 et 2 des vecteurs ale´atoires x et
xg. La ne´guentropie de x est donc
J(px) =
∫
px(u) log
px(u)
pxg(u)
du = k(px, pxg),
et est donc e´gale a` la divergence de Kullback entre la densite´ de x et la densite´
du vecteur ale´atoire gaussien ayant les meˆmes moments d’ordre 1 et 2.
On peut e´galement appliquer la divergence de Kullback a` la mesure de
l’inde´pendance statistique.
Crite`res d’inde´pendance Soit un vecteur ale´atoire x de densite´ de proba-
bilite´ px(u). Si ce vecteur est forme´ de variables inde´pendantes sa densite´ de
probabilite´ est le produit des densite´s de probabilite´ marginales de chacune de
ses composantes
∏
i pxi(ui). La divergence de Kullback entre px(u) et
∏
i pxi(ui)
donne une mesure de l’inde´pendance statistique des composantes de x que l’on
appelle l’information mutuelle
I(px) = k(px,
∏
i
pxi(ui)) =
∫
px(u) log
px(u)∏
i pxi(ui)
du.
Associons au vecteur ale´atoire x le vecteur ale´atoire gaussien xg ayant les
meˆmes moments d’ordre 1 et 2, on peut alors e´crire
J(px)−
∑
i
J(pxi) =
∫
px(u) log
px(u)
pxg(u)
du−∑
i
∫
pxi(ui) log
pxi(ui)
pxgi(ui)
dui
=
∫
px(u)
[
log
px(u)
pxg(u)
− log
∏
i pxi(ui)∏
i pxgi(ui)
]
du
5Le terme de divergence est utilise´ car cette mesure n’est pas une distance au sens
mathe´matique du terme.
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car
∫
px(u) log
∏
i pxi(ui)du =
∑
i
∫
pxi(ui) log pxi(ui)dui. En manipulant l’ex-
pression entre crochet de la dernie`re expression, on obtient
J(px)−
∑
i
J(pxi) = I(px)− I(pxg),
donnant finalement
I(px) = I(pxg) + J(px)−
∑
i
J(pxi).
En appellant C la matrice de covariance du vecteur ale´atoire xg un calcul
direct donne
I(pxg) =
1
2
log
∏
i Cii
Det[C]
,
Det[C] e´tant le de´terminant de la matrice C.
Le terme J(px) − ∑i J(pxi), forme´ de ne´guentropies, chiffre l’e´cart a` la
gaussianite´. Ce terme ne de´pend donc que des statistiques d’ordre supe´rieur a`
2.
Ces re´sultats nous indiquent que l’information mutuelle du vecteur
ale´atoire x est la somme de termes associe´s aux statistiques d’ordre 2 et de
termes qui font apparaˆıtre les proprie´te´s statistiques d’ordre supe´rieur a` 2.
Cette interpre´tation sera tre`s utile en se´paration de sources (chapitre 7).
1.6 Estimation des moments et cumulants
L’utilisation des statistiques d’ordre supe´rieur passe par leur estimation.
Ce paragraphe pre´sente quelques e´le´ments sur l’estimation, essentiellement
dans le cas scalaire. Commenc¸ons par une remarque.
Remarque sur le centrage Les de´veloppements the´oriques sont
ge´ne´ralement tre`s simplifie´s si les grandeurs ale´atoires en jeu sont centre´es.
Or, pratiquement, ceci n’est pas toujours le cas. Les traitements commencent
alors en ge´ne´ral par une e´tape de centrage des donne´es a` traiter. Lorsque le
nombre de donne´es est grand, on peut supposer que le centrage est effectue´e
de manie`re parfaite.
Nous supposerons dans la suite que les variables ale´atoires sont centre´es.
1.6.1 Estimation des moments
Soit x une variable ale´atoire scalaire centre´e, et xn, 1 ≤ n ≤ N , N
re´alisations de x. L’estimateur le plus simple des moments d’ordre r de x
est alors6
µ̂(r) =
1
N
N∑
n=1
xn
6Dans la suite, l’indice x relatif au nom de la variable est supprime´.
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Cet estimateur est e´videmment non biaise´ puisque E[µ̂(r)] = µ(r). De plus, si
les xn sont des re´alisations inde´pendantes de x, alors la variance de l’estimateur
est donne´ par V ar[µ̂(r)] = V ar[xr]/N . Une conclusion a` tirer de ce re´sultat est
que la variance de l’estimation d’une grandeur d’ordre r est en O2r/N , ou` O2r
est un terme d’ordre 2r.
Pour finir, notons que l’estimateur des moments est un estimateur consis-
tant puisque
lim
N→+∞
V ar[µ̂(r)] = 0
Ayant a` disposition des estimateurs des moments, nous pouvons construire des
estimateurs de cumulants, en utilisant la formule de Leonov et Shiryayev.
1.6.2 Estimation des cumulants
Une pre´sentation de´taille´e de la the´orie de l’estimation des cumulants
peut eˆtre trouve´e dans [115, 118, 148]. Nous nous contentons de de´velopper
quelques ide´es en nous appuyant sur l’estimation du cumulant d’ordre 4.
La premie`re ide´e pour estimer un cumulant est de tirer partie de la for-
mule de Leonov et Shiryayev, qui relie les cumulants aux moments. Un esti-
mateur de cumulant est obtenu en remplac¸ant dans cette formule les moments
par leurs estimateurs.
Le cumulant d’ordre 4 s’e´crit en fonction des moments selon
κ(4) = µ(4) − 3µ2(2).
Un estimateur de cumulant d’ordre 4 est alors
κ̂(4) = µ̂(4) − 3µ̂(2)2.
L’e´tude de cet estimateur commence par l’e´valuation de son biais.
Etude du biais Re´e´crivons l’estimateur sous la forme
κ̂(4) = f(N)
N∑
i=1
x4i + g(N)
N∑
i,j=1
x2ix
2
j , (1.9)
ou` f(N) = 1/N et g(N) = −3/N2. La moyenne de κ̂(4) est alors
E
[
κ̂(4)
]
= (Nf(N) + Ng(N))µ(4) + N(N − 1)g(N)µ2(2) (1.10)
soit encore
E
[
κ̂(4)
]
= κ(4) − 3(κ(4) + 2µ2(2))/N
L’estimateur est donc biaise´. Toutefois, le biais tend vers 0 lorsque le nombre
d’e´chantillons tend vers l’infini. Dans les situations pratiques ou` le nombre
de donne´es est grand, κ̂(4) est un estimateur approximativement non biaise´.
Toutefois, si l’e´chantillon est de taille courte, le biais peut devenir geˆnant.
Pour ces situations, il existe des estimateurs non biaise´s des cumulants : les
k-statistiques.
1.6. ESTIMATION DES MOMENTS ET CUMULANTS 35
k-statistique L’e´criture de κ̂(4) sous la forme (1.9) montre que les fonctions
f(N) et g(N) sont libres : on peut les choisir de sorte a` annuler le biais.
En reprenant l’e´quation (1.10), on s’aperc¸oit que le biais est nul si
Nf(N) + Ng(N) = 1 et N(N − 1)g(N) = −3,
conditions satisfaites par 
f(N) =
N + 2
N(N − 1)
g(N) =
−3
N(N − 1)
L’estimateur ainsi de´fini, appele´ k-statistique, est note´ k̂(4) et s’e´crit explicite-
ment
k̂(4) =
N + 2
N(N − 1)
N∑
i=1
x4i −
3
N(N − 1)
N∑
i,j=1
x2ix
2
j .
Les k-statistiques sont donc les estimateurs non biaise´ des cumulants. Elles se
de´finissent d’une fac¸on tre`s ge´ne´rale, pour des variables scalaires ou multidi-
mensionnelles. P. Mc Cullagh en fait un expose´ tre`s de´taille´ dans [148].
Examinons maintenant la variance d’estimation d’un cumulant d’ordre
4.
Variance d’estimation Les calculs de variance sont en ge´ne´ral fastidieux.
Des formules exactes existent (voir [115, 118, 148]), mais les re´sulats approche´s
suffisent pour caracte´riser l’estimation. On montre notamment qu’a` l’ordre
1/N , la variance de la k-statistique est
V ar
[
k̂(4)
]
=
1
N
(
κ(8) + 16κ(6)κ(2) + 48κ(5)κ(3) + 34κ
2
(4)
+ 72κ(4)κ
2
(2) + 144κ
2
(3)κ(2) + 24κ
4
(2)
)
,
ce re´sultat e´tant identique pour κ̂(4), estimateur approximativement non biaise´
du cumulant.
Les estimateurs des cumulants sont donc consistants puisque la variance
d’estimation tend vers 0 lorsque le nombre de donne´es tend vers l’infini.
Ayant caracte´rise´ les deux premiers ordres statistiques des estimateurs,
il est inte´ressant d’examiner les ordres supe´rieurs, afin de mieux caracte´riser
la distribution des erreurs commises.
Tendance vers la gaussianite´ Les cumulants d’ordre supe´rieur a` 2 des
estimateurs peuvent eˆtre calcule´s, mais les calculs deviennent extreˆmement
pe´nibles (nous renvoyons encore a` [115, 118, 148] pour plus de pre´cisions).
Toutefois, quelques arguments simples peuvent eˆtre avance´s.
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Tout d’abord, le cumulant d’ordre q de l’estimateur du cumulant d’ordre
r des termes dominants en 1/N q−1. Ceci montre que, asymptotiquement, les
cumulants d’ordre supe´rieur ou e´gal a` 3 s’annulent : l’estimateur tend a` de-
venir une variable ale´atoire gaussienne (notons que l’e´cart type de cette va-
riable de´croˆıt en
√
N). Ce re´sultat est inte´ressant, et est souvent a` la base de
me´thodes d’infe´rence statistique.
Toutefois, un examen un peu plus approfondi re´ve`le que le cumulant
d’ordre q de l’estimateur du cumulant d’ordre r se comporte comme Orq/N q−1,
ou` Orq est un terme statistique d’ordre rq. En ge´ne´ral, ce terme peut eˆtre tre`s
grand, de sorte que la convergence vers la loi gaussienne peut devenir tre`s
lente. L’utilisation de re´sultats asymptotiques pour des e´chantillons de taille
courte peut donc conduire a` des erreurs importantes lorsque l’on manipule des
statistiques d’ordre supe´rieur.
1.6.3 Estimation de l’asyme´trie et du kurtosis
En ce qui concerne les cumulants standardise´s, il n’existe pas d’estima-
teur non biaise´ qui soit inde´pendant de la distribution de la variable ale´atoire
e´tudie´e x. L’asyme´trie et le kurtosis, qui sont les grandeurs standardise´es qui
retiendront essentiellement notre inte´reˆt, seront estime´es par les grandeurs
biaise´es suivantes
K̂
x (3)
= k̂(3) / k̂(2)
3/2
,
K̂
x (4)
= k̂(4) / k̂(2)
2
.
Plus ge´ne´ralement, on conviendra de noter
K̂
x (r)
= k̂(r) / k̂(2)
r/2
. (1.11)
En raison de leur complexite´, les proprie´te´s statistiques des estimateurs stan-
dardise´s K̂
x (r)
de´finis en (1.11) ont e´te´ e´tudie´es seulement de fac¸on approche´e
pour de grandes valeurs de N [118, 148]. On notera en particulier qu’ils sont
biaise´s au premier ordre, et qu’ils sont corre´le´s (leur biais de´pend d’ailleurs des
cumulants d’ordre plus e´leve´) [115].
Toutefois, il existe des re´sultats exacts dans le cas gaussien. On montre
en effet [115, 140, 148]
E
[
K̂
x (3)
]
= 0,
E
[
K̂
x (4)
]
= 0,
V ar
[
K̂
x (3)
]
=
6N(N − 1)
(N − 2)(N + 1)(N + 3) ≈
6
N
,
V ar
[
K̂
x (4)
]
=
24N(N − 1)2
(N − 3)(N − 2)(N + 3)(N + 5) ≈
24
N
.
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Nous arreˆtons ici ce petit aperc¸u sur la the´orie de l’estimation des cu-
mulants. Encore une fois, nous invitons les lecteurs courageux a` consulter
[115, 118, 148].
1.6.4 Estimation re´cursive
Il est possible d’estimer les cumulants sans passer explicitement par l’in-
terme´diaire des moments. Donnons-en un exemple qui parlera de lui-meˆme.
Pour le cumulant d’ordre 4 d’une variable ale´atoire centre´e, nous pouvons en
effet adopter le sche´ma d’estimation
κ̂(4) =
1
N
N∑
n=1
[
x(n)4 − 3x(n)2 κ̂(2)
]
,
κ̂(2) =
1
M
M∑
m=1
x(m)2.
Ce type d’estimateur a e´te´ propose´ re´cemment par P.O. Amblard et J.M.
Brossier [14], et pre´sente un inte´reˆt dans une implantation re´cursive (en ligne).
Une version re´cursive est κ̂(2)t = (1− γt) κ̂(2)t−1 + γtx(t)
2
κ̂(4)t = (1− αt) κ̂(4)t−1 + αt
(
x(t)4 − 3x(t)2κ̂(2)t−1
)
.
Cet algorithme est asymptotiquement non biaise´ dans le cas d’un processus
i.i.d.. Ceci provient du fait que x(t)4 − 3x(t)2κ̂(2)t−1 est un estimateur sans
biais du cumulant d’ordre 4, dans le cas i.i.d. De plus, il est tre`s robuste vis-
a`-vis de γt. En effet, il est montre´ dans [14] que dans un contexte adaptif
pour lequel on choisit γt = γ et αt = α pour s’adapter aux non-stationnarite´s,
prendre γ = 1 ne pertube pas trop la variance asymptotique de l’estimation.
Ce choix permet d’estimer le cumulant directement en fonction des donne´es
par une seule re´cursion qui s’e´crit
κ̂(4)t = (1− α) κ̂(4)t−1 + α
(
x(t)4 − 3x(t)2x(t− 1)2
)
.
1.7 Conclusion
Nous avons axe´ cette pre´sentation rapide des statistiques d’ordre
supe´rieur sur les proprie´te´s utilise´es dans la suite de l’ouvrage. Ce sujet tre`s
vaste est aborde´ dans plusieurs ouvrages. Les lecteurs soucieux d’approfondir
leurs connaissances pourront se reporter a` [29, 36, 115, 148, 170], notamment
pour les proble`mes d’estimation dans le cas multivariable.
Nous avons ne´anmoins insiste´ sur certains aspects (comme les variables
complexes), qui nous semblent avoir be´ne´ficie´ de peu d’e´gard dans ces ouvrages.
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Premie`re partie
Signaux monodimensionnels
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Chapitre 2
Multicorre´lations et
multispectres
Les proprie´te´s d’ordre supe´rieur des signaux ale´atoires peuvent eˆtre
de´crites, comme le sont les proprie´te´s d’ordre 2, dans le domaine du temps ou
dans le domaine des fre´quences. L’e´tude dans le domaine du temps conduit aux
multicorre´lations, l’e´tude dans le domaine des fre´quences aux multispectres.
Les diffe´rentes situations expe´rimentales produisent divers types de si-
gnaux [147]. Les signaux ale´atoires sont de´crits par leurs proprie´te´s statis-
tiques : c’est a` partir des grandeurs moyennes associe´es a` ces signaux, mo-
ments et cumulants (chapitre 1), que l’on introduira de manie`re naturelle
les multicorre´lations et les multispectres. On rencontre e´galement des signaux
de´terministes : nous montrerons, a` partir des proprie´te´s d’ergodisme, comment
on peut e´tendre les de´finitions des multicorre´lations et des multispectres a` ces
signaux.
Le de´veloppement des moyens nume´riques de traitement conduit a` uti-
liser de plus en plus des signaux a` temps discret obtenus par e´chantillonnage
des signaux a` temps continu. Nous conside´rerons ces deux types de signaux : a`
temps discret et a` temps continu. Cela nous permettra de de´crire les signaux
naturels, issus du capteur, qui sont a` temps continu et les signaux utilise´s
en pratique par les syste`mes modernes de traitement qui sont dans la quasi-
totalite´ des cas a` temps discret.
2.1 Multicorre´lations
Les multicorre´lations sont de´finies a` partir des cumulants (chapitre 1)
d’ordre supe´rieur a` 2 comme la corre´lation est de´finie a` partir du cumulant
d’ordre 2 [36, 87, 121, 150, 162, 161]. Nous allons traiter d’abord le cas des
signaux a` temps continu. Nous pre´senterons ensuite le cas des signaux a` temps
discret.
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2.1.1 De´finitions
Soit un signal ale´atoire x(t) a` valeurs re´elles, la multicorre´lation d’ordre
p de x(t) est le cumulant d’ordre p des valeurs (variables ale´atoires) du signal
x(t) aux instants t0, t1, . . . , tp−1
C
x (p)
(t) = Cum[x(t0), x(t1), . . . , x(tp−1)], (2.1)
ou` t = (t0, t1, . . . , tp−1). Dans le cas ge´ne´ral la multicorre´lation d’ordre p est
fonction d’un temps absolu t0 et des p− 1 temps ti. Lorsque le signal x(t) est
stationnaire au sens strict, ses statistiques sont invariantes par changement de
l’origine des temps. Un des temps peut eˆtre pris comme origine (nous choisis-
sons t = t0 ici). La multicorre´lation n’est alors fonction que des p−1 e´carts de
temps τi = t− ti. La multicorre´lation d’ordre p est alors
C
x (p)
(τ ) = Cum[x(t), x(t + τ1), . . . , x(t + τp−1)].
ou` τ = (τ1, . . . , τp−1). On retrouve la corre´lation classique (cumulant d’ordre
2)
C
x (2)
(τ1) = Cum[x(t), x(t + τ1)],
la bicorre´lation (cumulant d’ordre 3)
C
x (3)
(τ1, τ2) = Cum[x(t), x(t + τ1), x(t + τ2)],
la tricorre´lation (cumulant d’ordre 4)
C
x (4)
(τ1, τ2, τ3) = Cum[x(t), x(t + τ1), x(t + τ2), x(t + τ3)] (2.2)
et ainsi de suite . . .
Les multicorre´lations, de´finies a` partir des cumulants, peuvent s’exprimer
en fonction des moments en utilisant les relations entre les cumulants et les
moments donne´es au chapitre 1. Lorsque les signaux sont centre´s, ce qui est
souvent le cas, la corre´lation et la bicorre´lation s’expriment directement en
fonction des moments
C
x (2)
(τ1) = E[x(t)x(t + τ1)],
C
x (3)
(τ1, τ2) = E[x(t)x(t + τ1)x(t + τ2)].
La tricorre´lation s’exprime en fonction du moment du quatrie`me ordre et de
la corre´lation
C
x (4)
(τ1, τ2, τ3) = E[x(t)x(t + τ1)x(t + τ2)x(t + τ3)]
− C
x (2)
(τ1)Cx (2) (τ2 − τ3)
− C
x (2)
(τ2)Cx (2) (τ3 − τ1)
− C
x (2)
(τ3)Cx (2) (τ1 − τ2).
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τ2t - τ2t - τ1+
τ1t + t + τ2t
τ1t - τ2+t - τ1t
t
Fig. 2.1 – Les diffe´rentes combinaisons de 3 instants donnant la meˆme bi-
corre´lation
Il est naturel de se demander, comme l’ont fait certains auteurs, si
la de´finition des multicorre´lations en fonction des moments ne serait pas
pre´fe´rable a` la de´finition en fonction des cumulants. Nous reviendrons sur ce
point en 2.1.3 et nous donnerons des arguments en faveur de la de´finition en
fonction des cumulants. Le terme multicorre´lation de´signera la multicorre´lation
de´finie a` partir du cumulant. Dans certaines situations il pourra eˆtre utile de
conside´rer les multicorre´lations de´finies en fonction des moments : nous les
introduirons en les de´nommant multicorre´lations des moments.
2.1.2 Syme´tries
Plac¸ons-nous dans le cas des signaux stationnaires. Dans cette situation,
les diffe´rents instants auxquels on pre´le`ve le signal pour calculer le cumulant
donnant la multicorre´lation jouent un roˆle syme´trique. On peut donc choi-
sir arbitrairement l’instant de re´fe´rence1. De meˆme, l’ordre dans lequel on fait
apparaˆıtre les diffe´rents retards comme arguments de la muticorre´lation est ar-
bitraire. Il existe donc un ensemble de valeurs identiques de la multicorre´lation.
Ceci entraˆıne, pour la multicorre´lation, des syme´tries dans l’espace des retards.
On peut e´valuer simplement le nombre de valeurs e´gales de la multi-
corre´lation en fonction de l’ordre. Conside´rons une multicorre´lation d’ordre p,
mettant en jeu p instants. Il y a p choix possibles de l’instant de re´fe´rence et,
pour chaque choix de l’instant de re´fe´rence, il y a (p− 1)! ordres possibles des
p − 1 autres instants. On voit ainsi qu’une multicorre´lation d’ordre p aura,
dans l’espace des retards, p! valeurs e´gales. Pour la corre´lation (p = 2), il y a
deux valeurs e´gales, ce qui se traduit par la syme´trie bien connue
C
x (2)
(τ1) = Cx (2) (−τ1).
1Nous verrons au chapitre 4 que la situation est diffe´rente dans le cas de signaux non
stationnaires.
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τ1
τ2
I
Fig. 2.2 – Zone de calcul de la bicorre´lation. La bicorre´lation dans tout le plan
se de´duit de la bicorre´lation dans la zone I par diffe´rentes syme´tries.
Il serait fastidieux de de´tailler les syme´tries des multicorre´lations dans le cas
ge´ne´ral. Pour illustrer notre propos, traitons le cas de la bicorre´lation pour
laquelle il y a 3! = 6 valeurs e´gales. En prenant l’origine en t on obtient
C
x (3)
(τ1, τ2) = Cx (3) (τ2, τ1).
En prenant l’origine en t + τ1 on obtient
C
x (3)
(τ1, τ2) = Cx (3) (−τ1, τ2 − τ1),
C
x (3)
(τ1, τ2) = Cx (3) (τ2 − τ1,−τ1).
En prenant l’origine en t + τ2 on obtient
C
x (3)
(τ1, τ2) = Cx (3) (−τ2, τ1 − τ2),
C
x (3)
(τ1, τ2) = Cx (3) (τ1 − τ2,−τ2).
La figure (2.1) montre comment on obtient ces diffe´rentes bicorre´lations a` partir
des valeurs du signal aux meˆmes instants en modifiant la date de l’instant
de re´fe´rence (indique´e par un cercle sur la figure (2.1)) et l’ordre des autres
instants.
Dans le plan τ1, τ2 les relations suivantes se traduisent par diffe´rentes
syme´tries. Il suffit alors de calculer la bicorre´lation dans le secteur I (figure
(2.2)). Cette remarque sera tre`s utile dans l’estimation des multicorre´lations.
2.1.3 Signaux a` me´moire limite´e
Pour pre´ciser la structure des multicorre´lations introduisons les signaux
a` me´moire limite´e. Cette situation donnera un premier e´le´ment de re´ponse a`
la question du choix entre les moments et les cumulants dans la de´finition des
multicorre´lations.
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Un signal x(t) sera dit a` me´moire limite´e s’il existe une valeur du temps
τM telle que si deux instants t1 et t2 sont se´pare´s par un retard supe´rieur a` τM
|t1 − t2| ≥ τM ,
alors x(t1) et x(t2), valeurs de ce signal aux instants t1 et t2, sont deux variables
ale´atoires inde´pendantes.
La multicorre´lation d’un signal a` me´moire limite´e est nulle lorsque deux,
au moins, des instants de re´fe´rence sont se´pare´s par un retard supe´rieur a`
τM . Ce re´sultat est issu d’une proprie´te´ des cumulants (chapitre 1) : lorsque
deux, au moins, des variables ale´atoires intervenant dans un cumulant sont
inde´pendantes le cumulant est nul. Cette proprie´te´ est assez naturelle : il
paraˆıt logique que les multicorre´lations d’un signal a` me´moire limite´e aient
un support limite´ dans l’espace des retards. Cette proprie´te´ est fausse pour les
multicorre´lations des moments, et ce re´sultat constitue un premier argument
en faveur de la de´finition des multicorre´lations a` partir des cumulants et non
des moments.
A titre d’exemple appliquons cette proprie´te´ a` la corre´lation et a` la bi-
corre´lation. La corre´lation C
x (2)
(τ1) d’un signal a` me´moire limite´e est nulle
si
|τ1| ≥ τM ,
et le support de la corre´lation est contenu dans le segment [−τM ,+τM ].
La bicorre´lation C
x (3)
(τ1, τ2) d’un signal a` me´moire limite´e est nulle de`s
que l’une des ine´galite´s suivantes est ve´rifie´e :
|τ1| ≥ τM
|τ2| ≥ τM
|τ1 − τ2| ≥ τM .
Le support de la bicorre´lation d’un signal a` me´moire limite´e est contenu dans
l’hexagone repre´sente´ sur la figure (2.3).
2.1.4 Signaux a` valeurs complexes
Il est inte´ressant de conside´rer le cas des signaux a` valeurs complexes que
l’on rencontre assez fre´quemment en traitement du signal, par exemple dans
le signal analytique, apre`s une transformation de Fourier ou en traitement
d’antenne. . .
Comme pour les signaux a` valeurs re´elles, la multicorre´lation d’ordre p+q
est un cumulant d’ordre p+ q mettant en jeu les valeurs du signal x(t) a` p+ q
instants. Lorsque le signal x(t) est a` valeurs complexes, on peut de´finir p + q
multicorre´lations diffe´rentes selon le nombre de termes complexes conjugue´s
[16, 109, 157]
C
x
(q)
(p)
(t) = Cum[x(t0), x(t1), . . . , x(tp−1), x∗(tp), . . . , x∗(tp+q−1)].
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τ2
τ1
τM
τM
τM-
τM-
Fig. 2.3 – L’hexagone de la bicorre´lation de signaux a` me´moire limite´e
La stationnarite´ rend cette multicorre´lation invariante par changement de l’ori-
gine des temps et ne de´pend que des p+q−1 e´carts de temps. Nous de´finissons
alors les multicorre´lations d’ordre p + q, du signal stationnaire x(t) par
C
x
(q)
(p)
(τ ) = Cum[x(t), x(t + τ1), . . . , x(t + τp−1),
x∗(t− τp), . . . , x∗(t− τp+q−1)].
ou` τ = (τ1, . . . , τp+q−1). Dans la notation propose´e, p est le nombre de termes
complexes non conjugue´s, q le nombre de termes complexes conjugue´s, et enfin,
les termes conjugue´s sont place´s apre`s les termes non conjugue´s.
Cette notation, qui peut paraˆıtre a priori complexe, a plusieurs avan-
tages. Son inte´reˆt essentiel est de mettre en e´vidence l’existence de p+ q mul-
ticorre´lations a priori diffe´rentes pour les signaux a` valeurs complexes2. Nous
montrerons sur des exemples l’existence de ces p + q multicorre´lations.
Cette notation englobe le cas des signaux a` valeurs re´elles pour lesquels
les p+ q multicorre´lations sont e´gales. C’est sans doute la raison qui a conduit
a` ne pas introduire de distinction entre les p + q multicorre´lations possibles.
Enfin notons, et nous y reviendrons, qu’il existe des classes de signaux pour
lesquelles certaines multicorre´lations sont nulles.
Indiquons enfin qu’il faut ajouter le retard dans les termes non conjugue´s
et le retrancher dans les termes conjugue´s pour conserver la relation de trans-
formation de Fourier (the´ore`me de Wiener-Kintchine [199]) entre les multi-
corre´lations et les multispectres [16].
Les multicorre´lations donnent une description des signaux dans le do-
maine des retards. Comme dans l’e´tude a` l’ordre 2 on peut se placer dans le
domaine des fre´quences : on obtient alors les multispectres.
2Il existe en fait des relations de conjugaisons entre certaines de ces multicorre´lation.
Pour cette raison, nous choisissons de ne jamais conjuguer le termes x(t) correspondant a`
l’instant de re´fe´rence.
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2.2 Multispectres
Les multispectres sont de´finis dans le cas de signaux ale´atoires sta-
tionnaires. Nous verrons au chapitre 4 comment on peut traiter le cas non
stationnaire par extension des repre´sentations temps-fre´quence. Les multis-
pectres sont obtenus par transformation de Fourier multidimensionnelle des
multicorre´lations. Nous allons, comme pour les multicorre´lations, envisager le
cas des signaux a` temps continu et des signaux a` temps discret. Le passage
du temps continu au temps discret nous conduira a` revenir sur le the´ore`me
d’e´chantillonnage. Nous pre´senterons le cas des signaux a` valeurs re´elles avant
d’e´tendre les de´finitions aux signaux a` valeurs complexes. Pour donner le sens
physique des multispectres, nous ferons appel a` la repre´sentation fre´quentielle
des signaux ale´atoires stationnaires ou repre´sentation de Crame´r [29, 60]. Rap-
pelons rapidement, sans entrer dans une analyse the´orique comple`te, les fon-
dements de cette repre´sentation.
2.2.1 La repre´sentation de Crame´r
Les signaux de´terministes x(t) utiles pour le praticien ont, en ge´ne´ral,
une transforme´e de Fourier X(ν) qui peut eˆtre une fonction ou une distribu-
tion. X(ν) est de´nomme´e la repre´sentation fre´quentielle du signal x(t). On sait
que la repre´sentation temporelle x(t) ou la repre´sentation fre´quentielle X(ν)
contiennent toutes les informations sur le signal. Enfin le module et la phase
du nombre complexe X(ν) sont le module et la phase de la composante du
signal x(t) a` la fre´quence ν. Cette de´composition du signal sur la base des
fre´quences pures est tre`s utile, particulie`rement dans tous les proble`mes de
filtrage line´aire. La transformation de Fourier inverse
x(t) =
∫ +∞
−∞
X(ν)e2piνtdν,
permet d’interpre´ter le signal x(t) comme une somme d’exponentielles
e´ternelles (fre´quences pures) d’amplitude complexe X(ν).
La de´finition de la repre´sentation fre´quentielle des signaux ale´atoires est
plus de´licate. En effet la transformation de Fourier, donnant la repre´sentation
fre´quentielle des signaux ale´atoires par
X(ν) =
∫ +∞
−∞
x(t)e−2piνtdt,
n’est pas convergente, en moyenne quadratique, lorsque x(t) est un signal
ale´atoire stationnaire.
On trouvera dans Crame´r [60] et Blanc-Lapierre [29] la pre´sentation
des re´sultats suivants qui e´tendent aux signaux ale´atoires la notion de
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repre´sentation fre´quentielle. Tout signal ale´atoire stationnaire x(t), apparte-
nant a` la classe f (2) (voir le paragraphe 2.9.2 et [29]), peut s’e´crire selon l’ex-
pression inte´grale
x(t) =
∫
e2piνtdX(ν).
La difficulte´ vient de la nature mathe´matique de dX(ν) qui est une mesure
(au sens mathe´matique) ale´atoire. dX(ν) est appele´ incre´ment spectral a` la
fre´quence ν. Les proprie´te´s de dX(ν) sont donne´es en ge´ne´ral a` l’ordre 2 (nous
allons ge´ne´raliser plus loin). On a
E[dX(ν)] = 0,
et
E[dX(ν0)dX
∗(ν1)] = Sx (2) (ν0)δ(ν1 − ν0)dν0dν1, (2.3)
ou` S
x (2)
(ν0) est la densite´ spectrale de puissance du signal3 x(t). Cette relation
nous montre que
– deux composantes de fre´quence diffe´rente sont de´corre´le´es,
– la puissance du signal x(t) est
Px =
∫ +∞
−∞
S
x (2)
(ν0)dν0 =
∫ +∞
−∞
E[|dX(ν0)|2];
E[|dX(ν0)|2] est donc la puissance du signal x(t) dans la bande dν.
On peut donner une image intuitive plus simple de dX(ν) [29]. Conside´rons
une batterie de filtres tre`s se´lectifs disjoints, recouvrant l’axe des fre´quences.
Appliquons le signal ale´atoire x(t) a` l’entre´e de ces filtres. Soit Fν [x(t)] la sortie
du filtre centre´ sur la fre´quence ν. Lorsque la bande passante des filtres tend
vers 0 la sortie du filtre centre´ sur la fre´quence ν tend vers Fν(ν)e2piνtdX(ν),
Fν(ν) e´tant le gain complexe du filtre Fν . L’e´quation (2.3), associe´e aux rela-
tions de filtrage, nous indique que
– les sorties de deux filtres disjoints sont de´corre´le´es,
– la puissance de la sortie du filtre Fν0 est
E[|Fν0(x(t)|2] , Sx (2) (ν0)
∫
|Fν0(ν)|2dν,
soit, en normalisant le gain complexe du filtre,
E[|Fν0(x(t)|2] , Sx (2) (ν0)∆ν.
La puissance de la sortie d’un filtre est donc le spectre du signal multiplie´ par
la bande passante du filtre.
3En ge´ne´ral on suppose que le signal e´tudie´ posse`de une densite´ spectrale, on pourrait
ge´ne´raliser en admettant que S
x (2)
(ν0) peut eˆtre une distribution. . .
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2.2.2 De´finition des multispectres
Le multispectre d’ordre p existe si la multicorre´lation d’ordre p admet
une transforme´e de Fourier a` p dimensions au sens des fonctions ou au sens
des distributions.
Le multispectre d’ordre p est4 [36, 176] :
S
x (p)
(ν) =
∫
C
x (p)
(τ ) exp{−2piνTτ}dτ . (2.4)
ou` ν = (ν1, ν2, . . . , νp−1) et τ = (τ1, τ2, . . . , τp−1). On peut revenir a` la multi-
corre´lation a` partir du multispectre par transformation de Fourier inverse
C
x (p)
(τ ) =
∫
S
x (p)
(ν) exp{2piνTτ}dν. (2.5)
2.2.3 Multispectres et repre´sentation de Crame´r
Le signal stationnaire x(t) ayant une repre´sentation de Crame´r dX(ν)
x(t) =
∫
e2piνtdX(ν),
la multicorre´lation d’ordre p de ce signal est
C
x (p)
(τ ) = Cum[x(t), x(t + τ1), . . . , x(t + τp−1)]
=
∫
Cum [dX(ν0), dX(ν1), . . . , dX(νp−1)]
× e2pi(
∑p−1
i=0
νit+
∑p−1
i=1
νiτi).
(2.6)
Le signal e´tant stationnaire, sa multicorre´lation ne doit pas de´pendre de t.
Cette condition de stationnarite´ impose
ν0 +
p−1∑
i=1
νi = 0. (2.7)
Cette relation de´finit un hyperplan de´nomme´ multiplicite´ stationnaire [169].
En identifiant les inte´grants dans les relations (2.6) et (2.5) on obtient
Cum [dX(ν0), dX(ν1), . . . , dX(νp−1)] = Sx (p) (ν)δ
p−1∑
i=0
νi
 dν0 . . . dνp−1, (2.8)
qui ge´ne´ralise la relation (2.3) pour les statistiques d’ordre supe´rieur a` 2.
4Les inte´grales sont prises de −∞ a` +∞, sauf mention explicite. De plus les inte´grales
multiples sont repre´sente´es sous forme d’un seul signe somme –s’il n’y a pas ambigu¨ıte´– et
les e´le´ments diffe´rentiels note´s sous forme vectorielle.
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2.2.4 Moments ou cumulants ?
Dans la relation (2.8) le multispectre est issu du cumulant des compo-
santes spectrales dX(ν). Voyons qu’elle serait la de´finition des multispectres a`
partir des moments.
Avant de donner une formulation ge´ne´rale limitons-nous aux ordres
infe´rieurs ou e´gaux a` 3. Lorsque le signal e´tudie´ est centre´, les moments et
les cumulants d’ordre 2 et 3 sont identiques. La de´finition du spectre et du bis-
pectre, pour des signaux centre´s, peut eˆtre faite en remplac¸ant les cumulants
apparaissant dans (2.8) par des moments : c’est pour cette raison que la dis-
tinction entre moments et cumulants n’est pas introduite dans la pre´sentation
du spectre ou du bispectre.
Le cas du trispectre est diffe´rent. Soit un signal x(t) centre´, la tri-
corre´lation des moments est
C ′
x (4)
(τ1, τ2, τ3) = E [x(t)x(t + τ1)x(t + τ2)x(t + τ3)] ,
et elle s’e´crit en fonction de la tricorre´lation et de la corre´lation5 selon
C ′
x (4)
(τ1, τ2, τ3) = Cx (4) (τ1, τ2, τ3) + Cx (2) (τ1)Cx (2) (τ2 − τ3)
+ C
x (2)
(τ2)Cx (2) (τ3 − τ1)
+ C
x (2)
(τ3)Cx (2) (τ1 − τ2).
(2.9)
En appliquant une transformation de Fourier 3D a` la tricorre´lation des mo-
ments on obtient le trispectre des moments
S ′
x (4)
(ν1, ν2, ν3) = Sx (4) (ν1, ν2, ν3) + Sx (2) (ν1)Sx (2) (ν2) δ(ν2 + ν3)
+ S
x (2)
(ν2)Sx (2) (ν1) δ(ν1 + ν3)
+ S
x (2)
(ν3)Sx (2) (ν1) δ(ν1 + ν2).
(2.10)
La relation (2.10) entre le trispectre des moments et le trispectre indique que
le trispectre de moments introduit des singularite´s sur les plans
ν1 + ν2 = 0
ν1 + ν3 = 0
ν2 + ν3 = 0.
Notons qu’a` l’exte´rieur de ces plans il y a e´galite´ entre les deux trispectres.
Pour un signal gaussien, le trispectre est nul. Le trispectre des moments d’un
signal gaussien est donc nul en dehors des plans de´finis ci-dessus. Pour un
multispectre d’ordre quelconque le sous-espace contenant le multispectre des
moments d’un signal gaussien est de´nomme´ multiplicite´ gaussienne [169].
5Par corre´lation, sans autre pre´cision, nous entendons corre´lation des cumulants.
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Dans le cas du trispectre, si nous n’avions pas conside´re´ un signal centre´
la pre´sence de la moyenne aurait introduit des singularite´s sur les axes et a`
l’origine des fre´quences.
De manie`re ge´ne´rale on peut montrer que le multispectre d’ordre p, de´fini
a` partir des moments, est e´gal au multispectre de´fini a` partir des cumulants
presque partout dans l’espace a` p dimensions des fre´quences. Cela signifie que
les ensembles de points sur lesquels les deux multispectres sont diffe´rents sont
de dimension infe´rieure a` p.
Ces remarques seront utiles quand nous pre´senterons les me´thodes d’esti-
mation des multispectres. Nous verrons alors que la pre´sence de singularite´s est
tre`s geˆnante : on sait bien qu’avant d’estimer la densite´ spectrale il faut retirer
la valeur moyenne. Ce re´sultat constitue un nouvel argument en faveur de la
de´finition des multicorre´lations et des multispectres a` partir des cumulants.
2.2.5 Multispectres syme´triques
La multicorre´lation C
x (p)
(τ ) met en jeu p valeurs du signal en temps. Il
serait logique de disposer d’un objet fre´quentiel faisant apparaˆıtre p valeurs de
la fre´quence. Cet objet est appele´ multispectre syme´trique, et est la transforme´e
de Fourier de la multicorre´lation “ge´ne´rale” (2.1). Il est note´ Σ
x (p)
(ν0,ν) avec
ν = (ν1, ..., νp−1). Il est alors relie´ aux incre´ments spectraux par la relation [36]
Σ
x (p)
(ν0,ν)dν0dν = Cum[dX(ν0), dX(ν1), . . . , dX(νp−1)]. (2.11)
La relation (2.7) nous montre que, par suite de la stationnarite´ dans
l’espace fre´quentiel a` p dimensions (ν0, ν1, ...νp−1), le multispectre syme´trique
est nul en dehors de la multiplicite´ stationnaire [169] de´finie par
p−1∑
i=0
νi = 0.
Le “confinement” du multispectre a` la multiplicite´ stationnaire vient de la
proprie´te´ de stationnarite´ du signal. Ainsi il est bien connu que le spectre
(dsp) de signaux stationnaires est de´fini sur la ligne ν0 + ν1 = 0 du plan ν0, ν1.
On reliera la forme syme´trique et la forme non syme´trique du multis-
pectre par
Σ
x (p)
(ν0,ν) = Sx (p) (ν)δ(ν0 +
p−1∑
i=1
νi), (2.12)
ou` ν = (ν1, ν2, ..., νp−1).
2.2.6 Circularite´ des composantes spectrales
Les relations (2.11) et (2.12) montrent que le cumulant d’ordre p des
composantes spectrales est nul en dehors de la multiplicite´ stationnaire. Cette
52 CHAPITRE 2. MULTICORRE´LATIONS ET MULTISPECTRES
proprie´te´ de´coule de la stationnarite´ des signaux. Pour toute fre´quence ν non
nulle, la condition
∑p−1
i=0 νi = 0 n’est pas satisfaite si le cumulant est calcule´
avec un nombre diffe´rent de composantes conjugue´es et non conjugue´es. En
conse´quence, pour toutes les fre´quences non nulles, les composantes spectrales
d’un processus stationnaire sont complexes circulaires.
2.2.7 Syme´tries
Comme les multicorre´lations, dont ils sont la transforme´e de Fourier mul-
tidimensionnelle, les multispectres ont des proprie´te´s de syme´trie. On trouvera
donc pour le multispectre d’ordre p, p! points, dans l’espace des fre´quences, ou`
les valeurs du multispectre sont e´gales. On sait que le spectre est pair :
S
x (2)
(ν) = S
x (2)
(−ν).
Il suffit donc de calculer le spectre pour les fre´quences positives.
Pour le bispectre on a les relations
S
x (3)
(ν1, ν2) = Sx (3) (ν2, ν1),
S
x (3)
(ν1, ν2) = Sx (3) (ν1,−ν1 − ν2),
S
x (3)
(ν1, ν2) = Sx (3) (−ν1 − ν2, ν1),
S
x (3)
(ν1, ν2) = Sx (3) (ν2,−ν1 − ν2),
S
x (3)
(ν1, ν2) = Sx (3) (−ν1 − ν2, ν2).
Il suffit alors de connaˆıtre le bispectre sur le domaine {ν1 ≥ 0} ∩ {ν2 ≥ 0} ∩
{ν2 ≤ ν1} pour le connaˆıtre partout.
2.2.8 Interpre´tation des multispectres
L’interpre´tation “physique” des spectres est classique : ils de´crivent la
re´partition de la puissance du signal en fonction de la fre´quence. Les multis-
pectres quant a` eux donnent une description des relations statistiques exis-
tant entre les composantes du signal e´tudie´ a` diffe´rentes fre´quences. Ces re-
lations sont, en particulier, l’indicateur de transformations non line´aires dans
la construction des signaux (ceci est de´veloppe´ au chapitre 5). Ainsi si nous
modulons (multiplions) un signal a` la fre´quence ν1 par un signal a` la fre´quence
ν2 il apparaˆıt une composante a` la fre´quence ν1 + ν2. On a vu plus haut que si
le signal est stationnaire les composantes du signal sont de´corre´le´es. L’e´tude,
classique, a` l’ordre 2, ne peut donc pas mettre en e´vidence les relations exis-
tant entre les fre´quences ν1, ν2 et ν1 + ν2. Par contre le bispectre de ces trois
signaux aura une valeur non nulle pour la bi-fre´quence ν1, ν2. Il permettra ainsi
de mettre en e´vidence la relation entre les trois fre´quences ν1, ν2 et ν1 + ν2.
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2.2.9 Signaux a` valeurs complexes
Comme pour les multicorre´lations il existe, dans ce cas, p + q multis-
pectres diffe´rents d’ordre p + q qui sont les transforme´es de Fourier multidi-
mensionnelles des p+ q multicorre´lations6 [16]. On a donc, pour un signal x(t)
stationnaire, a` valeurs complexes
S
x
(q)
(p)
(ν) =
∫
C
x
(q)
(p)
(τ ) exp{−2piνTτ}dτ ,
ou` ν = (ν1, . . . , νp+q−1) et τ = (τ1, . . . , τp+q−1). La relation (2.8) devient
Cum [dX(ν0), dX(ν1), . . . , dX(νp−1), dX∗(νp), . . . , dX∗(νp+q−1)] =
S
x
(q)
(p)
(ν)δ(ν0 +
p−1∑
i=1
νi −
p+q−1∑
j=p
νj)dν0dν1 . . . dνp+q−1.
La stationnarite´ impose alors
ν0 +
p−1∑
i=1
νi −
p+q−1∑
j=p
νj = 0,
et on obtient donc en notations syme´triques
Σ
x
(q)
(p)
(ν0,ν) = Sx
(q)
(p)
(ν)δ(ν0 +
p−1∑
i=1
νi −
p+q−1∑
j=p
νj)
ou` le multispectre syme´trique est de´fini par
Σ
x
(q)
(p)
(ν0,ν) =
∫
C
x
(q)
(p)
(t)e2pi(
∑p−1
k=0
νiti−
∑p+q−1
k=p
νiti)dt,
t e´tant (t0, . . . , tp+q−1).
Il y a, dans ce cas, p + q multiplicite´s stationnaires. La multiplicite´ sta-
tionnaire M qp est de´finie par
p−1∑
i=0
νi −
p+q−1∑
j=p
νj = 0.
A titre d’illustration conside´rons le cas des signaux analytiques et des signaux
circulaires.
6Rappelons que les termes conjugue´s sont place´s apre`s les termes non complexes
conjugue´s, et que le premier terme de la multicorre´lation, x(t), n’est par convention jamais
conjugue´.
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Signaux analytiques A un signal a` valeurs re´elles x(t) on associe un signal
a` valeurs complexes z(t) par les relations
Z(ν) = 2X(ν) pour ν ≥ 0,
Z(ν) = 0 pour ν < 0.
On sait que l’on peut obtenir le signal analytique en utilisant un filtre de
quadrature ou une transformation de Hilbert [166] .
De tels signaux sont utilise´s, en particulier, en te´le´communication et dans
l’analyse temps-fre´quence.
Les signaux analytiques ne contenant que des fre´quences positives ont une
repre´sentation de Crame´r nulle pour les fre´quences ne´gatives. Les incre´ments
spectraux dX(νi), 1 ≤ i ≤ p+q−1 intervenant dans le multispectre syme´trique
sont donc non nuls dans le domaine DA ve´rifiant
νi > 0 1 ≤ i ≤ p + q − 1.
La multiplicite´ stationnaire du multispectre sans composante complexe
conjugue´e, Mpp , du signal analytique est de´finie par
2p−1∑
i=0
νi = 0.
La multiplicite´ stationnaire Mpp et le domaine DA ont une intersection
nulle : ceci montre que la multicorre´lation C
z
(p)
(p)
(τ ) et le multispectre S
z
(p)
(p)
(ν)
sont nuls pour des signaux analytiques stationnaires.
Ceci e´tend un re´sultat connu a` l’ordre 2. On sait que la corre´lation
C
z (2)
(τ) = E[z(t)z(t − τ)],
et le spectre associe´ sont nuls pour un signal analytique.
Signaux circulaires Les signaux circulaires sont des signaux a` valeurs com-
plexes dont les valeurs prises a` un certain nombre d’instants, quelconques pour
des signaux circulaires au sens strict, ou jusqu’a` p pour des signaux circulaires
d’ordre p, sont des variables ale´atoires circulaires [171] (chapitre 1).
Il re´sulte des proprie´te´s des variables ale´atoires circulaires que pour ces
signaux toutes les multicorre´lations C
x
(q)
(p)
(τ ) et tous les multispectres S
x
(q)
(p)
(ν)
qui ne ve´rifient pas la condition q = p sont nuls.
Apre`s avoir de´fini les multicorre´lations et les multispectres, voyons com-
ment ils se transforment par filtrage line´aire.
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2.3 Filtrage line´aire
Les statistiques d’ordre supe´rieur ont une grande importance pour l’e´tude
des syste`mes line´aires (chapitre 3). Nous examinons dans ce paragraphe les
transformations subies par les multicorre´lations et les multispectres lors d’un
filtrage line´aire. Commenc¸ons dans le domaine fre´quentiel.
2.3.1 Relations de filtrage en fre´quence.
Plutoˆt que de donner in-extenso les formules de filtrage, ce qui conduit a`
des expressions arides et assez peu lisibles, nous allons de´tailler le me´canisme
de construction de la relation reliant le multispectre de la sortie au multispectre
de l’entre´e.
Soit le signal y(t) issu du filtrage du signal x(t) par le filtre de gain
complexe A(ν). La relation entre la repre´sentation de Crame´r [36] de l’entre´e
et de la sortie s’e´crit
dY (ν) = A(ν)dX(ν). (2.13)
Connaissant le multispectre de l’entre´e S
x
(q)
(p)
(ν), nous cherchons le multis-
pectre de la sortie S
y
(q)
(p)
(ν). Toutes les formules de filtrage se de´duisent des
remarques suivantes.
Dans un multispectre, il apparaˆıt trois types de situations pour les si-
gnaux :
– le signal conside´re´ occupe la premie`re place, c’est le signal que nous
avons convenu de ne pas remplacer par son complexe conjugue´.
– le signal conside´re´ n’occupe pas la premie`re place et n’est pas complexe
conjugue´.
– le signal conside´re´ n’occupe pas la premie`re place et est complexe
conjugue´.
Appelons νi (i = 0, . . . , p − 1) les fre´quences associe´es aux signaux non com-
plexes conjugue´s et νj (j = p, . . . , p+q−1) les fre´quences associe´es aux signaux
complexes conjugue´s. En utilisant la relation entre´e-sortie des repre´sentations
de Crame´r donne´e par (2.13) et le multispectre exprime´ comme un cumulant
des repre´sentations de Crame´r (voir le paragraphe 2.2.9) on voit que le mul-
tispectre de la sortie est le multispectre de l’entre´e multiplie´ par :
– A(−∑i νi + ∑j νj) : c’est l’effet du filtrage sur le premier terme, la
composante fre´quentielle de ce terme est −∑i νi +∑j νj par suite du
confinement sur la multiplicite´ stationnaire,
– A(νi) pour chacun des termes non complexes conjugue´s ; c’est l’effet
de filtrage de chacun de ces termes,
– A∗(νj) pour chacun des termes complexes conjugue´s ; c’est l’effet de
filtrage de ces termes.
56 CHAPITRE 2. MULTICORRE´LATIONS ET MULTISPECTRES
L’application de ces re`gles permet de re´soudre tous les proble`mes de filtrage.
Examinons quelques exemples simples.
Le spectre S
y (2)
(ν) du signal filtre´ est issu du spectre du signal d’entre´e
multiplie´ par A(ν) par suite du filtrage du terme non complexe conjugue´ et
par A(−ν) par suite du filtrage du premier terme, on obtient donc :
S
y (2)
(ν) = A(ν)A(−ν)S
x (2)
(ν) ;
pour des signaux a` valeurs re´elles on a A(−ν) = A∗(ν), donnant la formule
connue
S
y (2)
(ν) = A(ν)A∗(ν)S
x (2)
(ν) = |A(ν)|2 S
x (2)
(ν). (2.14)
Pour le bispectre S
y (3)
(ν1, ν2) il faut multiplier par A(ν1), A(ν2) et A(−ν1−ν2)
donnant
S
y (3)
(ν1, ν2) = A(ν1)A(ν2)A(−ν1 − ν2)Sx (3) (ν1, ν2), (2.15)
soit, pour des signaux a` valeurs re´elles
S
y (3)
(ν1, ν2) = A(ν1)A(ν2)A
∗(ν1 + ν2)Sx (3) (ν1, ν2). (2.16)
La comparaison de (2.14) et (2.16) est inte´ressante car elle introduit une
des proprie´te´s pratiques importantes du bispectre. Dans (2.14) la phase du
filtre disparaˆıt : on sait qu’il est impossible de retrouver la phase d’un filtre a`
partir du spectre de la sortie. Dans (2.16) en appelant Φ(ν) la phase du filtre
et Ψx(ν1, ν2) et Ψy(ν1, ν2) la phase du bispectre de x et de y on a la relation :
Ψy(ν1, ν2) = Φ(ν1) + Φ(ν2)− Φ(ν1 + ν2) +Ψx(ν1, ν2),
montrant que le bispectre contient des informations sur la phase du filtre. Cette
proprie´te´ sera utilise´e au chapitre 3 pour l’identification aveugle d’un filtre.
2.3.2 Relations de filtrage en temps
En temps la relation sortie-entre´e est une convolution qui s’e´crit, pour
les diffe´rentes composantes,
y(t) =
∫ +∞
−∞
a(u)x(t− u)du.
On en de´duit, par suite de leur proprie´te´ de multiline´arite´, la formule de
filtrage des cumulants [161]. Le cumulant d’ordre 2 de signaux scalaires re´els
filtre´s par un filtre de re´ponse impulsionnelle a(t) est
Cum [y(t0), y(t0 + τ)] =
∫ ∫
a(u0)a(u1)
× Cum [x(t0 − u0)x(t0 + τ − u1)] du0du1,
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donnant pour la corre´lation de ces signaux
C
y (2)
(τ) =
∫ ∫
a(u0)a(u1)Cx (2) (τ + u0 − u1)du0du1.
En proce´dant de meˆme, la bicorre´lation de la sortie s’e´crit
C
y (3)
(τ1, τ2) =
∫ ∫ ∫
a(u0)a(u1)a(u2)
× C
x (3)
(τ1 + u0 − u1, τ2 + u0 − u2)du0du1du2.
Un cumulant d’ordre 2 de signaux a` valeurs complexes filtre´s par un filtre
de re´ponse impulsionnelle a(k) est
Cum [y(t0), y∗(t0 − τ)] =
∫ ∫
a(u0)a
∗(u1)
× Cum [x(t0 − u0), x∗(t0 − τ − u1)] du0du1.
donnant pour la corre´lation correspondante
C
y
(1)
(1)
(τ) =
∫ ∫
a(u0)a
∗(u1)Cx
(1)
(1)
(−τ + u0 − u1)du0du1.
Pour une bicorre´lation, la relation entre´e-sortie est
C
y
(1)
(2)
(τ1, τ2) =
∫ ∫ ∫
a(u0)a(u1)a
∗(u2)
× C
x
(1)
(2)
(τ1 + u0 − u1,−τ2 + u0 − u2)du0du1du2.
On peut facilement ge´ne´raliser ces re´sultats par extrapolation : nous lais-
serons ce plaisir au lecteur . . .
2.4 Echantillonnage et signaux a` temps discret
Ce paragraphe examine l’extension aux signaux a` temps discret de la
notion de multicorre´lation et de multispectre.
2.4.1 L’e´chantillonnage
Les capteurs nous donnent des signaux x(t) de´pendant continuˆment du
temps. On utilise de plus en plus des syste`mes de traitement nume´riques
(ordinateurs, microprocesseurs) qui traitent des suites de nombres7. Pour
rendre un signal a` temps continu accessible a` un syste`me nume´rique nous
devons pre´lever un certain nombre de ses valeurs (e´chantillons). Cette
ope´ration d’e´chantillonnage peut eˆtre pratique´e de diverses manie`res [147].
7Nous ne conside´rerons pas ici la quantification de ces nombres qui re´sulte du nombre
fini de de´cimales.
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Ge´ne´ralement on re´alise un e´chantillonnage re´gulier qui consiste a` pre´lever des
e´chantillons re´gulie`rement re´partis dans le temps. L’e´cart de temps TE qui
se´pare deux e´chantillons successifs est la pe´riode d’e´chantillonnage. La pe´riode
d’e´chantillonnage est fixe´e par une horloge dont la pre´cision est force´ment li-
mite´e. Les e´ventuelles erreurs d’horloge constituent le phe´nome`ne de gigue qui
vient perturber l’e´chantillonnage. Nous admettrons que ces erreurs sont assez
faibles pour pouvoir eˆtre ne´glige´es. Nous re´aliserons ainsi un e´chantillonnage
re´gulier parfait.
Le the´ore`me d’e´chantillonnage [147] nous indique que l’on peut reconsti-
tuer un signal a` temps continu a` partir du signal a` temps discret, signal obtenu
par e´chantillonnage, si le signal a` temps continu a une largeur de bande limite´e
par B (X(ν) = 0 si |ν| ≤ B) et si la pe´riode d’e´chantillonage ve´rifie la condi-
tion de Shannon
TE ≤ 1
2B
.
Dans ces conditions on peut reconstituer la corre´lation a` temps continu
a` partir de la corre´lation a` temps discret. Par transformation en fre´quences
re´duites de la corre´lation a` temps discret on obtient exactement la densite´
spectrale du signal a` temps continu.
Ces re´sultats importants montrent que, a` l’ordre 2, on ne perd pas
d’informations sur le signal e´tudie´ si il ve´rifie les conditions du the´ore`me
d’e´chantillonnage.
Nous nous inte´ressons ici a` des caracte´ristiques d’ordre supe´rieur a` 2 :
multicorre´lations et multispectre. Comment ces caracte´ristiques sont-elles af-
fecte´es par l’e´chantillonnage ?
L’e´tude des signaux a` largeur de bande limite´e nous permettra de poser
le proble`me. Nous montrerons que les conditions d’e´chantillonnage sont plus
strictes lorsque l’on s’inte´resse a` des multicorre´lations ou a` des multispectres
d’ordre supe´rieur a` 2 [129, 130]. Nous terminerons par l’e´tude du filtrage des
signaux a` temps discret par des filtres nume´riques (e´chantillonne´s, digitaux).
2.4.2 Signaux a` bande limite´e et e´chantillonnage
Soit un signal x(t) dont les multicorre´lations, a` tous les ordres, sont
des impulsions de Dirac a` l’origine. Les multispectres de ce signal sont des
constantes. On appellera ce signal un signal blanc a` tous les ordres ou signal
blanc au sens fort. Notons au passage – on en trouvera une pre´sentation plus
de´taille´e dans [34] et nous en reparlerons au chapitre 3 – que la notion de
blancheur se complique quand on s’inte´resse a` des caracte´ristiques d’ordre
supe´rieur a` 2. On peut de´finir des signaux blancs jusqu’a` un certain ordre.
Le signal blanc parfait est blanc a` tous les ordres. Les signaux gaussiens sont
particuliers ; pour ces signaux dont tous les cumulants d’ordre supe´rieur a` 2
sont nuls la blancheur a` l’ordre 2 entraˆıne la blancheur parfaite.
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Fig. 2.4 – Support du bispectre des signaux a` bande limite´e
Filtrons le signal blanc x(t) par un filtre passe-bas ide´al dont le gain
complexe F (ν) est une fonction porte de largeur8 2B :
F (ν) = Π2B(ν),
nous construisons ainsi un signal xB(t) a` bande limite´e a` B. Les multispectres
de ce signal sont donne´s par les relations de filtrage en fre´quence (voir 2.3.1).
Conside´rons, pour simplifier la discussion, le bispectre
S
xB (3)
(ν1, ν2) = Sx (3)F (ν1)F (ν2)F
∗(ν1 + ν2),
S
x (3)
e´tant le bispectre de x(t).
Le bispectre de xB(t) est e´gal a` Sx (3) dans l’hexagone repre´sente´ sur la
figure (2.4) et il est e´gal a` 0 ailleurs. Conside´rons le pseudo-signal a` temps
continu xE(t) obtenu a` partir des e´chantillons de xB(t)
xE(t) =
∑
n
xB(nTE)δ(t− nTE).
Comme a` l’ordre 2, le bispectre de xE(t) est pe´riodise´ dans le plan ν1, ν2.
On pourrait eˆtre tente´ de croire que l’on peut retrouver sans erreur le bispectre
du signal a` temps continu de`s que la pe´riode d’e´chantillonnage ve´rifie la condi-
tion de Shannon9. Il n’en est pas ainsi et cela est montre´ dans [129, 130]. La
raison est que, contrairement au cas de l’ordre 2, les multispectres d’ordre
supe´rieur font intervenir simultane´ment plusieurs fre´quences. Le bispectre
S
x (3)
(ν1, ν2), par exemple, fait appel aux fre´quences ν1, ν2 et ν1+ν2. Ce sont les
repre´sentations de Crame´r qui sont en fait pe´riodise´es et pour que le bispectre
soit non nul il suffit que les trois fre´quences ν1, ν2 et ν1 + ν2 soient situe´es
dans un des segments de l’axe des fre´quences sur lesquels la repre´sentation de
Crame´r est non nulle. En examinant la figure (2.5) on s’aperc¸oit que ceci peut
8Ce filtre est irre´alisable mais on peut l’approcher aussi pre`s que l’on veut.
9Dans ce cas, les diffe´rents motifs obtenus par pe´riodisation ne se chevauchent pas
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Fig. 2.5 – Repre´sentation de Crame´r des signaux a` bande limite´e
e´chantillonne´s
se re´aliser si ν1 ≤ B, ν2 ≤ B et νE − B ≤ ν1 + ν2 ≤ νE + B ou` νE = 1/TE est
la fre´quence d’e´chantillonnage. Le cas le plus de´favorable est celui pour lequel
ν1 = B, ν2 = B. Pour que, dans ce cas, ν1 + ν2 ne soit pas dans le segment
[νE − B, νE + B] il faut que B ve´rifie
2B ≤ νE − B,
soit
B ≤ 1
3
νE. (2.17)
Pour retrouver, apre`s e´chantillonnage le motif du bispectre du signal a` temps
continu dans le carre´
|ν1| ≤ νE
2
et |ν2| ≤ νE
2
,
la largeur de bande du signal a` temps continu doit ve´rifier la condition (2.17)
qui est plus forte que la condition de Shannon.
Ce re´sultat obtenu sur le bispectre peut eˆtre ge´ne´ralise´ aux multispectres.
Le multispectre d’ordre p fait apparaˆıtre la repre´sentation de Crame´r aux
fre´quences νi (0 ≤ i ≤ p − 1) et a` la fre´quence ∑p−1i=0 νi. En reprenant les
arguments de´veloppe´s plus haut on voit que le multispectre e´chantillonne´ sera
e´gal au multispectre du signal a` temps continu dans l’hypercube
|νi| ≤ νE
2
0 ≤ i ≤ p− 1,
si la largeur de bande ve´rifie la condition :
B ≤ 1
p
νE .
Nous pouvons donc e´noncer le the´ore`me d’e´chantillonnage, pour les mul-
tispectres, sous la forme suivante.
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Fig. 2.6 – Les diffe´rentes zones du bispectre
Pour que le multispectre d’ordre p du signal e´chantillonne´ soit e´gal au
multispectre du signal a` temps continu x(t) dans l’hypercube |νi| ≤ νE2 (1 ≤
i ≤ p− 1), il faut :
– que le signal x(t) ait une largeur de bande limite´e par B,
– que la pe´riode d’e´chantillonnage TE ve´rifie la condition
TE ≤ 1
pB
.
Cette pre´sentation du the´ore`me d’e´chantillonnage soule`ve diverses ques-
tions sur lesquelles nous allons revenir en e´tudiant le support du multispectre.
2.4.3 Sur la ge´ome´trie du support des multispectres
Revenons, pour simplifier, au bispectre du signal e´chantillonne´ xE(t)
pre´sente´ ci-dessus. Conside´rons (figure (2.6)) dans le plan ν1, ν2 le carre´ de´fini
par
|ν1| ≤ νE
2
et |ν2| ≤ νE
2
;
par suite des relations de syme´trie (paragraphe 2.2.7) il suffit de connaˆıtre le
bispectre dans les triangles T1 et T2. Par ailleurs, en e´tudiant le support du
bispectre de signaux a` bande limite´e (voir 2.4.2) nous avons vu que, pour des
signaux stationnaires, le bispectre doit eˆtre confine´ dans le triangle T1. Dans la
section pre´ce´dente, nous avons cependant montre´ que l’on peut voir apparaˆıtre
des valeurs non nulles dans le triangle T2 si, tout en respectant la condition de
Shannon, on ne ve´rifie pas la condition plus forte (2.17). Les termes parasites,
issus du non-respect de la condition (2.17), ne peuvent pas apparaˆıtre dans
le triangle T1. Ceci nous indique que pour un signal stationnaire on peut se
contenter de la condition de Shannon et obtenir le bispectre sans erreurs en
mettant a` 0 les points contenus dans le triangle T2.
Cette remarque permet de lever une apparente contradiction dans les
re´sultats donne´s en 2.4.2. En effet on sait que lorsque l’on respecte la condi-
tion de Shannon on peut reconstruire le signal sans erreur. L’e´chantillonnage
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selon Shannon ne fait donc pas perdre d’informations sur le signal. Il peut
donc sembler anormal d’eˆtre conduit a` appliquer une condition plus forte pour
l’e´chantillonnage. Cela n’est pas absolument ne´cessaire puisque les artefacts
engendre´s dans le calcul des multispectres peuvent eˆtre “efface´s”.
La situation est cependant diffe´rente dans le cas des signaux non sta-
tionnaires. Hinich [104] a montre´ que pour ces signaux il apparaˆıt des valeurs
non nulles du bispectre dans le triangle T2. Il a propose´ sur cette base un test
de stationnarite´. Si le signal traite´ peut eˆtre non stationnaire, il faudra eˆtre
prudent dans les ope´rations d’e´chantillonnage. . .
2.4.4 Multispectres des signaux a` temps discret
Le signal stationnaire a` temps continu x(t) ve´rifiant une des condi-
tions e´nonce´es ci-dessus est e´chantillonne´ pour donner le signal a` temps dis-
cret (nume´rique, digital) x(n). Pour simplifier les notations on sous-entend la
pe´riode d’e´chantillonnage, et l’instant nTE est note´ n. La multicorre´lation de
x(n) est de´finie par10
C
x (p)
(k) = Cum[x(n), x(n + k1), . . . , x(n + kp−1)].
ou` k = (k1, . . . , kp−1).
Pour passer en fre´quence on sait qu’il existe, pour les signaux a` temps
discrets, deux types de transformations : la transformation en Z et la trans-
formation en fre´quences re´duites [147].
La transforme´e en Z [126] de la fonction a` temps discret f(n) est la
fonction de la variable complexe11 z
F (z) =
+∞∑
n=−∞
f(n)z−n.
Cette transforme´e est de´finie dans une couronne du plan complexe. Il existe
une transforme´e inverse permettant de retrouver f(n) a` partir de F (z).
La transformation en Z est surtout utile pour la description des syste`mes
line´aires. Pour la repre´sentation des signaux, on souhaite retrouver une gran-
deur ayant le sens physique d’une fre´quence. Ceci est re´alise´ par la transfor-
mation en fre´quences re´duites [147] qui n’est, somme toute, que la restriction
de la transforme´e en Z au cercle C1 de rayon 1 dans le plan complexe des Z.
En se plac¸ant sur le cercle C1 dans le plan complexe des Z (figure (2.7))
on peut poser
z = e2piλ.
10Nous nous limitons ici aux signaux a` valeurs re´elles. On peut e´galement conside´rer des
signaux a` valeurs complexes.
11Nous conside´rons ici la transforme´e en Z bilate´rale dont l’usage est ne´cessaire pour
repre´senter des signaux stationnaires.
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Fig. 2.7 – Plan complexe des Z et fre´quence re´duite
On obtient alors la transforme´e en fre´quences re´duites de f(n), que nous no-
terons improprement F (λ) pour simplifier les notations, de´finie par
F (λ) =
+∞∑
n=−∞
f(n)e−2pinλ.
La transformation inverse est donne´e par
f(n) =
∫ 1/2
−1/2
F (λ)e2pinλdλ. (2.18)
La similitude de cette relation avec l’expression de la transforme´e de Fourier
inverse permet de retrouver dans λ la notion de fre´quence. En e´crivant
2pinλ = 2pi(nTE)
(
λ
TE
)
,
on voit apparaˆıtre le temps nTE et la fre´quence λ/TE . L’inte´grale apparaissant
dans (2.18) est limite´e, en fre´quences re´duites λ, au segment [−1/2,+1/2], soit
en fre´quences a` [−1/2TE ,+1/2TE], c’est-a`-dire a` la bande de Shannon. Les
multispectres pourront donc eˆtre de´finis en Z ou en fre´quences re´duites.
Le multispectre en Z est la transforme´e en Z multidimensionnelle de la
multicorre´lation
S
x (p)
(z1, . . . , zp−1) =
∑
k1
. . .
∑
kp−1
C
x (p)
(k1, . . . , kp−1)z−k11 . . . z
−kp−1
p−1 . (2.19)
Le multispectre en fre´quences re´duites est la transforme´e multidimen-
tionnelle en fre´quences re´duites de la multicorre´lation
S
x (p)
(λ1, . . . ,λp−1) =
∑
k1
. . .
∑
kp−1
C
x (p)
(k1, . . . , kp−1)e−2pik1λ1 . . . e−2pikp−1λp−1 .
(2.20)
Pratiquement, nous y reviendrons plus loin, les multispectres sont cal-
cule´s en utilisant la transformation de Fourier discre`te, TFD [59].
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2.4.5 Multispectres et composantes spectrales
Comme nous l’avons montre´ en 2.2.3 pour les signaux a` temps continu
on peut de´finir la repre´sentation de Crame´r des signaux a` temps discret
x(n) =
∫ 1/2
−1/2
e2piλndX(λ).
On en de´duit le multispectre syme´trique en fre´quences re´duites
Σ
x (p)
(λ0,λ)dλ0dλ = Cum[dX(λ0), dX(λ1), . . . , dX(λp−1)]. (2.21)
ou` λ = (λ1,λ2, . . . ,λp−1). Dans le cas de signaux stationnaires, ce multispectre
syme´trique est relie´ au multispectre par
Σ
x (p)
(λ0,λ) = Sx (p) (λ) δ(λ0 +
p−1∑
i=1
λi). (2.22)
Dans cette relation la somme
∑p−1
i=0 λi est prise modulo 1. Dans ce cas, la
multiplicite´ stationnaire est forme´e d’un famille pe´riodique d’hyperplans. Cette
relation nous indique que, comme les composantes spectrales des signaux a`
temps continu, les composantes spectrales d’un signal a` temps discret ont des
proprie´te´s de circularite´. La question est ici un peu plus complexe par suite de
la pe´riodicite´ de la multiplicite´ stationnaire. Les composantes spectrales, a` la
fre´quence re´duite λ, sont circulaires au sens strict si ∀p, pλ (= 0 modulo 1.
2.4.6 Filtrage line´aire a` temps discret
Les relations entre l’entre´e et la sortie d’un syste`me line´aire, donne´es en
2.3.1 pour les signaux a` temps continu, s’e´tendent sans difficulte´ au cas du
filtrage line´aire des signaux a` temps discret. Nous allons les pre´senter dans le
domaine des fre´quences (fre´quence re´duite ou en Z) et dans le domaine du
temps.
2.4.7 Relations de filtrage en fre´quence
Relations de filtrage en fre´quences re´duites Les formules de filtrage
se de´duisent des formules donne´es au paragraphe 2.3.1 en remplac¸ant les
fre´quences νi par les fre´quences re´duites λi. Dans le cas d’un filtre a` une entre´e,
x(t), et une sortie, y(t), de gain complexe A(λ), on a en fre´quences re´duites
dY (λ) = A(λ)dX(λ).
On obtient pour le spectre
S
y (2)
(λ) = A(λ)A(−λ)S
x (2)
(λ). (2.23)
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Or, pour les signaux a` valeurs re´elles le gain complexe du filtre ve´rifie A(−λ) =
A∗(λ), donnant la formule connue
S
y (2)
(λ) = A(λ)A∗(λ)S
x (2)
(λ) = |A(λ)|2 S
x (2)
(λ).
Pour le bispectre et pour des signaux a` valeurs re´elles la relation de filtrage est
S
y (3)
(λ1,λ2) = A(λ1)A(λ2)A
∗(λ1 + λ2)Sx (3) (λ1,λ2),
On voit, comme au paragraphe 2.3.1, que le bispectre contient des informations
sur la phase du filtre.
Relations de filtrage en Z On peut de´duire les formules de filtrage en Z
des formules de filtrage en fre´quences re´duites en utilisant les deux remarques
suivantes :
– le passage des variables fre´quentielles aux variables z est une transfor-
mation homomorphique :
z = e2piλ.
Cette transformation applique le groupe additif dans le groupe multi-
plicatif.
– le fait de remplacer un signal par son complexe conjugue´ inverse le sens
du temps : cette transformation applique l’inte´rieur du cercle unite´ sur
l’exte´rieur de ce cercle en re´alisant une inversion ge´ome´trique. En Z
cette transformation revient a` remplacer z par 1/z∗.
Un signal non complexe conjugue´, diffe´rent du premier, filtre´ par le
filtre de gain complexe A(z) est donc multiplie´ par A(z). Un signal complexe
conjugue´, filtre´ par A(z), est multiplie´ par A∗(1/z∗). Enfin le premier signal,
filtre´ par A(z) est multiplie´ par A(
∏
zj/
∏
zi), les zi e´tant les variables z des si-
gnaux non complexes conjugue´s et les zj les variables z des signaux complexes
conjugue´s. Cette dernie`re re`gle est issue du remplacement des additions et des
soustractions par des produits ou des divisions.
En appliquant ces re`gles, pour les spectres de y(n), issu du filtrage de
x(n) par le filtre de fonction de transfert A(z), on obtient
S
y
(1)
(1)
(z) = A(z)A∗(
1
z∗
)S
x
(1)
(1)
(z)
et
S
y (2)
(z) = A(
1
z
)A(z)S
x (2)
(z).
Pour les bispectres, les relations entre´e-sortie sont donc
S
y (3)
(z1, z2) = A(
1
z1z2
)A(z1)A(z2)Sx (3) (z1, z2)
S
y
(1)
(2)
(z1, z2) = A(
z2
z1
)A(z1)A
∗(
1
z∗2
)S
x
(1)
(2)
(z1, z2)
S
y
(2)
(1)
(z1, z2) = A(z1z2)A
∗(
1
z∗1
)A∗(
1
z∗2
)S
x
(2)
(1)
(z1, z2)
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2.4.8 Relations de filtrage en temps
Les relations de filtrage en temps sont identiques a` celles que nous avons
donne´es pour les signaux a` temps continu en remplac¸ant les convolutions a`
temps continu par des convolutions a` temps discret.
Pour la corre´lation de signaux re´els filtre´s par un filtre de re´ponse impul-
sionnelle a(k)
C
y (2)
(k) =
∑
l0
∑
l1
a(l0)a(l1)Cx (2) (k + l0 − l1),
et pour la bicorre´lation
C
y (3)
(k1, k2) =
∑
l0
∑
l1
∑
l2
a(l0)a(l1)a(l2)Cx (3) (k1 + l0 − l1, k2 + l0 − l2).
Nous avons de´fini les multicorre´lations et les multispectres pour les si-
gnaux ale´atoires stationnaires a` temps continu et a` temps discret. Voyons com-
ment on peut e´tendre ces notions au cas des signaux de´terministes.
2.5 Ergodisme, signaux de´terministes
Les de´finitions des multicorre´lations et des multispectres pour les signaux
ale´atoires sont fonde´es sur les moyennes d’ensemble (moments et cumulants).
Ces caracte´ristiques sont de´finies a` partir des proprie´te´s probabilistes du signal.
La notion de moyenne d’ensemble n’a pas de sens pour les signaux certains.
Nous pourrons cependant unifier la pre´sentation des proprie´te´s des signaux
ale´atoires et de´terministes en introduisant la notion d’ergodisme.
2.5.1 Ergodisme
Ge´ne´ralite´s La mesure pratique (estimation) des moyennes d’ensemble est
re´alise´e, en ge´ne´ral, en utilisant des moyennes empiriques. Dans l’e´tude d’un
syste`me de´termine´, les moyennes empiriques sont obtenues en utilisant un
grand nombre de syste`mes identiques et en calculant la moyenne sur cet en-
semble de syste`mes (d’ou` la de´nomination de moyenne d’ensemble). Cette ap-
proche est re´alise´e par les statisticiens pour re´aliser, par exemple, des sondages.
La loi fait meˆme une obligation aux instituts de sondage de publier la “taille de
l’e´chantillon”, nombre d’individus (syste`mes) sonde´s pour estimer la moyenne
empirique. La taille de l’e´chantillon est une mesure de la pre´cision (fiabilite´)
du sondage.
Les expe´rimentateurs ne disposent pas toujours d’un nombre suffisant
de syste`mes identiques leur permettant d’estimer avec pre´cision une moyenne
d’ensemble. Par contre il leur est souvent possible d’observer le syste`me pen-
dant un temps suffisamment long. On a alors pense´ a` remplacer les moyennes
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d’ensemble par des moyennes dans le temps : moyennes temporelles [32]. L’er-
godisme re´git les relations qui existent entre les moyennes d’ensemble et les
moyennes temporelles. Pour un syste`me stationnaire et ergodique les moyennes
d’ensemble sont e´gales aux moyennes temporelles correspondantes [29]. On a
donc la` un moyen de mesure des moyennes a` partir de l’observation d’un seul
syste`me pendant un temps suffisamment long (infini a` la limite) [147].
La notion d’ergodisme remonte a` Boltzmann qui l’a utilise´e dans la
the´orie cine´tique des gaz. Un gaz est forme´ d’un grand nombre de particules
identiques. Pour calculer, sur ce gaz, une moyenne d’ensemble il faudrait, a` un
instant donne´, mesurer les caracte´ristiques (vitesse par exemple) de chacune
des particules et calculer la moyenne sur l’ensemble des particules. Le the´ore`me
ergodique [32] nous indique dans quelles conditions on peut remplacer cette
moyenne d’ensemble par la moyenne de la meˆme grandeur calcule´e en suivant
la trajectoire d’une particule pendant un temps suffisamment long.
Des re´sultats ont e´te´ donne´s dans [64] sur les moyennes d’ensemble et
les moyennes temporelles de signaux. Ces re´sultats fondent l’ergodisme d’une
classe importante de signaux. Ils nous permettront d’e´tendre les notions de
multicorre´lation et de multispectre. Notons e´galement, nous y reviendrons au
paragraphe 2.6, que ces re´sultats donnent des moyens pratiques de mesure
(estimation) des multicorre´lations et des multispectres.
Moyennes d’ensemble et moyennes temporelles Dans [64] on conside`re
L signaux x1(t), . . . , xL(t) obtenus par un filtrage de Volterra (chapitre 5)
d’ordre e´ventuellement infini d’une suite b(t − p) de variables ale´atoires
inde´pendantes (bruit blanc parfait). La composante l de ce signal s’e´crit
xl(t) = µl(t) +
∞∑
i=1
fi,l[b(t)],
ou`
fi,l[b(t)] =
∫
hi,l(u1, . . . , ui)b(t− u1) . . . b(t− ui)du1 . . . dui,
est un filtre de Volterra homoge`ne (chapitre 5) d’ordre i. La moyenne du signal
d’entre´e est suppose´e borne´e en module
|µl(t)| <∞,
les moments du bruit blanc d’entre´e sont e´galement suppose´s borne´s en module
E[b(t)q] <∞,
et les noyaux de Volterra hi,l(u1, . . . , ui) sont sommables en module∫
. . .
∫
|hi,l(u1, . . . , ui)|du1 . . . dui <∞.
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Ce mode`le est tre`s ge´ne´ral et recouvre un grand nombre de situations pra-
tiques. Il ge´ne´ralise au cas des ordres supe´rieurs le mode`le utilise´ tre`s souvent
consistant a` de´crire un signal ale´atoire comme la sortie d’un filtre line´aire et
stationnaire excite´ par un bruit blanc. Dans ce mode`le on se´pare les proprie´te´s
probabilistes du signal qui sont fixe´es par le bruit blanc (il suffit, pour l’analyse
a` l’ordre 2, d’un bruit blanc a` l’ordre 2), de la “forme spectrale” du signal qui
est fixe´e par le filtre.
Dans l’e´tude des statistiques d’ordre supe´rieur, les filtres de Volterra
fixent les proprie´te´s du signal aux divers ordres. Les conditions impose´es au
bruit d’entre´e et aux filtres de Volterra assurent que tous les moments et les
cumulants des signaux ale´atoires ainsi construits sont borne´s et que les mul-
ticorre´lations ve´rifient des conditions d’inte´grabilite´. Cette inte´grabilite´ des
multicorre´lations est une condition d’ergodisme [29, 36].
Dans la situation de´crite ci-dessus on a le re´sultat suivant pour les signaux
ale´atoires stationnaires :
lim
T→∞
1
2T
∫ T
−T
x1(t + τ1) . . . xL(t + τL)dt = E [x1(t + τ1) . . . xL(t + τL)] . (2.24)
Cette relation montre l’identite´, asymptotique, entre les moyennes temporelles
et les moyennes d’ensemble. Elle va nous permettre de rede´finir les multi-
corre´lations et les multispectres a` partir des moyennes temporelles. Cette nou-
velle de´finition donnera un sens aux multicorre´lations et aux multispectres des
signaux de´terministes. Avant de pouvoir donner ces de´finitions nous devons
de´finir les cumulants dans cette nouvelle approche.
Les cumulants La relation (2.24) de´finit les moments a` partir des moyennes
temporelles. Pour obtenir les cumulants des pre´cautions doivent eˆtre prises.
Posons le proble`me dans le cas simple de la corre´lation
C
x (2)
(τ) = E[x(t)x(t + τ)]−E[x(t)]E[x(t + τ)] = C ′
x (2)
(τ)−m2x,
C ′
x (2)
(τ) e´tant la corre´lation des moments. Pour estimer C
x (2)
(τ) par des
moyennes temporelles, nous estimons la fonction de corre´lation des moments
par une moyenne temporelle en inte´grant sur une dure´e T . En inte´grant sur
une dure´e T finie, nous obtenons une estimation qui tend vers la valeur exacte
lorsque T tend vers l’infini. Nous repre´sentons les valeurs approche´es en coiffant
le symbole de la valeur exacte d’un chapeau
Ĉ ′
x (2)
(τ) =
1
T
∫
T
x(t)x(t + τ)dt
et
m̂x =
1
T
∫
T
x(t)dt,
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Fig. 2.8 – Les domaines d’inte´gration
cette proce´dure conduit, comme nous allons le voir a` un proble`me.
Si la fonction de corre´lation des moments et la moyenne sont calcule´es
sur la meˆme tranche de signal on aura∫
Ĉ
x (2)
(τ)dτ =
1
T
∫
∆
[x(t)− m̂x][x(t + τ)− m̂x]dtdτ,
ou` ∆ est le domaine du plan t, τ pre´cise´ sur la figure (2.8) ; en posant t+ τ = u
et en utilisant les variables d’inte´gration t et u, il vient∫
Ĉ
x (2)
(τ)dτ =
1
T
∫
D
[x(t)− m̂x][x(u)− m̂x]dtdu = 0,
D e´tant le domaine du plan t, u pre´cise´ sur la figure (2.8),
La fonction de corre´lation estime´e ve´rifie donc la relation∫
Ĉ
x (2)
(τ)dτ = 0. (2.25)
Ce re´sultat s’interpre`te en conside´rant la densite´ spectrale. On sait que la
densite´ spectrale des moments d’un signal ale´atoire non centre´ s’e´crit
S ′
x (2)
(ν) = S
x (2)
(ν) + m2xδ(ν),
S
x (2)
(ν) e´tant la densite´ spectrale du signal centre´. A la fre´quence 0, la densite´
spectrale du signal non centre´ (densite´ spectrale des moments) posse`de une
singularite´ venant de la moyenne, et en ge´ne´ral une composante non singulie`re
S
x (2)
(0).
Notre objectif, en retranchant la moyenne, est de calculer S
x (2)
(ν) et donc
d’e´liminer la singularite´ m2xδ(ν) en conservant la composante a` la fre´quence 0,
S
x (2)
(0). La relation (2.25) nous montre que la proce´dure de´crite plus haut
conduit a`
S
x (2)
(0) = 0
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et donc, e´limine a` la fois la singularite´ et la composante a` la fre´quence 0.
Ce proble`me se rencontre dans le calcul des multicorre´lations en ge´ne´ral. Si
l’on calcule les cumulants sans pre´caution on biaise la multicorre´lation. On
peut montrer que, comme pour la corre´lation, les erreurs ainsi introduites
perturbent le multispectre associe´ sur des sous-ensembles de mesure nulle. Plus
pre´cise´ment, les perturbations se manifestent sur les multiplicite´s gaussiennes :
ensembles de points sur lesquels le multispectre des moments est singulier
(voir 2.2.4). Des solutions peuvent eˆtre apporte´es a` ce proble`me : nous les
pre´senterons dans la section 2.6 ou` seront aborde´es les techniques d’estimation
des multicorre´lations et des multispectres.
Dans le cas de la corre´lation et de la bicorre´lation, les moments et les
cumulants sont identiques si le signal est centre´. Il suffit donc de disposer d’une
“bonne” me´thode d’estimation de la moyenne.
2.5.2 De´finition e´tendue des multicorre´lations et des
multispectres
Pour les signaux ale´atoires stationnaires et ergodiques, on peut de´finir
les cumulants a` partir de moyennes temporelles. Ceci nous permet de propo-
ser une nouvelle de´finition des multicorre´lations a` partir des moyennes tem-
porelles12. En appliquant la meˆme de´finition aux signaux de´terministes nous
de´finirons les multicorre´lations des signaux de´terministes. Cette de´finition des
multicorre´lations s’applique sans proble`me aux signaux de´terministes a` puis-
sance moyenne finie. Nous donnerons e´galement la de´finition applicable aux
signaux a` e´nergie finie (signaux transitoires).
Signaux ale´atoires et signaux pe´riodiques Pour ces signaux nous
de´finissons la multicorre´lation d’ordre p par le cumulant d’ordre p calcule´ par
une moyenne temporelle. En notant C˜um le cumulant calcule´ par des moyennes
temporelles nous obtenons pour la multicorre´lation
C
x (p)
(τ ) = C˜um[x(t), x(t + τ1), . . . , x(t + τp−1)].
La de´finition est donne´e ici pour les signaux a` valeurs re´elles a` temps continu.
Elle s’e´tend tre`s simplement aux signaux a` valeurs complexes et aux signaux
a` temps discret.
Comme pre´ce´demment les multicorre´lations sont les transforme´es de Fou-
rier, ou les transforme´es en fre´quences re´duites, ou les transforme´es en Z, des
multicorre´lations.
12C’est l’approche fonctionnelle introduite par Wiener [199] ou Brillinger [36] en paralle`le
de l’approche probabiliste, plus classique, utilise´e auparavant.
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Signaux transitoires Nous dirons qu’un signal est transitoire a` l’ordre p si
les inte´grales ∫ +∞
−∞
|x(t)|sdt,
pour 1 ≤ s ≤ p sont borne´es. Pour ces signaux nous devons modifier la
de´finition de la moyenne temporelle pour le calcul des moments. En effet la
valeur donne´e par (2.24) est nulle : l’inte´grale est borne´e et T tend vers l’infini.
Pour ces signaux nous de´finirons les moyennes temporelles par
∫ +∞
−∞
x1(t + τ1) . . . xL(t + τL)dt. (2.26)
A partir de la` on peut, comme pre´ce´demment, de´finir les multicorre´lations et,
par voie de conse´quence les multispectres. Concluons en conside´rant le cas des
signaux composites.
Signaux composites Nous avons conside´re´ trois types de signaux :
ale´atoires stationnaires (et ergodiques), de´terministes pe´riodiques et
de´terministes transitoires. Nous appellerons signal composite un signal forme´
de la somme de signaux de natures diffe´rentes. Ces signaux interviennent tre`s
souvent pour de´crire la somme d’un signal utile et d’un bruit.
Comment calcule-t-on les multicorre´lations et les multispectres dans cette
situation ?
Pour la somme d’un signal ale´atoire et d’un signal pe´riodique cela ne
pose pas de proble`me : la de´finition par des moyennes temporelles est la meˆme
pour les deux types de signaux. Il suffit donc, dans ce cas-la`, de les calculer
par les moyennes temporelles.
Pour la somme d’un signal ale´atoire (ou pe´riodique) et d’un signal transi-
toire on proce´dera ainsi. Un signal transitoire, c’est pour cela que nous avons re-
tenu cette de´nomination, est non nul, ou approximativement non nul13, sur une
dure´e finie T . On de´finira dans ce cas les moyennes temporelles selon la relation
(2.26) en calculant les inte´grales sur la dure´e T . On remplace donc, dans les
moyennes temporelles l’ope´rateur limT→∞ 1T
∫ T/2
−T/2 par l’ope´rateur
1
T
∫ T/2
−T/2. En
effet, si l’on conservait la de´finition des moyennes temporelles par l’ope´rateur
limT→∞ 1T
∫ T/2
−T/2, les termes associe´s au signal transitoire seraient annule´s par
la division par T →∞.
Notons, en terminant, que cette fac¸on de voir les choses n’a rien de tre`s
nouveau. C’est exactement ainsi que l’on proce`de a` l’ordre 2 [147].
13Nous faisons re´fe´rence ici aux signaux a` dure´e approximativement limite´e tels qu’ils ont
e´te´ de´finis par [189].
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2.6 Estimation des multicorre´lations et des
multispectres
L’estimation des multicorre´lations et des multispectres est re´alise´e en
utilisant des moyennes. Les estimateurs ainsi obtenus sont applicables aux
diffe´rents types de signaux. Pour les signaux ale´atoires ces estimateurs sont
fonde´s sur les proprie´te´s d’ergodisme sur lesquelles nous reviendrons.
Les proprie´te´s des estimateurs de´pendront du type de signal traite´.
Pour les signaux de´terministes l’estimateur pourra pre´senter une erreur
syste´matique (biais) mais ses valeurs ne seront pas disperse´es (variance). Pour
les signaux ale´atoires la valeur moyenne de l’estimateur nous donnera le biais
(e´ventuellement nul : estimateur non biaise´). La variance de l’estimateur nous
donnera la dispersion des mesures. Nous verrons que, comme dans le cas de la
mesure des spectres, l’estimation des multispectres fait apparaˆıtre un “anta-
gonisme” entre le biais et la variance.
Les me´thodes actuelles d’estimation utilisent des traitements nume´riques.
Nous pre´senterons les estimateurs des multicorre´lations et des multispectres
pour des signaux a` temps discret.
Revenons sur les proprie´te´s d’ergodisme qui fondent la validite´ des esti-
mateurs pour les signaux ale´atoires stationnaires et ergodiques.
2.6.1 L’ergodisme revisite´
Nous avons de´fini au paragraphe 2.5.1 une large classe de signaux
ale´atoires stationnaires et ergodiques. Ce sont les signaux obtenus par filtrage
de Volterra d’un bruit blanc parfait. Nous avons e´galement indique´ que, pour
ces signaux, les cumulants sont borne´s et les multicorre´lations sont inte´grables.
Nous allons voir que ceci fonde la consistance des estimateurs obtenus par une
moyenne temporelle. Un estimateur est consistant si sa valeur tend presque
suˆrement vers la vraie valeur lorsque la dure´e utilise´e pour calculer l’estima-
teur tend vers l’infini.
Rappelons le re´sultat donne´ en [64]. Pour des signaux ale´atoires a` temps
discret de la classe de´finie en 2.5.1,
lim
N→∞
1
2N + 1
N∑
−N
x1(n + k1) . . . xL(n + kL) = E [x1(n + k1) . . . xL(n + kL)] ,
(2.27)
montre la convergence asymptotique des moyennes temporelles vers les
moyennes d’ensemble.
Ce re´sultat donne la clef des me´thodes d’estimation dans lesquelles on
estime les moyennes d’ensemble par des moyennes temporelles. Notons que
des re´sultats analogues sont de´ja` utilise´s dans les estimateurs de grandeurs
du second ordre. Pratiquement on ne peut pas re´aliser le passage a` la limite
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(N →∞). Les proprie´te´s statistiques de l’estimateur obtenu pour N fini sont
donne´es par le re´sultat suivant [64].
La variable ale´atoire
1
2N + 1
N∑
−N
x1(n + k1) . . . xL(n + kL)− E [x1(n + k1) . . . xL(k + kL)]
tend vers une variable ale´atoire gaussienne centre´e dont la variance varie en
1/(2N) lorsque (N →∞).
Ces re´sultats the´oriques fondent la validite´ des me´thodes pre´sente´es ci-
dessous. Ils nous permettront d’affirmer que les estimateurs donne´s plus loin
sont consistants. Dore´navant nous supposons que les signaux utilise´s ve´rifient
les conditions e´nonce´es en 2.5.1.
2.6.2 Moments ou cumulants ?
Nous avons de´ja` pre´sente´ au paragraphe 2.2.4 les arguments plaidant en
faveur des cumulants. L’inte´reˆt de l’usage des cumulants apparaˆıt e´galement
lorsque l’on veut mesurer les multicorre´lations et les multispectres.
Pour les multicorre´lations nous avons vu (voir 2.2.4) que si l’on calcule
la multicorre´lation des moments, il apparaˆıt des “branches” s’e´tendant jusqu’a`
l’infini et situe´es sur les sous-ensembles, multiplicite´s gaussiennes, que nous
avons pre´cise´s en 2.2.4. L’existence de ces branches infinies pose un proble`me
pratique. En effet, les signaux observe´s sont de dure´e finie et, pour des questions
de stabilite´ statistique de l’estimateur (variance), on doit limiter le support de
la multicorre´lation estime´e. Cela conduit a` des perturbations importantes des
branches s’e´tendant a` l’infini.
Pour les multispectres, si l’on calcule le multispectre des moments il
apparaˆıt –comme nous l’avons montre´ en 2.2.4– des singularite´s dans certains
sous-ensembles de l’espace des fre´quences. Ces sous-ensembles e´tant de mesure
nulle nous pourrions espe´rer que leur effet soit peu sensible. Ce n’est pas le cas
car, comme dans l’analyse spectrale a` l’ordre 2, la dure´e limite´e du signal traite´
entraˆıne un effet de lissage qui “e´tale” les singularite´s. Il s’ensuit l’existence
d’un biais important lorsque l’on calcule les multispectres des moments. En
conclusion il nous semble raisonnable de pre´coniser l’utilisation des cumulants
dans l’estimation des multicorre´lations et des multispectres.
La question qui se pose alors est celle de la “bonne estimation” des cumu-
lants. Nous avons montre´ en 2.5.1 les de´boires qui peuvent accompagner l’esti-
mation de la moyenne. Nous ne connaissons pas de re`gle ge´ne´rale. Nous allons
donner quelques indications pour les multicorre´lations et les multispectres jus-
qu’a` l’ordre 4. Commenc¸ons par les ordres 2 et 3. Pour ces ordres les cumulants
sont les moments du signal centre´. Il suffit donc d’estimer la moyenne et de la
retrancher (ce proble`me est bien connu en analyse spectrale classique). Mais
il ne faut pas, nous l’avons montre´ en 2.5.1, calculer la moyenne sur la meˆme
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tranche de signal que celle qui est utilise´e pour estimer la multicorre´lation ou
le multispectre. Lorsqu’on est amene´ a` de´couper le signal en segments, pour
diminuer la variance, une solution consiste a` retrancher la moyenne estime´e
sur l’ensemble du signal. Une autre proce´dure s’appuie sur l’hypothe`se sui-
vante, ge´ne´ralement ve´rifie´e. On admet que le signal traite´ est a` me´moire finie.
D’une part ceci est conforme a` l’intuition14. D’autre part ceci est une condition
ne´cessaire pour assurer un comportement satisfaisant des estimateurs. En effet
nous avons dit que nous devrons, pour des raisons pratiques, limiter le support
des multicorre´lations estime´es. Dans ce cas, la moyenne de l’estimation de la
corre´lation des moments est
C ′
x (2)
(k) = C
x (2)
(k) + m2x;
ayant postule´ que C
x (2)
(k) est nul pour |k| ≥ kM on obtiendra la moyenne m
pour des retards supe´rieurs a` kM .
Lorsque l’on veut estimer la tricorre´lation il faut non seulement retran-
cher la moyenne mais e´galement retrancher les termes issus de la corre´lation
qui apparaissent dans la multicorre´lation des moments (voir 2.2.4). On peut
alors, comme pour la moyenne, utiliser une estimation de la corre´lation (avec
pre´caution) et estimer les termes supple´mentaires en se plac¸ant a` l’exte´rieur du
support pre´sume´ de la tricorre´lation. On a e´galement propose´ [90] d’utiliser le
trispectre des moments. Comme on connaˆıt la localisation des singularite´s du
trispectre des moments on remplace, en faisant une hypothe`se de continuite´,
les valeurs obtenues au voisinage des zones de singularite´ par le prolongement
des valeurs du trispectre obtenues en dehors des zones de singularite´. On peut
de´terminer l’extension des zones qui doivent eˆtre neutralise´es en fonction du
lissage qui a e´te´ applique´.
Nous avons voulu soulever ce point qui nous paraˆıt important dans l’esti-
mation des multicorre´lations et des multispectres. Nous n’avons que tre`s par-
tiellement re´pondu a` la question. Nous pensons qu’il y a la` une des taˆches
importantes qui attendent les chercheurs du domaine.
2.6.3 Estimation des multicorre´lations
De´finition de l’estimateur Nous allons pre´senter les expressions pour le
cas de la bicorre´lation. Nous nous limitons aux signaux a` valeurs re´elles. La
ge´ne´ralisation aux signaux a` valeurs complexes ne pose pas de proble`me. Pour
un signal x(n), a` valeurs re´elles, centre´15 connu a` travers une re´alisation de
14Cette analyse ne s’applique pas aux signaux “a` longue de´pendance” qui posent des
proble`mes particuliers.
15Cette hypothe`se permet de remplacer le cumulant par le moment. Les proble`mes pose´s
par le centrage ont e´te´ vus plus haut.
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dure´e N , on estime la bicorre´lation par
Ĉ
x (3)
(k1, k2) = K(N)
∑
n∈D(N,k1,k2)
x(n)x(n + k1)x(n + k2).
K(N) est un facteur de normalisation qui tient compte de la dure´e du signal
ou du nombre de points. On choisira souvent :
K(N) =
1
N
,
N e´tant le nombre de point du signal observe´. Le domaine des valeurs par-
courues par n, D(N, k1, k2), de´pend du nombre de points du signal, N et des
valeurs des retards, k1 et k2, pour lesquels on calcule la bicorre´lation.
Proprie´te´s de l’estimateur Comme nous l’avons indique´ en 2.6.1 et sous
les conditions requises, l’estimateur est consistant asymptotiquement.
L’estimateur est asymptotiquement non biaise´ si
N.K(N)→ 1 quand N →∞.
Pour obtenir un estimateur non biaise´ il faut prendre
K(N) =
1
N −Max[k1, k2] .
Asymptotiquement, la variance de l’estimateur de la bicorre´lation a`
temps discret peut s’e´crire16
Var
[
Ĉ
x (3)
(k1, k2)
]
=
1
N
∑
k
[
C
x (2)
(k)
]3
+
1
N
∑
k
C
x (6)
(k + k1, k + k2, k, k1, k2),
(2.28)
ou` C
x (2)
(k) est la corre´lation et C
x (6)
(l1, l2, l3, l4, l5) est la multicorre´lation
d’ordre 6. Les conditions e´nonce´es en 2.6.1 assurent la convergence des sommes
dans (2.28) lorsque N tend vers l’infini. L’estimateur est donc asymptotique-
ment efficace. Notons enfin que, par suite des proprie´te´s de syme´trie de la
bicorre´lation, on limite le calcul au domaine fondamental.
2.6.4 Estimation des multispectres
Pour estimer les multispectres on utilise le multipe´riodogramme [36, 37,
177].
16Ces re´sultats sont explicite´s au paragraphe 2.9.6.
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Le multipe´riodogramme Soit une re´alisation de longueur N du signal
e´chantillonne´ x(N), dont la repre´sentation fre´quentielle est donne´e par la
TFD17
X(m) = θ
N−1∑
n=0
x(n)e−
2pi
N
nm
Le multipe´riodogramme d’ordre p est de´fini par
Px(p)(m1, . . . , mp−1) = βX(m0)X(m1) . . .X(mp−1.)
avec
m0 = −
p−1∑
i=1
mi.
Le multipe´riodogramme PCx(p) construit sur les cumulants est pre´sente´ au pa-
ragraphe 2.9.3, ou` il est montre´ que
PCx(p)(m1, . . . , mp−1) = βCum [X(m0), X(m1), . . . , X(mp−1)]
= S
x (p)
(m1, . . . , mp−1),
ou` S
x (p)
(m1, . . . , mp−1) est le multispectre en fre´quences discre`tes, de´fini par
S
x (p)
(m1, . . . , mp−1) = TFD[Cx (p) (k1, . . . , kp−1)]
= θp−1
∑
k1 . . .
∑
kp−1 Cx (p) (k1, . . . , kp−1)e
− 2pi
N
∑p−1
i=1
kimi ,
Les parame`tres θ et β permettent de donner aux grandeurs de´finies
nume´riquement (multicorre´lations, multispectre) leur sens physique, ils sont
introduits en 2.9.1. Pour cela on doit interpre´ter θ comme la pe´riode
d’e´chantillonnage et β comme le pas en fre´quence18.
Le bipe´riodogramme19 est donne´ par
Px(3)(m1, m2) = βX(−m1 −m2)X(m1)X(m2), (2.29)
et sa variance est
Var[Px(3)(m1, m2)] = E[|Px(3)(m1, m2)|2]− |E[Px(3)(m1, m2)]|2,
dont le terme dominant est (voir [105] et 2.9.3)
Var[Px(3)(m1, m2)] =
1
β
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2), (2.30)
17Les parame`tres θ et β sont pre´cise´s dans 2.9.1.
18On peut ainsi ve´rifier l’homoge´ne´¨ıte´ des multipe´riodogrammes et des multispectres.
19Les composantes spectrales e´tant centre´es, on peut utiliser directement le
bipe´riodogramme
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S
x (2)
(m) e´tant le spectre. On a montre´ e´galement ([105] et 2.9.3) que le terme
dominant de la covariance de deux e´le´ments distincts du bipe´riodogramme est
Cov[Px(3)(m1, m2), Px(3)(l1, l2)] = βSx (6) (m1, m2,−m1 −m2, l1, l2), (2.31)
S
x (6)
e´tant le multispectre d’ordre 6. Ces re´sultats permettent de calculer la
variance de la bicorre´lation que nous avons donne´e a` la section pre´ce´dente
(2.6.3). Ils nous montrent e´galement que le bipe´riodogramme n’est pas un
estimateur asymptotiquement efficace du bispectre.
Pour obtenir un estimateur asymptotiquement efficace du bispectre nous
devons, comme dans l’estimation du spectre, mettre en œuvre une ope´ration
de moyenne permettant de faire tendre la variance vers 0 quand le nombre
N de points du signal tend vers l’infini. Cette ope´ration de moyenne peut
eˆtre re´alise´e de diffe´rentes fac¸ons. En moyennant en fre´quence on obtient le
bipe´riodogramme lisse´ ou, de manie`re e´quivalente, le bicorre´logramme [28]. En
moyennant en temps on a le bipe´riodogramme moyenne´ [20].
Me´thode du bipe´riodogramme lisse´ ou du bicorre´logramme Ces
deux me´thodes d’estimation du bispectre re´alisent une moyenne du
bipe´riodogramme
– par lissage dans l’espace des fre´quences : c’est la me´thode du
bipe´riodogramme lisse´,
– de manie`re e´quivalente, dans la me´thode du bicorre´logramme, on utilise
la TFD de la bicorre´lation estime´e apodise´e.
L’estimateur par la me´thode du bipe´riodogramme lisse´ est̂S
x (3)
(m1, m2) = C
∑
l1
∑
l2
A(m1 − l1, m2 − l2)Px(3)(l1, l2), (2.32)
C e´tant une constante de calibration. Le support de la fonction de lissage A(., .)
fixe l’e´tendue de la zone du plan des fre´quences sur laquelle la moyenne est
faite.
On obtient l’estimateur par la me´thode du bicorre´logramme en prenant
la TFD de l’estimation de la fonction de bicorre´lation apodise´êS
x (3)
(m1, m2) = C.TFD[b(k1, k2)Ĉx (3) (k1, k2)]. (2.33)
La moyenne du bipe´riodogramme lisse´ est
E[ ̂S
x (3)
(m1, m2)] = C
∑
l1
∑
l2
A(m1 − l1, m2 − l2)Sx (3) (l1, l2).
Si l’estimateur de la bicorre´lation n’est pas biaise´, la moyenne du bi-
corre´logramme est
E[ ̂S
x (3)
(m1, m2)] = C.TFD[b(k1, k2)Cx (3) (k1, k2)]
= Cβ2
∑
l1
∑
l2 B(m1 − l1, m2 − l2)Sx (3) (l1, l2),
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avec B(m1, m2) = TFD[b(k1, k2)]. Les estimateurs du bispectre par la me´thode
du bicorre´logramme et du bipe´riodogramme lisse´ sont biaise´s. Ces deux esti-
mateurs ont des proprie´te´s analogue si
A(m1, m2) = β
2TFD[b(k1, k2)] = β
2B(m1, m2)
Si le bispectre varie peu sur le support de la fonction de lissage ou, ce qui
revient au meˆme, si la bicorre´lation a un support petit vis-a`-vis du support de
la fonction d’apodisation, les deux estimateurs sont approximativement non
biaise´s si on fixe la constante de calibration a`
C =
1
b(0, 0)
=
1∑
l1
∑
l2 A(l1, l2)
=
1
β2
∑
l1
∑
l2 B(l1, l2)
.
La variance des estimateurs de´pend de l’aire de la fonction de lissage
dans le plan des fre´quences. En de´finissant l’aire de la fonction de lissage,
normalise´e par β2, par
AF =
[
∑
l1
∑
l2 A(l1, l2)]
2∑
l1
∑
l2 A
2(l1, l2)
,
et en utilisant la variance et la covariance du bipe´riodogramme donne´es en
(2.30) et (2.31), on obtient pour le terme dominant de la variance des estima-
teurs [105]
Var[ ̂S
x (3)
(m1, m2)] =
1
βAF
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2). (2.34)
Si la fonction de lissage est syme´trique en m1 et m2, en introduisant la largeur
NF de la fonction de lissage par
AF = N
2
F ,
la variance des estimateurs s’e´crit
Var[ ̂S
x (3)
(m1, m2)] =
1
βN2F
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2). (2.35)
On peut re´e´crire les relations donnant la variance en introduisant une variance
relative, sans dimension
βVar[ ̂S
x (3)
(m1, m2)]
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2)
=
1
AF
.
Un choix naturel pour θ et β permettant de retrouver, lorsque le nombre
de points N tend vers l’infini, la tranformation en fre´quences re´duites est [36]
θ = 1 β =
1
N
,
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la variance relative est alors
Var[ ̂S
x (3)
(m1, m2)]
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2)
=
N
AF
.
Les estimateurs du bipe´riodogramme ou du bicorre´logramme lisse´ sont alors
asymptotiquement efficaces si lorsque N →∞, on a
N
AF
→ 0,
ou encore
N
N2F
→ 0.
Ces re´sultats sur la variance mettent en e´vidence “l’antagonisme” biais-
variance. Le biais est issu de la moyenne faite sur le support de la fonction de
lissage. Pour le minimiser on doit donner a` la fonction de lissage un support
le plus e´troit possible. Pour diminuer la variance, comme le montrent (2.34)
et (2.35), il faut, au contraire, augmenter l’aire du support de la fonction de
corre´lation.
Notons que les estimateurs pre´sente´s ici sont asymptotiquement gaussiens
[158]. Dans ces conditions la connaissance du biais et de la variance donne une
description comple`te des proprie´te´s de ces estimateurs.
Comme pour l’analyse spectrale, un des e´le´ments importants dans l’esti-
mation des multispectres est constitue´ par la fonction d’apodisation a(k1, k2),
qui doit ve´rifier les proprie´te´s suivantes [178]
– a(k1, k2) est a` support limite´,
– e´ventuellement a(0,0) = 1 pour les proble`mes de calibration,
– a(k1, k2) a les meˆmes syme´tries que la bicorre´lation,
– A(m1, m2) = TFD [a(k1, k2)] ≥ 0 ∀m1 et m2
Une famille de fonctions possibles, propose´e dans [162], est
a(k1, k2) = d(k1)d(k2)d(k1 − k2),
ou`
d(k1) = d(−k1),
d(k1) = 0 pour k1 > L,
d(0) = 1,
D(m) = TFD [d(k1)] ≥ 0 ∀m.
On trouve dans la litte´rature diverses fonction d’apodisation [178]. La fonction
d’apodisation dite “optimale” (minimisation du maximum du biais) est de´finie
par
d0(k1) =
1
p
∣∣∣∣∣sin
(
pk1
l
)∣∣∣∣∣+
(
1− |m|
L
)
cos
(
pk1
l
)
,
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avec |k1| ≤ L, et d0(k1) = 0 pour |k1| > L. La fonction d’apodisation de Parzen
est donne´e par
dp(k1) = 1− 6
( |k1|
L
)2
+ 6
( |k1|
L
)3
pour |k1| ≤ L2
dp(k1) = 3
(
1− |k1|L
)3
pour L2 < |k1| ≤ L
dp(k1) = 0 pour |k1| > L.
Enfin, la fonction d’apodisation uniforme en fre´quence est distribue´e uni-
forme´ment dans le domaine hexagonal du bispectre.
L’e´tude des fonctions d’apodisation applicables a` la multicorre´lation pour
l’estimation du multispectre est encore a` l’e´tat naissant. On peut espe´rer que
l’imagination des chercheurs permettra, comme pour l’analyse spectrale, de
de´velopper un catalogue de fonctions d’apodisation plus fourni et mieux ren-
seigne´ que celui que nous pouvons proposer actuellement.
Me´thode du bipe´riodogramme moyenne´ Dans la me´thode du
bipe´riodogramme moyenne´, on re´alise la moyenne en temps. Conside´rons une
re´alisation de longueur M du signal analyse´ x(n). On de´coupe le signal ob-
serve´ en L segments de longueur N . Ces segments sont en ge´ne´ral disjoints et
contigus. On peut utiliser, comme pour l’analyse spectrale [146], des segments
se recouvrant partiellement. On choisira souvent la longueur des segments,
ou le de´calage entre les segments, de manie`re a` ce que les signaux apparte-
nant a` deux segments diffe´rents soient inde´pendants. On calcule ensuite, sur
chaque segment, la TFD du signal apodise´. On en de´duit le bipe´riodogramme
de chaque segment, et l’on moyenne les bipe´riodogrammes obtenus sur chacun
des segments. L’estimateur du bispectre par la me´thode du bipe´riodogramme
moyenne´ est donc
̂S
x (3)
(m1, m2) =
Cβ
L
L−1∑
l=0
Xl(m1)Xl(m2)Xl(−m1 −m2), (2.36)
avec
Xl(m) = TFD[h(n)x(n− lP )] = θ
N−1∑
n=0
h(n)x(n− lP )e− 2piN nm. (2.37)
Dans ces relations, C est une constante de calibration, h(n) est la fonction
d’apodisation des segments, nulle a` l’exte´rieur de [O,N [, et P est le de´calage
entre les segments 0 < P ≤ N .
La moyenne du bipe´riodogramme moyenne´ est, par suite de la station-
narite´
E
[ ̂S
x (3)
(m1, m2)
]
= CβE [X0(m1)X0(m2)X0(−m1 −m2)] .
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En remplac¸ant les termes X(m) par leur expression en fonction des termes
x(n) et en introduisant la bicorre´lation de la fonction d’apodisation h(n)
C
h (3)
(k1, k2) =
1
N
∑
n
h(n)h(n + k1)h(n + k2),
on obtient
E
[ ̂S
x (3)
(m1, m2)
]
= C.TFD[C
h (3)
(k1, k2)Cx (3) (k1, k2)],
ou` C
x (3)
(k1, k2) est la bicorre´lation de x(n). Cette expression s’e´crit aussi
E
[ ̂S
x (3)
(m1, m2)
]
= Cβ2
∑
l1
∑
l2
S
h (3)
(l1, l2)Sx (3) (m1 − l1, m2 − l2),
S
h (3)
(m1, m2) e´tant le bispectre de h(n) et Sx (3) (m1, m2) le bispectre de x(n).
L’estimateur du bispectre par la me´thode du bipe´riodogramme moyenne´
est biaise´. La bicorre´lation de h(n) re´alise une apodisation dans le domaine des
retards, le bispectre de h(n) effectue un lissage dans le domaine des fre´quences.
Le comportement de la moyenne du bipe´riodogramme moyenne´ est analogue
a` celui de la moyenne du bipe´riodogramme lisse´.
L’estimateur est approximativement non biaise´ si le support de la bi-
corre´lation de h(n) est grand, vis-a`-vis du support de la bicorre´lation de x(n)
ou, ce qui revient au meˆme, si le support du bispectre de h(n) est petit par
rapport au support du bispectre de x(n). Dans ces conditions on obtient un es-
timateur approximativement non biaise´ en fixant la constante de normalisation
C par
C =
1
C
h (3)
(0, 0)
=
1∑
l1
∑
l2 Sh (3) (l1, l2)
.
En supposant que les signaux appartenant a` des segments diffe´rents sont
inde´pendants et en utilisant la variance du bipe´riodogramme donne´e par (2.30),
la variance relative du bipe´riodogramme moyenne´ est
βVar
[ ̂S
x (3)
(m1, m2)
]
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2)
=
[
C
h (2)
(0)
]3
L
[
C
h (3)
(0, 0)
]2 ,
øu` C
h (2)
(k) = 1N
∑
n h(n)h(n+k) est la corre´lation de la fonction d’apodisation
h(n), et C
h (3)
(k1, k2) =
1
N
∑
n h(n)h(n + k1)h(n + k2) est la bicorre´lation de
h(n).
Pour β = 1N et pour une apodisation constante, h(n) = 1, la variance
relative de l’estimateur de la bicorre´lation est
Var
[
S
x (3)
(m1, m2)
]
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2)
=
N
L
,
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N e´tant le nombre de points sur chaque segment et L le nombre de segments
utilise´s pour re´aliser la moyenne.
Lorsque l’on utilise des segments contigus et disjoints, si le nombre total
de points du signal traite´ est M = LN , et la variance relative est donc M/L2.
L’estimateur est alors asymptotiquement efficace si, lorsque M →∞ on a
M
L2
→ 0.
Ces estimateurs, comme les estimateurs obtenus par la me´thode du bi-
corre´logramme, sont asymptotiquement gaussiens [158].
Comparaison des deux estimateurs du bispectre La comparaison des
deux estimateurs du bispectre (bipe´riodogramme lisse´ ou bipe´riodogramme
moyenne´) peut se faire en comparant les proble`mes pratiques pose´s par leur
mise en œuvre et leurs proprie´te´s : moyenne et variance.
Conside´rons un signal forme´ de M e´chantillons dont nous voulons estimer
le bispectre. La mise en œuvre du bipe´riodogramme lisse´ ne´cessite le calcul du
bipe´riodogramme sur les M points. Cette ope´ration est couˆteuse en me´moire
et en temps de calcul puisqu’elle fait appel a` une TFD calcule´e sur un grand
nombre de points. La mise en œuvre du bipe´riodogramme moyenne´ est moins
exigeante puisque l’on se limite au calcul de la TFD sur des segments de
longueur nettement plus courte.
Les proprie´te´s statistiques des deux estimateurs par la me´thode
du bipe´riodogramme lisse´, ou bicorre´logramme, et par la me´thode du
bipe´riodogramme moyenne´ sont e´quivalentes. Pour rendre le biais des deux
me´thodes e´quivalent il faut que l’aire, en bifre´quence, des fonctions d’apodisa-
tion soit e´quivalente, soit
NF = L.
Dans ces conditions les variances des deux estimateurs sont e´quivalentes.
2.7 Illustration
Illustrons les techniques d’estimation de la bicorre´lation et du bispectre
en les appliquant a` des signaux certains et a` des signaux ale´atoires. Nous
donnons sur les figures suivantes la bicorre´lation et le module du bispectre en
perspective et la bicorre´lation, le module du bispectre et la phase du bispectre
vus de dessus, les amplitudes sont code´es en niveaux de gris.
Pour les signaux de´terministes nous avons applique´ la technique du
bipe´riodogramme. Dans cette situation il n’est pas ne´cessaire de moyenner.
Les figures (2.9) et (2.10) pre´sentent la bicorre´lation et le bispectre
d’un sinus cardinal qui est un signal a` bande passante limite´e. Sur la figure
(2.9) le signal est dans la bande [0 − 0, 25] en fre´quences re´duites. Ce signal
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ve´rifie la condition “forte” du the´ore`me d’e´chantillonnage applique´ au bispectre
(voir 2.4.2). On n’a donc pas d’artefact. La forme hexagonale du bispectre
mate´rialise le domaine couvert par le bispectre de signaux a` bande limite´e.
Sur la figure (2.10) le signal est dans la bande [0− 0, 4] en fre´quences re´duites.
On voit dans cette situation les artefacts dus a` l’e´chantillonnage.
La figure (2.11) montre la bicorre´lation et le bispectre de la re´ponse
impulsionnelle d’un filtre autore´gressif d’ordre 2 (AR-2). Les poˆles de ce filtre,
qui fixent les re´sonances, ont un module e´gal a` 0, 85 et une phase de ±60◦. La
fre´quence re´duite de re´sonance de ce filtre est 0, 165. On voit sur le module du
bispectre les maxima associe´s aux re´sonances du filtre.
Les deux figures suivantes (2.12) et (2.13) pre´sentent la bicorre´lation et
le bispectre de la re´ponse impulsionnelle d’un filtre a` moyenne mobile d’ordre
1 (MA-1). Le ze´ro du premier filtre est l’inverse par rapport au cercle unite´
du ze´ros du second filtre. Les phases de ces ze´ros sont ±120◦ et les modules,
respectivement 0, 85 et 1, 176. On voit que les modules des deux bispectres
sont identiques alors que leurs phases pre´sentent une inversion. Ce phe´nome`ne
est important car il permet d’identifier le filtre MA a` partir de sa seule sortie
(chapitre 3).
Nous pre´sentons ensuite le traitement de signaux ale´atoires. Nous avons
utilise´ la me´thode du corre´logramme. Les signaux traite´s contiennent 2048
e´chantillons. La fonction d’apodisation de la bicorre´lation est la bicorre´lation
d’une porte. Sur les figures (2.14) et (2.15) nous donnons la bicorre´lation et
le bispectre estime´s d’un signal ale´atoire obtenu en filtrant un bruit blanc
par le filtre AR-2 introduit pre´ce´demment (poˆles 0, 85, phase ±60◦). Le bruit
blanc d’entre´e utilise´ est construit en prenant le module centre´ d’un bruit
blanc gaussien. Sur la figure (2.14) l’apodisation est forte (porte de longueur
8 e´chantillons). On retrouve certains maxima associe´s aux re´sonances mais
on constate un fort lissage accompagne´ d’une re´duction des fluctuations sta-
tistiques. Pour obtenir la figure (2.15) on a utilise´ une porte de longueur 32
e´chantillons. Le trace´ est plus pre´cis mais, en particulier sur la phase, on voit
apparaˆıtre des fluctuations statistiques.
Nous pre´sentons enfin, figures (2.16) et (2.17), la bicorre´lation et le bis-
pectre du meˆme bruit blanc filtre´ par les filtres MA a` phase minimale et a`
phase non minimale utilise´s pre´ce´demment. Ici comme le bispectre est lisse
nous avons utilise´ l’apodisation forte (porte de 8 e´chantillons). On note que
l’inversion de phase du bispectre, significative de la phase du filtre, est bien
visible.
Comme cela est ge´ne´ralement fait, nous nous sommes limite´s a` l’estima-
tion du bispectre. Il est important de garder pre´sent a` l’esprit le fait que dans
de nombreuses situations, la densite´ de probabilite´ du signal sera paire. Dans
ce cas les cumulants d’ordre 3 sont nuls, la bicorre´lation et le bispectre sont
alors nuls. Dans ces conditions les premie`res caracte´ristiques d’ordre supe´rieur
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 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.9 – Signal a` bande limite´e
a` 2 sont la tricorre´lation et le trispectre. Il sera alors ne´cessaire d’estimer la
tricorre´lation et le trispectre.
Les techniques que nous avons pre´sente´es pour la bicorre´lation sont appli-
cables a` la tricorre´lation. Il apparaˆıt cependant deux difficulte´s d’ordre pratique
et the´orique. La difficulte´ pratique vient de la repre´sentation d’une fonction a`
trois variables. On se contente souvent de pre´senter des coupes a` deux dimen-
sions ou des lignes a` une dimension de la tricorre´lation. Nous reviendrons sur
ce point au chapitre 3. La difficulte´ principale est entraine´e par le calcul des
cumulants : les cumulants d’ordre 4 sont ge´ne´ralement obtenus en retranchant
aux moments d’ordre 4 les produits de moments d’ordres infe´rieurs. Comme
nous l’avons montre´, il faut eˆtre vigilant si on utilise des moyennes temporelles.
Pour estimer le trispectre il existe, comme a` l’ordre 3, deux techniques
principales : le tripe´riodogramme et le tricorre´logramme. Le tricorre´logramme
est obtenu par une transformation de Fourier (pratiquement une TFD) de
la tricorre´lation apodise´e pour diminuer la variance de l’estimateur. Il reste
du travail a` faire sur les fonctions d’apodisation tridimensionnelles. . .Dans la
technique du tripe´riodogramme on retrouve le proble`me de l’extraction des
cumulants d’ordre 2. La` aussi il est encore trop toˆt pour pre´senter un bilan.
Enfin, dans tous les cas on retrouve les proble`mes de repre´sentation. On peut
faire appel a` des coupes ou a` des lignes.
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 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.10 – Signal a` bande limite´e
 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.11 – Signal autore´gressif d’ordre 2
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 Bicorre´lation  Module du bispectre  Phase du bispectre
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Fig. 2.12 – Signal MA a` phase minimale
 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.13 – Signal MA a` phase maximale
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 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.14 – Signal ale´atoire autore´gressif, apodisation de dure´e courte
 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.15 – Signal ale´atoire autore´gressif, apodisation de dure´e longue
88 CHAPITRE 2. MULTICORRE´LATIONS ET MULTISPECTRES
 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.16 – Signal ale´atoire MA a` phase minimale
 Bicorre´lation  Module du bispectre  Phase du bispectre
 Bicorre´lation  Module du bispectre
Fig. 2.17 – Signal ale´atoire MA a` phase maximale
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2.8 Conclusion
Les multicorre´lations et les multispectres apparaissent comme une
ge´ne´ralisation tre`s naturelle de la corre´lation et du spectre. L’analogie entre
les proprie´te´s des caracte´ristiques d’ordre 2 et celles d’ordre supe´rieur a` 2 est
tre`s grande dans la de´finition des grandeurs fondamentales, dans les proprie´te´s
de filtrage et dans les me´thodes d’estimation.
Un point sensible, que fait apparaˆıtre l’e´tude des grandeurs d’ordre
supe´rieur, est le choix ouvert entre les moments et les cumulants. Nous avons
apporte´ en 2.2.4 et 2.6.2 des e´le´ments qui tranchent en faveur des cumulants.
Les multicorre´lations et les multispectres, fonctions de plusieurs va-
riables, apparaissent comme des grandeurs difficiles a` calculer et a` repre´senter.
Cette complexite´ explique le fait que les e´tudes actuelles se sont cantonne´es a` la
bicorre´lation et au bispectre qui ne de´pendent “que” de deux variables. . .Nous
pensons que sur ce point les grandeurs vraiment inte´ressantes seront souvent
d’ordre supe´rieur a` 3. Dans ces conditions, comme nous le verrons dans les
chapitres ulte´rieurs, on concentrera l’information en utilisant des projections
ou des lignes de multicorre´lation et de multispectre.
Les multicorre´lations et les multispectres apportent de nouvelles infor-
mations sur les signaux non gaussiens. Ils donnent ainsi de nouveaux outils
d’analyse et de traitement. Nous verrons dans les chapitres suivants que ces
descriptions ouvrent la voie a` de nouvelles me´thodologies et permettent de
re´aliser des traitements dans des situations ou` les descriptions classiques a`
l’ordre 2 ne sont pas suffisamment pre´cises.
2.9 Comple´ments
2.9.1 Note sur la TFD
Les TFD utilise´e dans les statistiques d’ordre supe´rieur sont en ge´ne´ral a`
plusieurs dimensions. Elles constituent une ge´ne´ralisation e´vidente de la TFD
a` une dimension. Nous avons introduit dans la TFD et dans la TFD−1 des
facteurs de calibration qui, a` notre avis, facilitent les calculs. Pre´sentons rapi-
dement cette normalisation de la TFD.
La TFD fait passer de la suite x(n) de longueur N (0 ≤ n ≤ N − 1)
des e´chantillons temporels a` la suite de longueur N (0 ≤ m ≤ N − 1) des
e´chantillons fre´quentiels X(m) par
X(m) = θ
N−1∑
n=0
x(n)e−
2pinm
N ,
la TFD inverse est donne´e par
x(n) = β
N−1∑
m=0
X(m)e
2pinm
N ,
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avec
Nθβ = 1.
L’introduction des facteurs θ et β permet d’englober dans une meˆme notation
les diffe´rents choix qui peuvent eˆtre faits. En ge´ne´ral on choisit
θ = 1 donnant β =
1
N
,
ou
θ =
1
N
donnant β = 1.
Cette notation permet e´galement de redonner a` la TFD et a` la TFD−1
la meˆme dimension que celle de la TF ou de la TF−1. Pour cela, si TE est la
pe´riode d’e´chantillonnage, il faut choisir,
θ = TE donnant β =
1
NTE
,
avec ce choix θ joue le roˆle de dt apparaissant dans la TF . β est l’inverse de la
dure´e du signal c’est donc l’e´cart de fre´quence entre deux canaux fre´quentiels :
β joue donc le roˆle de dν apparaissant dans la TF−1. Cette analogie avec le
cas des signaux a` temps continu donne un moyen mne´motechnique utile pour
retrouver les relations entre le domaine temps et le domaine fre´quence.
Conside´rons la relation entre la convolution en temps et le produit en
fre´quence. La convolution en temps fait apparaˆıtre l’e´le´ment diffe´rentiel dt. En
TFD, avec nos conventions, cette relation s’e´crira
z = θx ∗ y entraine Z(m) = X(m)Y (m),
de meˆme pour la relation duale :
z(n) = x(n).y(n) entraine Z = βX ∗ Y.
Quant a` la relation de Parseval∫ +∞
−∞
x(t)y∗(t)dt =
∫ +∞
−∞
X(ν)Y ∗(ν)dν,
elle devient en TFD
θ
N−1∑
0
x(n)y∗(n) = β
N−1∑
0
X(m)Y ∗(m).
Pour le cas qui nous inte´resse ici nous devons utiliser des TFD a` p di-
mensions. La ge´ne´ralisation de ce qui pre´ce`de est tre`s simple. La TFD p di-
mensionnelle du signal a` p dimensions x(n1, . . . , np) est
X(m1, . . . , mp) =
[ p∏
i=1
θi
]
N−1∑
n1=0
. . .
N−1∑
np=0
x(n1, . . . , np)e
− 2pi
N
∑
nimi ,
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et la TFD inverse
x(n1, . . . , np) =
[ p∏
i=1
βi
]
N1∑
m1=0
. . .
N−1∑
mp=0
X(m1, . . . , mp)e
2pi
N
∑
nimi ,
avec
Nθiβi = 1.
Les relations entre le produit et la convolution se ge´ne´ralisent de meˆme.
x et y e´tant des signaux a` p dimensions et ∗ repre´sentant une convolution a` p
dimensions on aura
z =
[ p∏
i=1
θi
]
x∗y entraˆıne Z(m1, . . . , mp) = X(m1, . . . , mp)Y (m1, . . . , mp),
et
z(n1, . . . , np) = x(n1, . . . , np).y(n1, . . . , np) entraˆıne Z =
[ p∏
i=1
βi
]
X ∗ Y.
Le the´ore`me de Parseval s’e´crit[ p∏
i=1
θi
]
N−1∑
n1=0
. . .
N−1∑
np=0
x(n1, . . . , np)y
∗(n1, . . . , np)
=
[ p∏
i=1
βi
]
N−1∑
m1=0
. . .
N−1∑
mp=0
X(m1, . . . , mp)Y
∗(m1, . . . , mp)
Lorsque les diffe´rentes composantes des signaux sont homoge`nes on prendra la
meˆme valeur, quel que soit i, pour les constantes de calibration θi et βi. On
aura alors
p∏
i=1
θi = θ
p et
p∏
i=1
βi = β
p.
2.9.2 Sur les classes de signaux
Cette partie est essentiellement issue de [29]. Les processus x(t) auxquels
nous nous inte´ressons sont ceux pouvant eˆtre mis sous la forme
x(t) =
∫
exp(2piνt)dX(ν)
ou` l’inte´grale est une inte´grale stochastique de Stieljes-Riemann. Cette
repre´sentation est aussi dite de Crame´r. Blanc-Lapierre et Fortet montrent
le re´sultat suivant :
x(t) admet la de´composition harmonique x(t) =
∫
exp(2piνt)dX(ν) en
moyenne quadratique si et seulement si
E[x(t1)x
∗(t2)] =
∫ ∫
exp(2pi(t1ν1 − t2ν2)d2γ(ν1, ν2),
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ou` d2γ(ν1, ν2) = E[dX(ν1)dX(ν2)] ve´rifie∫ ∫
|d2γ(ν1, ν2)| < C < +∞
Le processus x(t) est alors dit harmonisable. Mais pour traiter de statistiques
d’ordre supe´rieur, l’harmonisabilite´ ne suffit plus. Les classes des signaux f (k)
et Φ(k) sont alors introduites dans [29].
On dit que X(ν) ∈ Φ(k) si ∀l < k, ∀ε1, . . . , εl∫
. . .
∫
|E[dXε1(ν1) . . . dXεl(νl)]| < C < +∞
(ou` les εl correspondent a` un complexe conjugue´ s’ils valent -1 et a` un complexe
non conjugue´ s’ils valent +1). x(t) ∈ f (k) si sa transforme´e de Fourier est dans
Φ(k). Le principal re´sultat est alors le suivant (page 427 de [29])
Si x(t) ∈ f (k) , si k = l(l − 1), alors ∀j ≤ l
xε1(t1) . . . xεj (tj) =
∫
. . .
∫
exp[2pi(
∑
i
εitiνi)]dXε1(ν1) . . . dXεj(νj)
existe en moyenne quadratique. En conse´quence de ce type de convergence,
E[xε1(t1) . . . xεj (tj)] existe et ve´rifie
E[xε1(t1) . . . xεj(tj)] =
∫
. . .
∫
exp[2pi(
∑
i
εitiνi)].E[dXε1(ν1) . . . dXεj(νj)]
Remarquons que la classe f (2) correspond a` l’ensemble des signaux harmoni-
sables. Pre´cisons enfin que la classe f (∞) est la classe des signaux appartenant
a` f (k) pour tout k.
2.9.3 Le multipe´riodogramme construit sur les cumu-
lants
Le multipe´riodogramme est de´fini en 2.6.4 par
Px(p)(m1, . . . , mp−1) = βX(m0)X(m1) . . .X(mp−1) avec m0 = −
p−1∑
i=1
mi.
Comme
– X(m0) = θ
∑N−1
0 x(n)e
2pi
nm0
N ,
– X(mi) = θ
∑N−1
0 x(n+ki)e
2pi
(n+ki)mi
N pour i (= 0, la sommation est
faite de 0 a` N − 1 car les e´chantillons sont indice´s modulo N ,
le multipe´riodogramme construit a` partir des cumulants est
PCx(p)(m1, . . . , mp−1) = βCum[X(m0), X(m1), . . . , X(mp−1)]
βθp
∑
n e
2pi
n
∑p−1
0
mi
N
∑
k1 . . .
∑
kp−1 Cx (p) (k1, . . . , kp−1)e
2pi
∑p−1
1
kimi
N ,
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soit encore
PCx(p)(m1, . . . , mp−1) = βθNd(
p−1∑
0
mi)TFD[Cx (p) (k1, . . . , kp−1)],
ou` {
d(
∑p−1
0 mi) = 1 si
∑p−1
0 mi = 0
d(
∑p−1
0 mi) = 0 si
∑p−1
0 mi (= 0.
Finalement, on obtient
PCx(p)(m1, . . . , mp−1) = Sx (p) (m1, . . . , mp−1).
2.9.4 Comportement asymptotique
Le multispectre d’ordre p est la TFD a` p − 1 dimensions de la multi-
corre´lation
S
x (p)
(m1, . . . , mp−1) = θp−1
N−1∑
k1=0
. . .
N−1∑
kp−1=0
C
x (p)
(k1, . . . , kp−1)e2pi
∑p−1
0
kimi
N .
Nous voulons e´tudier le comportement du multispectre lorsque N tend vers
l’infini. Pour cette e´tude le choix naturel pour θ est 1/N . En supposant la mul-
ticorre´lation sommable20, la TFD a` p−1 dimensions de la multicorre´lation
tend vers une limite finie lorsque N tend vers l’infini.
Le comportement du multispectre d’ordre p, lorsque N tend vers l’infini,
est donne´ par θp−1 = 1Np−1 . Il s’ensuit que le mutipe´riodogramme d’ordre p est
e´galement homoge`ne a` 1Np−1 lorsque N tend vers l’infini. Ces re´sultats nous
permettront dans le paragraphe suivant de calculer la variance de l’estimateur
du bispectre.
Notons pour terminer que la condition de sommabilite´ des multi-
corre´lations est remplie pour les signaux appartenant a` la classe que nous avons
introduite en 2.5.1. Cette condition de sommabilite´ des multicorre´lations est
une condition d’ergodisme. On s’inte´resse actuellement a` des signaux dits “a`
longue de´pendance” dont les multicorre´lations ne sont pas sommables : pour
ces signaux, l’estimation des multicorre´lations pose des proble`mes particuliers
et difficiles que nous n’aborderons pas ici.
2.9.5 Variance du bipe´riodogramme
Le bipe´riodogramme a e´te´ de´fini (2.29) par
Px(3)(m1, m2) = βX(−m1 −m2)X(m1)X(m2).
20Le fait d’avoir de´fini les multicorre´lations comme des cumulants est ici fondamental
car, si les multicorre´lations ainsi de´finies peuvent eˆtre sommables, les multicorre´lations des
moments ne sont ge´ne´ralement pas sommables par suite de la pre´sence de branches s’e´tendant
a` l’infini.
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La variance du bipe´riodogramme, calcule´e dans [105], est
Var
[
Px(3)(m1, m2)
]
=
β2E [X(−m1 −m2)X(m1)X(m2)X(m1 + m2)X(−m1)X(−m2)]
−
∣∣∣E [Px(3)(m1, m2)]∣∣∣2 .
Cette variance est un moment d’ordre 6 que l’on peut sche´matiser par
Var
[
Px(3)(m1, m2)
]
= β2E[1.2.3.4.5.6].
Appellons i6 l’ensemble (1, 2, 3, 4, 5, 6) et ip, (p < 6), les sous-ensembles
contenant p e´le´ments de i6. E[1.2.3.4.5.6] est la somme des cumulants obtenus
en conside´rant toutes les partitions possibles de i6 (voir le chapitre 1).
– 1 partition : Cum[i6] contenant 1 terme,
– 2 partitions
– Cum[i5]Cum[i1] contenant 6 termes,
– Cum[i4]Cum[i2] contenant 15 termes,
– Cum[i3]Cum[i3] contenant 10 termes,
– 3 partitions
– Cum[i4]Cum[i1]Cum[i1] contenant 15 termes,
– Cum[i3]Cum[i2]Cum[i1] contenant 60 termes,
– Cum[i2]Cum[i2]Cum[i2] contenant 15 termes,
– 4 partitions
– Cum[i3]Cum[i1]Cum[i1]Cum[i1] contenant 20 termes,
– Cum[i2]Cum[i2]Cum[i1]Cum[i1] contenant 45 termes,
– 5 partitions Cum[i2]Cum[i1]Cum[i1]Cum[i1]Cum[i1] contenant 15
termes,
– 6 partitions Cum[i1]Cum[i1]Cum[i1]Cum[i1]Cum[i1]Cum[i1]] contenant
1 terme.
Hinich [105] montre que, dans cet ensemble de termes il existe un terme
dominant. Donnons le principe de cette se´lection. Tout d’abord, comme les si-
gnaux sont suppose´s centre´s, tous les termes faisant apparaˆıtre la moyenne sont
nuls. Il ne reste alors que les termes associe´s a` une, deux ou trois partitions. Les
termes associe´s a` une partition sont homoge`nes a` un multispectre d’ordre 6 :
leur comportement asymptotique est donc en 1/N5. Les termes associe´s a` deux
partitions contiennent le terme
∣∣∣[Px(3)(m1, m2)]∣∣∣2 qui se simplifie dans l’expres-
sion de la variance et des termes produits d’un bispectre par un quadrispectre
dont le comportement asymptotique est en 1/N4. Enfin, les termes non-nuls
associe´s a` trois partitions sont homoge`nes au cube d’un spectre. Leur com-
portement asymptotique est en 1/N3. Asymptotiquement, les termes associe´s
a` trois partitions seront donc dominants. Parmi les 15 termes concerne´s, en
tenant compte du fait que deux fre´quences diffe´rentes sont de´corre´le´es puisque
le signal est stationnaire, il ne reste finalement qu’un seul terme, donnant, au
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premier ordre, pour la variance du bipe´riodogramme :
Var
[
Px(3)(m1, m2)
]
=
β2E [X(m1)X(−m1)]E [X(m2)X(−m2)]E [X(m1 + m2)X(−m1 −m2)] .
Comme
S
x (2)
(m) = βE [X(m)X(−m)] ,
on obtient finalement
Var
[
Px(3)(m1, m2)
]
=
1
β
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2). (2.38)
On montre de meˆme [105] que la covariance de deux termes diffe´rents du
bipe´riodogramme est :
Cov
[
Px(3)(m1, m2), Px(3)(l1, l2)
]
= βS
x (6)
(m1, m2,−m1 −m2, l1, l2). (2.39)
2.9.6 Variance de la bicorre´lation
La bicorre´lation estime´e est la TFD−1 du bipe´riodogramme
Ĉ
x (3)
(k1, k2) = β
2
∑
m1
∑
m2
Px(3)(m1, m2)e
2pi
N
(m1k1+m2k2).
La variance de la bicorre´lation estime´e est donc
Var
[
Ĉ
x (3)
(k1, k2)
]
= β4
∑
m1
∑
m2
∑
l1
∑
l2 Cov
[
Px(3)(m1, m2)Px(3)(−l1,−l2)
]
× e 2piN (m1k1−l1k1+m2k2−l2k2).
En utilisant (2.38) et (2.39) on obtient
Var
[
Ĉ
x (3)
(k1, k2)
]
= I + II,
avec
I = β3
∑
m1
∑
m2
S
x (2)
(m1)Sx (2) (m2)Sx (2) (−m1 −m2),
et
II = β3
∑
m1
∑
m2
∑
l1
∑
l2
S
x (6)
(m1, m2,−m1−m2,−l1,−l2)e 2piN (m1k1−l1k1+m2k2−l2k2).
96 CHAPITRE 2. MULTICORRE´LATIONS ET MULTISPECTRES
Calcul de I Avec
S
x (2)
(m1) = θ
∑
k1
C
x (2)
(k1)e
− 2pi
N
k1m1 ,
et
S
x (2)
(−m1 −m2) = θ
∑
k2
C
x (2)
(k2)e
2pi
N
(k2m1+k2m2),
on obtient
I = θ2β3
∑
m1
∑
m2
∑
k1
∑
k2
C
x (2)
(k1)Cx (2) (k2)Sx (2) (m2)e
2pi
N
(m1(k2−k1)+m2k2).
Comme ∑
m1
e
2pi
N
m1(k2−k1) = Nd(k2 − k1),
avec
d(k2 − k1) = 1 si k2 = k1 = 0 sinon
et
β2θ2 =
1
N2
,
il vient
I =
β
N
∑
k1
∑
m2
[
C
x (2)
(k1)
]2
S
(
m2)e
2pi
N
m2k1,
donnant finalement
I =
1
N
∑
k1
[
C
x (2)
(k1
]3
).
Calcul de II On peut e´crire le terme II sous la forme
II = (βθ)5
∑
i1
∑
i2
∑
i3
∑
i4
∑
i5
C
x (6)
(i1, i2, i3, i4, i5)ABCD,
avec
– A =
∑
m1 e
2pi
N
m1(−i1+i3+k1) = Nd(−i1 + i3 + k1),
– B =
∑
m2 e
2pi
N
m1(−i2+i3+k2) = Nd(−i2 + i3 + k2),
– C =
∑
l1 e
2pi
N
l1(i4−k1) = Nd(i4 − k1),
– D =
∑
l2 e
2pi
N
l1(i5−k2) = Nd(i5 − k2).
En posant
i3 = i,
on obtient finalement
II =
1
N
∑
i
C
x (6)
(i + k1, i + k2, i, k1, k2).
Donnant pour la variance de la bicorre´lation estime´e
Var
[
Ĉ2(k1, k2)
]
=
1
N
∑
i
[
C
x (2)
(i)
]3
+ C
x (6)
(i + k1, i + k2, i, k1, k2). (2.40)
Chapitre 3
Signaux et syste`mes
Il existe des relations e´troites entre les signaux et les syste`mes : les signaux
permettent d’identifier les syste`mes et un syste`me peut caracte´riser un signal.
Ces relations sont largement exploite´es dans l’approche des signaux a` l’ordre
2. On connaˆıt a` cet ordre de nombreuses me´thodes d’identification [101, 142].
Paralle`lement la mode´lisation d’un signal par un syste`me (AR,MA,ARMA)
est a` la base de nombreuses me´thodes de caracte´risation des signaux a` l’ordre
2 : en analyse spectrale, dans l’e´galisation. . .
La caracte´risation a` l’ordre 2 est cependant partielle et elle ne permet
pas de re´soudre les proble`mes d’identification d’un syste`me line´aire dont on ne
connaˆıt que la sortie (identification aveugle) [65, 150]. Nous allons voir que les
relations entre les signaux et les syste`mes peuvent eˆtre approfondies et e´largies
lorsque l’on pousse la caracte´risation des signaux a` un ordre supe´rieur a` 2. On
peut alors, en particulier, re´soudre le proble`me de l’identification aveugle.
3.1 Les syste`mes e´chantillonne´s
Ce paragraphe donne les rappels ne´cessaires a` ce chapitre en ce qui
concerne les filtres a` temps discret.
3.1.1 Pre´sentation ge´ne´rale
Pre´sentons les syste`mes line´aires et stationnaires qui sont a` la base des
repre´sentations “syste´miques” des signaux [142, 164]. En temps, la relation
entre´e x-sortie y, pour un syste`me line´aire et stationnaire, est une convolution
y = h ∗ x, soit
y(n) =
∑
p
h(n− p) x(p) = ∑
p
h(p) x(n− p).
La fonction h(n) qui caracte´rise le syste`me line´aire et stationnaire est la
re´ponse impulsionnelle. En fre´quences re´duites, ou en transforme´e en Z,
la relation entre´e-sortie est le produit simple [147] Y (λ) = H(λ)X(λ), ou
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Y (z) = H(z)X(z). H(λ) est la fonction de transfert, ou le gain complexe, en
fre´quences re´duites, et H(z) est la fonction de transfert en Z.
On peut e´galement de´crire un syste`me line´aire et stationnaire par une
e´quation aux diffe´rences [147, 164]
y(n) +
P∑
k=1
a(k) y(n− k) =
Q∑
l=0
b(l) x(n− l).
Nous avons choisi les bornes de sommation de manie`re a` ce que le syste`me soit
causal : nous construisons la sortie a` l’instant n a` partir de l’entre´e a` l’instant
n, des entre´es passe´es et des sorties passe´es. Cette contrainte n’est pas absolue.
En pratique les sommes portent sur un nombre fini de termes. En the´orie, on
peut conside´rer des syste`mes line´aires et stationnaires pour lesquels on a une
sommation infinie. La fonction de transfert en Z est
H(z) =
∑Q
0 b(l)z
−l
1 +
∑P
1 a(k)z
−k .
En factorisant le nume´rateur et le de´nominateur de la fonction de transfert on
peut l’e´crire
H(z) = b(0)zP−Q
∏Q
i=1(z − z0i)∏P
j=1(z − zpj)
.
On fait ainsi apparaˆıtre les P poˆles zpj et les Q ze´ros z0i du syste`me
line´aire et stationnaire. Les poˆles et les ze´ros constituent une description tre`s
parlante des proprie´te´s du syste`me line´aire et stationnaire donnant la fonction
de transfert a` un facteur pre`s b(0) et a` un retard Q− P pre`s [147].
On distingue :
– les syste`mes line´aires et stationnaires autore´gressifs (AR) pour lesquels
b(0) = 1 et b(l) = 0 pour l non nul. La relation entre´e sortie est pour
ces syste`mes
y(n) = −
P∑
k=1
a(k)y(n− k) + x(n),
montrant que la sortie a` l’instant n est construite a` partir des P sorties
pre´ce´dentes et de la seule entre´e a` l’instant n. Ces syste`mes ont P poˆles
et un ze´ro d’ordre P a` l’origine.
– les syste`mes line´aires et stationnaires a` moyenne mobile ou a` moyenne
ajuste´e (MA) pour lesquels a(k) = 0 pour tout k. La relation entre´e-
sortie est
y(n) =
Q∑
l=0
b(l)x(n− l),
et la sortie a` l’instant n est une moyenne des entre´es concommittantes
et passe´es. Ces syste`mes ont Q ze´ros et un poˆle d’ordre Q a` l’origine.
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– enfin le cas ge´ne´ral est celui des syste`mes line´aires et stationnaires
autore´gressifs a` moyenne ajuste´e (ARMA).
On classe e´galement les syste`mes line´aires et stationnaires selon la structure
de leur re´ponse impulsionnelle. Les filtres MA ont une re´ponse impulsionnelle
de longueur finie : filtres a` re´ponse impulsionnelle finie (RIF). Les filtres AR et
ARMA ont une re´ponse impulsionnelle de longueur infinie : filtres a` re´ponse
impulsionnelle infinie (RII) .
3.1.2 Stabilite´ et causalite´
Pour eˆtre “physiquement re´alisable” un syste`me line´aire et stationnaire
doit eˆtre stable et causal [99, 164].
La stabilite´ BIBO (bounded input-bounded output) exige qu’a` toute
entre´e borne´e le syste`me associe une sortie borne´e. Autrement dit, un syste`me
est stable, si pour toute entre´e x(n) ve´rifiant
|x(n)| < +∞,
la sortie y(n) ve´rifie
|y(n)| < +∞.
La causalite´ stipule que l’effet (la sortie) ne doit pas pre´ce´der la cause (l’entre´e).
La condition de causalite´ peut se formuler par l’implication suivante :
x(n) = 0 pour n < n0 ⇒ y(n) = 0 pour n < n0.
La stabilite´ et la causalite´ peuvent s’exprimer dans les diffe´rentes
repre´sentations des syste`mes line´aires et stationnaires.
Une condition ne´cessaire et suffisante de stabilite´ est que la re´ponse im-
pulsionnelle soit sommable en module, c’est-a`-dire
+∞∑
−∞
|h(n)| < +∞,
et la condition de causalite´ est simplement
h(n) = 0 pour n < 0.
En fre´quences re´duites le crite`re de Paley-Wiener [166] nous indique qu’il
existe au moins un syste`me line´aire et stationnaire, stable et causal, dont le
module de la fonction de transfert est |H(λ)| si et seulement si∫ 1/2
−1/2
log |H(λ)|dλ < +∞. (3.1)
Enfin, en Z, un syste`me sera stable et causal si et seulement si :
1. le nombre de poˆles est supe´rieur ou e´gal au nombre de ze´ros,
2. tous les poˆles sont a` l’inte´rieur du cercle de rayon 1, dans le plan complexe
des Z.
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Syste`me line´aire et stationnaire, stable et causal Pour un syste`me
stable et causal la re´ponse impulsionnelle ve´rifie :
h(n) = 0 pour n < 0.
C’est la condition duale de la condition impose´e au signal analytique. La partie
re´elle et la partie imaginaire du gain complexe en fre´quences re´duites sont donc
relie´es par une transformation de Hilbert en fre´quences re´duites (THFr). Ceci
est exprime´ par les relations de Kramers-Kronig
1 [H(λ)] = THFr−1 [) (H(λ))]
) [H(λ)] = THFr [1 (H(λ))] .
La THFr et la THFr−1 sont les transforme´es de Hilbert directe et inverse en
fre´quences re´duites.
Syste`me line´aire et stationnaire stable, causal et causalement inver-
sible (ou a` phase minimale) Un syste`me line´aire et stationnaire sera dit
stable, causal et causalement inversible si :
1. le syste`me line´aire et stationnaire est stable et causal ;
2. son inverse (permettant de retrouver l’entre´e a` partir de la sortie) est
stable et causal.
Soit un syste`me line´aire et stationnaire de fonction de transfert en Z,
H(z), la fonction de transfert du syste`me inverse est
Hi(z) =
1
H(z)
.
Les poˆles de H(z) sont les ze´ros de Hi(z) et les ze´ros de H(z) sont les poˆles
de Hi(z). Il s’ensuit qu’un syste`me line´aire et stationnaire sera stable, causal
et causalement inversible si et seulement si :
1. le nombre de poˆles est e´gal au nombre de ze´ros,
2. les poˆles et les ze´ros sont dans le disque de rayon 1.
Pour un syste`me line´aire et stationnaire, stable, causal et causalement inver-
sible les poˆles du logarithme de la fonction de transfert, qui sont les poˆles et les
ze´ros de la fonction de transfert, sont dans le cercle de rayon 1. La transforme´e
en Z inverse de ce logarithme, que l’on appelle le cepstre, est donc une fonction
causale (nulle pour les temps ne´gatifs), soit
TZ−1 [logH(z)] = C(n) = 0 pour n < 0.
La partie re´elle et la partie imaginaire de ce logarithme sont donc relie´es par
une transformation de Hilbert. En fre´quences re´duites on a
log [H(λ)] = log |H(λ)|+ φH(λ),
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d’ou` l’on de´duit les relations de Bode-Bayard
φH(λ) = THFr−1 [log |H(λ)|]
log |H(λ)| = THFr [φH(λ)] . (3.2)
qui relient le module et la phase de la fonction de transfert d’un syste`me line´aire
et stationnaire, stable, causal et causalement inversible. La relation (3.2) nous
montre que si l’on connaˆıt le module de la fonction de transfert d’un syste`me
line´aire et stationnaire stable, causal et causalement inversible alors sa phase
est de´termine´e par (3.2). En rapprochant ce re´sultat du crite`re de Paley Wiener
(3.1) on voit que si le module d’un syste`me line´aire et stationnaire stable, causal
et causalement inversible ve´rifie ce crite`re, qui porte uniquement sur le module
de la fonction de transfert, on peut calculer sa phase.
Les syste`mes line´aires et stationnaires, stables, causaux et causale-
ment inversibles sont de´nomme´s e´galement filtres a` phase minimale. Cette
de´nomination vient de l’e´tude de la famille de filtres ayant une valeur fixe´e
pour le module de la fonction de transfert en fre´quences re´duites (gabarit).
On sait que cette condition de´finit une famille de filtres. Dans cette famille le
filtre stable, causal et causalement inversible est celui pour lequel la rotation de
phase totale, lorsque la fre´quence re´duite varie de −1/2 a` +1/2, est minimale.
Ce filtre est inte´ressant car, dans la famille de filtres conside´re´e, il est celui qui
re´pond le plus rapidement. En effet, en appelant h(n) la re´ponse impulsionnelle
d’un filtre de la famille, et hmin(n) celle du fitre a` phase minimale, pour tout
n0 > 0 on a
n0∑
0
|h(n)|2 ≤
n0∑
0
|hmin(n)|2.
Lorsque l’on re´alise l’identification d’un filtre ARMA les poˆles doivent
eˆtre dans le cercle de rayon 1 pour que le filtre soit stable1. Les ze´ros peuvent
occuper indiffe´remment deux positions inverses par rapport au cercle de rayon
1 sans modifier le module du gain complexe du syste`me line´aire et station-
naire. Cette inde´termination sur la position des ze´ros engendre la famille de
filtres ayant le meˆme gabarit, elle ne peut pas eˆtre leve´e par les techniques
d’identification a` l’ordre 2 pour des signaux et des filtres stationnaires.
Conclusion Le but essentiel de cette bre`ve introduction sur les syste`mes
line´aires et stationnaires e´tait de pre´ciser les diffe´rents mode`les (AR,MA et
ARMA) et de situer les proble`mes importants de causalite´, de stabilite´ et
de phase minimale (ou d’inversibilite´ causale). En ge´ne´ral quand on identifie
un syste`me line´aire et stationnaire on est amene´ a` supposer qu’il est stable
et causal, bien que ces hypothe`ses puissent eˆtre remises en cause. Par contre
1Dans certaines situations on pourra conside´rer des filtres ayant des poˆles a` l’exte´rieur
du cercle unite´ en inversant le sens du temps : filtres anticausaux.
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rien ne permet de supposer qu’il est a` phase minimale. Nous verrons que ce
proble`me de phase est au centre des techniques d’identification aveugle.
Pour approfondir vos connaissances sur les syste`mes line´aires et station-
naires, il existe de nombreux ouvrages tre`s complets [101, 132, 142, 164].
3.2 Mode´lisation et filtrage
Avant d’aborder les techniques d’identification aveugle, il est bon de don-
ner quelques conside´rations ge´ne´rales qui nous permettront de situer les divers
proble`mes de mode´lisation et d’identification. Nous pre´ciserons et compare-
rons e´galement les notions importantes de filtre blanchisseur et filtre inverse.
Ces diffe´rentes notions seront illustre´es par un exemple faisant ressortir les
diffe´rences entre le blanchiment et l’inversion d’un signal. Cet exemple nous
permettra e´galement de pre´senter la position spe´ciale occupe´e par les signaux
gaussiens.
3.2.1 Mode´lisation syste´mique
Un signal ale´atoire stationnaire x(n) peut eˆtre mode´lise´ par la sortie x(n)
d’un filtre non line´aire de Volterra d’ordre e´ventuellement infini [64]. Le terme
d’ordre i est
xi(n) =
+∞∑
k1=−∞
. . .
+∞∑
ki=−∞
hi(k1, . . . , ki) b(n− k1) . . . b(n− ki).
donnant la sortie du filtre de Volterra
x(n) =
∞∑
i=1
xi(n) (3.3)
Les fonctions hi(k1, . . . , ki) sont les noyaux de Volterra et le signal d’entre´e
b(n) est une suite de variables ale´atoires inde´pendantes de meˆme loi2 . Le
syste`me, filtre, en ge´ne´ral non line´aire, permettant d’engendrer le signal x(n)
a` partir d’une suite de variables ale´atoires inde´pendantes est appele´ syste`me
ge´ne´rateur. Ce mode`le fait apparaˆıtre les relations entre les signaux et les
syste`mes, line´aires ou non line´aires.
Dans certaines situations, en particulier dans les canaux de transmission,
on peut imposer au syste`me d’eˆtre line´aire, on obtient alors le mode`le simplifie´
suivant dit mode`le line´aire :
x(n) =
+∞∑
k1=−∞
h1(k1) b(n− k1), (3.4)
2Les proble`mes d’existence sont discute´s au chapitre 5.
3.2. MODE´LISATION ET FILTRAGE 103
h1(k1) est la re´ponse impulsionnelle du syste`me line´aire.
Les signaux dont le syste`me ge´ne´rateur est line´aire sont appele´s des si-
gnaux line´aires.
3.2.2 Filtre blanchisseur. les diffe´rents bruits blancs.
Soit un signal x(n), on appelle filtre blanchisseur le filtre line´aire qui,
ayant a` son entre´e x(n), donnera en sortie un signal (bruit) blanc a` l’ordre
2. La notion tre`s classique de signal blanc, on dit plutoˆt bruit blanc et nous
suivrons la tradition bien qu’elle affecte ce signal d’une connotation pe´jorative
qu’il ne me´rite pas, doit eˆtre repense´e quand on s’inte´resse aux proprie´te´s
d’ordre supe´rieur.
En fait il n’existe pas un bruit blanc mais plusieurs bruits blancs doivent
eˆtre introduits [34]. Selon le degre´ de finesse de l’analyse on aura, si l’on peut
dire, plusieurs degre´s de blancheur.
En analyse spectrale un bruit blanc est un signal dont le spectre est
constant. La corre´lation de deux e´chantillons diffe´rents du bruit blanc a` l’ordre
2 est donc nulle : un bruit blanc a` l’ordre 2 est donc forme´ par une suite de
variables ale´atoires de´corre´le´es.
A un ordre supe´rieur, on est concerne´ par des cumulants d’ordre supe´rieur
a` 2. Un bruit blanc a` l’ordre q est forme´ d’une suite de variables ale´atoires dont
les cumulants d’ordre infe´rieur ou e´gal a` q sont nuls de`s que l’on s’inte´resse a`
un cumulant mettant en jeu plus d’un seul e´chantillon.
Enfin un bruit blanc sera de´nomme´ bruit blanc parfait si les e´chantillons
de ce signal sont des variables ale´atoires inde´pendantes.
Il existe des relations d’ordre partiel entre ces diverses blancheurs [34]. La
blancheur parfaite entraˆıne la blancheur a` tous les ordres. A l’inverse la blan-
cheur a` l’ordre 2 n’entraˆıne en ge´ne´ral ni la blancheur a` un ordre supe´rieur :
des variables ale´atoires peuvent eˆtre de´corre´le´es et avoir des cumulants croise´s
d’ordre supe´rieur a` 2 non nuls, ni la blancheur parfaite : la de´corre´lation n’en-
traˆıne pas l’inde´pendance. Toutes les blancheurs sont e´quivalentes dans le cas
d’un bruit gaussien : on sait que dans le cas gaussien la de´corre´lation en-
traˆıne l’inde´pendance. Nous avons vu e´galement au chapitre 2 que les ordres
supe´rieurs de signaux gaussiens n’apportent pas d’information : les cumulants
d’ordre supe´rieur a` 2 sont nuls. La notion de filtre blanchisseur n’est donc pas
unique.
Classiquement quand on parle de filtre blanchisseur on sous-entend un
filtre blanchisseur a` l’ordre 2 : dont la sortie est un bruit blanc d’ordre 2.
Pour les signaux ale´atoires de´crits par (3.3), il existe toujours un filtre line´aire
blanchisseur a` l’ordre 2. La connaissance de ce filtre est suffisante quand on
fait de l’analyse spectrale. Enfin ce filtre blanchisseur est un filtre blanchisseur
parfait si le signal blanchi est gaussien.
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A un ordre supe´rieur a` 2 et pour les signaux non gaussiens la situation
est plus complexe. . .
3.2.3 Filtre inverse
Le filtre inverse d’un signal x(n) mode´lise´ par (3.3) est le syste`me per-
mettant de retrouver le signal d’entre´e b(n) a` partir de la sortie x(n). Pour des
signaux line´aires (engendre´s selon la relation (3.4)) le filtre inverse est line´aire.
Dans le cas ge´ne´ral le filtre inverse n’est pas line´aire : ce filtre inverse est donc
diffe´rent du filtre blanchisseur a` l’ordre 2 qui est line´aire.
Quelle est, pour les signaux line´aires, la relation entre le filtre blanchisseur
et le filtre inverse ?
3.2.4 Relation entre le filtre blanchisseur et le filtre
inverse pour des signaux line´aires. Identification
aveugle
Soit un signal x(n) ale´atoire stationnaire line´aire et de puissance finie.
Connaissant le signal x(n) et ses caracte´ristiques a` l’ordre 2 : corre´lation ou
spectre on veut trouver le filtre blanchisseur et le filtre inverse de x(n). Le
signal e´tudie´ ve´rifie le mode`le (3.4), son spectre est donc
S
x (2)
(λ) = |H(λ)|2Pb,
ou` H(λ) est le gain complexe du filtre engendrant x(n), et Pb est la puissance
du bruit ge´ne´rateur b(n).
La connaissance de S
x (2)
(λ) nous permet d’acce´der au module 1/|H(λ)|
du gain complexe du filtre blanchisseur mais ne nous donne pas d’information
sur la phase de ce filtre. On pourra construire le filtre blanchisseur de x(n)
en utilisant les diverses me´thodes de´veloppe´es dans les approches a` l’ordre 2
[142].
– en temps par la corre´lation et les e´quations de Yule-Walker en donnant
au filtre blanchisseur une structure MA,
– en temps par l’algorithme de Levinson et les coefficients de corre´lation
partielle en donnant au filtre blanchisseur une structure en treillis,
– en fre´quence en prenant une de´termination particulie`re pour la phase
du filtre blanchisseur : phase nulle, phase minimale. . .
Pour obtenir le filtre inverse nous devons connaˆıtre la phase qui ne nous est
pas donne´e par les caracte´ristiques d’ordre 2 du signal de sortie. Nous al-
lons voir que l’on peut re´aliser cette identification aveugle en utilisant les ca-
racte´ristiques d’ordre supe´rieur du signal analyse´.
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sortieentrée
Inverse 2
Inverse 3
Inverse 1
Zéros filtre inverse
Spectre du signal filtré
ARMA 4
Poles filtre direct
Fig. 3.1 – Le filtre direct et les filtres blanchisseurs.
3.2.5 Illustration
Les analogies et les diffe´rences entre les notions de filtre inverse et de
filtre blanchisseur, ainsi que le cas singulier pre´sente´ par les signaux gaussiens
sont illustre´s par la simulation suivante inspire´e par [65].
Un signal x(n) est engendre´ par filtrage d’un signal blanc parfait b(n) par
un filtre ARMA(4, 4) pre´sentant 4 poˆles (stables) et 4 ze´ros (2 dans le disque
de rayon 1 et 2 exte´rieurs). On construit ensuite trois versions du filtre inverse,
qui sont tous des filtres blanchisseurs, en re´alisant un filtre ARMA(4, 4) dont
les ze´ros sont les poˆles du filtre direct et dont les poˆles sont les ze´ros du filtre
direct ou sont les inverses par rapport au cercle unite´ des ze´ros du filtre direct.
Les positions des poˆles et ze´ros des filtres direct et inverse ainsi que la densite´
spectrale de puissance du signal x(n) sont illustre´s sur la figure (3.1).
Les trois filtres de´nomme´s inverse 1, 2 et 3 sont des filtres blanchisseurs
mais un seul d’entre-eux est le filtre inverse. Deux types de signaux blancs
d’entre´e ont e´te´ utilise´s.
Le premier est un signal gaussien. Les proprie´te´s de ce signal gaussien
sont contenues comple`tement dans ses caracte´ristiques d’ordre 2 : on peut
pre´voir que les sorties des filtres 1, 2 et 3 ne pourront pas eˆtre distingue´es.
Ce fait est illustre´, non de´montre´ !, sur les panneaux de gauche de la figure
(3.1) qui montre le signal d’entre´e, le signal filtre´, et les sorties des trois filtres.
L’observation des seules sorties ne permet pas de distinguer les trois filtres.
On trouve, e´videmment, le filtre inverse quand on compare point a` point les
sorties et l’entre´e. . .
Le second signal est un signal blanc, non gaussien. Nous avons choisi une
se´quence d’impulsions qui rappellent les coefficients de re´flexion des interfaces
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 Filtre blanchisseur 2, Kurtosis −0.16
 Filtre blanchisseur 1, Kurtosis −0.31
 Filtre inverse, Kurtosis −0.54
 Sortie, Kurtosis 0.13
 Entre´e, Kurtosis −0.54
 Filtre blanchisseur 2, Kurtosis 5.29
 Filtre blanchisseur 1, Kurtosis 8.39
 Filtre inverse, Kurtosis 10.44
 Sortie, Kurtosis 0.78
 Entre´e, Kurtosis 10.44
Fig. 3.2 – Entre´es gaussiennes et non gaussiennes, sortie du filtre direct. Sor-
ties du filtre inverse et des filtres blanchisseurs.
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entre couches ge´ologiques dans une expe´rimentation de prospection sismique
[174].
On voit sur les panneaux de droite de la figure (3.1) que les signaux
de sortie sont diffe´rents ; on peut donc penser qu’il est possible de trouver
le filtre inverse en observant seulement la sortie : c’est ce que l’on appelle la
de´convolution aveugle dont nous reparlerons en de´tails plus loin. Donnons, en
anticipant, une ide´e d’une solution.
Puisque le proble`me n’a pas de solution a` l’ordre 2 nous devons utiliser
des caracte´ristiques d’ordre supe´rieur des signaux de sortie. Nous avons choisi
le kurtosis qui est le cumulant d’ordre 4 norme´ (chapitre 1)
K
x (4)
=
E [x4]
E2 [x2]
− 3.
Les kurtosis des diffe´rents signaux de sortie sont donne´s sur les figures. Dans
le cas gaussien ils sont the´oriquement nuls : leur valeur proche de 0 est issue
des erreurs d’estimation du kurtosis. Dans le cas non gaussien, ils sont signifi-
cativement diffe´rents. Le filtre inverse engendre un signal dont le kurtosis est
maximum : ce crite`re permet donc de choisir entre les diverses solutions.
3.2.6 Conclusion
En prenant du recul vis a` vis des approches habituelles de la mode´lisation
des signaux a` l’ordre 2 nous pouvons mieux discerner les relations existant entre
les diffe´rents types de filtres applique´s aux signaux : filtre blanchisseur, filtre
inverse line´aire ou non line´aire. . .
En bref, le filtre line´aire blanchisseur a` l’ordre 2 est donne´ par les pro-
prie´te´s a` l’ordre 2 du signal : spectre ou corre´lation. Le filtre inverse dont le
but est de retrouver le bruit blanc parfait ge´ne´rateur est line´aire dans le cas
de signaux line´aires, non line´aire (si il existe) dans les autres cas. Dans le cas
line´aire le filtre inverse n’est pas donne´ par les proprie´te´s du signal a` l’ordre 2.
Nous allons voir comment les caracte´ristiques d’ordre supe´rieur a` 2 permettent
de trouver le filtre inverse en re´alisant une identification aveugle.
Le cas des signaux gaussiens est singulier. Cette situation est tre`s
de´favorable : lorsque les signaux sont gaussiens et stationnaires, il est im-
possible de re´aliser une de´convolution aveugle. . .
3.3 Identification aveugle (extralucide ?)
La situation conside´re´e est de´crite figure (3.3). Le signal d’entre´e, e(n),
est un bruit blanc parfait, suite de variables ale´atoires inde´pendantes de meˆme
loi, le signal observe´, o(n), est une filtre´e line´aire et stationnaire du signal
d’entre´e. On ne connaˆıt que ce signal de sortie et l’on veut retrouver le signal
d’entre´e.
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On pourra seulement retrouver un signal proportionnel au signal d’entre´e
a` un retard inconnu pre`s (nr). Dans le cas de signaux a` valeurs complexes
la constante de proportionnalite´ est complexe : le signal sera donc e´galement
reconstitue´ a` une phase (φ) globale pre`s :
s(n) = Aeφe(n− nr),
les parame`tres A, nr et φ ne sont pas identifiables.
Cette situation se rencontre dans plusieurs domaines d’application pour
des signaux a` une ou plusieurs dimensions [101, 132, 135]. Dans les syste`mes
de communication, le filtre inverse, de´nomme´ e´galiseur, permet de reconstituer
le message e´mis. Dans de nombreux proble`mes de mesure le signal observe´ est
convolue´ par la fonction de transfert du syste`me de mesure ; l’identification
de ce filtre permet de re´aliser une de´convolution. Citons dans ce domaine la
prospection sismique [35, 174], le sondage radar ou sonar, l’e´chographie, le
controˆle non destructif. . .
Pour retrouver e(n) nous devons construire le filtre inverse. Le point
fondamental que nous avons introduit en 3.2.5 est l’impossibilite´ de re´aliser
cette identification a` partir de la sortie seule par des techniques faisant appel
aux moments d’ordre 2. Nous allons voir comment ce proble`me peut eˆtre re´solu
en utilisant, de manie`re directe ou indirecte, les statistiques d’ordre supe´rieur.
Ces nouvelles techniques se sont de´veloppe´es dans les vingt dernie`res anne´es
en e´tendant les algorithmes connus a` l’ordre 2. Nous allons les pre´senter en
distinguant les syste`mes d’identification en boucle qui consistent a` construire
un syste`me line´aire et stationnaire adaptatif convergeant vers le filtre inverse
et les syste`mes en ligne qui donnent une estimation directe du filtre inverse.
Comme toute classification cette distinction n’est pas absolue et l’on trouvera
des syste`mes relevant des deux approches.
Le tableau (3.3) synthe´tise le contenu des trois paragraphes qui suivent.
3.4 Identification aveugle “en boucle”
Les syste`mes d’identification “en boucle” ont e´te´ de´veloppe´s dans le cadre
des e´tudes sur les e´galiseurs. Les re´fe´rences de base sont [25, 39, 65, 92, 179,
185]. Nous nous appuyons e´galement sur des articles de synthe`se [23, 150].
3.4.1 L’algorithme du gradient stochastique
La structure ge´ne´rale de ces syste`mes est donne´e sur la figure (3.3). Le si-
gnal observe´ o(n) est issu du filtrage d’un bruit blanc parfait (suite de variables
ale´atoires inde´pendantes) e(n) par le filtre direct de re´ponse impulsionnelle
d(k).
o(n) =
∑
p
d(p)e(n− p).
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IDENTIFICATION AVEUGLE
Non parame´trique
boucle´, §3.4 Crite`res non quadratiques, p. 112
kurtosis p. 114
Godard p. 116
Sato p. 116
en fre´quence, §3.5 Me´thode re´cursive line´aire p. 120
Moindres carre´s, p. 121
Me´thode de projection, p. 122
Retard de groupe, p. 122
Parame´trique
filtre MA, §3.6.2 Formule C(q, k), p. 128
Me´thodes alge´briques, p. 129
Optimisation, p. 132
Multicepstre, p. 133
filtre AR, §3.6.3 Yule-Walker ordre supe´rieur, p. 134
filtre ARMA, §3.6.4 p. 135
Tab. 3.1 – Synthe`se des me´thodes d’identification aveugles pre´sente´es dans ce
chapitre
On cherche un filtre inverse transversal de´crit par sa re´ponse impulsionnelle
de longueur finie i(k) pour −p1 ≤ k ≤ p2, donnant en sortie s(n) via
s(n) =
∑
p
i(k)o(n− k)) = iTo(n),
avec iT = (i(−p1) . . . i(p2)) et oT (n) = (o(n + p1) . . . o(n − p2)). Dans le cas
ge´ne´ral, le filtre cherche´ peut contenir une partie causale 0 ≤ k ≤ p2 et une
partie non-causale −p1 ≤ k < 0.
Le bruit blanc d’entre´e e(n) et la sortie s(n) sont relie´s par le filtre global
(figure (3.3)) de re´ponse impulsionnelle t(k) par
s(n) =
∑
p
t(p)e(n− p). (3.5)
Pour obtenir le filtre inverse on minimise un crite`re V (s) de´pendant de la sor-
tie3. Les signaux traite´s e´tant ale´atoires, le crite`re est ge´ne´ralement un moment
3En physique on rencontre le meˆme proble`me de minimisation de l’e´nergie des syste`mes
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Système total
o(n) s(n)d(k)
SLS FI
i(k)e(n)
i.i.d
Fig. 3.3 – Le filtre inverse
du type
V (s) = E[v(s)].
La convergence vers le filtre inverse est obtenue par une me´thode du
gradient [101, 132, 135, 198]. En pratique on ne peut pas calculer l’espe´rance
mathe´matique donnant V (s). On la remplace par sa valeur instantane´e v(s).
On obtient alors une me´thode d’adaptation dite du gradient stochastique [132,
172].
Pendant la pe´riode d’adaptation du filtre sa re´ponse impulsionnelle est
variable, nous la noterons i(n). En the´orie, i(n) doit tendre vers une limite. A
la convergence le filtre devient donc stationnaire en moyenne. En re´alite´, par
suite des erreurs d’estimation, le filtre ne se stabilise jamais comple`tement. . .
L’adaptation du filtre est obtenue par
i(n + 1) = i(n)− µ∇v [s(n)] ,
ou` ∇V (s) est le gradient de V par rapport aux coefficients du filtre, et µ est
une constante dont la valeur fixe la vitesse de convergence et l’amplitude des
fluctuations re´siduelles de la re´ponse impulsionnelle estime´e.
Quand on utilise un crite`re quadratique (ordre 2) µ doit eˆtre infe´rieur a`
une valeur de´termine´e pour assurer la convergence [198]. On peut faire diminuer
la valeur de µ lorsque l’on approche de la convergence [135].
Cette technique est tre`s e´tudie´e dans les me´thodes utilisant des crite`res
quadratiques. Elle s’appelle alors la me´thode des moindres carre´s moyens et une
tre`s vaste litte´rature a e´te´ consacre´e a` ce sujet [101]. Les principales variantes
portent sur la structure du filtre estime´ : transversal comme ici, en treillis
[97, 137]. . .On peut e´galement de´finir le filtre en temps, en fre´quence [163], on
peut optimiser la vitesse de convergence : moindres carre´s. . .
En re´sume´ l’algorithme du gradient stochastique s’e´crit{
s(n) = iT (n)o(n),
i(n + 1) = i(n)− µ∇v[s(n)].
de´crits par un potentiel.
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Parfois i(n) = 0 est une solution des algorithmes de minimisation. Pour
e´viter de converger vers cette solution triviale on impose des contraintes a`
la re´ponse impulsionnelle. Les contraintes impose´es sont ge´ne´ralement soit4
i0 = 1 soit ||i||2 = iT i = 1. On obtient alors un algorithme de minimisation
sous contrainte.
On peut voir l’algorithme du gradient stochastique de la fac¸on image´e
suivante. Le filtre est un randonneur qui se de´place dans un terrain boise´ (ce
qui ne lui permet pas de voir a` distance) dont la topographie est fixe´e par
le crite`re. Le randonneur ne posse`de pas de carte mais dispose d’un niveau a`
bulles lui permettant de mesurer la pente du sol exactement sous ses pieds. Le
randonneur veut atteindre le point le plus haut (ou le plus bas mais, pour les
randonneurs nous opterions plutoˆt pour le point le plus haut. . .) du territoire.
Il va donc chercher a` monter constamment en mesurant, graˆce a` son niveau a`
bulles, la de´clivite´ du sol. Le sol, comme les signaux, est ale´atoire (mottes de
terre, touffes d’herbe, fourmilie`res. . .) la de´clivite´ locale mesure´e est donc le
gradient stochastique :
∇v[s(n)].
Le randonneur peut “optimiser” sa route : moindres carre´s. Le randonneur
doit e´galement adapter l’amplitude de ses pas par µ. Lorsque le randonneur
est pre`s du but on imagine que si ses pas sont d’amplitude constante il va
osciller autour du sommet, voire redescendre. Pour se rapprocher du sommet
il doit donc faire des pas de plus en plus petits (diminution de µ). Le cas des
algorithmes sous contraintes est ici celui du randonneur qui veut atteindre le
sommet en suivant un chemin. On lui sugge`re alors deux solutions. Soit se
contenter de mesurer la pente le long du chemin : c’est le plus simple pour
un randonneur. Soit mesurer la pente sans tenir compte du chemin, faire un
pas dans la direction trouve´e et regagner le point du chemin le plus proche
de sa nouvelle position : c’est le plus simple pour les syste`mes adaptatifs.
Quand le randonneur peut enfin se reposer sur le sommet tant de´sire´ il a le
temps de se poser la grave question suivante : ai-je atteint le ve´ritable sommet ?
Seule la me´taphysique du crite`re, c’est-a`-dire les proprie´te´s ge´ne´rales du crite`re
(concavite´ par exemple), lui permettra de s’assurer de ce re´sultat. Si il dispose
d’un altime`tre, on lui sugge`re une solution (fatigante) qui consiste a` repartir
d’un autre point et a` recommencer de multiples fois son ascension. Il verra
bien a` la fin si il rencontre, ou non, un sommet plus e´leve´ : c’est la me´thode du
recuit simule´ dont le nom semble bien adapte´ a` cette histoire de randonneur. . .
Les me´thodes du gradient stochastique ont e´te´ de´veloppe´es avec des
crite`res quadratiques qui ont l’avantage d’eˆtre concaves. Dans le contexte
conside´re´ ici (identification aveugle) ces me´thodes permettent de trouver un
filtre blanchisseur mais elles ne donnent pas force´ment le filtre inverse. Pour
4i0 est la re´ponse impulsionelle au temps 0, et donc la premie`re composante du vecteur
filtre dans le cas causal.
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obtenir le filtre inverse il faut utiliser un crite`re plus complexe ce qui fait ap-
paraˆıtre dans le traitement des moments ou des cumulants d’ordre supe´rieur
a` 2. Apre`s avoir pre´sente´ une vue d’ensemble, nous donnerons une solution
simple et e´le´gante de ce proble`me due a` [185], nous discuterons les proprie´te´s
des algorithmes que l’on appelle les algorithmes de Bussgang [39] et nous les
illustrerons sur des exemples.
3.4.2 Sur les crite`res
Les me´thodes classiques, a` l’ordre 2, utilisent la puissance de la sortie
comme crite`re a` minimiser
V (s) = E[|s|2].
Le filtre ainsi identifie´ est stable, causal et causalement inversible ; il ne peut
eˆtre le filtre inverse que si celui-ci est stable, causal et causalement inversible.
En ge´ne´ral le filtre inverse est stable et causal mais il n’est pas toujours causa-
lement inversible (a` phase minimale) comme nous l’avons montre´ dans l’illus-
tration du paragraphe 3.2.5. Pour identifier le filtre inverse, nous ne pouvons
pas nous contenter d’un crite`re quadratique.
Une proprie´te´ fondamentale pour l’identification du filtre inverse a e´te´
mise en e´vidence dans [25]. La sortie s(n) du filtre inverse est obtenue par
filtrage line´aire de l’entre´e e(n) forme´e d’une suite de variables ale´atoires
inde´pendantes de meˆme loi. Lorsque l’entre´e e(n) n’est pas gaussienne le seul
filtre pour lequel la loi de probabilite´ (a` un instant) de la sortie s(n) du filtre
inverse est identique a` celle de l’entre´e est le filtre dont tous les coefficients
sont nuls sauf un. Ceci donne la solution du proble`me de la recherche du filtre
inverse : il suffit de rendre la loi de la sortie du filtre inverse identique a` celle de
l’entre´e. Les auteurs de [25] e´tudient alors les crite`res permettant de conver-
ger vers le filtre inverse. Pour obtenir le filtre inverse, nous devons prendre
en compte la forme de la loi de probabilite´ du signal d’entre´e. Nous verrons
au paragraphe 3.4.3 que la condition d’identite´ des lois peut eˆtre simplifie´e en
imposant seulement l’identite´ de la valeur quadratique moyenne et du kurtosis.
Le cas des signaux gaussiens est singulier. Comme le caracte`re gaussien
se conserve par transformation line´aire, il n’est pas possible de re´aliser l’iden-
tification aveugle du filtre inverse lorsque les signaux sont gaussiens.
Une analyse de ce proble`me d’inversion, permettant de caracte´riser le
comportement des signaux sous l’effet d’un filtrage, est e´galement donne´e dans
[65]. D. Donoho conside`re un ensemble de signaux ale´atoires ferme´ vis a` vis des
transformations line´aires : toute combinaison line´aire (filtrage) de signaux de
l’ensemble appartient a` l’ensemble. Il montre que dans cet ensemble il existe
une relation d’ordre partiel, note´e ≥•. Selon cette relation d’ordre si x(n) est
un signal blanc parfait, si z(n) est un signal gaussien et si y(n) =
∑
i aix(n− i)
est une filtre´e de x(n), alors
– x(n) ≥• y(n) ≥• z(n),
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– cet ordre est strict : si y(n) =
∑
i aix(n− i) est e´quivalent a` x(n), tous
les ai sont nuls sauf un.
Ces deux re´sultats donnent la re`gle permettant de de´terminer le filtre inverse :
il faut trouver dans la famille des filtre´es le signal qui est le plus e´loigne´ d’un
signal gaussien. Ces re´sultats e´tablissent l’unicite´ du filtre inverse a` un retard
et a` un facteur de proportionnalite´ pre`s.
Une re`gle permettant de choisir les crite`res acceptables se de´gage natu-
rellement. Les crite`res V (·) acceptables doivent respecter la relation d’ordre
introduite par D. Donoho :
x ≥• y ⇐⇒ V (x) ≥ V (y).
Les crite`res acceptables pre´sente´s par D.Donoho sont
– les cumulants standardise´s (chapitre 1), en particulier le kurtosis [35]
que l’on retrouvera en 3.4.3 et que nous avons utilise´ dans l’illustration
du paragraphe 3.2.5,
– l’information de Fisher
I(x) = −
∫ d2 log[px(u)]
du2
px(u)du,
– l’entropie de Shannon,
S(x) = −
∫
log[px(u)]px(u)du,
qui avait e´te´ introduite auparavant par [201] dans la me´thode du maxi-
mum d’entropie.
Cadzow [41], en ge´ne´ralisant les re´sultats de Shalvi et Weinstein [185],
montre que la recherche des extrema des cumulants standardise´s constitue un
crite`re.
Rappelons l’e´quation (3.5) qui e´tablit le lien entre la sortie s(n) du filtre
inverse, en fonction du bruit blanc parfait d’entre´e e(n) :
s(n) =
∑
p
t(p)e(n− p),
e(n) e´tant une suite de variables ale´atoires inde´pendantes. Les cumulants
d’ordre k de s(n) sont
κ
s (k)
= κ
e (k)
∑
p
tk(p), (3.6)
κ
e (k)
e´tant le cumulant d’ordre k de e(n). Pour les cumulants standardise´s
(chapitre 1) cette relation devient
K
s (k)
= K
e (k)
∑
p t
k(p)[∑
p t2(p)
]k/2 .
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En normalisant la re´ponse impulsionnelle du filtre total par
∑
p t
2(p) = 1, on
obtient
K
s (k)
= K
e (k)
∑
p
tk(p).
On sait alors que sous la contrainte
∑
p t
2(p) = 1, la somme
∑
p t
k(p) ve´rifie la
condition ∣∣∣∣∣∑
p
tk(p)
∣∣∣∣∣ ≤ 1,
l’e´galite´ ayant lieu si et seulement si tous les t(p) sont nuls sauf un, qui est
alors e´gal a` ±1.
Ce re´sultat illustre la relation d’ordre introduite par Donoho [65]. Les cu-
mulants d’ordre supe´rieur a` 2 de toute filtre´e line´aire du bruit blanc d’entre´e
e(n) sont plus proches de 0 que les cumulants de ce bruit blanc d’entre´e : une
filtre´e line´aire d’un bruit blanc est donc plus proche d’un signal gaussien que le
bruit blanc initial. Cette proprie´te´ nous montre aussi que les cumulants stan-
dardise´s respectent la relation d’ordre introduite par Donoho, ils constituent
donc un crite`re acceptable. Enfin ce re´sultat corrobore l’approche de Benve-
niste [25]. En effet pour que les signaux d’entre´e e(n) et de sortie s(n) aient
la meˆme loi, il faut qu’ils aient les meˆmes cumulants standardise´s et donc que
tous les t(p) soient nuls sauf 1.
3.4.3 Identification aveugle par le kurtosis
En se limitant au kurtosis, cumulant d’ordre 4 standardise´, Shalvi et
Weinstein ont de´veloppe´ une me´thodologie tre`s simple de de´convolution aveu-
gle que nous allons pre´senter 5.
Les bases de l’algorithme La situation est la suivante (figure (3.3)) :
o(n) =
∑
l
d(n− l)e(l),
ou` e(n) est une suite de variables ale´atoires inde´pendantes (bruit blanc parfait)
de meˆme loi.
s(n) =
∑
l
i(n− l)o(l)
est la sortie du filtre inverse. En combinant les deux relations pre´ce´dentes on
obtient
s(n) =
∑
l
t(n− l)e(l),
ou` t(n) est la re´ponse impulsionnelle du filtre faisant passer de l’entre´e e(n) a`
la sortie s(n).
5Nous pre´sentons l’algorithme de Shalvi et Weinstein pour des signaux a` valeurs re´elles,
on peut l’e´tendre facilement aux signaux a` valeurs complexes.
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On veut que le vecteur t(n), en pratique de longueur finie, ait tous ses
coefficients nuls sauf un : on aura alors re´alise´ l’inversion a` un retard pre`s et a`
un facteur multiplicatif pre`s.
La relation (3.6) applique´e a` la puissance (cumulant d’ordre 2) et au
kurtosis, K
s (4)
et K
e (4)
, de s(n) et de e(n) donne
κ
s (2)
= κ
e (2)
∑
l
t2(l), (3.7)
K
s (4)
= K
e (4)
∑
l
t4(l). (3.8)
Sous la contrainte
∑
l t
2(l) = 1 on obtient |K
s (4)
| ≤ |K
e (4)
|, l’e´galite´ ayant lieu
si et seulement si tous les t(l) sont nuls sauf 1. On en de´duit la proce´dure
permettant de trouver le filtre inverse :
maximiser |K
s (4)
|, en fonction des coefficients du filtre inverse, sous la
contrainte :
E
[
|s(n)|2
]
= E
[
|e(n)|2
]
.
L’algorithme propose´ donne le filtre inverse cherche´.
Revenons sur la contrainte E [|s(n)|2] = E [|e(n)|2] . On sait trouver un
signal donnant la puissance de e(n) : c’est le signal blanchi. On sait par les
e´tudes a` l’ordre 2 que le filtre blanchisseur peut eˆtre obtenu en minimisant
E [|s(n)|2]. La proce´dure propose´e consiste donc a` obtenir un filtre qui minimise
E [|s(n)|2] et qui maximise |K
s (4)
|. Ces deux ope´rations peuvent eˆtre faites
successivement ou simultane´ment. On en de´duit deux techniques de mise en
œuvre.
Mise en œuvre de l’algorithme Deux solutions sont propose´es dans [185].
Un algorithme avec contrainte qui ne´cessite le blanchiment pre´alable des si-
gnaux observe´s, et un algorithme sans contrainte.
– Dans le premier cas on doit d’abord blanchir les donne´es o(n) pour
obtenir un signal blanchi ob(n). On adapte ensuite les coefficients du
filtre inverse en deux e´tapes :
1. poursuite du maximum selon le gradient
i(n + 1) = i(n)− µ∇V (s),
2. ve´rification de la contrainte par
i(n+1)←− i(n + 1)||i(n + 1)|| avec : ||i(n+1)|| =
√
iT (n + 1)i(n + 1).
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Le crite`re retenu est V (s) = |K
s (4)
|. Tous calculs faits on obtient la
re´cursion
i(n + 1) = i(n) + µsign(K
e (4)
)E
[
|s(n)|2s(n)o∗b(n)
]
,
avec oTb (n) = (ob(n), ob(n− 1), . . . , ob(n− p + 1)) –rappellons que
ob(n) est le signal blanchi–.
– Le second algorithme part directement des signaux observe´s. La fonc-
tion objectif est dans ce cas du type suivant
F (t) =
∑
l
|t(l)|4 + f
(∑
l
|t(l)|2
)
,
telle que la fonction h(x) = x2+f(x) croisse pour x < 1, de´croisse pour
x > 1 et ait un maximum unique pour x = 1. On montre alors que
F (t) est maximum pour un vecteur t ayant une seule valeur non nulle6.
On obtient la fonction objectif en remplac¸ant
∑
l |t(l)|2 et ∑l |t(l)|4 par
leurs expressions en fonction des cumulants de e(n) et s(n) donne´s
par les e´quations (3.7) et (3.8). Les auteurs montrent que l’on peut
retrouver ainsi des algorithmes connus comme l’algorithme de Godard.
3.4.4 Les algorithmes de Godard et Sato
Godard [92] propose de minimiser un crite`re, appele´ dispersion, qui s’e´crit
Dp = E
[
(|s(n)|p −Rp)2
]
avec Rp =
E [|e(n)|2p]
E [|e(n)|p] .
Pour p = 1 l’algorithme de gradient stochastique s’e´crit
i(n + 1) = i(n)− µo∗(n)s(n)
[
1− R1|s(n)|
]
,
et pour p = 2 on obtient
i(n + 1) = i(n)− µo∗(n)s(n)
[
|s(n)|2 − R2
]
. (3.9)
Dans l’algorithme de Sato [179] :
i(n + 1) = i(n)− µo(n) [s(n)− gsign{s(n)}] ,
avec
g =
E [|e(n)|2]
E [|e(n)|] = R1.
Notons que la connaissance des statistiques du signal e(n) est ne´cessaire pour le
fonctionnement de ces algorithmes alors que la me´thode fonde´e sur le kurtosis
ne requiert que la connaissance du signe du kurtosis de e(n).
6La solution est unique pour un filtre inverse de longueur infinie, pour un filtre de longueur
finie il peut apparaˆıtre des minima parasites.
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3.4.5 Illustration
Pour illustrer les proprie´te´s de l’identification aveugle par des syte`mes en
boucle nous pre´sentons les re´sultats obtenus avec un algorithme de Godard en
les comparant a` un algorithme d’ordre 2.
Les signaux traite´s sont des se´quences binaires pseudo-ale´atoires (BPSK).
Nous avons choisi cet exemple car il utilise des signaux tre`s fre´quents dans
les syste`mes de communication et parce que l’algorithme de Godard est bien
adapte´ a` ces signaux.
La se´quence e´mise e(n) est pre´sente´e sur la figure (3.4-A). Le canal de
transmission est un filtre passe-bas a` phase non minimale. Le signal rec¸u apre`s
filtrage o(n) est pre´sente´ figure (3.4-B). Nous mettons ensuite en œuvre les
deux algorithmes.
L’algorithme “d’ordre 2” minimise la puissance du signal rec¸u. Ecrivons
le filtre MA, de longueur p, identifie´ par cet algorithme selon
s(n) = i1(n)
To1(n),
avec o1(n) = (o(n), . . . , o(n− p+1) et i1(n) = (i1(n), . . . , i1(n− p+1)). Cette
e´criture fait apparaˆıtre directement la contrainte i0 = 1 qui e´vite la convergence
du filtre MA vers 0. La relation de re´currence donnant les coefficients du filtre
est
i1(n + 1) = i1(n)− µs(n)o1(n).
L’algorithme de Godard est implante´ en utilisant la relation (3.9). Les re´sultats
sont pre´sente´s sur la figure (3.4). Nous donnons en (C) le signal reconstruit par
l’algorithme de Godard, en (D) le signal recontruit par l’algorithme a` l’ordre
2. Nous donnons e´galement un zoom de ces diffe´rents signaux, zoom effectue´
sur la fin des signaux, apre`s convergence. Enfin nous pre´sentons les ze´ros du
filtre inverse identifie´ par l’algorithme de Godard et les ze´ros du filtre inverse
identifie´ par l’algorithme d’ordre 2.
On voit que l’algorithme de Godard, apre`s une pe´riode de convergence,
retrouve le signal e´mis7. L’algorithme a` l’ordre 2 blanchit le signal observe´ mais
ne l’inverse pas comme le montre la figure D. L’observation des ze´ros montre
que l’algorithme de Godard trouve un ze´ro a` l’exte´rieur du cercle unite´. Par
contre l’algorihme d’ordre 2 place, comme pre´vu, tous les ze´ros dans le cercle
unite´.
On peut s’inquie´ter du fait que les ze´ros obtenus par l’algorithme d’ordre
2 ne sont pas identiques, ou inverses par rapport au cercle unite´, de ceux du
filtre de Godard. Dans ce cas d’espe`ce les deux ze´ros sont “presque” inverses
par rapport au cercle unite´. L’algorithme d’ordre 2 “voit” donc un ze´ro “dou-
ble” qu’il interpre`te, par suite des erreurs d’estimation, comme deux ze´ros
complexes conjugue´s (on passe continuement d’un ze´ro double a` deux ze´ros
complexes conjugue´s).
7Dans cet exemple le signal retrouve´ est multiplie´ par −1 pour faciliter l’observation.
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 Godard  Ordre 2
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Fig. 3.4 – Comparaison de la de´convolution par l’algorithme de Godard et par
un algorithme d’ordre 2. A : signal e´mis, B : signal rec¸u, C : signal estime´ par
l’algorithme de Godard, D : signal estime´ a` l’ordre 2. Les cadres du bas de la fi-
gures repre´sentent la configuration des ze´ros estime´s, a` gauche par l’algorithme
de Godard, a` droite par l’algorithme d’ordre 2.
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3.5 Identification aveugle en fre´quence
Les me´thodes de de´convolution aveugle en fre´quence ont e´te´ de´veloppe´es
a` l’origine par les astronomes pour re´duire le brouillage atmosphe´rique
des images fournies par des te´le´scopes de grandes dimensions [133]. Elles
sont e´galement dues aux the´oriciens du traitement du signal [131] et aux
ge´ophysiciens de la prospection sismique [145].
3.5.1 Principe
Le filtre F a` identifier est excite´ par un bruit e(n) blanc a` un ordre
supe´rieur a` 2. On veut re´aliser l’identification du filtre en ne connaissant que
sa sortie o(n). A l’ordre 2, le spectre de la sortie est
S
o (2)
(λ) = |H(λ)|2S
e (2)
(λ)
ou` H(λ) est la fonction de transfert du filtre en fre´quences re´duites et S
e (2)
(λ)
est la densite´ spectrale de puissance du bruit blanc d’entre´e. Cette relation nous
montre qu’a` l’ordre 2 on ne peut retrouver, a` un facteur d’amplitude pre`s, que
le module du filtre F . Pour identifier le filtre il faut disposer d’informations
sur sa phase : informations dites a priori. On est ainsi conduit a` faire des
hypothe`ses sur la phase, par exemple que la phase est nulle, minimale, . . .
Pour un signal d’entre´e blanc a` l’ordre 3, le bispectre du signal de sortie
s’e´crit
S
o (3)
(λ1,λ2) = H(λ1)H(λ2)H(−λ1 − λ2)Se (3) (λ1,λ2)
S
e (3)
(λ1,λ2) e´tant le bispectre de l’entre´e, constant puisque ce signal d’entre´e
est blanc d’ordre 3. La phase Φ(λ) du filtre F ve´rifie la relation
Ψ(λ1,λ2) = Φ(λ1) + Φ(λ2) + Φ(−λ1 − λ2), (3.10)
Ψ(λ1,λ2) e´tant la phase de So (3) (λ1,λ2). Lorsque les signaux sont a` valeurs
re´elles, la phase du bispectre est impaire et l’on obtient
Ψ(λ1,λ2) = Φ(λ1) + Φ(λ2)− Φ(λ1 + λ2). (3.11)
Ces relations sont a` la base des techniques mises au point pour retrouver la
phase du filtre F en utilisant le bispectre.
Ces techniques ne´cessitent que le bispectre de x(n) soit non nul : on re-
trouve la` le fait que l’on ne peut identifier ainsi un filtre excite´ par un bruit
blanc gaussien. Si le signal d’entre´e n’est pas gaussien il se peut que son bis-
pectre soit nul par suite de la syme´trie de sa densite´ de probabilite´. On peut
alors faire appel a` des multispectres d’ordre supe´rieur : trispectre. . .
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m1
m2
0 N/2-1
N/4
Fig. 3.5 – Les valeurs du bispectre utilise´es pour l’inversion.
3.5.2 Mise en œuvre
Pour retrouver la phase du filtre a` partir de la phase du bispectre, il
faut inverser les relations (3.10) ou (3.11). Nous allons pre´senter les diffe´rentes
techniques qui ont e´te´ de´veloppe´es.
Auparavant arreˆtons nous sur la question du de´roulement de la phase.
Dans les relations (3.10) et (3.11) on additionne trois phases qui sont comprises
entre −pi et +pi. Le re´sultat est donc compris entre −3pi et +3pi. La mesure
de la phase du bispectre donne la phase a` 2pi pre`s. Certaines me´thodes de
reconstruction ne´cessitent que l’on “de´roule” la phase du bispectre entre−3pi et
+3pi. Des techniques de de´roulement de la phase du bispectre ont e´te´ propose´es
par [143] et par [173].
Pratiquement l’estimation du bispectre fait appel a` la TFD et l’on ob-
tient la phase du bispectre en fre´quences discre`tes. Les valeurs du bispectre
occupent une grille re´gulie`re dans le plan des bifre´quences (figure (3.5)). On a
vu au chapitre 2 que par suite des syme´tries du bispectre, il suffit de le calculer
dans le triangle repre´sente´ sur la figure 3.5.
Me´thode re´cursive line´aire La me´thode de Lohman, Weigelt et Wirnitzer
[133] fait appel aux valeurs de la phase du bispectre sur la droite m2 = 1. Sur
cette droite, la relation (3.11) donne
Φ(m + 1) = Φ(m) + Φ(1)−Ψ(m, 1).
Cette relation de re´currence permet de calculer toutes les valeurs de Φ(m) a`
partir de Φ(1). La valeur de Φ(0) est nulle par suite de l’imparite´ de la phase
du filtre. La valeur de Φ(1) correspond a` une variation line´aire de la phase en
fonction de la fre´quence qui se traduit par un retard en temps. La phase Φ(1)
est inde´termine´e car on obtient le filtre a` un retard pre`s.
Cette technique ne ne´cessite pas de de´roulement de la phase. De plus,
cette me´thode n’utilise qu’une partie des valeurs mesure´es de la phase du
bispectre, ceci expliquant sa sensibilite´ au bruit.
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Pour obtenir des mesures plus robustes on a de´veloppe´ des techniques
utilisant l’ensemble des valeurs de la phase du bispectre : ce sont la me´thode
des moindres carre´s [145], la me´thode de projection [129, 130] et la me´thode
du retard de groupe [156].
Me´thode des moindres carre´s Dans cette me´thode [145], on dispose les
donne´es (phase du bispectre) et les inconnues (phase du filtre) dans deux vec-
teurs. Le vecteur des inconnues est donne´ simplement par la suite des valeurs
de la phase du filtre en fonction de la fre´quence. Si le signal a N points en
fre´quence8, on construit le vecteur
Φ = (Φ(1) . . .Φ(
N
2
− 1)).
Le vecteur des donne´es est obtenu en balayant la suite des valeurs de la phase
du bispectre contenues dans le triangle principal selon la trajectoire indique´e
sur la figure (3.5). On obtient alors
Ψ =
(
Ψ(1, 1) . . .Ψ(1, N/2− 1)Ψ(2, 2) . . .Ψ(N
4
,
N
4
)
)
.
Les relations entre les donne´es et les inconnues sont obtenues en re´e´crivant
(3.11) en fre´quences dicre`tes, soit
Ψ(k, l) = Φ(k) + Φ(l)− Φ(k + l).
La relation entre Ψ et Φ, qui s’en de´duit est
Ψ = A.Φ,
la matrice A e´tant forme´e de 0, 1 et 2.
Le vecteur des inconnues a N/2 − 1 composantes et le vecteur des
donne´es (N/4)2 composantes. On re´soud ce syste`me line´aire surde´termine´ par
les moindres carre´s. Le vecteur solution s’e´crit alors
Φ =
(
ATA
)−1
ATΨ.
Cette solution ne´cessite le de´roulement de la phase du bispectre. Le
re´sultat est nettement plus robuste vis a` vis des incertitudes dans l’estima-
tion de la phase du bispectre.
8En ge´ne´ral N est une puissance de deux par suite de l’utilisation de la FFT .
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Me´thode de la projection Elle est issue de la proprie´te´ de projection. Elle
a, en particulier l’inte´reˆt de s’appliquer aux multispectres d’ordre quelconque9.
Elle pre´sente e´galement une bonne robustesse vis a` vis des incertitudes d’esti-
mation.
La proprie´te´ de projection a e´te´ e´tablie par [130, 165]. Pour un multis-
pectre d’ordre p conside´rons la phase du bispectre Ψp(m, l), m repre´sentant
une multifre´quence, et l e´tant le vecteur a` p− 1 composantes des p− 1 autres
multifre´quences. La relation de filtrage s’e´crit
Ψp(m, l) = Φ(m) +
∑
i
Φ(li)− Φ(m + l1 + . . . + lp).
En sommant cette relation sur toutes les composantes de l on obtient, par suite
des pe´riodicite´s de Φ,
Φ(m) =
1
Np−1
∑
l
Ψp(m, l). (3.12)
Cette relation permet de calculer la phase du filtre a` partir de la phase du
multispectre.
Cette me´thode de calcul donne l’estimation de la phase en moyenne qua-
dratique [125, 129]. Cette proprie´te´ s’obtient en conside´rant le sous-ensemble
des fonctions dicre`tes a` plusieurs variables Ψp(m, l) engendre´ par les fonctions
de la forme Φ(m)+
∑
iΦ(li)−Φ(m+ l1 . . .+ lP ). Ce sous-ensemble est convexe
et la relation (3.12) est une projection sur ce sous-ensemble. On sait d’apre`s
le the´ore`me de projection, que cette projection minimise l’erreur quadratique
moyenne.
On a montre´ que la me´thode de la projection est e´quivalente, du point de
vue de la robustesse aux erreurs d’estimation, a` la me´thode des moindres carre´s
pre´sente´e plus haut. Ces deux me´thodes utilisent toutes les mesures issues du
multispectre. L’inte´reˆt de la me´thode de projection est son application aux
multispectres d’ordre supe´rieur. En effet on rencontrera souvent des signaux
dont le bispectre est nul, par suite de la parite´ de la densite´ de probabilite´ du
bruit blanc d’entre´e. Dans cette situation on pourra estimer la phase du filtre
a` partir du trispectre.
Enfin, comme la me´thode des moindres carre´s, la me´thode de la projec-
tion ne´cessite le de´roulement de la phase.
Me´thode du retard de groupe Dans cette me´thode, propose´e par [156],
on reconstruit la phase du signal a` partir du retard de groupe, de´rive´e de la
phase du signal par rapport a` la fre´quence.
En appelant Φ(ν) la phase du signal et Ψ(ν1, ν2) la phase du bispectre,
on a
Ψ(ν1, ν) = Φ(ν1) + Φ(ν)−Ψ(ν1 + ν);
9On pourrait aussi e´tendre a` des ordres supe´rieurs a` 3 la me´thode des moindres carre´s.
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en de´rivant par rapport a` ν1 on obtient
∂Ψ(ν1, ν)
∂ν1
=
∂Φ(ν1)
∂ν1
− ∂Φ(ν1 + ν)
∂ν1
,
donnant pour ν1 = 0
τg,21(0, ν) = τg(0)− τg(ν).
Dans cette relation,
τg(ν) = − 1
2pi
dΦ(ν)
dν
est le retard de groupe du signal, et
τg,21(ν1, ν2) = − 1
2pi
∂Ψ(ν1, ν2)
∂ν1
est issu de la phase du bispectre.
On calcule τg,21(ν1, ν2) a` partir de la phase du bispectre eΨ(ν1,ν2). Posons
F1(ν1, ν2) = eΨ(ν1,ν2), et soient f1(τ1, τ2) la transforme´e de Fourier inverse
de F1(ν1, ν2) et F2(ν1, ν2) la transforme´e de Fourier de τ1f1(τ1, τ2). Un calcul
simple donne
− 1
2pi
∂Ψ
∂ν1
=
j
2pi
F ∗1
∂F1
∂ν1
,
c’est-a`-dire
τg,21(ν1, ν2) = F2(ν1, ν2)F
∗
1 (ν1, ν2),
conduisant au retard de groupe τg(ν), a` une constante non significative pre`s.
De θ(τ) = TF−1 [τg(ν)], et de τg(ν) = − 12pi dΦdν on de´duit
Φ(ν) = TF
[
j
θ(τ)
τ
]
.
La proce´dure de calcul des de´rive´es, en passant dans le domaine dual,
peut sembler lourde. On a montre´ qu’elle est optimale dans le calcul de
de´rive´es de signaux a` bande limite´e. Pratiquement les traitements sont faits
en fre´quences discre`tes en utilisant la TFD.
Cette me´thode de construction de la phase du signal a l’avantage d’uti-
liser toutes les valeurs de la phase du bispectre et de ne pas ne´cessiter de
de´roulement de sa phase.
3.5.3 Domaines d’application
Ces techniques d’identification aveugle ont e´te´ mises en œuvre dans des
situations re´elles, particulie`rement en prospection sismique [131, 145] et en
astronomie [175].
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En propection sismique, un signal bref e´mis dans le sous-sol est re´fle´chi
par les interfaces entre les diffe´rentes couches du sous-sol. La mesure des re-
tards associe´s a` chacune des re´flexions permet de de´terminer la profondeur
des diffe´rentes couches. Cette mesure donne des informations utiles pour l’in-
terpre´tation ge´ologique de la structure du sous-sol. Elle est tre`s utilise´e, en
particulier dans la recherche pe´trolie`re. Le signal e´mis n’est ge´ne´ralement pas
suffisamment bref. On cherche donc a` l’inverser pour affiner la localisation
temporelle des e´chos. Des me´thodes d’ordre 2 ont e´te´ de´veloppe´es. Elles ne
donnent pas de re´sultats satisfaisants lorsque l’on ne connaˆıt pas la phase du
signal e´mis. Les techniques d’identification aveugle pre´sente´es plus haut per-
mettent de de´terminer la phase du signal et de re´aliser l’inversion du signal
e´mis.
En astronomie, les images donne´es par un te´lescope sont pertube´es par
les fluctuations ale´atoires de l’atmosphe`re. Si on n’e´limine pas ces pertuba-
tions le pouvoir de re´solution des grands te´lescopes, au dela` de 1 me`tre, est
limite´. On a montre´ que l’on peut s’affranchir de cette limitation en utilisant
le bispectre. La technique employe´e consiste a` moyenner des images avec un
temps de pose court (1 ms). Cette dure´e de pose courte “ge`le” les perturba-
tions dues a` l’atmosphe`re. On obtient ainsi une suite de re´alisations de l’image
“ale´atoirise´e” par les fluctuations de l’atmosphe`re. A l’ordre 2 on calcule la
fonction de corre´lation de l’image qui permet de reconstituer son module [120].
A cet ordre la phase de l’objet est perdue. Comme nous l’avons montre´ plus
haut la phase peut eˆtre reconstitue´e en calculant le bispectre par une moyenne
(moyenne d’ensemble) sur les images en pose courte. Diverses solutions a` ce
proble`me de reconstitution de la phase ont e´te´ obtenues en utilisant les tech-
niques pre´sente´es ci-dessus [134]. Les objets a` reconstituer sont des fonctions
de´pendant de 2 variables d’espace. Le bispectre est calcule´ dans le domaine des
fre´quences spatiales obtenues par transformation de Fourier sur les variables
d’espace.
3.6 Identification aveugle parame´trique
Dans ces techniques, on mode´lise le filtre F par un des mode`les clas-
siques : AR,MA,ARMA et l’on identifie les coefficients de ce filtre. Au pre-
mier abord on peut penser que seule la partie MA, qui peut eˆtre a` phase
non minimale en restant stable, pose un proble`me ne´cessitant l’intervention
des moments d’ordre supe´rieur. Il apparaˆıt cependant inte´ressant d’utiliser ces
techniques pour les filtres AR pour deux raisons :
– le signal peut eˆtre entache´ d’un bruit gaussien inconnu qui perturbe
l’estimation par les moments d’ordre 2 mais n’influence pas les estima-
teurs d’ordre supe´rieur10,
10Il faut eˆtre cependant conscient du fait que la pre´sence d’un bruit gaussien disperse les
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– on peut parfois rencontrer des filtres AR ayant des poˆles exte´rieurs
au cercle unite´. Ces filtres sont instables si ils sont causaux. Ils sont
stables si ils sont anticausaux. On obtient simplement ces filtres en
“remontant” le temps.
Nous proposons de de´nommer les filtres combinant deux filtres AR−2 causaux
et anticausaux des filtres BIAR − 2. Les filtres BIAR − 2 ont deux poˆles a`
l’inte´rieur du cercle de rayon 1 et deux poˆles a` l’exte´rieur du cercle de rayon 1.
Ils ne peuvent pas eˆtre identifie´s par des statistiques d’ordre 2. Les statistiques
d’ordre supe´rieur permettent d’identifier ces filtres BIAR.
De nombreuses techniques d’identification parame´trique ont e´te´
de´veloppe´es a` l’ordre 2 [101, 142]. En introduisant les statistiques d’ordre
supe´rieur on augmente conside´rablement la collection de me´thodes possibles.
Nous allons pre´senter un panorama de ces me´thodes qui ne peut pre´tendre
eˆtre exhaustif par suite du nombre important de possibilite´s et du fait que
ce domaine reste un secteur actif de recherche qui n’a sans doute pas encore
livre´ tous ses secrets. Nous essayerons de nous concentrer sur les principes
pre´sidant a` l’e´laboration des principales me´thodes. Nous distinguerons le cas
des filtres AR, des filtres MA et des filtres ARMA. Auparavant nous donnons
des de´finitions et des relations utiles pour la suite.
3.6.1 Introduction
Lignes de multicorre´lation - Spectres associe´s Quand on utilise
les multicorre´lations on obtient des fonctions de´pendant de plusieurs va-
riables : deux pour la bicorre´lation C
x (3)
(n,m), trois pour la tricorre´lation
C
x (4)
(n,m, l), . . .En ge´ne´ral l’ensemble de ces valeurs donnera trop d’informa-
tions. On se limitera a` certaines parties de l’espace des retards, ne de´pendant
que d’un seul parame`tre : on appelle ces parties de la multicorre´lation des
lignes de multicorre´lation. Giannakis et Mendel ont montre´ l’inte´reˆt particu-
lier des diagonales [89, 150]. Pour la multicorre´lation d’ordre r du signal x(n),
la diagonale est
C
d
x (r)
(k) = C
x (r)
(k, . . . , k).
On peut associer aux diagonales des multicorre´lations des spectres en Z ou en
fre´quences re´duites qui ne de´pendent que d’une variable fre´quentielle. Nous les
appellerons spectres diagonaux. Le spectre diagonal en Z d’ordre r de x(n) est
S
d
x (r)
(z) =
∑
k
C
d
x (r)
(k)z−k.
En transforme´e en fre´quences re´duites, les spectres diagonaux sont ob-
tenus en sommant les valeurs du multispectre sur un hyperplan dans l’espace
estimateurs des statistiques d’ordre supe´rieur a` 2.
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des multifre´quences. La relation
C
d
x (r)
(k) =
∫
. . .
∫
S
x (r)
(λ)e
2pi
r−1∑
i=1
λik
dλ,
peut se re´e´crire, apre`s le changement de variables λ =
∑r−1
i=1 λi
C
d
x (r)
(k) =
∫ [∫
. . .
∫
S
x (r)
(λ−
r−1∑
i=2
λi,λ2, . . . ,λr−1)dλ2 . . . dλr−1
]
e2piλkdλ,
qui conduit a`
S
d
x (r)
(λ) =
∫
. . .
∫
S
x (r)
(λ−
r−1∑
i=2
λi,λ2, . . . ,λr−1)dλ2 . . . dλr−1.
Cette relation nous montre que le spectre diagonal d’ordre r est obtenu en
sommant le multispectre d’ordre r sur l’hyperplan
∑
λi = λ. Cet hyperplan
contient les fre´quences qui interagissent dans une transformation non line´aire
d’ordre r. On peut interpre´ter le spectre diagonal d’ordre r comme un re´sume´
des proprie´te´s d’ordre r du signal. . .
On utilise e´galement des lignes de multicorre´lation obtenues en fixant
toutes les valeurs des retards sauf une. La ligne de C
x (r)
(k1, k2, . . . , kr−1) ob-
tenue en fixant 
k2 = l2
...
...
kr−1 = lr−1
,
sera note´e
C
l
x (r)
(k) = C
x (r)
(k, l2, . . . , lr−1),
et on lui associera un spectre de ligne d’ordre r de´fini par
S
l
x (r)
(z) = TZ[C
l
x (r)
(k)].
Le vecteur l contient les positions de la ligne de multicorre´lation. On pourrait
de´finir r corre´lations de lignes a` l’aide d’un seul vecteur l, en coupant suivant
diffe´rentes variables. Mais e´tant donne´es les syme´tries des multicorre´lations de
signaux a` valeurs re´elles, ces r corre´lations de ligne sont e´gales. Nous convenons
donc de toujours couper selon la premie`re variable de la multicorre´lation.
Des relations utiles Soit h(k) la re´ponse impulsionnelle d’un filtre que
nous cherchons a` identifier, l’entre´e x(n) est un bruit blanc, au moins jusqu’a`
un certain ordre, la sortie est y(n) et s’e´crit
y(n) =
∑
i
h(n− i)x(i).
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La diagonale de la multicorre´lation d’ordre r de y(n) est
C
d
y (r)
(k) = Cum[y(n), y(n+ k), . . . , y(n+ k)︸ ︷︷ ︸
r−1 fois
] = C
x (r)
∑
n
h(n)hr−1(n + k),
C
x (r)
e´tant la valeur de la multicorre´lation d’ordre r de x(n) a` l’origine, qui
est la seule valeur non nulle de cette multicorre´lation, en supposant x(n) blanc
d’ordre supe´rieur ou e´gal a` r. Le spectre diagonal d’ordre r de y(n) est alors
S
d
y (r)
(z) = C
x (r)
∑
k
∑
n
h(n)hr−1(n + k)z−k.
Soit H(z) la transforme´e en Z de la re´ponse impulsionnelle h(n) du filtre.
Introduisons
Hdr−1(z) = TZ
[
hr−1(p)
]
.
Le spectre diagonal d’ordre r de y(n) devient
S
d
y (r)
(z) = C
x (r)
H∗(
1
z∗
)Hdr−1(z). (3.13)
En particulier, le spectre de y(n) est :
S
y (2)
(z) = C
x (2)
H∗(
1
z∗
)H(z),
En isolant dans ces deux dernie`res relations le terme H∗(1/z∗), on de´duit la
relation, utile pour l’identification des filtres MA
Hdr−1(z)Sy (2) (z) =
C
x (2)
C
x (r)
H(z)S
d
y (r)
(z). (3.14)
Les spectres de lignes ve´rifient une relation analogue
H lr−1(z
−1)S
y (2)
(z) =
C
x (2)
C
x (r)
H∗(
1
z∗
)S
l
y (r)
(z), (3.15)
avec H lr−1(z) = TZ[h(n)h(n + l2) . . . h(n + lr−1)].
Lorsque le filtre e´tudie´ est un filtre AR causal, appelons A(z) la trans-
forme´e en Z de la suite de ses coefficients a(k)
A(z) =
p∑
k=0
a(k)z−k.
La fonction de transfert en Z H(z) et le spectre sont relie´es a` A(z) par
H(z) =
1
A(z)
,
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et
S
y (2)
(z) =
C
x (2)
A(z)A∗( 1z∗ )
,
d’ou` l’on de´duit en reportant dans la relation (3.15) que
A(z)S
l
y (r)
(z) = C
x (r)
H lr−1(z
−1).
Par transforme´e en Z inverse, cette relation devient
p∑
n=0
a(n)C
l
y (r)
(k − n) = C
x (r)
h(−k)h(−k + l2) . . . h(−k + lr−1).
Pour un filtre causal la re´ponse impulsionnelle est nulle pour k > 0. On
en de´duit
p∑
n=0
a(n)C
l
y (r)
(k − n) = 0 pour k > 0. (3.16)
Ces relations ge´ne´ralisent les relations de Yule-Walker aux ordres supe´rieurs.
3.6.2 Identification d’un filtre MA
Seuls les filtres MA ayant tous leurs ze´ros dans le cercle de rayon 1 (filtres
a` phase minimale) sont identifiables a` l’ordre 2. Dans le cas ge´ne´ral, on doit
faire appel a` des statistiques d’ordre supe´rieur. La relation entre l’entre´e x(n)
et la sortie y(n) d’un filtre MA d’ordre q est
y(n) =
q∑
i=0
b(i)x(n− i). (3.17)
On normalise le filtre par b(0) = 1.
La premie`re technique prouvant l’identifiabilite´ des filtres MA par les
statistiques d’ordre supe´rieur est l’algorithme C(q, k). On a e´galement propose´
des me´thodes alge´briques, des me´thodes cepstrales, et des me´thodes d’optimi-
sation.
La formule C(q, k) Giannakis [87] a donne´ des formules explicites mon-
trant la faisabilite´ de l’identification aveugle d’un filtre MA. Prenons le cas de
l’identification par la bicorre´lation C
y (3)
(n,m). On a
C
y (3)
(n,m) = C
x (3)
q∑
i=0
b(i)b(i + n)b(i + m),
avec b(k) = 0 si k < 0 ou k > q. En faisant n = q, soit i = 0 pour le seul
terme restant, et en tenant compte de la normalisation de b(0), on obtient
C
y (3)
(q, k) = C
x (3)
b(q)b(k) pour k ≤ q,
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avec en particulier C
y (3)
(q, 0) = C
x (3)
b(q). On de´duit alors la formule dite de
C(q, k)
b(k) =
C
y (3)
(q, k)
C
y (3)
(q, 0)
,
donnant une expression explicite des coefficients du filtre MA a` partir de la
bicorre´lation.
Ce re´sultat est inte´ressant sur le plan the´orique car il e´tablit l’identifia-
bilite´ “aveugle” d’un filtre MA.
On peut e´tendre cette relation a` des ordres supe´rieurs a` 3. En particulier,
on obtient a` l’ordre 4
b(k) =
C
y (4)
(q, q, k)
C
y (4)
(q, q, 0)
,
C
y (4)
(i, j, k) e´tant la tricorre´lation.
En pratique ces expressions donnant les coefficients du filtre MA sont
peu stables par suite des erreurs statistiques intervenant dans l’estimation
des multicorre´lations. Pour ame´liorer la stabilite´ statistique P. Comon [56]
propose d’utiliser un ensemble de valeurs de la multicorre´lation. Il de´termine
les coefficients du filtre MA en re´solvant le syste`me surde´termine´ :
b(k)C
y (4)
(l,m, q)− b(l)C
y (4)
(k,m, q) = 0 pour 0 ≤ k ≤ l ≤ q et 0 ≤ m < q.
On a mis e´galement au point des algorithmes faisant appel a` des me´thodes
d’alge`bre line´aire qui pre´sentent une meilleure stabilite´ statistique.
Les me´thodes alge´briques Elles sont pre´sente´es dans [89, 150, 194, 206].
La relation (3.14)
Hdr−1(z)Sy (2) (z) =
C
x (2)
C
x (r)
H(z)S
d
y (r)
(z),
applique´e a` la bicorre´lation, donne
Hd2 (z)Sy (2) (z) =
C
x (2)
C
x (3)
H(z)S
d
y (3)
(z), (3.18)
avec Hd2 (z) = H(z) ∗ H(z) = TZ [h2(n)]. La re´ponse impulsionnelle h(n) est
donne´e par les coefficients du filtre, soit
h(n) = b(n) pour n ≤ q
h(n) = 0 pour n > q.
Comme
S
d
y (3)
(z) = TZ
[
C
d
y (3)
(k)
]
= TZ
[
C
y (3)
(k, k)
]
,
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par transforme´e en Z inverse de (3.18) on obtient, avec b(0) = 1
C
y (2)
(k) +
q∑
n=1
b2(n)C
y (2)
(k − n) =
C
x (2)
C
x (3)
[
C
d
y (3)
(k) +
q∑
n=1
b(n)C
d
y (3)
(k − n)
]
.
(3.19)
En concate´nant ces relations pour k = −q, . . . , 0, . . . , 2q on peut construire le
syste`me line´aire
C · b = r.
Dans cette relation,
– C est une matrice construite avec les valeurs de C
y (2)
(n) et C
d
y (3)
(n) =
C
y (3)
(n, n),
– bT = (αb(1), . . . ,αb(q), b2(1), ..., b2(q)) avec α = C
x (2)
/C
x (3)
,
– rT = (αC
d
y (3)
(−q)− C
y (2)
(−q), . . . ,αCd
y (3)
(2q)− C
y (2)
(2q)).
On de´duit le vecteur b par inversion selon la me´thode des moindres carre´s.
Cette me´thode est loin d’eˆtre optimale. Elle est meˆme assez surprenante puis-
qu’elle calcule inde´pendamment les b(k) et les b2(k).
Zheng et ses co-auteurs [206] proposent des me´thodes alge´briques, plus
orthodoxes, fonde´es sur un jeu de relations line´aires. Le filtre direct est
y(n) =
q∑
i=0
b(i)x(n− i). (3.20)
Le filtre inverse cherche´ est un filtre MA repre´sente´ par :
x(n) =
r2∑
i=r1
c(i)y(n− i), (3.21)
avec r1 < 0 et r2 > 0. On normalise c(i) en posant c(0) = 1. La partie a` phase
minimale est repre´sente´e par la partie causale du filtre (i > 0) et la partie a`
phase maximale par la partie anti-causale (i < 0). Les modules des coefficients
aux retards non nuls sont infe´rieurs a` 1.
Les me´thodes alge´briques sont fonde´es sur les relations suivantes entre
les coefficients du filtre inverse et les e´le´ments du bispectre ou du trispectre du
signal observe´ :
1
C
x (2)
r2∑
j=r1
c(j)C
y (2)
(i + j) = b(i) si 0 ≤ i ≤ q
= 0 sinon
(3.22)
et 
1
C
x (3)
r2∑
j=r1
c(j)C
d
y (3)
(i + j) = b2(i) si 0 ≤ i ≤ q
= 0 sinon
. (3.23)
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Ces relations s’obtiennent en calculant de deux fac¸ons, a` partir des relations
(3.20) et (3.21) les cumulants Cum[x(k), y(k+i)] et Cum[x(k), y2(k+i)]. Deux
sche´mas sont alors propose´s :
– le premier utilise seulement les e´quations issues des relations (3.22) et
(3.23) dont les seconds membres sont nuls. Parmi les 2(r2 − r1 + q)
e´quations non triviales possibles, on retient les 2(r2− r1− q) relations
issues de (3.22) et (3.23) avec
i = −q − r2, . . . ,−1, q + 1, . . . , q − r1.
En tenant compte de la normalisation de c(0) on obtient un syste`me
line´aire surde´termine´
A · c = b,
la matrice A et les vecteurs c et b sont construits a` partir des relations
(3.22) et (3.23).
– le second sche´ma utilise l’ensemble des e´quations (3.22) et (3.23) en
e´liminant les termes quadratiques de l’e´quation (3.23) graˆce a` la rela-
tion (3.19) qui s’e´crit
C
x (3)
q∑
i=0
C
y (2)
(n− i)b2(i) = C
x (2)
q∑
i=0
C
d
y (3)
(n− i)b(i). (3.24)
En reportant (3.22) et (3.23) dans (3.24) on obtient11
r2∑
j=r1,j *=0
f(k, j)c(j) = g(k), k ∈ [−q, 2q],
avec
f(k, j) =
q∑
i=0
[C
y (2)
(k − i)Cd
y (3)
(i + j)− Cd
y (3)
(k − i)C
y (2)
(i + j)]
et
g(k) =
q∑
i=0
[C
y (2)
(i)C
d
y (3)
(k − i)− Cd
y (3)
(i)C
y (2)
(k − i)].
En retenant les relations
r2∑
j=r1,j *=0
c(j)C
y (2)
(k + j) = −C
x (2)
(k) k ∈ [−r2,−1] ∪ [q − r1, q + 1]
et
r2∑
j=r1,j *=0
f(k, j)c(j) = g(k), k ∈ [0, q],
on obtient un syste`me line´aire surde´termine´ qui donne les coefficients
du filtre inverse.
11Rappelons que c(0) = 1.
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Lorsque le signal e´tudie´ a une bicorre´lation nulle on ne peut pas appliquer
ces me´thodes d’identification. On peut alors utiliser la tricorre´lation. Les tech-
niques de´crites ci-dessus s’e´tendent facilement au quatrie`me ordre a` partir de
la relation :
1
C
x (4)
r2∑
j=r1
c(j)C
d
y (4)
(i + j) = b3(i) si 0 ≤ i ≤ q
= 0 sinon
(3.25)
et de la relation (3.19) a` l’ordre 4.
Les me´thodes d’optimisation Le principe de ces me´thodes est le suivant.
Lorsque l’on cherche un filtre on peut obtenir une solution par les me´thodes
d’ordre 2 qui n’a pas dans tous les cas la bonne loi de phase. L’inde´termination
vient du fait que les ze´ros, du filtre MA identifie´, peuvent occuper deux posi-
tions inverses par rapport au cercle de rayon 1. Les me´thodes a` l’ordre 2 sont
insensibles au remplacement d’un ze´ro par son inverse par rapport au cercle
de rayon 1. Ayant obtenu, par une me´thode d’ordre 2, M ze´ros a` l’inte´rieur
du cercle unite´ on choisit, parmi les 2M solutions possibles, le filtre qui maxi-
mise une fonction objectif de´finie a` partir des statistiques d’ordre supe´rieur.
Cette me´thode de recherche exhaustive peut eˆtre lourde si le nombre des ze´ros
est important. Les diffe´rentes solutions propose´es de´pendent du choix de la
fonction objectif.
Lii et Rosenblatt [131] minimisent la norme quadratique de l’e´cart entre
les trispectres des sorties des diffe´rents filtres et le trispectre estime´ du signal
observe´ ∑
l
∑
m
∑
n
[
C
y (4)
(l,m, n|b̂(i))− Ĉ
y (4)
(l,m, n)
]2
.
Le crite`re utilise´ par Lii et Rosenblatt, qui fait appel a` l’ensemble des valeurs
du trispectre est fortement redondant. On a vu au paragraphe 3.2.5 qu’il suffit
de maximiser le kurtosis pour se´lectionner le filtre optimal. Chi et Kung [52]
ont propose´ de maximiser le module du trispectre a` l’origine. Dans la meˆme
ligne, en s’appuyant sur les re´sultats de Shalvi et Weinstein [185], M.Boumahdi
a propose´ de maximiser le kurtosis de la sortie [35].
Ces me´thodes d’optimisation ont le grand inte´reˆt d’utiliser au maximum
les possibilite´s des statistiques d’ordre 2. On peut penser qu’elles conduisent
ainsi a` une meilleure stabilite´ statistique. La pre´sence d’un bruit gaussien im-
portant donne par contre un solide argument pour utiliser exclusivement les
statistiques d’ordre supe´rieur a` 2.
Kammeyer et Jelonnek [108, 114] proposent de lever l’ambiguite´ sur la
position des ze´ros en utilisant simultane´ment le spectre en Z, issue d’une tech-
nique d’ordre 2, et une transforme´e en Z de la diagonale de la tricorre´lation.
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Appelons H(z) la fonction de transfert en Z cherche´e. Le spectre est
S
y (2)
(z) = C
x (2)
H(z)H∗(
1
z∗
), (3.26)
Soit C
d
y (4)
(k) = C
y (4)
(k, k, k) la diagonale de la tricorre´lation et S
d
y (4)
(z) =
TZ
[
(C
d
y (4)
(k)
]
le spectre diagonal. La relation (3.13) s’e´crit ici
S
d
y (4)
(z) = C
x (4)
H∗(
1
z∗
)Hd3 (z), (3.27)
avec Hd3 (z) = TZ [h
3(n)]. Les ze´ros non communs a` (3.26) et (3.27) donnent
les ze´ros de H(z). . .
Les me´thodes cepstrales. Les multicepstres ge´ne´ralisent le cepstre de´fini
a` l’ordre 2 [164, 165]. Pour simplifier les notations nous allons pre´senter le cas
de l’ordre 3 mais il est facile de ge´ne´raliser ces re´sultats. Soit S
y (3)
(z1, z2) le
bispectre en Z de y(n)
S
y (3)
(z1, z2) = TZ
[
C
y (3)
(k1, k2)
]
=
+∞∑
k1=−∞
+∞∑
k2=−∞
C
y (3)
(k1, k2)z
−k1
1 z
−k2
2 .
Le bicepstre D
y (3)
(l1, l2) de y(n) est la transforme´e en Z inverse du logarithme
du bispectre
D
y (3)
(l1, l2) = TZ
−1 [log (S
y (3)
(z1, z2
)]
.
Soit h(k) la re´ponse impulsionnelle du filtre que nous cherchons a` identifier.
Le logarithme du bispectre du signal de sortie est
log
(
S
y (3)
(z1, z2)
)
= log
[
C
x (3)
]
+ log [H(z1)] + log [H(z2)] + log
[
H(z−11 z
−1
2
]
,
donnant, par transforme´e en Z inverse, le bicepstre de y(n)
D
y (3)
(l1, l2) = log[Cx (3) ]δ(l1)δ(l2) + Dh(l1)δ(l2)
+ Dh(l2)δ(l1) + Dh(−l2)δ(l1 − l2),
ou` Dh(l) est le cepstre de la re´ponse impulsionnelle cherche´e. On voit que
le bicepstre est localise´ sur les axes et sur la bissectrice, et qu’il donne une
mesure du bicepstre Dh(l) = TZ−1[logH(z)] de la re´ponse impulsionnelle. On
de´duit de la` le module et la phase de la fonction de transfert H(z) ce qui
permet d’identifier le filtre. Dans la de´termination de la phase de la fonction
de transfert on doit veiller a` re´tablir la continuite´ de cette phase qui est connue
a` 2pi pre`s (de´roulement de la phase).
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3.6.3 Identification d’un filtre AR
Pour un filtre AR stable et causal, tous les poˆles sont situe´s a` l’inte´rieur
du cercle de rayon 1, le filtre est a` phase minimale et son identification peut
eˆtre faite par les formules de Yule-Walker [142]. Cette proce´dure peut eˆtre
e´tendue aux ordres supe´rieurs. La relation entre la sortie y(n) et l’entre´e x(n)
du filtre AR est
p∑
k=0
a(k)y(n− k) = x(n) a(0) = 1.
La relation (3.16) applique´e a` la corre´lation donne les e´quations de Yule-
Walker
p∑
k=0
a(n)C
y (2)
(k − n) = 0 pour k > 0.
On obtient des relations analogues avec les lignes de multicorre´lation.
Pour les lignes de la bicorre´lation, de´finies en 3.6.1
p∑
k=0
a(n)C
l
y (3)
(k − n) = 0 pour k > 0 ∀l2.
En concate´nant p + M e´quations pour diffe´rentes valeurs de k on obtient une
relation matricielle, exactement comme dans les me´thodes a` l’ordre 2
C · a = 0,
ou` a est le vecteur des coefficients du filtre AR, et C la matrice p + M ∗ p +
M forme´e des lignes de la multicorre´lation pour les diffe´rentes valeurs de k.
Cette proce´dure se ge´ne´ralise facilement a` un ordre quelconque. Une question
importante, re´solue dans [194], est de savoir combien il faut prendre d’e´quations
pour que la matrice C soit de rang supe´rieur ou e´gal a` p et si il est pre´fe´rable
de choisir certaines lignes particulie`res (en fixant l2).
Pour un filtre AR causal on peut ge´ne´raliser les me´thodes de´veloppe´es
au second ordre. Dans ce cas l’inte´reˆt des proce´dures d’ordre supe´rieur est
qu’elles permettent the´oriquement d’e´liminer un bruit gaussien blanc ou non
blanc. Ceci re´sulte de la proprie´te´ d’additivite´ des cumulants et de la nullite´ des
cumulants d’ordre supe´rieur pour un signal gaussien. Il faut quand meˆme sou-
ligner que les valeurs des lignes de la multicorre´lation utilise´es pour construire
la matrice sont estime´es. Les lignes estime´es seront affecte´es par le bruit gaus-
sien et e´galement par des erreurs d’estimation des cumulants du signal. La
pre´cision des estimateurs de a, que l’on appelle souvent stabilite´ statistique,
de´pend de ces erreurs d’estimation. Il existe encore peu de re´sultats the´oriques
sur ce sujet. Des simulations ont cependant montre´ que, dans le cas bruite´,
en particulier, l’estimateur utilisant les corre´lations d’ordre supe´rieur a` 2 peut
eˆtre plus pre´cis que l’estimateur classique d’ordre 2.
3.6. IDENTIFICATION AVEUGLE PARAME´TRIQUE 135
Les poˆles des filtres AR peuvent eˆtre exte´rieurs au cercle unite´. Ces filtres
conservent la proprie´te´ de stabilite´ si ils sont anti-causaux : filtres BIAR. Le
proble`me du choix des poˆles se pose donc e´galement pour les filtres AR. Une
me´thode d’optimisation a e´te´ propose´e par M. Boumahdi [35]. La me´thode de
Yule-Walker a` l’ordre 2 place tous les poˆles a` l’inte´rieur du cercle de rayon 1 (En
effet la fonction de corre´lation est insensible au remplacement d’un poˆle par
son inverse par rapport au cercle de rayon 1). On choisit ensuite la localisation
des poˆles par optimisation.
3.6.4 Identification d’un filtre ARMA
Deux types de filtres ARMA doivent eˆtre conside´re´s :
– les filtres ARMA sans filtre de phase,
– les filtres ARMA avec filtre de phase.
Nous appelons filtre de phase un filtre de´phaseur pur. Le gain complexe en
Z d’un filtre de phase a un poˆle et un ze´ro inverses par rapport au cercle de
rayon 1. Les me´thodes d’ordre 2 sont totalement insensibles a` la pre´sence de ces
termes dans le gain complexe d’un filtre ARMA. Deux familles de techniques
d’identification des filtres ARMA ont e´te´ de´veloppe´es [71] :
– l’identification directe dans laquelle on conside`re le filtre ARMA
comme un filtre AR en se´rie avec un filtre MA et l’on identifie succes-
sivement la partie AR et la partie MA : me´thode AR−MA
– la repre´sentation du filtre ARMA par un filtre a` phase minimale en
se´rie avec un filtre de phase ; on identifie successivement le filtre a` phase
minimale et le filtre de phase : me´thode MP − FP .
Enfin nous distinguerons deux situations :
– dans le premier cas nous supposerons la partie AR causale. Tous les
poˆles sont alors a` l’inte´rieur du cercle de rayon 1, la partie MA pouvant
eˆtre, ou non, a` phase minimale.
– dans le second cas la partie AR pourra eˆtre non causale : il pourra
donc y avoir des poˆles exte´rieurs au cercle de rayon 1.
Lorsque le filtre ARMA est stable et causal les poˆles du filtre AR sont a`
l’inte´rieur du cercle de rayon 1.
Dans la me´thode AR−MA on identifie la partie AR par les e´quations de
Yule-Walker modifie´es12. S’il n’y a pas de filtre de phase, dans le filtre ARMA
identifie´, on peut utiliser les e´quations de Yule-Walker d’ordre 2. S’il y a des
filtres de phase, dans le filtre ARMA identifie´, on doit utiliser les e´quations
de Yule-Walker modifie´es d’ordre supe´rieur a` 2. Le signal est ensuite filtre´ par
le filtre MA, inverse du filtre AR identifie´. Le signal obtenu a un mode`le MA
auquel on applique une des techniques d’identification des filtres MA de´crites
plus haut. Le filtre MA ainsi identifie´ peut-eˆtre, ou non, a` phase minimale.
12Dans cette me´thode on utilise les e´quations de Yule-Walker a` partir d’un retard supe´rieur
a` l’ordre de la partie MA.
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Dans la me´thode MP − FP le filtre ARMA spectralement e´quivalent,
a` phase minimale, est identifie´ par une des me´thodes classiques a` l’ordre 2.
On doit ensuite identifier le filtre de phase dont les poˆles sont a` l’inte´rieur du
cercle unite´ et dont les ze´ros sont inverses des poˆles par rapport au cercle de
rayon 1. Giannakis et Mendel [89] identifient la partie AR du filtre de phase
par les e´quations de Yule-Walker modifie´es d’ordre supe´rieur a` 2. Les ze´ros
se de´duisent des poˆles par inversion par rapport au cercle de rayon 1. On a
e´galement propose´ des me´thodes d’optimisation. Ayant obtenu le filtre a` phase
minimale spectralement e´quivalent on applique au signal les diffe´rents filtres
possibles obtenus en remplac¸ant les ze´ros par leur inverse par rapport au cercle
de rayon 1. On maximise ensuite une fonction objectif : valeur absolue de la
bicorre´lation a` l’origine [52], valeur absolue du kurtosis [35].
La partie AR peut eˆtre anti-causale (poˆles exte´rieurs au cercle de rayon
1). Cette situation n’a pas e´te´ tre`s e´tudie´e. La me´thode MP-FP peut-eˆtre
applique´e. On identifie tout d’abord le filtre stable, causal et a` phase minimale
spectralement e´quivalent par une des me´thodes connues a` l’ordre 2. On cherche
ensuite la localisation, a` l’inte´rieur ou a` l’exte´rieur du cercle de rayon 1, de
chaque ze´ro et de chaque poˆle, en maximisant une fonction objectif.
3.6.5 Conclusion
En e´tendant l’arsenal des me´thodes de´veloppe´es a` l’ordre 2, de nouveaux
algorithmes d’identification ont e´te´ de´veloppe´s. Le progre`s essentiel concerne
les filtres qui ne sont pas a` phase minimale ou qui sont anti-causaux. Dans ce
cas il n’y a pas de solution a` l’ordre 2 et les ordres supe´rieurs sont absolument
ne´cessaires pour identifier le filtre sans faire d’hypothe`se sur sa phase. L’art de
l’identification des syste`mes line´aires et stationnaire par les moments d’ordre
supe´rieur est encore dans l’enfance et de nombreuses questions se posent en-
core, comme par exemple le choix des lignes de multicorre´lation, l’identifiabilite´
des filtres AR, la stabilite´ statistique des estimations. . .
La recherche active et productive sur les me´thodes d’ordre 2 a dure´ envi-
ron 20 ans : nous avons donc encore du travail a` faire sur les ordres supe´rieurs.
Avant de conclure ce chapitre revenons sur les me´thodes d’estimation
des multispectres qui se de´duisent des techniques d’identification pre´sente´es
ci-dessus.
3.7 Mode´lisation et estimation
A l’ordre 2 de nombreuses me´thodes d’estimation du spectre ont e´te´
construites a` partir de la mode´lisation syste´mique des signaux. Nous allons
e´tendre ici ces techniques aux multispectres. Nous verrons que, comme a` l’ordre
2, il existe des techniques particulie`res pour les signaux harmoniques.
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3.7.1 Mode´lisation syste´mique
Les techniques d’identification de´veloppe´es ci-dessus repre´sentent un si-
gnal par la sortie d’un filtre line´aire, AR,MA ou ARMA excite´ par un signal
d’entre´e “simple” : bruit blanc jusqu’a` l’ordre conside´re´. Comme dans le cas
de l’analyse spectrale, a` l’ordre 2, cette mode´lisation permet d’estimer les mul-
tispectres en utilisant la relation de filtrage donnant le multispectre de sortie
en fonction du multispectre de l’entre´e et de la fonction de transfert du filtre.
En prenant l’exemple du bispectre nous partons de :
S
y (3)
(λ1,λ2) = Sx (3)H(λ1)H(λ2)H
∗(λ1 + λ2),
S
x (3)
est le bispectre, constant, de l’entre´e blanche x(n).
La fonction de transfert est, dans le cas ARMA(p, q) :
H(λ) =
∑q
0 b(l)e
−2pilλ
1 +
∑p
1 a(k)e−2pikλ
.
Cette me´thode d’estimation conduit a` des estimateurs dont on peut penser
qu’ils permettront, comme cela est le cas dans l’analyse spectrale, de don-
ner des estimateurs plus stables et plus re´solvants. Le de´veloppement et la
caracte´risation de ces techniques est un des axes de recherche ouverts aux
statistiques d’ordre supe´rieur.
3.7.2 Signaux harmoniques
On sait qu’a` l’ordre 2, les me´thodes de mode´lisation sont mal adapte´es
aux signaux forme´s de sommes de fre´quences pures : signaux harmoniques.
Dans cette situation des me´thodes spe´cifiques ont e´te´ de´veloppe´es [142] :
me´thode de PISARENKO, MUSIC. . .Nous allons voir que ces techniques
peuvent eˆtre e´tendues aux ordres supe´rieurs. Ces techniques sont e´galement
de´veloppe´es en traitement d’antenne : nous en reparlerons au chapitre 6.
Les signaux harmoniques sont de´finis par J. Mendel [150] comme les
signaux pouvant s’e´crire selon le mode`le
y(n) =
p∑
i=1
a(i)s(n;λi).
Les a(i) sont des variables ale´atoires et les s(n;λi) des signaux certains. Ces
signaux de´pendent d’un nombre fini p, de variables ale´atoires, contrairement
aux signaux engendre´s par filtrage d’un bruit blanc. Les signaux conside´re´s
jusqu’a` maintenant e´taient des signaux ale´atoires (non totalement pre´dicibles)
alors que les signaux harmoniques sont des signaux de´terministes (totalement
pre´dicibles).
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Les sommes de fre´quences pures, en repre´sentation complexe, sont de ce
type
y(n) =
p∑
i=1
α(i)e2piλin+φi,
ou` α(i) est en ge´ne´ral une variable certaine. Les variables ale´atoires φi sont
inde´pendantes. Lorsque la densite´ des φi est constante sur [0, 2pi] les variables
ale´atoires complexes α(i)eφi sont circulaires. La proprie´te´ de circularite´ en-
traˆıne que tous les cumulants ne comportant pas un nombre e´gal de termes
non complexes conjugue´s et de termes complexes conjugue´s sont nuls. Dans le
cas pre´sent on peut ve´rifier cette proprie´te´ directement. Les cumulants d’ordre
3, et donc aussi la bicorre´lation, sont nuls. La tricorre´lation non nulle de ces
signaux est
C
y
(2)
(2)
(m1, m2, m3) = Cum [y(n), y(n+ m1), y
∗(n−m2), y∗(n−m3)] .
soit
C
y
(2)
(2)
(m1, m2, m3) = −
p∑
i=1
α4(i)e2piλi(m1+m2+m3).
Pour des signaux a` valeurs re´elles, la repre´sentation des signaux est
y(n) =
p∑
i=1
α(i) cos(2piλin + φi),
et l’on obtient
C
y (4)
(m1, m2, m3) = −1
8
p∑
i=1
α4(i) {cos [2piλi(m1 −m2 −m3)]
+ cos [2piλi(m2 −m1 −m3)]
+ cos [2piλi(m3 −m1 −m2)]} .
Dans le cas complexe, les informations sur les fre´quences pre´sentes sont
contenues dans la ligne du trispectre de´finie par m = m1 = m2 = −m3. On
obtient alors
C
y
(2)
(2)
(m,m,−m) = −
p∑
i=1
α4(i)e2piλim.
Dans le cas re´el, la diagonale du trispectre s’e´crit
C
y (4)
(m,m,m) = −3
8
p∑
i=1
α4(i) cos(2piλim).
Les me´thodes de super-re´solution applique´es a` l’ordre 2 sont fonde´es sur
la corre´lation des signaux sommes de fre´quences pures qui s’e´crivent, dans le
cas de signaux a` valeurs complexes
C
y
(1)
(1)
(m) =
p∑
i=1
α2(i)e2piλim,
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et dans le cas de signaux a` valeurs re´elles
C
y (2)
(m) =
1
2
p∑
i=1
α2(i) cos(2piλim).
L’analogie entre la forme de la corre´lation et de la diagonale (ou de la
ligne dans le cas complexe) de la tricorre´lation montre que toutes les me´thodes
de´veloppe´es a` l’ordre 2 s’appliquent a` l’ordre 4. Le fait d’utiliser la tricorre´lation
permet d’e´liminer un bruit additif gaussien (au moins en the´orie).
3.8 Conclusion
L’utilisation des statistiques d’ordre supe´rieur permet de conduire une
analyse plus fine des signaux. Les techniques de´veloppe´es a` l’ordre 2 peuvent,
comme nous l’avons vu, se transposer dans une grande mesure a` des ordres
supe´rieurs. Le grand succe`s des techniques utilisant des stsatistiques d’ordre
supe´rieur est duˆ au fait qu’elles permettent de re´soudre le proble`me de l’iden-
tification aveugle. On peut e´galement penser qu’elles permettront de re´aliser
une extraction plus efficace des signaux pollue´s par un bruit gaussien. Enfin de
nombreuses questions restent ouvertes. Le choix des lignes de multicorre´lation
les mieux adapte´es et la stabilite´ statistique des estimateurs nous paraissent
les domaines essentiels sur lesquels doit porter l’effort de recherche. . .
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Chapitre 4
Signaux non stationnaires
La stationnarite´ est une proprie´te´ forte qui permet de de´finir pre´cise´ment
les fonctions d’analyse ade´quates dans les domaines temporel et fre´quentiel :
les multicorre´lations et les multispectres (voir le chapitre 2).
Lorsque l’hypothe`se de stationnarite´ n’est pas ve´rifie´e, on entre dans la
classe tre`s ge´ne´rale des signaux non stationnaires. La non-stationnarite´ est
une “non-proprie´te´” : elle n’est de´finie que par son contraire. Cette remarque
implique d’e´normes difficulte´s pour la de´finition de me´thodes d’analyse.
Il faut toutefois tempe´rer le propos, puisqu’il est possible de de´finir des
classes de non-stationnarite´, pour lesquelles des outils d’analyse pre´cis peuvent
eˆtre de´finis. Une classe tre`s importante de signaux non stationnaires fait l’objet
de la premie`re moitie´ de ce chapitre : les signaux cyclostationnaires. Ces si-
gnaux apparaissent dans de nombreuses applications du traitement du signal :
communication, radar, signaux physiologiques, etc . . .Nous verrons que le cadre
d’analyse approprie´ est celui des fonctions pe´riodiques ou presque-pe´riodiques.
Les rappels sur les fonctions presque-pe´riodiques nous permettront d’exami-
ner l’influence de l’hypothe`se de cyclostationnarite´ sur les Statistiques d’Ordre
Supe´rieur. L’application pre´sente´e dans ce chapitre concernera e´galement les
signaux cyclostationnaires dans le contexte des communications.
La deuxie`me partie de ce chapitre se concentre sur les signaux non
stationnaires au sens ge´ne´ral. Nous montrons que les repre´sentations temps-
fre´quence d’ordre supe´rieur (ou repre´sentations temps-multifre´quence) peuvent
eˆtre des outils utiles pour l’analyse des signaux non-stationnaires. Ces
repre´sentations seront explicite´es pour les signaux de´terministes, l’extension
aux signaux ale´atoires ne venant qu’apre`s.
Si des classes particulie`res de signaux non-stationnaires peuvent eˆtre
de´finies, leur e´tude pre´sente toutefois certaines difficulte´s. La plus fondamen-
tale est la multiplicite´ des repre´sentations de l’information que contient le
signal. Cette multiplicite´ vient de la notion de temps de re´fe´rence. En station-
naire, le temps de re´fe´rence n’a pas d’importance puisque les statistiques du
signal sont invariantes par translation dans le temps. Cette invariance n’exis-
tant pas pour les signaux non stationnaires, la repre´sentation de l’information
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de´pend e´troitement de la date a` laquelle est effectue´e l’analyse. Ce proble`me
est e´videmment pre´sent dans les repre´sentations temps-fre´quence biline´aires.
Par exemple, la repre´sentation de Wigner-Ville, qui examine les liens exis-
tant dans le signal entre les instants t − τ/2 et t + τ/2, est diffe´rente de la
repre´sentation de Rihaczek, qui e´tudie les corre´lations du signal entre les ins-
tants t et t − τ . L’information contenue dans ces deux repre´sentations est la
meˆme, mais re´ve´le´e de fac¸on diffe´rente. Ce proble`me pose alors celui de trouver
l’outil ade´quat pour l’analyse d’un signal.
Le proble`me de l’instant de re´fe´rence (t dans l’exemple pre´ce´dent) sera
pre´sent constamment dans ce chapitre, bien qu’un peu oublie´ lors du traitement
des signaux cyclostationnaires.
Un autre proble`me difficile dans le cas non stationnaire est l’estimation
des grandeurs que nous de´finirons. Le fait d’observer une seule re´alisation d’un
signal interdit a priori l’obtention d’estimateurs efficaces. Nous verrons que la
cyclostationnarite´ contredit cette affirmation. Par contre, les estimateurs des
repre´sentations temps-multifre´quence sont non consistants et ne seront pas (ou
si peu) discute´s ici.
Mentionnons enfin que les the`mes pre´sente´s sont tre`s re´cents et suscep-
tibles de subir d’importantes e´volutions. Ce chapitre ne montre que quelques
re´sultats et le lecteur peut approfondir les sujets a` l’aide de la litte´rature
re´cente en traitement du signal.
4.1 SOS pour les signaux cyclostationnaires
Avant de pre´senter les statistiques d’ordre supe´rieur des signaux cyclo-
stationnaires a` valeurs complexes, commenc¸ons par quelques rappels sur la
cyclostationnarite´ a` l’ordre 2.
4.1.1 Cyclostationnarite´ d’ordre 2
Pour illustrer la cyclostationnarite´ d’ordre 2 [147], nous nous limitons
a` un signal x(t) de moyenne nulle, a` valeurs re´elles. x(t) est suppose´ cyclo-
stationnaire a` l’ordre 2 : sa fonction de corre´lation est pe´riodique en temps,
c’est-a`-dire
C
x (2)
(t, τ) = E[x(t)x(t + τ)] = C
x (2)
(t + T, τ),
ou` T est la pe´riode de cyclostationnarite´ de x(t).
Un exemple simple est donne´ par un signal code´ en binaire a` la cadence
T , soit x(t) =
∑
k akδ(t− kT ), les ak formant une suite de variables ale´atoires
inde´pendantes et identiquement distribue´es (i.i.d), prenant les valeurs ±1 avec
la probabilite´ 1/2. Ce signal est de moyenne nulle, et sa corre´lation s’e´crit
C
x (2)
(t, τ) =
∑
k
δ(t− kT )δ(τ).
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Cette fonction est pe´riodique en t de pe´riode T .
Comme C
x (2)
(t, τ) est pe´riodique suivant t, elle admet une repre´sentation
en se´rie de Fourier. De plus, pour conserver la notion d’analyse spectrale du
cas stationnaire, une tranforme´e de Fourier suivant τ peut eˆtre effectue´e. Ainsi,
par double transforme´e de Fourier, on de´finit la corre´lation spectrale
S
x (2)
(α, ν) =
∫ ∫
C
x (2)
(t, τ)e−2pi(αt+ντ)dtdτ.
Cette corre´lation spectrale peut e´galement s’e´crire
S
x (2)
(α, ν) =
∑
k
s
x (2)
(k, ν)δ(α− k
T
),
ou` les s
x (2)
(k, ν) sont les transforme´es de Fourier selon τ des coefficients
c
x (2)
(k, τ) de la de´composition en se´rie de Fourier (suivant t) de C
x (2)
(t, τ).
La de´nomination corre´lation spectrale vient du fait que cette fonction
examine les interactions statistiques entre les composantes harmoniques aux
fre´quences ν et ν − k/T .
Le paragraphe suivant pre´sente les outils pour l’e´tude de la cyclosta-
tionnarite´ (fonctions presque-pe´riodiques) et une de´finition plus pre´cise de la
cyclostationnarite´.
4.1.2 De´finitions
Les signaux cyclostationnaires comportent des pe´riodicite´s cache´es. Le
cadre mathe´matique approprie´ est donc celui des fonctions pe´riodiques et des
se´ries de Fourier. Toutefois, ce cadre peut eˆtre limitatif puisqu’il exclut la
classe tre`s importante des signaux dits presque-pe´riodiques. Dans ce para-
graphe, nous discuterons donc la de´finition des signaux cyclostationnaires dans
le cadre des fonctions presque-pe´riodiques. Notons que les fonctions pe´riodiques
forment e´videmment une sous-classe des fonctions presque-pe´riodiques.
Les de´veloppements donne´s dans la suite se fondent sur une
repre´sentation ale´atoire des signaux. W. Gardner et C. Spooner [84, 85] ont
construit une the´orie dans un cadre de´terministe, en ne travaillant que sur une
re´alisation d’un signal ale´atoire. Cette approche ne sera pas conside´re´e ici.
Fonctions presque-pe´riodiques L’objet de ce paragraphe est d’effec-
tuer quelques rappels sur la the´orie des fonctions presque-pe´riodiques ou p-
pe´riodiques. Une introduction plus comple`te peut eˆtre trouve´e dans le livre de
J. Bass [21].
La de´finition des fonctions p-pe´riodiques ge´ne´ralise celle des fonctions
pe´riodiques. Pour une fonction pe´riodique de pe´riode de base T , les nombres
multiples de T constituent e´galement des pe´riodes. Ainsi, dans tout intervalle
de longueur T , on peut trouver une pe´riode de la fonction. Cette remarque
conduit alors a` la de´finition suivante :
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Fig. 4.1 – Graphe de la fonction p-pe´riodique f(t) = exp(2piν0t)+exp(2piν1t),
ou` les fre´quences sont dans un rapport irrationnel.
De´finition : Une fonction a` valeurs complexes f(t) est dite presque
pe´riodique si pour tout re´el ε > 0, il existe un nombre l(ε) tel que tout in-
tervalle de longueur l(ε) contienne un nombre τ ve´rifiant
|f(t + τ)− f(t)| < ε ∀t.
Les nombres τ s’appellent des presque-pe´riodes de la fonction f et le
nombre l(ε) longueur d’inclusion. Cette de´finition montre qu’une fonction
pe´riodique est p-pe´riodique.
Les fonctions p-pe´riodiques jouissent de nombreuses proprie´te´s : l’en-
semble des fonctions p-pe´riodiques est un espace vectoriel, la fonction
conjugue´e, le module de la fonction, les de´cale´es de la fonction sont p-
pe´riodiques, et le produit de deux fonctions p-pe´riodiques est p-pe´riodique.
Un exemple illustratif simple est donne´e par la somme de deux fre´quences
pures incommensurables. En effet,
f(t) = exp(2piν0t) + exp(2piν1t), (4.1)
ou` ν0 et ν1 sont dans un rapport irrationnel, est p-pe´riodique. L’allure de cette
fonction est montre´e sur la figure (4.1). La p-pe´riodicite´ est clairement vue
sur ce graphe. J. Bass a de´montre´ rigoureusement la p-pe´riodicite´ pour cet
exemple, en exhibant des presque-pe´riodes et les longueurs d’inclusion.
Les fonctions pe´riodiques admettent une repre´sentation fre´quentielle a`
travers la de´composition en se´rie de Fourier. Cette proprie´te´ existe e´galement
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pour les fonctions p-pe´riodiques. En effet, il peut eˆtre de´montre´ que la moyenne
d’une fonction p-pe´riodique existe toujours [21], c’est-a`-dire
lim
T→+∞
1
2T
∫ T
−T
f(t)dt = M < +∞. (4.2)
Comme le produit de deux fonctions p-pe´riodiques est p-pe´riodique, comme
une fonction pe´riodique est p-pe´riodique, alors, en vertu de (4.2), les nombres
c(ν) de´finis par
c(ν) = lim
T→+∞
1
2T
∫ T
−T
f(t) exp(−2piνt)dt
existent. Les nombres c(ν) non nuls sont appele´s coefficients de Fourier-Bohr
de la fonction f(t). L’ensemble des coefficients de Fourier-Bohr d’une fonc-
tion p-pe´riodique est un ensemble fini ou de´nombrable [21]. Nous noterons ces
coefficients par ck = c(νk). La ce´le`bre formule de Parseval reste valide, et la
puissance moyenne de la fonction se re´partit sur les coefficients de Fourier-Bohr
selon
lim
T→+∞
1
2T
∫ T
−T
|f(t)|2dt = ∑
k
|ck|2.
Enfin, la se´rie de Fourier associe´e aux ck converge en moyenne quadratique
vers la fonction f(t) et nous e´crirons
f(t) =
∑
k
ck exp(2piνkt).
Pour l’exemple (4.1), il existe deux coefficients de Fourier-Bohr associe´s
aux fre´quences ν0 et ν1 ; ces deux coefficients sont e´gaux a` 1.
Les rappels sur les fonctions p-pe´riodiques e´tant faits, nous pouvons
maintenant nous tourner vers la de´finition des signaux cyclostationnaires.
Cyclostationnarite´ La cyclostationnarite´ s’inscrit entre la stationnarite´ et
la non-stationnarite´ pour les signaux ale´atoires. Tout comme la stationnarite´
qui peut eˆtre forte ou faible, la discussion du paragraphe pre´ce´dent montre que
la de´finition de la cyclostationnarite´ doit comporter divers degre´s (pe´riodicite´
totale ou approximative). De plus, comme la stationnarite´, la de´finition de
la cyclostationnarite´ porte sur les statistiques du signal. Nous pouvons alors
donner la de´finition :
De´finition : Un signal ale´atoire est dit cyclostationnaire d’ordre p+ q forte-
ment (resp. faiblement) si ses statistiques jusqu’a` l’ordre p+q sont pe´riodiques
(resp. p-pe´riodiques).
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Si un signal est cyclostationnaire a` tout ordre, il sera cyclostationnaire
au sens strict. Mais bien entendu, il pourra l’eˆtre faiblement ou fortement.
La pe´riodicite´ (ou presque-pe´riodicite´) s’entend ici sur le temps. Nous
voyons donc apparaˆıtre ici la notion fondamentale de temps de re´fe´rence, ab-
sente de toutes les the´ories stationnaires. En effet, pour un signal stationnaire,
les corre´lations entre p+q instants du signal ne de´pendent que des e´carts entre
les instants. Par contre, cette proprie´te´ disparaˆıt en non-stationnaire ou` le roˆle
de l’instant de re´fe´rence devient primordial.
Cette e´tape de de´finition e´tant pre´sente´e, nous nous inte´ressons dans la
suite aux conse´quences de l’hypothe`se de cyclostationnarite´ sur les statistiques
des signaux.
4.1.3 Influences de la cyclostationnarite´ sur les SOS
Dans ce paragraphe, nous examinons l’influence de la cyclostationnarite´
sur les multicorre´lations et les multispectres. La construction suit une de´marche
descendante : partant des de´finitions les plus ge´ne´rales, nous construisons les
objets ade´quats pour la description des signaux cyclostationnaires.
Multicorre´lation cyclique Conside´rons la multicorre´lation1 C
x
(q)
(p)
(t) d’un
signal ale´atoire a` valeurs complexes (t = (t0, t1, . . . , tp+q−1)). Nous parame´trons
cette multicorre´lation comme dans le cas stationnaire2, c’est-a`-dire
C
x
(q)
(p)
(t, τ ) = Cum[x(t), x(t + τ1), . . . , x(t + τp−1),
x∗(t− τp), . . . , x∗(t− τp+q−1)]. (4.3)
ou` τ = (τ1, . . . , τp+q−1). Notons que le temps t apparaˆıt explicitement dans
les arguments de la multicorre´lation puisqu’aucune hypothe`se de stationnarite´
n’est faite.
Supposons que le signal analyse´ x(t) soit faiblement cyclostationnaire au
sens strict. Ses statistiques sont alors p-pe´riodiques quel que soit l’ordre. La
multicorre´lation pre´ce´dente est donc p-pe´riodique en t. D’apre`s les re´sultats
sur les fonctions p-pe´riodiques (voir 4.1.2), les multicorre´lations admettent une
de´composition en se´rie de Fourier-Bohr, par rapport a` la variable t
C
x
(q)
(p)
(t, τ ) =
∑
k∈Fx
(q)
(p)
c
x
(q)
(p)
(k, τ ) exp(2piαkt), (4.4)
1Toute la suite peut eˆtre faite e´galement sur les moments. Rappelons que la de´nomination
multicorre´lation sous-entend multicorre´lation des cumulants. Lorsqu’il s’agit de moments,
nous pre´ciserons par multicorre´lation des moments.
2Le proble`me de l’instant de re´fe´rence sera discute´ au paragraphe 4.3.1 .
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ou` F
x
(q)
(p)
est l’ensemble des entiers pour lesquels les coefficients de Fourier-Bohr
c
x
(q)
(p)
(k, τ ) sont non nuls. Rappelons que
c
x
(q)
(p)
(k, τ ) = lim
T→+∞
1
2T
∫ T
−T
C
x
(q)
(p)
(t, τ ) exp(−2piαkt)dt.
et que F
x
(q)
(p)
est un ensemble fini ou de´nombrable.
En effectuant la transforme´e de Fourier de la multicorre´lation de la va-
riable t vers la variable α, on de´finit la multicorre´lation cyclique qui s’e´crit
C
x
(q)
(p)
(α, τ ) =
∑
k∈Fx
(q)
(p)
c
x
(q)
(p)
(k, τ )δ(α− αk).
La fre´quence α, variable conjugue´e de t, est appele´e fre´quence cyclique. La
multicorre´lation cyclique contient uniquement de l’information aux fre´quences
cycliques αk. Dans le cas stationnaire, la seule composante p-pe´riodique ou
pe´riodique e´tant le continu, la multicorre´lation cyclique est non nulle unique-
ment pour α = 0.
Multicorre´lation spectrale Tout comme pour le cas stationnaire, nous
allons maintenant examiner l’influence de l’hypothe`se de cyclostationnarite´
sur le multispectre syme´trique. Rappelons que le multispectre syme´trique est
de´fini a` partir de la multicorre´lation selon (voir le chapitre 2)
Σ
x
(q)
(p)
(ν) =
∫
C
x
(q)
(p)
(t) exp(−2pi(
p−1∑
i=0
νiti −
p+q−1∑
i=p
νiti))dt.
Si l’on effectue un changement de variables pour obtenir la parame´trisation en
(t, τ ) de la multicorre´lation (4.3), le multispectre syme´trique devient
Σ
x
(q)
(p)
(ν) =
∫
C
x
(q)
(p)
(t, τ ) exp(−2pi(
p−1∑
i=0
νi −
p+q−1∑
i=p
νi)t)
× exp(−2piν ′Tτ )dτdt, (4.5)
ou` le vecteur ν ′ est de´fini par ν ′ = (ν1, . . . , νp+q−1). En plongeant dans (4.5)
la repre´sentation (4.4), on obtient
Σ
x
(q)
(p)
(ν) =
∑
k∈Fx
(q)
(p)
s
x
(q)
(p)
(k,ν ′)δ(αk − (
p−1∑
i=0
νi −
p+q−1∑
i=p
νi)),
ou` les coefficients s
x
(q)
(p)
(k,ν ′) sont les transforme´es de Fourier des c
x
(q)
(p)
(k, τ ).
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De´finissons maintenant la multicorre´lation spectrale (que l’on pourrait
e´galement appeler multispectre cyclique) par
S
x
(q)
(p)
(α,ν′) =
∫
C
x
(q)
(p)
(t, τ ) exp(−2piαt) exp(−2piν ′τ T )dτdt. (4.6)
On obtient alors la repre´sentation suivante
S
x
(q)
(p)
(α,ν′) =
∑
k∈Fx
(q)
(p)
s
x
(q)
(p)
(k,ν ′)δ(α− αk). (4.7)
Ces re´sultats montrent que la multicorre´lation spectrale est non nulle
uniquement pour les fre´quences cycliques αk du signal analyse´.
D’autre part, pour faire le lien avec les the´ories stationnaires, les re´sultats
sur le multispectre syme´trique montrent que la cyclostationnarite´ cre´e des
hyperplans supple´mentaires a` la multiplicite´ stationnaire (voir le chapitre 2).
Pre´cise´ment, le multispectre syme´trique est nul partout, sauf sur une famille
d’hyperplans paralle`les a` la multiplicite´ stationnaire et dont les e´quations sont
αk =
p−1∑
i=0
νi −
p+q−1∑
i=p
νi.
Dans le cas de cyclostationnarite´ forte (pe´riodicite´ des statistiques), nous par-
lerons de de´multiplication de la multiplicite´ stationnaire, puisque les hyper-
plans sont se´pare´s d’elle de αk = k/T , T e´tant la pe´riode fondamentale de la
multicorre´lation.
Pour terminer cette partie relative aux de´finitions, il nous reste a` exami-
ner la signification physique de la multicorre´lation spectrale. Nous avons vu que
le multispectre syme´trique peut s’e´crire en fonction des incre´ments spectraux
du signal selon
Σ
x
(q)
(p)
(ν0,ν
′)dν0dν ′ = Cum[dX(ν0), dX(ν1), . . . , dX(νp−1),
dX∗(νp), . . . , dX∗(νp+q−1)].
ou` rappelons que ν ′ = (ν1, . . . , νp+q−1). En utilisant la multicorre´lation spec-
trale on obtient
∑
k∈Fx
(q)
(p)
s
x
(q)
(p)
(k,ν ′)δ(αk − (
p−1∑
i=0
νi −
p+q−1∑
i=p
νi))dν0dν
′ =
Cum[dX(ν0), dX(ν1), . . . , dX(νp−1), dX∗(νp), . . . , dX∗(νp+q−1)].
(4.8)
La multicorre´lation spectrale examine donc les interactions statistiques entre
les composantes fre´quentielles νi, i = 1, . . . , p + q − 1 et la composante α −∑p−1
i=1 νi +
∑p+q−1
i=p νi. Il faut toutefois se rappeler que ces interactions ne sont
non nulles que pour les α = αk.
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Proprie´te´s Les multicorre´lations cycliques et spectrales jouissent de toutes
les proprie´te´s des multicorre´lations et multispectres stationnaires. Par exemple,
si le signal x(t) est cyclostationnaire et circulaire, seules les multicorre´lations
cycliques et spectrales non nulles sont du type C
x
(p)
(p)
(α, τ ) et S
x
(p)
(p)
(α,ν ′). De
plus, les proprie´te´s classiques des cumulants leur reviennent (nullite´ dans le
cas gaussien pour un ordre supe´rieur a` deux,. . .).
Lorsque le signal est stationnaire, la seule pe´riode (ou presque-pe´riode)
des statistiques du signal est infinie. Par suite, la seule fre´quence cyclique ayant
des contributions non nulles est la fre´quence α = 0. On retrouve donc pour
cette fre´quence les objets statistiques du re´gime stationnaire.
Examinons maintenant l’influence des transformations line´aires sur les
statistiques de signaux cyclostationnaires. Conside´rons un filtre line´aire inva-
riant, de re´ponse impulsionnelle h(t) et de fonction de transfert H(ν). Suppo-
sons que ce filtre soit attaque´ par un signal x(t) faiblement cyclostationnaire
au sens strict. La sortie y(t) est donc la convolution de x(t) par h(t). De plus,
dans le domaine des fre´quences, la relation entre les incre´ments spectraux des
deux signaux est
dY (ν) = H(ν)dX(ν).
Par suite, en utilisant le re´sultat (4.8), le lien entre les multicorre´lations spec-
trales est
S
y
(q)
(p)
(α,ν ′) = H(α−
p−1∑
i=1
νi +
p+q−1∑
i=p
νi)H(ν1) . . .
× H(νp−1)H∗(νp)H∗(νp+q−1)Sx
(q)
(p)
(α,ν ′).
Cette relation entre´e-sortie ge´ne´ralise celle du cas stationnaire que l’on retrouve
e´videmment pour α = 0 (chapitre 2).
4.1.4 Ele´ments d’estimation
La de´finition d’objets d’analyse devient inte´ressante en pratique lorsque
des estimateurs de ces objets sont disponibles. Le caracte`re non stationnaire
des signaux cyclostationnaires peut mener a` penser que l’estimation des SOS
cycliques est impossible. Or il n’en est rien et il existe des estimateurs consis-
tants des multicorre´lations cycliques et spectrales.
La the´orie de l’estimation a e´te´ de´veloppe´e essentiellement par A. Dan-
dawate´ et G. Giannakis pour les signaux cyclostationnaires a` valeurs re´elles
[61, 62] (voir aussi [84, 85]). Nous ne reprendrons pas ici toutes les the´ories
de´veloppe´es par ces auteurs mais essaierons plutoˆt de faire comprendre la tech-
nique d’estimation en nous concentrant sur une me´thode e´galement applicable
en stationnaire [37, 38]. De plus, nous illustrerons l’estimation en nous restrei-
gnant a` l’ordre 4 syme´trique (p = 2 et q = 2) qui pre´sente toutes les difficulte´s.
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Relation entre cumulants et moments Nous avons vu dans le chapitre
(1) la relation liant les moments aux cumulants. Cette relation nous permet
d’e´crire la multicorre´lation en fonction de la multicorre´lation des moments
d’ordre e´gaux ou infe´rieurs. Pour un signal centre´, cette relation a` l’ordre 4
syme´trique s’e´crit
C
x
(2)
(2)
(t, τ ) = C ′
x
(2)
(2)
(t, τ )
− C
x (2)
(t, τ1)
[
C
x (2)
(t, τ3 − τ2)
]∗
− C
x
(1)
(1)
(t, τ2)Cx
(1)
(1)
(t, τ1 − τ3)
− C
x
(1)
(1)
(t, τ3)Cx
(1)
(1)
(t, τ1 − τ2).
Si l’on effectue une double transforme´e de Fourier en t et τ nous obtenons
la multicorre´lation spectrale en fonction des multicorre´lations spectrales des
moments d’ordre e´gaux ou infe´rieurs a` 4 selon
S
x
(2)
(2)
(α,ν) = S′
x
(2)
(2)
(α,ν)
−
{∫
S
x (2)
(u, ν1)
[
S
x (2)
(α− u, ν3))
]∗
du
}
δ(ν2 + ν3)
−
{∫
S
x
(1)
(1)
(u, ν2)Sx
(1)
(1)
(α− u, ν1)du
}
δ(ν1 − ν3)
−
{∫
S
x
(1)
(1)
(u, ν3)Sx
(1)
(1)
(α− u, ν2)du
}
δ(ν1 − ν2).
Remarquons que la notation adopte´e ici est un peu ambigu¨e. En effet, nous
avons fait apparaˆıtre des produits de convolution qui doivent s’entendre comme
suit. La multicorre´lation spectrale est non nulle uniquement pour les α appar-
tenant a` F
x
(q)
(p)
: nous n’avons pas un continuum en fre´quence cyclique. Les
convolutions de l’expression pre´ce´dente sont donc des convolutions discre`tes
re´alise´es sur une grille qui n’est pas force´ment a` e´chantillonnage re´gulier. A
un αk donne´, les contributions de produits de corre´lations spectrales devraient
s’e´crire en fonction des coefficient s
x
(.)
(.)
(k, .), de´finis par (4.7), selon des convolu-
tions discre`tes. Par exemple, le terme
∫ S
x (2)
(u, ν1)
[
S
x (2)
(α− u, ν3)
]∗
du s’in-
terpre`te comme
∑
k1∈Fx
(2)
(2)
s
x (2)
(k, ν1)
[
s
x (2)
(k − k1, ν3)
]∗
.
Autrement dit, il faut sommer les produits de termes dont la somme des
fre´quences cycliques e´gale αk.
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D’apre`s ce re´sultat, la multicorre´lation spectrale est e´gale a` la multi-
corre´lation spectrale des moments excepte´ sur les hyperplans d’e´quation
ν1 − ν3 = 0
ν1 − ν2 = 0
ν2 + ν3 = 0.
(4.9)
Ce re´sultat sugge`re une me´thode d’estimation. Si l’on suppose la multi-
corre´lation spectrale continue autour des hyperplans pre´ce´dents, alors il suffit
d’estimer la multicorre´lation des moments hors ces hyperplans et d’interpoler
l’estimation a` travers ces hyperplans. L’interpolation s’effectue en moyennant
les valeurs de l’estime´e autour des hyperplans.
Estimation du moment d’ordre 4 Conside´rons un signal x(t) a priori
cyclostationnaire a` l’ordre 4 observe´ sur une dure´e T . Nous noterons XT (ν) la
transforme´e de Fourier de x(t) sur cette dure´e, c’est-a`-dire
XT (ν) =
∫ T/2
−T/2
x(t) exp(−2piνt)dt.
L’estimateur le plus simple du moment est le pe´riodogramme cyclique [61] qui
s’e´crit
P
x,T
(2)
(2)
(α,ν) =
1
T
XT (α− ν1 + ν2 + ν3)XT (ν1)X∗T (ν2)X∗T (ν3).
On montre facilement que le pe´riodogramme est asymptotiquement non biaise´,
c’est-a`-dire
lim
T→+∞
E[P
x,T
(2)
(2)
(α,ν)] = S′
x
(2)
(2)
(α,ν)
en dehors des hyperplans de´finis par (4.9). Par contre, on montre que la va-
riance du pe´riodogramme cyclique ne tend pas vers ze´ro lorsque la dure´e T
d’observation croˆıt inde´finiment [61]. Ce fait, bien connu en analyse spectrale,
montre qu’il est ne´cessaire de lisser le pe´riodogramme cyclique pour ame´liorer
l’estimation.
Lisser a` l’aide d’une feneˆtre bien choisie le pe´riodogramme cyclique
conduit a` une estimation asymptotiquement consistante (non biais et variance
nulle) de la multicorre´lation spectrale des moments.
Estimation du cumulant Nous avons vu que la multicorre´lation spectrale
est e´gale a` la multicorre´lation spectrale des moments, sauf sur certains hyper-
plans. Autrement dit, la multicorre´lation spectrale des moments contient des
singularite´s sur ces hyperplans. Le pe´riodogramme, estimateur du moment,
pre´sente donc ces singularite´s. Ainsi, si l’on lisse le pe´riodogramme cyclique
152 CHAPITRE 4. SIGNAUX NON STATIONNAIRES
en omettant les singularite´s, on obtient un estimateur de la multicorre´lation
spectrale. Cet estimateur peut alors s’e´crire
Ŝ
x
(2)
(2)
(α,ν) =
∫
WT (ν − λ)Px,T
(2)
(2)
(α,λ)φ(λ)dλ.
La fonction φ(ν) vaut 1 partout sauf sur les hyperplans (4.9) sur lesquels elle
prend la valeur 0. La fonction WT (ν) est la feneˆtre de lissage. L’indice T montre
que son comportement de´pend e´troitement de T . En effet, cette feneˆtre doit
tendre vers l’impulsion de Dirac lorsque T tend vers l’infini pour assurer le
non biais asymptotique a` l’estimateur. Ceci signifie que sa bande e´quivalente
doit tendre vers 0 lorsque T va a` l’infini. Une fac¸on agre´able de jouer sur la
bande de la feneˆtre est de la de´finir a` partir d’une feneˆtre de re´fe´rence W (ν)
via WT (ν) = B
−1
T W (B
−1
T ν), ou` W (ν) ve´rifie certaines proprie´te´s assurant la
convergence de WT (ν) vers un Dirac lorsque T tend vers l’infini.
A. Dandawate´ et G. Giannakis ont prouve´ dans [61] la consistance asymp-
totique de cet estimateur.
De plus, pour T fini mais assez grand, leur re´sultat montre que
V ar[Ŝ
x
(2)
(2)
(α,ν)] ≈ EW
B3TT
O8,
ou` O8 repre´sente des termes statistiques d’ordre 8 et EW est l’e´nergie de la
feneˆtre W . Encore une fois, augmenter la dure´e du lissage (i.e. BT ) re´duit la
variance mais augmente le biais. Le compromis biais-variance existe toujours.
4.1.5 Application en Communication
Dans ce paragraphe nous pre´sentons un exemple de signal cyclostation-
naire issu des te´le´communications.
Mode´lisation du signal Nous souhaitons transmettre un signal code´ par
des modulations de phase a` N e´tats (N -PSK pour Phase Shift Keying en
Anglais) a` travers un canal de transmission. Une N -PSK est repre´sente´e par les
valeurs qu’elle peut prendre. Ces valeurs sont complexes et de module constant.
Il suffit donc de les conside´rer sur le cercle unite´. Ces valeurs seront alors prises
dans l’ensemble {exp(pi(2n−1)/N)}n=1,...,N . Pour re´aliser le codage, un “digit”
du code sera re´pe´te´ sur une dure´e T . Le signal est alors code´ par le message
m(t) =
∑
k
akf(t− kT ),
ou` la fonction f est appele´e fonction de forme et caracte´rise la forme du signal
sur un intervalle de longueur T . La suite {ak} est suppose´e inde´pendante et
identiquement distribue´e (i.i.d.) et stationnaire. A chaque instant k, ak prend
une des N valeurs pre´ce´dentes, avec une probabilite´ e´gale, inde´pendamment
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Fig. 4.2 – Exemple de Modulation de Phase a` 4 e´tats. La fonction de forme
est une feneˆtre de Hamming.
des instants passe´s. m(t) est un processus ale´atoire a` valeurs complexes. Un
exemple illustrant m(t) est pre´sente´ sur la figure (4.2). Ici, la fonction de forme
est une feneˆtre de Hamming de´finie sur l’intervalle [0, T ].
Pour s’adapter a` la bande passante du canal, le signal doit eˆtre centre´
sur une fre´quence porteuse ν0. Le signal e´mis peut alors s’e´crire
xe(t) = )(m(t) exp(2piν0t)),
ou de fac¸on e´quivalente
xe(t) = )(m(t)) cos(2piν0t)− 1(m(t)) sin(2piν0t).
A la re´ception, si l’on ne´glige toute distorsion due au canal,
r(t) = xe(t) + br(t),
ou` br(t) repre´sente le bruit de mesure. Ce bruit est mode´lise´ par un processus
ale´atoire inde´pendant du signal e´mis, et ce bruit pourra eˆtre gaussien ou non,
blanc ou non et stationnaire ou non. Nous reviendrons sur ces hypothe`ses.
Une de´modulation complexe est effectue´e pour s’affranchir de la modu-
lation et ramener le signal en “bande de base”. Le signal a` traiter s’e´crit alors
y(t) = m(t) + b(t),
ou` b(t) est un processus ale´atoire a` valeurs complexes.
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SOS du signal rec¸u Le signal m(t) comporte la fre´quence caracte´ristique
1/T et est donc fortement cyclostationnaire.
Commenc¸ons par e´valuer les multicorre´lations du signal rec¸u. Etant
donne´e la multiline´arite´ des cumulants et leur proprie´te´ quant a` la somme
de signaux inde´pendants, la multicorre´lation de y(t) s’e´crit
C
y
(q)
(p)
(t, τ ) = C
m
(q)
(p)
(t, τ ) + C
b
(q)
(p)
(t, τ ).
En effectuant une transforme´e de Fourier par rapport a` t, nous obtenons la
multicorre´lation cyclique
C
y
(q)
(p)
(α, τ ) = C
m
(q)
(p)
(α, τ ) + C
b
(q)
(p)
(α, τ ).
Enfin, la multicorre´lation spectrale est obtenue par transformations de Fourier
par rapport aux τi
S
y
(q)
(p)
(α,ν) = S
m
(q)
(p)
(α,ν) + S
b
(q)
(p)
(α,ν).
Il nous faut maintenant e´valuer les statistiques de m(t). Sa multi-
corre´lation se calcule en utilisant la multiline´arite´ des cumulants et s’exprime
selon
C
m
(q)
(p)
(t, τ ) =
∑
k0,...,kp+q−1
f(t− k0T )f(t+ τ1 − k1T ) . . . f(t + τp−1 − kp−1T )
× f ∗(t− τp − kpT ) . . . f ∗(t− τp+q−1 − kp+q−1T )
× Cum[ak0, ak1 , . . . , akp−1, a∗kp, . . . , a∗kp+q−1].
Comme la suite {ak} est une suite de variables ale´atoires i.i.d., le cumulant est
non nul seulement si les ki sont tous e´gaux. Introduisons alors
C
f
(q)
(p)
(t, τ ) = f(t)f(t + τ1) . . . f(t + τp−1)f ∗(t− τp) . . . f ∗(t− τp+q−1),
pour obtenir
C
m
(q)
(p)
(t, τ ) = C
a
(q)
(p)
(
C
f
(q)
(p)
(t, τ ) ∗∑
k
δ(t− kT )
)
,
ou` C
a
(q)
(p)
est “l’auto-cumulant” de {ak}, ou encore sa multicorre´lation en τ = 0.
La multicorre´lation cyclique de m(t) est alors
C
m
(q)
(p)
(α, τ ) =
1
T
C
a
(q)
(p)
C
f
(q)
(p)
(α, τ )
∑
k
δ(α− k
T
).
Une dernie`re transforme´e de Fourier multidimensionnelle permet d’obtenir la
multicorre´lation spectrale de m(t). Finalement, la multicorre´lation spectrale
du signal rec¸u peut s’e´crire selon
S
y
(q)
(p)
(α,ν) =
1
T
C
a
(q)
(p)
∑
k
S
f
(q)
(p)
(
k
T
,ν)δ(α− k
T
) + S
b
(q)
(p)
(α,ν).
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Reconnaissance de modulation en bande de Base Le but de ce para-
graphe est d’utiliser les re´sultats pre´ce´dents pour mettre au point une technique
de reconnaissance de modulation [139]. Nous savons que le signal e´mis est une
N -PSK, mais N est a` de´terminer.
Lorsque le signal a e´te´ de´module´, nous avons vu que
S
y
(q)
(p)
(α,ν) =
1
T
C
a
(q)
(p)
∑
k
S
f
(q)
(p)
(
k
T
,ν)δ(α− k
T
) + S
b
(q)
(p)
(α,ν).
Nous devons maintenant faire des hypothe`ses sur le bruit. Diffe´rents cas
de figure se pre´sentent. Si le bruit est suppose´ gaussien, S
b
(q)
(p)
(α,ν) = 0 puisque
les multicorre´lations sont construites sur les cumulants. Si le bruit est non
gaussien mais stationnaire, alors S
b
(q)
(p)
(α,ν) = 0 pour tout α diffe´rent de ze´ro.
Il suffit alors de supposer le bruit stationnaire et d’examiner le comportement
des multicorre´lations spectrales pour des α non nuls.
Nous supposons donc que
S
y
(q)
(p)
(α,ν) =
1
T
C
a
(q)
(p)
S
f
(q)
(p)
(α,ν)
∑
k *=0
δ(α− k
T
).
A un ordre p+ q donne´, la forme de la multicorre´lation spectrale du signal est
inde´pendante de N . En effet, les multicorre´lations spectrales de deux PSK ne
diffe´rent que par le facteur multiplicatif C
a
(q)
(p)
. Nous ne pouvons donc a priori
pas distinguer deux PSK diffe´rentes. Toutefois, en conjuguant la cyclostation-
narite´ avec les proprie´te´s de circularite´ des N -PSK, il est possible de faire la
distinction cherche´e. En effet, une N -PSK est circulaire a` l’ordre N − 1 (voir
le chapitre 1, paragraphe 1.3). Le principe de la reconnaissance est alors le
suivant :
1. p + q = 2,
2. Si S
y
(q)
(p)
(α,ν) (= 0 pour p (= q alors la suite {ak} est non circulaire a`
l’ordre p + q. La modulation est alors une (p + q)− PSK.
3. Sinon, p + q ← p + q + 1, et recommencer en 2.
Les signaux cyclostationnaires sont tre`s importants dans toutes les ap-
plications ou` des pe´riodicite´s cache´es existent. Citons les signaux issus de ma-
chines tournantes ou d’engrenages, les signaux biologiques et physiologiques
(EEG, ECG, tempe´rature, . . .), les signaux de te´le´communications, . . .Si ces
signaux sont couple´s ou issus de non-line´arite´s alors les objets de´finis ici ne
peuvent qu’aider a` la compre´hension des phe´nome`nes mis en jeu.
4.2 Rappel sur le temps-fre´quence
Les analyses a` l’ordre deux s’inte´ressent aux proprie´te´s e´nerge´tiques des
signaux. Dans le cas stationnaire, la densite´ spectrale repre´sente la distribution
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de l’e´nergie sur les fre´quences constituant le signal. Cette grandeur est fonda-
mentale et se doit d’eˆtre la premie`re quantite´ e´tudie´e pour la compre´hension
d’un signal. Toutefois, si le spectre est calcule´ pour un signal non stationnaire,
cette information est incomple`te. Par exemple, le spectre d’une modulation
line´aire de fre´quence montre une partie tre`s large bande, allant des plus basses
aux plus hautes fre´quences balaye´es par le signal. Or, dans cet exemple, un
tel spectre n’est pas re´ve´lateur de la structure pre´cise du signal. En effet, la
transforme´e de Fourier, base du spectre, conside`re les fre´quences a` amplitudes
non nulles comme pre´sentes a` tout instant dans le signal, et ce n’est manifes-
tement pas le cas pour une modulation line´aire de fre´quence. Une philosophie
s’est alors de´veloppe´e, a` partir de 1948 et l’article de J. Ville [195], proposant
de regarder l’e´volution du contenu fre´quentiel (ou e´nerge´tique) d’un signal
en fonction du temps. Ceci a conduit a` diverses approches, montrant encore
une fois qu’une non-proprie´te´ n’a pas de caracte´risation unique. Dans ce pa-
ragraphe, nous rappellerons quelques e´le´ments concernant les repre´sentations
temps-fre´quence biline´aires, dont les extensions aux ordres supe´rieurs font l’ob-
jet de la suite de ce chapitre.
4.2.1 Repre´sentations temps-fre´quence
La construction d’une repre´sentation temps-fre´quence d’ordre deux n’est
pas du tout triviale. En effet, une telle repre´sentation se doit de ve´rifier cer-
taines proprie´te´s. Pour les repre´sentations biline´aires3 , le but est d’obtenir
une re´partition de l’e´nergie du signal dans un plan temps-fre´quence, c’est-a`-
dire construire une fonction Rx(t, ν). Nous allons exposer quelques proprie´te´s
qu’une “bonne repre´sentation” devrait posse´der pour atteindre ce but. Nous ne
voulons pas ici faire une liste exhaustive de ces proprie´te´s, mais plutoˆt de´gager
la philosophie conduisant aux repre´sentations acceptables (des listes comple`tes
de proprie´te´s souhaitables se trouvent dans [74]).
– Re´alite´ : une densite´ spectrale e´tant a` valeurs re´elles, on souhaite
conserver cette proprie´te´ pour une densite´ temps-fre´quence.
– Positivite´ : l’e´nergie e´tant physiquement positive, il est souhaitable de
conserver cette contrainte dans le cas d’une re´partition d’e´nergie dans
le plan temps-fre´quence.
– Energie : en tant que re´partition de l’e´nergie dans le plan temps-
fre´quence, la repre´sentation doit permettre de retrouver l’e´nergie du si-
gnal. De meˆme, la puissance instantane´e et la densite´ spectrale peuvent
eˆtre de´duites de la repre´sentation (“marginales”).
– Invariances par translation : deux e´ve´nements identiques arrivant a`
des dates diffe´rentes doivent avoir la meˆme repre´sentation, a` un retard
pre`s (la meˆme proprie´te´ doit eˆtre ve´rifie´e dans le cas d’e´ve´nement iden-
tiques occupant des zones de fre´quence diffe´rentes –modulation d’un
3Pre´cisons que la biline´arite´ est relative au signal.
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signal par une fre´quence pure–). Notons que l’on parle e´galement de
covariance.
– Conservation des supports (localisation) : un e´ve`nement a` support tem-
porel fini aura une repre´sentation ayant le meˆme support temporel
(meˆme proprie´te´ pour un e´ve`nement fre´quentiel a` support fini).
– Inde´pendance vis-a`-vis du temps dans le cas d’un signal stationnaire.
– etc . . .
Diverses autres proprite´te´s souhaitables pourraient eˆtre cite´es. Mais il
n’est pas certain qu’il existe une repre´sentation temps-fre´quence ve´rifiant
toutes ces proprie´te´s. En fait, toutes ces proprie´te´s ne peuvent eˆtre simul-
tane´ment ve´rifie´es par les repre´sentations biline´aires ; par exemple, la proprie´te´
de positivite´ interdit les proprie´te´s de marginales [74].
Le terme biline´aire est apparu plusieurs fois jusqu’a` pre´sent. En effet,
re´pe´tons que nous voulons une transformation non parame´trique capable de
re´partir aussi bien que possible l’e´nergie d’un signal dans un plan temps-
fre´quence. Examiner l’e´nergie impose de travailler sur le produit des valeurs
du signal a` deux instants, x(t1)x∗(t2), ou a` deux fre´quences, X(ν1)X∗(ν2).
Dans le cas stationnaire, le choix des instants n’a pas d’importance, seule
la diffe´rence entre les deux comptant re´ellement. Dans le cas non stationnaire,
les deux instants doivent eˆtre conside´re´s par rapport a` un temps de re´fe´rence,
soit l’instant courant t.
La repre´sentation temps-fre´quence doit garder un caracte`re local, et les
e´ve`nements apparaissant longtemps avant ou apre`s l’instant de re´fe´rence t ne
doivent pas avoir autant d’importance qu’un e´ve`nement proche de t. Nous
devons alors ponde´rer x(t1)x∗(t2) par une fonction k de´pendant de t, mais
aussi de t1 et t2 qui chiffrent l’e´loignement par rapport a` t (l’analogue station-
naire de cette ponde´ration est l’apodisation dans l’analyse spectrale). Cette
ope´ration peut se re´pe´ter sur l’axe dual de l’axe temporel, l’axe fre´quentiel.
En effet, la non-stationnarite´ fait perdre l’orthogonalite´ entre deux composan-
tes fre´quentielles X(ν1) et X(ν2). Ainsi, la ponde´ration k doit aussi de´pendre
de la fre´quence d’analyse ν. Ces conside´rations conduisent alors a` la forme
ge´ne´rique d’une repre´sentation temps-fre´quence biline´aire, soit pour un signal
x(t) complexe
R
x
(1)
(1)
(t, ν) =
∫ ∫
k(t, ν; t1, t2)x(t1)x
∗(t2)dt1dt2. (4.10)
La forme (4.10) est la plus ge´ne´rale possible, et est donc trop com-
plique´e. Les proprie´te´s souhaite´es indique´es pre´ce´demment se transforment en
contraintes sur la fonction de ponde´ration k(t, ν; t1, t2) qui prendra donc des
formes plus simples. Cette constatation est a` la base de la de´finition de la classe
de Cohen : classe des repre´sentations temps-fre´quence biline´aires invariantes
par translations temporelle et fre´quentielle.
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4.2.2 Classe de Cohen
Certaines des proprie´te´s pre´ce´dentes apparaissent comme tre`s naturelles.
Parmi celles-ci, les invariances par translations temporelle et fre´quentielle cor-
respondent a` des vœux tre`s forts. Il est naturel qu’une repre´sentation se de´cale
dans le temps si l’e´ve`nement qu’elle de´crit se de´place e´galement. La traduction
mathe´matique de ces proprie´te´s est la suivante :
– translation temporelle : si y(t) = x(t− τ) alors
R
y
(1)
(1)
(t, ν) = R
x
(1)
(1)
(t− τ, ν),
– translation fre´quentielle : si y(t) = x(t) exp(2piν0t) alors
R
y
(1)
(1)
(t, ν) = R
x
(1)
(1)
(t, ν − ν0).
On montre alors que R
x
(1)
(1)
(t, ν) prend la forme [74]
R
x
(1)
(1)
(t, ν) =
∫ ∫
F (t− θ, τ)x(θ + τ
2
)x∗(θ − τ
2
) exp(−2piντ)dτdθ, (4.11)
ou` F (t, τ) est une fonction parame´trant la repre´sentation. Les repre´sentations
temps-fre´quence biline´aires ve´rifiant ces proprie´te´s d’invariance et s’e´crivant
donc comme (4.11) appartiennent a` la classe dite de Cohen. Un e´le´ment fa-
meux de cette classe est la repre´sentation ou transforme´e de Wigner-Ville
WV
x
(1)
(1)
(t, ν) qui est obtenue pour F (t, τ) = δ(t), soit
WV
x
(1)
(1)
(t, ν) =
∫
x(t +
τ
2
)x∗(t− τ
2
) exp(−2piντ)dτ.
Cette repre´sentation est centrale dans la classe de Cohen, puisqu’elle permet
d’engendrer tous les membres de la classe par lissage temps-fre´quence selon
R
x
(1)
(1)
(t, ν) = Π(t, ν) ∗t ∗νWVx
(1)
(1)
(t, ν),
ou` Π(t, ν) est une feneˆtre bidimensionnelle (cette feneˆtre est la transforme´e de
Fourier par rapport a` τ de la fonction F (t, τ)).
A titre d’exemple, le lissage de la repre´sentation de Wigner-Ville d’un
signal x(t) par la transforme´e de Wigner-Ville d’une feneˆtre h(t) conduit au
spectrogramme (ou module carre´ de la transforme´e de Fourier glissante) lie´ a`
la feneˆtre h(t), soit plus explicitement[
WV
h
(1)
(1)
(t, ν)
]∗ ∗t ∗νWVx (1)(1) (t, ν) = |
∫
h∗(t− τ)x(τ) exp(−2piντ)dτ |2.
Remarquons enfin que la construction de la classe de Cohen est effectue´e
pour des signaux de´terministes. W. Martin et P. Flandrin ont montre´ que pour
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des signaux ale´atoires harmonisables (classe f (2) de Blanc-Lapierre et Fortet,
voir le paragraphe 2.9.2), l’espe´rance mathe´matique de WV
x
(1)
(1)
(t, ν) existe et
de´finit le spectre de Wigner-Ville [144, 74]. Ceci constitue l’extension au cas
ale´atoire des repre´sentations temps-fre´quence biline´aires, extension qui sera
discute´e plus en de´tail au paragraphe 4.3.2.
Nous avons rappele´ dans ce paragraphe la philosophie des repre´sentations
temps-fre´quence, en nous concentrant sur les repre´sentations biline´aires. Exa-
minons maintenant un exemple de proble`me pour lequel l’utilisation des
repre´sentations ou distributions temps-fre´quence s’ave`re insuffisante.
4.2.3 Non-line´arite´ et distributions biline´aires
Conside´rons le signal x(t) de´fini par
x(t) = e−2pi(a1+b1t)t+φ1 + e−2pi(a2+b2t)t+φ2 + e−2pi(a1+a2+(b1+b2)t)t+φ3 ,
ou` φ1 et φ2 sont des phases ale´atoires inde´pendantes, uniforme´ment re´parties
sur [0, 2pi]. Nous envisageons deux cas pour φ3 :
1. φ3 est inde´pendante de φ1 et φ2, et est uniforme´ment distribue´e sur
[0, 2pi].
2. φ3 = φ1 + φ2.
Ces deux situations sont tre`s diffe´rentes, puisque la deuxie`me signifie que la
modulation a1 + a2 + (b1 + b2)t provient d’une interaction quadratique entre
les deux premie`res modulations. Calculons le spectre de Wigner-Ville de ce
signal. On doit e´valuer au pre´alable E[x(t+ τ2 )x
∗(t− τ2 )]. Ce calcul se simplifie
en remarquant qu’apre`s avoir de´veloppe´ le produit x(t+ τ2 )x
∗(t− τ2 ), six termes
conservent leur caracte`re ale´atoire et ont une contribution nulle par moyennage
d’ensemble. Les trois termes restants sont du type exp(−2pi(a + 2bt)τ). Le
re´sultat vient apre`s le calcul de la transforme´e de Fourier, soit
WV
x
(1)
(1)
(t, ν) = δ(ν − (a1 + 2b1t)) + δ(ν − (a2 + 2b2t))
+ δ(ν − (a1 + a2 + 2(b1 + b2)t)).
Le re´sultat est surprenant : il ne de´pend absolument pas du choix fait sur φ3
lors de la mode´lisation. La conclusion est donc que le spectre de Wigner-Ville
ne peut faire la distinction entre un phe´nome`ne line´aire et un phe´nome`ne non
line´aire.
Cet exemple simple montre que les repre´sentations temps-fre´quence bi-
line´aires ne sont sensibles qu’aux proprie´te´s du second ordre, et par suite ne
peuvent exhiber que des phe´nome`nes line´aires.
L’exemple pre´ce´dent de´montre la ne´cessite´ d’outils diffe´rents, adapte´s
aux phe´nome`nes non line´aires et aux proprie´te´s d’ordre supe´rieur des signaux
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non stationnaires. De plus, sans montrer d’exemple particulier, l’ide´e de ca-
racte´riser l’e´volution au cours du temps de proprie´te´s d’ordre supe´rieur est
naturelle. Les applications de telles ide´es a` des phe´nome`nes physiques ne sont
pas encore tre`s de´veloppe´es, mais nul doute qu’elles peuvent eˆtre utiles.
Les motivations e´tant pre´sente´es, nous proposons maintenant une exten-
sion aux ordres supe´rieurs des repre´sentations temps-fre´quence biline´aires.
4.3 Repre´sentations temps-multifre´quence
Les rappels effectue´s pre´ce´demment sur les repre´sentations biline´aires
montrent l’aspect de´ductif ou axiomatique de leur construction. Toutefois
les interpre´tations que l’on peut faire de ces objets ont e´te´ de´libe´re´ment
cache´es. En effet, ces interpre´tations vont nous servir de fil conducteur
pour la pre´sentation des repre´sentations temps-fre´quence d’ordre supe´rieur ou
repre´sentations temps-multifre´quence.
La premie`re extension aux ordres supe´rieurs des repre´sentations temps-
fre´quence est due a` N. Gerr en 1988 [86]. Ce premier travail a conduit un
certain nombre de chercheurs au de´veloppement des repre´sentations temps-
multifre´quence [17, 75, 88, 191].
4.3.1 Cas des signaux de´terministes
Nous commenc¸ons la pre´sentation par l’e´tude des repre´sentations temps-
multifre´quence des signaux de´terministes. Dans la suite, les signaux sont tels
que les inte´grales envisage´es existent.
Multicorre´lation locale L’analyse spectrale de signaux stationnaires exa-
mine le contenu frequentiel des signaux, ou la re´partition de l’e´nergie sur les
fre´quences e´ternelles contenues dans le signal. D’autre part, une analyse mul-
tispectrale re´ve`le d’e´ventuels couplages existant entre les fre´quences composant
un signal. Par exemple, le bispectre est l’outil ide´al pour la recherche de cou-
plages quadratiques.
Le fait important est que ces analyses supposent les fre´quences e´ternelles,
puisque le signal est stationnaire. Dans un cas non stationnaire, des fre´quences
peuvent s’e´vanouir dans le temps ou apparaˆıtre. Effectuer une analyse suppo-
sant le signal stationnaire peut alors conduire a` des interpre´tations errone´es, et
il faut incorporer a` l’analyse la dimension temporelle pour espe´rer interpre´ter
correctement le contenu du signal.
Il est donc tre`s intuitif pour effectuer des analyses d’ordre supe´rieur
sur des signaux non-stationnaires d’essayer de rendre les objets de´ja` de´finis
de´pendant du temps.
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Pour les signaux certains, les multicorre´lations sont de´finies par
C
x
(q)
(p)
(τ ) =
∫
x(t)x(t + τ1) . . . x(t + τp−1)x∗(t− τp) . . . x∗(t− τp+q−1)dt.
Cette de´finition inclut un moyennage temporel et suppose donc que les inter-
actions entre les diffe´rents instants mis en jeu ne de´pendent que des positions
relatives de ces instants. Ceci n’est donc valide que si les signaux conside´re´s
sont “stationnaires”. Cette notion pour des signaux de´terministes peut eˆtre
de´finie comme suit : un signal de´terministe est stationnaire s’il est la somme
de´nombrable de composantes a` fre´quence instantane´e constante et a` amplitude
constante [74]. Le moyennage au cours du temps est alors justifie´.
Dans le cas contraire, le moyennage n’est plus licite. Nous introduisons
alors
C
+
x
(q)
(p)
(t, τ ) = x(t)x(t + τ1) . . . x(t + τp−1)x∗(t− τp) . . . x∗(t− τp+q−1),
appele´e multicorre´lation locale. Elle quantifie les interactions entre p+ q dates
du signal, ces instants e´tant repe´re´s par rapport a` une re´fe´rence t.
Un proble`me important apparaˆıt de´ja` : le choix du positionnement des
dates par rapport a` t est arbitraire. Dans la de´finition pre´ce´dente, le choix
adopte´ est le meˆme que pour la construction des multicorre´lations dans le cas
ale´atoire stationnaire (dans ce cas, les justifications de ce choix sont claires).
Dans le cas non stationnaire des choix diffe´rents peuvent eˆtre adopte´s, comme
par exemple remplacer les p+ q temps {t0 = t, ti = t± τi∀i = 1, . . . , p+ q− 1}
par {ti = t + fi(τ1, . . . , τp+q−1)∀i = 0, . . . , p + q − 1}, fi e´tant une fonction
line´aire. On obtiendra alors
C
+
x
(q)
(p)
(t, τ ) = x(t0)x(t1) . . . x(tp−1)x∗(tp) . . . x∗(tp+q−1).
Un argument permet toutefois de contraindre un peu le choix de ces ins-
tants : l’analyse des signaux non stationnaires devrait se re´duire a` une analyse
stationnaire si les signaux conside´re´s sont stationnaires. Autrement dit, apre`s
moyennage temporel, C
+
x
(q)
(p)
(t, τ ) ne doit plus de´pendre du temps si x(t) est
stationnaire. Ceci est assure´ si les p+q instants ti ve´rifient les p+q−1 e´quations
suivantes 
t1 − t0 = τ1
...
...
...
tp−1 − t0 = τp−1
t0 − tp = τp
...
...
...
t0 − tp+q−1 = τp+q−1.
(4.12)
Il reste donc un degre´ de liberte´ pour figer le choix de ces instants. Un argument
alors en ge´ne´ral avance´ est un argument de syme´trie : la date t doit eˆtre au
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barycentre des dates. Mais cette proprie´te´ reste arbitraire et n’est pas aussi
forte que l’argument de stationnarite´ pre´ce´demment invoque´. Notons que ce
proble`me existe e´galement pour les signaux cyclostationnaires.
Par la suite, les instants ti seront note´s t + fi(τ ) et il sera sous entendu
que les deux arguments de compatibilite´ avec le cas stationnaire et de syme´trie
sont ve´rifie´s.
Par exemple, a` l’ordre 4 avec p = 2, la fonction de multicorre´lation locale
s’e´crit
C
+
x
(2)
(2)
(t, τ ) = x(t +
−τ1 + τ2 + τ3
4
)x(t +
3τ1 + τ2 + τ3
4
)
× x∗(t + −τ1 − 3τ2 + τ3
4
)x∗(t +
−τ1 + τ2 − 3τ3
4
).
Les arguments de x apparaissant dans cette expression sont obtenus en
re´solvant le syste`me (4.12).
Nous disposons maintenant d’un objet qui capture le caracte`re non sta-
tionnaire des signaux. Pour obtenir une repre´sentation temps-multifre´quence
il faut passer dans un domaine fre´quentiel.
Repre´sentation de Wigner-Ville Par analogie avec le cas stationnaire,
un spectre peut eˆtre obtenu a` partir de la fonction de multicorre´lation locale
en effectuant une transforme´e de Fourier des variables τ vers des variables
fre´quentielles ν pour obtenir
WV
x
(q)
(p)
(t,ν) =
∫
C
+
x
(q)
(p)
(t, τ ) exp(−2piνTτ )dτ .
La quantite´ WV
x
(q)
(p)
(t,ν) est une repre´sentation temps-multifre´quence du signal
complexe x(t) et est appele´e repre´sentation de Wigner-Ville. A l’ordre 2, cette
repre´sentation est maintenant bien connue [74]. Elle a e´te´ introduite a` l’ordre
3 par N. Gerr en 1987 [86] et e´tendue a` tout ordre par J. Fonollosa [75].
Cette dernie`re re´fe´rence et [191] contiennent de nombreuses proprie´te´s de la
repre´sentation de Wigner-Ville.
La repre´sentation de Wigner-Ville d’ordre 4 avec p = 2 s’e´crit alors
WV
x
(2)
(2)
(t, τ ) =
∫
x(t +
−τ1 + τ2 + τ3
4
)x(t +
3τ1 + τ2 + τ3
4
)
× x∗(t + −τ1 − 3τ2 + τ3
4
)x∗(t +
−τ1 + τ2 − 3τ3
4
)
× e−2pi(ν1τ1+ν2τ2+ν3τ3)dτ .
L’inte´reˆt des repre´sentations de Wigner-Ville apparaˆıt dans le paragraphe
suivant.
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Classes Ge´ne´rales Pour les signaux stationnaires, le multispectre est la
transforme´e de Fourier de la multicorre´lation qui est obtenue par moyennage
de la fonction de multicorre´lation locale. Si l’on examine la repre´sentation de
Wigner-Ville, on s’aperc¸oit que cette structure est conserve´e, au moyennage
pre`s. Tous les e´ve´nements contenus dans un signal, qu’ils soient e´loigne´s ou non
de la date de re´fe´rence t participent avec le meˆme “poids” a` la repre´sentation
en t. Or, il est le´gitime d’accorder plus d’importance aux instants proches de
l’instant d’analyse.
Une fac¸on de re´aliser cela est de ponde´rer la multicorre´lation locale avant
d’effectuer la transforme´e de Fourier. Puisque la fonction de multicorre´lation lo-
cale de´pend a` la fois de t et de τ , la ponde´ration la plus ge´ne´rale doit de´pendre
e´galement de t et τ .
Un autre point de vue pour comprendre cette ponde´ration est de
conside´rer la fonction de multicorre´lation comme un estimateur de la mul-
ticorre´lation des moments d’un signal ale´atoire. Pour passer au multispectre,
il faut alors “apodiser” en temps et/ou lisser en fre´quence.
Une feneˆtre de ponde´ration sera alors F (t, τ ) ou` la de´pendance en t
correspond au lissage et la de´pendance en τ concerne l’apodisation. Prendre la
transforme´e de Fourier de la fonction de multicorre´lation locale ainsi ponde´re´e
conduit a` la de´finition de repre´sentations temps-multifre´quence sous la forme
R
x
(q)
(p)
(t,ν) =
∫ ∫
F (t− θ, τ )C+
x
(q)
(p)
(θ, τ ) exp(−2piνTτ )dτdθ.
L’ensemble de ces repre´sentations (parame´tre´es par F ) de´finit une classe
ge´ne´rale des repre´sentations temps-multifre´quence d’ordre p + q.
Les proprie´te´s d’une repre´sentation de cette classe ge´ne´rale de´pendent
alors e´videmment de la fonction de ponde´ration F . Toutefois, aux ordres pairs
syme´triques (p = q), toutes les repre´sentations de ces classes posse`dent la co-
variance par translation temporelle et par translation fre´quentielle. Autrement
dit, de´caler un signal en temps de´cale d’autant suivant t la repre´sentation
temps-multifre´quence.
Il est e´vident que la repre´sentation de Wigner-Ville appartient a` la classe
ge´ne´rale. On montre alors facilement que toute repre´sentation de la classe
ge´ne´rale d’ordre p + q s’obtient comme convolution multidimensionnelle de la
repre´sentation de Wigner-Ville d’ordre p + q,
R
x
(q)
(p)
(t,ν) = Π(t,ν) ∗t ∗νWVx
(q)
(p)
(t,ν), (4.13)
ou` Π(t,ν) est la transforme´e de Fourier selon τ de F (t, τ ). L’argument de
syme´trie pris pour la de´finition de la transforme´e de Wigner-Ville peut alors
se transfe´rer dans la fonction de ponde´ration. Cette remarque permet de com-
prendre l’importance de la disposition des instants dans la multicorre´lation
locale : des choix diffe´rents de cette disposition n’alte`rent pas l’information
mais conduisent a` des repre´sentations (de l’information) diffe´rentes.
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Pour illustrer la structure de la classe de Cohen, reprenons l’exemple
re´current de l’ordre 4, et lissons la repre´sentation de Wigner-Ville du signal
x(t) par la repre´sentation de Wigner-Ville d’une feneˆtre h(t). On montre alors
facilement que M
x
(2)
(2)
(t,ν) =
[
WV
h
(2)
(2)
(t,ν)
]∗ ∗t ∗νWVx (2)(2) (t,ν) s’e´crit
M
x
(2)
(2)
(t,ν) = STx,h(t,−ν1 + ν2 + ν3)STx,h(t, ν1)ST ∗x,h(t, ν2)ST ∗x,h(t, ν3),
ou` STx,h(t, ν) est la transforme´e de Fourier a` court terme de x(t) a` travers la
feneˆtre h(t) de´finie par
STx,h(t, ν) =
∫
x(τ)h∗(t− τ) exp(2piντ)dτ.
La repre´sentation M
x
(2)
(2)
(t,ν) rejoint l’intuition : elle apparaˆıt comme une ver-
sion instantane´e d’un multispectre fonde´ sur les moments. Par analogie avec
le spectrogramme, cette repre´sentation est appele´e multispectrogramme et est
la repre´sentation temps-multifre´quence la plus intuitive.
Remarques sur une construction axiomatique Les rappels effectue´s
sur les repre´sentations biline´aires ont montre´ l’aspect axiomatique de
leur construction. Cette construction est e´galement possible pour les
repre´sentations temps-multifre´quence.
Le principe de cette construction repose sur les significations souhaite´es
d’une repre´sentation temps-multifre´quence.
Tout d’abord, une repre´sentation d’ordre p + q a pour vocation d’e´taler
“l’e´nergie d’ordre p + q” dans un hypercube temps-multifre´quence. La forme
ge´ne´rale est donc multiline´aire, et comme pour l’ordre deux, nous obtenons
une forme ge´ne´rique en ponde´rant les produits de p+ q valeurs du signal pris a`
des instants diffe´rents. La forme multiline´aire en un signal x(t) la plus ge´ne´rale
est
R
x
(q)
(p)
(t,ν) =
∫
k(t,ν; t)x(t1) . . . x(tp)x
∗(tp+1) . . . x∗(tp+q)dt.
Pour eˆtre utilisable, cette forme doit subir quelques contraintes. Or, une
repre´sentation temps-multifre´quence doit posse´der certaines proprie´te´s, plus
ou moins naturelles. Imposer ces proprie´te´s a` la forme ge´ne´rale permet de
re´duire sa complexite´.
Nous proposons ici quelques proprie´te´s :
1. Dans le cas stationnaire, la repre´sentation devra eˆtre inde´pendante du
temps.
2. Les marginales doivent permettre de retrouver les puissances instan-
tane´es et spectres d’ordre supe´rieur.
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3. Les repre´sentations seront covariantes par translations temporelle et fre´-
quentielle.
4. Les supports des signaux seront conserve´s.
5. Le signal pourra eˆtre retrouve´ a` partir des repre´sentations.
6. les repre´sentations seront compatibles avec le filtrage line´aire et les mo-
dulations produits.
7. . . .
Ces proprie´te´s constituent des vœux, et toutes ne seront pas force´ment
respecte´es.
Toutefois, la proprie´te´ 3 permet une simplification e´tonnante puisque
l’imposer a` la forme ge´ne´rale conduit a` la classe ge´ne´rale (voir [17]). Ce fait
remarquable montre que la construction fonde´e sur l’intuition est valide.
4.3.2 Extension aux signaux ale´atoires
Afin de traiter des signaux ale´toires non-stationnaires, il est ne´cessaire
d’e´tendre les re´sultats pre´ce´dents au cas ale´atoire. Nous nous limiterons a` la
version ale´atoire de la repre´sentation de Wigner-Ville.
Multispectre de Wigner-Ville fonde´ sur les moments L’ide´e simple
pour de´finir le multispectre de Wigner-Ville est de prendre l’espe´rance
mathe´matique de la repre´sentation de Wigner-Ville, c’est-a`-dire E[R
x
(q)
(p)
(t,ν)].
Sous des hypothe`ses de me´lange (sommabilite´ des moments), Blanc-Lapierre
et Fortet [29] ont montre´ que l’espe´rance mathe´matique commute avec les
inte´grales. Ainsi, la de´finition du multispectre de Wigner-Ville fonde´ sur les
moments est
WV
x
(q)
(p)
(t,ν) =
∫
E[C
+
x
(q)
(p)
(t, τ )] exp(−2piνTτ )dτ . (4.14)
Explicitement, a` l’ordre 4 pour p = 2, cette de´finition devient
WV
x
(2)
(2)
(t,ν) =
∫
E[x(t +
−τ1 + τ2 + τ3
4
)x(t +
3τ1 + τ2 + τ3
4
)
× x∗(t + −τ1 − 3τ2 + τ3
4
)x∗(t +
−τ1 + τ2 − 3τ3
4
)]
× e−2pi(ν1τ1+ν2τ2+ν3τ3)dτ .
Importance de la classe ge´ne´rale Un proble`me crucial leve´s par les si-
gnaux ale´atoires non stationnaires est celui de l’estimation des grandeurs sta-
tistiques qui les de´crivent. En effet, nous ne disposons en ge´ne´ral que d’une
re´alisation du signal. Les me´thodes du type pe´riodogramme moyenne´ ap-
plique´es sur les signaux stationnaires ne sont donc plus applicables. Les seuls
moyens disponibles sont du type moyennage par lissage.
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Ces lissages sont de deux types : lissage temporel et lissage fre´quentiel.
Nous avons de´ja` rencontre´ cette interpre´tation lors de la discussion sur la classe
ge´ne´rale. En fait, l’estimation du multispectre de Wigner-Ville s’effectue en
apodisant la multicorre´lation locale (construite a` partir de la re´alisation du si-
gnal ale´atoire observe´e) et en lissant temporellement par une feneˆtre ade´quate.
L’estimateur le plus ge´ne´ral s’e´crit donc
ŴV
x
(q)
(p)
(t,ν) =
∫ ∫
F (t− θ, τ )C+
x
(q)
(p)
(θ, τ ) exp(−2piνTτ )dτdθ.
La classe ge´ne´rale apparaˆıt donc sous un jour nouveau : elle est l’ensemble
des estimateurs du multispectre de Wigner-Ville fonde´ sur les moments. Il est
e´vident que la classe de Cohen conduit a` des estimations biaise´es a` cause de la
relation (4.13). Les variances d’estimation (non calcule´es) sont d’ordre 2(p +
q) et de´pendent des feneˆtres de ponde´ration choisies. Ces variances limitent
l’utilisation d’ordre de repre´sentation e´leve´es.
Repre´sentation fonde´e sur les cumulants Les constructions pre´ce´dentes
ont e´te´ effectue´es sur les moments. Or, comme il apparaˆıt souvent au cours du
livre, les statistiques d’ordre supe´rieur les plus utilise´es sont les cumulants pour
leurs diverses proprie´te´s (“distance” a` la gaussianite´, mesure d’inde´pendance,
. . .). Pour les signaux ale´atoires non stationnaires, il est tout a` fait possible
de de´finir les multispectres de Wigner-Ville fonde´s sur les cumulants. Il suffit
pour cela de remplacer dans (4.14) l’ope´rateur espe´rance mathe´matique par
l’ope´rateur cumulant. A l’ordre 4 pour p = 2 et q = 2, cette de´finition conduit
a`
WV
x
(2)
(2)
(t,ν) =
∫
Cum[x(t +
−τ1 + τ2 + τ3
4
), x(t +
3τ1 + τ2 + τ3
4
),
x∗(t +
−τ1 − 3τ2 + τ3
4
), x∗(t +
−τ1 + τ2 − 3τ3
4
)]
e−2pi(ν1τ1+ν2τ2+ν3τ3)dτ .
L’estimation de tels multispectres est e´videmment plus difficile que l’estima-
tion des multispectres fonde´s sur les moments, et leur utilisation est tre`s li-
mite´e. Toutefois, le maniement the´orique des objets fonde´s sur les cumulants
peut conduire a` de´velopper des ide´es de traitement, dont les implantations
nume´riques utilisent d’autres techniques (voir par exemple [18]).
Pour conclure ce petit aperc¸u sur les repre´sentations temps-
multifre´quence, mentionnons la possibilite´ de re´duire leur complexite´ (tout
en perdant de l’information) en effectuant des coupes ou en sommant la
repre´sentation selon certaines fre´quences pour obtenir des repre´sentations
temps-fre´quence, mais fonde´es sur les ordres supe´rieurs. Ce genre d’ide´e fait
l’objet de la premie`re partie de la section suivante qui pre´sente quelques autres
approches.
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4.3.3 Quelques autres approches
Temps-fre´quence polynoˆmial Une proprie´te´ de la repre´sentation de
Wigner-Ville biline´aire est de se concentrer ide´alement sur les modulations
line´aires de fre´quence (ou “chirp”) : la repre´sentation est alors une droite
dans le plan temps-fre´quence et refle`te comple`tement la structure du signal.
Pour d’autres types de modulation, il est parfois possible de trouver une
repre´sentation biline´aire qui se concentre ide´alement sur la loi de modulation.
Toutefois, pour des modulations polynoˆmiales, des repre´sentations biline´aires
respectant cette concentration ide´ale ne sont pas connues.
Un type particulier de repre´sentation temps-fre´quence a alors e´te´ intro-
duit [30, 80, 167]. L’ide´e est de construire une repre´sentation non plus sur un
noyau biline´aire mais sur un noyau multiline´aire et de profiter de l’augmen-
tation du nombre de degre´s de liberte´ pour concentrer ide´alement l’objet sur
une modulation polynomiale.
Ces repre´sentations peuvent eˆtre qualifie´es d’adapte´es car elle ne re´ve`lent
intimement la structure que d’un type de signal. De plus un de leurs
proble`mes est la multiline´arite´ qui en cas de me´langes de plusieurs signaux
provoque un grand nombre d’interfe´rences. Quoiqu’il en soit l’utilisation de ces
repre´sentations adapte´e dans des circonstances tre`s particulie`res peut s’ave´rer
inte´ressante.
La transforme´e bicorspectrale P. Duvaut et ses collaborateurs ont de´fini
une alternative aux repre´sentations temps-multifre´quence a` l’ordre trois. Cette
transforme´e appele´e bicorspectrale [70] s’e´crit
Bx,g(t, ν) =
1
2T
∫
xg(u− t)xg(u + τ
2
)x∗g(u−
τ
2
)e−2piντdudτ,
ou` xg(t) repre´sente le signal x(t) ponde´re´ par une feneˆtre d’apodisation g(t)
de longueur 2T .
Cette transforme´e s’interpre´te comme l’intercorre´lation entre le signal
et sa repre´sentation de Wigner-Ville d’ordre 2. Cette remarque autorise une
implantation nume´rique aise´e.
De plus, dans le cas stationnaire, la transforme´e de Fourier de Bx,g(t, ν)
constitue un estimateur asymptotiquement non biaise´ du bispectre (dans le
cas de signaux centre´s).
Des textures ont e´te´ analyse´es a` l’aide de cette transforme´e qui s’ave`re
utile dans des contextes de classification.
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Chapitre 5
Filtres de Volterra
La place d’un chapitre sur les filtres non line´aires dans un livre de´die´
aux statistiques d’ordre supe´rieur peut paraˆıtre e´trange. Cette place devient
naturelle de`s que l’on examine d’un peu plus pre`s le contenu du vocable non-
line´aire.
Nous avons vu jusqu’ici que les statistiques d’ordre supe´rieur sont inte´-
ressantes lorsque les signaux conside´re´s sont non gaussiens. Or, les syste`mes
non line´aires engendrent en ge´ne´ral des signaux non gaussiens, et l’utilisation
des SOS pour la description de ces syste`mes est ne´cessaire. Contrairement au
cas des syste`mes line´aires, l’analyse du non line´aire requiert d’aller au-dela` de
l’ordre 2. Pour s’en convaincre, conside´rons l’exemple simple suivant.
Soit x une variable ale´atoire de moyenne m. La moyenne de toute fonc-
tion line´aire de x est e´vidente a` calculer puisque l’espe´rance mathe´matique est
un ope´rateur line´aire. Soit maintenant la variable ale´atoire y = |x|, fonction
non line´aire de x. Calculer la moyenne de y ne´cessite de connaˆıtre les proba-
bilite´s qu’a x d’eˆtre ne´gative ou positive. Connaˆıtre ces probabilite´s revient a`
connaˆıtre la densite´ de probabilite´ de x, et donc de manie`re e´quivalente, de
connaˆıtre l’ensemble de ses moments !
Une autre diffe´rence de taille entre le line´aire et le non-line´aire re´side
dans la pre´sence du “non”. Si la line´arite´ est parfaitement de´finie, la non-
line´arite´ est une “non-proprie´te´” : il existe une infinite´ de types de non-
line´arite´s. Tempe´rons en pre´cisant que des classes de non-line´arite´s peuvent
eˆtre construites, mais insistons sur le fait qu’une unification paraˆıt impossible.
Cette remarque conduit les utilisateurs de non-line´aire a` restreindre leurs do-
maines d’e´tude a` certaines classes de non-line´arite´s.
Dans cette optique, nous nous concentrerons dans ce chapitre sur un type
particulier de syste`mes non line´aires : les filtres de Volterra. Toutefois, quelques
autres types de filtres non line´aires seront mentionne´s en conclusion.
Nous commencerons par pre´senter les filtres de Volterra a` temps continu.
L’examen de ces filtres permettra d’appre´hender leur comportement. En vue
d’applications, le cas des filtres a` temps discret sera pre´sente´ en de´tail, et le
proble`me de leur identification en moyenne quadratique de´veloppe´. Enfin, une
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application des filtres de Volterra viendra conclure le chapitre.
5.1 Filtres de Volterra a` temps continu
Dans ce premier paragraphe, nous donnons la de´finition des filtres de Vol-
terra a` temps continu. Pour comprendre leur fonctionnement, la repre´sentation
fre´quentielle de ces filtres est e´galement pre´sente´e. De plus, le calcul de quelques
statistiques entre´e-sortie permet d’e´tudier ces filtres en pre´sence de signaux
ale´atoires.
5.1.1 De´finition en temps et interpre´tations
Soient deux signaux x(t) et y(t) relie´s par la relation fonctionnelle
y(t) = F (x(t)).
La notation peut paraˆıtre ambigu¨e. F (.) est une fonctionnelle1, et son appli-
cation a` x(t) fait intervenir les valeurs passe´es et futures de ce signal. Dans un
cas plus ge´ne´ral, F (.) peut de´pendre explicitement du temps et s’e´crire F (., t).
Toutefois, nous n’envisageons pas cette possibilite´ ici. Nous supposons que
cette fonctionnelle est continue et qu’elle posse`de le de´veloppement suivant,
dit de Volterra2
y(t) = h0 +
+∞∑
i=1
fi(x(t))
fi(x(t)) =
∫
hi(τ1, . . . , τi)x(t− τ1) . . . x(t− τi)dτ .
(5.1)
La fonction hi(τ1, . . . , τi) est appele´e noyau d’ordre i du de´veloppement. La
fonctionnelle multiline´aire fi(x(t)) est dite homoge`ne car elle ne comporte que
des termes du meˆme ordre, et par suite, fi(ax(t)) = aifi(x(t)) pour tout nombre
a. On l’appelle filtre homoge`ne d’ordre i.
Les noyaux sont en ge´ne´ral conside´re´s comme insensibles a` toute permu-
tation de leurs variables. Ils sont alors dits syme´triques. Par exemple, nous
supposerons toujours que le noyau quadratique ve´rifie h2(τ1, τ2) = h2(τ2, τ1).
Si le noyau n’est pas syme´trique, alors il suffit de le remplacer par (h2(τ1, τ2)+
h2(τ2, τ1))/2 qui est syme´trique et qui conduit a` la meˆme sortie y(t) [182].
Cette me´thode se ge´ne´ralise a` tous les ordres.
1Une fonctionnelle est une fonction de fonction.
2Les inte´grales sont prises de −∞ a` +∞, sauf mention explicite. De plus les inte´grales
multiples sont repre´sente´es sous forme d’un seul signe somme –s’il n’y a pas ambiguite´– et
les e´le´ments diffe´rentiels note´s sous forme vectorielle.
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Un de´veloppement de Volterra apparaˆıt donc comme une ge´ne´ralisation
des de´veloppements de Taylor, en y inte´grant de la me´moire et de l’anticipation,
puisqu’il consiste a` ajouter des termes polynomiaux au line´aire. En effet, le
developpement tronque´ a` l’ordre 1 n’est autre qu’un filtre line´aire liant x a` y,
et l’on retrouve l’e´quation de convolution
y1(t) = h0 +
∫
h1(τ1)x(t− τ1)dτ1.
Si le terme d’ordre 2 est ajoute´, nous obtenons un filtre line´aire-quadratique
qui s’e´crit
y2(t) = y1(t) +
∫
h2(τ1, τ2)x(t− τ1)x(t− τ2)dτ1dτ2.
Nous parlerons ici de filtres de Volterra, par extension du cas line´aire qui n’est
autre qu’un de´veloppement de Volterra du premier ordre. Toutefois, le terme de
de´veloppement de Volterra est aussi utilise´. En fait, deux visions e´quivalentes
des filtres de Volterra peuvent eˆtre pre´sente´es, selon les points de vue adopte´s :
filtrage ou identification.
Pour le filtrage, une structure particulie`re est donne´e a priori : un filtre de
Volterra est un filtre polynoˆmial (par rapport a` l’entre´e) avec me´moire et an-
ticipation. Pour l’identification, la relation fonctionnelle suppose´e non line´aire
entre deux signaux est approche´e par un de´veloppement de type Taylor avec
me´moire. Dans ce contexte, le terme utilise´ est alors de´veloppement de Vol-
terra. Mais bien e´videmment, ces deux points de vue se raccordent, puisqu’en
ge´ne´ral, l’identification d’une relation est parame´trique : elle s’effectue dans
une classe donne´e d’objets de´pendant de parame`tres.
La question importante est celle de la validite´ du de´veloppement de Vol-
terra comme approximation d’un lien suppose´ non line´aire. L’e´tude de cette
validite´ est complexe et nous ne donnons que quelques e´le´ments de re´ponse,
ces the´ories de´passant l’objet de ce livre. L’e´tude des de´veloppements de fonc-
tionnelles en se´ries de Volterra remonte au de´but du sie`cle avec les travaux de
Maurice Fre´chet [79]. Le re´sultat principal de ses investigations est le suivant :
l’ensemble des fonctionnelles de Volterra forme un syste`me complet dans l’en-
semble des fonctionnelles continues. Il en re´sulte que les syste`mes F continus,
re´alisables peuvent eˆtre approche´s avec une pre´cision arbitrairement grande a`
l’aide de de´veloppements de Volterra (au moins sur un horizon de temps fini).
5.1.2 Crite`res physiques
Les signaux traite´s en the´orie du signal sont soit certains soit ale´atoires.
Pour rester proche de la physique, ces signaux doivent posse´der des proprie´te´s
de type e´nergie finie ou puissance moyenne finie. De plus, pour approcher des
syste`mes physiques par des de´veloppements de Volterra, ceux-ci se doivent de
respecter certaines conditions de stabilite´.
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Examinons les conditions assurant cette stabilite´ . Le crite`re retenu ici est
la stabilite´ “BIBO” [182], ou “Bounded Input-Bounded Output”, qui signifie
qu’a` une entre´e borne´e correspond une sortie borne´e (voir le chapitre 3).
Soit donc x(t) un signal borne´ ( |x(t)| ≤ C < +∞). Alors, la sortie y(t)
d’un filtre de Volterra homoge`ne d’ordre i est borne´e si
|y(t)| = |
∫
hi(τ1, . . . , τi)x(t− τ1) . . . x(t− τi)dτ | < +∞.
Or,
|y(t)| ≤
∫
|hi(τ1, . . . , τi)x(t− τ1) . . . x(t− τi)|dτ
≤ Ci
∫
|hi(τ1, . . . , τi)|dτ ,
et donc une condition suffisante de stabilite´ BIBO pour un filtre homoge`ne3
est ∫
|hi(τ1, . . . , τi)|dτ < +∞. (5.2)
Pour assurer la stabilite´ du syste`me global, il faut assurer (5.2) pour tout i.
Notons que cette condition n’est que ne´cessaire.
Venons-en au second proble`me. Si nous souhaitons repre´senter des si-
gnaux physiques comme sorties de filtres de Volterra, il est le´gitime de se
limiter aux signaux d’e´nergie finie, c’est-a`-dire appartenant a` L2(IR) dans le
cas de signaux certains, ou a` f (2) pour les signaux ale´atoires4. Les traitements
e´tant ici similaires, nous ne regardons que le cas de signaux certains.
Quelles sont les contraintes a` donner aux entre´es et aux noyaux pour
qu’une sortie soit dans L2(IR) ? Conside´rons yi(t) la sortie d’un filtre homoge`ne
d’ordre i. Nous souhaitons obtenir
∫ |yi(t)|2dt < +∞. Or5∫
|yi(t)|2dt =
∫
|
∫
hi(τ )
i∏
j=1
x(t− τj)dτ |2dt
≤
∫ ∫ ∫
|hi(τ )hi(τ ′)| |
i∏
j=1
x(t− τj)
i∏
j=1
x(t− τ ′j)|dτdτ ′dt
≤
∫ ∫
|hi(τ )hi(τ ′)|dτdτ ′
∫
|x(t)|2idt,
la dernie`re ine´galite´ provenant de l’ine´galite´ de Schwartz. Donc, si
∫ |x(t)|2idt <
+∞, i.e. x(t) ∈ L2i(IR), et ∫ |h(τ )|dτ < +∞, alors ∫ |yi(t)|2dt < +∞. Ainsi,
3Cette condition est ne´cessaire uniquement dans le cas line´aire, i.e. i = 1. Pour i ≥ 1, il
est possible de construire des noyaux non inte´grables qui ge´ne´rent un filtre stable [182].
4Pour la de´finition des classes f (i) de Blanc-Lapierre et Fortet, se reporter au paragraphe
2.9.2.
5Nous remplacerons parfois hi(τ1, . . . , τi) par hi(τ ).
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pour que yi(t) soit d’e´nergie finie, et donc posse`de une transforme´e de Fourier, il
est suffisant que le filtre homoge`ne soit stable et que l’entre´e soit choisie dans
L2i(IR). Pour e´tendre ces re´sultats au filtre global (5.1), il faut que tous les
filtres homoge`nes soient stables et que x(t) soit dans L∞(IR). Cette condition
n’est que ne´cessaire. Pour les signaux ale´atoires, il faut que tous les filtres
homoge`nes soient stables et que x(t) soit dans f (∞).
Ces crite`res physiques assurent la bonne ade´quation entre the´orie et si-
gnaux re´els. De plus, il permettent d’aborder la pre´sentation des filtres dans le
domaine de Fourier, ou` d’autres spe´cificite´s des filtres de Volterra apparaissent.
5.1.3 Point de vue fre´quentiel
Il est bien connu que la quadration de signaux a` fre´quence pure provoque
un doublement de fre´quence (effet rendu spectaculaire en optique non line´aire).
Aussi, l’interpre´tation et la compre´hension des phe´nome`nes non line´aires
peuvent eˆtre rendues aise´es dans le domaine de Fourier. Ainsi, il est impor-
tant dans certaines applications de connaˆıtre l’e´quivalent du de´veloppement
de Volterra dans le domaine fre´quentiel. Nous supposerons que les diffe´rentes
grandeurs x(t) , hi(τ ) et y(t) posse`dent des transforme´es de Fourier, ce qui est
assure´ si les crite`res du paragraphe pre´ce´dent sont respecte´s.
Etant donne´e la line´arite´ de la transformation de Fourier , il vient
Y (ν) = TF [y(t)] = h0δ(ν) +
+∞∑
i=1
TF [fi(x(t))].
L’e´valuation de la transforme´e de Fourier de fi(x(t)) s’effectue de la fac¸on
suivante. En utilisant a` nouveau la line´arite´ de la transforme´e de Fourier, il
vient
TF [fi(x(t))] =
∫
hi(τ )TF [x(t− τ1) . . . x(t− τi)]dτ .
Or, il est facile de montrer que pour un signal x(t)
TF [
i∏
j=1
x(t)] =
∫
X(ν1) . . .X(νi−1)X(ν − ν1 − · · ·− νi−1)dν,
ou` dν = dν1 . . . dνi−1. Par suite, on obtient
TF [fi(x(t))] =
∫
hi(τ )
∫
X(ν1) . . .X(νi−1)X(ν − ν1 − · · ·− νi−1)
exp(−2pi(
i−1∑
k=1
νkτk)) exp(−2pi(ν − ν1 − · · ·− νi−1)τi)dνdτ ,
soit enfin
TF [fi(x(t))] =
∫
Hi(ν1, . . . , νi−1, ν − ν1 − · · ·− νi−1)
× X(ν1) . . .X(νi−1)X(ν − ν1 − · · ·− νi−1)dν.
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L’expression cherche´e est finalement
Y (ν) = h0δ(ν) +
+∞∑
i=1
∫
Hi(ν1, . . . , νi−1, ν − ν1 − · · ·− νi−1)
× X(ν1) . . .X(νi−1)X(ν − ν1 − · · ·− νi−1)dν, (5.3)
ou` Hi(ν1, . . . , νi) est la transforme´e de Fourier du noyau hi(τ1, . . . , τi). Notons
que les syme´tries suppose´es des noyaux impliquent e´videmment des syme´tries
sur les Hi(ν). Ces fonctions sont insensibles a` toute permutation de leurs va-
riables, et ve´rifient Hi(ν) = H∗i (−ν) puisque les noyaux sont a` valeurs re´elles.
D’autres syme´tries existent mais sont difficiles a` mettre en e´vidence de manie`re
ge´ne´rale. La syme´trie pour i = 2 sera examine´e au paragraphe 5.2.1.
Le re´sultat (5.3) est valide pour des signaux posse´dant une transforme´e
de Fourier (au sens des fonctions). Lorsque les signaux d’entre´e ne posse`dent
pas de transforme´e de Fourier, il est tout de meˆme possible a` l’aide de la the´orie
des distributions tempe´re´es de de´finir une version fre´quentielle des filtres de
Volterra [19]. L’utilisation des distributions est, par exemple, utile lorsque l’on
traite des signaux harmoniques.
La forme (5.3) englobe bien e´videmment le cas particulier du filtre line´aire
pour lequel la sortie en fre´quence est e´gale au produit entre la fonction de
transfert H1(ν) et la transforme´e de Fourier de l’entre´e. Remarquons de plus
la structure “un peu” simplifie´e du filtre par le passage en fre´quence. Il s’agit
toujours d’une sorte de convolution, mais dont l’ordre est abaisse´ de 1 par rap-
port a` la version temporelle. Enfin, l’interaction entre les diverses composantes
fre´quentielles de l’entre´e apparaˆıt clairement sur la version fre´quentielle. A titre
d’exemple, examinons le cas d’un filtre quadratique (ordre 2 seul) attaque´ par
une fre´quence pure ν0 d’amplitude unite´. La sortie d’un tel filtre s’e´crit
Y (ν) =
1
4
(H2(ν0, ν0)δ(ν − 2ν0) + [H2(ν0,−ν0) + H2(−ν0, ν0)]δ(ν)
+ H2(−ν0,−ν0)δ(ν + 2ν0)). (5.4)
Cet exemple met en e´vidence le phe´nome`ne de doublement de fre´quence avec
l’apparition dans la sortie y(t) de la fre´quence double de l’entre´e, et l’interaction
non line´aire entre les fre´quences ν0 et −ν0 de l’entre´e qui cre´e une composante
continue dans la sortie.
Nous conviendrons d’appeler les fonctions Hi(ν1, . . . , νi) fonctions de
transfert d’ordre i du filtre de Volterra. Ces fonctions ponde`rent, comme on
l’a remarque´ dans l’exemple pre´ce´dent, les interactions non line´aires entre les
diverses fre´quences du signal. Elles indiquent de plus quelles fre´quences ont
interagi. Dans (5.4), H2(ν0, ν0)δ(ν − 2ν0) indique que 2ν0 provient de l’in-
teraction quadratique entre ν0 et elle-meˆme. H2(−ν0, ν0)δ(ν) montre que la
fre´quence nulle provient du couplage entre les composantes −ν0 et ν0 du signal
d’entre´e.
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Ces interactions peuvent e´galement eˆtre mises en e´vidence dans le cas de
signaux ale´atoires en examinant des statistiques entre´e-sortie.
5.1.4 Cas des signaux ale´atoires : statistiques entre´e-
sortie
Pour le cas de signaux ale´atoires, les statistiques de la sortie et les statis-
tiques entre´e-sortie sont fondamentales pour comprendre quels effets produit
un filtre de Volterra. Toutefois, le caracte`re polynoˆmial des filtres rend le calcul
de ces statistiques excessivement lourd. Nous nous limiterons donc a` e´valuer
les statistiques d’ordre 2 de la sortie, et certaines statistiques d’ordre 3, unique-
ment dans le cas de filtres line´aire-quadratique . Ces quelques calculs mettront
en lumie`re le comportement des filtres de Volterra.
Soit donc x(t) un signal ale´atoire stationnaire centre´, et soit y(t) la sortie
d’un filtre line´aire-quadratique excite´ par x(t)
y(t) = h0 +
∫
h1(τ)x(t− τ)dτ +
∫
h2(τ1, τ2)x(t− τ1)x(t− τ2)dτ1dτ2.
La premie`re statistique est la moyenne de y(t). Elle s’e´crit
E[y(t)] = h0 +
∫
h2(τ1, τ2)Cx (2) (τ1 − τ2)dτ1dτ2.
Cette e´quation montre que la stationnarite´ d’ordre 2 de l’entre´e et la station-
narite´ du filtre implique la stationnarite´ d’ordre 1 de la sortie. D’une manie`re
plus ge´ne´rale, pour un filtre line´aire-quadratique stationnaire, la stationna-
rite´ d’ordre 2p de l’entre´e assure la stationnarite´ d’ordre p de la sortie. Nous
supposerons cette condition ve´rifie´e.
La corre´lation de y(t) est donne´e par C
y (2)
(µ) = Cum[y(t), y(t + µ)].
Etant donne´es la multiline´arite´ des cumulants et leur invariance par transla-
tion, le calcul conduit a`
C
y (2)
(µ) =
∫ ∫
h1(τ)h1(τ
′)C
x (2)
(µ− τ ′ + τ)dτdτ ′
+
∫ ∫
h1(τ)h2(τ1, τ2)Cx (3) (τ1 − τ2, µ− τ + τ1)dτdτ1dτ2
+
∫ ∫
h1(τ)h2(τ1, τ2)Cx (3) (τ1 − τ2,−µ− τ + τ1)dτdτ1dτ2
+
∫ ∫
h2(τ1, τ2)h2(τ
′
1, τ
′
2)
× [C
x (4)
(τ1 − τ2, µ + τ1 − τ ′1, µ + τ1 − τ ′2) +
2C
x (2)
(µ− τ ′1 + τ1)Cx (2) (µ− τ ′2 + τ2)]dτ1dτ2dτ ′1dτ ′2,
ou` l’on rappelle que C
x (3)
(τ1, τ2) = Cum[x(t), x(t + τ1), x(t + τ2)] et
C
x (4)
(τ1, τ2, τ3) = Cum[x(t), x(t+ τ1), x(t+ τ2), x(t+ τ3)]. Le point inte´ressant
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a` noter est l’interaction statistique qui apparaˆıt entre les termes line´aire et
quadratique via les statistiques d’ordre 3. Il est donc tre`s difficile de chiffrer
l’influence du terme quadratique sur la sortie, puisque il intervient a` la fois
seul et par le couplage avec le line´aire.
Si l’entre´e est gaussienne, les parties line´aire et quadratique se de´couplent,
et l’analyse des contributions a` la sortie des deux termes est plus aise´e. En effet,
sous l’hypothe`se x(t) gaussien, par suite de l’annulation des multicorre´lations
d’ordre supe´rieur a` 2, la corre´lation de y(t) se re´duit a`
C
y (2)
(µ) =
∫ ∫
h1(τ)h1(τ
′)C
x (2)
(µ− τ ′ + τ)dτdτ ′
+ 2
∫ ∫
h2(τ1, τ2)h2(τ
′
1, τ
′
2)
[C
x (2)
(µ− τ ′1 + τ1)Cx (2) (µ− τ ′2 + τ2)]dτ1dτ2dτ ′1dτ ′2.
Par suite de la non-line´arite´ du filtre, les multicorre´lations d’ordre supe´rieur
a` 2 de y(t) sont non nulles. Ces multicorre´lations pourraient se calculer de la
meˆme manie`re, mais conduisent a` des calculs tre`s fastidieux.
D’autres statistiques inte´ressantes ici sont les statistiques d’interac-
tion entre´e-sortie, puisqu’elles permettent de comprendre comment s’effectue
le transfert d’e´nergie entre x(t) et y(t). Commenc¸ons par l’intercorre´lation
C
y,x (2)
(µ) = Cum[y(t), x(t + µ)] pour une entre´e non gaussienne
C
y,x (2)
(µ) =
∫
h1(τ)Cx (2) (µ + τ)dτ
+
∫
h2(τ1, τ2)Cx (3) (τ1 − τ2, µ + τ1)dτ1dτ2. (5.5)
L’interbicorre´lation C
y,x (3)
(µ1, µ2) = Cum[y(t), x(t+ µ1), x(t + µ2)] s’e´crit
C
y,x (3)
(µ1, µ2) =
∫
h1(τ)Cx (3) (µ1 + τ, µ2 + τ)dτ
+
∫
h2(τ1, τ2)[Cx (4) (τ1 − τ2, µ1 + τ1, µ2 + τ1) +
2C
x (2)
(µ1 + τ1)Cx (2) (µ2 + τ2)]dτ1dτ2. (5.6)
Encore une fois, ces deux statistiques d’interaction font clairement apparaˆıtre
le couplage entre les termes line´aire et quadratique. De plus, elles sugge`rent une
me´thode pour trouver les noyaux h1(τ) et h2(τ1, τ2) lorsqu’elles sont connues
et que les statistiques de l’entre´e sont a` disposition : il suffit de re´soudre le
syste`me d’e´quations inte´grales de´fini par (5.5) et (5.6) !
Ces diffe´rentes relations entre´e-sortie ont e´videmment leurs e´quivalents
dans le domaine fre´quentiel. Nous les donnons dans le cas ou` x(t) est suppose´
gaussien. Alors le spectre de y(t) s’e´crit pour une fre´quence ν non nulle
S
y (2)
(ν) = |H1(ν)|2Sx (2) (ν) + 2
∫
|H2(ν1, ν − ν1)|2Sx (2) (ν1)Sx (2) (ν − ν1)dν1.
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L’interspectre entre y(t) et x(t) est (puisqu’il n’y a pas d’interaction entre le
line´aire et le quadratique)
S
y,x (2)
(ν) = H∗1 (ν)Sx (2) (ν),
alors que l’interbispectre prend la forme
S
y,x (3)
(ν1, ν2) = 2H
∗
2(ν1, ν2)Sx (2) (ν1)Sx (2) (ν2).
Ces deux dernie`res e´quations permettent, dans le cas gaussien, d’obtenir les
noyaux line´aire et quadratique.
5.1.5 Mode´liser et de´tecter une non-line´arite´
Dans beaucoup de domaines de la physique, l’approximation line´aire
est faite, souvent a` bon escient, mais e´galement souvent par souci de sim-
plicite´. Toutefois, des proble`mes curieux ne peuvent eˆtre traite´s dans cette
approximation, et des mode´lisations non line´aires doivent eˆtre adopte´es. A
titre d’exemple, examinons le doublement de fre´quence en optique [78].
Lorsque la lumie`re traverse un mate´riau, le champ e´lectrique exerce une
force de polarisation sur les e´lectrons (cet effet joue surtout sur les e´lectrons
de valence, ou e´lectrons assurant la liaison entre atomes). Lorsque la source
lumineuse est peu puissante, la polarisation est en ge´ne´ral line´aire en fonction
des champs, soit P = χ1E ou` χ1 est appele´e susceptibilite´ e´lectrique. L’effet
est ici une petite perturbation sur le champ liant l’e´lectron a` l’atome. Par
contre, si le champ e´lectrique est puissant, soit de l’ordre de grandeur du
champ liant l’e´lectron a` l’atome, les effets du champ e´lectrique ne peuvent plus
eˆtre conside´re´s comme perturbations et la loi liant la polarisation au champ
e´lectrique n’est plus line´aire. Les physiciens ont alors mode´lise´ cette loi selon
P = χ1E + χ2EE+ χ3EEE+ · · · ,
ou` les termes χi sont des tenseurs et ou` EE repre´sente le produit tensoriel de
E par lui-meˆme. Les e´tudes se limitent souvent a` l’ordre 2, et le de´veloppement
pre´ce´dent se re´e´crit pour la i-e`me composante de P
Pi =
∑
j
χ1i,jEj +
∑
j,k
χ2i,j,kEjEk.
Cette dernie`re relation n’est autre qu’un filtrage line´aire-quadratique !
Si le champ incident est une onde plane de fre´quence ν, la dernie`re
e´quation montre que la polarisation va osciller non seulement a` ν mais
e´galement a` 2ν. Or, dans les mate´riaux l’influence de la polarisation dans les
e´quations de Maxwell peut eˆtre vue comme un terme source. Donc, le terme en
2ν de la polarisation “ge´ne`re” un terme en 2ν sur le champ e´lectrique, terme
qui se propagera a` travers le mate´riau et sera vu en sortie.
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Cet exemple montre que les de´veloppements de Volterra sont utiles pour
mode´liser des non-line´arite´s et par suite pour les de´tecter. En fait, la de´tection
des non-line´arite´s utilise deux outils. Les filtres de Volterra pour la mode´li-
sation, et les multispectres pour la de´tection. Pour illustrer ceci, nous nous
restreignons encore au cas line´aire-quadratique.
Soit y(t) la sortie d’un filtre line´aire-quadratique attaque´ par un signal
x(t), centre´, gaussien. Le spectre de y(t) s’e´crit pour une fre´quence ν non nulle
S
y (2)
(ν) = |H1(ν)|2Sx (2) (ν)+
2
∫
|H2(ν1, ν − ν1)|2Sx (2) (ν1)Sx (2) (ν − ν1)dν1, (5.7)
et l’interspectre entre x(t) et y(t) est donne´ par
S
y,x (2)
(ν) = H1(ν)
∗S
x (2)
(ν). (5.8)
Nous disposons des outils pour e´valuer la cohe´rence entre x(t) et y(t), grandeur
qui chiffre la line´arite´ entre ces deux signaux. La cohe´rence est pour une
fre´quence non nulle
γy,x(2)(ν) =
|S
y,x (2)
(ν)|2
S
x (2)
(ν)S
y (2)
(ν)
.
En utilisant les re´sultats pre´ce´dents, elle s’e´crit
γy,x(2)(ν) =
|H1(ν)|2Sx (2) (ν)
|H1(ν)|2Sx (2) (ν) + 2
∫ |H2(ν1, ν − ν1)|2Sx (2) (ν1)Sx (2) (ν − ν1)dν1 .
Dans le cas d’un filtre line´aire , elle vaut 1, alors que la pre´sence d’un terme
quadratique la rend infe´rieure a` l’unite´. Toutefois, une cohe´rence infe´rieure
a` 1 ne signifie pas force´ment pre´sence d’une non-line´arite´, car un bruit pol-
luant la sortie aurait le meˆme effet. La cohe´rence ne peut donc pas de´celer les
non-line´arite´s puisqu’en contexte re´el, un bruit pollueur est toujours pre´sent.
Tempe´rons en disant qu’une tre`s faible cohe´rence doit nous mettre “la puce a`
l’oreille” quant a` l’existence d’une non-line´arite´ de transfert.
Il est un outil mieux adapte´ aux non-line´arite´s quadratiques, la bi-
cohe´rence. Sa de´finition est un prolongement de celle de la cohe´rence, puis-
qu’elle s’e´crit
γy,x(3)(ν1, ν2) =
|S
y,x (3)
(ν1, ν2)|2
S
x (2)
(ν1)Sx (2) (ν2)Sy (2) (ν1 + ν2)
. (5.9)
Dans le cas que nous traitons, S
y,x (3)
(ν1, ν2) = 2Sx (2) (ν1)Sx (2) (ν2)H2(ν1, ν2)
∗
permet d’obtenir la fonction de transfert d’ordre 2. La bicohe´rence n’a alors
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pas en ge´ne´ral de forme exploitable, mais une expression agre´able peut eˆtre
obtenue a` partir du spectre de y(t) [116]. En effet, en remplac¸ant dans (5.7)
H2(ν1, ν2) par sa valeur, puis en divisant par Sy (2) (ν) on obtient
γy,x(2)(ν) +
1
2
∫
γy,x(3)(ν1, ν − ν1)dν1 = 1.
Cette relation montre comment l’e´nergie se transfe`re de l’entre´e vers la sor-
tie. La contribution du line´aire est quantifie´e par la cohe´rence, alors que la
contribution du quadratique est quantifie´e par le second terme. Pour une
fre´quence ν de la sortie, il faut sommer toutes les contributions des fre´quences
ν1 et ν2 de l’entre´e qui interagissent quadratiquement pour participer a` la
fre´quence ν = ν1 + ν2 de la sortie. Ainsi, dans le cas line´aire-quadratique, la
bicohe´rence permet de quantifier l’importance du quadratique dans le trans-
fert. De plus, son comportement est remarquable en pre´sence de fre´quences
pures6. Reprenons l’exemple pre´sente´ au paragraphe 5.1.3 concernant le pas-
sage d’une fre´quence pure ν0 dans un filtre quadratique. Si l’on ne s’inte´resse
qu’aux fre´quences positives, une application directe de (5.9) montre que
γy,x(3)(ν1, ν2) = δ(ν1 − ν0)δ(ν2 − ν0).
Ce re´sultat signifie que les fre´quences de x(t) ν1 = ν0 et ν2 = ν0 ont interagi
quadratiquement pour former la fre´quence somme, ici 2ν0. La bicohe´rence est
donc un outil adapte´ pour de´tecter des non-line´arite´s quadratiques de transfert,
et elle sera utilise´e dans le paragraphe (5.4.2) pour de´montrer la pre´sence d’une
non-line´arite´.
Syme´tries de la bicohe´rence La bicohe´rence entre´e-sortie (5.9) posse`de les
syme´tries de l’interbispectre S
y,x (3)
(ν1, ν2) qui sont diffe´rentes des syme´tries
du bispectre Sx,3. En effet, les syme´tries sont en nombre plus restreint
puisque les seules relations sont maintenant S
y,x (3)
(ν1, ν2) = Sy,x (3) (ν2, ν1) =[
S
y,x (3)
(−ν1,−ν2)
]∗
. La premie`re e´galite´ induit une syme´trie par rapport a` la
premie`re bissectrice alors que la deuxie`me est une syme´trie centrale par rap-
port a` l’origine. Ainsi, la connaissance de la bicohe´rence entre´e-sortie est totale
sur le domaine {ν1 − ν2 ≥ 0} ∩ {ν1 + ν2 ≥ 0}. Pour le bispectre (et donc pour
“l’auto”-bicohe´rence) il faut ajouter la condition {ν2 ≥ 0}.
6Lorsque les signaux sont des fre´quences pures, les de´finitions donne´es ne sont plus valides.
Il faut en toute rigueur donner des de´finitions en terme de distributions ou d’accroissements
harmoniques si une mode´lisation stochastique est adopte´e. Toutefois, les re´sultats peuvent
se de´duire des de´finitions pre´sente´es, les de´monstrations e´tant faites “avec les mains”. Pour
des de´finitions pre´cises, voir [66]
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5.2 Filtres de Volterra discrets
Dans ce paragraphe, nous examinons les filtres de Volterra discrets a`
ordre et me´moire finis. Les de´finitions donne´es, nous pre´sentons la mise sous
forme vectorielle des filtres en vue de leur utilisation pratique.
5.2.1 De´finitions
Nous pouvons, comme pour les multispectres, donner les de´finitions pour
des signaux discrets a` support infini. Ce sont les transpositions directes du cas
temps continu. En temps discret, on a7
y(n) = h0 +
+∞∑
i=1
fi(x(n))
fi(x(n)) =
+∞∑
k=−∞
hi(k1, . . . , ki)x(n− k1) . . . x(n− ki).
En utilisant la transforme´e de Fourier en fre´quences re´duites, nous obtenons
l’analogue de cette de´finition dans le domaine des fre´quences
Y (λ) = h0δ(λ) +
+∞∑
i=1
∫ + 12
− 12
Hi(λ1, . . . ,λi−1,λ− λ1 − · · ·− λi−1)
× X(λ1) . . .X(λi−1)X(λ− λ1 − · · ·− λi−1)dλ.
Filtres a` ordre et me´moire finis Ces de´finitions e´tant pre´sente´es, nous
pouvons remarquer que pratiquement, elles sont inapplicables ! En effet, l’ordre
et la me´moire du de´veloppement en tant qu’approximation d’un lien non
line´aire ne peuvent eˆtre rendus infinis. Nous de´finissons donc un de´veloppement
de Volterra a` ordre K et me´moire M finis par
y(n) = h0 +
K∑
i=1
fi(x(n))
fi(x(n)) =
M−1∑
k=0
hi(k1, . . . , ki)x(n− k1) . . . x(n− ki).
(5.10)
Si X(m) est la transforme´e de Fourier discre`te du signal e´chantillonne´
x(n), alors la de´finition ge´ne´ralement admise dans la litte´rature des filtres de
Volterra en fre´quence est
Y (m) = h0δ(m) +
K∑
i=1
∑
m1,...,mi−1
Hi(m1, . . . , mi−1, m−m1 − · · ·−mi−1)
× X(m1) . . .X(mi−1)X(m−m1 − · · ·−mi−1).
7La notation
∑b
k=a est e´quivalente a`
∑b
k1=a
. . .
∑b
ki=a
.
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Toutefois, l’obtention de cette e´quation n’est pas simple et cette de´finition est
sujette a` caution. En effet, il est possible de montrer a` l’aide de la the´orie des
distributions qu’elle ne constitue qu’une approximation de la discre´tisation de
la de´finition continue [19] (contrairement au cas line´aire). De plus, elle sous-
entend des contraintes se´ve`res sur l’e´chantillonnage des signaux, beaucoup plus
restrictives que la condition de Shannon. Illustrons ceci en prenant l’exemple
des filtres quadratiques. Supposons que l’entre´e soit de bande passante [−B,B].
Alors la sortie sera de bande double, soit [−2B, 2B]. Si l’on cherche le lien entre
l’entre´e et la sortie, il est alors clair que la fre´quence d’e´chantillonnage doit
ve´rifier νe ≥ 4B pour respecter le the´ore`me de Shannon sur la sortie !
Syme´tries et re´duction du nombre de parame`tres Nous avons vu au
paragraphe 5.1.1 que les noyaux sont en ge´ne´ral suppose´s syme´triques (insen-
sibles a` toute permutation de leurs variables). Il est e´vident que cette pro-
prie´te´ est conserve´e dans le cas discret. Mais dans ce contexte, ces syme´tries
deviennent inte´ressantes en vu de la re´duction du nombre de parame`tres
de´finissant les filtres.
Le nombre de parame`tres de´finissant un filtre de Volterra d’ordre K et
de me´moire M est
∑K
i=1 M
i. Etant donne´e la syme´trie suppose´e des noyaux, il
est inte´ressant de re´e´crire (5.10) sous la forme
y(n) = h0 +
K∑
i=1
∑
ki≥ki−1
hi(k1, . . . , ki)x(n− k1)...x(n− ki).
Ce filtre est alors dit non redondant. Dans ce cas, le nombre de parame`tres
se re´duit a`
∑K
i=1
(M+i−1)!
(M−1)!i! . L’ordre de grandeur reste toujours le meˆme mais la
re´duction est tout de meˆme significative.
En ce qui concerne les fonctions de transfert, l’e´tude est plus de´licate.
Examinons toutefois le cas des noyaux quadratiques. Puisque h2(k1, k2) =
h2(k2, k1) et est re´el, H2(m1, m2) = H2(m2, m1) = H∗2 (−m1,−m2). De plus,
pour la fre´quence m de la sortie, seules les fre´quences m1 et m2 interviennent
via m1+m2 = m. Donc, si (m1, m2) varie dans {−N,N}2, il suffira de connaˆıtre
H2(m1, m2) sur le domaine
D = {(m1, m2) ∈ {−N,N}2} ∩ {m2 ≤ N −m1}
∩ {m2 −m1 ≥ 0} ∩ {m2 + m1 ≥ 0},
dont la repre´sentation est donne´e en hachure´8 sur la figure (5.1). Les e´tudes
de syme´tries pour K = 3 peuvent eˆtre obtenue dans [155].
8Remarquons que les syme´tries du noyau quadratique sont les meˆmes que celle de la
bicohe´rence entre´e-sortie.
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m2
m1
N
N
-N
-N
Fig. 5.1 – Support de la fonction de transfert quadratique. La zone ha-
chure´e permet de connaˆıtre cette fonction sur tout son support. La ligne grasse
repre´sente la droite d’e´quation m = m1 + m2 des fre´quences m1 et m2 de
l’entre´e qui participent a` la fre´quence m de la sortie.
5.2.2 Mise sous forme vectorielle
Une proprie´te´ importante des filtres de Volterra n’a pas encore e´te´ mise en
avant : ils sont line´aires en parame`tres. Ceci signifie que la somme ponde´re´e de
deux filtres de Volterra attaque´s par une meˆme entre´e x(t) (ou x(n) en discret)
est encore un filtre de Volterra dont les noyaux d’ordre i sont les sommes
ponde´re´es des noyaux d’ordre i des deux filtres. Autrement dit, l’ensemble des
filtres de Volterra d’entre´e x(t) est un espace vectoriel.
Dans le cas discret a` ordre et me´moire finis, la dimension de cet espace
est finie. Ainsi, la sortie y(n) peut s’e´crire sous la forme d’un produit scalaire
entre un vecteur parame`tre et un pseudo-vecteur de donne´es9.
Cas temporel L’ide´e consiste a` ranger dans un pseudo-vecteur la suite des
combinaisons non line´aires des entre´es participant au filtre. Pour la partie
line´aire, les termes x(n), x(n−1), . . . , x(n−M +1) se rangent dans le pseudo-
vecteur xn,1 = (x(n)x(n− 1) . . . x(n−M + 1))T . Le vecteur parame`tre corres-
pondant sera e´crit h1 = (h(0)h(1) . . . h(M − 1))T de sorte que
hT1 xn,1 =
M−1∑
k1=0
h(k1)x(n− k1).
9La de´nomination pseudo-vecteur de donne´es est explicite´e dans les pages suivantes.
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Les termes quadratiques sont ensuite range´s dans un pseudo-vecteur xn,2 et le
filtre quadratique dans un vecteur h2. xn,2 et h2 s’e´crivent
xn,2 =

x(n)2
x(n)x(n− 1)
...
x(n)x(n −M + 1)
x(n− 1)2
x(n− 1)x(n− 2)
...
x(n− 1)x(n−M + 1)
...
x(n−M + 2)2
x(n−M + 2)x(n−M + 1)
x(n−M + 1)2

et h2 =

h(0, 0)
h(0, 1)
...
h(0,M − 1)
h(1, 1)
h(1, 2)
...
h(1,M − 1)
...
h(M − 2,M − 2)
h(M − 2,M − 1)
h(M − 1,M − 1)

.
Le terme quadratique participant a` y(n) s’e´crit alors simplement hT2 xn,2. D’une
fac¸on ge´ne´rale, un pseudo-vecteur de donne´es a` l’ordre i sera note´ xn,i et
contient les termes du type x(n − k1) . . . x(n − ki) pour ki ≤ ki+1. Le vec-
teur parame`tre hi correspondant contient les hi(k1, . . . , ki) range´s de la meˆme
fac¸on. Le terme d’ordre i dans y(n) est donc hTi xn,i.
La dernie`re e´tape consiste a` concate´ner les diffe´rents vecteurs et pseudo-
vecteurs dans deux vecteurs
xTn = x
T
n,1 . . . x
T
n,i
hT = hT1 . . . h
T
i .
Le filtre de Volterra non redondant s’e´crit finalement
y(n) = h0 + h
Txn.
Structure d’espace vectoriel De´finissons l’ensemble suivant
V Fx,K,M = {y(n) = hTxn /x(n) ∈ f (2K) et
∑
k
|hk| < +∞},
ou` hk est le kie`me e´le´ment du vecteur hT . Notons que cet ensemble de´pend
explicitement de l’entre´e x(n) choisie. Il est clair que cet espace est un es-
pace vectoriel (sur les re´els) de dimension finie e´gale a`
∑K
i=1
(M+i−1)!
(M−1)!i! . Pre´cisons
que V Fx,K,M est un sous-espace vectoriel de l’espace vectoriel des signaux dis-
crets de puissance moyenne finie. Ainsi, nous pouvons le doter du produit sca-
laire “naturel” < y1(n)|y2(n) >= E[y1(n)y2(n)]. En utilisant la norme associe´e
||y(n)|| =
√
< y(n)|y(n) >, V Fx,K,M est rendu hilbertien.
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Remarquons que le terme constant h0 n’a pas e´te´ pris en compte. En fait,
pour prendre en compte h0, il est possible d’e´tendre le pseudo-vecteur xn en
lui ajoutant le terme 1 et en incluant le terme h0 au vecteur h.
Une autre possibilite´ consiste a` remarquer que h0 ne joue que sur la
moyenne de y(n). Il peut alors eˆtre convenu que la sortie est centre´e. Dans ce
cas, h0 = −hTE[xn], et conside´rer le vecteur xc,n = (xn − E[xn]) permet de
re´e´crire le filtre de Volterra sous la forme
y(n) = hTxc,n
Ceci est un commodite´ d’e´criture et n’a pas d’influence sur l’utilisation
des filtres de Volterra, notamment dans les proce´dures d’identification (voir le
paragraphe 5.3.1).
Ainsi, dans toute la suite, la sortie d’un filtre de Volterra sera conside´re´e
comme centre´e, sauf mention explicite.
Remarque sur la terminologie pseudo-vecteur Nous employons le
terme pseudo-vecteur pour les xn,i car se ne sont pas des vecteurs a` stric-
tement parler. En effet la somme de deux de ces tableaux de nombres ne peut
pas s’e´crire sous la meˆme forme. Par exemple, (x21, x1x2, x
2
2) + (y
2
1, y1y2, y
2
2) ne
peut pas de fac¸on ge´ne´rale se mettre sous la forme (z21 , z1z2, z
2
2).
Ceci explique aussi que l’espace vectoriel pre´ce´demment de´fini de´pend
explicitement des donne´es. Le caracte`re vectoriel est contenu dans les filtres h,
ceci provenant de la line´arite´ en parame`tres des filtres de Volterra.
Cas fre´quentiel Les filtres fre´quentiels de Volterra peuvent e´galement se
mettre sous forme vectorielle. Le principe est le meˆme que dans le cas temporel :
ranger les donne´es line´aires et non line´aires dans un vecteur et construire en
accord un vecteur filtre.
Ainsi, le filtre de Volterra en fre´quence se met sous la forme
Y (m) = HTmXm,
ou` 
XTm = (X(m) X
T
2,m . . . X
T
K,m)
HTm = (H1,m H
T
2,m . . . H
T
K,m),
ou` Xi,m contient les donne´es du type X(m1) . . .X(mi−1)X(m − m1 − . . . −
mi−1) et Hi,m les parame`tres correspondants Hi(m1, . . . , mi−1, m−m1− . . .−
mi−1). Notons que contrairement au cas temporel, le vecteur filtre de´pend
explicitement de la fre´quence et comporte m en indice.
Examinons l’effet des syme´tries dans le cas quadratique. Pour la fonction
de transfert quadratique, les termes H2(m1, m2) participant a` la fre´quence m
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de la sortie sont ceux correspondant a` m = m1 + m2 (trait gras sur la figure
(5.1)). Compte tenu de la syme´trie par rapport a` la diagonale principale, il
suffit de ne conside´rer que les termes de la partie hachure´e de la figure (5.1).
Toutefois, les termes extradiagonaux seront alors affecte´s d’un facteur 2 alors
que les termes de la diagonale ne seront compte´s qu’une fois [116]. Par exemple,
pour les fre´quences paires, les pseudo-vecteurs et vecteurs s’e´crivent
X2,m =

X(m/2)2
2X(m/2 + 1)X(m/2− 1)
...
2X(N)X(m−N)
 ,
et
H2,m =

H2(m/2, m/2)
H2(m/2 + 1, m/2− 1)
...
H2(N,m−N)
 .
Une subtilite´ intervient lorsque m est impair. En effet, le terme diagonal n’in-
tervient pas dans ce cas et les pseudo-vecteurs et vecteurs deviennent
X2,m =

2X((m + 1)/2)X((m− 1)/2)
2X((m + 3)/2)X((m− 3)/2)
...
2X(N)X(m−N)
 ,
et
H2,m =

H2((m + 1)/2, (m− 1)/2)
H2((m + 3)/2, (m− 3)/2)
...
H2(N,m−N)
 .
Une dernie`re remarque doit eˆtre faite concernant l’e´chantillonnage. Dans
les expressions pre´ce´dentes, N est la fre´quence maximale de la transforme´e de
Fourier de x(n). D’apre`s la remarque faite au paragraphe 5.2.1, N correspond
au quart de la fre´quence d’e´chantillonnage. Donc, si m est dans [0, N ], les
vecteurs contiennent les parties line´aires et quadratiques. Mais rien n’interdit
de chercher des liens line´aires dans la partie [N + 1, 2N ]. Donc, sur cet “in-
tervalle”, le filtre contient uniquement la partie line´aire. En synthe´tisant, les
pseudo-vecteurs et vecteurs peuvent alors s’e´crire
XTm = (X(m) X
T
2,mχ[0,N ](m))
HTm = (H1,m H
T
2,mχ[0,N ](m)),
ou` χ[0,N ](m) est la fonction indicatrice de l’ensemble {0, 1, . . . , N}.
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5.3 Identification en moyenne quadratique
Nous avons vu pre´ce´demment le fait remarquable que dans sa version
discre`te a` ordre et me´moire finis le filtre de Volterra peut se repre´senter
sous forme de produit scalaire entre un vecteur filtre et un pseudo-vecteur de
donne´es. L’objet de cette section est de tirer partie de cette repre´sentation pour
l’optimisation en moyenne quadratique des filtres de Volterra. Nous pre´sentons
donc la solution a` ce proble`me pour les domaines temporels et fre´quentiels
avant de pre´senter deux autres ide´es importantes : l’implantation adaptative
des algorithmes et l’identification orthogonale des filtres de Volterra.
5.3.1 Identification dans le domaine temporel
Soient x(n) et y(n) deux signaux stationnaires appartenant respective-
ment aux classes f (2K) et f (2) (voir 2.9.2), relie´s a priori non line´airement. On
souhaite approcher le lien entre ces signaux par un de´veloppement en se´rie de
Volterra d’ordre et me´moire finis. Trouver le meilleur filtre de Volterra revient
a` trouver le meilleur vecteur hopt tel que hToptxc,n approche au mieux le signal de
sortie y(n). De plus, l’identification en moyenne quadratique consiste a` mini-
miser l’e´cart quadratique moyen entre la vraie sortie et son estime´e. Re´soudre
le proble`me pose´ consiste donc a` re´soudre
hopt = Arg MinhE[(y(n)− hTxc,n)2]
= Arg MinhE[(y(n)− yˆ(n))2], (5.11)
ou` yˆ(n) = hTxc,n. La solution a` cette e´quation existe puisque la fonction a`
minimiser est convexe en h. Pour obtenir hopt, on peut par exemple e´galer
a` ze´ro la de´rive´e de l’erreur quadratique moyenne par rapport a` h. Toute-
fois, la pre´sentation de ces filtres dans un contexte d’espace vectoriel permet
de pre´senter la solution de (5.11) sous une forme tre`s e´le´gante en utilisant le
the´ore`me de la projection orthogonale : l’erreur produite par la meilleure esti-
mation est orthogonale a` l’espace d’estimation. Dans le cas qui nous inte´resse,
l’espace d’estimation est l’espace V Fx,K,M introduit pre´ce´demment. Trouver le
meilleur e´le´ment de cet espace pour approcher un signal revient a` projeter le
signal sur cet espace. A l’aide du produit scalaire introduit pre´ce´demment, le
the´ore`me de la projection orthogonale se traduit par
< hTxc,n|(y(n)− hToptxc,n) >= 0 ∀ hTxc,n ∈ V Fx,K,M .
Cette dernie`re e´quation se re´sout aise´ment, la solution e´tant
E[xc,nx
T
c,n]hopt = E[y(n)xc,n]. (5.12)
E[xc,nxTc,n] qui sera note´e Cxx est la matrice de corre´lation du vecteur xc,n,
et E[y(n)xc,n] note´ Ryx est le vecteur intercorre´lation entre la donne´e y(n) et
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le vecteur xc,n. La suppression de l’indice n se justifie par la stationnarite´ de
x(n). Ainsi, (5.12) se re´e´crit
Cxxhopt = Ryx. (5.13)
Cette e´quation ressemble a` s’y me´prendre a` l’e´quation donnant le filtre de Wie-
ner line´aire. En fait la simplicite´ introduite par la repre´sentation line´aire cache
une complexite´ importante de (5.12). En effet, xc,n contient les observations
line´aires et non line´aires construites a` partir de x(n). Donc Cxx contient les
moments d’ordre 2 a` 2K du signal x(n), range´s d’une fac¸on particulie`re. Cette
matrice est aussi appele´e matrice des moments. La meˆme remarque est faite
pour le vecteur Ryx qui contient les intercorre´lations d’ordre 2 a` 2K entre y(n)
et les versions line´aires et non line´aires de x(n). Nous supposerons la matrice
des moments inversible (l’e´tude de l’inversibilite´ de cette matrice est faite dans
[33]).
Le filtre optimal s’e´crit finalement
hopt = C
−1
xxRyx.
L’erreur d’estimation pour le filtre optimal peut donc eˆtre calcule´e selon
Eqmin = E[(y(n)− hToptxc,n)2],
qui devient imme´diatemment en vertu du the´ore`me de la projection orthogo-
nale
Eqmin = E[y(n)(y(n)− hToptxc,n)] = E[y(n)2]−RTyxC−1xxRyx. (5.14)
Il est montre´ dans [51, 67] que l’augmentation de l’ordre du filtre diminue
l’erreur quadratique minimale. Nous remontrerons ce re´sultat au paragraphe
5.3.3 d’une fac¸on tre`s simple.
Revenons sur le proble`me du terme constant h0. Si y(n) n’est pas centre´,
alors nous travaillons avec les vecteurs (1 xTn )
T et (h0 hT )T . L’optimisation
s’effectue de la meˆme manie`re et conduit au syste`me 1 E[x
T
n ]
E[xn] E[xnxTn ]

 h0
h
 =
 E[y(n)]
E[y(n)xn]
 ,
qui conduit a` re´soudre (E[xnxTn ]−E[xn]E[xTn ])h = E[y(n)xn]−E[y(n)]E[xn]
(qui n’est autre que (5.13)), c’est-a`-dire travailler avec la matrice covariance
de xn et le “vecteur covariance” entre y(n) et xn. Autrement dit, ceci revient
a` centrer la sortie du filtre et le pseudo-vecteur de donne´es, et confirme la
remarque faite au paragraphe 5.2.2.
Dans le paragraphe suivant, l’identification est ope´re´e dans le domaine
fre´quentiel.
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5.3.2 Identification dans le domaine fre´quentiel
Dans le domaine de Fourier, une relation de filtrage de Volterra s’e´crit
encore une fois sous forme line´aire selon
Y (m) = HTmXm, (5.15)
ou` les vecteurs Hm et Xm sont de´finis au paragraphe 5.2.2. Nous souhaitons
maintenant trouver le meilleur vecteur Hm de sorte a` minimiser l’e´cart qua-
dratique moyen entre Y (m) et son estime´e, c’est-a`-dire re´soudre
Hm,opt = Arg MinHmE[|Y (m)−HTmXm|2]
= Arg MinHmE[|Y (m)− Yˆ (m)|2], (5.16)
ou` Yˆ (m) = HTmXm. La re´solution de cette e´quation peut s’effectuer de la
meˆme fac¸on que dans le domaine temporel. Encore une fois, en supposant
l’inversibilite´ de la matrice covariance de Xm, la solution de (5.16) est
Hm,opt = C
−1
XmXm
RY (m)Xm . (5.17)
Cette e´quation est encore simple mais voile sa re´elle complexite´. Il faut se
rappeler que Xm contient e´galement des composantes fre´quentielles autres que
m, et par suite, CXmXm contient des multispectres de x(n) construits sur les
moments. L’erreur d’estimation obtenue est alors
Eqmin(m) = E[|Y (m)−HTm,opt.Xm|2]
= E[|Y (m)|2]−R†Y (m)XmC−1XmXmRY (m)Xm .
Dans le paragraphe suivant, nous envisageons une variante de cette pro-
ce´dure, l’identification orthogonale.
5.3.3 Identification orthogonale dans le domaine tem-
porel
La simplicite´ de l’implantation vectorielle des filtres de Volterra, comme
de´ja` mentionne´, cache sa re´elle complexite´. De meˆme, les proce´dures d’identifi-
cation utilise´es apparaissent simples, mais cachent certaines subtilite´s. A titre
d’exemple, de´taillons le filtre optimal line´aire-quadratique dans le domaine
temporel. Il est obtenu par re´solution de l’e´quation (5.13). En de´taillant les
parties line´aire et quadratique des vecteurs (les lettres l et q apparaissant en
indice pour respectivement les vecteurs line´aire et quadratique), cette e´quation
devient (
Cxlxl Cxlxq
Cxqxl Cxqxq
)(
hl
hq
)
=
(
Ryxl
Ryxq
)
.
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Ce de´tail confirme les remarques du paragraphe 5.1.4 : les parties line´aire
et quadratique du filtre optimal sont couple´es via les statistiques d’ordre 3
du signal d’entre´e, contenues dans la matrice Cxlxq [67, 69]. Ceci rend diffi-
cile l’interpre´tation physique du filtre : comment quantifier l’importance du
line´aire par rapport au quadratique ? Ce genre de proble`me de couplage ap-
paraˆıt aussi par exemple dans les syste`mes MISO (Multi-Inputs Single Output)
ou` les couplages (ici des cohe´rences) entre entre´es ne permettent pas de bien
chiffrer l’influence de chaque entre´e sur la sortie. Le proble`me dans le cas
line´aire-quadratique vient du fait que les observations line´aires et les observa-
tions quadratiques sont e´videmment corre´le´es. Ainsi, pour obtenir une bonne
interpre´tation physique, il faut provoquer une de´corre´lation entre ces termes.
La proce´dure obtenue sera appele´e identification orthogonale. Le pionnier en
la matie`re a e´te´ Norbert Wiener en 1955. En effet, dans [200] (voir aussi [182],
il re´alise une orthogonalisation des fonctionnelles de Volterra dont l’entre´e est
gaussienne, et introduit les G-fonctions, syste`me orthogonal de polynoˆmes a`
me´moire pour une entre´e gaussienne. Plus re´cemment, cette me´thode a e´te´
reprise par M. Korenberg, mais pour des syste`mes a` ordre et me´moire finis. De
plus la mesure de l’orthogonalite´ ne s’effectue plus sur un horizon infini mais
sur un horizon fini. Le principe de ces me´thodes est le suivant.
Re´e´crivons la sortie d’un filtre de Volterra de la fac¸on suivante [117]
y(n) = h0 + h
Txn =
P−1∑
i=0
aipi(n),
ou` P est la taille des vecteurs h et xn, et ou` ai et pi(n) sont respectivement
les ie`mes composantes des vecteurs h et xn. Par exemple, p0(n) = 1, pi(n) =
x(n− i) pour i = 0 . . .M , pM+1(n) = x2(n), pM+2(n) = x(n)x(n− 1), . . .Nous
souhaitons maintenant re´e´crire ce de´veloppement sur un syste`me de polynoˆmes
orthogonaux, soit
y(n) =
P−1∑
i=0
αipii(n),
ou` < pii(n)|pij(n) >= cte.δij , le produit scalaire e´tant a` de´finir. Supposons que
le syste`me {pii(n)}i=0...P−1 soit connu. La proce´dure d’identification au sens de
l’erreur quadratique moyenne minimale se re´duit a`
αk,opt =
< y(n)|pik(n) >
< pik(n)|pik(n) > ∀k = 0 . . . P − 1
Dans ce syste`me orthogonal, αk repre´sente la composante de y(n) sur l’axe
pik(n) (ce re´sultat est encore une application du the´ore`me de la projection or-
thogonale). Le choix du produit scalaire de´pend du contexte : dans le cas
the´orique de processus stochastiques, < x|y >= E[xy] ; dans le cas re´el
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d’applications ou` une re´alisation sur T points est disponible, < x|y >=
1
T
∑T−1
i=0 x(i)y(i).
L’obtention des polynoˆmes orthogonaux peut s’effectuer tout simplement
avec la proce´dure de Gram-Schmidt, en utilisant le produit scalaire ade´quat.
Lorsque l’identification est effectue´e, le calcul de l’erreur quadratique d’esti-
mation de y(n) est
Eqmin =< y(n)|y(n) > −
P−1∑
i=0
α2i,opt < pii(n)|pii(n) > .
Cette expression, plus simple que celle obtenue dans le cadre classique ( (5.14)
du paragraphe 5.3.1) apporte une de´monstration claire du fait que l’ajout d’un
ordre de non-line´arite´ re´sulte en une baisse de l’erreur quadratique moyenne
d’estimation. De plus, cette approche permet de chiffrer pre´cise´ment la dimi-
nution en erreur quadratique moyenne. Cette remarque peut alors permettre
la de´finition d’algorithmes de se´lection de termes pre´ponde´rants. En effet, si
l’ajout d’un terme provoque une baisse non ne´gligeable de l’erreur quadratique,
il est conserve´, alors qu’une faible baisse entraˆıne son e´viction.
5.3.4 Implantation re´cursive
L’implantation re´cursive des algorithmes d’identification est rendue
ne´cessaire par deux principales raisons :
– traitement en temps re´el de donne´es,
– e´ventuelles non-stationnarite´s lentes du syste`me a` identifier. Dans ce
cas, les algorithmes seront e´galement dits adaptatifs.
Les formes re´cursive des algorithmes pre´ce´dents s’obtiennent en re´alisant
une minimisation re´cursive des crite`res quadratiques. Deux approches peuvent
eˆtre envisage´es : me´thode type gradient et me´thode type Newton-Raphson.
Nous allons encore ici distinguer les domaines temporel et fre´quentiel.
Identification re´cursive dans le domaine temporel Le crite`re quadra-
tique a` minimiser s’e´crit
Eq(h) = E[(y(n)− hTxc,n)2].
– Me´thode du gradient (LMS)
La solution de la minimisation par la me´hode du gradient consiste
a` s’approcher de la solution par sauts successifs proportionnels a` la
variation locale de la fonction que l’on minimise. Plus pre´cise´ment,
l’estime´e a` l’instant k + 1 se de´duit de l’estime´e a` l’instant k selon
hk+1 = hk − 1
2
µk∇hEq(h)|hk ,
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qui devient en effectuant explicitement la diffe´rentiation
hk+1 = hk + µkE[xc,k+1(y(k + 1)− hTk xc,k+1)].
Cet algorithme est appele´ gradient de´terministe car il ne fait inter-
venir qu’une fonction de´terministe des donne´es. Bien e´videmment il
est inutilisable en pratique (puisque les statistiques requises pour son
fonctionnement sont inaccessibles). Pour les applications, il faut donc
introduire sa version dite stochastique, ou` l’espe´rance mathe´matique
est remplace´e par un estimateur. L’estimateur choisi est le plus simple :
l’espe´rance mathe´matique est remplace´e par sa valeur “instantane´e”
pour conduire au gradient stochastique
hk+1 = hk + µkxc,k+1(y(k + 1)− hTk xc,k+1). (5.18)
Remarquons que dans les algorithmes pre´ce´dents, le parame`tre µk est
choisi de´pendant du temps pour le cas stationnaire. Dans un cas ou` le
filtre a` identifier posse`de des non-stationnarite´s lentes, µk sera choisi
constant pour pouvoir suivre les variations du vecteur parame`tre [26].
L’algorithme est alors adaptatif.
L’analyse de la convergence de l’algorithme LMS est de´licate, meˆme
dans le cas d’un signal de re´gression blanc. Cette analyse peut eˆtre
effectue´e en utilisant les re´sultats de [26] ou la the´orie de la M-
inde´pendance [136] pour montrer la convergence en moyenne de cet
algorithme. La M-inde´pendance est utilise´ par P. Duvaut dans [68]
dans le cas line´aire-quadratique.
– Algorithme des moindres carre´s re´cursifs (RLS)
Nous avons vu que le filtre optimal s’e´crit sous la forme
hopt = C
−1
xxRyx. (5.19)
Nous pouvons utiliser cette expression pour le calcul d’une estimation
de hopt, en remplac¸ant C−1xx et Ryx par des estimateurs Ĉ−1xxk et R̂yxk.
Or, Ryx = E[y(n)xc,n] peut eˆtre approche´ par l’estimateur naturel
R̂yxk =
1
k
k∑
i=1
y(i)xc,i,
qui s’e´crit de fac¸on re´cursive selon
R̂yxk =
k − 1
k
R̂yxk−1 +
1
k
y(k)xc,k.
De meˆme, un estimateur naturel de la matrice de corre´lation du vecteur
xc,n est
Ĉxxk =
1
k
k∑
i=1
xc,ix
T
c,i,
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Ĉxxk =
k − 1
k
Ĉxxk−1 +
1
k
xc,kx
T
c,k.
Nous souhaitons avoir un estimateur de l’inverse de la matrice
covariance 10,11. Remarquons que nous allons effectuer le produit
Ĉxx
−1
k R̂yxk. Par suite, les termes en 1/k des estimateurs pre´ce´dents
vont se simplifier, et nous travaillerons donc sur{
Ĉxxk = Ĉxxk−1 + xc,kxTc,k
R̂yxk = R̂yxk−1 + y(k)xc,k.
Soit Kk la matrice inverse de Ĉxxk. A partir de cette forme re´cursive,
et en utilisant le lemme d’inversion matricielle de Woodbury (A +
BC)−1 = A−1 − A−1B(1 + CA−1B)−1CA−1, il vient
Kk = Kk−1 −
Kk−1xc,kxTc,kKk−1
1 + xTc,kKk−1xc,k
. (5.20)
Evaluons maintenant hopt,k = KkRyx. En utilisant (5.20) on obtient
apre`s quelques manipulations
hopt,k = hopt,k−1 + Kkxc,k
(
y(k)− hTopt,k−1xc,k
)
. (5.21)
Cette dernie`re e´quation couple´e a` l’e´quation (5.20) constitue l’algo-
rithme RLS. La matrice Kk est appele´e gain de Kalman. Elle ponde`re
a` chaque instant la correction a` effectuer sur le filtre pour s’approcher
de la solution optimale. Imposer a` cette matrice d’eˆtre proportionnelle
a` la matrice identite´ permet de retrouver l’algorithme LMS (5.18).
L’initialisation de Kk se fait traditionnellement par K0 = cte.I ou`
cte >> 1 et I repre´sente la matrice identite´.
5.3.5 Identification re´cursive dans le domaine fre´quen-
tiel
Rappelons qu’en fre´quence, le crite`re quadratique a` minimiser est
E[|Y (m)−HTmXm|2]. L’estimation re´cursive est ici plus subtile. En effet, dans
le domaine temporel, nous disposons directement des e´chantillons participant
au vecteur de re´gression puisque ce sont les e´chantillons meˆme du signal. Dans
le cas fre´quentiel, le filtre est calcule´ fre´quence par fre´quence, et pour re´ussir
10On n’utilise pas une estimation de l’inverse de la matrice covariance mais plutoˆt l’inverse
de l’estime´e de cette matrice. Ceci n’est bien suˆr pas e´quivalent mais l’algorithme ainsi de´fini
converge vers le filtre optimal.
11Dans un contexte ou` le re´cursif n’est pas ne´cessaire, l’inversion de la matrice de cova-
riance peut eˆtre effectue´e a` la fin du calcul.
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l’adaptation du filtre nous devons disposer de nombreuses re´alisations pour
chaque fre´quence. Les algorithmes pour l’identification dans le domaine fre´-
quentiel devront donc commencer par un tronc¸onnage du signal temporel en
blocs, dont les transforme´es de Fourier fourniront les re´alisations requises. Dans
ce qui suit, l’indice k qui apparaitra sera alors relatif a` la re´alisation nume´ro
k (issue du kie`me bloc). L’adaptation ne se fait plus ici directement au cours
du temps, mais “au cours des blocs” ! Nous supposerons donc posse´der un
continuum de blocs pour simplifier la pre´sentation. L’indice k apparaitra alors
explicitement.
– Algorithme du gradient
De meˆme que pour l’identification dans le domaine temporel, nous
obtenons un algorithme du gradient selon
Hm,k+1 = Hm,k − 1
2
µ(m)∇Hm(E[|Y (m)−HTmXm|2])|Hm,k .
Le pas d’adaptation de´pend explicitement de la fre´quence puisque
l’identification se fait canal par canal. Effectuer la diffe´rentiation
conduit a`12
Hm,k+1 = Hm,k + µ(m)E[(Y (m)k+1 −XTm,k+1Hm,k)X∗m,k+1].
La version stochastique de cet algorithme est alors la suivante
Hm,k+1 = Hm,k + µ(m)(Y (m)k+1 −XTm,k+1Hm,k)X∗m,k+1.
– Algorithme RLS
L’approche adopte´e pour le domaine temporel peut eˆtre reprise ici
[155]. Nous partons de la forme du filtre optimal, et, a` l’aide de la for-
mule d’inversion de Woodbury, nous obtenons une estime´e re´cursive
de l’inverse de la matrice covariance du vecteur de re´gression. L’algo-
rithme RLS est alors
C−1XmXm,k+1 = C
−1
XmXm,k −
C−1
XmXm,k
X∗
m,k+1X
T
m,k+1C
−1
XmXm,k
1+XT
m,k+1C
−1
XmXm,k
X∗
m,k+1
RY (m)Xm,k+1 = RY (m)Xm,k + Y (m)k+1X
∗
m,k+1
Hm,k+1 = C
−1
XmXm,k+1RY (m)Xm,k+1.
5.3.6 Complexite´ nume´rique des algorithmes RLS
Nous effectuons ici une rapide analyse de la complexite´ nume´rique des
algorithmes RLS dans les domaines temporel et fre´quentiel. La complexite´ est
ici e´tudie´e pour un filtre quadratique pur.
12On utilise la de´rivation formelle dzz
∗
dz∗
= 2z.
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– Domaine temporel.
Il est connu que la re´solution d’un syste`me line´aire d’ordre P par un
algorithme RLS requiert P 2 ope´rations par e´chantillon. Si le signal
comporte N points, ce nombre s’e´le`ve a` NP 2.
– Domaine fre´quentiel.
Supposons que le signal comporte N points. Il est de´coupe´ en tranches
de M points, M e´tant une puissance de 2. La transforme´e de Fourier
rapide sur un bloc requiert M log2 M ope´rations. L’algorithme RLS ef-
fectue son adaptation au cours des blocs. De plus, la taille du vecteur
a` adapter de´pend de la fre´quence (voir la figure (5.1)). La taille de ces
vecteurs est majore´e par M . Par fre´quence et par bloc, l’algorithme
requiert alors un nombre d’ope´rations infe´rieur ou e´gal a` M2. Or, il
y a M fre´quences a` traiter et NM blocs. Les ope´rations requises apre`s
les transformations de Fourier sont donc au nombre de NM2. Finale-
ment, l’algorithme RLS fre´quentiel requiert environ N(M2 + log2 M)
ope´rations.
– Comparaison.
Si la me´moire du filtre temporel est choisie e´gale a` M , alors P =
M(M−1)
2 et nous obtenons
algorithme temporel : NM4 ope´rations.
algorithme fre´quentiel : N(M2 + log2 M) ope´rations.
Le temps de calcul est donc beaucoup plus court dans le cas fre´quentiel.
Par contre, la dualite´ temps-fre´quence se retrouve au niveau nume´rique
dans une dualite´ temps de calcul-place me´moire ! En effet, la place
requise pour l’algorithme temporel est de l’ordre de M4 cases me´moire,
alors qu’il est de M5 cases pour l’algorithme fre´quentiel.
Notons que des versions rapides de l’algorithme RLS temporel ont e´te´
propose´es par V.J. Matthews et ses collaborateurs, ramenant la complexite´ a`
NM3 ope´rations [128, 192].
5.4 Application : soustraction de bruit
La me´thode de Soustraction de Bruit (SdB) (Noise Cancellation en An-
glais) apparaˆıt pour la premie`re fois en 1975 dans un ce´le`bre article de B.
Widrow et de ses colle`gues [197]. L’application de cette me´thode a` l’e´coute du
cœur d’un fœtus est remarquable. En effet, les battements du cœur d’un fœtus
sont faibles, et sont en grande partie cache´s par ceux du cœur de la me`re.
Widrow propose alors de placer un capteur de re´fe´rence au niveau du cœur
de la me`re, et montre comment estimer l’influence de cette re´fe´rence sur un
capteur d’e´coute place´ pre`s du cœur du fœtus. Une fois l’influence quantifie´e,
il suffit de la retrancher du capteur d’e´coute pour obtenir le rythme cardiaque
propre du fœtus. La soustraction de bruit est donc une me´thode d’e´limination
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x(n) o(n)
s(n)+b(n)Traitement
Modèle physique
s(n) b(n)
Fig. 5.2 – Principe de la Soustraction de Bruit. La partie mode`le physique
repre´sente la propagation de la re´fe´rence bruit vers le capteur du signal utile.
Les signaux o(n) et x(n) sont mesure´s. La partie traitement re´alise l’identifi-
cation du milieu de propagation F et la soustraction du signal y(n) estime´.
de bruit d’un signal lorsque l’on a acce`s a` une re´fe´rence lie´e au bruit pollueur.
Elle est fonde´e sur des hypothe`ses de type inde´pendance et son principe est
d’identifier le lien entre la re´fe´rence (souvent appele´e re´fe´rence bruit seul) et
le bruit. L’identification e´tant faite, une estimation du bruit est obtenue et est
retranche´e du signal bruite´. Cette de´marche est re´sume´e par la figure (5.2).
Les travaux de pionnier de B. Widrow et de ses collaborateurs ont conduit
de nombreuses e´quipes a` travailler dans le domaine. Toutefois, les e´tudes ont
e´te´ principalement mene´es dans le cas ou` le lien entre le bruit et sa re´fe´rence
est suppose´ line´aire. Plus pre´cise´ment, nous pouvons dire qu’aucune hypothe`se
n’e´tait faite sur la nature du lien, mais que ce lien e´tait identifie´ dans la
classe tre`s restreinte des syste`mes line´aires. De plus, de nombreux travaux ont
concerne´ la soustraction de bruit en line´aire pour des signaux non stationnaires.
Une synthe`se de´taille´e des divers algorithmes utilisables et une bibliographie
e´tendue peuvent eˆtre trouve´es dans [22]. Durant ces deux dernie`res de´cennies,
peu d’inte´reˆt a e´te´ porte´ au cas ou` l’identification du lien s’effectue par des
filtres non line´aires. L’objet de ce paragraphe est l’application des filtres de
Volterra a` la soustraction de bruit. Dans un premier temps, nous donnons la
solution au proble`me, dans les domaines temporel et fre´quentiel, puis nous
pre´sentons un cas re´el issu d’expe´riences de SONAR.
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5.4.1 Filtres de Volterra et Soustraction de Bruit
Conside´rons a` nouveau le sche´ma de la figure (5.2) en supposant que le
filtre liant la re´fe´rence au bruit est non line´aire. La mode´lisation du syste`me
physique est la suivante{
o(n) = s(n) + y(n) + b(n)
y(n) = F (x(n)).
(5.22)
ou` x(n) et o(n) sont observe´s et b(n) est le bruit de fond. De plus, b(n), x(n)
et s(n) sont suppose´s inde´pendants et centre´s. Nous allons identifier le lien F
par un filtre de Volterra discret d’ordre K et me´moire M finis. Le proble`me
est de trouver le meilleur e´le´ment de V Fx,K,M au sens de l’erreur quadratique
moyenne minimum Eq. Ainsi, nous cherchons hoptxc,n de V Fx,K,M tel que
hopt = Arg MinhE[(y(n)− hTxc,n)2].
Mais y(n) est inaccessible !
Toutefois, l’hypothe`se d’inde´pendance entre x(n) et s(n) + b(n) et leur
caracte`re centre´ permettent de conclure que
Eq′ = E[(o(n)− hTxc,n)2] = Eq + E[(s(n) + b(n))2].
Donc, minimiser Eq est e´quivalent a` minimiser Eq′. Le filtre optimal est donc
obtenu en utilisant les me´thodes pre´sente´es au paragraphe 5.3. Ceci est bien
suˆr valable dans les domaines temporel et fre´quentiel :
– domaine temporel :
hopt = C
−1
xxRyx.
L’erreur d’estimation est alors
Eq′min = E[(s(n) + b(n))
2] + E[y(n)2]
− RToxC−1xxRox.
– domaine fre´quentiel :
Hm,opt = C
−1
XmXm
RY (m)Xm .
L’erreur d’estimation est alors
Eq′min(m) = E[|S(m) + B(m)|2] + E[|Y (m)|2]
− R†O(m)XmC−1XmXmRO(m)Xm .
Avant d’illustrer cette me´thode sur un cas re´e´l (paragraphe 5.4.2), fai-
sons une remarque sur l’hypothe`se d’inde´pendance entre le signal utile et la
re´fe´rence bruit-seul.
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Non inde´pendance entre signal utile et la re´fe´rence bruit-seul
Comme pre´sente´ dans les paragraphes pre´ce´dents, la me´thode de soustraction
de bruit ne fonctionne que si des hypothe`ses d’inde´pendance entre le signal
utile et la re´fe´rence bruit-seul sont ve´rifie´es. Comme l’a remarque´ H. Mer-
moz [151], si ces hypothe`ses ne sont pas ve´rifie´es, effectuer le traitement peut
conduire a` un de´gradation importante des performances, et il est pre´fe´rable en
ge´ne´ral de ne rien faire !
L’invalidite´ de l’hypothe`se d’inde´pendance entre signal utile et re´fe´rence
bruit-seul peut venir du fait que le signal utile se me´lange e´galement a` la
re´fe´rence bruit-seul. La mode´lisation (5.22) doit alors eˆtre modifie´e et peut se
re´e´crire selon {
o1(n) = s(n) + F (x(n)) + b1(n)
o2(n) = G(s(n)) + x(n) + b2(n).
Dans cette mode´lisation, on suppose l’inde´pendance entre les signaux s(n),
x(n), b1(n) et b2(n). Ce mode`le repre´sente le me´lange de deux signaux inde´pen-
dants, et reconstituer s(n) et x(n) a` partir des observations o1(n) et o2(n) rele`ve
de la se´paration de sources. Lorsque les transferts F (.) et G(.) sont line´aires, la
se´paration de s(n) et x(n) est possible en utilisant les techniques de´veloppe´es au
chapitre 7. Cette remarque est illustre´e par quelques exemples au paragraphe
7.3.5. Si les tranferts sont non line´aires, la se´paration doit attendre les progre`s
des nombreux chercheurs travaillant encore sur ce domaine ! ! ! Notons que les
travaux de M. Krob et M. Benidir [119] concernant l’identification aveugle de
filtres de Volterra multidimensionnels offrent une piste inte´ressante pour cette
recherche.
5.4.2 Etude d’un cas re´el
Nous proposons maintenant une application re´elle de la soustraction de
bruit utilisant les filtres de Volterra. Notre but est uniquement de montrer que
dans ce cas la mode´lisation non line´aire apporte un gain non ne´gligeable dans
les performances.
La situation re´elle a` laquelle nous nous inte´ressons ici est issue de mesures
sonar re´alise´es sur un bateau. Le sonar se trouve sous la coque du bateau
dans le doˆme sonar. Il e´coute les bruits sous-marins, espe´rant y de´tecter des
signaux issus d’autres bateaux. Lors de la pre´sence d’un tel signal, le bruit
sous-marin ambiant est ine´vitablement pre´sent. Mais la mesure est e´galement
entache´e d’une autre source de bruit : le bruit propre du bateau, provoque´ par
ses moteurs et autres auxiliaires. Ces bruits e´tant provoque´s par les machines
du bateau, il est bien suˆr possible de disposer pre`s de ces sources de bruit
des capteurs qui donnent des signaux repre´sentatifs de ces bruits : ce sont les
re´fe´rences bruit seul. La description faite est re´sume´e par la figure (5.3).
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Fig. 5.3 – Expe´rience re´elle e´tudie´e. Le sonar est fixe´ sous la coque du bateau
et rec¸oit le signal utile, le bruit ambiant sous-marin et les bruits propres des
machines. La sortie du sonar et les re´fe´rences bruit sont enregistre´es.
Rappelons la mode´lisation mathe´matique du proble`me :{
o(n) = s(n) + y(n) + b(n)
y(n) = F (x(n)).
Effectuons maintenant la description des signaux observe´s o(n) et x(n). Leurs
spectres respectifs apparaissent sur les figures (5.4) et (5.5). La figure (5.6)
repre´sente la cohe´rence entre ces deux signaux. Ces figures appellent quelques
commentaires :
– Le signal o(n) issu du sonar semble compose´ de trois parties distinctes.
La premie`re est ce plateau tre`s large bande repre´sentant certainement
le bruit de fond. La seconde apparaˆıt sous forme d’une bosse dans la
partie [0, 0.25] du spectre qui doit eˆtre due au signal utile. Enfin, se
superpose un spectre de raies provenant probablement du bruit pro-
voque´ par les machines du bateau. Notons que les raies composant ce
spectre discret sont puissantes sur toute la gamme de fre´quence.
– La re´fe´rence x(n) pre´sente une structure essentiellement a` spectre de
raies. Ceci n’est pas e´tonnant puisque ce signal est repre´sentatif d’une
machine tournante. Remarquons que les raies sont tre`s puissantes dans
la premie`re moitie´ du spectre, et beaucoup plus faibles, voire inexis-
tantes, dans la seconde moitie´.
– La cohe´rence entre o(n) et x(n) montre bien que le plateau et la bosse
sont “exte´rieurs” au bateau, et que les raies pre´sentes en sortie du sonar
proviennent line´airement de la re´fe´rence bruit. Tempe´rons toutefois
cette affirmation en remarquant que les raies dans la partie [0, 0.25]
du spectre sont tre`s cohe´rentes, alors qu’elles le sont bien moins dans
la seconde moitie´ du spectre [0.25, 0.5]. Or, dans cette partie, les raies
sont pre´sentes sur la sortie mais absentes (tre`s faibles) sur la re´fe´rence.
D’ou` viennent ces raies, puisqu’elles ne parviennent line´airement que
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Fig. 5.4 – Spectre en dB de la sortie du sonar. 256 canaux de fre´quence sont
repre´sente´s (195 moyennes).
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Fig. 5.5 – Spectre en dB de la re´fe´rence bruit seul. 256 canaux de fre´quence
sont repre´sente´s (195 moyennes).
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Fig. 5.6 – Cohe´rence entre la re´fe´rence et la sortie sonar. 256 canaux de
fre´quence sont repre´sente´s (195 moyennes).
tre`s faiblement (cohe´rence basse) ?
Nous pouvons re´pondre a` cette question en supposant que les bruits pro-
voque´s par les machines se transfe`rent non line´airement entre les machines
et le doˆme sonar (il y a bien entendu e´galement une partie line´aire dans ce
transfert). Cette supposition se fonde sur une sorte de doublement de fre´quence
qui apparaˆıt entre la re´fe´rence et la sortie du sonar. La non-line´arite´ est peut-
eˆtre “pure” mais est peut-eˆtre e´galement due a` des effets de saturation. La
me´connaissance de la physique du bateau nous empeˆche d’avancer plus dans les
suppositions. Toutefois, nous pouvons essayer de ve´rifier quantitativement ces
arguments qualitatifs en utilisant des statistiques d’ordre supe´rieur sensibles
aux non-line´arite´s. L’outil adapte´ a` cette recherche est la bicohe´rence, comme
nous l’avons montre´ au paragraphe 5.1.5. Rappelons sa de´finition
γo,x(3)(m1, m2) =
|E[X(m1)X(m2)O∗(m1 + m2)]|2
E[|X(m1)|2]E[|X(m2)|2]E[|O(m1 + m2)|2] ,
et re´pe`tons qu’elle pre´sente des valeurs proches de 1 en (m1, m2) si les fre´quen-
ces m1 et m2 de x(n) ont interagi quadratiquement pour cre´er la fre´quence
m1+m2 de o(n). Nous avons calcule´ cette bicohe´rence pour les signaux utilise´s
ici, et le re´sultat apparaˆıt sur la figure (5.7).
Commentons ce re´sultat en prenant un couple de fre´quences a` titre
d’exemple. Sur la bicohe´rence apparaˆıt un pic prononce´ au couple (0.18,0.06).
Ceci signifie donc que la raie situe´e a` la fre´quence 0.24 de la sortie provient
(peut eˆtre en partie) de l’interaction non line´aire entre les fre´quences 0.18 et
0.06 de la re´fe´rence. Nous attendons donc sur cette raie une meilleure soustrac-
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Fig. 5.7 – Bicohe´rence entre la re´fe´rence et la sortie sonar. 512 canaux
fre´quentiels utilise´s (128 moyennes).
tion en utilisant l’approche non line´aire qu’en utilisant les techniques line´aires.
Venons-en maintenant aux re´sultats apre`s soustraction. Mentionnons de
suite que ces signaux ont e´te´ de´ja` traite´s d’une fac¸on approfondie par tech-
niques line´aires dans [184, 98, 205]. La conclusion obtenue dans [184] montre
que ces signaux sont mieux adapte´s a` des traitements fre´quentiels, puisque
le travail d’identification porte essentiellement sur des raies. La mode´lisation
transversale en temps est donc peu ade´quate car elle ne´cessite un grand nombre
de coefficients. Dans [98], ou` une approche multire´fe´rences (nous disposons de
plusieurs re´fe´rences bruit issues de capteurs dispose´s pre`se de diverses ma-
chines) est de´veloppe´e, il est montre´ que la re´fe´rence choisie ici donne de
tre`s bons re´sultats lorsqu’utilise´e seule. Cette conclusion est confirme´e dans
[205] ou` le filtre identifie´ est a` re´ponse impulsionnelle infinie (identification par
pre´diction). Donc, dans ce cas re´el, choisir comme re´fe´rence la plus cohe´rente
avec la sortie semble eˆtre une de´cision correcte.
Conditions expe´rimentales et re´sultats La soustraction de bruit est ef-
fectue´e dans le domaine temporel apre`s identification du filtre en temps. Dans
les cas line´aire et line´aire-quadratique, la me´moire retenue est M = 30. Le cal-
cul des statistiques se re´alise sur un horizon de 100000 e´chantillons temporels.
La performance de soustraction est chiffre´e par la diffe´rence entre le
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Fig. 5.8 – Spectre en dB de l’estime´e du signal utile par traitement line´aire.
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Fig. 5.9 – Gain en dB pour le traitement line´aire.
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Fig. 5.10 – Spectre en dB de l’estime´e du signal utile par traitement line´aire-
quadratique.
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Fig. 5.11 – Gain en dB pour le traitement line´aire-quadratique.
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spectre en dB de sortie avant et apre`s traitement. Cet indice de performance
sera appele´ gain. Ses valeurs positives de´notent une bonne soustraction de
bruit. Les re´sultats sont montre´s sur les figures (5.8) a` (5.11).
Comme pre´vu, le traitement line´aire apporte de bons re´sultats dans la
premie`re moitie´ de la bande. Par contre son insuffisance, de´ja` pre´dite par
la cohe´rence, apparaˆıt nettement dans la partie [0.25,0.5] du spectre (figures
(5.8) et (5.9) ). Le traitement line´aire-quadratique (figures (5.10) et (5.11) )
ame´liore la soustraction dans cette partie du spectre, comme la diffe´rence des
spectres le montre. Ce gain est surtout visible sur la raie 0.24, ce qui confirme
la non-line´arite´ de´tecte´e par la bicohe´rence pour le couple (0.06,0.18). Notons
e´galement que des gains non ne´gligeables sont obtenus en basse fre´quence. Tou-
tefois, la me´moire limite´e choisie n’autorise pas d’ame´lioration exceptionnelle.
5.5 En guise de conclusion
La pre´sentation des filtres de Volterra s’ache`ve. Pour conclure, tentons
de relever leurs faiblesses. Ces de´veloppements ge´ne´ralisent aux fonctionnelles
les de´veloppements de Taylor. Ainsi, les syste`mes “de´veloppables” doivent eˆtre
suffisamment doux, et les zones de convergence peuvent eˆtre limite´e. L’identifi-
cation de non-line´arite´s “dures”, telles des saturations, sont donc difficilement
approchables par des filtres de Volterra.
Un autre point de´licat concerne l’aspect pratique des filtres discrets :
leur identification requiert de chercher un nombre de parame`tres croissant ex-
ponentiellement avec l’ordre du filtre. Dans les applications, les limitations
informatiques empeˆchent d’identifier des ordres de non-line´arite´s e´leve´s. Dans
ce contexte, les approches orthogonales permettent une recherche non exhaus-
tive de termes polynoˆmiaux qui peuvent eˆtre d’ordre e´leve´s. Une approche pour
pallier ce proble`me repose sur les filtres biline´aires, qui incluent une re´cursivite´
non line´aire assurant un ordre infini au filtre polynoˆmial. A temps discret, leur
de´finition est
y(n) =
q∑
k=0
h(k)x(n− k) +
p∑
k=1
g(k)y(n− k) +
r∑
k=0
s∑
l=1
c(k, l)x(n− k)y(n− l)
Un filtre biline´aire est donc un filtre ARMA(p, q) auquel est adjoint un
terme biline´aire assurant un ordre de non-line´arite´ infini. Les filtres biline´aires
peuvent e´galement se mettre sous forme matricielle. Ils sont applique´s a` la sous-
traction de bruit pour le meˆme exemple traite´ pre´ce´demment dans [153, 152].
L’ordre infini donne´ par le terme biline´aire assure un “nettoyage” plus perfor-
mant que les filtres de Volterra.
Pour terminer, mentionnons que les filtres de Volterra sont applique´s
dans bon nombre de domaines, du traitement d’image a` l’annulation d’e´chos,
de l’identification de syste`mes a` l’e´galisation de canal, . . .
Deuxie`me partie
Signaux multidimensionnels
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Dans les chapitres pre´ce´dents, nous avons pre´sente´ des techniques d’ana-
lyse s’appliquant a` un signal de´pendant d’une seule variable. Ces techniques
de traitement sont adapte´es aux situations dans lesquelles on ne dipose que
d’un seul capteur, qui de´livre un signal fonction du temps. Dans de nombreux
cas, on disposera de plusieurs capteurs re´partis dans l’espace, qui de´livreront
chacun un signal de´pendant du temps. L’ensemble de ces signaux constitue
un signal qualifie´ de spatio-temporel, multidimensionnel, ou multivariable : la
terminologie varie selon les ouvrages.
Les signaux multidimensionnels issus d’un re´seau de capteurs se ren-
contrent dans de nombreux domaines d’application. En astronomie ou en as-
trophysique, on utilise des re´seaux d’antennes. Les syste`mes radar utilisent de
plus en plus les signaux issus d’un re´seau de capteurs. Le sonar a toujours utilise´
des re´seaux d’hydrophones soit fixes soit tracte´s. La prospection sismique met
en œuvre des re´seaux de ge´ophones re´partis sur le sol. L’e´lectocardiographie,
l’e´lectroence´phalographie produisent des signaux spatio-temporels capte´s en
divers points du patient. Le controˆle non destructif re´alise e´galement un ba-
layage de la surface de la pie`ce controˆle´e. En te´le´communications ou pour
l’interception, en guerre e´lectronique, on recourt de plus en plus souvent a` plu-
sieurs antennes. On pourrait multiplier les exemples de situations mettant en
jeu des signaux multidimensionnels.
Le traitement des signaux multidimensionnels peut avoir plusieurs objec-
tifs. Nous retiendrons ici les deux objectifs principaux qui sont la localisation
des sources et la se´paration des sources. Nous reviendrons sur la de´finition de
ce que l’on appelle une source.
La localisation des sources est l’objectif traditionnel du traitement d’an-
tenne. Le re´seau de capteurs constitue alors une antenne. On conside`re souvent
que les sources sont ponctuelles et tre`s e´loigne´es de l’antenne et l’on cherche a`
de´terminer leur direction.
La se´paration de sources a pour objectif de restituer les signaux e´mis par
chacune des sources, qui sont me´lange´s lors de la re´ception sur l’antenne. Ce
traitement est ne´cessaire quand on veut acce´der a` une estimation de la forme
d’onde d’une ou de plusieurs sources rec¸ues. Citons le controˆle de machines
fonctionnant ensemble ou la se´paration d’e´chos en radar.
Apre´s avoir pre´cise´ le mode`le sur lequel sont base´es les diverses approches,
nous pre´senterons, pour la localisation et pour la se´paration de sources, les
techniques classiques fonde´es sur l’utilisation de grandeurs du second ordre.
Nous montrerons ensuite les limitations de ces techniques a` l’ordre 2 et nous
de´crirons les nouveaux moyens de traitement faisant appel a` des statistiques
d’ordre supe´rieur a` 2.
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Chapitre 6
Traitement d’antenne
Les techniques classiques utilise´es en traitement d’antenne a` l’ordre 2 sont
fonde´es sur la formation de voies et sur le goniome`tre. Nous allons montrer que
ces techniques peuvent eˆtre e´tendues aux ordres supe´rieurs a` 2.
6.1 Mode´lisation
Le mode`le des signaux rec¸us sur l’antenne est fixe´ par les signaux e´mis
par les sources, modifie´s par la propagation entre les sources et les capteurs.
6.1.1 Les signaux rec¸us
Nous nous plac¸ons ici dans le cas de signaux spatio-temporels. D’autres
proble`mes pourraient eˆtre mode´lise´s de la meˆme manie`re, notamment le trai-
tement de signaux de natures physiques diffe´rentes rec¸us sur un re´seau de
capteurs. Le signal spatio-temporel est de´terministe ou ale´atoire, il de´pend du
temps et de l’espace. De manie`re ge´ne´rale un tel signal peut se repre´senter par
une fonction de plusieurs variables y(t, r), t e´tant l’instant de mesure, et r le
vecteur de´finissant la position du capteur. Il est e´galement possible de pas-
ser dans le domaine spectral et de traiter le signal spatio-fre´quentiel1 y(ν, r)
re´sultant d’une transforme´e de Fourier de y(t, r).
Nous nous limiterons ici au traitement des signaux de´pendant de la
fre´quence. Il existe a` l’ordre 2 des me´thodes de traitement travaillant directe-
ment sur les signaux temporels. Le fait de travailler en fre´quence nous conduira
a` traiter des signaux a` valeurs complexes alors que les signaux temporels sont
en ge´ne´ral a` valeurs re´elles.
Comme nous l’avons indique´, on utilise les signaux rec¸us par un re´seau
de capteurs : ceci revient a` discre´tiser l’espace. Les signaux rec¸us sont alors de
la forme
y(ν, ri), 1 ≤ i ≤ K,
1Pour simplifier les notations, nous repre´sentons par le meˆme symbole les signaux tem-
porels ou spectraux. Le contexte permet de retrouver le domaine conside´re´.
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K de´signant le nombre de capteurs.
Il est bon que la discre´tisation spatiale ne perturbe pas les mesures. Pour
cela il faut ve´rifier des conditions de Shannon spatiales. On se limite souvent
a` la localisation de sources dans un plan, re´alise´e par un re´seau rectiligne
de capteurs e´quidistants –figure (6.1)–. Dans ce cas, la condition de Shannon
spatiale stipule que l’e´cart entre deux capteurs doit eˆtre infe´rieur a` la demi-
longueur d’onde. Pour traiter un cas ve´ritablement tridimensionnel on doit
mettre en œuvre un re´seau plan de capteurs. On les dispose souvent aux nœuds
d’une grille rectangulaire ou carre´e. La condition de Shannon exige que l’e´cart
entre deux capteurs soit toujours infe´rieur a` la demi-longueur d’onde.
Dans le cas plan et dans le cas ge´ne´ral (on parle de traitements 2D ou 3D),
la localisation des capteurs est un premier proble`me important. En particulier
dans la prospection sismique, comme l’on de´place le re´seau de capteurs, il
existe une grande varie´te´ de possiblite´s de combinaisons des signaux capte´s
[141].
La matie`re premie`re du traitement d’antenne ou de la se´paration de
sources est donc le signal spatio-fre´quentiel y(ν, ri). On simplifie les e´critures
en adoptant des notations vectorielles, plus compactes. Les K composantes du
signal sont regroupe´es dans un vecteur colonne
y(ν) =

y(ν, r1)
...
y(ν, rK)
 ,
auquel on associe le vecteur ligne transpose´ et congugue´, y†(ν). En pratique,
les signaux sont e´chantillonne´s en temps et la transformation de Fourier est
re´alise´e de fac¸on discre`te induisant un e´chantillonnage en fre´quence. Si la dure´e
du signal traite´ est D, on obtient les valeurs suivantes de la fre´quence : νk =
k/D. Nous reviendrons a` cette forme pratique quand cela sera utile mais en
ge´ne´ral nous utiliserons les signaux continus en fre´quence.
Pour comple´ter le mode`le d’observation, nous devons pre´ciser la forme
des sources et les conditions de propagation entre les sources et les capteurs.
6.1.2 Les sources
Pour eˆtre localisables et se´parables, les sources doivent influencer les si-
gnaux rec¸us (observabilite´). On distingue deux situations dites passives et ac-
tives. Ces qualificatifs sont relatifs a` l’expe´rimentateur. Dans la situation pas-
sive l’expe´rimentateur rec¸oit des signaux issus de sources qu’il ne controˆle pas.
C’est le cas en astronomie ou` les astres sont les e´metteurs, et ce peut eˆtre le cas
aussi en radar ou en sonar (e´coute passive e´lectromagne´tique ou acoustique).
C’est le cas e´galement en e´lectrocardiographie ou en e´lectroence´phalographie.
Dans le cas actif, le signal est e´mis par un syste`me controˆle´ par
l’expe´rimentateur. Ce signal est renvoye´ (apre`s de´formation) par la source
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qui l’a marque´ de son empreinte. C’est le cas en radar et en sonar actifs ou`
les sources, que l’on appelle alors des cibles, re´fle´chissent un code e´mis par
l’expe´rimentateur. C’est e´galement le cas en prospection sismique ou` une onde
e´lastique est envoye´e dans le sous-sol. Les sources sont ici les interfaces entre
les couches ge´ologiques du sous-sol. Ces interfaces renvoient vers l’antenne un
signal re´fle´chi, re´fracte´ ou diffracte´ selon les conditions expe´rimentales.
Nous conside´rerons les sources comme des e´metteurs de signaux (meˆme
s’il ne s’agit que d’objets re´fle´chissant ou re´fractant d’autres e´missions). Nous
postulons ainsi une connaissance tre`s faible quant aux signaux e´mis par les
sources, notre objectif e´tant, dans la se´paration de sources, de retrouver la
forme de ces signaux. Dans le cas actif, cette approche est clairement sous-
optimale, puisque l’on connait le signal qui a e´te´ e´mis, avant propagation et
de´formation par la cible2 . Lorsque la forme du signal est connue, le seul objectif
est la localisation des sources.
Si nous ne postulons strictement rien sur les signaux e´mis par les sources,
on imagine aise´ment que les proble`mes de se´paration ou de localisation sont
insolubles. On ajoute donc une hypothe`se fondamentale pour la suite de notre
e´tude : on suppose que les signaux e´mis par les sources sont statistiquement
inde´pendants.
Ce point capital doit eˆtre discute´. Pour des signaux ale´atoires notre hy-
pothe`se a un sens. Qu’en est-il des signaux de´terministes ? Expliquons-le sur
un exemple simple. Soient deux signaux ale´atoires x(t) et y(t), centre´s, sta-
tionnaires et inde´pendants. En travaillant a` l’ordre 2, l’inde´pendance se re´duit
au fait que le moment croise´ d’ordre 2 est nul, soit
Cxy(2)(τ) = E[x(t) y(t+ τ)] = 0, ∀τ
Pratiquement nous ne diposons que d’une seule re´alisation des signaux x(t) et
y(t), connue sur la dure´e T , et nous estimons le moment croise´ en postulant
des proprie´te´s d’ergodisme (voir chapitre 2). La fonction d’intercorre´lation est
alors la moyenne temporelle
Cxy(2)(τ) =
1
T
∫ T/2
−T/2
x(t) y(t+ τ)dt.
Nous conside´rerons les signaux x(t) et y(t) comme inde´pendants si
cette moyenne temporelle est “approximativement” nulle. Ainsi de´finie, la
de´corre´lation s’applique aussi bien aux signaux de´terministes qu’aux signaux
ale´atoires. On ge´ne´ralise alors cette approche aux ordres supe´rieurs : nous di-
rons que deux signaux de´terministes sont inde´pendants si tous les cumulants
croise´s empiriques des deux signaux sont nuls3.
2Des techniques prenant en compte la connaissance de la forme du signal ont e´te´
de´veloppe´es [96].
3Voir la discussion sur les multicorre´lations de signaux de´terministes page 70.
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L’hypothe`se d’inde´pendance est assez naturelle dans certains des
exemples cite´s plus haut : sonar passif, astronomie. . .Elle est plus difficile a
re´aliser dans d’autres situations comme la prospection sismique, mais on peut
se placer dans des conditions simulant l’inde´pendance en utilisant de “bons”
estimateurs des grandeurs caracte´ristiques [123].
6.1.3 La propagation
Les travaux classiques supposent que la propagation est line´aire, station-
naire et de´terministe. Ceci est conforme aux lois de propagation des ondes tant
que la perturbation qu’elles engendrent reste petite. On peut parler du “prin-
cipe de superposition des petits mouvements”. La propagation entre chaque
source et chaque capteur est alors un filtrage line´aire et invariant dans le temps.
En supposant la pre´sence de P sources e´mettant des signaux sp(t), le
signal yi(t) rec¸u sur le capteur i s’e´crit
yi(t) =
P∑
p=1
∫
aip(t− τ) sp(τ) dτ + bi(t), ∀i = 1, . . . , K.
Dans cette relation, aip(.) repre´sente la re´ponse impulsionnelle du filtre
de´crivant la propagation entre la source p et le capteur i ; c’est la fonction
de Green des physiciens. Le terme bi(t) de´signe un bruit additif, ne´cessaire
dans toute mode´lisation re´aliste.
Dans le domaine spectral, l’e´quation pre´ce´dente devient
yi(ν) =
P∑
p=1
aip(ν) sp(ν) + bi(ν), ∀i = 1, . . . , K. (6.1)
On introduit alors les vecteurs
ap(ν) =

a1p(ν)
...
aKp(ν)
 ,
qui sont de´nomme´s vecteurs sources. Ils de´crivent la propagation entre la source
p et les capteurs du re´seau.
Les composantes a` valeurs complexes sp(ν) peuvent s’interpre´ter de deux
fac¸ons. Lorsque le signal spectral est obtenu par transformation de Fourier du
signal temporel, elles de´crivent la composante spectrale a` la fre´quence ν du
signal e´mis par la source p. Lorsque, comme cela est souvent le cas, les signaux
sont a` bande e´troite, ce sont les amplitudes complexes des signaux e´mis par
les sources. Enfin, bi(ν) est le bruit sur le capteur i.
La relation (6.1) peut s’e´crire de manie`re plus compacte selon
y(ν) =
P∑
p=1
ap(ν)sp(ν) + b(ν) = A(ν) s(ν) + b(ν).
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θp
d=   sinΔ θp
Δ
Onde plane
x0
y
Fig. 6.1 – Re´seau rectiligne de capteurs e´quidistants. Les capteurs sont se´pare´s
par une distance ∆, l’angle entre l’axe Oz et le vecteur d’onde est θp, de sorte
que la diffe´rence de marche entre deux capteurs est ∆ sin θp.
La matrice A(ν) rassemble les fonctions de transfert entre les sources et les
capteurs, le vecteur s(ν) est forme´ des signaux e´mis par les sources et le vecteur
b(ν) des composantes du bruit.
Pour conduire l’ope´ration de localisation, on doit pre´ciser les conditions
de propagation de´crite par les vecteurs ap(ν), colonnes de la matrice A(ν).
Donnons l’exemple de sources a` l’infini.
Sources a` l’infini On peut souvent admettre que les sources sont a` l’infini
et que la propagation se fait dans un milieu homoge`ne. Dans ces conditions la
localisation revient a` de´terminer la direction de chaque source.
On peut alors pre´ciser les vecteurs source. Le signal e´mis par chaque
source est porte´ par une onde plane. La propagation entre deux capteurs suc-
cessifs introduit simplement un de´phasage de´pendant de la ce´le´rite´ des ondes,
de la direction de la source et de la ge´ome´trie du re´seau de capteurs. Le cas le
plus simple est celui d’un re´seau rectiligne de capteurs e´quidistants (repre´sente´
sur la figure (6.1)). Dans ce cas le vecteur source est
ap(ν) = βp e
ψp

1
e−ϕp
e−2ϕp
...
e−(K−1)ϕp
 .
Dans cette expression
– βp eψp repre´sente la propagation entre la source et le capteur 1. Cette
partie du mode`le n’est pas identifiable4. Les parame`tres βp et ψp sont
donc arbitraires. On pourra normaliser les vecteurs sources en choi-
sissant βp = 1
√
K. Pour ψp le choix fait ici fixe a` 0 la phase de la
4Nous reviendrons au chapitre 7 sur l’identifiabilite´.
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composante du vecteur source sur le premier capteur. On choisit par-
fois de repe´rer les phases par rapport au “centre de phase” de l’antenne
en fixant ψp = −(K − 1)ϕp/2.
– ϕp est le de´phasage entre deux capteurs successifs. En appellant (figure
(6.1)) θp l’angle entre la normale a` l’onde et la normale a` l’antenne, xp
la distance entre le capteur p et le capteur de re´fe´rence, c la ce´le´rite´
des ondes au niveau des capteurs et ν la fre´quence, on obtient
ϕp =
2piνxp sin θp
c
Pour un re´seau rectiligne de capteurs e´quidistants, ∆ e´tant la distance
entre deux capteurs successifs et xp = p∆.
Mode`le ge´ne´ral d’observation Le vecteur observe´ sur l’antenne s’e´crit
y =
P∑
p=1
sp ap + b, (6.2)
en omettant la fre´quence ν pour simplifier les e´critures.
Les vecteurs sources appartiennent a` un ensemble de vecteurs d(α), fixe´
par le mode`le de propagation, et de´nomme´ la varie´te´ d’antenne. α est un
vecteur contenant les parame`tres de´crivant les ondes portant les sources. Par
exemple, pour des ondes sphe´riques, α contient les angles de´finissant la direc-
tion de la source et la distance entre la source et le centre de l’antenne.
L’objectif du traitement d’antenne est de localiser les sources en
de´terminant les valeurs des parame`tres de localisation αp correpondant aux
sources pre´sentes. Lorsque le mode`le est adapte´ a` la situation physique, les
vecteurs sources sont lie´s aux vecteurs directionnels d(α) par
ap = d(αp),
les parame`tres αp prenant les valeurs correspondant aux sources pre´sentes.
Le mode`le que nous venons de pre´senter sert de base aux nombreuses
me´thodes de traitement d’antenne, utilisant des grandeurs du second ordre,
qui ont e´te´ de´veloppe´es durant les vingt dernie`res anne´es.
Nous allons pre´senter les ide´es force sur lesquelles reposent ces
me´thodes et les principaux outils de traitement. Nous introduirons ainsi les
de´veloppements re´cents du traitement d’antenne utilisant des statistiques
d’ordre supe´rieur.
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6.2 Formalisme et outils a` l’ordre 2
6.2.1 Sous-espaces signal et bruit
Le mode`le line´aire de propagation pre´sente´ dans la section pre´ce´dente
permet de se´parer l’espace vectoriel des observations en deux sous-espaces : le
sous-espace signal et le sous-espace bruit.
Le vecteur d’observation, y appartient a` un espace de Hilbert Hy de
dimension K : l’espace des observations.
Lorsque le nombre K de capteurs est supe´rieur au nombre P de sources, et
lorsque l’ensemble des vecteurs sources ap forme une famille libre de vecteurs5,
les vecteurs sources ap engendrent le sous-espace hilbertien Hs de l’espace des
observations Hy, de dimension P , que l’on appelle le sous-espace signal. Le
sous-espace orthogonal a` Hs dans Hy, de dimension K − P , que l’on notera
Hb, ne contient que du bruit. Il est appele´ le sous-espace bruit. La construction
des sous-espaces signal et bruit permet
– de de´terminer le nombre de sources, qui est donne´ par la dimension du
sous-espace signal.
– de re´duire le bruit. En effet, en projetant les observations sur le sous-
espace source on e´limine une partie du bruit sans alte´rer le signal.
6.2.2 La matrice spectrale
Dans la suite de ce chapitre nous pourrons noter les composan-
tes des matrices M ji , l’indice infe´rieur i e´tant l’indice de ligne
et l’indice supe´rieur j, l’indice de colonne. Les indices infe´rieurs
sont associe´s a` des termes non-complexes conjugue´s et les indices
supe´rieurs a` des termes complexes conjugue´s.
La matrice spectrale S
y
(1)
(1)
(ν) = Cum[y(ν),y†(ν)] (qui peut e´galement
eˆtre note´e Cum[yi(ν), y∗j (ν)] = Sy
j
i
(ν)) est la matrice de covariance des ob-
servations spectrales y(ν) ; elle est de dimension K × K, K e´tant le nombre
de capteurs. Elle re´sume toutes les proprie´te´s statistiques d’ordre 2 lorsque
les mesures sont stationnaires. La matrice spectrale est forme´e des spectres et
des interspectres des signaux rec¸us sur les capteurs. Elle est hermitienne car
S
y
j
i
(ν)∗ = S
y
i
j
(ν).
De nombreuses me´thodes d’estimation de la matrice spectrale a` partir
des observations ont e´te´ de´veloppe´es. Pour estimer la matrice spectrale on peut
utiliser des moyennes temporelles ou fre´quentielles [123]. On a aussi imagine´
d’autres types de moyennes, base´es sur des invariances de la matrice spectrale.
Pour un re´seau rectiligne de capteurs e´quidistants recevant des ondes planes,
la matrice spectrale est To¨plitz, c’est a` dire que S
y
j++
i++
(ν) = S
y
j
i
(ν), pour
5Cette hypothe`se est ne´cessaire pour que les sources soient discernables.
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toutes les valeurs de (i, j, 4) admissibles. C’est cette dernie`re proprie´te´ qui est
exploite´e dans le lissage spatial [186, 40].
Dans le mode`le donne´ au paragraphe 6.1.3, les observations sont y =
As + b = m + b, en appelant m la partie des observations issue des sources
(signal). Le bruit e´tant suppose´ statistiquement inde´pendant du signal, la ma-
trice spectrale des observations est la somme des matrices spectrales du signal
et du bruit
S
y
(1)
(1)
= S
m
(1)
(1)
+ S
b
(1)
(1)
.
Dans cette expression la matrice spectrale des observations non-bruite´es,
S
m
(1)
(1)
= Cum[m,m†], est
S
m
(1)
(1)
=
P∑
p=1
Cum[sp, s
∗
p]apa
†
p =
∑
p
S
s
p
p
apa
†
p = ASs
(1)
(1)
A†, (6.3)
Cum[sp, s∗p] e´tant la puissance de la source p, ap les vecteurs sources et Ss
(1)
(1)
=
Cum[s, s†] la matrice spectrale des sources.
Par suite de l’inde´pendance statistique des P sources la matrice spectrale
S
s
(1)
(1)
est une matrice diagonale de rang P . La matrice S
m
(1)
(1)
est donc de rang
P et son noyau est le sous-espace bruit. La matrice spectrale S
m
(1)
(1)
permet
donc de de´terminer le nombre de sources et les sous-espaces signal et bruit.
A partir des observations on n’acce´de pas a` S
m
(1)
(1)
mais a` S
y
(1)
(1)
. On peut
de´duire le nombre de sources et les sous-espaces signal et bruit a` partir de la
matrice spectrale des observations S
y
(1)
(1)
:
– lorsque le bruit est nul ou ne´gligeable car alors S
y
(1)
(1)
= S
m
(1)
(1)
;
– lorsque la matrice spectrale du bruit est connue ou lorsque le bruit est
blanc. Dans ce dernier cas la matrice spectrale du bruit est proportion-
nelle a` l’identite´ S
b
(1)
(1)
= PbI. Les valeurs propres de la matrice spec-
trale des observations font apparaˆıtre un ensemble de valeurs propres
minimales e´gales a` la puissance du bruit blanc. Les vecteurs propres
associe´s a` ces valeurs propres minimales engendrent le noyau de la
matrice spectrale des observations non-bruite´es qui est le sous-espace
bruit. Le sous-espace comple´mentaire du sous-espace bruit, engendre´
par les vecteurs propres associe´s aux valeurs propres non-minimales,
est le sous-espace signal. On montre dans [27] que les e´le´ments propres
de la matrice spectrale estime´e des observations donnent des estima-
teurs du maximum de vraisemblance du nombre de sources (nombre
de valeurs propres non-minimales), de la puissance du bruit (valeurs
propres minimales) et des sous-espaces signaux et bruits.
Pour terminer, faisons deux remarques.
Lorsque le bruit n’est pas spatialement blanc des solutions existent si l’on
peut parame´triser par un “petit” nombre de valeurs la matrice spectrale du
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bruit. Ce cas est cependant difficile et les statistiques d’ordre supe´rieur seront
alors utiles si le bruit est gaussien.
Les re´sultats donne´s ci-dessus nous indiquent que l’e´tude a` l’ordre 2 per-
met de de´terminer le sous-espace signal mais ne de´termine pas, dans ce sous-
espace, les vecteurs sources ; c’est le proble`me de la se´paration aveugle de
sources qui, comme nous le montrerons au chapitre 7, est re´solu en utilisant
des statistiques d’ordre supe´rieur a` 2.
6.3 Formalisme et outils aux ordres supe´rieurs
Pour e´tendre les techniques de traitement d’antenne aux ordres
supe´rieurs, on se place souvent a` l’ordre 4 qui contient, en ge´ne´ral, les pre-
miers cumulants d’ordre supe´rieur a` 2 non nuls . Dans cette approche a` l’ordre
4, la matrice spectrale est remplace´e par la quadricovariance [43]. Un forma-
lisme plus ge´ne´ral faisant intervenir des moments hybrides non line´aires a e´te´
de´veloppe´ [107].
6.3.1 La quadricovariance
Aux ordres supe´rieurs a` 2, il convient d’utiliser les cumulants d’ordre 4.
En effet, pour diverses raisons que nous avons de´ja` e´voque´es dans les chapitres
pre´ce´dents, ces statistiques sont pre´fe´re´es aux moments. De plus, les cumu-
lants d’ordre 3 sont souvent mal conditionne´s (e.g. quasi nuls) dans la grande
majorite´ des cas (circularite´ des donne´es, syme´trie de la distribution). Pour les
signaux a` valeurs complexes conside´re´s ici il existe trois cumulants d’ordre 4
diffe´rents. Les signaux spectraux, obtenus par transformation de Fourier, ou les
signaux bande e´troite, utilise´s en traitement d’antenne, sont circulaires comme
nous l’avons montre´ au chapitre 2. Le seul cumulant d’ordre 4 non nul est le
trispectre contenant deux termes non conjugue´s et deux termes conjugue´s.
Ce trispectre, cumulant d’ordre 4 des composantes spectrales, est de´nomme´
quadricovariance. Dans le traitement d’antenne aux ordres supe´rieur la qua-
dricovariance joue un roˆle central analogue a` celui joue´ par la matrice spectrale
dans le traitement d’antenne a` l’ordre 2.
La quadricovariance des observations est6
S
y
kl
ij
= Cum[yi(ν), yj(ν), y
∗
k(ν), y
∗
l (ν)]
En reprenant le mode`le des observations donne´ en 6.1.3, y = As + b =
m + b, la quadricovariance des observations non-bruite´es est
S
m
kl
ij
=
∑
p
aipajpa
∗
kpa
∗
lpSs
pp
pp
. (6.4)
6Rappelons que les indices infe´rieurs sont associe´s aux termes non complexes conjugue´s
et les indices supe´rieurs aux termes complexes conjugue´s.
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Dans cette relation les coefficients aip sont les termes de la matrice de me´lange
A, composantes des vecteurs sources. Les termes S
s
pp
pp
sont les trispectres des
sources, quand on travaille apre`s transformation de Fourier, ou les cumulants
d’ordre 4 des sources, quand on travaille en bande e´troite. Seuls les termes
diagonaux des trispectres ou des cumulants des sources sont non nuls puisque
les sources sont statistiquement inde´pendantes.
Dans la relation (6.4), les e´le´ments ajpa∗kp sont les coordonne´es des pro-
duits de Kronecker7 des vecteurs sources ap ⊗ ap = apa†p. Ces produits de
Kronecker sont des grandeurs a` K2 composantes.
Avec ces notations la quadricovariance des observations non-bruite´es
s’e´crit
S
m
(2)
(2)
=
∑
p
S
p
(2)
(2)
[ap ⊗ ap][ap ⊗ ap]†. (6.5)
En comparant cette relation a` (6.3), on voit apparaˆıtre une analogie forte
entre la forme de la matrice spectrale et celle de la quadricovariance. La matrice
spectrale est une forme quadratique diagonale construite a` partir des vecteurs
sources et la quadricovariance est e´galement une forme quadratique diagonale
construite non sur les vecteurs sources mais sur les produits de Kronecker des
vecteurs sources. Cette analogie est a` la base de l’extension des techniques
de traitement d’antenne de´veloppe´es a` l’ordre 2 a` des ordres supe´rieurs, ici
l’ordre 4. Ces re´sultats permettent d’introduire les sous-espaces signal et bruit
a` l’ordre 4.
6.3.2 Sous-espaces signal et bruit
Comme nous l’avons vu au paragraphe 6.2.1, les observations engendrent
un espace de Hilbert a` K dimensions, l’espace des observations et les vecteurs
source engendrent un sous-espace de l’espace des observations de´nomme´ l’es-
pace signal. A l’ordre 4, on doit remplacer, comme le montre la forme (6.5) de la
quadricovariance, les vecteurs observe´s et les vecteurs sources par leur produit
de Kronecker. L’espace des observations construit avec les produits de Kro-
necker des observations est un espace a` K2 dimensions. Le sous-espace signal
d’ordre 4, introduit par [43] et de´nomme´ FOSS8, est l’espace a` P dimensions
contruit avec toutes les combinaisons line´aires des produits de Kronecker ap⊗ap
des vecteurs sources. Le sous-espace bruit d’ordre 4 est le comple´mentaire du
sous-espace signal dans l’espace des observations.
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θp
χp
x
z
y0
vecteur d’onde
Fig. 6.2 – Re´seau plan de capteurs. Le vecteur d’onde k fait un angle χp avec
l’axe Oz, et sa projection orthogonale sur le plan Oxy fait un angle θp avec
l’axe Ox. La diffe´rence de marche entre les capteurs rl et rmest donne´e par le
produit scalaire kT (rl − rm).
6.3.3 Nombre de sources se´parables
Le fait de remplacer les vecteurs observe´s par leur produit de Kronecker
augmente la dimension de l’espace des observations et permet ainsi d’aug-
menter le nombre de sources se´parables. Une de´monstration tre`s concre`te et
e´le´gante en est donne´e dans [50].
Revenons aux vecteurs sources donne´s en fonction des proprie´te´s
ge´ome´triques du re´seau de capteurs pour des sources porte´es par des ondes
planes. La source p est porte´e par une onde plane repe´re´e par les angles θp
et χp (figure (6.2)). Le de´phasage entre un capteur situe´ a` l’origine des coor-
donne´es et un capteur situe´ au point de coordonne´es xk et yk est
ϕk = 2pi
sinχp(xk cos θp + yk sin θp)
λ
.
La phase φlm de la composante alpa
∗
mp du produit de Kronecker de ce vecteur
source par lui-meˆme est
φlm = 2pi
sinχp[(xl − xm) cos θp + (yl − ym) sin θp]
λ
.
Le produit de Kronecker engendre ainsi un re´seau virtuel de capteurs dont les
positions sont donne´es par xl−xm et yl−ym. Les K couples correspondant aux
meˆmes coordonne´es engendrent le meˆme capteur virtuel. Finalement, comme
le montrent [50] et [149], le nombre de capteurs virtuels est au maximum
Kv = K2 − K + 1. Ce nombre maximum est atteint si la disposition des
capteurs n’entraˆıne pas la confusion de certains capteurs virtuels. Pour un
7Pour certains lecteurs, nous e´clairerons ce sujet en indiquant que le produit de Kronecker
est identique au produit tensoriel.
8Fourth-Order Signal Subspace.
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Fig. 6.3 – Antennes re´elles et viruelles pour un re´seau rectiligne et un re´seau
circulaire.
re´seau rectiligne de capteurs e´quidistants il y a de multiples superpositions et,
comme les lecteurs pourront le ve´rifier, le nombre de capteurs virtuels est de
2N − 1. Les antennes virtuelles associe´es a` une antenne rectiligne a` capteurs
e´quidistants et a` une antenne circulaire sont pre´sente´es sur la figure (6.3).
Cette approche ge´ome´trique nous montre qu’en utilisant la quadricova-
riance on pourra, comme l’avait montre´ [43], localiser plus de sources qu’il
n’y a de capteurs. Un raisonnement similaire montre que le meˆme principe
s’applique a` une autre me´thode haute-re´solution, de´nomme´e Esprit, qu’il est
possible d’utiliser aux ordres supe´rieurs, avec e´ventuellement des capteurs vir-
tuels [149]
On peut aussi utiliser le re´seau virtuel pour ame´liorer la re´solution de
l’antenne. Mais il faut bien entendu s’attendre a` ce que les performances ob-
tenues avec K capteurs virtuels soient en ge´ne´ral moins bonnes que celles de
K capteurs re´els. Ceci a e´te´ de´montre´ pour la me´thode Esprit dans [204].
6.3.4 Les moments hybrides non line´aires
La quadricovariance est associe´e au cumulant d’ordre 2 du module carre´
des observations. Elle peut eˆtre vue comme un moment d’ordre 2 de trans-
forme´es non line´aires des observations. Cette approche a e´te´ formalise´e dans
[107] par l’introduction des moments hybrides non line´aires. L’introduction
de non-line´arite´s dans le traitement est de´ja` apparue au chapitre 3 pour la
de´convolution aveugle par les techniques de Bussgang, nous la retrouverons
au chapitre 7 pour la se´paration de sources. Avant de pre´senter les techniques
de traitement d’antenne utilisant les moments hybrides non line´aires donnons
quelques relations utiles.
Ge´ne´ralisation des relations de Bussgang Soient deux variables
ale´atoires z1 et z2 a` valeurs complexes. Soit g(z2, z∗2) une fonction non line´aire
de z2 et z∗2 . Le moment hybride non line´aire construit avec la fonction g est
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E[z1g∗(z2, z∗2)]. En de´veloppant g en se´rie de Taylor on obtient
E[z1g
∗(z2, z∗2)] =
∞∑
r=0
∞∑
t=0
1
t!r!
∂t+rg∗(z2, z∗2)
∂zr2∂z
∗t
2
∣∣∣∣∣
(0,0)
E[z1z
r
2z
∗t
2 ]. (6.6)
Dans cette relation on conside`re les variables z2 et z∗2 comme alge´briquement
inde´pendantes. Il a e´te´ montre´ dans [15] et dans [180] que cela est licite.
En remplacant les moments apparaissant dans (6.6) par les cumulants
on obtient apre`s quelques manipulations alge´briques fastidieuses
E[z1g
∗(z2, z∗2)] =
∞∑
l=0
∞∑
n=0
1
l!n!
E∗
[
∂n+lg∗(z2, z∗2)
∂zn2 ∂lz
∗l
2
]
Cum[z1, z2, . . . , z2︸ ︷︷ ︸
l fois
, z∗2 , . . . , z
∗
2︸ ︷︷ ︸
n fois
].
Lorsque les variables ale´atoires z1 et z2 sont circulaires la formule se
simplifie par suite de l’annulation des cumulants non-syme´triques
E[z1g
∗(z2, z∗2)] =
∞∑
l=0
1
(l + 1)!l!
E∗
[
∂2l+1g∗(z2, z∗2)
∂zl+12 ∂z
∗l
2
]
× Cum[z1, z2, . . . , z2︸ ︷︷ ︸
l fois
, z∗2 , . . . , z
∗
2︸ ︷︷ ︸
l+1 fois
].
Ces relations, donne´es pour des variables ale´atoires quelconques, se sim-
plifient lorsque les variables ale´atoires sont gaussiennes. Dans ce cas gaussien
le seul cumulant non nul est le cumulant d’ordre 2.
Pour des variables ale´atoires gaussiennes a` valeurs re´elles, on obtient la
formule de Bussgang [39]
E[x1g(x2)] = E
[
∂g(x2)
∂x2
]
Cum[x1, x2],
qui se ge´ne´ralise aux variables ale´atoires a` valeurs complexes gaussiennes cir-
culaires
E[x1g(x2, x
∗
2)] = E
∗
[
∂g(x2, x∗2)
∂x2
]
Cum[x1, x
∗
2].
Ces relations vont nous permettre d’utiliser les moments hybrides non
line´aires en traitement d’antenne.
Moments hybrides non line´aires en traitement d’antenne En traite-
ment d’antenne, les observations sont des variables ale´atoires a` valeurs com-
plexes, circulaires. La covariance non line´aire du vecteur d’observation y est
de´finie par
S
y,g
(1)
(1)
= E[yz†].
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Dans cette relation, les composantes du vecteur z sont des transforme´es, par la
fonction non line´aire g, des composantes des observations yj et de leur complexe
conjugue´es y∗j
zj = g(yj, y
∗
j ).
Pour le mode`le d’observation donne´ au paragraphe 6.1.3, y = As+ b, le
bruit e´tant suppose´ gaussien, la matrice de covariance non line´aire s’e´crit, en
utilisant les relations donne´es ci-dessus,
S
y,g
(1)
(1)
= AS
s,g
(1)
(1)
A†+ K01Sb
(1)
(1)
. (6.7)
Dans cette relation,
– S
s,g
(1)
(1)
est la matrice de covariance non line´aire des sources. Par suite
de l’inde´pendance des sources cette matrice est diagonale. Les termes
diagonaux sont
S
s,g
p
p
=
∞∑
n=0
1
(n + 1)!n!
Knn+1(y, y
∗)Cum
sl, . . . , sl︸ ︷︷ ︸
n+1 fois
, s∗l , . . . , s
∗
l︸ ︷︷ ︸
n+1 fois
 ,
ou`
Knn+1(y, y
∗) = E∗
[
∂2n+1g(y, y∗)
∂yn+1∂y∗n
]
.
Dans cette relation, y repre´sente une des composantes des observations.
Cette composante n’a pas a` eˆtre pre´cise´e car on suppose que toutes les
observations ont les meˆmes proprie´te´s statistiques.
– K01 = E
∗
[
∂g(y,y∗)
∂y
]
est le terme de “Bussgang”,
– S
b
(1)
(1)
est la matrice de covariance du bruit.
La relation (6.7) ge´ne´ralise la relation (6.3) donnant la matrice spectrale des
observations. Nous verrons au paragraphe 6.5.3 que cette relation permet de
retrouver les sous-espace signal et bruit en pre´sence de bruit non blanc.
Apre`s cette pre´sentation ge´ne´rale des outils du traitement d’antenne a`
un ordre supe´rieur a` 2, voyons plus pre´cise´ment les techniques qui peuvent
eˆtre mises en oeuvre. Toutes les me´thodes de traitement d’antenne peuvent
se formuler a` partir de la matrice spectrale. L’ide´e directrice pour l’extension
a` l’ordre 4 est de faire jouer a` la quadricovariance, ou aux moments hybrides
non line´aires, le roˆle joue´ a` l’ordre 2 par le matrice spectrale.
6.4 Formation de voies
La formation de voies est la technique la plus utilise´e en traitement d’an-
tenne. Elle est fonde´e sur des statistiques d’ordre 2, nous allons donner l’ex-
tension a` des ordres supe´rieurs.
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6.4.1 Formation de voies a` l’ordre 2
La formation de voies a` l’ordre 2 utilise le mode`le de propagation contenu
dans les vecteurs directionnels d(α) constituant la varie´te´ d’antenne de´finie en
6.1.3. Dans cette me´thode on de´termine les valeurs des parame`tres de locali-
sation α en filtrant “spatialement” le signal. Les filtres spatiaux re´alisent la
projection, par un produit scalaire, de l’observation y(ν) sur le vecteur di-
rectionnel d(α). Chacun de ces produits scalaire constitue une voie. Dans la
pratique, le nombre de voies est de´termine´ par le nombre de valeurs discre`tes
des parame`tres de localisation. On mesure ensuite la puissance de sortie de
chacune des voies.
Pour des ondes planes, rec¸ues sur un re´seau de capteurs e´quidistants, le
parame`tre de localisation est le de´phasage entre capteurs que nous avons in-
troduit en 6.1.3. Le filtre spatial compense ces de´phasages avant de sommer les
signaux recale´s en phase. Cette approche revient a` tourner artificiellement l’an-
tenne, pour la rendre perpendiculaire au vecteur d’onde associe´ a` une source :
on parle de rotation e´lectronique de l’antenne. La sommation des signaux e´mis
par une source situe´e dans la direction de la voie amplifie la contribution de
cette source. Les signaux issus des sources situe´es dans d’autres directions sont
atte´nue´s par suite de la sommation de signaux de´phase´s.
La sortie de la formation de voies est la puissance de la sortie du filtre
spatial. Les signaux e´tant centre´s cette moyenne est le cumulant d’ordre 2
f2,FV (α) = Cum[d
†(α)y, (d†(α)y)∗]. (6.8)
En de´veloppant cette relation on obtient
f2,FV (α) = d
†(α)S
y
(1)
(1)
d(α). (6.9)
La fonction utilise´e pour la formation de voies est une forme quadratique
construite sur la matrice spectrale des observations S
y
(1)
(1)
. Les observations
sont en ge´ne´ral forme´es des signaux provenant des sources (m) et de bruit
additif (b). La relation (6.9) est alors
f2,FV (α) = d
†(α)S
m
(1)
(1)
d(α) + d†(α)S
b
(1)
(1)
d(α),
soit encore
f2,FV (α) =
∑
p
|d†(α) ap|2Cum[sp, s∗p] + d†(α)Sb
(1)
(1)
d(α).
Pour un bruit spatialement blanc, S
b
(1)
(1)
= PbI, les vecteurs directionnels e´tant
normalise´s, d(α)†d(α) = 1, on obtient
f2,FV (α) = d(α)
†S
m
(1)
(1)
d(α) + Pb.
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De nombreux ouvrages [106] ont e´te´ consacre´s a` la formation de voies
a` l’ordre 2 particulie`rement dans le cas d’ondes planes rec¸ues sur un re´seau
rectiligne de capteurs e´quidistants. Nous ne de´taillerons pas toutes les pro-
prie´te´s de cette me´thode tre`s largement utilise´e dans de nombreux domaines
d’application. Donnons quelques indications sur le pouvoir de re´solution.
Le pouvoir de re´solution est l’aptitude a` se´parer des sources. Il se ca-
racte´rise par la largeur du lobe a` 3dB. Pour une source isole´e, de puissance
unite´, situe´e dans la “direction” α0 la matrice spectrale des observations non
bruite´es est S
m
(1)
(1)
= d(α0)d(α0)†. La sortie de la formation de voies est alors
f2,FV (α) =
∣∣∣d(α0)d(α)†∣∣∣2 .
Le lobe de l’antenne a` 3dB est le lieu des points ve´rifiant
f2,FV (α3dB) = f2,FV (α0)/2.
Pour une source a` l’infini, arrivant de la direction θ = 0 (voir le paragraphe
6.1.3), rec¸ue sur un re´seau rectiligne de K capteurs e´quidistants
f2,FV (α) =
∣∣∣∣∣ sinKϕ/2K sinϕ/2
∣∣∣∣∣
2
,
ϕ e´tant le de´phasage entre capteurs. L’ouverture angulaire, en θ, du lobe a`
3dB est ∆θ3dB = 0, 88λ/D en radians et ∆θ3dB = 51λ/D en degre´s, λ e´tant la
longueur d’onde et D la longueur totale de l’antenne.
Pour obtenir un bon pouvoir de re´solution par formation de voies il faut
utiliser une antenne longue vis-a`-vis de la longueur d’onde. Cette exigence est
difficile, sinon impossible, a` re´aliser pour les ondes a` grande longueur d’onde
que l’on rencontre, en particulier, en acoustique et en propection sismique.
Nous verrons que la me´thode du goniome`tre permet d’accroitre fortement le
pouvoir de re´solution.
6.4.2 Formation de voies a` l’ordre 4
Dans la formation de voies a` l’ordre 4, donne´e dans [43] et [50], en sortie
du filtre spatial, on remplace le cumulant d’ordre 2 estimant la puissance,
par la quadricovariance, cumulant d’ordre 4 de la sortie. Comme nous l’avons
indique´ on se place a` l’ordre 4 car les cumulants d’ordre 3 sont en ge´ne´ral nuls.
On obtient
f4,FV (α) = Cum[d(α)
†y, (d(α)†y)∗,d(α)†y, (d(α)†y)∗], (6.10)
soit
f4,FV (α) =
∑
i,j,k,l
did
∗
jdkd
∗
jd
∗
lCum[y
∗
i yjy
∗
kyl] =
∑
i,j,k,l
did
∗
jdkd
∗
jd
∗
lSy
ik
jl
.
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Simplifions les notations en posant9 d = d(1) et d† = d(1). Introduisons la ma-
trice D issue du produit de Kronecker (ou produit tensoriel) de ces 2 vecteurs
d(1) ⊗ d(1)
Dji = d1id
1j = did
∗
j .
La relation (6.10) se re´e´crit
f4,FV (α) =
∑
ijkl
DjiD
l
kSy
ik
jl
.
La fonctionnelle de la formation de voies a` l’ordre 4 est une forme quadratique
construite sur la quadricovariance des observations dans l’espace engendre´ par
le produit de Kronecker des vecteurs directionnels. On retrouve l’interpre´tation
de l’extension des techniques d’ordre 2 a` l’ordre 4 donne´e en 6.3.1.
Le signal issu des sources et le bruit e´tant statistiquement inde´pendants,
la quadricovariance des observations s’e´crit
S
y
(2)
(2)
= S
m
(2)
(2)
+ S
b
(2)
(2)
.
Tous calculs faits, en tenant compte de l’inde´pendance statistique des sources,
la fonctionnelle de la formation de voies a` l’ordre 4 s’e´crit
f4,FV (α) =
∑
p
|d(α)†ap(αp)|4Cum[sp, sp, s∗p, s∗p] +
∑
ijkl
DjiD
l
kSb
ik
jl
.
La formation de voies a` l’ordre 4 pre´sente deux avantages. Lorsque le
bruit est gaussien le terme de bruit qui de´pend de la quadricovarianc du bruit
est nul. Cette annulation des termes de bruit est particulie`rement utile lorsque
le bruit n’est pas blanc. Dans ce cas, si l’on ne connait pas la covariance du
bruit, il peut affecter le traitement de manie`re impre´visible. Par ailleurs, comme
nous l’avons montre´ en 6.3.3, le re´seau virtuel engendre´ par la formation de
voies a` l’ordre 4 est plus e´tendu que le re´seau re´el. Cette technique posse`de
donc un meilleur pouvoir de re´solution que la formation de voies a` l’ordre 2.
L’accroissement du pouvoir de re´solution sera illustre´ au paragraphe 6.6.
6.5 Le goniome`tre
Le goniome`tre, ou me´thode MUSIC, introduit dans les techniques d’ordre
2 par [27] et [183], est fonde´ sur la de´composition de l’espace des observations
en deux sous-espaces, le sous-espace signal et le sous-espace bruit. Nous avons
montre´ en 6.3.2 que cette de´composition de l’espace des observations s’e´tend
a` l’ordre 4. Cette constatation est a` la base de l’extension du goniome`tre a`
l’ordre 4.
9Les lecteurs familiers des notations tensorielles reconnaˆıtront des tenseurs d’ordre 1
covariants et contravariant.
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6.5.1 Le goniome`tre a` l’ordre 2
On utilise, comme dans la formation de voies, le mode`le de propagation
de´crit par les vecteurs directionnels d(α). Les vecteurs sources engendrent
le sous-espace signal qui est orthogonal au sous-espace bruit. Lorsque le pa-
rame`tre de localisation α parcourt l’ensemble de ses valeurs possibles, les vec-
teurs directionnels engendrent la varie´te´ d’antenne, sous-ensemble V de l’espace
des observations. Les parame`tres de localisation des sources appartiennent a`
l’intersection de V et du sous-espace signal. Les valeurs des parame`tres de lo-
calisation des sources sont donc contenues dans l’ensemble de valeurs de α qui
rendent le vecteur directionnel orthogonal au sous-espace bruit. Dans le cas
ge´ne´ral, les conditions d’orthogonalite´ peuvent conduire a` des solutions para-
sites. Dans le cas d’ondes planes rec¸ues sur un re´seau rectiligne de capteurs
e´quidistants, quand on connait le nombre de sources, il n’y a pas de solutions
parasites.
La mise en oeuvre du goniome`tre a` l’ordre 2 est faite en deux e´tapes.
Elle s’appuie sur une hypothe`se fondamentale qui est la blancheur du bruit. La
premie`re e´tape passe par l’estimation de la matrice spectrale des observations.
En diagonalisant cette matrice on de´termine l’ensemble {λi, K−P < i < K}
des valeurs propres minimales, . Les vecteurs propres {vi, K − P < i < K}
associe´s a` ces valeurs propres minimales engendrent le sous-espace bruit. Les
autres vecteurs propres {vj , 1 ≤ j ≤ P} engendrent le sous espace signal.
Par suite des erreurs d’estimation les valeurs propres minimales n’ont pas des
valeurs strictement e´gales. Il existe des tests statistiques, donne´s par [193] et
[196], permettant de de´terminer l’ensemble des valeurs propres minimales.
Les vecteurs directionnels cherche´s sont orthogonaux au sous-espace
bruit. Les valeurs cherche´es du parame`tre de localisation α sont celles qui
rendent minimum la norme
N(α) =
K∑
k=P+1
|d†(α)vk|2 = 1−
P∑
k=1
|d†(α)vk|2,
de la projection des vecteurs directionnels sur le sous-espace bruit.
Dans le cas d’ondes planes rec¸ues sur un re´seau de capteurs le parame`tre
de localisation est l’angle ϕ. Le goniome`tre et l’algorithme MUSIC repre´sentent
la fonction
f2,G(ϕ) =
1
N(ϕ)
.
Les directions des sources sont donne´es par les valeurs de ϕ associe´es aux
maxima de f2,G(ϕ).
Le goniome`tre a` l’ordre 2 applique´ a` un re´seau de K capteurs peut lo-
caliser au maximum K − 1 sources. En effet, pour ce nombre maximum de
sources, le sous-espace bruit est re´duit a` la dimension 1 qui est sa dimension
minimale.
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L’inte´reˆt principal du goniome`tre est l’accroissement du pouvoir de
re´solution. Pour un re´seau rectiligne de capteurs e´quidistants recevant des
ondes planes le goniome`tre donne les directions des sources sans biais lorsque
le bruit additif est blanc. Les directions estime´es sont disperse´es par suite des
erreurs d’estimation de la matrice spectrale des observations. De nombreux
travaux ont pre´sente´ la variance de cette estimation [106].
6.5.2 Le goniome`tre a` l’ordre 4
Le goniome`tre a` l’ordre 4, comme le goniome`tre a` l’ordre 2, est fonde´
sur la de´composition de l’espace des observations en deux sous-espaces
comple´mentaires, le sous-espace signal d’ordre 4 et le sous-espace bruit d’ordre
4. A l’ordre 4, on se place dans les espaces engendre´s par les produits de Kro-
necker des vecteurs observations et des vecteurs sources. Comme nous l’avons
indique´ en 6.3.2, l’espace d’ordre 4 des observations a K2 dimensions et le sous-
espace signal d’ordre 4 a P dimensions. On peut donc, a` cet ordre, localiser
un nombre de sources supe´rieur au nombre de capteurs. Ce nombre de sources
localisables de´pend de la ge´ome´trie du re´seau comme nous l’avons montre´ en
6.3.3.
Comme pour le cas de l’ordre 2 la mise en oeuvre du goniome`tre d’ordre
4 se fait en deux e´tapes : de´termination des sous-espaces bruit et signal et
utilisation de l’orthogonalite´ des sources au sous-espace bruit.
Les matrices cumulantes La de´termination des sous-espaces bruit et signal
est faite a` partir de la quadricovariance des observations
Qy = Sy
(2)
(2)
= Cum[y,y†,y,y†].
La quadricovariance joue a` l’ordre 4 le roˆle joue´ par la matrice spectrale a`
l’ordre 2. Pour obtenir les sous-espaces signal et bruit on doit diagonaliser la
quadricovariance. Cette diagonalisation est faite dans l’espace a K2 dimen-
sions engendre´ par les produits de Kronecker des vecteurs d’observation. Une
solution a` ce proble`me de diagonalisation a e´te´ donne´e par [45] en utilisant les
matrices cumulantes.
L’application de la quadricovariance Q a une matrice M permet de
construire ce que [45] de´nomme une matrice cumulante dont la composante
Qji (M), est donne´e par
Qji (M) =
∑
lm
Mml Q
lj
mi.
On peut interpre´ter ces diffe´rentes ope´rations en termes de ten-
seurs. La quadricovariance est un tenseur d’ordre 4, deux fois co-
variant et deux fois contravariant, les matrices M , ou les produits
de Kronecker, sont des tenseurs d’ordre 2, une fois covariant et
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une fois contravariant. La matrice cumulante est le tenseur d’ordre
2, une fois covariant et une fois contravariant obtenu par produit
contracte´ du tenseur quadricovariance et du tenseur M .
Diagonalisation de la quadricovariance Etant donne´e une quadricova-
riance Q, construite sur un espace d’observation de dimension K, on montre
dans [45] qu’il existe K2 matrices cumulantes qui diagonalisent la quadricova-
riance selon la relation
Q(M(l)) = λlM(l).
Pour obtenir les matrices M(l) diagonalisant la quadricovariance on peut,
par exemple, ordonner leurs composantes dans un “long” vecteur en balayant
M(l) en lignes ou en colonnes. On est alors ramene´ a` un proble`me classique
de diagonalisation d’une matrice K2×K2, hermitienne par suite des syme´tries
de la quadricovariance, et donc a` valeurs propres re´elles.
La re´ponse du goniome`tre d’ordre 4 Les re´sultats pre´ce´dents applique´s
a` la quadricovariance des observations Qy permettent de de´terminer le sous-
espace bruit et le sous-espace signal. Le sous-espace bruit est engendre´ par
les K2 − P matrices cumulantes M(l) associe´es aux K2 − P valeurs propres
minimales. Le sous-espace signal, comple´mentaire du sous-espace bruit, est en-
gendre´ par les matrices cumulantes associe´es aux P valeurs propres maximales.
La norme de la projection des produits de Kronecker des vecteurs direc-
tionnels d(1)(α)⊗ d(1)(α) sur le sous-espace bruit est
N4(α) = 1−
P∑
l=1
(∑
pq
M(l)q
p
dq(α)d
p(α)
)
=
K2∑
l=P+1
(∑
pq
M(l)q
p
dq(α)d
p(α)
)
.
On en de´duit la re´ponse du goniome`tre d’ordre 4
f4,G(α) =
1
N4(α)
.
Les maxima de f4,G(α) donnent les parame`tres de localisation des sources.
Comme a` l’ordre 2, le goniome`tre a` l’ordre 4 a un fort pouvoir de re´solution.
Le goniome`tre a` l’ordre 4 est utile, sinon indispensable, dans deux situations :
– lorsque le nombre de sources est supe´rieur au nombre de capteurs,
– en pre´sence d’un bruit gaussien de covariance inconnue il permet, en
moyenne, d’e´liminer la contribution du bruit. La pre´sence de bruit,
meˆme gaussien, influencera cependant la qualite´ de la localisation en
augmentant la variance de l’estimation des parame`tres de localisation.
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6.5.3 Utilisation des moments hybrides non line´aires
Nous avons introduit au paragraphe 6.3.4 la covariance non line´aire des
observations
S
y,g
(1)
(1)
= AS
s,g
(1)
(1)
A†+ K01Sb
(1)
(1)
.
La technique du goniome`tre peut eˆtre mise en oeuvre a` partir de cette cova-
riance estime´e comme l’ont montre´ [107] et [181].
Lorsque le bruit est blanc S
b
(1)
(1)
= PbI, les vecteurs propres associe´s aux
valeurs propres minimales de la covariance non line´aire des observations en-
gendrent le sous-espace bruit. On peut donc utiliser S
y,g
(1)
(1)
comme la covariance
classique utilise´e a` l’ordre 2.
Les techniques d’ordre 2 sont peu efficaces lorsque le bruit n’est pas
blanc. Dans cette situation la covariance non line´aire permet de localiser les
sources. On peut soit e´liminer le bruit en choisissant une non-line´arite´ adapte´e
ou utiliser conjointement la covariance non line´aire et la covariance line´aire.
L’e´limination de l’effet du bruit est obtenue en adaptant la forme de
la non-line´arite´. Deux possibilite´s sont propose´es. En prenant la non-line´arite´
g(y, y∗)−K01y, la covariance non line´aire des observations
S
y,g
(1)
(1)
= A(S
s,g
(1)
(1)
−K01Ss
(1)
(1)
)A†
ne fait plus intervenir le bruit et donne directement les sous-espaces signal
et bruit. On e´limine e´galement le bruit en prenant la non-line´arite´ g(y, y∗) =
K0g2g1(y, y
∗)−K0g1g2(y, y∗). On obtient
S
y,g
(1)
(1)
= A
(
K0g2Ss,g1
(1)
(1)
−K0g1Ss,g2
(1)
(1)
)
A†.
Enfin, on montre dans [107] que la diagonalisation conjointe de la matrice
de covariance et d’une matrice de covariance non line´aire des observations
donne les sous-espaces signal et bruit.
6.6 Illustration
Dans cette illustration, nous reprenons l’exemple de l’antenne rectiligne
a` capteurs e´quidistants. Nous simulons une antenne de K = 6 capteurs, es-
pace´s de λ/3, λ e´tant la longueur d’onde. L’antenne rec¸oit 12 sources dont les
directions d’arrive´e (θ en degre´s), les puissances (Ps) et les kurtosis (Ks (4)),
sont donne´s dans le tableau (6.1).
Le bruit, inde´pendant des sources, est spatialement blanc aux ordres 2 et
4, et est suppose´ gaussien. La puissance du bruit est Pb = 0.1. Les cumulants
d’ordre 2 et 4 des observations sont calcule´s exactement, de sorte que tout se
passe comme si nous avions observe´ les donne´es sur une dure´e infinie.
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θ -50 -10 -5 0 5 15 20 25 35 40 60 80
Ps 5 1 2 2 1 .1 .01 .01 .01 .01 .01 .01
K
s (4)
-2 0.2 -1.2 -1 -1.4 -1.5 -1.6 0.7 -2 -2 -0.5 -2
Tab. 6.1 – Description des sources utilise´es pour l’illustration de traitement
d’antenne. θ est la direction dans laquelle se trouve une source, Ps sa puissance
et Ks(4) son kurtosis.
−50 0 50
Formation de Voies classique
−50 0 50
MUSIC a l ordre 2
−50 0 50
Formation de Voies a l ordre 4
−50 0 50
MUSIC a l ordre 4
Fig. 6.4 – Re´ponses de la formation de voies et du goniome`tre. Les panneaux
du haut concerne l’ordre 2 et ceux du bas l’ordre 4.
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On a repre´sente´ sur la figure (6.4) les re´ponses obtenues pour la for-
mation de voies et le goniome`tre aux ordres 2 et 4. L’antenne utilise´e a une
longueur totale de 5λ/3 . Pour la formation de voies a` l’ordre 2 l’ouverture du
lobe principal est approximativement de 3/5 de radians soit de 31 degre´s. Les
sources ne sont pas localise´es. On distingue seulement deux zones e´nerge´tiques
centre´es sur la direction 0◦ et sur la direction −50◦. La formation de voies a`
l’ordre 4, issue d’une “antenne virtuelle” dont la longueur totale est 10λ/3,
a un lobe central plus e´troit mais elle ne se´pare toujours pas les sources. On
voit que le goniome`tre a` l’ordre 2 a un pouvoir de re´solution bien supe´rieur a`
celui de la formation de voies. Le goniome`tre a` l’ordre 2, comme nous l’avons
indique´, ne peut localiser que cinq (K−1) sources. Il fait apparaˆıtre cinq direc-
tions centre´es sur les zones contenant les sources. La source isole´e a` l’azimuth
−50◦ est bien localise´e. Les directions des autres sources sont repe´re´es mais les
sources individuelles ne sont pas localise´es. Le goniome`tre a` l’ordre 4, comme
nous l’avons indique´ en 6.3.3, peut se´parer onze sources. On voit qu’il indique
dix directions qui s’approchent des directions des sources.
Des expe´riences comple´mentaires, non pre´sente´es ici, ont montre´ que
lorsque le kurtosis du bruit augmente en valeur absolue, de moins en moins de
sources sont de´tecte´es par le goniome`tre a` l’ordre 4. Il en est de meˆme pour
le goniome`tre a` l’ordre 2 lorsque la puissance du bruit augmente. Cependant,
la puissance du bruit a moins d’effet sur le goniome`tre a` l’ordre 4 que que son
kurtosis ; dans les performances asymptotiques que nous observons ici, cette
puissance n’intervient pas.
6.7 Conclusion
Comme nous l’avons montre´ dans ce chapitre, le traitement d’antenne aux
ordres supe´rieurs e´tend les techniques classiques de traitement de´veloppe´es a`
l’ordre 2. Nous avons pre´sente´ l’utilisation des statistiques d’ordre 4. Sur les
meˆmes principes, on pourrait e´tendre le traitement d’antenne a` d’autres ordres.
Les fondations des principales me´thodes de traitement d’antenne d’ordre
supe´rieur ont e´te´ donne´es. De nombreuses questions concernant la mise en
oeuvre et les performances restent encore ouvertes.
A l’ordre 2, on a de´veloppe´ des me´thodes adaptatives dans lesquelles
le filtre spatial, introduit en traitement d’antenne est de´termine´ en fonction
des donne´es observe´es. Ces techniques trouvent leur origine dans le filtre de
Wiener adaptatif et dans le filtre de Capon. Nous pensons que des re´sultats
sont a` attendre dans ce domaine10.
10Citons la re´fe´rence [72] qui e´tend le filtre de Wiener aux ordres supe´rieurs.
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Chapitre 7
Se´paration de sources
La se´paration de sources concerne les techniques de traitement du signal
mises en œuvre pour retrouver plusieurs composantes e´le´mentaires (les sources)
a` partir de combinaisons line´aires de ces sources rec¸ues sur plusieurs capteurs.
La se´paration de sources se rencontre dans de nombreux domaines. En
astronomie ou en astrophysique, le te´lescope ou le radio-te´lescope observent si-
multane´ment plusieurs e´toiles dont on veut se´parer les contributions. En acous-
tique sous-marine, l’antenne du sonar rec¸oit simultane´ment les signaux acous-
tiques e´mis par plusieurs baˆtiments et perturbe´s par le bruit acoustique am-
biant. En prospection sismique les e´chos renvoye´s par les surfaces de se´paration
entre les couches du sous-sol peuvent interfe´rer. Dans un atelier, les vibrations
des diffe´rentes machines se confondent. Dans les communications par la parole,
les situations de me´lange sont nombreuses. . .
Dans ces divers domaines, on s’inte´resse a` un objet (e´toile, baˆtiment, ma-
chine vibrante. . .) qui e´met des signaux (optiques, e´lectromagne´tiques, acous-
tiques, vibratoires). Apre`s propagation ces signaux sont rec¸us sur un re´seau de
capteurs. A partir des signaux rec¸us, on veut retrouver les signaux e´mis par
chacune des sources.
7.1 Mode´lisation
L’objet de ce paragraphe est de pre´ciser les mode`les de me´langes de
sources sur lesquels nous allons travailler. Ces mode`les ont e´te´ de´ja` pre´sente´s
dans le chapitre 6, mais il paraˆıt important de les discuter a` nouveau dans
le contexte plus ge´ne´ral de la se´paration de sources. De plus, des remarques
fondamentales sur l’identifiabilite´ des parame`tres des mode`les sont effectue´es.
7.1.1 Mode`le
En se´paration de sources, la situation physique est semblable a` celle qui a
e´te´ pre´sente´e au chapitre 6 pour le traitement d’antenne. Les signaux e´mis, ou
modifie´s, par P sources sont rec¸us sur un re´seau de K capteurs. La propagation
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entre les sources et les capteurs est repre´sente´e par un filtrage a` P entre´es, les
signaux sources, et K sorties, les signaux rec¸us sur les capteurs. On admet que
ce filtrage introduit par la propagation est line´aire et stationnaire. Comme nous
l’avons indique´ au chapitre 6, les signaux yi(t) rec¸us sur les capteurs s’e´crivent
en fonction des signaux sp(t) e´mis par les P sources selon
yi(t) =
P∑
p=1
∫
aip(t− τ) sp(τ) dτ + bi(t), , ∀i = 1, . . . , K. (7.1)
Dans cette relation, aip(t) repre´sente la re´ponse impulsionnelle du filtre
de´crivant la propagation entre la source p et le capteur i (fonction de Green).
Le terme bi(t) de´signe un bruit additif, ne´cessaire dans toute mode´lisation
re´aliste.
Dans le domaine spectral, cette expression devient
Yi(ν) =
P∑
p=1
Aip(ν)Sp(ν) + B(ν), ∀i = 1, . . . , K,
que l’on conviendra d’e´crire de manie`re plus compacte sous la forme
y(ν) = A(ν) s(ν) + b(ν). (7.2)
La matrice A(ν) rassemble toutes les fonctions de transfert entre sources et
capteurs.
Nous distinguerons trois types de situations selon les conditions de pro-
pagation et selon le domaine, temporel ou spectral, dans lequel sont de´crits les
signaux.
1. Le me´lange instantane´ : dans la mode´lisation en temps, si on suppose
que la propagation n’introduit pas de retard, le signal rec¸u sur le capteur
i s’e´crit
yi(t) =
P∑
p=1
aip sp(t) + bi(t).
En rassemblant les poids affecte´s aux diffe´rents trajets entre les sources
et les capteurs dans la matrice A, en introduisant les vecteurs des sources
s(t), du bruit b(t) et des signaux rec¸us y(t), le me´lange instantane´ s’e´crit
y(t) = As(t) + b(t). (7.3)
2. Le me´lange spectral est de´crit par la relation (7.2).
3. Le me´lange convolutif correspond au cas ge´ne´ral de´crit par l’e´quation
(7.1).
7.1. MODE´LISATION 235
Le me´lange instantane´ et le me´lange spectral sont formellement iden-
tiques : le me´lange y est de´crit par un produit matriciel. La diffe´rence essen-
tielle entre ces deux mode`les vient du fait que dans le me´lange instantane´, les
signaux sont en ge´ne´ral a` valeurs re´elles, alors que dans le me´lange spectral ils
sont a` valeurs complexes.
Les algorithmes permettant de se´parer le me´lange spectral peuvent eˆtre
utilise´s pour le me´lange instantane´. L’inverse n’est pas vrai, et certains al-
gorithmes ne s’appliqueront qu’aux me´langes instantane´s. En raison de leur
similarite´ de forme, on convient cependant de rassembler ces deux mode`les
sous la de´nomination de me´langes simples.
La se´paration de me´langes convolutifs est encore un sujet en cours de
de´veloppement. Nous pre´senterons les solutions propose´es qui se situent a` la
frontie`re des domaines de´ja` explore´s.
Apre`s avoir rappele´ les re´sultats connus sur la se´paration de sources a`
l’ordre 2, nous pre´senterons les techniques faisant appel aux statistiques d’ordre
supe´rieur pour la se´paration de me´langes simples et de me´langes convolutifs.
Auparavant, en nous limitant au mode`le simple, inte´ressons nous a` l’identifia-
bilite´ qui nous conduira a` pre´ciser quels sont les parame`tres du mode`le que
l’on peut de´terminer et quels sont les parame`tres non accessibles a` la mesure.
7.1.2 Identifiabilite´
Dans le mode`le simple le me´lange des sources re´sulte du produit du vec-
teur des sources s par la matrice A. Cette matrice repre´sente les poids affecte´s
aux diffe´rents trajets dans le me´lange instantane´, ou les fonctions de transfert
des filtres liant les sources aux capteurs dans le me´lange spectral. Le me´lange
non bruite´ s’e´crit
m = A s. (7.4)
Ce mode`le contient des e´le´ments fondamentalement non identifiables et des
e´le´ments non identifiables seulement a` l’ordre 2.
Non-identifiabilite´ intrinse`que La forme de la relation (7.4) n’est pas
modifie´e si on multiplie chaque composante du vecteur des sources s par
une constante, et si l’on divise la colonne correspondante de A par la meˆme
constante.
Dans le me´lange instantane´, qui met en jeu des variables a` valeurs re´elles,
cette inde´termination porte sur l’amplitude, ou sur la puissance des sources,
qui est donc non identifiable.
Dans le me´lange spectral, qui met en jeu des variables a` valeurs com-
lexes, la constante multiplicative arbitraire est un nombre complexe qui mo-
difie l’amplitude et la phase des sources. Dans ce cas, l’inde´termination porte
sur l’amplitude et sur la phase des sources. L’amplitude (ou la puissance) et la
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phase des sources ne sont donc pas identifiables. Cette inde´termination s’ap-
plique pour chaque valeur de la fre´quence. Dans le mode`le spectral les sources
sont donc de´finies a` un filtrage line´aire stationnaire pre`s.
La connaissance des sources a` un filtrage pre`s e´tait a priori pre´visible.
Si l’on remplace chaque source par une filtre´e d’elle-meˆme, on conserve
l’inde´pendance des sources qui est l’hypothe`se fondamentale permettant de
re´aliser la se´paration.
Les sources sont connues a` un filtrage pre`s, on peut cependant de´terminer
l’effet produit par chacune des sources sur chacun des capteurs. La matrice
se´paratrice A−, pseudo-inverse de la matrice de me´lange A, e´tant fixe´e a` une
constante multiplicative pre`s on peut toujours imposer a` l’un des coefficients
des vecteurs colonnes de la matrice A− d’eˆtre e´gal a` 1. Avec cette norma-
lisation, la se´paration donne la composante de chaque source sur le capteur
correspondant a` la composante unite´ de la matrice A−. Apre`s se´paration on
pourra ainsi reconstituer le signal qu’aurait rec¸u un capteur si une seule source
avait e´te´ pre´sente.
Une autre inde´termination intrinse`que au proble`me est celle de l’ordre des
sources. En effet, on peut permuter deux composantes du vecteur source s sans
modifier le mode`le (7.4), pourvu que l’on permute les colonnes correspondantes
de A. Il ne faudra donc pas eˆtre surpris de constater, dans les expe´rimentations,
que les sources estime´es n’apparaissent pas dans le meˆme ordre que les sources
originales.
Non-identifiabilite´ a` l’ordre 2 A l’ordre 2, pour un mode`le simple, les
techniques classiques utilisent les autocorre´lations et les intercorre´lations des
observations. Ces grandeurs constituent la matrice de covariance, calcule´e au
retard nul, pour les me´langes instantane´s, et la matrice spectrale pour les
me´langes spectraux.
Normalisons la matrice de me´lange A de manie`re a` ce que les sources
aient une puissance unite´1. La matrice de covariance des sources est alors la
matrice identite´ C
s
(1)
(1)
(ν) = Cum[s, s†] = I. La matrice de me´lange A s’e´crit
(de´composition en valeurs singulie`res ou SVD)
A = UΛ1/2V †. (7.5)
Dans cette relation, U et V sont des matrices rectangulaires a` P colonnes (le
nombre de sources) et a` K lignes (le nombre de capteurs), telles que UU † =
I = U †U et V V † = I = V †V . Λ est une matrice diagonale contenant les P
valeurs propres non nulles de AA†.
La matrice de covariance de la partie non bruite´e des observations est
C
m
(1)
(1)
= Cum[m,m†] = AC
s
(1)
(1)
A†.
1Ceci n’est pas une contrainte limitative puisque la puissance des sources est arbitraire.
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En tenant compte du fait que la covariance des sources est e´gale a` l’iden-
tite´, et en remplac¸ant A par sa SVD (7.5), l’expression de la covariance des
observations non bruite´es devient
C
m
(1)
(1)
= UΛ1/2V V †Λ∗1/2U † = UΛ1/2Λ1/2U † = U ΛU †. (7.6)
La matrice de covariance des observations permet d’estimer les matrices U
et Λ. U est la matrice des vecteurs propres normalise´s associe´s aux valeurs
propres non nulles de la matrice de covariance des observations C
m
(1)
(1)
(ν). Λ
est la matrice diagonale des valeurs propres non nulles de C
m
(1)
(1)
(ν). Ces valeurs
propres sont re´elles positives car la matrice de covariance des observations est
hermitienne de´finie non ne´gative. Les e´le´ments diagonaux de Λ1/2 sont les
racines re´elles positives des valeurs propres de C
m
(1)
(1)
(ν).
La matrice V a disparu de la relation (7.6) ; par conse´quent, cette matrice
V et donc la matrice de me´lange A ne sont pas identifiables a` l’ordre 2 en
utilisant seulement la matrice de covariance au retard nul pour le me´lange
instantane´ ou la matrice spectrale pour le me´lange spectral. Dans certaines
conditions, on peut re´aliser la se´paration a` l’ordre 2 de me´langes instantane´s, en
utilisant les matrices de covariances des observations pour des retards diffe´rents
de 0.
7.1.3 Blanchiement spatial a` l’ordre 2
En projetant le vecteur des observations y = m + b sur les vecteurs
propres associe´s aux valeurs propres non nulles de la matrice de covariance
des signaux utiles (les colonnes de U), et en normalisant ces projections, on
obtient le vecteur a` P composantes
σ = Λ−1/2U †y def= x + n = V †s + Λ−1/2U †b. (7.7)
Apre`s projection, la matrice de covariance de la partie signal,
C
x
(1)
(1)
= E
[
xx†
]
= Λ−1/2U †C
m
(1)
(1)
UΛ−1/2 = V †C
s
(1)
(1)
V = V †V = I,
est la matrice identite´. L’e´tude a` l’ordre 2 nous permet donc de blanchir2 le
signal en construisant une observation standardise´e, forme´e de composantes
de´corre´le´es et de meˆme puissance.
Le bruit est modifie´ par la projection. La matrice de covariance du bruit
projete´ est en effet
E
[
nn†
]
= Λ−1/2U †C
b
(1)
(1)
Λ−1/2U.
2Nous utilisons ici le terme blanchiement qui est plus courant en traitement du signal.
En statistique, comme nous l’avons indique´ au chapitre 1, cette ope´ration est de´nomme´e
standardisation.
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Lorsque le bruit affectant les donne´es observe´es est spatialement blanc, C
b
(1)
(1)
=
PbI, le bruit projete´ a pour matrice de covariance Cn
(1)
(1)
= PbΛ−1. Les com-
posantes du bruit projete´ conservent la proprie´te´ de de´corre´lation mais elles
n’ont plus la meˆme puissance.
7.2 Se´paration de sources a` l’ordre 2
Dans ce paragraphe, nous examinons les quelques solutions existant pour
se´parer des sources a` l’aide ses statistiques d’ordre 2.
7.2.1 Se´paration de me´langes instantane´s
Plusieurs auteurs (voir [24, 73] par exemple) ont montre´ que l’on peut
se´parer un me´lange instantane´ de sources ayant des spectres diffe´rents en uti-
lisant les matrices de covariance C
y
(1)
(1)
(τ) = Cum[y(t),y†(t − τ)] des signaux
observe´s prises pour diffe´rentes valeurs du retard.
Comme dans le paragraphe 7.1.2, nous admettons que les sources ont
une puissance unite´ et nous e´crivons la matrice de me´lange sous la forme
A = UΛV †. La matrice de covariance des observations au retard nul C
y
(1)
(1)
(0) =
UΛU † donne les matrice U et Λ. Comme en 7.1.3, on en de´duit les observations
blanchies
σ(t) = Λ−1/2U †y(t).
En supposant le bruit temporellement blanc, la matrice de covariance des ob-
servations blanchies est, au retard τ ,
C
σ
(1)
(1)
(τ) = V †C
s
(1)
(1)
(τ)V. (7.8)
La matrice de covariance des sources C
s
(1)
(1)
(τ) au retard τ est diagonale. La
matrice V est donc la matrice unitaire qui diagonalise la matrice de cova-
riance des observations blanchies. La de´termination de V permet de terminer
l’identification de la matrice de me´lange A et donc de se´parer les sources par
s(t) = V σ(t).
Pour que cette me´thode de se´paration soit applicable, il faut que la diagonalisa-
tion des matrices de covariance pour diffe´rents retards apporte des informations
nouvelles par rapport a` la diagonalisation de la matrice de covariance au retard
nul. Cette condition est remplie si les fonctions de corre´lation ou, ce qui est
e´quivalent, les densite´s spectrales des sources, sont diffe´rentes. Si les sources
ont des spectres de meˆme forme (e´gaux a` un facteur de proportionalite´ pre`s) la
se´paration n’est pas possible. Dans ce cas, la matrice de covariance des sources
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est e´gale a` la matrice identite´ I multiplie´e par la fonction de corre´lation des
sources C
s (2)
(τ) – qui est la meˆme pour toutes les sources–. La relation (7.8)
devient
C
σ
(1)
(1)
(τ) = C
s (2)
(τ)V †V = C
s (2)
(τ)I.
La matrice V n’intervient pas, elle n’est donc pas identifiable.
Si les sources ont des spectres diffe´rents, mais proches, la se´paration a`
l’ordre 2 est the´oriquement possible. Le re´sultat sera cependant tre`s sensible
aux erreurs. Une telle me´thode de se´paration, applique´e a` des sources ayant
des spectres voisins, sera tre`s peu pre´cise.
7.2.2 Se´paration de me´langes spectraux
L’outil de base utilise´ pour la se´paration de me´langes spectraux a` l’ordre
2 est la matrice spectrale S
y
(1)
(1)
(ν), matrice de covariance des observations
spectrales y(ν). L’utilisation de la matrice spectrale en traitement d’antenne
(chapitre 6) et en se´paration de sources est issue des travaux de H. Mermoz
[151].
Comme nous l’avons vu au chapitre 6, le nombre de valeurs propres domi-
nantes de la matrice spectrale permet de de´terminer le sous-espace signal. La
dimension du sous-espace signal donne le nombre de sources. La connaissance
du sous-espace signal est e´videmment insuffisante pour de´terminer les sources
qui sont caracte´rise´es par des vecteurs appartenant a` ce sous-espace.
Pour re´aliser la se´paration de sources a` l’ordre 2 on doit disposer de
relations supple´mentaires. Il n’existe pas de cadre ge´ne´ral pour de´terminer ces
relations supple´mentaires qui de´pendent de chaque cas d’espe`ce. Comme on
l’a vu au chapitre 6, on peut localiser et se´parer des sources avec une antenne
forme´e d’un re´seau de capteurs lorsque la re´ponse et la position de ces derniers
est parfaitement connue. Si ce n’est pas le cas, il faut recourrir aux statistiques
d’ordre supe´rieur (cf. section 7.3).
7.2.3 Se´paration de me´langes convolutifs
La se´paration de me´langes convolutifs en utilisant les statistiques d’ordre
2 est possible lorsque l’information est suffisamment redondante. On parle de
diversite´ spatiale, temporelle, ou spectrale selon que les informations sont issues
de l’exploration de l’espace, du temps ou du spectre. Des syste`mes permettant
la se´paration a` l’ordre 2 de me´langes convolutifs, que nous ne de´velopperons
pas ici, ont e´te´ de´crits dans [95]. Notons que ce the`me de recherche est un sujet
d’actualite´.
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7.3 Se´paration de me´langes simples
Les techniques utilisant les statistiques d’ordre 2 ne permettent pas de
re´soudre tous les proble`mes de se´paration de sources. Dans ces situations,
l’utilisation des statistiques d’ordre supe´rieur a` 2 ame`ne des solutions. Ce pa-
ragraphe a pour objet de pre´senter la philosophie de quelques me´thodes, et de
montrer les techniques de se´paration.
7.3.1 L’analyse en composantes inde´pendantes
La se´paration a` l’ordre 2 est essentiellement fonde´e sur la de´corre´lation
des signaux sources. Cette de´corre´lation est une conse´quence de l’inde´pendance
des sources. Sauf dans le cas de signaux sources gaussiens, l’utilisation de la
de´corre´lation n’exploite pas comple`tement l’inde´pendance qui est une proprie´te´
bien plus forte que la de´corre´lation. C’est ici qu’apparaissent les statistiques
d’ordre supe´rieur en se´paration de sources. En utilisant des statistiques d’ordre
supe´rieur a` 2, on exploite plus comple`tement l’inde´pendance des sources. On
obtient ainsi des crite`res permettant de re´aliser la se´paration sans information
supple´mentaire. Ceci conduit a un nouveau concept : l’Analyse en Compo-
santes Inde´pendantes (ACI), introduit par C.Jutten et J. He´rault dans [111],
et de´veloppe´ dans [57]. Cette nouvelle approche vient comple´ter l’Analyse en
Composantes Principales (ACP), fonde´e sur la seule de´corre´lation, qui est une
me´thode tre`s utilise´e en statistique.
7.3.2 Utilisation de l’inde´pendance statistique
Plusieurs approches utilisant l’inde´pendance statistique ont e´te´
de´veloppe´es. Les re´seaux neuromime´tiques donnent une solution. Les ap-
proches fonde´es sur les cumulants d’ordre supe´rieur a` 2 utilisent la pro-
prie´te´s d’annulation des cumulants croise´s construits sur des composantes
inde´pendantes (chapitre 1 page 27), que l’on peut utiliser pour se´parer des
sources. On peut e´galement s’appuyer sur le principe du maximum de vraisem-
blance qui est la me´thode standard en statistique pour re´soudre un proble`me
d’estimation. Enfin, on peut fonder la se´paration sur des distances entre lois,
ce qui conduit aux contrastes.
Les re´seaux neuromime´tiques Une pre´sentation de´taille´e de cette
me´thode peut eˆtre trouve´e dans [102, 112]. Conside´rons un me´lange instan-
tane´ de deux sources non bruite´es, y(t) = As(t), et cherchons a` se´parer les
deux sources par le syste`me boucle´ de´crit sur la figure (7.1). La sortie du
syste`me est r(t) = y(t)−Gr(t), G e´tant la matrice se´paratrice,
G =
(
0 g12
g21 0
)
.
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y (t)1
2y (t) 2r (t)
-g 12
r (t)1
+
+
-g 21
Fig. 7.1 – Syste`me boucle´ pour la se´paration de deux sources.
La sortie du syste`me boucle´ est
r(t) = (I + G)−1y(t) = (I + G)−1As(t). (7.9)
En faisant (I + G)−1A = I on retrouve les sources. Cet exercice d’alge`bre
simple montre qu’il existe des solutions. Il ne donne pas de moyen pratique car
on ne connait pas la matrice de me´lange A.
Le principe de re´solution consiste a` appliquer la me´thode ge´ne´rale utilise´e
dans les syste`mes boucle´s que nous avons pre´sente´e au chapitre 3 : faire e´voluer
les coefficients du syste`me, ici g12 et g21, de manie`re a` maximiser ou minimiser
un crite`re.
Dans le cas plus ge´ne´ral d’un me´lange de P sources, le principe reste le
meˆme et est fonde´ sur le syste`me r(t) = y(t) − Gr(t), ou` la diagonale de la
matrice G ne contient que des ze´ros. La composante n de la sortie s’e´crit alors
rn(t) = annsn(t) +
∑
k *=n
anksk(t)− gnkrk(t),
et au voisinage de la solution rk(t) = akk[sk(t) + δsk(t)] (on admet ici que l’on
retrouve les sources a` un facteur d’e´chelle pre`s, akk qui est non identifiable).
Finalement quand δsk(t)→ 0, on obtient
rn(t) , annsn(t) +
∑
k *=n
(ank − gnkakk)sk(t).
Les sources e´tant inde´pendantes, la puissance de la sortie est
E[r2n(t)] = a
2
nnE[s
2
n(t)] +
∑
k *=n
(ank − gnkakk)2E[s2k(t)].
Cette expression nous indique que pour obtenir une sortie rn(t) proportionnelle
a` la source n il faut minimiser la puissance de la sortie. Ceci nous fournit un
crite`re d’adaptation : on fera varier les coefficients gij de manie`re a` minimiser
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la puissance de la sortie. Apre`s quelques calculs, de´veloppe´s dans [112], on
obtient pour la re`gle d’adaptation des coefficients de la matrice se´paratrice
dgik
dt
= µsi(t)sk(t) ∀i (= k,
ou` µ est le pas d’adaptation, qui fixe la vitesse de convergence.
Avec cette re`gle d’adaptation, compte tenu de l’effet de me´moire inhe´rent
a` ces syste`mes boucle´s, lorsque l’on atteint l’e´tat stationnaire dgik/dt = 0, on
a E[si(t)sk(t)] = 0. Le crite`re d’adaptation permet donc d’obtenir des sor-
ties de´corre´le´es. Nous avons vu que cette condition n’e´tait pas suffisante pour
se´parer les sources. Il y aura donc de nombreux points d’e´quilibre parasites :
cette solution est donc inacceptable. C’est ici qu’intervient l’apport de´cisif des
syste`mes neuromime´tiques. Une proprie´te´ ge´ne´rale de ces syste`mes indique que
pour re´soudre des proble`mes de classification, en utilisant des syste`mes boucle´s,
il est ne´cessaire d’utiliser une re`gle d’adaptation non line´aire. Les auteurs de
[103] ont propose´ comme re`gle d’adaptation
dgik
dt
= µf [si(t)]h[sk(t)] ∀i (= k,
les fonctions f et h e´tant des fonctions non line´aires. Avec ce type de re`gle la
se´paration est possible. Il peut exister selon la forme de f et de h quelques
solutions parasites.
On peut comprendre simplement pourquoi une re`gle d’adaptation non
line´aire permet la se´paration. Quand le re´gime stationnaire est atteint le
syste`me conduit a` E[f{si(t)}h{sk(t)}] = 0. Les fonctions non line´aires f et
h font que cette moyenne est fonction non seulement des moments du se-
cond ordre mais aussi de moments d’ordre supe´rieur. On a donc une re`gle
qui annule simultane´ment des cumulants de divers ordres et utilise donc plus
comple`tement l’inde´pendance des sources que ne le fait la de´corre´lation. Nous
verrons plus loin que ce type de re`gle est justifie´ par les re´sultats de l’e´tude
selon le maximum de vraisemblance. Cette proce´dure e´tablit un paralle`le avec
les techniques d’ordre 2. La se´paration est toujours fonde´e sur un crite`re de
de´corre´lation, mais ici il s’applique a` des transforme´es non line´aires des si-
gnaux. Enfin on retrouve des re´sultats analogues a` ceux que l’on avait ob-
tenus en de´convolution aveugle (chapitre 3). L’identification du filtre inverse
ne´cessitait la mise en oeuvre de potentiels non quadratiques et donc de re`gles
d’adaptation non line´aires. L’unification de ces techniques est un chantier
inte´ressant. . .
Les cumulants croise´s et la quadricovariance A partir d’une analyse
heuristique du proble`me, fonde´e sur la proprie´te´ fondamentale d’annulation
des cumulants croise´s, il a e´te´ propose´ dans [42, 54, 124] des approches fai-
sant explicitement appel a` l’annulation des cumulants croise´s d’ordre 4. Ces
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approches ont e´te´ mises en forme dans [45, 57], et e´tendent les proce´dures de
diagonalisation qui s’appliquent habituellement aux statistiques d’ordre 2.
Deux approches principales ont e´te´ introduites, fonde´es sur les matrices
cumulantes (introduites au chapitre 6) et sur la diagonalisation conjointe de
matrices issues des tenseurs cumulants d’ordre 4.
Les cumulants d’ordre 4 du signal blanchi, C
σ
jk
il
= Cum[σi, σ∗j , σ
∗
k, σl]
forment un tenseur d’ordre 4 de´nomme´ quadricovariance3. Comme nous l’avons
vu au chapitre 6, il est possible d’associer a` toute matrice M la matrice cumu-
lante Q(M), dont les composantes sont :
Q(M)ji =
∑
k
∑
l
C
σ
jk
il
M lk
On peut faire un rapprochement entre cette de´finition de la matrice cumulante
et celle des tranches des multicorre´lations et des multispectres qui ont e´te´
introduites au chapitre 3.
La relation (7.7) donne les composantes de l’observation blanchie en fonc-
tion du vecteur source
σ = V †s + n.
A partir de cette relation, en tenant compte du fait que les sources sont
inde´pendantes et en supposant le bruit gaussien, on obtient
Q(M) = VΨV †,
Ψ e´tant la matrice diagonale
Ψ = Diag[γ1v
†
1Mv1, . . . , γKv
†
KMvK ], (7.10)
ou` les γi = Ksi (4) sont les kurtosis des sources, et ou` les vecteurs vi sont les
colonnes de la matrice V †.
Cette relation donne la me´thode de se´paration : la matrice V est la
matrice diagonalisant une matrice cumulante Q(M). La relation (7.10) nous
montre e´galement, puisque les cumulants de sources gaussiennes sont nuls, que
l’on ne peut se´parer les sources que si une au plus est gaussienne. Pour e´viter
les ambigu¨ıte´s, il faut e´galement que les termes diagonaux de la matrice Ψ
soient diffe´rents. Cette condition d’unicite´ de la solution a e´te´ en partie leve´e
par des ame´gagements ulte´rieurs [45].
Lorsque le vecteur source est forme´ de variables ale´atoires a` valeurs com-
plexes circulaires, l’expression de la matrice cumulante se simplifie en
Q(M) = E[(σ†Mσ)σσ†]− C
σ
(1)
(1)
MC
σ
(1)
(1)
− C
σ
(1)
(1)
Trace
[
MC
σ
(1)
(1)
]
,
3Nous conside´rons ici des signaux a` valeurs re´elles ou des signaux a` valeurs complexes
circulaires.
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et si l’on choisit comme matrice M la matrice identite´
Q(I) = E[|σ|2σσ†]− (K + 1)I.
Dans ce cas, la matrice V est obtenue en diagonalisant la matrice E[|σ|2σσ†].
Dans les techniques de se´paration issues de la matrice cumulante, le choix
de la matrice M est arbitraire. Il est bon d’utiliser plusieurs matrices M , la
redondance de l’estimation permettant de diminuer les fluctuations statistiques
de l’estimation de la matrice V .
Quand on utilise plusieurs matrices cumulantes, on doit les diagonaliser
conjointement. The´oriquement, la matrice de diagonalisation conjointe est la
matrice V . Cependant, par suite des erreurs d’estimations, les diverses matrices
cumulantes conduiront a` des re´sultats diffe´rents.
La matrice re´alisant la diagonalisation conjointe est de´finie comme suit.
Pour un faisceau de matrices Ml, 1 ≤ l ≤ L, la matrice diagonalisant conjoin-
tement les matrices du faisceau est la matrice V , telle que la norme du vecteur
construit sur les e´le´ments diagonaux de la matrice
∑
l V
†MlV soit maximum.
On trouve dans [45] un moyen permettant d’optimiser le choix des
matrices cumulantes. Les matrices cumulantes doivent eˆtre les K2 matrices
propres Pr de la quadricovariance. Ces matrices propres sont telles que4
Q(Pr) = λrPr. (7.11)
Ces re´sultats conduisent a` une me´thode pratique de se´paration de sources
de´nomme´e JADE (pour “Joint Approximate Diagonalisation of Eigen-
matrices”) que nous pre´senterons a` la section 7.3.3.
Le maximum de vraisemblance La se´paration de sources par le maxi-
mum de vraisemblance que nous pre´sentons ici a e´te´ de´veloppe´e par [168]. Le
maximum de vraisemblance est une me´thode tre`s couramment utilise´e en esti-
mation statistique. Soit py|A(y) la densite´ de probabilite´ des signaux observe´s
y, conditionnellement aux parame`tres mesure´s A. La fonction de vraisem-
blance est la fonction des parame`tres a` mesurer v(A) = py|A(y). L’estimateur
du maximum de vraisemblance est la valeur des parame`tres qui rend maximum
la fonction de vraisemblance. On peut modifier la fonction de vraisemblance
par une application monotone sans changer la valeur des estimateurs (selon le
sens de variation de l’application on retiendra les arguments du maximum ou
du minimum). On prend souvent la log-vraisemblance qui est la moyenne du
logarithme de la fonction de vraisemblance.
Dans un me´lange simple, le signal observe´ est
y = m+ b = As + b.
4La de´finition de la quadricovariance Q(M) montre qu’elle peut eˆtre conside´re´e comme
l’application d’un ope´rateur sur une matrice. L’e´quation (7.11) est alors une e´quation aux
“matrices propres” de cet ope´rateur.
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La densite´ de probabilite´ de m conditionnellement a` A est
pm|A(m) = ps(A−1m)|detA|−1 = |detA|−1
K∏
i=1
psi(e
T
i A
−1m)
eTi e´tant un vecteur dont toutes les composantes sont nulles sauf la composante
i qui est e´gale a` 1.
La densite´ de probabilite´ des observations conditionne´es par la matrice
A des parame`tres a` mesurer est, en supposant le bruit inde´pendant du signal,
py|A(y) =
∫
ps(A
−1u)pb(y− u)|detA|−1du.
Cette relation conduit a` la fonction de vraisemblance dans le cas ge´ne´ral. Ici,
pour simplifier, nous supposerons le bruit faible, soit pb(y−u) , δ(y−u), ce
qui nous donne pour la log-vraisemblance d’une observation
l1v(A) = log ps(A
−1y) =
∑
i
log
{
psi(e
T
i A
−1y)
}
− log |detA|,
La log-vraisemblance de M observations issues d’un bruit temporellement
blanc (suite de vecteurs ale´atoires inde´pendants5) est
lv(A) = Ê[log ps(A
−1y)] =
∑
i
Ê
[
log
{
psi(e
T
i A
−1y)
}]
− log |detA|, (7.12)
Ê repre´sentant une moyenne temporelle sur les e´chantillons de l’observa-
tion. En posant Φi = [log psi]
′ et en notant que dA−1 = −A−1dAA−1 et
que d log |detA| = Tr(A−1dA), Tr repre´sentant la trace, on obtient pour la
diffe´rentielle de la log-vraisemblance
dlv(A) =
∑
i
Ê
[
Φi(e
T
i A
−1y)eTi (A
−1dA)A−1y
]
− Tr(A−1dA),
ou
dlv(A) =
∑
i
Ê
[∑
l
Φi(e
T
i A
−1y)eTl A
−1y∆i,l
]
−∑
i
∆i,i,
avec ∆i,l = (A−1dA)i,l.
L’estimateur du maximum de vraisemblance de A est donc la solution de
Ê
[
Φi(e
T
i A
−1y)eTl A
−1y
]
= 0 ∀i (= l,
On montre dans [168], nous ne de´velopperons pas ce point ici, que les termes
diagonaux (i = l) donnent la puissance des sources.
5Cette hypothe`se simplificatrice peut eˆtre leve´e.
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Les termes eTi A
−1y sont les estimateurs des vecteurs sources, on peut
les noter ŝi = eTi A
−1y. L’estimateur du maximum de vraisemblance est alors
solution de
Ê [Φi(ŝi)ŝl] = 0 ∀i (= l. (7.13)
Ce re´sultat donne la forme de la transformation non line´aire qui doit eˆtre
applique´e pour re´soudre le proble`me de se´paration selon le crite`re du maximum
de vraisemblance. Il justifie la re`gle d’adaptation non line´aire utilise´e dans les
me´thodes de se´paration de sources par des syste`mes neuromime´tiques.
Les conditions (7.13) sont des conditions ne´cessaires mais non suffisantes.
Elles peuvent donc conduire a` des solutions parasites. L’existence de ces solu-
tions parasites de´pend de la forme des densite´s de probabilite´ des sources. Pour
des sources gaussiennes les fonctions Φi sont line´aires. On aboutit a` des condi-
tions de de´corre´lation qui ne sont pas suffisantes pour re´aliser la se´paration.
Le point de´licat de la me´thode du maximum de vraisemblance est la
ne´cessite´ de connaˆıtre la densite´ de probabilite´ des sources. En ge´ne´ral nous
ne disposerons pas d’une connaissance aussi pre´cise. Pour conserver la philo-
sophie de cette approche tout en relaxant la connaissance pre´cise des lois,
on a repre´sente´ dans [83] les densite´s de probabilite´ des sources par un
de´veloppement de Gram-Charlier limite´ a` l’ordre 4. Dans cette approche les
lois de probabilite´ sont suppose´es paires ; les cumulants d’ordre impair sont
donc nuls et le terme d’ordre 4, dans le de´veloppement de Gram-Charlier, est
le premier terme non gaussien, ne´cessaire pour rendre la se´paration possible.
Nous n’infligerons pas ce calcul fastidieux a` nos lecteurs, il peuvent le trouver
dans la re´fe´rence cite´e. Il conduit a` l’estimateur du maximum de vraisemblance
approche´ de la matrice V . Cet estimateur est la valeur V̂MV de V qui maxi-
mise la somme des carre´s des cumulants d’ordre 4 standardise´s. Ce re´sultat est
inte´ressant car nous verrons plus loin qu’il est analogue a` celui qui a e´te´ ob-
tenu dans les me´thodes fonde´es sur le contraste que nous allons pre´senter. Ce
re´sultat est e´galement a` rapprocher de la me´thode utilisant les matrices cumu-
lantes : la diagonalisation de ces matrices est une manie`re de rendre maximum
les termes diagonaux qui sont les autocumulants standardise´s.
Les contrastes La se´paration de sources est base´e sur une hypothe`se fon-
damentale : l’inde´pendance statistique des signaux e´mis par les sources. Il
parait naturel d’introduire un crite`re permettant de mesurer l’inde´pendance
statistique d’un ensemble de variables ale´atoires. On pourra alors fonder les
me´thodes de se´paration sur la maximisation de ce crite`re. Cette approche
conduit aux contrastes, tels qu’ils ont e´te´ introduits dans [57].
Conside´rons un vecteur ale´atoire x dont la densite´ de probabilite´ est px.
Le but de l’ope´ration est de trouver une transformation qui rende les composan-
tes de ce vecteur inde´pendantes. Or, on a vu au paragraphe 7.1.2 que certains
parame`tres sont intrinse`quement non identifiables ; l’amplitude des sources est
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non identifiable et les sources sont de´termine´es a` une permutation pre`s. Il est
donc logique que le contraste soit invariant par changement d’e´chelle et par
permutation des composantes. Pour constituer un crite`re d’inde´pendance sta-
tistique, le contraste doit eˆtre extreˆmal lorsque les composantes du vecteur x
sont inde´pendantes.
On appelle contraste une application Ψ(px) de l’ensemble des densite´s de
probabilite´ sur l’ensemble des nombres re´els qui ve´rifie les proprie´te´s suivantes :
1. Ψ(pP x) = Ψ(px), P x e´tant une permutation quelconque des composantes
de x,
2. Ψ(pDx) = Ψ(px), D e´tant une matrice diagonale inversible quelconque,
3. si x est un vecteur a` composantes inde´pendantes et A une matrice inver-
sible, alors Ψ(pAx) ≤ Ψ(px), ∀A.
4. si Ψ(pAx) = Ψ(px), alors A = DP , ou` D est diagonale et P une permu-
tation.
Un certain nombre de contrastes sont propose´s dans [57], en se plac¸ant apre`s
blanchiement spatial. L’oppose´ de l’information mutuelle Ψ∞(px) = −I(px),
de´finie au chapitre 1, est un contraste sur l’ensemble des vecteurs ale´atoires
ayant au plus une composante gaussienne. On peut interpre´ter ce contraste
sous la forme Ψ∞(px) = −I(pxg) − J(px) +
∑
i J(pxi) donne´e au chapitre 1.
Rappelons que J de´signe la ne´guentropie. Le terme I(pxg) est maximise´ par
le blanchiement. Le terme Ψ(px) = −J(px) + ∑i J(pxi) ne de´pend que des
statistiques d’ordre supe´rieur a` 2. Sa maximisation correspond donc a` la se-
conde e´tape de la se´paration. En utilisant un de´veloppement d’Edgeworth de
la densite´ de probabilite´ (voir le chapitre 1), on montre que
Ψ(px) =
1
48
∑
p
(
K
x
pp
pp
)2
.
Le contraste Ψ approche Ψ∞. On retrouve le crite`re donne´ par le maximum
de vraisemblance approche´.
Cette approche de la se´paration de sources est analogue a` celle que nous
avons de´crite au chapitre 3 pour la de´convolution aveugle. Dans cette situa-
tion le crite`re utilise´ e´tait la distance a` la loi gaussienne, de´veloppe´ par [65].
On applique ici les meˆmes principes en introduisant une mesure de la dis-
tance a` l’inde´pendance. Ces deux approches se rejoignent dans la de´finition de
contrastes e´tendus pour la de´convolution aveugle multivariable [58].
En guise de conclusion provisoire En terminant ce panorama des prin-
cipes sur lesquels reposent les me´thodes de se´paration de sources on voit ap-
paraˆıtre, au-dela` de la diversite´ des approches possibles, une profonde unite´.
Le principe de se´paration est dans tous les cas l’inde´pendance statistique des
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sources.Mais les cheminements sont diffe´rents : re`gle d’adaptation non line´aire,
annulation des cumulants, diagonalisation de la quadricovariance, maximum
de vraisemblance, contraste. Chaque approche apporte ses contributions origi-
nales mais il est agre´able de constater qu’elles se retrouvent dans la formulation
de la solution par la maximisation de la somme des carre´s des autocumulants
du signal blanchi. Cette maximisation de la somme des carre´s des autocumu-
lants, applique´e aux cumulants standardise´s, est e´quivalente a` la minimisation
de la somme des carre´s des cumulants croise´s, qui s’annule pour des variables
inde´pendantes.
Nous avons pre´sente´ la trame des diffe´rentes approches en citant les ar-
ticles de re´fe´rence dans lesquels les lecteurs soucieux d’approfondissment trou-
veront le de´veloppement des re´sultats annonce´s ici. Voyons maintenant les
techniques mettant en œuvre ces approches.
7.3.3 Les syste`mes de se´paration
Les algorithmes de´veloppe´s pour la se´paration de sources ont pour objec-
tif de construire le se´parateur qui est un syste`me line´aire donnant en sortie des
signaux proportionnels aux sources. Deux familles de me´thodes ont e´te´ utilise´es
pour construire le se´parateur–figure (7.2)–. Dans les me´thodes directes, dites
aussi hors ligne, un syste`me annexe de´termine les parame`tres du se´parateur
a` partir des signaux observe´s ; c’est une approche par blocs. Les syste`mes
en ligne, ou en boucle, utilisent la re´troaction. Un crite`re issu des signaux de
sortie fournit la re`gle d’adaptation des parame`tres du se´parateur. Les syste`mes
adaptatifs et les re´seaux neuromime´tiques rentrent dans cette cate´gorie.
Nous allons de´crire les principaux syste`mes propose´s en commenc¸ant par
le cas simple de la se´paration de deux sources qui permet de bien appre´hender
la structure des diffe´rents syste`mes. Nous illustrerons ensuite ces techniques
sur des exemples simule´s et re´els.
Une question importante se pose d’entre´e de jeu aux concepteurs de
syste`mes. Nous avons vu qu’une partie de la se´paration peut-eˆtre faite a` l’ordre
2 par des techniques classiques de´ja` bien de´veloppe´es, parfois en ayant recours
a` des informations a priori. On peut donc construire des syste`mes a` deux
e´tages enchaˆınant le blanchiement, re´alise´ a` l’ordre 2, et la se´paration finale,
utilisant des statistiques d’ordre supe´rieur a` 2. On peut aussi concevoir un
syste`me global. Notre choix se porte plutoˆt vers les syste`mes de´couplant les
deux e´tapes de traitement, parce qu’ils ont de´ja` fait leurs preuves. Un argu-
ment qui nous semble important est le fait qu’apre`s blanchiement, les signaux
sont normalise´s (standardise´s), ce qui permet d’e´viter un certain nombre de
proble`mes nume´riques qui pourraient re´sulter (entre autres) de l’e´le´vation des
donne´es a` la puissance 4 ; ceci est surtout sensible lorsque les signaux ont des
amplitudes tre`s diffe´rentes.
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Fig. 7.2 – Les syste`mes directs et les syste`mes en boucle pour la se´paration de
sources
Syste`mes directs pour la se´paration de deux sources Le blanchisseur
a ici pour fonction de re´aliser la projection des signaux sur les vecteurs propres
de la matrice de covariance des observations et de normaliser la puissance des
deux signaux projete´s. La matrice de covariance des observations est, dans le
cas de deux capteurs, une matrice 2× 2. On peut alors diagonaliser la matrice
de covariance en utilisant des expressions analytiques.
Quelques remarques doivent eˆtre faites. On utilise souvent plus de deux
capteurs, tout en restant dans le cas de deux sources. Dans cette situation on
fait appel pour la diagonalisation de la matrice de covariance des observations
aux techniques classiques de diagonalisation (notamment la SVD). Les vecteurs
propres sur lesquels on doit projeter les observations correspondent aux valeurs
propres les plus grandes. Ici apparait le roˆle du bruit. Il n’est pas toujours tre`s
re´aliste de supposer le bruit ne´gligeable. Il existe toujours des parasites, ne
seraient-ce que les bruits des capteurs. La me´thode de blanchiement a` l’ordre
2 n’est pas mise en de´faut si le bruit est spatialement blanc, c’est-a`-dire si ses
composantes sont de´corre´le´es et de meˆme puissance. Si cette condition n’est
pas re´alise´e on doit pre´alablement blanchir le bruit. Il existe des me´thodes
prenant en compte un bruit non blanc [31]. Notons enfin que la projection
d’un signal rec¸u (sur un grand nombre de capteurs) sur les deux vecteurs
propres dominants re´alise une re´duction de bruit [91].
Apre`s blanchiement spatial, on dispose d’un signal a` deux composantes
σ = V †s + n. Si le bruit re´siduel est gaussien il ne pose the´oriquement pas
de proble`me car il ne contribue pas aux cumulants d’ordre supe´rieur a` 2. Il
limite cependant les performances car il intervient sur les valeurs estime´es des
cumulants.
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La se´paration a` un ordre supe´rieur revient a` la de´termination de la ma-
trice unitaire 2× 2, V †. La forme de cette matrice est tre`s simple dans le cas
de deux sources.
Pour un me´lange instantane´ re´el, la matrice V † est une matrice de rota-
tion de la forme
V † =
(
cos θ sin θ
− sin θ cos θ
)
caracte´rise´e par un seul parame`tre, l’angle θ.
Pour un me´lange spectral, la matrice V † est unitaire, et peut s’e´crire
V † =
(
cos θ sin θ
− sin θeχ cos θeχ
)
ou bien V † =
(
cos θ sin θ eϕ
− sin θ eϕ cos θ
)
Elle est alors caracte´rise´e par deux parame`tres re´els, l’angle θ et la phase, χ
ou ϕ.
Rappelons que la se´paration est fonde´e sur la minimisation d’un crite`re.
La se´paration consiste donc a` trouver la valeur de l’angle, et de la phase dans
le cas complexe, qui optimisent le crite`re. Il existe pour cela des me´thodes
alge´briques, qui donnent directement la solution, et des me´thodes de recherche
exhaustive dans lesquelles on recherche nume´riquement la valeur du, ou des
parame`tres, optimisant le crite`re. Ces deux approches ont e´te´ applique´es.
Une question se pose e´galement quant a` l’ordre des statistiques que l’on
doit conside´rer. La re´ponse actuelle est essentiellement heuristique. Comme en
ge´ne´ral les proprie´te´s des estimateurs des cumulants se de´gradent quand l’ordre
augmente (voir le chapitre 1), on est conduit a` se limiter a` l’ordre le plus bas
ne´cessaire. On retient en ge´ne´ral l’ordre 4 car, dans la plupart des situations,
les signaux ont des densite´s syme´triques et donc des cumulants d’ordre 3 nuls.
Cette re`gle n’est e´videmment pas absolue et dans certains cas on pourra se
limiter a` l’ordre 3.
Pour le me´lange instantane´ re´el, et s’il n’y a pas de bruit, on peut obtenir
l’angle θ en annulant les cumulants croise´s d’ordre 4. On obtient [54]
tan 2θ =
2Cum[σ1, σ1, σ2, σ2]
Cum[σ1, σ2, σ2, σ2]− Cum[σ1, σ1, σ1, σ2] =
2κ
σ 1122
κ
σ 1222
− κ
σ 1112
. (7.14)
Un certain nombre d’ame´nagements peuvent eˆtre re´alise´s, si le calcul du rap-
port ci-dessus est mal conditionne´ [55].
Pour le me´lange spectral, il faut tenir compte de la circularite´. Ce me´lange
est issu d’une transformation de Fourier et nous avons montre´ au chapitre 2
que les composantes spectrales prises a` une meˆme fre´quence sont des variables
ale´atoires complexes circulaires6. On ne doit donc faire intervenir que les cumu-
lants ayant autant de composantes complexes conjugue´es que de composantes
6Les variables complexes ne sont pas toujours circulaires. Par exemple, les signaux de
communications nume´riques sont repre´sente´s en bande de base par des variables complexes
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non conjugue´es. Les autres cumulants, qui sont the´oriquement nuls, auraient
pour seul effet de de´te´riorer les performances de l’estimation par suite des
erreurs d’estimations.
La matrice V est caracte´rise´e par les 2 angles θ et χ. On obtient facilement
les relations suivantes entre les cumulants de l’observation blanchie, σ et les
angles θ et χ
κ
σ
12
12
= cos2 θ sin2 θ(γ1 + γ2)
κ
σ
22
11
= cos2 θ sin2 θ(γ1 + γ2)e
−2χ
κ
σ
12
11
= cos θ sin θ(− cos2 θγ1 + sin2 θγ2)e−χ
κ
σ
12
22
= cos θ sin θ(− sin2 θγ1 + cos2 θγ2)e−χ
γ1 et γ2 e´tant les cumulants standardise´s des sources, et ou` rappelons que
κ
σ
kl
ij
= Cum[σi, σj, σ∗k, σ
∗
l ].
χ est donne´ par les phases de κ
σ
22
11
, κ
σ
12
11
ou κ
σ
12
22
. On peut moyenner
ces diffe´rentes estimations de χ. θ est donne´ par
tan(2θ) =
2κ
σ
12
12
e−χ
κ
σ
12
22
− κ
σ
12
11
. (7.15)
Dans le cas de signaux a` valeurs re´elles, χ = 0, on retrouve la relation (7.14).
Dans les me´thodes de recherche exhaustive on calcule le crite`re en fonc-
tion du ou des parame`tres et on de´termine les valeurs des parame`tres qui
maximisent le crite`re. On peut utiliser comme crite`re la somme des carre´s
des cumulants croise´s d’ordre 4 pour des me´langes instantane´s ou pour des
me´langes spectraux [82, 122]. Il existe souvent des solutions alge´briques expli-
cites a` ces proble`mes d’optimisation [57].
La me´thode JADE, reposant sur la diagonalisation de la matrice de co-
variance, de´veloppe´es par Cardoso [45] est e´galement applicable dans ce cas.
Syste`mes directs pour la se´paration de plus de deux sources La
se´paration de plus de deux sources est une ge´ne´ralisation de la situation
pre´ce´dente. On retrouve les meˆmes principes de re´solution. L’algorithme pro-
pose´ dans [57] proce`de en deux e´tapes : blanchiement, suivi de la se´paration
a` un ordre supe´rieur sous contrainte de blancheur. La premie`res e´tape est
classique : elle utilise la de´composition en valeurs singulie`res de la matrice de
covariance des donne´es. Dans la seconde e´tape on contraint la matrice V a` eˆtre
unitaire en la repre´sentant par des matrices de Givens.
non circulaires pour un certain nombre de modulations tre`s courantes. Le cas des N -PSK
est traite´ dans le chapitre 1, et leur non circularite´ est utilise´e dans une application en
commucation dans le chapitre 4.
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La matrice unitaire V , de dimension K, peut se de´composer (voir par
exemple [93]) en un produit de N = K(K − 1)/2 matrices de rotations a` 2
dimensions. Ces matrices composantes, de la forme
R(θn) =

1 0 · · · 0 0 · · · 0 0
0 1
...
. . .
...
...
...
0 cos θn sin θn 0
0 − sin θn cos θn 0
...
...
...
. . .
...
1 0
0 0 · · · 0 0 · · · 0 1

,
sont appele´es matrices de Givens. On peut donc e´crire
V = R(θN ) . . .R(θ1)
La de´termination de V revient a` la de´termination des N angles de rotation de
Givens, θn. Il est montre´ dans [57] que les tangentes de ces angles de Givens
sont les racines d’un polynoˆme de degre´ K. Ce re´sultat ge´ne´ralise le cas de deux
sources dans lequel on a donne´ avec (7.14) une expression explicite de tan 2θ.
Cette proce´dure donne donc une technique directe de se´paration d’un nombre
quelconque de sources dont la seule difficulte´ est la recherche des racines d’un
polynoˆme. On connait des solutions analytiques jusqu’a` l’ordre 5, au dela` il
faut faire appel a` une re´solution nume´rique.
L’algorithme pre´sente´ dans [45], de´nomme´ JADE (Joint Approximate
Diagonalization of Eigen-matrices) proce`de en quatres e´tapes.
– Dans la premie`re e´tape on estime la matrice Ŵ = Λ̂−1/2Û qui dia-
gonalise l’estime´e de la matrice de covariance des signaux observe´s,
C
y
(1)
(1)
.
– On en de´duit la quadricovariance C
σ̂
(2)
(2)
de l’estime´e du signal blanchi
σ̂ = Ŵy et l’on calcule les matrices propres, Pr de la quadricovariance
associe´es aux valeurs propres les plus e´leve´es.
– On de´termine la matrice unitaitre V̂ diagonalisant conjointement les
matrices propres Pr.
– Finalement, on estime les sources par ŝ = V̂ σ̂.
Dans l’article [45] les auteurs pre´conisent, pour la diagonalisation conjointe
des matrices propres, la me´thode de Jacobi, pre´sente´e dans [93], fonde´e sur les
matrices de rotation de Givens.
Syste`mes boucle´s Le principe de ces syste`mes est donne´ sur la figure (7.2).
Le me´lange observe´ y(t) est transforme´ par la matrice se´paratrice G donnant
la sortie Gy(t) forme´e de composantes proportionnelles aux sources s(t). La
7.3. SE´PARATION DE ME´LANGES SIMPLES 253
y (t)1
2y (t) 2r (t)
-g 12
r (t)1
+
+
-g 21
Fig. 7.3 – Syste`me boucle´ pour la se´paration de deux sources
matrice G est obtenue re´cursivement en optimisant un crite`re v(r) calcule´ a`
partir de la sortie r. Les composantes g(t) de la matrice de sortie obe´issent a`
la re`gle d’adaptation
g(t) = g(t− 1) + µ∂v{r(t− 1)}
∂g(t− 1) .
Diffe´rentes structures ont e´te´ propose´es. On peut implanter directement
le syste`me adaptatif optimisant le crite`re. On peut aussi tirer partie du fait que
le traitement peut se de´composer en deux e´tapes. La premie`re e´tape re´alise le
blanchiement (a` l’ordre 2), qui consiste a` normaliser la puissance des compo-
santes de l’observation et a` les de´corre´ler. La seconde e´tape est la se´paration
par des crite`res d’ordre supe´rieur a` 2 sous la contrainte de blancheur. L’e´tape de
blanchiement met en jeu des ope´rateurs classiques de de´corre´lation et de nor-
malisation. Dans l’e´tape de se´paration finale on respecte la contrainte de blan-
cheur en imposant a` la matrice de se´paration d’eˆtre unitaire. Les matrices de
Givens donnent une solution. Les algorithmes propose´s utilisent les diffe´rentes
approches possibles. Nous pensons que les algorithmes en deux e´tapes garan-
tissent une meilleure stabilite´ nume´rique en ope´rant sur des donne´es norma-
lise´es.
Un e´le´ment important, dans la conception de ces syste`mes boucle´s, est le
crite`re. Comme nous l’avons vu au paragraphe 7.3.2, on peut utiliser diffe´rents
crite`res qui sont dans un certain sens e´quivalents. Les syste`mes fonde´s sur
une carate´risation simple de l’inde´pendance utilisent l’annulation des cumu-
lants croise´s ou la minimisation de la somme des autocumulants. En ge´ne´ral,
comme les sources ont souvent des densite´s de probabilite´ paires, on utilise
des cumulants d’ordre 4. On peut aussi s’appuyer sur le principe du maximum
de vraisemblance qui conduit a` des re`gles d’adaptatation non line´aires. Les
contrastes donnent directement des crite`res d’adaptation.
Pre´cisons les choses en donnant quelques solutions propose´es. Pour sim-
plifier la pre´sentation nous nous limitons a` la se´paration de deux sources.
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Le syste`me propose´ par He´rault et Jutten [112], sche´matise´ sur la figure
(7.3), s’e´crit
r(t) = y(t− 1) + G(t− 1)r(t− 1),
avec gii = 0. Pour l’adaptation des coefficients non diagonaux, on doit utiliser
des fonctions non line´aires des sorties. La re`gle d’adaptation utilise´e dans les
illustrations pre´sente´es au paragraphe 7.3.5 est
dgij(t)
dt
= gij(t) + µ
r3i (t− 1)rj(t− 1)
E[r4i (t− 1)]
pour i, j = 1, 2 et i (= j.
Cette re`gle d’adaptation conduit, a` l’e´quilibre, a` l’annulation des cumulants
κ
r 1222
et κ
r 1112
. On normalise par la puissance 4 pour e´viter les proble`mes
nume´riques car on n’a pas pre´alablement blanchi les signaux. Le calcul de
cette puissance d’ordre 4 se fait e´galement de fac¸on re´cursive. Finalement,
l’algorithme global de´pend alors de deux constantes de temps : une re´gissant
l’estimation du moment d’ordre 4 et l’autre re´gissant le calcul des gkl.
Notons enfin que cette re`gle d’adaptation peut conduire a` des solutions
parasites car l’annulation de κ
r 1222
et κ
r 1112
est une condition ne´cessaire mais
non suffisante. Si on blanchit les observations avant d’appliquer cet algorithme
de se´paration, la convergence est plus rapide. Ce blanchiement peut eˆtre fait
de manie`re adaptative [53].
E. Moreau et O. Macchi dans [154] proce`dent en deux e´tapes. La premie`re
e´tape re´alise le blanchiement, la seconde comple`te la se´paration. La re`gle
d’adaptation est fonde´e sur des contrastes. Les auteurs montrent que
Jα,β = α
∑
i
E[r4i ]−
β
2
∑
i*=j
E[r2i r
2
j ],
α et β e´tant des parame`tres, est un contraste si les sources ont des cumulants
de meˆme signe. La forme de ce contraste est inte´ressante car elle conduit a` une
expression simple de la de´rive´e du contraste par rapport aux parame`tres de
la matrice se´paratrice. Ils proposent ensuite un syste`me direct de se´paration
estimant les termes de la matrice de se´paration sous la contrainte de blancheur.
Ils donnent e´galement un syste`me adaptant les angles des matrices de Givens.
Pour deux sources, la matrice de Givens est une simple matrice de rotation
dont l’angle θ est adapte´ selon l’e´quation
θ(t) = θ(t− 1)− µr1(t− 1)r2(t− 1)[r21(t− 1)− r22(t− 1)].
Une solution tre`s e´le´gante, valable pour un nombre quelconque de
sources, est donne´e par J.F. Cardoso et B. Laheld dans [47]. La sortie r(t)
du syste`me se´parateur est relie´e a` l’entre´e y(t) de ce syste`me par la matrice de
se´paration G(t), fonction de t dans un syste`me adaptatif. La re`gle d’adaptation
de la matrice se´paratrice s’e´crit de manie`re ge´ne´rale,
G(t) = G(t− 1)− µF [r(t− 1)]G(t− 1).
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La de´finition du syste`me de traitement est contenue dans la forme de la fonction
matricielle des sorties F [r(t)]. Les auteurs proposent la forme de F [r(t)] en
s’appuyant sur la notion de contraste, sur la de´composition du traitement en
deux e´tapes et sur la notion ge´ne´rale d’e´quivariance.
Un crite`re d’adaptation v(r) est e´quivariant si, pour toute matrice inver-
sible M , on a la relation
v(Mr) = Mv(r).
Cette proprie´te´ introduite dans [110] conduit a` des syste`mes adaptatifs de
se´paration dont les performances sont inde´pendantes de la matrice de me´lange.
Cette robustesse du traitement homoge´ne´¨ıse les proprie´te´s des syste`mes de
se´paration.
En de´veloppant ces deux principes, on montre dans [47] que la forme
ge´ne´rale de la matrice d’adaptation est
F [r] = rrT − I + h(r)rT − rh(r)T .
Ecrivons la matrice d’adaptation F = FS + FAS, FS = rrT − I e´tant la partie
syme´trique et FAS = h(r)rT − rh(r)T la partie antisyme´trique . La partie
syme´trique, quadratique en fonction des sorties, assure le blanchiement (ordre
2). Dans la partie antisyme´trique, h est une fonction non line´aire. Cette partie
antisyme´trique assure la se´paration a` un ordre supe´rieur a` 2. En effet, quand
la convergence est atteinte,
– E[FS] = 0 conduisant a` : E[rrT ] = I, re´alisant ainsi le blanchiement,
– E[FAS] = 0 donnant la condition d’annulation des cumulants d’ordre
supe´rieur a` 2 : E[h(r)rT − rh(r)T ] = 0, graˆce a` la fonction non line´aire
h.
7.3.4 Les performances
Les performances des syste`mes de se´paration de´pendent de la me´thode
utilise´e. Des re´sultats ont e´te´ obtenus mais nous pensons que ce sujet me´rite
encore de retenir l’attention.
Dans le mode`le de me´lange pre´sente´ au paragraphe 7.1, les signaux ob-
serve´s y sont obtenus en ajoutant du bruit b a` une transforme´e line´aire des
sources s par la matrice de me´lange A
y = As + b.
Le re´sultat de la se´paration est influence´ par les erreurs commises sur l’estima-
tion de la matrice de me´lange et par les perturbations apporte´es par le bruit
additif. Peu de re´sultats existent quant a` l’effet du bruit. Pour e´tudier l’effet
des erreurs d’estimation de la matrice de me´lange on suppose le bruit faible
et, dans une premie`re approche, on ne´glige son effet.
Envisageons successivement, les me´thodes directes et les me´thodes en
boucle.
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Performances des me´thodes directes Les me´thodes directes proce`dent
en deux e´tapes. Le traitement a` l’ordre 2, conduisant au blanchiement, est suivi
d’un traitement utilisant des statistiques d’ordre supe´rieur pour comple´ter la
se´paration. Les performances du blanchiement ont e´te´ e´tudie´es, notamment par
[127] et [190], dans le cadre des techniques classiques de traitement d’antenne.
Pre´sentons les re´sultats actuels sur les performances de la seconde e´tape qui est
la partie du traitement mettant en œuvre des statistiques d’ordre supe´rieur.
Dans la se´paration d’un me´lange instantane´ de 2 sources la seconde e´tape
du traitement ne´cessite l’estimation de l’angle θ qui caracte´rise la matrice
de rotation V (voir le paragraphe 7.3.3). Les travaux de [100] donnent une
analyse du biais et de la variance de l’estimateur de θ. L’estimateur n’est pas
biaise´. Cette proprie´te´ est valide pour tous les crite`res d’estimation propose´s
inde´pendamment de la forme pre´cise de la densite´ de probabilite´ des sources,
pourvu qu’elles ne soient pas toutes les deux gaussiennes. Une de´monstration
ge´ome´trique est donne´e. L’ide´e de base est que la valeur de l’angle θ ne de´pend
pas de la forme pre´cise de la densite´ de probabilite´ des sources mais seulement
des axes de syme´trie de la loi conjointe des deux sources. Tous les crite`res
respectant cette syme´trie sont donc, en moyenne, e´quivalents. Pour la variance
de l’estimateur, dans le cas de sources i.i.d. observe´es sur N e´chantillons, la
borne de Cramer-Rao de l’estimateur de θ donne
V ar(θ) ≥ 6
N(γ21 + γ
2
2)
,
γ1 et γ2 e´tant les kurtosis des deux sources. Ce re´sultat retrouve le fait que la
se´paration n’est pas possible si les deux sources sont gaussiennes.
Dans [44] et [46], une e´tude ge´ne´rale des performances est donne´e. En
appellant Â− la matrice pseudo-inverse de la matrice de me´lange estime´e, le
re´sultat de la se´paration est
ŝ = Â−Ax + Â−b.
Les perturbations issues des erreurs d’estimation de la matrice de me´lange
sont de´crites par la distance de la matrice Â−A a` la matrice identite´7. Les
auteurs e´tablissent une proprie´te´ importante. En pre´sence de bruit faible les
performances de la se´paration sont inde´pendantes de la forme pre´cise de la
matrice de me´lange. Elles ne de´pendent que de le loi de probabilite´ des sources.
Ce re´sultat est issu de la proprie´te´ d’e´quivariance8 des crite`res de se´paration.
La qualite´ de la se´paration est caracte´rise´e par la diaphonie ou, selon
la terminologie utilise´e en te´le´communications, par les interfe´rences intersym-
boles. En premie`re approximation les termes diagonaux de la matrice Â−A
7On admet ici qu’il n’y a pas eu de permutation des sources : on pourrait en tenir compte
ce qui compliquerait inutilement la pre´sentation.
8On rappelle qu’un crite`re v(ŷ) est e´quivariant si v(M̂y) = Mv(ŷ) pour toute matrice
M inversible.
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sont e´gaux a` 1. La diaphonie est alors chiffre´e par la valeur des termes non
diagonaux de la matrice Â−A. La composante Pp,q de la matrice Â−A de´crit
la pollution de la source estime´e p par la source q. Les auteurs donnent des
bornes infe´rieures pour ces termes de diaphonie. Contentons nous du re´sultat
asymptotique, pour des sources i.i.d
lim
N→∞
Pp,q =
1
4N
, (7.16)
N e´tant le nombre d’e´chantillons observe´s.
Pour comple´ter ces e´tudes, on pourra trouver dans [49] une analyse as-
sez exhaustive de certaines performances obtenues a` partir d’expe´rimentations
informatiques.
Performances des me´thodes en boucle On a vu au paragraphe 7.3.3 que
la forme ge´ne´rale de la re`gle d’adaptation des composantes g(n) de la matrice
se´paratrice est
g(t) = g(t− 1) + µ∂v{r(t− 1)}
∂g(t− 1) ,
r(t− 1) e´tant la valeur de la re`gle d’adaptation et µ le pas d’adaptation.
Les proprie´te´s des me´thodes en boucle sont donne´es par les points
d’e´quilibre et par la vitesse de convergence. Les points d’e´quilibre stables
sont les solutions vers lesquelles l’algorithme converge asymptotiquement. Ils
de´pendent de la re`gle d’adaptation. Une bonne re`gle d’adaptation admet
comme points d’e´quilibre stables les solutions acceptables. La vitesse de conver-
gence est commande´e par le pas d’adaptation. De manie`re ge´ne´rale un pas
d’adaptation faible conduit a` de bonnes performances asymptotiques mais a`
une convergence lente et vice-versa. Il est possible, nous ne de´velopperons pas
ce point, de faire diminuer le pas d’adaptation quand on approche de l’e´quilibre
de manie`re a` diminuer les fluctuations au voisinage du point d’e´quilibre9.
Comme le montrent [47] et [76], pour que les points d’e´quilibre stables
soient des solutions acceptables, il faut qu’une des sources, au plus, soit gaus-
sienne, que les kurtosis des sources soient ne´gatifs et que la re`gle d’adaptation
soit non line´aire. Deux de ces re`gles e´taient de´ja` apparues. La condition impo-
sant une valeur ne´gative des kurtosis est un crite`re supple´mentaire qui restreint
le domaine d’application de ces me´thodes.
Quant a` la variance asymptotique, on montre dans [44] que le taux de
diaphonie asymptotique ve´rifie
lim
N→∞
Pp,q ≥ µ
4
.
Cette relation est semblable au re´sultat donne´ par (7.16), µ e´tant, dans un
certain sens, l’inverse du temps d’inte´gration.
9Rappelons l’image du randonneur de´veloppe´e au chapitre 3.
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Fig. 7.4 – Se´paration d’une sinusoide et d’une dent de scie par une me´thode
directe de se´paration.
7.3.5 Illustrations
Pour illustrer les techniques de se´paration de sources nous donnons des
exemples de se´paration par les me´thodes directes et par les me´thodes adapta-
tives.
Me´thodes directes Nous nous sommes limite´s a` la se´paration d’un me´lange
instantane´ de deux sources ayant des densite´s de probabilite´ paires. L’e´tape
finale de se´paration est re´alise´e en de´terminant la rotation θ selon la relation
(7.14).
Sur les figures suivantes, les planches (s1) et (s2) montrent les deux
sources, les planches (y1) et (y2) les signaux observe´s, les planches (σ1) et
(σ2) les signaux blanchis (traitement a` l’ordre 2) et les planches (r1) et (r2) les
sources reconstitue´es.
L’exemple de la figure (7.4) est un cas sche´matique dans lequel nous cher-
chons a` se´parer deux signaux simples : une sinusoide pure et un signal en dent
de scie. Bien que ces signaux de´terministes soient assez peu respectueux des
hypothe`ses qui s’appuyaient sur la notion d’inde´pendance au sens statistique,
on constate que la se´paration se fait bien (voir la discussion sur l’inde´pendance
de signaux de´terministes au paragraphe 6.1.2).
Le deuxie`me exemple, pre´sente´ figure (7.5), correspond a` une situation
rencontre´e en prospection sismique. La premie`re source est un signal ale´atoire
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Fig. 7.5 – Se´paration d’un signal impulsif et d’un bruit gaussien par une
me´thode directe de se´paration.
forme´ d’une suite d’impulsions e´parses. Elle repre´sente la re´flectivite´ du sous-
sol que l’on cherche a` de´terminer. La seconde source est un signal gaussien
qui repre´sente le bruit. Nous disposons de deux observations du me´lange. On
constate sur la figure (7.5) la possibilite´ de se´paration de ces types de signaux.
Le troisie`me exemple de´crit les possibilite´s de la se´paration de sources en
re´duction de bruit (voir la discussion au chapitre 5, paragraphe 5.4). H. Mermoz
[151] a montre´ que la re´duction de bruit est possible a` l’ordre 2 lorsque l’on
posse`de un signal uniquement lie´ au bruit, de´nomme´ la re´fe´rence bruit seul.
Dans cette technique, on identifie le filtre permettant de reconstruire le bruit
polluant le signal a` partir de la re´fe´rence bruit seul. On retranche ensuite, au
signal bruite´, le bruit identifie´ a` partir de la re´fe´rence bruit seul. H. Mermoz a
montre´ que cette technique de re´duction de bruit devenait inefficace, et meˆme
nocive, lorsque la re´fe´rence bruit seul contient une contribution, meˆme faible,
du signal. En reprenant ce proble`me sous l’angle de la se´paration de sources
on peut s’affranchir de la ne´cessite´ de disposer d’une re´fe´rence bruit seul. Dans
la figure (7.6), le signal, source 1, est forme´ de cre´neaux et le bruit, source 2,
est gaussien. Les signaux observe´s sont un me´lange de signal et de bruit. La
mise en oeuvre de la technique de se´paration permet de retrouver le signal et
le bruit et donc de re´aliser une re´duction de bruit sans disposer d’une re´fe´rence
bruit seul.
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Fig. 7.6 – Re´duction de bruit sur un signal carre´ par une me´thode directe de
se´paration.
Me´thodes adaptatives Sur les planches pre´sente´es, on fait figurer les
sources (s1 et s2), les signaux observe´s (y1 et y2) et les sources reconstitue´es (r1
et r2) ; pour les techniques fonctionnant en deux e´tapes, les signaux blanchis
apparaissent sur les planches (σ1) et (σ2).
Nous pre´sentons tout d’abord, figure (7.7), la se´paration d’un signal forme´
de cre´neaux et d’un bruit par la me´thode des re´seaux neuromime´tiques. Il s’agit
d’identifier les coefficients g12 et g21 du se´parateur. On utilise la re`gle d’adap-
tation dgij(t)/dt = gij(t) + µr3i (t − 1)rj(t − 1)/E[r4i (t − 1)], donne´e en 7.3.3.
Cette me´thode conduit directement a` l’estimation des sources. Les panneaux
g12 et g21 donnent l’e´volution des coefficients du se´parateur. La convergence
est atteinte dans ce cas en environ 1000 e´chantillons. On constate qu’apre`s
convergence les coefficients du se´parateur continuent a` fluctuer.
La figure (7.8) donne la se´paration du meˆme me´lange par une me´thode
adaptative proce´dant en deux e´tapes. La premie`re e´tape re´alise la de´corre´lation
par une orthogonalisation de Gram-Schmidt, suivie d’une normalisation des
deux signaux de´corre´le´s. L’e´tape finale prend l’annulation de la somme des
carre´s des cumulants croise´s d’ordre 4 comme re`gle d’adaptation pour estimer
la rotation θ. La figure (7.9) montre l’e´volution de l’angle θ au cours du temps.
Pour terminer nous donnons sur la figure (7.10) la se´paration de deux
signaux non stationnaires par l’algorithme de He´rault et Jutten pre´sente´ au
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Fig. 7.7 – Re´duction de bruit par un syste`me neuromime´tique de Jutten et
He´rault.
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Fig. 7.8 – Re´duction de bruit par un syste`me adaptatif proce´dant en
deux e´tapes : blanchiement a` l’ordre 2 et utilisation des statistiques d’ordre
supe´rieur.
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Fig. 7.9 – Evolution de l’angle obtenus par l’algorithme adaptatif de se´paration
proce´dant en deux e´tapes.
paragraphe 7.3.3. Les signaux se´pare´s sont des signaux de parole10. Ce cas
difficile illustre les possibilite´s des syste`mes adaptatifs.
7.4 Se´paration de me´langes convolutifs
Le cas le plus ge´ne´ral de me´lange line´aire correspond au me´lange convo-
lutif que nous avons pre´sente´ au paragraphe 7.1.1. L’e´tude des syste`mes per-
mettant de se´parer des me´langes convolutifs est encore un sujet en voie de
de´veloppement. Nous allons pre´senter les solutions actuellement propose´es
en nous limitant a` la se´paration de deux sources. Les re´sultats que nous
de´veloppons ici sont issus des travaux de D. Yellin et E. Weinstein [203] et
de H.L. Nguyen Thi et C. Jutten [160].
7.4.1 Le mode`le convolutif
Comme cela est fait dans les articles qui nous servent de re´fe´rence, le bruit
est suppose´ ne´gligeable et nous n’en tenons pas compte. La relation entre les
sources s et les signaux observe´s y est,
y1(t) = s1(t) +
∫
a12(t− τ)s2(τ)dτ,
y2(t) = s2(t) +
∫
a21(t− τ)s1(τ)dτ.
Dans le domaine spectral, cette relation s’e´crit(
y1(ν)
y2(ν)
)
=
(
1 a12(ν)
a21(ν) 1
)(
s1(ν)
s2(ν)
)
.
10Ces donne´es sont issues de la the`se de L. Nguyen Thi [159].
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Fig. 7.10 – Se´paration de signaux de parole par l’algorithme de He´rault et
Jutten.
Le se´parateur est un filtre line´aire que nous e´crirons dans le domaine spectral
(
r1(ν)
r2(ν)
)
=
(
p1(ν) 0
0 p2(ν)
)(
1 −q12(ν)
−q21(ν) 1
)(
y1(ν)
y2(ν)
)
.
ou r = PQy. Chacune des sources est de´termine´e a` un filtrage line´aire pre`s,
comme nous l’avons montre´ en 7.1.2. Ces filtres non identifiables sont contenus
dans la matrice diagonale P .
Le syste`me global de´crit par la figure (7.11), faisant passer des sources s
Système global  M
PQA
mélange s(t) y(t) r(t)
sources signaux 
observés
sources
estimées
séparateur
Fig. 7.11 – Sche´ma du proble`me de se´paration pour les me´langes convolutifs.
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a` leurs estime´es r est repre´sente´ par la matrice GA = PQA = PT = M avec
T =
(
1− q12(ν)a21(ν) a12(ν)− q12(ν)
a21(ν)− q21(ν) 1− q21(ν)a12(ν)
)
.
Il existe deux matrices Q re´alisant la se´paration.
1. La solution (A) est donne´e par
q12 = a12 q21 = a21,
conduisant a`
TA = [1− a12(ν)a21(ν)]
(
1 0
0 1
)
.
2. La solution (B) est donne´e par
q12 =
1
a21
q21 =
1
a12
,
conduisant a`
TB =
[
1− 1
a12(ν)a21(ν)
](
0 a12(ν)
a21(ν) 0
)
.
Ces deux solutions obtiennent les sources a` un filtrage et a` une permutation
pre`s, comme nous l’avions de´ja` indique´ en 7.1.2.
Dans le cas conside´re´ ici de sources a` large bande, le filtrage inde´termine´
applique´ aux sources est tre`s geˆnant car il entraine une distorsion de ces
sources. Dans la se´paration de signaux de parole les locuteurs deviendront
incompre´hensibles ! On peut re´soudre ce proble`me en imposant aux termes
diagonaux de la matrice se´paratrice d’eˆtre e´gaux a` 1, cela est possible, par
exemple dans la solution (A), en prenant
p1(ν) = p2(ν) =
1
1− a12(ν)a21(ν) .
Les syste`mes de se´paration donne´s ici supposent la connaissance du filtre
de me´lange ; dans les situations de se´paration aveugle de sources qui nous
inte´ressent ici cette information n’est pas disponible. Pour obtenir le se´parateur
on va, comme pour la se´paration de me´langes simples, utiliser l’inde´pendance
des sources. Deux approches ont e´te´ propose´es fonde´es sur les multispectres et
les muticorre´lations (multi-outils) ou sur les cumulants.
7.4.2 Se´paration par les multi-outils
L’inde´pendance des sources est une condition tre`s forte. Yellin et Wein-
stein ont donne´ dans [203] des conditions suffisantes de se´paration portant sur
les bispectres ou sur les trispectres des signaux observe´s et des sources es-
time´es. Ces re´sultats conduisent a` des algorithmes de se´paration agissant dans
le domaine spectral ou dans le domaine temporel.
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Se´paration par le bispectre
Pour les besoins de ce paragraphe et du suivant, nous introduisons
une notation supple´mentaire pour les bi- et tricorre´lations, et les
bi- et trispectres, de fac¸on a` manier simplement des inter-outils.
Soient s1(t) et s2(t) deux signaux, a priori a` valeurs complexes. On
de´finit alors, les indices prenant les valeurs 1 ou 2,
C
sk
sisj
(τ1, τ2) = Cum[si(t), sj(t + τ1), s
∗
k(t− τ2)],
qui est une bicorre´lation si i = j = k et une interbicorre´lation
sinon. Par analogie avec les notations de´veloppe´es au chapitre 2,
l’instant de re´ fe´rence t est l’argument de l’indice en bas a` gauche,
et par conse´quent concerne un t erme non conjugue´. On peut
e´videmment de´finir d’autres bicorre´lations en changeant de place
les indices j et k, c’est-a`-dire en conjugant de fac¸on diffe´rente
les ter mes intervenant dans le cumulant. La transformation de
Fourier de la bicorre´lation pre´ce´dente de´finit le bispectre note´
S
sk
sisj
(ν1, ν2).
De la meˆme manie`re, on de´finit la tricorre´lation
C
sksl
sisj
(τ1, τ2, τ3) = Cum[si(t), sj(t + τ1), s
∗
k(t− τ2), s∗k(t− τ3)],
dont la transforme´e de Fourier conduit au trispectre
S
sksl
sisj
(ν1, ν2, ν3).
Etant donne´es deux sources s1(t) et s2(t), pour pouvoir re´aliser la
se´paration de ces sources il suffit que, pour toutes les valeurs des fre´quences
ν1 et ν2, le bispectre de chacune des sources S
si
sisi
(ν1, ν2) soit diffe´rent de 0 et
que, pour toutes les valeurs des fre´quences ν1 et ν2, le bispectre S
sk
sisj
(ν1, ν2)
soit nul lorsque l’on n’a pas i = j = k.
Le se´parateur sera obtenu en annulant les bispectres S
r2
r1r1
(ν1, ν2) et
S
r1
r1r2
(ν1, ν2) des sources estime´es. En outre, le syste`me global de se´paration doit
ve´rifier la condition det[Q(0)] (= 0, pour e´viter la solution triviale Q(ν) = 0.
Le syste`me de se´paration est donne´ par(
r1(ν)
r2(ν)
)
=
(
1 −g12(ν)
−g21(ν) 1
)(
y1(ν)
y2(ν)
)
, (7.17)
dans lequel on a force´ a` 1 les termes diagonaux pour obtenir les sources au
niveau des capteurs sans filtrage supple´mentaire. En remplac¸ant, dans le bis-
pectre S
r1
r1r2
(ν1, ν2), la composante r2(ν1) par son expression donne´ par (7.17)
on obtient,
S
r1
r1r2
(ν1, ν2) = S
r1
r1y2
(ν1, ν2)− g21(ν1)S r1r1y1(ν1, ν2).
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De meˆme
S
r2
r2r1
(ν1, ν2) = S
r2
r2y1
(ν1, ν2)− g12(ν1)S r2r2y2(ν1, ν2).
Les sources e´tant inde´pendantes, ces deux bispectres sont nuls. On en de´duit
g12(ν1) =
S
r2
r2y1
(ν1, ν2)
S
r2
r2y2
(ν1, ν2)
∀ν2 (7.18)
g21(ν1) =
S
r1
r1y2
(ν1, ν2)
S
r1
r1y1
(ν1, ν2)
∀ν2. (7.19)
Le membre de droite de l’e´quation donnant g12(ν2) de´pend de g21(ν2) et vice-
versa. On peut donc re´soudre ce syste`me par ite´ration. Dans le calcul on doit
disposer des bispectres qui sont estime´s par l’une des me´thodes classiques
donne´es au chapitre 2. Notons que l’on peut utiliser la redondance des relations
(7.18) et (7.19), qui sont vraies pour toute valeur de ν2, pour ame´liorer la
pre´cision statistique de l’estimation.
On peut e´galement obtenir la matrice de se´paration dans le domaine tem-
porel. Dans cette approche, le se´parateur est mode´lise´ par un filtre a` re´ponse
impulsionnelle finie (RIF)
r1(t) = y1(t)−
p2∑
k=p1
aky2(t− k)
r2(t) = y2(t)−
q2∑
k=q1
bky1(t− k).
Dans ce mode`le on peut introduire des filtres non causaux en prenant des
valeurs ne´gatives pour p1 et q1.
La condition suffisante de se´paration applique´e aux bicorre´lations stipule
que la se´paration est re´alise´e si les bicorre´lations,
C
r1
r1r2
(τ1, τ2) = Cum[r1(t), r2(t + τ1), r
∗
1(t− τ2)]
= C
r1
r1y2
(τ1, τ2)−
q2∑
k=q1
bkC
r1
r1y1
(τ1 − k, τ2)
et
C
r2
r2r1
(τ1, τ2) = Cum[r2(t), r1(t + τ1), r
∗
2(t− τ2)]
= C
r2
r2y1
(τ1, τ2)−
p2∑
k=p1
akC
r2
r2y2
(τ1 − k, τ2),
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sont nulles pour toutes les valeurs de τ1 et τ2. En exprimant la nullite´ de ces
bicorre´lations, on obtient pour les coefficients ak et bk les e´quations line´aires
p2∑
k=p1
akC
r2
r2y2
(τ1 − k, τ2) = C r2r2y1(τ1, τ2) ∀τ1 et τ2 (7.20)
r2∑
k=r1
bkC
r1
r1y1
(τ1 − k, τ2) = C r1r1y2(τ1, τ2) ∀τ1 et τ2. (7.21)
Comme pre´ce´demment ces e´quations peuvent eˆtre re´solues par un algorithme
ite´ratif. Les valeurs des bicorre´lations qui interviennent dans ce calcul sont
estime´es a` partir de la re´alisation particulie`re des signaux d’entre´e et de sortie
par les me´thodes donne´es au chapitre 2. La redondance apparaissant dans
les relations (7.20) et (7.21) peut eˆtre utilise´e pour augmenter la pre´cision
statistique du re´sultat.
L’utilisation des bispectres permet donc de re´aliser la se´paration de
sources dont le bispectre est diffe´rent de 0. Pour les sources ayant une densite´
de probabilite´ paire le bispectre est nul. On peut alors re´aliser la se´paration
en utilisant le trispectre.
Se´paration par le trispectre Les re´sultats donne´s pour le bispectre sont
e´tendus dans [203] au trispectre.
La condition suffisante de se´paration porte sur les valeurs du trispectre.
On pourra se´parer deux sources s1(t) et s2(t) si leurs trispectres sont non nuls
pour toutes les valeurs des fre´quences. Comme pre´ce´demment, la se´paration
peut eˆtre faite dans le domaine spectral ou dans le domaine temporel.
Dans le domaine spectral, les relations (7.18) et (7.19) deviennent
g12(ν1) =
S
r2r2
r2y1
(ν1, ν2, ν3)
S
r2r2
r2y2
(ν1, ν2, ν3)
∀ν2 et ν3
et
g21(ν1) =
S
r1r1
r1y2
(ν1, ν2, ν3)
S
r1r1
r1y1
(ν1, ν2, ν3)
∀ν2 et ν3
La redondance de ces relations est deux fois plus importante que
pre´ce´demment : on peut les moyenner sur ν2 et ν3 pour ame´liorer l’estima-
tion.
En temps, avec les notations pre´ce´dentes, on obtient pour les coefficients
ak et bk
p2∑
k=p1
akC
r2r2
r2y2
(τ1 − k, τ2, τ3) = C r2r2r2y1(τ1, τ2, τ3) ∀τ1, τ2, et τ3
q2∑
k=q1
bkC
r1r1
r1y1
(τ1 − kτ2, τ3) = C r1r1r1y2(τ1, τ2, τ3) ∀τ1, τ2, et τ3.
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7.4.3 Se´paration par les cumulants
Une approche par un algorithme en boucle, ge´ne´ralisant aux me´langes
convolutifs la me´thode donne´e au paragraphe 7.3.3, est de´crite dans [160]. Re-
prenons les notations pre´ce´dentes et appelons r(t) les sources estime´es. L’an-
nulation des cumulants d’ordre 4 syme´triques Cum[ri(t), ri(t), rj(t), rj(t)] pour
i (= j est une condition suffisante de se´paration lorsque les kurtosis des sources
sont de meˆme signe. Sur cette base on peut construire un syste`me adaptatif
convergeant vers le se´parateur en fixant pour chaque composante ak ou bk de
la matrice de se´paration la re`gle d’e´volution
ak(t) = ak(t− 1)− µCum[r1(t− 1), r1(t− 1), r2(t− 1), r2(t− 1)].
En paralle`le, on doit faire e´voluer les cumulants. On peut choisir un estimateur
adaptatif des cumulants avec facteur d’oubli.
Il est montre´ dans [160], sur la base d’une e´tude expe´rimentale, que la
re`gle d’adaptation utilisant les cumulants syme´triques est mal conditionne´e.
Les auteurs proposent de les remplacer par les cumulants non syme´triques
Cum[r1(t− 1), r1(t− 1), r1(t− 1), r2(t− 1)] et Cum[r1(t− 1), r2(t− 1), r2(t−
1), r2(t− 1)]. La re`gle d’adaptation est alors mieux conditionne´e mais il existe
des solutions parasites que l’on peut identifier, a posteriori, en testant la nullite´
du cumulant syme´trique.
Conclusion et commentaires Les voies de recherche conduisant a` la so-
lution du proble`me de la se´paration de me´langes convolutifs ont e´te´ ouvertes.
Notre appre´ciation est que ce domaine de recherche, tre`s riche d’applica-
tions, reste encore largement inexplore´. Avant de ve´ritablement maˆıtriser ces
syste`mes, de nombreux proble`mes de stabilite´ et de convergence devront eˆtre
re´solus. Enfin les algorithmes propose´s laissent encore de nombreux choix ou-
verts et la question de leur sensibilite´ au bruit est encore largement inexplore´e.
7.5 Domaines d’application
Les applications potentielles de la se´paration de source concernent de
nombreux domaines. Si les me´langes simples (sans retards) sont bien maˆıtrise´s,
les me´langes complexes (convolutifs) requie`rent le de´veloppement de nouvelles
techniques.
Des algorithmes de se´paration de sources par des statistiques d’ordre
supe´rieur ont e´te´ propose´s dans divers domaines d’application.
– La se´paration de sources vibrantes applique´e au controˆle d’un atelier
dans lequel fonctionnent simultane´ment plusieurs machines ou a` la
discre´tion acoustiques des navires. Dans ce contexte, des exemples de
mise en oeuvre sont pre´sente´s dans [81].
7.5. DOMAINES D’APPLICATION 269
– L’augmentation du trafic autour des ae´roports conduit a` la pre´sence de
plusieurs ae´ronefs dans chacune des voies des radar de controˆle. Dans
[48] on de´crit un syste`me de se´paration d’ordre supe´rieur permettant
de se´parer les cibles pre´sentes dans la meˆme voie du radar.
– En traitement des e´lectrocardiogrammes, un exemple ce´le`bre de trai-
tement est, pour une femme portant un enfant, la se´paration du signal
e´lectrique issu du coeur de la me`re de celui e´mis par le coeur d’un foe-
tus [197, 198]. Les auteurs de [63] montrent les ame´liorations apporte´es
au traitement a` l’ordre 2 par la mise en oeuvre de techniques d’analyse
en composantes inde´pendantes.
Ces exemples montrent que les techniques de se´paration de sources sont
sur le point de de´boucher au niveau des applications. On peut pour terminer
e´voquer d’autres domaines ou` les applications apparaˆıssent :
– la lecture de badges e´lectroniques, lorsque plusieurs badges sont capte´s
simultane´ment,
– la re´duction de bruit sur des signaux de parole et son application au
te´le´phone mains-libres,
– la localisation de sources sonores. . .
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Glossaire
SOS Statistiques d’Ordre Supe´rieur
TF Transforme´e de Fourier
TFD Transforme´e de Fourier Discre`te
TZ Transforme´e en Z
Filtre AR Filtre AutoRe´gressif
Filtre MA Filtre a` Moyenne Ajuste´e
Filtre ARMA Filtre AutoRe´gressif a` Moyenne Ajuste´e
i.i.d. inde´pendant et identiquement distribue´
IN Ensemble des nombres entiers
ZZ Ensemble des nombres entiers relatifs
IR Ensemble des nombres re´els
lC Ensemble des nombres complexes
x Les vecteurs sont distingue´s en gras
A Les matrices sont distingue´es par des capitales
A−1 Matrice inverse
A− Matrice pseudo-inverse
z∗, x∗ Conjugaison complexe
xT , AT Transposition (sans conjugaison)
x†, A† Transposition et conjugaison
) Partie re´elle
1 Partie imaginaire
δ(t) Distribution de Dirac ou symbole de Kronecker selon le contexte
Variables et vecteurs ale´atoires
E[·] Espe´rance mathe´matique
Cum[·] Cumulant
Cum[x, y, z] Cumulant des variables x, y, z
µ
x
jk
i
Moment des variables ale´atoires xi, x∗j , x∗k
µ′
x (p)
Moment centre´ d’ordre p de x
κ
x
(2)
(2)
Cumulant Cum[x, x, x∗, x∗]
κ
x
j
i+
Cumulant des variables ale´atoires xi, x∗j , x+
K
x
jk
i+
Cumulant standardise´ de variables ale´atoires
k̂(r) Cumulant estime´ par k−statistique
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x (p)
(t) ou C
x (p)
(t, τ ) Multicorre´lation non stationnaire d’ordre p
C ′
x (p)
(t) ou C ′
x (p)
(t, τ ) Multicorre´lation non stationnaire des moments d’ordre p
C
x (p)
(τ ) Multicorre´lation d’ordre p
Σ
x (p)
(ν) Multispectre syme´trique
S
x (p)
(ν) Multispectre stationnaire
C ′
x (p)
(τ ) Multicorre´lation stationnaire des moments
C
d
x (p)
(k) Diagonale de la multicorre´lation
C
l
x (p)
(k) Coupe de la multicorre´lation selon
les retards l2, . . . , lp−1
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x
(q)
(p)
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x
(q)
(p)
(t, τ ) Multicorre´lation non stationnaire d’ordre p + q
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x
(q)
(p)
(t) ou C ′
x
(q)
(p)
(t, τ ) Multicorre´lation non stationnaire des moments
C
x
(q)
(p)
(τ ) Multicorre´lation d’ordre p + q
C
x
(q)
(p)
(α, τ ) Multicorre´lation cyclique d’ordre p + q
S
x
(q)
(p)
(α,ν) Multicorre´lation spectrale d’ordre p + q
S′
x
(q)
(p)
(α,ν) Multicorre´lation spectrale des moments
Ŝ
x
(q)
(p)
(α,ν) Multicorre´lation spectrale estime´e
P
x
(q)
(p)
(ν) Multipe´riodogramme
C
+
x
(q)
(p)
(t) ou C
+
x
(q)
(p)
(t, τ ) Multicorre´lation locale
