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We study the impacts of the magnetic field direction on the spin-manipulation and the spin-
relaxation in a one-dimensional quantum dot with strong spin-orbit coupling. The energy spectrum
and the corresponding eigenfunctions in the quantum dot are obtained exactly. We find that no
matter how large the spin-orbit coupling is, the electric-dipole spin transition rate as a function of
the magnetic field direction always has a pi periodicity. However, the phonon-induced spin relaxation
rate as a function of the magnetic field direction has a pi periodicity only in the weak spin-orbit
coupling regime, and the periodicity is prolonged to 2pi in the strong spin-orbit coupling regime.
I. INTRODUCTION
In recent decades, the spin-orbit couling (SOC) in III-
V semiconductor materials has promoted great advances
in the studies of spintronics. For instance, the pseudospin
qubit in a spin-orbit coupled quantum dot is control-
lable by an external ac electric-field via electric-dipole
spin resonant (EDSR) [1–14]. Furthermore, a spin-orbit
coupled nanowire epitaxially covered by superconductors
has been proved to be a promising system for search-
ing the Majorana quasiparticles [15–18]. Thus, from the
viewpoint of both the fundamental science and the prac-
tical applications, an accurate understanding of the SOC
effect in quantum system becomes important.
There are two kinds of SOCs in III-V semiconductor
materials: the Dresselhaus SOC generated by the bulk in-
version asymmetry and the Rashba SOC induced by the
structure inversion asymmetry [19–21]. Moreover, by ex-
ploiting the electric-field dependence of the Rashba SOC
in semiconductor nanostructures [22, 23], it provides a
promising method for investigating the strong SOC ef-
fect in quantum system.
In semiconductor quantum dot, in order to observe
the nontrivial SOC effect one should first break the
time-reversal symmetry by applying an external mag-
netic field [10, 18]. In the presence of both the mag-
netic field and the SOC, only a few models are exact
solvable. For example, an analytic solution for a two-
dimensional (2D) quantum dot with hard-wall confining
potential was given in Ref. [24–26]. The exact energy
spectrum and wavefunctions of a 1D square well quan-
tum dot were given in Ref. [27]. In all of the above mod-
els, the magnetic field direction is fixed. However, from
both the theoretical and the experimental viewpoints, the
magnetic field direction plays an important role for the
observable SOC effect in quantum dot [8–11, 28–33]. It
is desirable to clarify the influences of the magnetic field
direction on the spin properties when SOC is strong.
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FIG. 1. (a) The schematic diagram of a nanowire quantum
dot with large SOC. (b) The confining potential of the quan-
tum dot along the wire axis (x-axis), and an external magnetic
field B applied on the x− z plane.
In this paper, we obtain exactly the eigen-energies and
-functions of an electron confined in an 1D quantum dot
with large SOC. Our special interest is focused on the
interplay between the SOC and the magnetic field di-
rection. When the magnetic field direction is rotated
on a plane, we study both the electric-dipole transition
rate and the phonon-induced relaxation rate between the
lowest Zeeman sublevels. The anisotropy of the effective
Lande´ g-factor is revealed [34]. Here, in order to facilitate
the study of the influence of the magnetic-field direction
on the SOC effects, the original g-factor is assumed to be
a constant, i.e., the corresponding bulk value. We find
that no matter how large the SOC is, the Rabi frequency
as a function of the magnetic field direction always has a
pi periodicity. While for the phonon-induced spin relax-
ation rate [35], with the increase of the SOC, the period-
icity of the relaxation rate changes from pi in the weak
SOC regime to 2pi in the strong SOC regime.
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2II. THE MODEL
We consider a spin-orbit coupled quasi-1D quantum
dot, where an electron confined in an infinite square well
and subject to an external Zeeman field [11]. The model
under consideration is shown schematically in Fig. 1. The
nanowire material can be chosen as those with strong
SOC, e.g., InAs and InSb. Note that our approach is
also applicable to materials with weak SOC.
As illustrated in Fig. 1, the confining potential along
the axial direction is modeled by an infinite square well
V (x) =
{
∞, |x| > a,
0, |x| ≤ a, (1)
where a is the half-width of the potential well. In the
presence of an external magnetic field applied on the x−z
plane B = B(cosϕ, sinϕ), the Hamiltonian describing
the nanowire quantum dot reads [28]
H =
p2
2me
+ αpσz +
∆
2
(σx cosϕ+ σz sinϕ) + V (x),
(2)
where me is the electron effective mass, p = −i~∂/∂x is
the canonical momentum along the wire, α is the Rashba
SOC strength, ∆ = gµBB corresponds to the Zeeman
splitting (with g and µB being the Lande´ factor and the
Bohr magneton, respectively [27, 36]), and ϕ is the mag-
netic field direction. It should be noted that, in the pres-
ence of the magnetic field, there is a vector potential term
Ax = −(y/2)B sinϕ. However, for a quasi-1D quantum
dot, we can set y = 0 because the motion of the electron
is only allowed in the axial direction [28, 37].
We first give the boundary condition of our model. Be-
cause the confining potential is infinite outside the well.
Thus, the electron is strictly confined inside the well and
the wave function is zero at the boundary sites
Ψ(± a) = 0, (3)
where Ψ(x) = [Ψ↑(x) Ψ↓(x)]T is the eigenfunction of the
quantum dot, with Ψ↑,↓(x) being its two components.
In experiments, the quantum-dot SOC depends mostly
on both the material parameters and the external electric
field [19, 22, 23]. As an explicit example, in our following
calculations, we have chosen the InSb as our nanowire
material [38, 39]. Unless otherwise specified, the model
parameters are listed in Table. I.
III. THE ENERGY SPECTRUM AND THE
WAVE FUNCTIONS
Inside the well, the Hamiltonian can be reduced to the
following bulk Hamiltonian [V (x) = 0 in Eq. (2)]
Hb =
p2
2me
+ αpσz +
∆
2
(σx cosϕ+ σz sinϕ). (4)
TABLE I. The relevant parameters of the InSb nanowire
quantum dot we are considering. Most of the parameter val-
ues are taken from Refs. 38 and 39.
me/m0
a g a(nm) B(T) xso(nm) ϕ
0.0136 −50.6 50 0.05 40∼200 0∼2pi
D(eV) cl(m/s) ρ(kg/m
3) ρl(kg/m)
b
6.6 3690 5774.7 1.8142×10−12
a m0 is the electron mass.
b ρl = ρ× pir20 , with r0 = 10nm being the radius of the nanowire.
The eigenstates of the bulk Hamiltonian can be obtained
by solving the bulk Schro¨dinger equation Hbψ(x) =
Eψ(x). Specifically, there are several kinds of bulk wave
functions with respect to the energy region [27]. In
our following calculations, we focus on the energy region
where only bulk plane-wave solutions are allowed.
By solving the bulk Schro¨dinger equation, we find there
are four independent plane-wave solutions
ψ1,2(x) =e
ik1,2x
(
cosφ1,2
sinφ1,2
)
, ψ3,4(x) = e
ik3,4x
(
sinφ3,4
− cosφ3,4
)
,
(5)
where k1,2,3,4 is a function of the energy E (the detailed
expressions are given in Appendix A) and
φi =
1
2
arctan
(
∆ cosϕ
2α~ki + ∆ sinϕ
)
. (6)
Each independent solution does not satisfy the hard-wall
boundary conditions in Eq.(3), i.e., ψi(± a) 6= 0. How-
ever, a linear combination of all the degenerate bulk
wave functions can fulfill the boundary condition [24–
27]. Therefore, the eigenstate of Hamiltonian (2) can be
written as
Ψ(x) =
4∑
i=1
ciψi(x), (7)
where ci are the coefficients to be determined. Imposing
the hard-wall boundary conditions on Ψ(x), we obtain
an equation array for the coefficients ci: M · C = 0,
where C = [c1 c2 c3 c4]
T and the detailed expression of
M is given in Appendix A. The matrix M now is only a
function of E. The condition that there exists nontrivial
solution reads
Det[M] = 0. (8)
Indeed, Eq. (8) indicates an implicit transcendental equa-
tion for E, and the roots of this equation give us the
energy spectrum of the quantum dot. Once the energy
spectrum is obtained, we can obtain the coefficients ci
by solving M ·C = 0, such that the corresponding eigen-
functions can be obtained.
Let Ψ0(x) and Ψ1(x) be the two lowest eigenstates in
the quantum dot, and the corresponding energies are E0
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FIG. 2. (a) The two lowest energy levels E0 and E1 as
a function of the magnetic field direction ϕ for the SOC
length xso = 50 nm. The effective g-factor is defined as
ge ≡ (E0 − E1)/(BµB). (b) The probability density distri-
butions of the lowest two eigenstates |Ψ0(x)|2 and |Ψ1(x)|2
for magnetic direction ϕ = pi/6. The solid lines represent the
spin-up components and the dashed lines correspond to the
spin-down components.
and E1, respectively (E0 < E1). When the SOC length
xso ≡ ~/(meα) is chosen as xso = 50 nm, the lowest
two energy levels as a function of the magnetic field di-
rection ϕ are shown in Fig. 2(a). The effective g-factor
ge ≡ −(E1 − E0)/(BµB) as a function of the angle ϕ is
also given. When the Zeeman field is perpendicular to
the spin-orbit field, i.e., ϕ = 0, pi, and 2pi, the effective
Zeeman splitting reaches its minimum and ge becomes
maximal [28]. When the Zeeman field is parallel to the
spin-orbital field, i.e., ϕ = pi/2, 3pi/2, the effective Zee-
man splitting reaches its maximum and ge equals to the
bulk value (ge = −50.6). We also show the probabil-
ity density distribution in the quantum dot for the two
lowest eigenstates Ψ0(x) and Ψ1(x) [see Fig. 2(b)]. As
can be seen from the figure, for a general magnetic field
direction ϕ = pi/6, the eigenfunction contains both the
spin-up component and the spin-down component. The
spin-up component is dominant in the ground state and
the spin-down component is dominant in the first excited
state.
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FIG. 3. The electric-dipole spin transition rate Ω↓↑, in unit of
eEa/h, as a function of the magnetic field direction ϕ, under
different SOC strengths. Panel (a) show the result for SOC
length xso = 200 nm, and panel (b) show the result for SOC
length xso = 40 nm.
IV. ELECTRIC-DIPOLE SPIN RESONANCE
In the presence of an external magnetic field, the res-
onant electric-dipole spin transition rate in the quan-
tum dot was usually calculated using approximated wave
functions, either the SOC or the Zeeman field was treated
perturbatively [7, 9–12]. Here, in our exactly solvable
model, the dependence of the Rabi frequency on the mag-
netic filed direction is investigated.
When an alternating electric field is applied along the
x-axis, the electric-driving Hamiltonian reads
He−d =
p2
2me
+ αpσz +
gµB
2
B · σ + V (x) + eEx cosωt,
(9)
where E and ω are the amplitude and frequency of the
alternating field, respectively. Generally, under a small
ac electric field the electric-dipole interaction can be
regarded as a perturbation [9, 10], and the resonant
electric-dipole transition rate, i.e., the Rabi frequency,
can be calculated:
Ωij =
eE
h
∫ a
−a
Ψ†i (x)xΨj(x)dx, (10)
with h being the Plank constant. In the rest of this paper,
we only consider the electric-dipole transition between
the lowest Zeeman sublevels [40].
The spin-flip transition rate Ω↓↑, in unit of eEa/h, as
a function of the magnetic direction is shown in Fig. 3.
Figure 3(a) shows the result in the weak SOC regime
xso > a, and Fig. 3(b) shows the result in the strong SOC
regime xso < a [41]. When the Zeeman field is perpen-
dicular to the spin-orbital field, the spin and the orbital
degrees of freedom are hybridized to maximal, such that
4when ϕ = 0, pi, and 2pi, the Rabi frequency reaches its
maximum. When the Zeeman field is parallel to the spin-
orbit field, there is no mixing of the spin and the orbital
degrees of freedom, i.e., the operator σz is a conserved
quantity, such that the Rabi frequency becomes zero at
the sites ϕ = pi/2 and 3pi/2. No matter how large the
SOC is, we find that the Rabi frequency as a function
of the magnetic field direction always has a pi periodicity
[see Fig. 3].
V. THE PHONON-INDUCED SPIN
RELAXATION
On the one hand, the presence of SOC facilitates the
manipulation of the electron spin, on the other hand, the
SOC also mediates an spin-phonon interaction, which is
harmful to the spin lifetime [42–50]. Here we study the
dependence of the phonon-induced relaxation rate on the
magnetic field direction in the quantum dot.
Due to the high excitation energy of the optical
phonons, the phonon-induced spin relaxation in a semi-
conductor quantum dot is almost always caused by the
acoustic phonons [51–55]. Moreover, for the energetically
close two levels, i.e., the lowest Zeeman sublevels, the
multi-phonon transition induced by anharmonic phonon
terms can also be ignored [56, 57]. Generally, there are
two kinds of acoustic electron-phonon (e-ph) interactions:
the piezoelectric interaction and the deformation poten-
tial interaction [58–62]. For narrow-gap semiconductor
materials with strong Rashba SOC and large g-factor,
the phonon-induced relaxation is dominated by the de-
formation potential phonons [63, 64]. The Hamiltonian
describing the e-ph deformational interaction reads [65]
He−ph =
∑
q
(
~
2ρlωqL
)1/2
eiqxD|q|(bq + b†−q), (11)
where ρl is the mass density of the nanowire, L is the
length of the nanowire, D is the deformation potential
coupling strength, b (b†) denotes the phonon annihilation
(creation) operator, q and ωq correspond to the wave vec-
tor and angular frequency of the acoustic wave. Thus, the
total Hamiltonian describing the quantum-dot-phonon
system reads
Ht = H +He−ph +
∑
q
~ωqb†qbq. (12)
The phonon-induced relaxation rate between the energy
levels i and j can be calculated by using the Fermi golden
rule [52, 53]
Γij =
D2q2
2ρl~ωqcl
|Wij(q)|2 [n(T ) + 1] δ(~ωq −∆ij). (13)
Here ∆ij = |Ei − Ei| is the energy difference between
the relevant levels, cl is the wave velocity, n(T ) =
0.500
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FIG. 4. The phonon-induced spin relaxation rate Γ↓↑ as a
function of the magnetic field direction ϕ, under different SOC
strengths. Panel (a) shows the result in the weak SOC regime
with xso = 200 nm; while panel (b) shows the result in the
strong SOC regime with xso = 40 nm.
[exp(∆ij/kBT )− 1]−1 is the average phonon number,
and the electron-phonon matrix element Wij(q) is given
by
Wij(q) =
∫ a
−a
Ψ†j(x)e
iqxΨi(x)dx. (14)
In the case of low temperature, kBT  ∆ij , the aver-
age phonon number n(T ) ≈ 0. Because the exact wave
functions Ψi(x) and Ψj(x) are already obtained, the tran-
sition element Wij(q) can be calculated accurately, and
hence the relaxation rate Γij .
More specifically, the spin relaxation rate Γ↓↑ between
the two lowest energy levels as a function of the angle ϕ
is shown in Fig. 4. When the magnetic field is parallel
to SOC field, i.e., ϕ = pi/2 and 3pi/2, there is no spin
relaxation Γ↓↑ = 0 due to the fact that σz is a good
quantum number. For a relatively weak SOC xso = 200
nm, at the sites ϕ = 0, pi, and 2pi, the relaxation rate
reaches its maximal value [see Fig. 4(a)]. The magnetic
field dependence in this case is very similar to that of
the Rabi frequency shown in Fig. 3. However, when the
SOC is strong, i.e., xso = 40 nm, we find that the sites
for the maximal relaxation rate are a little bit deviation
from ϕ = pi and 2pi [see Fig. 4(b)]. This is actually a
strong SOC effect in the quantum dot. Specially, we can
expand the electron-phonon operator as follows
eiqx = 1 + iqx+
1
2
(iqx)2 + · · · . (15)
When the SOC is weak, the contributions from the high-
order terms (∝ x2 or higher orders) to the transition ele-
ment (14) are negligible, such that the relaxation rate and
the Rabi frequency share the same periodicity. When the
SOC becomes strong, the contributions from the high-
order terms become important, such that the sites for
5the maximal relaxation rate deviate from the sites of the
weak SOC. Therefore, the relaxation rate as a function
of the angle ϕ shows a 2pi period, in stark contrast to a
pi period in the weak SOC regime [31, 32, 55].
VI. CONCLUSION
In this paper, we analytically solve the 1D hard-wall
quantum dot problem in the presence of both the strong
SOC and the magnetic field. The EDSR and the phonon-
induced spin relaxation are studied in details with specific
interest focused on the interplay between the SOC and
the magnetic field direction. In different SOC regimes, we
find that the phonon-induced spin relaxation rate shows
different periodic oscillation over the magnetic direction.
The 2pi periodicity can be served as a signature of the
strong SOC effect in quantum dot.
The results of our calculations will help clarify
the influence of magnetic field direction on the spin-
manipulation and the spin-relaxation in quantum dot un-
der the effect of strong SOC.
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Appendix A: The detailed expressions of ki and M
In this Appendix, the detailed expressions of the wave vectors ki (i = 1, 2, 3, 4) as a function of the energy E are
presented and the detailed form of the matrix M is also given.
Expand the bulk Hamiltonian Hb in Eq. (4) in the spin space
{| ↑〉, | ↓〉}, the bulk Schro¨dinger equation Hbψ(x) =
Eψ(x) can be rewritten as (
p2
2me
+ ∆2 sinϕ+ αp
∆
2 cosϕ
∆
2 cosϕ
p2
2me
− ∆2 sinϕ− αp
)
ψ(x) = Eψ(x), (A1)
where we have used the identities: σz| ↑〉 = | ↑〉, σz| ↓〉 = −| ↓〉, σx| ↑〉 = | ↓〉, and σx| ↓〉 = | ↑〉. The eigenstate ψ(x)
is assumed to have the form of
ψ(x) = eikx
(
χ1
χ2
)
. (A2)
Substituting Eq. (A2) into Eq. (A1), we have(
~2k2
2me
+ ∆2 sinϕ+ ~αk − E ∆2 cosϕ
∆
2 cosϕ
~2k2
2me
− ∆2 sinϕ− ~αk − E
)
eikx
(
χ1
χ2
)
= 0. (A3)
Mathematically, the condition that there exists a nontrivial solution to Eq. (A3) reads
Det
(
~2k2
2me
+ ∆2 sinϕ+ ~αk − E ∆2 cosϕ
∆
2 cosϕ
~2k2
2me
− ∆2 sinϕ− ~αk − E
)
= 0. (A4)
Essentially, Eq. (A4) implies a quartic equation of k
~4k4
4m2e
−
(
~2E
me
+ α2~2
)
k2 − α~∆ sinϕk + E2 − ∆
2
4
= 0. (A5)
After some tedious algebra, Eq. (A5) can be rewritten as a product of two factor
(k2 + k0k + η)(k
2 − k0k + ζ) = 0, (A6)
where
η = (k30 + fk0 − j)/(2k0),
ζ = (k30 + fk0 + j)/(2k0). (A7)
6Here k0 is a root of the following equation
k60 + 2fk
4
0 + (f
2 − 4r)k20 − j2 = 0, (A8)
where the parameters
j =− 4αm2e∆ sinϕ/~3,
r =
(
4E2 −∆2)m2e/~4,
f =− 4 (Eme + α2m2e) /~2. (A9)
One solution of Eq. (A8) can be written as
k0 =
√
−2f − 2
√
f2 + 12r cos γ
3
, (A10)
where the angle
γ =
1
3
arccos
[
−2f3 + 72fr − 27j2
2
√
(f2 + 12r)3
]
. (A11)
Then, we can obtain four independent solutions to Eq. (A6)
k1 =
−k0 +
√
k20 − 4η
2
, k2 =
−k0 −
√
k20 − 4η
2
,
k3 =
k0 +
√
k20 − 4ζ
2
, k4 =
k0 −
√
k20 − 4ζ
2
, (A12)
where the complicated dependences of the wave vectors ki on E can be reflected by Eq. (A9).
In the following, the detailed expression for the matrix M is given. Substituting the eigenfunction [given in Eq. (7)]
into the boundary condition [see Eq. (3)], we obtain
c1e
ik1a cosφ1 + c2e
ik2a cosφ2 + c3e
ik3a sinφ3 + c4e
ik4a sinφ4 = 0,
c1e
ik1a sinφ1 + c2e
ik2a sinφ2 − c3eik3a cosφ3 − c4eik4a cosφ4 = 0,
c1e
−ik1a cosφ1 + c2e−ik2a cosφ2 + c3e−ik3a sinφ3 + c4e−ik4a sinφ4 = 0,
c1e
−ik1a sinφ1 + c2e−ik2a sinφ2 − c3e−ik3a cosφ3 − c4e−ik4a cosφ4 = 0. (A13)
The above equation array can be written as matrix equation M ·C = 0, where the matrix M reads
M =

eik1a cosφ1 e
ik2a cosφ2 e
ik3a sinφ3 e
ik4a sinφ4
eik1a sinφ1 e
ik2a sinφ2 −eik3a cosφ3 −eik4a cosφ4
e−ik1a cosφ1 e−ik2a cosφ2 e−ik3a sinφ3 e−ik4a sinφ4
e−ik1a sinφ1 e−ik2a sinφ2 −e−ik3a cosφ3 −e−ik4a cosφ4
 . (A14)
It should be noted that φi also depends on ki (i = 1 − 4) [see Eq. (6)], such that matrix M only depends on the
energy E [see Eqs. (A9) and (A12)]. The condition there exists nontrivial solution for the coefficients C reads
Det[M] = 0. (A15)
Solving this equation, we can obtain the exact energy spectrum of the quantum dot.
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