Rapid search and rescue responses after earthquakes or in postseismic evaluation tend to be extremely difficult.
INTRODUCTION

Background
Earthquakes, which are caused by energy released from Earth's crust, cause significant destruction and thereby cause high numbers of casualties. For example, 40,000 people lost their lives on December 26, 2003, due to the Ms 6.8 earthquake in the city of Bam (Iran) (Naghi et al., 2005) . Another earthquake with a magnitude of 8.0 killed 69,227 people in Wenchuan (China) on May 12, 2008 (Zhao et al., 2009) .
A quicker search and rescue response leads to a higher survival rate after an earthquake. According to the report on the Hanshin-Awaji earthquake (Tanaka, 1996) and Direct correspondence to: Juntong Qi, e-mail: qijt@sia.cn TangShan earthquake (Zhiyong, 1987) , the possible survival rate decreases rapidly as time passes. As shown in Figure 1 , the survival rate is 91% within the first 30 minutes; however, this rate decreases to 19% by the fourth day. This trend demonstrates that quickly locating areas in which people may be buried is crucial to rescue efforts. In traditional search methods, ground rescuers are distributed to all possible places, which is time consuming and inefficient. Search and rescue efforts are even less efficient when they are under the threat of earthquake aftershocks in complex environments, such as subduction zones. Aerial search-based disaster evaluation is an effective method for rescue teams, particularly when roads are crowded or blocked after earthquakes. With the use of flexible and portable aerial systems, such as unmanned aerial vehicles (UAV), disaster regions can be efficiently and accurately identified to guide rescue teams to target locations.
Related Work
Significant research efforts have aimed to solve disaster research and management problems via unmanned aerial vehicles (UAVs), which were first developed in the early 1970s in the United States. The appeal of these systems primarily arises from the fact that UAVs have the properties of flexibility, safety, ease of operation, and relatively low cost. Various types of UAVs have been designed for efficient air searching after natural disasters, such as the Global Hawk UAV (Petcoff, 2010) , the RMAX helicopter (Kochersberger, Kroeger, Krawiec, Brewer, & Weber, 2014) , Evergreen Skylark helicopters (Huber, 2010) , ISENSYS helicopters (Murphy, 2011 ) and fixed-wing mini UAVs (Goodrich et al., 2008) , and sFly MAV (Achtelik et al., 2012) . To carry out emergency missions after disasters, UAVs are equipped with different kinds of sensors, such as light detection and ranging (LI-DAR), cameras and spectrometers. Such systems were suc- cessfully used in hurricanes Katrina (Pratt, Murphy, Stover, & Griffin, 2009; Murphy, 2006) and Wilma (Murphy et al., 2008) , typhoons Morakot (Chou, Yeh, Chen, & Chen, 2010) and L'Aquila (Quaritsch et al., 2010) , and the 2010 Haiti (Huber, 2010) and 2011 Japan earthquakes . Several research teams have focused on efficient aerial searching after a disaster (Adams & Friedland, 2011 ). An intuitive illustration of several works is provided in Figure 2 , and Table I displays a system image corresponding to each work.
The Murphy group first implemented a fielded unmanned surface vehicle (USV)-UAV team for postdisaster port and littoral inspections; the onboard sonar of the USV had a detection range of 10 m, and the electrically powered UAV carried a miniature visible light camera (Murphy et al., 2008) . The system enabled a 14-km range of detection and was successfully implemented for the seawall and bridge inspections. The Michael group used the same type of concept and achieved a collaborative three-dimensional (3D) mapping of damaged buildings after an earthquake via ground and aerial robots . The ground robot was equipped with laser scanners, and the aerial robot carried a laser and Microsoft Kinect. These two groups lead a flexible idea of robot cooperation for emergency response in locations that are not accessible in limited times. Such a system can return more detailed knowledge of a certain area. These systems are both adaptable for certain environments; although these small quadrotor-UAVs are all electrically powered, they cannot support long-range detection.
Recently, the European Commission has supported a widely cooperated project called the Integrated Components for Assisted Rescue and Unmanned Search operations (ICARUS) (Govindaraj et al., 2013) , which aims to bridge the gap between researchers and end-users by developing a toolbox of integrated components for unmanned SAR. The aerial platforms include rotor-wing and fixed-wing UAVs, and these UAVs are solar airplanes (Leutenegger, Jabas, & Siegwart, 2011) Technology Centre (ASCAMM) (Doroftei, Matos, & de Cubber, 2014) , and indoor multicopters by SkyBotix (Doroftei et al., 2014) . The UAVs range from long-distance solar UAVs to small indoor multicopters and are applicable to various situations for detection and localization. They are equipped with cameras and lasers to detect human survivors and environmental information, which can guide ground or maritime robots. A former program called NIFTi was funded within the EU FP7 ICT program, which aimed to build intelligent, collaborative robots for humans to explore disaster areas (Kruijff et al., 2014) . NIFTi developed a standard UAV, that is, an octocopter equipped with a camera and Kinectstyle sensor. The UAV is assumed to provide the first sight of the disaster.
The Goodrich group focused on fixed-wing mini UAVs for search and rescue responses in wild or remote areas. The UAV was equipped with a gimbaled camera to guide ground searchers and had the ability to stay in the air for up to 120 min. This group focused on presenting video information for searchers and integrating UAV technology into existing wilderness search and rescue efforts (Goodrich et al., 2008) . Such fixed-wing UAVs are commonly supposed to have a fast flying speed and rather high search altitude, which indicates that they are not sufficiently flexible for narrow search areas and cannot hover at an accurately low altitude to detect targets; the situation is the same with the Global Hawk UAV (Petcoff, 2010) . However, a fixedwing UAV with vertical takeoff and landing ability called the Tailsitter UAV (Knoebel & McLain, 2008) solves this problem.
A fixed-wing UAV was also suggested by the Lewis group (Lewis, 2007) ; this UAV was equipped with a CCD to achieve a 25-cm spatial resolution at a height of approximately 640 m. By combining the captured images, an image of the damaged region can be obtained with high temporal and spatial resolution to enhance data collection, analysis, and dissemination. However, a duration of 12 hours to 2 days is required to achieve such high-resolution results, which exceeds the optimal suitable postseismic search and rescue time frame. Hence, this type of imageprocessing method is not suitable for real-time feedback for ground responders.
The Pratt team aimed to operate a small rotary-wing UAS (SRWUAS) in cluttered environments after Hurricane Katrina. This SRWUAS was equipped with four video cameras to collect data for guiding and online planning (Pratt et al., 2009 ). This team employed structural inspection, target locating, and omnidirectional obstacle avoidance in urban environments. The SRWUAS is a semiautonomous system, which means that GPS navigation is not necessarily needed, while three operators are needed for one vehicle. However, the electrically powered SRWUAS, with only 15 min of flight endurance and 1 kg of payload capacity, cannot be implemented as a detection platform for earthquake search and rescue missions in large complex areas.
Larger-scale rotary-wing UAVs tend to be more feasible for postseismic search and rescue efforts in large and complex environments because of their ability to hover and perform vertical takeoff and landing. The Kochersberger team used the Aeroscout B1-100 and Yamaha RMAX helicopters, with a 90-kg takeoff weight, to achieve remote sensing. Both of the above rotary-wing UAVs contained a stereo-vision camera system and an onboard spectrometer (Kochersberger et al., 2014) . The UAVs had a detection range of 7 km and had a flight endurance of 1 hour. The team attempted to complete 3D terrain mapping and radiation detection to guide ground robots in implementing remote operations. The stereo-camera system could achieve 0.56-m vertical resolution from a height of 40 m, which was suitable for obtaining an early assessment of disaster. However, the Aeroscout B1-100 and RMAX are far from being transportable by hand.
Other works such as that performed by the Quaritsch team focused on networked UAVs, whereby each UAV is equipped with a camera and can follow GPS navigation points so as to gather information in a corporative manner (Quaritsch et al., 2008 (Quaritsch et al., , 2010 . UAV team mapping for the Haitian earthquake (Huber, 2010) are excellent examples of emergency responses.
While the above-mentioned works address similar problems, this paper attempts to implement a rapid search and rescue effort to guide ground searchers in postearthquake relief by search and rescue rotary-wing unmanned aerial vehicle (SR-RUAV).
Manual Earthquake Search and Requirements of SR-RUAV
Manual earthquake search and rescue has traditionally been conducted by many small teams. Each team includes 12 human specialists and is responsible for village-level search (approximately a 5 km 2 area). Professional earthquake search and rescue is generally based on the following seven steps: 1) Assess the rescue area by collecting and analyzing useful information, such as collapsed buildings, structural stability, and the condition of water and electrical facilities, and assess the possibility of survivors. 2) Protect the scene. Delimit the warning area to discourage blind rescue. 3) Develop search strategies according to the factors of buildings, collapsed types, time, and external environment.
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The leader of the rescue team determines the search area or priority and allocates staff and tasks so that resources can be fully used and the rescue time can be reduced. 4) Search for survivors. Rescue team members enter the disaster site to search all gaps and holes in collapsed buildings where survivors may exist by searching manually, with search dogs and instruments. At the same time, rescue accessible survivors. 5) Rescue survivors. Use special lifting, expansion, shearing, drilling, mining equipment, and tools to remove the wreckage of buildings and arrive at the location of survivors for rescuing. 6) Provide medical care. 7) Assess the search results.
Efficiency is the most important factor in rescue missions after earthquakes, and UAVs can demonstrate their power by providing disaster information to accelerate the search and rescue process. UAV regulations in China offer conditions for the application of UAVs under disaster search and rescue. The details are discussed later. Compared to medium or large fixed-wing UAVs, which are used to catch the panorama of the earthquake disaster to support overall rescue operations, rotary-wing unmanned aerial vehicles (RUAVs) have light weight, the ability to hover at low altitudes, and low-speed performance, which are suitable for small rescue teams for village-level searches. In such missions, the flight routes of RUAVs must cover the entire pre-searching area (larger than 5 km 2 ) to catch the panorama and support the rescue team to assess the rescue area corresponding to Step 1. During the flight, an onboard camera and vision system can detect and assess the captured video to provide enhanced information of the disaster area, including the location and severity of collapsed buildings, and provide support for developing search strategies corresponding to Step 3. Specifically, RUAVs also have the ability to execute simple searches of survivors in high buildings corresponding to Step 4. The role of RUAVs in search and rescue is to provide information of the disaster area from a different view so rescuers can make timely decisions. Hence, based on our analysis, the SR-RUAV must be able to satisfy the following requirements.
Portability Note that the rapid response of an unmanned system strongly depends on the systems portability (Jacoff, 2008) . Systems such as RMAX, which have a 90-kg takeoff weight (Sato, 2003) , are too heavy for small rescue teams or for hand transportation. Considering roads may be damaged after earthquakes and many earthquakes occur in mountains, which have many villages, especially in southern China, transports like vans cannot enter the disaster area. Hence, the RUAV must be able to be carried by only one or two people. However, larger RUAVs, which have longer endurance and higher payload, are also required for good transport conditions.
Endurance RUAVs are required to be applicable for detection in large and complex environments, especially in mountainous areas. The endurance should not be less than 60 min so that the long-distance mobility and village-level search ability can be satisfied.
Autonomous Detection and Evaluation of Collapsed Buildings One essential point that should be considered is that the autonomous detection of collapsed buildings and locations increases the effectiveness of relieving people under long hours of high work load. In general, humansupervised detection methods are not appropriate for longterm searches because rescuers may feel dizzy from long durations of focusing on a screen and may not always be able to address large amount of information in a short time, resulting in information loss. In this case, an autonomous collapsed building detection and location system is urgently needed. The estimated location can help people locate buildings on their map to increase the efficiency of search and rescue.
Path Planning The expected search region is determined by the Chinese International Search and Rescue Team (CISAR) member through electronic maps at the ground station. Based on the region, the flight path should be automatically generated by the ground station to guarantee both safe flying and regional coverage.
Communication For all UAV-guided emergency response systems, one of the most important issues is building a stable and efficient communication system. It is important to ensure a communication system with the ability to transmit images and other information in real time.
Human-RUAV Interface The ground station is the only interface between the rescue team and RUAV. Often, the RUAV is beyond the operators line of sight. A wellorganized ground station should include human-packing capabilities, RUAV operation functions, flight planning with human intervention, and an intuitive graphical user interface (GUI).
CISAR will be provided with our robot system after sufficient test. With the support of this program, the SR-RUAV ServoHeli series has been designed by our group, with the ability to locate collapsed buildings (damaged regions) and perform disaster evaluation to guide ground rescue teams for rapid and accurate rescue efforts. More specifically, related research and technical works had been achieved to satisfy the above search and rescue requirements.
Portability and endurance To satisfy the portability condition, a 40-kg takeoff weight RUAV is chosen. The full payload capacity of the 40-kg RUAV is more than 10 kg, which indicates that the net weight is less than 30 kg, and 10 kg is sufficient for the onboard vision system. Generally, battery-powered RUAVs with a net weight of 30 kg have approximately 40 min of flight endurance with reasonable payload. Electricity is a secondary energy and stable power supply, which cannot be guaranteed after an earthquake. Thus, it is better to choose RUAVs powered by gasoline. A 30-kg RUAV with two 2-L tanks can fly at least 60 min. Tests with 100-kg takeoff weight RUAVs had also been performed; yet, these RUAVs have less portability and more endurance constraints.
Autonomous Detection and Evaluation of Collapsed Buildings As noted above, a vision-based autonomous collapsed building detection and location algorithm is used to distinguish collapsed buildings and calculate their locations. The details will be discussed in Section 3.
Path Planning For achieving search missions, RUAVs are required to fly over an area without any loss of ground information. Thus, a SLF is a good choice, and the details are shown in Section 2. The flight altitude is determined by a CISAR member according to the terrain and building distribution. Because the SR-RUAV is used for village-level search, it is easy to collect information regarding terrain and buildings. The default altitude is set to 30 m higher than the takeoff point.
Communication High reliability transceivers and automatic-tracking antennae are used to guarantee communication between the RUAVs and ground station. If the communication breaks off, the RUAV can continue flying according to the path and save captured video in its onboard memory or rise vertically to avoid signal blocking.
Human-RUAV Interface To satisfy the reliability and human-packing capabilities, components of the ground control station (GCS) are integrated into a high-strength equipment box with handles and wheels. Two operating levers at the GCS are used to control the RUAV and the camera, and the RUAV can be controlled in semiautonomous mode by the lever. Two screens are used in the ground station to display as much information as possible. One of the screen is used to display flight information, and the other one is used to receive video and the results of the distinguished collapsed buildings. The human-RUAV interface is well-organized with a GUI. The flight path is set before the flight and modified during the flight according to Google Earth or directly given GPS points.
A detailed list of our group's progress since 2003 is presented. We have attempted to record all of the progress milestones, from early theoretical research and helicopter construction to applications in real environments for aerial searches with the CISAR after an earthquake. Several tests have been conducted in the laboratory, in simulated environments, and in real earthquake environments, such as the 2013 Lushan earthquake. Table II lists the milestones of our research.
UAV Regulations in China
After years of development, civilian UAVs have been widely used in many fields of emergency rescue, environmental monitoring, power line inspection, aerial mapping, and agricultural protection. In the context of the rapid development of civil UAVs, UAV safety issues have become the focus of public attention. The Civil Aviation Administration of China (CAAC) has promulgated a series of documents to regulate the management and operation of UAVs. First, the Civilian Unmanned Aerial Vehicle Air Traffic Management Approach (MD-TM-2009-002 ) was instituted in June 2009. This document provides clear claims of UAV airspace management, air traffic management, and the use of radio frequencies and equipment. Second, UAV airspace regulations are being consulted and are expected to be introduced soon. This document is mainly for civilian UAV management, which includes UAV flight plan reporting, reporting conditions, and available airspace, among others. Third, Interim Provisions on the Administration of Operators in the Civilian Unmanned Aircraft System (AC-61-FS-2013-20) were implemented in November 2013. The Advisory Circular is a temporary regulation, and many detailed rules and regulations are explained. Some related contents are listed below.
Applicability: This advisory is applicable to the qualification administration of operators in the civilian unmanned aircraft system. The coverage includes, but is not limited to, the following: r Aircraft without Operators onboard. r Aircraft with Operators onboard of which the flight can be completely controlled by ground operators or the carrier operators.
Definitions:
The definitions of terms in this advisory are as follows:
r UA, unmanned aircraft, is an aircraft administered by a remote station, including remote control and autonomous flight, also known as remotely piloted aircraft (RPA).
r UAS, unmanned aircraft system, also known as remotely piloted aircraft systems (RPAS), refers to the entire system, consisting of an unmanned aircraft, a related remote r VLOS, visual line of sight operations, is the operating mode of direct visual contact, which can be kept by the UAV operator and observer and for which the aircraft is within a visual range with a radius of 500 m and relative height of less than 120 m.
r EVLOS, extended VLOS, is the other operating mode for UAV runs beyond visual range.
r Micro UAV is a UAV whose mass is less than or equal to 7 kg.
r Light UAV is a UAV whose mass is greater than 7 kg and less than or equal to 116 kg whose calibrated airspeed is less than 100 km/h (55 miles per hour) and whose ceiling is less than 3,000 m at full horsepower-level flight.
r Small UAV is a UAV whose mass is less than or equal to 5,700 kg with the exception of micro UAV and light UAV.
Supervision:
In the following cases, the UAV operator is able to work without supervision:
r UAV runs indoors. r Micro UAV runs within visual range. According to the above definitions, our RUAVs are light UAVs; during the earthquake search and rescue mission introduced later, the RUAVs are used in sparsely populated or open nonpopulated areas. Thus, based on the document, our RUAVs can be used for disaster search and rescue.
Paper Organization
In the following sections, the design and flight experiments of the ServoHeli series for aerial searching are first introduced; then, flight vision-based evaluation methods and preliminary experiments for guiding ground rescue teams after earthquakes are analyzed. Third, to determine the efficiency of the ServoHeli RUAVs in applications, flight experiments for rescue are conducted in simulated earthquake environments, and then, flight applications and lessons are introduced based on the use of RUAVs for search and rescue efforts in the Lushan earthquake. Finally, deployment aspects and lessons learned during simulated environments and real earthquake search and rescue are discussed. 
SYSTEM DESCRIPTION
The SR-RUAV is based on a ServoHeli unmanned helicopter capable of autonomous flight. With a 2 degree-of-freedom (DOF) camera mount and a high-resolution camera as the main payload, the SR-RUAV can fly over disaster areas and acquire videos of the damaged region. The video is transmitted wirelessly in real time to the GCS, from which damage evaluation and location can be processed online by the vision processing system in the GCS. The locations and images of detected damage regions are then transmitted to search and rescue teams to improve the efficiency and safety of search missions. In addition, geographic information regarding the damaged region is also transmitted to the flight controller, which can change the searching strategy adaptively or under the instruction of an operator through the GCS interface. The SR-RUAV can be operated in a semiautonomous mode or a fully autonomous mode, depending on the field condition and the specified task. For initial longrange searching, the fully autonomous mode is preferred. The semiautonomous mode is most suitable for searching in a specified short-range region, where the searching efficiency can be improved with human supervision. The superior flight maneuverability of the helicopter makes the SR-RUAV the most suitable platform for low-altitude remote sensing and evaluation tasks. The overall system is illustrated in Figure 3 .
Airframe
Under the national program's support, two SR-RUAVs, including a ServoHeli-40 and a ServoHeli-100 (denoted by their takeoff weight), were constructed, with the main differences being the payload and flight endurance. The characteristics of these two airframes are listed in Table III . The motivation for building these two SR-RUAVs was to satisfy the diverse demands encountered in real search and rescue applications. The ServoHeli-40 is mainly designed for surveillance; it has a camera as the main payload and can be used for postdamage evaluation and locating. Moreover, the small scale and lightweight design of the ServoHeli-40 makes it portable for CISAR teams, and it can be easily implemented to conduct searches near a damaged region. For example, it can act as a transportation vehicle when a traffic jam occurs. The ServoHeli-100, with its larger payload, can be used not only for surveillance but also for first-aid material delivery to damaged regions in which ground transportation is difficult or even impossible. The net payload of 30 kg can be used to carry first-aid kits and lifesaving medicine to damaged regions for assistance when the ground rescue team cannot arrive quickly. However, this ability comes at the cost of portability because the net weight is greater. Images of these two SR-RUAVs in flight are provided in Figure 4 . The flight control systems (FCSs) used on the ServoHeli-40 and ServoHeli-100 are the same, and the FCSs are developed by our team. A detailed analysis of the FCS will be provided in the next section.
Avionics System
The overall architecture of the avionics system is shown in Figure 5 . The system consists of four parts: a navigation unit, a flight control unit, a visual unit, and a ground control station. For the navigation unit (Wu et al., 2010) , a three-axis accelerometer, a three-axis gyroscope, a three-axis magnetometer, a GPS module, and a barometer are integrated into a coupled INS/GPS navigation system; the specific models used are listed in Table IV . It has been recognized that an update and control rate of 50 Hz is sufficient for SR-RUAV control because the valid dynamic response range is lower than 5 Hz. The update rate of the INS sensor is chosen to be 50 Hz, while the GPS and magnetometer have a lower update rate that is limited by the sensor. An extended Kalman filter (EKF) is used to fuse sensor data (Wu et al., 2011) . In the EKF, the different update rates of these sensors are taken into consideration through a modification of the time update procedure and the measurement update procedure. This navigation unit can provide an accuracy of 0.1 m in position, 0.1 m/s in velocity, and 0.1 • in attitude with differential GPS (Qi et al., 2006; Dai, Qi, Wu, & Han, 2012) . The camera is selected to achieve clear videos for CISAR members to evaluate the disaster situation. Thus, a commercial camera, the SONY HDR-CX350E, is chosen. To adapt to image processing, the focal length is fixed at 34.8 mm, and the resolution is 720 × 560.
A hierarchical flight control algorithm Figure 6 is adopted here for autonomous flight, with the position and velocity controller as the outer loop and the attitude controller as the inner loop. Here, the inner attitude-control loop is based on a linear-quadratic regulator (LQR), which has been demonstrated to be more robust and which allows the control parameters to change more easily in field flight in comparison to a traditional proportional-integrationdifferential (PID) controller. A PID controller is used in the outer loop because the closed-loop dynamic is regulated through the LQR controller, which will reduce the influence of disturbance and uncertainty that is encountered in field tests (Qi et al., 2006; Jiang, Han, Wang, & Song, 2006) . The overall avionics system on the ServoHeli-40 is illustrated in Figure 7 ; the visual system will be introduced in the next section. The GPS and magnetometer are integrated together and placed far from the main airframe to reduce the electromagnetic effects introduced by the engine and the ferromagnetic materials used in the airframe. The visual system is placed in front of the helicopter at an appropriate viewing angle for ground target surveillance. The ServoHeli-100 has almost the same avionics system but differs in the delivery box below the flight controller system.
Research on the above-mentioned subsystems began prior to the support of the National High Technology Research and Development Program. By the end of March 2008, all of these avionics systems had been established, and numerous flight tests, with a total flight time of more than 100 hours, were conducted to verify the durability of the airframe, the accuracy of the navigation system, and the stability of the flight control system.
Flight Mode and Path Planning
Three types of flight modes are designed for a search and rescue operation: semiautonomous flight (SAF), waypoint flight (WPF) and SLF. Under SAF mode, the onboard flight controller guarantees a stable attitude and acceptable velocity/position tracking performance, where the operator only needs to send a velocity command by an operation lever to the flight controller. The RUAV is controlled by humans according to videos transported from the RUAV. The WPF mode is designed for long-range searching, where the waypoints and forward velocity are set by the operator through the GCS before the flight. After starting WPF mode, the RUAV turns and flies toward the first waypoint with a guaranteed forward velocity until it reaches a region close to the waypoint. Then, the RUAV starts a coordinated turn and flies toward the next waypoint. For a comprehensive search of specified rectangular areas, SLF mode is the most effective for covering the entire region, as shown in Figure 8 . Based on maps provided by Google Earth, operators can specify the searching area through the GCS. The searching area is assumed to be in a rural environment, where the heights of buildings are less than 10 m. The operator checks the altitude information by elevation maps after selecting the area and designs a specific flight altitude for the SR-RUAV to fly at an altitude (default 30 m) aboveground, where there are no obstacles. The altitude of 30 m is also determined by the cameras resolution. Thus, the task of path planning is to generate a snake-like path to cover a two-dimensional area without obstacles.
Supposing the flight altitude is constant, the gap, which is the lateral setting distance between two snake-like lines, is determined by the field of view (FOV) of the camera, and the forward velocity is determined by the frames per second (fps). To guarantee the continuity of the area covered, the following relationship should be satisfied:
The turning radius is equal to half the gap and the turning is achieved by the SR-RUAV through half-circle flight. The existence of centripetal acceleration during circle flight leads to a constant roll angle for the SR-RUAV, and the angle should be compensated by the 2-DOF camera.
REAL-TIME DETECTION OF COLLAPSED BUILDINGS BY A SR-RUAV
To detect collapsed buildings from an SR-UAV, we proposed an online bottom-top detection method that can isolate a collapsed building from its surrounding background by combining the motion and appearance features of image pixels. The aerial images captured from the active camera are transferred to a ground PC and are then processed by our detection algorithm to identify collapsed buildings. The resolution of the aerial image is 720×560 pixels, and our system achieves a processing speed of 15 fps on a GCS with an Intel Ci7 2.9-Ghz CPU and 8 GB of memory. A flowchart of the proposed system is shown in Figure 9 .
Motion Analysis of Aerial Images
Because the remains of a collapsed building often fall onto the ground in arbitrary directions, their shapes will exhibit random gradients without particular orientations. Thus, in successive aerial images, the random shape of a collapsed building will lead to particular motion features that can be used to discriminate collapsed from noncollapsed buildings. To extract the motion feature from the remains of a collapsed building, at a given pixel (x, y), we can compute the motion vector I (x,y,t) = {I x , I y , I t } as the first-order deriva- Figure 9 . The flowchart of the proposed collapse detection system.
tive of the gradient in the spatial and temporal directions from three successive frames:
Here, I x , I y are the spatial gradients of (x, y) and I t represents its temporal movement. As shown in Figure 10 , the spatiotemporal gradient I caused by the camera movement could be considered as a 3D gradient, which is composed of the spatial gradients I x , I y and the temporal gradient I t . As described in (Klaser, Marszalek, & Cordelia, 2008) , such a spatiotemporal gradient could be applied to describe both the shape and motion feature of a target object, whereas || I || represents the strength of I . The weight between the spatial and temporal gradients depends on the cameras frame rate. The weight of the temporal gradient should be increased if the cameras frame rate increases. In our system, we fixed our camera frame rate at 15 fps because the auto-adaptive cameras frame rate may make the image quality unstable. Therefore, the weight of the temporal gradient is also fixed at 1. To reduce the computational cost and image noise, a simple binary filter is set up, where each image pixel will be assigned with a binary label M(x, y):
Here, θ is a predefined threshold for filtering out the unnecessary noise (here, we set θ = 20). In this manner, only the image pixels containing strong spatiotemporal gradients could survive and be processed in the following steps.
Appearance Analysis
To avoid the problem of overtraining in a learning-based detection algorithm, in this paper, we use an online bottomtop algorithm for detecting collapsed buildings. Because the ruins of a collapsed building usually appear within a small region that exhibits steep random gradients in almost all directions, we select the HOG (histogram of oriented gradient) (Dalal & Triggs, 2005) feature to describe the appearance of the ruins. Centered at pixel (x, y), the computed gradient of all pixels within an n × n cell is oriented into an m-bin histogram, where each bin corresponds to one orientation. After L1 normalization, the variation of such a histogram is calculated as:
Here, b i represents the bin value of each orientation, and b refers to the mean value of all bins. As shown in Figure 11 , because a normal building always contains well-organized gradients in the parallel direction, its variation in the histogram bins tends to be large (in other words, the output of Eq. 5 is big). For a collapsed building, the bin variation of the HOG feature will be relatively small. This method can help in discriminating a normal building from a collapsed one without a prior training process. In addition to the HOG feature, further color similarity measurements are also applied in this work. Through the analysis of captured aerial images, the collapsed buildings contain colors that are similar to one another. That occurs because the buildings in the same area (village or town) are typically composed of similar materials (concrete and wood, etc.) and painted with a similar color, which is quite normal in the countryside. Based on such an observation, a predefined color (R p , G p , B p ) is selected online by the UAV operator to describe the representative color of the collapsed buildings (meaning that this predefined color may change from scene to scene). At each image pixel (x, y), whose color is represented as (R x,y , G x,y , B x,y ), we applied a Gaussian kernel function to describe the color similarity between (R p , G p , B p ) and (R x,y , G x,y , B x,y ) , where the convolution result of this function is represented as C(x, y). To address the color variation caused by different weather, illumination, and scenes, the band width in this Gaussian function is set to a large value (in this paper, σ R = σ G = σ B = 30 in each color channel) to follow such variation. Therefore, the value of C(x, y) will vary continuously from 0 to 1.
Similarity Measurement
The similarity between a pixel and part of a collapsed building is computed as the product of its motion, appearance, and color similarity as
Here, S(x, y) is a similarity function describing the probability that pixel (x, y) could be part of a collapsed building. As such, S(x, y) is the product of multiple similarities 
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Extracted HOG feature Extracted HOG feature Figure 11 . The appearance variation of normal and collapsed buildings with HOG feature. The HOG variation of a normal building will be much larger than that of a collapsed one. Figure 12 . The detected feature points of collapsed buildings from Eq. 6 (this image is captured in 2010 Haiti). Here, since one feature point is too small to be shown clearly, each feature point is represents by one 5×5 rectangle.
(motion, appearance, and color); this measurement can help our system to only focus on the pixels that simultaneously look (appearance and color) and move like parts of the collapsed buildings, which will be considered as the target objects that the UAV is searching for. Here, we set a predefined high-value threshold at S(x, y) = 0.525 to filter the massive noisy image pixels. Figure 12 shows an example of the detected pixels of collapsed buildings from our similarity measurement, where each detected pixel is illustrated as a 5×5 rectangle.
Identifying Collapsed Building Candidates
As shown in Figure 12 , because a collapsed building usually appears within a region with a high density of detected feature points, identifying a collapsed building candidate Figure 13 . The produced candidate of collapsed buildings by the variable mean shift clustering (Comaniciu, Ramesh, & Meer, 2001 ). This image is captured after the 2010 Haiti earthquake.
becomes a classic clustering problem in which the distributed pixels are automatically integrated into reasonable clusters. Thus, we chose the variable mean shift clustering approach (Comaniciu et al., 2001) to group the detected feature points into collapsed building candidates. In (Comaniciu et al., 2001) , because the kernel window width of each initial cluster seed is the distance from a seed to its k-NN data point (here, we chose k = 5), this integration can follow the complex data distribution of detected feature points. Hereafter, we refer to the output of the integration results as a collapsed building candidate. Figure 13 shows an example of the identified collapsed building candidates, determined by the adaptive mean shift clustering algorithm. The candidates are naturally produced by following the distribution of detected feature points shown in Figure 12 .
Coordinate Estimation and Transformation from Image Plane to GPS
Based on the observation that most villages or towns are located on relatively flat ground, even in mountainous areas, we make the assumption that detected collapsed buildings are located on flat ground. One reason for making such an assumption is that an accurate digital elevation map of the disaster field is not always available. In our rescue operation during the Lushan earthquake, we can only obtain coarse elevation information for the entire area, not individual buildings. Another reason is that we could not use sensors, such as LIDAR, to acquire accurate 3D information of the disaster field due to the limited flight load of our UAV. Although such an assumption will lead to some estimation error for collapsed buildings located on hills, we find through our investigation that the estimation method described in the following section could still give the correct directions of collapsed buildings, which is also useful for the rescue team. In such cases, the accurate positions of survivors or collapsed buildings could be obtained by the rescue team. As shown in Figure 14 (a), the camera is assumed to be fixed with the UVA, and its pitch angle is α. We can extract α and the flying height H of the UAV from internal sensors; the world coordinate of camera is assumed to be the same as the UAV, (X Figure 14 . Estimation for the GPS coordinates of a collapsed building.
Here, D is the depth distance from the ground point (X (cen)
(world) ) to the camera, α is the pitch angle between the camera optical axis and horizontal line, and H is the flight height from the UAV to the ground, which could be computed from information obtained from the onboard GPS sensor, while the elevation height of the disaster field could be obtained from software, such as Google Earth.
As shown in Figure 14( 
where f represents the optical focus length of the camera. By substituting Eq. 9 into Eq. 14, we can obtain the world coordinate of a detected collapsed building:
Because the distances between the UAV and collapsed buildings are up to a few hundred meters, which are far less than the radius of Earth, the GPS coordinates of the detected collapsed building could be calculated by the following simplified formulas:
Radius (Earth) 
where Dis = (X (colla) (world) ) 2 + (Y (colla) (world) ) 2 , ψ (UAV ) is the yaw of the SR-RUAV, ψ (camera) is camera's yaw relative to the SR-RUAV and Radius (Earth) is the radius of the Earth.
Verification of the Proposed Method Using Static Aerial Images
Public aerial photo data sets, such as the KOBE or Bam data sets, are available; however, the aerial images in those data sets were primarily captured by a UAV or high-altitude satellite. Therefore, the resolution of the collapsed buildings is too poor for image processing by the proposed algorithm. We prepared a novel aerial image data set of collapsed buildings by collecting images from the Internet, in which all of the images were captured by a UAV at low altitude. In this data set, the resolution of the collapsed buildings is sufficiently high to enable image processing by our algorithm. Our low-altitude aerial image data set includes 102 collapsed buildings, among which 42 buildings are clearly visible and the remaining 60 collapsed buildings are blurred. The images were acquired by a UAV from various altitudes and viewpoints. All of these images recorded earthquakes happening at different places and times, including Italy (2009), Haiti (2010), Wenchuan (2008), and Lushan (2013) . Because the test images were captured from an unknown area, the ground truth of all of the collapsed buildings was manually determined from the images. The detection of
Ground truth Detection result
Overlap area between the ground truth and detection result Figure 15 . Illustration of the overlap area between a detection result and ground truth.
collapsed buildings is compared with the ground truth. As described in Figure 15 , when the overlap rate between a prediction and ground truth exceeds 50%, a true positive detection is assumed; otherwise, the result is a false alarm. For each detection result, the overlap rate between it and its nearest-neighboring ground truth is computed as follows:
Here, BB dt , BB gt denote the bounding boxes of the detection result and ground truth, respectively. To obtain the necessary motion information from the test data set, we produce neighboring images by rotating the image slightly by ±3
• , centered at each test image. In this manner, we can produce the necessary motion information from a static image without losing its spatial features. Table V shows the detailed detection results of the proposed algorithm for the test data set, where the Recall and P recision are calculated as
where, T P i represents the i th true positive detection result that satisfies Eq. 19; GT j denotes the j th ground truth, which was manually produced by the researchers; and DT k refers to the k th detection result obtained from our collapse detection system. Table V shows that the recall of the proposed system for clear images can reach 80%, with a precision of 90.7%. Furthermore, the performance of the proposed system is degraded when the test images are blurred. This phenomenon is quite similar to that of human eyes, as it is more difficult to identify objects in blurred images than in clear ones. Figure 16 illustrates some detection results of the proposed algorithm with our test data set, where the true positive detection results are shown by red rectangles and false alarms are represented by blue rectangles. The top row represents the detection results for clear aerial images captured after the 2008 Wenchuan and 2010 Haiti earthquakes, where each test image includes one false alarm. The false alarm occurred because the building contained a strong texture, in which the gradient orientation was randomly distributed. Thus, according to our definition of a collapsed building, one false alarm was produced in that area.
The bottom row of Figure 16 shows the performance of our algorithm for postseismic aerial images of the 2009 Italy and 2008 Wenchuan earthquakes. The proposed system achieves a high recall rate with 100% precision. These results were obtained because the aerial images were captured from a typical urban scene, and the proposed similarity measurement method is highly efficient under such conditions.
During these experiments, all of the parameters in our system are fixed to make a fair evaluation of our system under different conditions. These laboratory experiments confirm the effectiveness and efficiency of our system; therefore, the remaining task is to apply our system to an actual postseismic scene. In the following sections, we describe the application of our system to the Beijing Rescue Center and the 2013 Lushan earthquake. The application of our system to the real earthquake scenes demonstrated that nearly all of the system parameters must be manually adjusted to follow environmental changes, although the system parameters were fixed in these laboratory experiments.
SIMULATED EARTHQUAKE RESPONSE EXPERIMENTS
The CNTBSR (China National Training Base for Search and Rescue) is the only national training base for postseismic search and rescue efforts in China. The main purpose of the base is to provide a simulated search and rescue scenario to conduct training in a straightforward way. The architecture of the CNTBSR is shown in Figure 17 The base primarily consists of four parts: a conference and training room Figure 16 . Detection results of collapsed buildings with our test data set. Red rectangle: true positive detection; blue rectangle: false alarm; orange rectangle: false negative (miss detection). Despite some false alarms and missed detection results, our collapse detection system could still efficiently find most of the collapsed buildings under complex conditions.
for CNTBSR members, a small aircraft landing and takeoff area for emergency response, specific skill training scenarios, and simulated postseismic scenarios. Most of the postseismic scenarios that occur in real conditions have been simulated, including a pancake building collapse, a semislope building collapse, and a full-slope building collapse as well as other rescue training facilities. The CNTBSR is the official and regular training center of the CISAR, where vivid scenes can be provided for the daily training of CISAR members to enable them to handle the complex and dangerous situations encountered in real missions. A simulated flight test conducted with the CISAR would provide a valuable demonstration of our system. Through cooperation with the CNTBSR under this project, we had the opportunity to conduct simulated tests at the CNTBSR, which provided a valuable and exclusive flight test scenario. Through three flight test stages at the CNTBSR, the airframe, flight control system, and visual processing system were tested and then integrated together to demonstrate the effectiveness of the overall search and rescue system. According to three flight test stages, related research and technical works were also illustrated to satisfy the requirements of earthquake search and rescue. The simulated tests increased CISARs and our confidence to use the SR-RUAV system for earthquake search and rescue.
First Stage at the CNTRSR, 2008-11-21, Avionics System Validation
This stage represented our first simulated postseismic scenario. In this test, we primarily focused on the airframe and avionics system to illustrate the portability, endurance, path planning requirements, and communication. First, after the 40-kg SR-RUAV was transported by van to the parking area, two people tried to carry it to the takeoff and landing ground (TLG) in two ways to demonstrate the portability. In the first way, the entire SR-RUAV was handled by two people; one handled the head, and the other one handled the rear. Each person could also carry a 10-L bucket of gasoline in the other hand. This approach is suitable for smooth road transportation. In another approach, the SR-RUAV was disassembled by simple tools into the main body, undercarriage, camera mount, and main and tail rotors. The main body was carried by one person and the other parts by the other person. The second transportation method is suitable for rugged mountains.
To demonstrate the autonomous flight capability of the SR-RUAV, three types of flight modes specifically designed for search and rescue operations were tested: SAF, WPF, and SLF. The simulated postearthquake scenarios were performed in a rectangular region. The first flight test was conducted in the SAF mode, where the operator guided the SR-RUAV by first person view (FPV) throughout the entire simulated scenario to test the applicability of a shortrange human-controlled search and rescue operation. After the SAF mode, the WPF mode was tested. Given the GPS position of the TLG and four corners of a region, the SR-RUAV took off at the TLG, flew over the four corners one by one to obtain an image of the entire region, and then returned to the TLG. The WPF mode was demonstrated in this flight test. The trace of the autonomous WPF is shown in Figure 18 . Another flight test was conducted to simulate the frequently used SLF mode. According to a satellite map from Google Earth on the GCS, the damaged region at the CNTBSR has a rectangular shape. By selecting the four corners on the satellite map, Google Earth could provide the GPS position of the corners. Then, a flight altitude 30 m higher than the TLG and a 5 m/s forward flight speed with a gap of 50 m were set. Then, the GCS generated the SLF route automatically, and the SR-RUAV started at the top-right corner and flew across the region. The flight trace is shown in Figure 18 .
No refueling occurred during the entire flight test to illustrate the endurance of the SR-RUAV. After accumulatively flying 60 min, there was still a small amount of gasoline in the tanks, and the endurance requirement was satisfied.
Flight tests were also conducted with the ServoHeli-100 to deliver first-aid kits and materials to trapped people on a collapsed building. The building was dangerous and difficult for ground manpower to arrive quickly. In the delivery operation, the SR-RUAV was operated by the ground control station with a CISAR team member using wirelessly transmitted images to locate the exact delivery area. The scenario was designed for the delivery of first-aid kits to the top of a collapsed building with injured people in it, as illustrated in Figure 19 . This simulation provides a demonstration of the SAF operation mode.
During the above-simulated tests, the communication system was always working well, which illustrated high reliability. Fictitious interrupted communication was attempted to test signal break-off. The first test was in SAF mode; after the signal broke off, the SR-RUAV automatically rose vertically to avoid obstacles from the signal blocking until 100 m higher than the TLG altitude. Then, the SR-RUAV flew back to the top of the TFG. The second test was also in SAF mode, but communication was recovered during the ascent; the SR-RUAV stopped rising to wait for commands from the GCS. The third test was in SLF mode, and the signal broke off during the SLF flight. The SR-RUAV automatically kept flying along the SLF by itself and back to the top of the TLG after the SLF flight. Thus, the communication requirements were illustrated.
In this flight test stage, the various autonomous flight modes for search and rescue operations were tested, and the entire system was demonstrated to be reliable for such flight conditions. The portability, endurance, path planning requirements, and communication requirements were also illustrated, which increase our confidence for using this SR-RUAV system for earthquake search and rescue.
Second Stage at the CNTRSR, 2009-5-11, Visual System Validation
This stage represented the second flight test at the CNTBSR, where the visual processing system was established and integrated. The aim of this experiment was to verify the effectiveness of the proposed visual processing algorithm for the requirement of autonomous detection and evaluation of collapsed buildings. The aerial images captured by the SR-RUAV were transferred to the GCS, where the detection of collapsed buildings was performed. To improve the experimental results, different flight conditions, including various altitudes and viewing angles, were included in the flight test to evaluate the influence of these settings. The SR-RUAV was operated in the semiautonomous flight mode, in which the operator controls the SR-RUAV through the GCS in such a way that different flight conditions can easily be set.
A comparison of the results for different altitudes is given in Figure 20 . The altitude directly affects the number of pixels of the collapsed buildings in the image, and the number will directly affect the statistical characteristics used for collapsed building detection. As shown in the figures, low altitude will result in a false alarm (C-01 in Fig. 20  (right) ) or in a missed candidate (upper right corner). Under normal conditions, a fixed focal length is used, so the flight altitude should be carefully designed based on the building's area.
A comparison of the results for different viewing angles is given in Figure 21 . Because the detection is primarily based on statistical characteristics that are robust to different viewing angles, the detection results are robust against changes in the viewing angle.
Along with the flight test results described above, a flight altitude of 30 m was used for the online validation of the visual system. The visual processing system for collapsed building detection was demonstrated to be effective, exhibiting a high detection rate and low false alarm rate. The detection results are given in Table VI . Here, the number of real collapsed buildings is accumulated from successive image frames, which indicates that we can still obtain 100 buildings from 100 successive frames even when there is only one collapsed building in one frame. As shown in this table, more extensive field tests are required because the provided collapsed building simulations were limited, and it was difficult to obtain real collapsed building scenarios after earthquakes.
Third Stage at the CNTRSR, 2010-7-6, Integrated Validation
In this experiment, we cooperated with the CISAR to demonstrate the effectiveness of the overall search and rescue system. Using the Stage-1 and Stage-2 flight tests, the SAF, WPF, and SLF were again verified along with the visual processing system, except in this case, the system was operated by the CISAR after training. In cooperating with the CISAR, the GPS location of a damaged building was provided based on the method described in Section 3. The detected collapsed building and the GPS information are illustrated in Figure 22 . The GPS location accuracy is within 10 m due to the feedback of the CISAR members' ground verification. This experiment provided the first demonstration of how the SR-RUAV system can be used by a rescue team, Figure 22 . Collapsed building detected at the CNTRSR.
and a regular cooperation procedure was established at this time. The detailed cooperation procedure employed by CISAR is given in Figure 23 . First, the expected search region is determined by the CISAR members based on GPS locations (giving GPS locations directly to reduce reliance on Google Earth); second, a search strategy and a corresponding flight path are generated based on the specified region's characteristics, such as the distribution of buildings. Next, the SR-RUAV flies over the search region based on the generated flight path, and an online damage evaluation and location procedure is performed. Based on the video and the damage evaluation results, the GCS operators should select key frames that contain images of the damaged buildings, and a list of the locations of damaged buildings and a set of aerial photos are automatically generated by the GCS. Based on the list of damaged buildings, a ground search and rescue strategy can be developed for the CISAR members to examine the exact damaged region without wasting time in the safe zone. The demonstration at the CNTRSR verified that the search and rescue efficiency can be improved based on this procedure as shown in Figure 24 . In these experiments at CNTBSR, the outputs of our collapse detection system were directly shown in the images without the other computer vision algorithms (e.g., object tracking). Even if there was only one collapsed building on the ground, our system could obtain consistent detection results on this building. However, in the latter section, we have shown that more advanced algorithms, such as temporal tracking, are required to improve the performance of our system when applying to real earthquake scenes.
REAL EARTHQUAKE RESPONSE MISSION
On April 20, 2013, a disastrous earthquake (magnitude 7.0) struck Lushan, China. Based on the successful simulated search and rescue exercise at the CNTRSR, the CISAR believed it would be useful to employ the SR-RUAV as they conducted the search and rescue mission in Lushan, particularly because Lushan is a mountainous area, where it is difficult to conduct an efficient ground search. This situation was provided the first real application for our system after an earthquake. Two ServoHeli-40s and one ServoHeli-100 arrived at Lushan 39 hours after the earthquake, after traveling more 2,600 km. We spent 3 days with the CISAR on a search and rescue operation, primarily located in Lushan. The regions on this mission included downtown Lushan, Longmen Village, Xinlong Village, Qingren Village and Bifengxia Village, as marked in Figure 25 . Over a total of 11 hours of flight time, an area of 48.3 km 2 was covered.
Mission-1 in Lushan (Downtown), 2013-4-22 Morning
ChangPing Road was the only route from downtown Lushan to the damaged village after the earthquake. When we arrived at Lushan with the CISAR, ChangPing Road was jammed, and several rescue vehicles were arranged in rows. The CISAR could not assess the situation ahead because of the long queue. To help the CISAR develop a rescue plan, the SR-RUAV was used to investigate the road conditions ahead, based on the onboard camera. The SR-RUAV was guided to arrive at the head of the jammed traffic by a remote controller at the ground station, while operating in semiautonomous flight mode. Based on the feedback view from the onboard camera as shown in Figure 26 , we found that the road was jammed for more than 3 km ahead, and the CISAR decided to go to LongMen Village for rescue on foot. This situation was the first time that the ServoHeli-40 had successfully provided key information for a rescue plan in a real mission, and the longest distance between the SR-RUAV and GCS was 6 km.
Mission-2 in Lushan (LongMen Village), 2013-4-22 Afternoon
LongMen Village is 6 km from downtown Lushan. In LongMen Village, the CISAR wanted to confirm whether the Figure 27 . Illustration of the searched area in the search operation at LongMen Village.
houses had collapsed before a detailed ground search, to inform their rescue decisions. However, groups of houses are distributed throughout the village, which makes ground searching very time consuming. At the same time, the number of rescue members was limited. To aid in an efficient rescue effort, a ServoHeli-40 was guided to arrive at the groups of houses by remote control from the ground station in SAF mode. This approach is especially convenient for searching places far from the CISAR's base location. A total area of 3 sq. km was covered, as illustrated in Figure 27 in red. In the middle of the village, the CISAR needed to determine whether there were any survivors in tall damaged buildings, which are dangerous for rescuers to enter. The SR-RUAV was required to fly near the tall buildings and take photos. A total of 50 tall buildings were assessed by the SR-RUAV because it is particularly suitable for low-altitude hovering operations. The damaged buildings were also detected during this operation, as shown in Figure 28 .
In addition, the government of LongMen Village wanted to obtain a panoramic view of the whole village, to assess the overall damage and to support the design of a rebuilding strategy. The SR-RUAV was operated in semiautonomous mode and flew to an altitude of 200 m above the village, with an HD camera used to take high-resolution photos that were later combined to generate a panoramic image. The SR-RUAV took 30 min to complete this mission before returning, and the panoramic image was generated in 3 hours, a process that typically takes 2 days when using a high-altitude UAV or satellites. buildings in Xinglong Village are arranged in dense arrays in the valleys. Hence, the SLF searching strategy tested in CNTBSR was applied to detect collapsed buildings for the CISAR. After the CISAR member determined the search area, the SR-RUAV operator set the area through the GCS. However, the electronic map used by our GCS is based on Google Earth, and the location of Xinglong Village is out of the high-resolution region of Google Earth. Thus, we could not directly set the region by satellite photos from Google Earth. The alternative approach was to give the vertex of the area by GPS coordinates. Without Google Earth, another problem was that we could not achieve the elevation map of Xinglong Village. To guarantee the safety of the SR-RUAV, the flight altitude was set 50 m higher than the takeoff point. After the above two steps, the GCS generated an SLF route that could cover the entire search area. Because Xinglong Village is in a valley, the search area is strip type. To increase the search efficiency, the straight line of SLF was set parallel to the long edge and the SR-RUAV turned around at the short edge, and the gap for the SLF was set to 60 m. During the takeoff process, a remote control was used before the flight altitude achieved 30 m; then, the SR-RUAV followed the SLF and flew out of sight. The flight trajectory is shown in Figure 29 . During the flight, the CISAR members could achieve real-time videos transported from the SR-RUAV with collapsed building detection, and the UAV could be controlled by remote levers at the GCS. The detection results are shown in Figure 30(a)(left) . The results show that the collapsed buildings were accurately detected; however, the false alarm rate was considerably higher than observed in other cases. A tremendous waste of ground rescue manpower would be caused by the high false alarm rate because most of the searched buildings were actually in a normal state. This outcome was not desirable for the rescue team.
After investigating the aerial videos captured from the real scene, we realized that this problem was caused by several factors: 1) the difference between rural and urban environments, which was the major reason for the false alarms; and 2) the dependence of our systems parameters on local weather conditions. We adjusted our system by 1) applying a temporal tracking algorithm to reduce the number of false alarms (which is the most important improvement to our system) and 2) optimizing the systems parameters to address local weather conditions, such as increasing the cameras white balance to address the illumination changes on a cloudy day and rearranging the predefined color value (R p , G p , B p ) in Section 3.2 to follow the new test scene, where the object color has been shifted due to the illumination changes. A temporal tracking algorithm was selected to reduce the incidence of false alarms because a false alarm will occasionally arise if a true collapsed building candidate survives for a long time. A collapsed building candidate can be verified by the temporal tracking algorithm through five successive frames. Figure 30(b) shows an example of the temporal tracking method applied to verify the output shown in Figure 30(a) . Here, by measuring the appearance, color, and trajectory similarities among the produced candidates through five successive frames, the random false alarms are efficiently removed and only the true positive detection results remain.
The experimental results obtained by applying the temporal tracking algorithm to our system are shown in Figure 31 . Here, the random false alarms are efficiently removed, and the precision of our system is greatly improved. The accurate detection of 156 collapsed buildings was obtained out of 187 in an actual situation according to the feedback from the CISAR after ground searching. The . Search operation in BiFengXia Village. In this village, our collapse detection system found no collapsed buildings and such conclusion was proved to be true according to the report received from the local people. detection rate was 83.4% without any missed collapses. A total area of 9.5 sq. km was covered in Xinglong Village, and the searching period of the CISAR was reduced from 4 hours to 2 hours. The experience of this mission has provided confidence to our group and the CISAR for future applications.
Mission-4 in Lushan (Qingren Village), 2013-4-23 Afternoon
Qingren Village is similar to Xinglong Village. Based on the good performance obtained in Xinglong Village, the CISAR decided to use the SR-RUAV to identify damaged buildings and their locations; they then made ground search and rescue decisions based on the information provided by the SR-RUAV. A total search area of 13.4 sq. km was covered in 3 hours, an operation that would typically require an entire day, with only two CISAR members as shown in Figure 32 . In this mission, the cooperation procedure for the SR-RUAV and CISAR was improved and validated.
Mission-5 in Lushan (BiFengXia Village), 2013-4-24 Morning
In Bifengxia Village, the main buildings are located on three uplands in the valley, which is 2 km from the rescue base where the SR-RUAV took off. During the mission, a ServoHeli-40 was guided to arrive at three search points in waypoint flight mode; then, a detailed search over the search region was conducted by remote control from the ground station in semiautonomous flight mode. Because this flight was EVLOS and the terrain changed dramatically, the flight altitude was set to 200 m and could be modified through the GCS during flight to avoid collisions. From the online HD video transmitted back to the GCS, the CISAR could clearly confirm that all of the buildings were safe; hence, there was no need for a detailed search on the ground as shown in Figure 33 . This mission represented the first time that a hybrid search strategy had been used, with a flight duration of 60 min, which was the longest airborne period among all of the search and rescue missions for this earthquake, due to the long flight trajectory and 
Mission-6 in Lushan (Zhongli Village), 2013-4-24 Afternoon
The distribution of buildings in ZhongLi Village is similar to that of Xinglong Village in Mission-3. We applied the same flight plan to locate the collapsed buildings for the CISAR, and the airborne period was less than 15 min. The rate of accurate detection was also similar to that of Mission-3: 78.4% without any missed collapsed buildings under the flight trajectory as shown in Figure 35 , which again demonstrates the precision of the evaluation algorithm in real applications. During Mission-5 and 6, a total area of 22.4 sq. km was searched by the SR-RUAV, which helped the CISAR make rescue decisions and improve the efficiency of their rescue efforts.
DEPLOYMENT ASPECTS AND LESSONS LEARNED
During the Lushan earthquake search and rescue mission, the SR-RUAV successfully accomplished a total of six tasks, and the CISAR members had more confidence in the SR-RUAV system. In the work reports submitted by the CISAR, they highly commended the SR-RUAV system because of its Figure 35 . Search operation in ZhongLi Village. The red rectangle represents the correct detection result of our collapse detection system. high efficiency, stability, and reliability. With the help of the SR-RUAV, the CISAR search team saved a lot of time and the search efficiency was greatly improved, especially for designing search and rescue strategies. Actual deployment of earthquake search and rescue is a rare opportunity to illustrate the SR-RUAV system and an opportunity for CISAR members to work with UAVs. A cognitive work analysis of the search and rescue work was conducted, and the deployment process is summarized. Based on the requirements of earthquake search and rescue, SRRUAVs and related operators are commanded to standby anytime. Thus, after the earthquake, SR-RUAVs are able to go to the disaster area with CISAR. As discussed above, the CISAR members are divided into small teams, which include 12 people, and are in charge of village-level search (approximately 5 km 2 ). The deployment process, which is suitable for a small team with one SR-RUAV, is proposed as following:
1) SR-RUAVs with two operators go to the earthquake disaster together by van. 2) When the road is clogged or damaged, the SR-RUAV is deployed on the spot, and the forward search area is determined based on electronic maps and paper maps to identify the situation. 3) Semiautonomous mode is selected. One operator is responsible for determining the flight path and controlling, whereas the other is responsible for operating video surveillance systems to identify and record road blockage or damage conditions. 4) According to the achieved information, the leader of the CISAR team decides whether the SR-RUAV is carried by foot to the disaster area. 5) After arriving at the search area, a more open, flat, hard venue is selected for the SR-RUAV to take off and land. 6) According to the actual situation and electronic or paper maps, the team leader determines the search strategy, such as remote control/semiautonomous mode/autonomous mode, waypoint flight/SLF, sight/out-sight and so on. Then, one operator inputs the search area information through the GCS (if required) and sets the flight altitude for path planning. The other operator should check the machinery and electronic systems at the same time. 7) During flight, one operator monitors the status of the UAV and the other operates the vision system and records information of collapsed buildings and trapped people with help from the collapsed-building detection system. 8) Flight path is adjusted timely according to the requirements during flight. 9) All information regarding important video capture images, collapsed buildings, the disaster situation, and the corresponding latitude and longitude is collected to create e-documents to report and evaluate the search results.
The effectiveness of the proposed deployment process was illustrated in real earthquake search and rescue. After actual deployment, the experiments and lessons learned regarding SR-RUAV auxiliary search and rescue can be summarized as follows:
1) Compared to fixed-wing UAVs, RUAVs are more suitable for village-level search and rescue work with small teams, especially in mountains. The characteristic of vertical takeoff and landing indicates that SR-RUAVs can take off and land in narrow spaces, while fixed-wing UAVs require a flat, long runway and clearance environment, which is rare in mountains. Its ability to hover can guarantee sufficient observation time over interested places to achieve more details. 2) The SR-RUAV system is designed to reinforce but not replace the human capabilities in earthquake search and rescue missions; it is used to aid rapid, accurate decision making. As CISAR equipment, the simplicity of use should be further improved, such as autonomous takeoff and landing in narrow spaces and more convenient operations. The current work is the basis of total autonomous SR-RUAV systems in the future. To achieve this target, related functions and capabilities should be improved, such as obstacle detection and avoidance and reducing false and missed alarms of collapsed buildings. CISAR members expect that SR-RUAVs can be operated by one button in the future. 3) A deeper understanding of SR-RUAV operational processes by CISAR members enables a more efficient search and rescue operation. It is necessary to increase CISAR members confidence in the SR-RUAV system. The simulated earthquake response experiments in the CNTBSR are a good opportunity to achieve this goal. 4) SLF is a good way to cover certain areas, but each mountainous region has different landforms and housing distributions. A more efficient approach to search is to design a flight path in the field based on the actual landforms and distribution. 5) Videos are more valuable than static images. CISAR members can find more questions in videos from a first-person perspective according to their experience. In some missions, the real-time transmission of images is not necessary. 6) SR-RUAVs have irreplaceable performance in tallbuilding search tasks. However, in Mission 2, the tallbuilding search was accomplished under SAF mode but not entirely automatically. It will be better to generate a path that can guide the SR-RUAV to search each window at a closer distance. 7) The autonomous detection and evaluation of collapsed buildings is designed for rural environments, and the algorithm should be improved for urban environments. At the same time, SR-RUAVs are used for village search and rescue and for evaluating roads and bridges.
CONCLUSION
An SR-RUAV that was used in a real disaster response scenario in response to the Lushan earthquake was introduced in this paper. Based on related existing research results and the analysis of manual earthquake search, the requirements of SR-RUAVs used for the earthquake response, such as portability, endurance, autonomous detection, and the evaluation of collapsed buildings, path planning, communication and human-RUAV interfaces, were summarized. According to the above search and rescue requirements, a series of SR-RUAVs named ServoHeli were designed for earthquake search and rescue. Considering the different targets that SR-RUAVs faced during real disaster response, three types of flight modes (search strategies) were designed: SAF, WPF, and SLF. A single search strategy or hybrid search strategy can be employed based on the disaster search and rescue requirements or distribution of buildings in the search area. At the same time, an approach that autonomously detects and evaluates collapsed buildings was proposed to assist CISAR members to find and locate distributed buildings, which could be summarized in two steps: first, an online bottom-top detection method that can isolate a collapsed building from its surrounding background by combining the motion and appearance features of image pixels was used, and second, the coordinates of the collapsed buildings relative to the SR-RUAVs were estimated; then, latitude and longitude coordinates could be calculated.
To illustrate both the availability and reliability of the SR-RUAV system with the above functions, simulated earthquake response experiments were held in the CNTBSR, which also increased CISARs confidence in using the SR-RUAV system for earthquake search and rescue. Three simulations in the CNTBSR achieved avionics system validation, visual system validation, and integrated validation. Thus, the design and testing of the SR-RUAV system was completed, and the collaboration between the CISAR members and SR-RUAV system also increased.
On April 20, 2013, Lushan experienced a disastrous earthquake (magnitude 7.0), and our SR-RUAV system was used for an actual earthquake search and rescue mission. RUAV-based detection was successfully employed for the first time in Chinese earthquakes for rescue guidance in mountainous areas, with a rate of 80% for correctly identifying collapsed buildings and a rate of 20% for missing collapsed buildings. These results demonstrate the RUAVs rational payload, flight control strategy, and evaluation algorithm design. Based on our experience in real search missions, especially those with the CISAR in the Lushan earthquake, these systems have been significantly improved with respect to both the planning strategy and vision-based evaluation algorithm.
SR-RUAVs have been recognized by the CISAR as an efficient tool based on real application in Lushan, providing great improvement in searching efficiency. The search and rescue cooperation procedure for the CISAR in Lushan also received a high recommendation from the CISAR and government. This cooperation procedure has become a regular search and rescue procedure of the CISAR, and SRRUAVs are expected to become conventional equipment for the CISAR in postseismic response efforts.
