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Abstract In this paper parallel Relaxed and Extrapolated algorithms based
on the Power method for accelerating the PageRank computation are pre-
sented. Diﬀerent parallel implementations of the Power method and the pro-
posed variants are analyzed using diﬀerent data distribution strategies. The
reported experiments show the behavior and eﬀectiveness of the designed
algorithms for realistic test data using either OpenMP, MPI or an hybrid
OpenMP/MPI approach in order to exploit the beneﬁts of shared memory
inside the nodes of current SMP supercomputers.
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1 Introduction
The PageRank algorithm for determining the importance of Web pages has
become a central technique in Web search. PageRank is essentially the sta-
tionary distribution vector of a Markov chain whose transition matrix is a
convex combination of the Web link graph and a certain rank 1 matrix. Due
to the large size and sparsity of the matrix, methods based on decomposi-
tion are considered infeasible; instead, iterative methods are used, where the
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computation is dominated by matrix-vector products; see e.g., [1]. Tradition-
ally, PageRank has been computed using the Power method. Several methods
to accelerate the Power method have been developed such as extrapolation
methods, block-structure methods or adaptive methods; see e.g., [7], [8], [9],
[16] and the references cited therein. In recent years opportunities for parallel
execution have broadened their scope. By using the linear system formulation
of the PageRank problem, in [5] parallel algorithms for computing PageRank
based on Krylov subspace iterative methods are analyzed. In [4] an inner-
outer algorithm is investigated. The proposed technique is a preconditioning
approach based on the observation that the smaller the damping factor is,
the easier it is to solve the problem. This inner-outer method compares fa-
vorably with other widely used schemes. Moreover its parallel implementation
achieves a substantial gain with respect to the Power method especially when
the damping factor is close to 1; other related works can be found e.g., in [10],
[13] and [14].
In this paper parallel Relaxed and Extrapolated algorithms based on the
Power method that accelerate its convergence are presented. The remainder of
the paper is structured as follows. In Section 2 we provide a brief description
of the PageRank problem and we introduce the Power method and some accel-
eration methods based on the extrapolation technique. In Section 3, parallel
algorithms based on the Power method using relaxation and/or extrapola-
tion are introduced. The numerical experiments performed in Section 4 show
the behavior of these algorithms using diﬀerent data distribution strategies
on both shared and distributed memory multicore architectures. Finally, in
Section 5 we give some conclusions.
2 Computing the PageRank
PageRank [12] is a probability distribution used to represent the likelihood
that a person randomly clicking on links will arrive at any particular page.
The PageRank problem can be seen as a matrix problem. Let G = [gij ]
n
i,j=1
be a Web graph adjacency matrix with elements gij = 1 when there is a link
from page j to page i, with i = j, and zero otherwise. Here n is the number
of Web pages. From this matrix we can construct a transition matrix P =
[pij ]
n
i,j=1 as follows: pij =
gij
cj
if cj = 0 and 0 otherwise, where cj =
∑n
i=1 gij ,
1 ≤ j ≤ n, represents the number of out-links from a page j. For pages with
a nonzero number of out-links, i.e., cj = 0 for all j, 1 ≤ j ≤ n, the matrix P
is column stochastic. Thus each element of this matrix has values between 0
and 1, and the sum of the components of each column is 1. In this case the
PageRank vector can be obtained by solving Px = x. Since we are interested
in a probability distribution, the sum of the components of x is assumed to
be one. Algorithm 1 shows the original Power method [15] for the PageRank
computation where e = (1, 1, . . . , 1)T . Note that we use the L1 norm ‖x‖1 =∑n
i=1 |xi|. When the matrix P ≥ 0 is irreducible (i.e., its graph is strongly
connected) and stochastic, its largest eigenvalue in magnitude is λmax = 1.
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Algorithm 1: Power method.
Initialization x0 = e
n
, k = 0;
repeat
xk+1 = Pxk;
δ = ‖xk+1 − xk‖1;
k = k + 1;
until δ < ;
Thus, Algorithm 1 converges to the eigenvector corresponding to λmax = 1,
and when normalized, it is the stationary probability distribution over pages
under a random walk on the Web. However, the Web contains many pages
without out-links, called dangling nodes. Dangling pages present a problem
for the mathematical PageRank formulation because in this case the matrix P
is non-stochastic and then Algorithm 1 can not be used. Moreover, the matrix
irreducibility is not satisﬁed for a Web graph. In order to overcome these
diﬃculties, Page and Brin [12] change the transition matrix P to a column
stochastic matrix P¯ = α(P + vdT )+ (1−α)veT , where d ∈ n is the dangling
page indicator deﬁned by di = 1 if and only if ci = 0 and the vector v ∈ n is
some probability distribution over pages. This model means that the random
surfer jumps from a dangling page according to a distribution v. For this reason
v is called a teleportation distribution. Originally uniform teleportation v = en
was used. Consequently, v is also known as a personalization vector. Then,
setting α such that 0 < α < 1 the matrix P¯ is column stochastic, irreducible
and it preserves the L1 norm, that is, ‖P¯x‖1 = ‖x‖1 and therefore we can
reformulate Algorithm 1 using the matrix P¯ . That is, Algorithm 1 is utilized
in order to solve the stationary distribution of the ergodic Markov chain deﬁned
by P¯ , P¯x = x, obtaining the corresponding algorithm: Note that although the
Algorithm 2: Power method for solving P¯x = x.
Initialization x0 = e
n
, k = 0;
repeat
xk+1 = αPxk;
γ = ‖xk‖1 − ‖xk+1‖1;
xk+1 = xk+1 + γv;
δ = ‖xk+1 − xk‖1;
k = k + 1;
until δ < ;
matrix P¯ is dense, Algorithm 2 has been designed such that it is not necessary
to construct explicitly the matrix P¯ .
A key parameter in this model is the damping factor α that determines the
weight given to the Web link graph in the model. In the original formulation
of PageRank [12] the Power method was applied using α = 0.85. However,
a higher value of α (close to 1) yields a model that is mathematically closer
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to the actual link structure of the Web but makes the computation more
diﬃcult [6]. This parameter α controls the asymptotic rate of convergence and
as α → 1, the expected number of iterations required for convergence increases
dramatically and new approaches for accelerating the PageRank computation
are required. In fact, the calculation of many PageRank vectors with diﬀerent
values of α looks promising for the design of anti-spam mechanism [17].
The extrapolation algorithms [6] accelerate the convergence of PageRank
by using successive iterates of the Power method to estimate the nonprinci-
pal eigenvectors of the hyperlink matrix, and periodically subtracting these
estimates from the current iterate of the Power method. In [9] a quadratic
extrapolation algorithm, based on the same idea as Aitken extrapolation, was
presented. This work assumed that none of the nonprincipal eigenvalues of
the hyperlink matrix were known. The Extrapolation Power methods treated
here exploit the knowledge of eigenvalues of the hyperlink matrix. Moreover,
the extrapolation needs to be applied only once; see e.g., [6]. Note that if
Algorithm 3: Extrapolation Power method.
Initialization x0 = e
n
, k = 0;
repeat
xk+1 = αPxk;
γ = ‖xk‖1 − ‖xk+1‖1;
xk+1 = xk+1 + γv;
if k + 1 == r + 2 then xk+1 = x
k+1−αrxk+1−r
1−αr ;
δ = ‖xk+1 − xk‖1;
k = k + 1;
until δ < ;
r = 1 a simple extrapolation is used at iteration 3, while if r = 2 a quadratic
extrapolation is applied once at iteration 4.
3 Parallel Algorithms
In order to design the parallel algorithms, we consider that P is partitioned
into p row blocks. Each block Pi, 1 ≤ i ≤ p, is a matrix of order ni × n,
with
∑p
i=1 ni = n. Analogously, we consider the vectors x
k and v partitioned
according to the block structure of P . Obviously, the Power method for solving
P¯ x = x can be executed in parallel. In this case each process actualizes a
block of the vector xk+1 and a synchronization of all processes is performed
at each iteration in order to construct the global iterate vector xk+1. Due
to this synchronization, we can use the formulation of Algorithm 2 because
the property of preserving the L1 norm remains valid. Taking into account
that the Power method is equivalent to use a Jacobi type splitting for solving
the linear system (I − P¯ )x = 0, in order to improve the rate of convergence
we could use a relaxed Jacobi type splitting. Thus, a relaxation parameter
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Algorithm 4: Parallel Power method.
Initialization x0 = e
n
, k = 0;
repeat
for i = 1, 2, . . . , p, do in parallel
xk+1i = αPix
k;
γ = ‖xk‖1 − ‖xk+1‖1;
(1)xk+1i = x
k+1
i + γvi;
end
xk+1 = [xk+11 , . . . , x
k+1
p ];
δ = ‖xk+1 − xk‖1;
k = k + 1;
until δ < ;
β > 0 can be introduced and replace the computation of xk+1i in (1) with the
equation xk+1i = β(x
k+1
i + γvi) + (1− β)xki . Clearly, with β = 1 equation (1)
is recovered. In the case of β = 1 we have a parallel Relaxed Power method.
Note that the relaxation parameter needs to be chosen in such a way that the
convergence of the method is assured. In order to accelerate the convergence of
Algorithm 4 we also propose parallel Relaxed Extrapolated algorithms based
on Algorithm 3 as follows. In Algorithm 5 the relaxation is applied only after
the extrapolation is performed. Note that the computation of ‖xk+1‖1 and
Algorithm 5: Parallel Relaxed Extrapolated Power method.
Initialization x0 = e
n
, k = 0;
repeat
for i = 1, 2, . . . , p, do in parallel
xk+1i = αPix
k;
γ = ‖xk‖1 − ‖xk+1‖1;
xk+1i = x
k+1
i + γvi;
if k + 1 == r + 2 then xk+1i =
xk+1i −αrx
k+1−r
i
1−αr ;
(2)if k + 1 > r + 2 then xk+1i = βx
k+1
i + (1− β)xki ;
end
xk+1 = [xk+11 , . . . , x
k+1
p ];
δ = ‖xk+1 − xk‖1;
k = k + 1;
until δ < ;
δ in Algorithms 4 and 5 is also performed in parallel in such a way that
each process i computes the portions ‖xk+1i ‖1 and ‖xk+1i − xki ‖1 followed by
a reduction of these values. For the sake of simplicity, we have omitted these
computations from the formulation of Algorithms 4 and 5. We would like to
point out that if β = 1 in equation (2), Algorithm 5 reduces to the parallel
counterpart of Algorithm 3.
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4 Experimental setup and results
We have implemented the algorithms described here on an HPC cluster of 26
nodes HP Proliant SL390s G7 connected through a network of low-latency
QDR Inﬁniband-based. Each node consists of two Intel XEON X5660 hexa-
core at up to 2.8 GHz and 12MB cache per processor, with 48 GB of RAM.
The operating system is CentOS Linux 5.6 for x86 64 bit. The parallel envi-
ronment has been managed using both MPI (Message Passing Interface) [3]
and OpenMP (Open Multi-Processing) [11]. That is, an hybrid MPI/OpenMP
implementation has been designed by combining various OpenMP threads for
each MPI process. That is, MPI is used for data distribution, and OpenMP in
order to perform the computation inside the cores of each node. Concretely, let
p be the number of processes performed, p = s∗ c indicates that s nodes of the
parallel platform have been used and for each one of these nodes, c OpenMP
threads have been considered. Therefore, we use a philosophy of distributed
shared memory using p = s × c processes or threads. Particularly, if s = 1
the algorithms are executed in shared memory by using p = c threads on a
single node. Conversely, if c = 1, we are working on distributed memory using
p = s nodes. In order to test the algorithms treated here we have used three
datasets of diﬀerent sizes, available from the Laboratory for Web Algorithmics
(http://law.dsi.unimi.it). These transition matrices have been generated from
a web-crawl [2]. Table 1 summarizes the main characteristics of the graphs
Graph Nodes (n) Arcs (nnz) Dang. nodes Density Memory
it-2004 41,291,594 1,150,725,436 12.76% 27.87 4.75 GB
webbase-2001 118,142,155 1,019,903,190 23.41% 8.63 5.12 GB
uk-2007-05 105,896,555 3,738,733,648 12.23% 35.31 15.11 GB
Table 1 Graphs collection; n = number of nodes (matrix size), nnz = number of
arcs (nonzero elements of the matrix), Dang. nodes=percentage of dangling nodes, Den-
sity=arcs/nodes, Memory = memory requirements using CSR′ format.
used in this work. Note that, as the dimension of the link matrix grows, its
relative sparseness increases as well. To compute PageRank for large domains
there is no possible way to work with the matrix in its full format, the memory
requirements would be too high. Therefore, a sparse matrix format is needed
in order to store the matrices. Concretely, the Compressed Sparse Row (CSR)
format was used, which is one of the most extensively used storage scheme for
general sparse matrices, with minimal storage requirements. We represent the
two vectors of indexes of the CSR format by integers without sign of 32 bits,
while the values and the iterate vectors are represented by means of double
precision ﬂoating point with 64 bits. The memory requirements (bits) needed
to store a matrix with the original CSR format can be computed by the follow-
ing expressionMCSR = 32(n+1)+32nnz+64nnz ≈ 32(n+3nnz) bits. Taking
into account that, for each column of the matrix, all nonzero elements are equal
to a ﬁxed value, it is stored once in an ordered vector. In this way the memory
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requirements to store the matrix are MCSR′ = 32(n + 1) + 32nnz + 64n ≈
32(3n+ nnz) bits. For example, for the uk-2007-05 matrix with 105, 896, 555
rows and 3, 738, 733, 648 nonzero elements, the original CSR format requires
42 GB of memory while the modiﬁcation considered here requires 15.11 GB.
Generally, this modiﬁed CSR format (CSR′) [10] has involved a reduction of
memory requirements of about 63− 73%.
Implementing the PageRank calculations in a parallel environment opens
several possibilities of data partitioning (i.e., how the data are divided among
nodes) and load balancing (i.e., to ensure that all nodes perform similar
amount of work). The most expensive operation performed in the calculation
of the PageRank values is a matrix-vector multiplication. This is a perfectly
parallel operation with several possible methods for partitioning both the ma-
trix and the vector. We have considered two diﬀerent methods for partitioning
the link matrix among nodes. The ﬁrst method we have chosen is a row-wise
distribution (row-wise partitioning) where each node gets the same amount of
rows. However, the number of nonzero elements per row of the link matrix used
to calculate PageRank can diﬀer immensely. In order to balance the calcula-
tions we consider a second matrix distribution strategy where each node has to
handle the same amount of nonzero elements (nonzero elements partitioning).
Algorithm 6 describes these distribution strategies, where ωn, ωnnz ∈  such
that ωn +ωnnz = 1 attach a weight to the number of rows and to the number
of nonzero elements, respectively. In this algorithm, n represents the number
Algorithm 6: Partitioning method.
umbral = nωn+nnzωnnz
s
;
PART0 = cont = j = 0;
for i = 1, 2, . . . , s− 1, do
while cont ≤ umbral do
j = j + 1;
cont = cont+ (ωn + nnzjωnnz);
end
j = j − 1;
PARTi = j;
cont = 0;
end
PARTs = n;
of rows of the matrix, nnzj is the number of nonzero elements in the j-th row
with nnz =
∑n
j=1 nnzj, s is the number of partitions to be performing and the
vector [PART0, . . . , PARTs] stores the indexes of the partitions. When ωn = 1
and ωnnz = 0, a row-wise distribution is considered, while when ωn = 0 and
ωnnz = 1, Algorithm 6 performs a nonzero elements partitioning.
Of the algorithms we have discussed here for accelerating the convergence
of PageRank, the combining of relaxation and extrapolation performs the best
empirically. Figures 1 and 2 compare the convergence rates for the Power
method and the Relaxed (REL) and/or Extrapolated (EXT) methods set-
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Fig. 1 Comparison of convergence rates for computing PageRank, α = 0.85, webbase-2001.
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Fig. 2 Comparison of convergence rates for computing PageRank, α = 0.99, webbase-2001.
ting a global convergence scheme and varying the stopping criterion for the
webbase-2001 matrix. When α = 0.85, the proposed Relaxed Extrapolated
(RELEXT) methods reduce the number of iterations needed to reach resid-
uals of 10−8, 10−7 and 10−6 by 18%, 20% and 21%, respectively. By using
α = 0.85, for the webbase-2001 matrix, only between 62 and 89 Power iter-
ations are needed for convergence giving a satisfactory approximation to the
exact solution. However, for values of α close to 1 such as α = 0.99, the Power
method converges slowly needing 904, 1131 or 1358 iterations, depending on
the required tolerance (). In these cases, the RELEXT methods proposed here
improve convergence considerably relative to the Power method by reducing
the number of iterations needed to reach residuals of 10−8, 10−7 and 10−6 by
35.4%, 40.6% and 45.8%, respectively. Note that the Simple Extrapolation
(r = 1) is not eﬀective (see Figure 1(a)) and slows down the convergence of
the Power method. It is due to the fact that the Simple Extrapolation assumes
that α is the only eigenvalue of modulus α and this is inaccurate; see e.g., [6].
On the other hand, the choice of r is very dependent of the condition number of
the problem. Our experience indicates that, for our datasets, a good choice of
the values of r for a well-conditioned problem (α = 0.85) in the Extrapolated
Power method is r = 6, while for values of α close to 1 (such as α = 0.99) small
values of r get poor results and it should be chosen greater than or equal to
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α = 0.85  = 10−8  = 10−7  = 10−6
Matrix REL EXT RELEXT REL EXT RELEXT REL EXT RELEXT
webbase-2001 6.7 15.7 18.0 7.5 17.5 20.0 8.1 17.7 21.0
it-2004 3.4 14.9 16.1 5.1 16.7 17.9 5.0 16.7 18.3
uk-2007-05 1.2 13.3 13.3 0.0 12.3 12.3 0.0 12.5 14.3
α = 0.99  = 10−8  = 10−7  = 10−6
Matrix REL EXT RELEXT REL EXT RELEXT REL EXT RELEXT
webbase-2001 26.4 21.9 35.4 28.8 22.4 40.6 31.7 21.9 45.8
it-2004 21.6 19.0 31.2 23.4 19.8 36.2 25.8 21.2 41.2
uk-2007-05 10.2 14.0 19.0 11.0 14.8 21.7 12.1 17.2 27.2
Table 2 Reduction in the number of iterations of the best Relaxed and/or Extrapolated
methods with respect to the Power method (%).
50, obtaining the best results for r between 100 and 300. On the other hand, in
both cases, good choices of β for the Relaxed Power method are between 0.97
and 0.99. Combining the relaxation and extrapolation such as is indicated in
Algorithm 5, for α = 0.85, the best results have been obtained for r = 6 and
β between 0.97 and 0.99, and for α = 0.99 the best results have been obtained
for r = 100 and β between 0.98 and 0.99. Table 2 shows the reduction in the
number of iterations achieved by the best Relaxed and/or Extrapolated meth-
ods for the three matrices of Table 1. The stopping criteria used in the rest
of ﬁgures have been chosen such that  = 10−8 for α = 0.85 and  = 10−6 for
α = 0.99. For α = 0.85 and  = 10−8 the RELEXT methods reduce the num-
ber of iterations relative to the Power method by 16.1% for the it-2004 matrix
and by 13.3% for the uk-2007-05 matrix. While for α = 0.99 and  = 10−6 the
RELEXT methods reduce the number of iterations by 41.2% for the it-2004
matrix and by 27.2% for the uk-2007-05 matrix. By analyzing the performance
of the data distribution strategies used, we have obtained that, generally, the
nonzero elements partitioning is the best distribution strategy for all the algo-
rithms discussed herein, more specially as the number of processes increases.
Figure 3 and Figure 4 illustrate this fact on shared memory (SM), distributed
memory (DM), and distributed shared memory (DSM). Figure 5 and Figure
6(a) show the time that the described parallel algorithms take for comput-
ing PageRank using nonzero elements partitioning and varying the number of
processes. The performance of these algorithms is aﬀected by the fact that,
at each iteration, the computational cost is not very high, while some com-
munications among processes are required in order to proceed with the next
iteration. Then, in order to deal with larger problems and to use all the avail-
able memory in a distributed system, the best strategy of parallelization needs
to use at the same time the beneﬁts of shared and distributed memory multi-
processors. Usually the best parallel results have been obtained using 1, 2 or
4 threads in each node. Moreover, it seems inappropriate to use more than 8
cores on a single node. Figure 6(b) shows the global time saving achieved for
the it-2004 matrix. Figure 7(a) displays the running time per iteration of the
RELEXT method for the uk-2007-05 matrix and the speed-up per iteration
with respect to the Power method.
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Fig. 3 Row-wise versus nonzero elements distribution. Parallel Power method, α = 0.85,
webbase-2001.
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Fig. 4 Row-wise (RW) versus nonzero elements (NE) distribution. Parallel Relaxed and/or
Extrapolated methods, α = 0.99, it-2004.
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Fig. 5 Parallel Relaxed and/or Extrapolated methods, nonzero elements distribution, α =
0.85.
As it can be seen, reducing the number of iterations, using parallel Ex-
trapolated Relaxed algorithms, comes at the expense of a slight increase in
the work per iteration relative to the parallel Power algorithm. However, this
overhead per iteration is minimal and then these proposed acceleration meth-
ods are beneﬁcial. Concretely, for α = 0.85 the parallel RELEXT algorithms
accelerated the convergence saving between 15% and 20% in the time needed
by the parallel Power method to reach a residual of 10−8. For α = 0.99, the
time saving of these algorithms with respect to the parallel Power method to
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Fig. 6 Parallel Relaxed and/or Extrapolated methods, nonzero elements distribution, α =
0.99, it-2004.
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Fig. 7 Eﬃciency of the parallel Relaxed and/or Extrapolated methods, nonzero elements
distribution.
 = 10−3  = 10−5  = 10−7
POWER It. 145 531 964
In/Out It. gain 13.8% 12.8% 11.1%
In/Out time gain 15.8% 15.3% 13.7%
RELEXT It. gain 18.6% 31.8% 21.7%
RELEXT time gain 22.2% 34.3% 26.4%
Table 3 RELEXT versus In/Out methods, α = 0.99, SM p = 1 ∗ 8, uk-2007-05.
reach a residual of 10−6 was more signiﬁcant obtaining a time reduction be-
tween 40% and 50% for the webbase-2001 and it-2004 matrices and between
25% and 30% for the uk-2007-05 matrix. A considerable speed-up has been ob-
tained (see Figure 7(b)), specially when α is close to 1. Concretely, the global
eﬃciencies achieved in this case for the best RELEXT algorithms setting the
sequential Power method as reference algorithm were about 140%− 150% for
p = 2, 120%− 130% for p = 4, 105%− 108% for p = 8, 73%− 75% for p = 16,
and 45% − 50% for p = 32. To conclude the analysis of the eﬀectiveness
of the parallel RELEXT algorithms, we have compared them with the inner-
outer (In/Out) iterative algorithms proposed in [4]. Table 3 illustrates the gain
obtained by both methods in relation to the Power method. As it can be seen,
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our parallel RELEXT algorithms accelerate the PageRank computation more
signiﬁcantly than these inner-outer algorithms.
5 Conclusions
We have made an analysis of parallel algorithms based on the Power method
and the use of relaxation and/or extrapolation techniques for accelerating the
computation of PageRank. Two strategies of data distribution have been used:
row-wise partitioning and nonzero elements partitioning. An hybrid implemen-
tation has been designed by combining various OpenMP threads for each MPI
process. The results show that the best strategy of data distribution is the
nonzero elements partitioning. Moreover, the proposed parallel Relaxed Ex-
trapolated algorithms have a better convergence rate and can speed up the
convergence time signiﬁcantly with respect to the parallel Power algorithm.
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