Abstract. Consider testing whether F = F0 for a continuous cdf on R = (−∞, ∞) and for a random sample X1, . . . , Xn from F . We derive expansions of the associated asymptotic power based on the Cramer-von Mises, Kolmogorov-Smirnov and Kuiper statistics. We provide numerical illustrations using a double-exponential example with a shifted alternative.
sample application, the local asymptotic relative efficiency of the two-sided Kolmogorov-Smirnov test of a simple hypothesis was considered. [9] investigated asymptotic and finite-sample-size properties of power functions, showing that the power of any non-parametric test is "flat" except for directions of alternatives coming from a finite-dimensional subspace which is typical for and depends on the test under consideration. Rahnenführer [17] provided a further extension of the results due to [8] . For other recent work on this area, see Section 14.6 of [13] .
The following notation will be needed: let F n denote the empirical cdf of a random sample X 1 , . . . , X n from a distribution function F . Let ψ denote a non-negative function on [0, 1]. Define
where
Further, let ||G|| m = ||G|| U,m , where U (·) is the cdf of a Uniform (0, 1) random variable. Let X 1 , . . . , X n be a random sample from F a continuous cdf on R = (−∞, ∞). We wish to test whether F = F 0 , a given continuous cdf on R. As candidates we consider T n2 (ψ) and V n (ψ) defined by (1.1) and (1.2), respectively. This class consists of the Cramer-von Mises, Kolmogorov-Smirnov and Kuiper statistics, T n2 (1) , T n∞ (1) and V n (1) whose asymptotic null distributions are given in [3, 12] and [21] 1 .
In this paper, we show how the AP of T n2 (ψ) may be computed. We compare it with the AP of T n2 (1) , D n (1), V n (1) to the envelope power function for a particular example, the double-exponential shift family. This example has the score function leading to the canonical gradient of the median functional, see Example 2.3 of [10] . It should be emphasized that the comparisons being considered are only local in nature. The proofs of all results are given in Section 3.
Asymptotic power
Consider a sequence of problems in which one tests F = F 0 against F = F 1 where the alternative varies with n, say F 1 = H n . If H n → F 0 sufficiently rapidly, then the AP of a fixed α level test will tend to a number less than one. We shall assume
) and there is a K such that for all x, and all a in [0, θ]
where F (x, 0) = F 0 (x), then (2.1) holds with r(u) = θp(u), where
1 Their percentiles are conveniently given for all n in a table of [15] . 
We have (a):
and (b):
3) 
, is tabulated in [3] for ψ = 1.
Example 2.2. In the particular case
where c = A 2 /8x and K a (c) is the modified Bessel function (e.g. [5] , p. 5) and Table 1 : [3] , p. 203.
Theorem 2.4. (Local AP)
) is given by (2.3) and G (k) (x) denotes the kth derivative of G(x) with respect to x. (ii) In the particular case ψ = 1 (i) is true and
where 
4(i) is true and
where (2.4) and (2.5) give a k1 and A k , respectively, and
Examples 2.3 and 2.4 have been used to compare the AP and the "approximate AP", defined to be
Φ −z α/2 + I 1/2 e(α) 1/2 θ + Φ −z α/2 − I 1/2 e(α) 1/2 θ ,(2.
7)
where I is given by (2.8) [7] .) In the remainder of this section, we assume H n (x) = F (x, θn −1/2 ). We now give some generalizations of VI.4.5, p. 230 of [7] and [2] which gave the local AP of D
Define the (fixed α) asymptotic efficiency, e(α, θ) = lim n→∞ n 2 /n, where n 2 is the sample size required by the most powerful test of θ = 0 versus θ > 0 in the one-sided case, or versus θ = 0 in the two-sided case, in order to achieve the power that the test statistic has with a sample of n.
) is the simple likelihood ratio (LR) test which has the AP
In the two-sided case asymptotically the composite LR test (and the test based on | n i=1ṗ (F 0 (X i ))|) are locally most powerful with the AP
the Fisher information. Along the lines of [7] , p. 273, this suggests approximating the AP on the one-sided case by Φ(e(α)
, where
e(α, θ),
and [7] (p. 275) have given its AP. It satisfies (i) Figure 1 . AP for the double-exponential with shift alternative using 0.1% level: the solid curve shows the AP from the LR test; the curve of dashes shows the AP using the specified statistic; and, the curve of dots shows the approximate AP using the specified statistic.
where Figure 2 . AP for the double-exponential with shift alternative using 1% level: the solid curve shows the AP from the LR test; the curve of dashes shows the AP using the specified statistic; and, the curve of dots shows the approximate AP using the specified statistic. Figure 3 . AP for the double-exponential with shift alternative using 5% level: the solid curve shows the AP from the LR test; the curve of dashes shows the AP using the specified statistic; and, the curve of dots shows the approximate AP using the specified statistic.
Theorem 2.5. Let G(x)
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Note thatp(u) denotes the second derivative of p(u) with respect to u.
Theorem 2.6. Set G(x)
where Q is defined by (2.9) in terms of
where [2] and [7] (Pb. 15, p. 199 
and
(given by [2] and [7] (Pb. 15, p. 199 (2.7). It appears that the AP and approximate AP are closest for the Cramer-von Mises statistic and furthest for the Kuiper statistic. The closest and furthest to the AP from the LR test are those corresponding to the Kolmogorov-Smirnov and Kuiper statistics, respectively. The exact small-sample power for the cases considered in the figures can be calculated using [20] . The small-sample power has been found for some examples by Monte Carlo methods: see [18] and [22, 23] . For the analogs for the one-sided statistics D
, see [7] , p. 274.
Proofs
Proof of Theorem 2.3.
, the Dirac delta function. Then
Part (b) follows from the definition of W 2 . Proof of Example 2.1. It is shown in [3] that
where 0 < b < a < 1. Then
where φ n (·) is the nth Bernoulli polynomial (e.g. [11] ). Differentiating both sides and noting thatφ n (x) = φ n−1 (x) yields
By [3] ,
is a Wiener process and so φ 2k (1 − x) = φ 2k (x). Hence, φ n (x) = B n (x)/n! for B n (x) of [1] , p. 806, and
Hence,
The example is proved. Proof of Example 2.2. For this example,
and S(t) can be shown by Theorem 2.3 (a) and Example 2.1 to equal
where z = (2t) 1/2 . Hence,
where a kn are defined in the example. Using the notation
we have
Hence, P (W 2 > x α ) is as given in the example, where
. By [5] , p. 82:
with the initial conditions b 0,i = 1 and
Using these results, one can show that R n (A, x) satisfies (2.6).
Note 3.1. θ = 0 yields (4.34) of [3] . Note 3.2. In the computations we used the result on p. 5 of [5] that
For c > 2 we used the modified asymptotic expansion of K v (c) given in Section 8.43 of [6] .
Proof of Theorem 2.4.
The proof is similar -but easier and uses the fact that
Proof of Note 2.4.
A fairly straightforward generalization of VI.4.5, p. 230 and VII.2.3, p. 272 of [7] . Lemma 1. Let Q and P denote the probability distributions corresponding to the processes γ 1 = (y + θp)ψ and
Proof. (i) is straightforward. (ii) follows from (i) and Problem 11 of [7] , p. 124.
Proof of Theorem 2.5. By [7] (Pb. 16, p. 199),
defined in the theorem. Since {y(t), t ∈ (0, v)} and {y(t), t ∈ (v, 1)} are conditionally independent given y(v) = y,
which by Lemma 1 has coefficient of θ equal to A XdP = 0 and coefficient of θ 2 /2 equal to
which is a given in the theorem using conditional independence and (7), p. 199 of [7] with α = β = λ, which implies that
The theorem follows using P (A) = α and
where s ∧ t = min(s, t).
Proof of Theorem 2.6. Let A = {f (·) : sup f + sup −f ≥ λ},
It follows that
where The range of integration follows since H = 0 if a, b, α or β are negative.
