Response Time Analysis for Safety-Critical Hard Real-Time Systems Based on Safety Kernel/Shell Scheme by 黎忠文 et al.





ACTA EL ECTRON ICA S IN ICA





黎忠文 1, 3 ,陈 　亮 1 ,熊光泽 2
( 1. 厦门大学信息科学与技术学院 ,福建厦门 361005; 2. 电子科技大学计算机科学与工程学院 ,四川成都 610054;
31电子科技大学中山学院 ,广东中山 528402)
　　摘　要 : 　基于响应时间的可调度分析是设计硬实时系统的基础. 防危核 (壳 )是安全关键硬实时系统的一
种新防危措施 ,现有的普适响应时间分析方法不能适用于这类系统. 本文的贡献在于采用检测点时间冗余容错和
优先级提升思想 ,通过分析内 /外错误、隐 /显错误 ,提出了一种合适的响应时间分析方法 ,从而为这类系统提供有
效的离线可调度分析工具 ,同时也为这类系统设计了一种基于检测点的容错方案. 本方法稍作修改也可为其它安
全关键系统服务. 最后通过仿真实验验证了本方法的有效性和优越性.
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Abstract:　Safety2critical hard rea l2tim e system s ( in brief, w e call them SCHRS below ) often operate in harsh
environm ental conditions tha t necessita te fault2toleran t com puting and safe ty assurance techniques. V arious hardw are as
w ell as softw are safety assurance techniques are em p loyed in these system s am ong w hich safe ty kernel ( shell) is a new
schem e in app lica tion layer and it ’s correc tness can be p roofed by form al too l. App rop ria te response tim e analysis
schem es ( in brief, w e call them RTA below ) are fundam enta l to the design of p red ic table hard rea l2tim e system s. H ow 2
ever few RTA schem es is su itable to SCHRS based on safe ty kernel or she ll. The m ain contribu tion of this paper is tw o2
fold. First, w e p ropose an app rop ria te RTA to im p rove system fault resilience. Com pared w ith other response tim e analy2
sis polices, the p roposed scheduling analysis takes in to account the fac t that the recoveries of tasks in safety kerne l or
she ll m ay be executed at higher p riority leve ls, and there are several kinds of error, such as interna l, external, h idden and
visible error. This characteristic is very im portan t in SCHRS based on safety kerne l or shell. Second, w e p resen t a suit2
able checkpoin ting fau lt2tole rant schem e for SCHRS based on safety kerne l or she ll. The em phasis here is on utiliz ing
this RTA as an off2line design support tool. The effectiveness of the p roposed app roach is evalua ted by sim ulation.
Key words:　safe ty kerne l ( shell) ; safety2critical system s; fault2to le rant; checkpointing; response tim e analysis
1　引言
　　软件的安全性已经成为关系现代安全关键系统安危
的主要因素 [ 1 ] . 软件的大量应用一方面导致系统的复杂性
呈指数级增长 ,安全隐患严重 ;另一方面 ,改变了系统原有
的故障模式 ,使设计型软件错误成为事故的主要来源 [ 2, 3 ] .
然而传统防危 (即 safe ty保障技术. 为与 security相区别 ,把
它称为防危 )和可靠技术对此却渐感力不从心. 据统计
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,就一般复杂度的软件 ,用测试法只能使软件错误率降低
到每小时 1024个 [ 4 ] ,对于复杂度稍高的软件 ,测试法还达不
到这种效果. 而与防危相关的控制系统的错误率要求是每
小时 1029个 ,甚至有的是每小时 10210个 [ 4 ] . 事实上目前还有
许多系统 (包括国家级 )仍然建立在“脆弱”的软件之上 [ 5 ] .
因此 ,软件新防危技术成为研究热点. 目前已在该领域取
得的具有代表性的研究成果是 L evenson等提出的防危核
(Safety Kernel) . 它是针对软件设计缺陷而提出来的一种
应用级防危机制. 由于构思巧妙 ,它一直倍受研究. Rushby
利用形式化方法对防危核和防危策略进行了描述及正确
性验证 [ 6 ] , 而 Kevin 则为两个模型系统 M SS (M agnetic
S tereotax is System ) 和 UVA R ( U niversity of V irginia Re2
search Reactor)构建了相应的防危核 ,并在原型系统中得到
了检验 [ 7 ] . 近年来 ,我们对防危核在分布式系统中的关键
实现技术进行了一定的研究 [ 8 ] . 后来 A nderson等人把防危
核改进为防危壳 ( safety shell) [ 9 ] . 防危壳在功能上与防危
核相似 ,只是内部组成结构不同. 具体实现时 ,防危壳把防
危策略进一步细分为三个子模块 ,分别在状态监视器、时
间监视器和防危异常处理器内实现. 另外基于防危核 (壳 )
的软件构架及与编程语言的关系也是研究热点 ,如基于反
射机制 O pen C + +和 CM L的实现技术 [ 10 ]等.
调度分析是设计硬实时系统的基础 [ 11 ] ,它对安全关键
系统具有特别重要的意义 [ 12 ] . 响应时间的分析是广泛采用
的调度分析方法 ,它通常用来确定无错的可预测系统中 ,
有固定优先级的各实时任务在最坏情况下的响应时间 ,从
而预测系统设计的可行性 ,即任务的可调度性. B urns等人
把它用于分析基于任务复制的硬实时容错系统 [ 13 ] . 文献
[ 14 ]在主任务与替代任务优先级不相同这个更接近真实
系统的条件下 ,对文献 [ 13 ]进行改进. 后来响应时间分析
方法还被用于分析基于软件检测点容错的实时系统 [ 12 ] . 但
是这些方法并不适于既有检测点又有核 (壳 )控任务需及
时响应要求的安全关键硬实时系统. 如关闭反应堆这类出
错处理任务的优先级就应该非常高. 文献 [ 12 ]不能反应这
种切实需要. 而文献 [ 14 ]在没有检测点的情况下只考虑了
一个内部错误发生时 ,替代任务优先级高于主任务时的响
应时间分析. 事实上 ,目前我们尚没有查到针对基于防危





　　设主任务集Ψ是 n个任务集合 ,Ψ = { t1 , t2 , ⋯, tn },每
个任务 ti 可用四元组〈C i , D i , Ti , pi 〉表示. 其中 Ti 为任务 ti
两个实例间最小间隔时间 , ti 可以是周期和非周期任务 ;
C i、D i 和 p i 分别为任务 ti 的执行时间、死限和优先级 ,且满
足 C i ≤D i ≤Ti , i = 1, 2, ⋯, n. 鉴于固定优先级的调度机制
在安全关键系统领域已逐步取代过去常用的静态调度机
制 [ 11 ] ,主任务按优先级进行调度. 为简化 ,设Ψ内各任务
是按优先级降序排序 ,即如果 i < j,则 pi > p j. 主任务 ti 设
置 TI 个检测点 T1 , T2 , ⋯, TI ,任务的始点不设检测点 , TI 在
任务尾 ,因此这些检测点把任务 ti 分成了 TI 段. 每一段起
始和终止点为相邻的两个检测点 ,比如 Tk21和 Tk ,这里记为
( Tk21 , Tk ] ,称为任务 ti 的第 Tk 个子任务段. 第一子任务段
比较特殊 ,为任务始点到检测点 T1 . 任务 ti 的每一子任务
段分别对应一个替代任务 ,若主任务在执行中发生了错
误 ,则调用防危核 (壳 )内相应的替代任务用于容错 ,即主
任务将从发生错误的下一子任务段的始点开始执行. 注意
段 ( Tk21 , Tk ]为半开半闭的区间 ,它表示 Tk21属于第 Tk21段 ,
而不属于第 Tk 段. 因此当错误发生在 Tk21点时 ,第 Tk21段的







i 是主任务 ti 的执行时间最长的替代任务 ,





件被访问之前. 令 O i 是在任务 ti 建立一个检测点的开销 ,




i 两项 ,其中 O
1
i 是在该检测点进
行有效测试时所需时间开销 ; O2i 则为保持检测点状态所需
的开销 ,比如存贮器读写等. 和文献 [ 12 ]一样 ,对任务 ti 检
测点的开销我们统一考虑为 O i ,而不进行细分 , i = 1, 2, ⋯,
n.
本文设错误为暂态错误 ,即经过执行替代任务可以消
除的错误. 除了和文献 [ 14 ]一样把错误归于内部错误和外
部错误之外 ,我们把错误还定义为隐式和显式错误 ,其中
显式错误指环境检测中检测到的错误 ,例如由硬件检测到
的“执行非法指令”、“算术溢出 ”和“保护违规 ”等 ,以及由
实时编程语言的运行支持系统检测出的诸如“数组越界 ”
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们的变种. 为方便分析 ,我们和文献 [ 12 ]和 [ 14 ]一样 ,采用
最小错误间隔时间 TE.
计算模型的假设条件 :
( 1)和文献 [ 12 ]一样 ,检测点被均匀的设置在任务中 ,
即任务 ti 的每一子任务段的计算时间均为「C i / TI ô;
( 2)只考虑暂态错误 ,系统生命期中它们占绝大多数 ;
( 3)错误间的最小间隔时间 TE 是已知的 ;
( 4)不会产生错误的繁殖 ;





献 [ 11 ]已详细讨论了这些主要方法不适用于安全关键系
统的原因. 因此本文只对与本计算模型最接近的新成果
PB
[ 12 ]进行对比分析. Punnekkat S 和 B urns A 等在文献
[ 12 ]中把硬件容错方法 2checkpoin ting应用于软件容错 ,并
把它与基于优先级的调度算法结合在一起. 他们在任务 t1
的实例中均匀地插入 m i 个检测点 ,当实例运行至检测点
时 ,系统就对该实例进行检测 ,如出错 ,则该实例退回到最
近的上一个检测点 ,任务的优先级不变 ,系统重新调度. PB
方法扩大了任务的可调度空间. 其任务的最坏响时间为公
式 ( 1) :
其任务 ti 的最坏响时间为公式 (1) :
其中 , hp ( i) = { tj tj ∈Γ∧pj > pi }; B
3
j 为阻塞时间 ,文
献 [ 12 ]在分析中对它忽略不计.
该分析算法不适于本计算模型的原因 :
( 1)安全关键系统中 ,替代任务的优先级一般应比主
任务高 ,因为错误需及时处理 ,否则后果极为严重. 比如关
闭反应堆这类替代任务的优先级就应该非常高. 文献 [ 12 ]
的方法不能反应安全关键系统的这种切实需要.
( 2)当替代任务的优先级高于主任务时 ,公式 ( 1 )不能
反应任务的最坏响应时间. 比如任务 ti 发生错误 ,当其替
代任务优先级 p i 大于 p j 时 ,虽然 tj 就绪并且 p j > pi ,但 tj
必须等待 t
—
i 的执行 ,因此与公式 ( 1)相比 , Rj 会增加 ,而 Ri
会减小.
4　本计算模型可调度性分析
　　为便于比较 ,本文采用与文献 [ 12 ]和 [ 14 ]一样的记
法 , ip ( i)和 sp ( i)见图 3所示 :
定义 1　hp ( i) = { tj ∈Гp j > p i };
定义 2　ip ( i) = { tj ∈Гpj ≥pi };
定义 3　sp ( i) = { tj ∈Гp j > p i };
定义 4　ipe ( i) =
ip ( i) , if ( pi = pi )
ip ( i) - { ti }, if ( p i > p i )
在 TE > 0和给定主、替代任务优先级关系 p ( p i、pi )的




[ 14 ]是指与任务 ti 并发执行的其它
任务发生的错误. 令在外部错误条件下任务 ti 的最坏响应
时间为 Ri
ext ( TE , p ) . 这里的错误发生情况分为外部错误中
嵌套内部错误和外部错误不嵌套内部错误两种 ,前者记为
Ri
ext2in t ( TE , p ) ,后者为 Ri
ext2ext ( TE , p ) . 它们又可进一步分为
显式和隐式错误 ,隐式和显式的 Ri
ext2ext ( TE , p ) ,分别记为
Ri
ext2ext1 ( TE , p )和 Ri
ext2ext2 ( TE , p ) . 先计算 Ri
ext2ext1 ( TE , p ) .
设当任务 ti 就绪以后 ,任务 tξ ( pξ > pi )执行过程中出
现隐式错误 ,不妨设在其第 Tk 个检测点检测出错误 ,引起
替代任务 t
—
ξ的执行. 这个错误对于任务 ti 而言就是隐式外
部错误. 令任务 tξ的第 Tk 个子任务段 ( Tk21 , Tk ]的起始和终
止点分别对应 t′和 t″时刻 ,时间段 [ t, t″]检测出该隐式错
误 , t′< t. 因此 ti 的 CPU 将被 hp ( i)和 ip ( i) 2{ ti }中任务抢
占 ,故 :
令 Ck + O i 为任务集 ip ( i) 2{ ti }中替代任务和检测点
开销之和的最大者. 若 ip ( i) 2{ ti } =Φ,则令 ( Ck + O k ) = 0.
　　定理 1　在任务优先级关系 p ( pi , p i )和 TE > 0条件
下 , Ri
ext2ext ( TE , p ) = Ri
ext2ext1 ( TE , p ) .
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证明 :设当任务 ti 就绪以后 ,任务 tξ ( pξ > pi )在第 Tk
个任务段 ( Tk21 , Tk )发生显式错误 ,该段起始点分别对应 t′
和 t″时刻 ,时间段 [ t, t″]为任务 tξ的第 Tk 个检测点的检测
时间. 显式错误属于环境检测范围 ,一旦出错后 ,就会产生
中断 ,因此在时间段 [ t′, t)内相应的替代任务就会就绪 ,而
不必推迟到时间段 [ t, t″] , 所以 Ri
ext2ext1 ( TE , p ) Β Ri
ext2ext2
( TE , p ) . 因此 Ri
ext2ext ( TE , p ) = Ri
ext2ext1 ( TE , p ) .
定理 2　若 ( C i + O i ) ≤ ( Ck + O k ) ; i≠k且 i、k∈{ 1, 2,
⋯, n},则 Ri
ext2in t ( TE , p ) = Ri
ext2ext ( TE , p ) .
证明 :同定理 1,这里只讨论隐式内错误就行了. 先分
析任务 ti 只有一个子任务段 ,即第 Tw 子段 ,发生内错误的
情况. 显然不论是显式还是隐式内部错误 , ti 在第 Tw 子段
只能发生一次内错误. 在 Ri
ext2ext ( TE , p )中加入段标志参数 ,
有 Ri
ext2ext ( TE , p, T1 2TI ) = Ri
ext2ext ( TE , p, T1 2Tw 21 ) +
Ri
ext2ext ( TE , p, Tw 2Tw ) + Ri
ext2ext ( TE , p, Tw + 1 2TI ) ,其中 12TI 表
示任务 ti 的第 T1 (即第 1子段 )至第 TI 子段 , 12Tw 21表示第
1至第 Tw21子段 , Tw 2Tw 代表它的第 Tw 子段 , Tw + 1 2TI 则是第
Tw + 1子段到第 TI 子段. 同前面一样 ,设 ti 的第 Tw 段就绪时
刻为 t′,在时刻 te 发生了内部错误 ,时间段 [ t, t″]检测出该
隐式错误. 令在时刻 tf 任务 t
—
i 执行完备. 显然在时间
[ t′, t″]内任务 ti 将被 hp ( i)、ip ( i) 2{ ti }任务集中的任务抢
占 CPU;最迟在 t″时刻 t
—





sp ( i)及 sp ( i)的替代任务抢占 CPU. 由于 hp ( i) Β sp ( i)、
( C i + O i ) ≤ ( Ck + O k ) , 根据公式 ( 2 ) 和定理 1 有
Ri
ext2ext ( TE , p, Tw 2Tw ) Β [ t′, t
f
]. 故 : Ri
ext2ext ( TE , p, T1 2TI ) =
Ri
ext2ext ( TE , p, T1 2Tw 21 ) + Ri
ext2ext ( TE , p, Tw 2Tw ) + Ri
ext2ext ( TE ,
p, Tw + 1 2TI ) Β Ri
ext2ext ( TE , p, T1 2Tw21 ) + [ t′, t
f
] + Ri
ext2ext ( TE ,
p, Tw + 1 2TI ) .
同理可证当任务 ti 有多个子任务段发生内错误时 ,定
理 2仍然成立. 故 , Ri
ext2in t ( TE , p ) = Ri
ext2ext ( TE , p ) .
412　内部错误
下面求发生内部错误时 , 任务 ti 的最坏响应时间
Ri
in t ( TE , p ) . 对于任务 ti 而言 ,内部错误的发生将引起其替
代任务 t
—
i 的执行 ,这里仍然存在显式和隐式错误之分 ,与
定理 1类似可以证明隐式错误情况下 ti 的最坏执行时间
包含了显式错误情况下 ti 的最坏执行时间 ,因此这里只计
算隐式内部错误时 ti 的 Ri
in t ( TE , p ) . 它又分成两个部份 ,
即内部错误发生前后的最坏执行时间 ,分别记为 Ri
in t0 ( TE ,
p )和 Ri
in t1 ( TE , p ) .
41211　段的最坏响应时间
设任务 ti 在第 Tk 个子段发生了隐式内部错误. 令 ti 的








[ 14 ]的方法分 [ t′, t″)和 [ t″, tf ]两段进行讨论 ,分别记为
Ri
in t02sub ( TE , p )和 Ri
in t12sub ( TE , p ) .
( 1) Ri
in t12sub ( TE , p )
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hp ( i)、ip ( i)和 sp ( i)等因素有关 ,只有通过计算才知道.
故 :
Ri ( TE , p ) = m ax (Ri
ext ( TE , p ) , Ri
in t ( TE , p ) ) ( 6)
5　实例
　　下面用本算法与 PB 算法进行比较. 设主任务集Ψ =
{ t1 , t2 , t3 }. 其中 t1 :〈C1 + O1 = 10, D1 = 60, T1 = 60, p1 = 3〉;
t2 :〈C2 + O2 = 15, D2 = 100, T2 = 100, p2 = 2〉; t3 :〈C3 + O3 =
20, D3 = 160, T3 = 160, p3 = 1〉. 令 ( 0, 1, 1)和 ( 0, 0, 2 )分别
代表当错误发生时各替代任务的优先级提升指标 ,比如三
元式 ( 0, 1, 1)表示任务 t2 之替代任务的优先级为在其主任
务优先级的基础上提升一个单位 ,即 p2 = p2 + 1 = 3. ( 0, 1,
1)和 (0, 0, 2)的剩余含义为 : p1 = p1 + 0 = 3, p3 = p3 + 1 = 2;
p1 = p1 + 0 = 3, p2 = p2 + 0 = 2, p3 = p3 + 2 = 3.
表 1　任务集Ψ1 的最坏执行时间
ti D i TI
TE = 34 TE = 35 TE = 39 TE = 40 TE = 42
PB ( 0, 1, 1) ( 0, 0, 2) PB ( 0, 1, 1) ( 0, 0, 2) PB ( 0, 1, 1) ( 0, 0, 2) PB ( 0, 1, 1) ( 0, 0, 2) PB ( 0, 1, 1) ( 0, 0, 2)
R i R i
in t R i
ext R i
in t R i
ext R i R i
in t R i
ext R i
in t R i
ext R i R i
in t R i
ext R i
in t R i
ext R i R i
in t R i
ext R i
in t R i
ext R i R i
in t R i
ext R i
in t R i
ext
t1 60 1 20 20 25 20 30 20 20 25 20 30 20 20 25 20 30 20 20 25 20 30 20 20 25 20 30
t2 100 1 55 50 95 60 95 55 50 95 60 95 55 50 75 60 75 44 40 75 40 75 44 40 75 40 75
t3 160 1 180 105 100 105 100 180 105 100 105 100 180 105 100 105 100 160 105 100 80 100 160 105 100 80 100
表 2　任务集Ψ2 的最坏执行时间
ti D i TI
TE = 18 TE = 20
PB ( 0, 1, 1) ( 0, 2, 1) PB ( 0, 1, 1) ( 0, 2, 1)
R i R i
in t R i
ext R i
in t R i
ext R i R i
in t R i
ext R i
in t R i
ext
t1 30 1 12 12 16 12 16 12 12 16 12 16
t2 70 2 72 64 44 64 44 72 64 38 64 38
t3 100 1 88 84 88 84 88 88 74 78 74 78
　　从表 1可以看出 ,当 TE = 34、TE = 35、TE = 39时 ,若采
用 PB 算法 ,则由于 t3 的最坏响应时间为 180,大于其死限 ,
因此任务集不可调度. 但若采用本算法 ,根据公式 ( 6 ) : Ri
( TE , p ) = m ax ( Ri
ext ( TE , p ) , Ri
in t ( TE , p ) ) ,则无论是优先级
( 0, 1, 1)还是 ( 0, 0, 2)任务集均可调度. 在实验中我们发现




间 ,从而减少其响应时间. 因此本算法比 PB 算法更优. 表 2
是另一组主任务集Ψ2 = { t1 , t2 , t3 }. 其中
t1 :〈C1 + O1 = 6, D1 = 30, T1 = 50, p1 = 3〉
t2 :〈C2 + O2 = 20, D2 = 70, T2 = 90, p2 = 2〉;
t3 :〈C3 + O3 = 60, D3 = 100, T3 = 150, p3 = 1〉.
当 TE = 18、TE = 20时 ,若采用 PB 算法 ,则由于 t2 的最
坏响应时间为 72,大于其死限 ,因此任务集不可调度. 但若
采用本算法 ,则无论是优先级 ( 0, 1, 1)还是 ( 0, 2, 1)任务集
均可调度 ,说明本算法比 PB 算法更优.
6　总结






应用软件 , 称为主任务 ; 另一组用于错误处理的防危核
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