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ABSTRACT: The ability to perform geometry optimizations
on large molecular systems is desirable for both closed- and
open-shell species. In this work, the restricted open-shell
Hartree−Fock (ROHF) gradients for the fragment molecular
orbital (FMO) method are presented. The accuracy of the
gradients is tested, and the ability of the method to reproduce
adiabatic excitation energies is also investigated. Timing
comparisons between the FMO method and full ab initio
calculations are also performed, demonstrating the eﬃciency of
the FMO method in modeling large open-shell systems.
1. INTRODUCTION
With recent increases in computational power, the need for
methods that are able to exploit the massively parallel nature of
modern computers is becoming more important. A number of
methods have been developed1−7 that attempt to exploit the
ability to divide large systems into more computationally
tractable pieces.8 One such method, the fragment molecular
orbital (FMO) method,9−11 has been at the forefront of this
eﬀort, particularly since the development of the generalized
distributed data interface (GDDI).12 The GDDI allows the
FMO method to take advantage of large, modern computer
clusters and massively parallel computers, facilitating the
solutions of much larger chemical systems than had previously
been possible.6
With the broad range of interests in chemical research,
including silica nanopores,13 proteins,14 condensed phases,15
and radical chemistry,16 there is also an increasing need for
broadened functionality to be added to the FMO method.
Since the original formulation9−11,17 there have already been a
number of extensions added to the FMO method to help treat
a broad range of chemical problems, including second-order
Møller−Plesset perturbation theory (MP2),18 coupled cluster
theory (CC),19 density functional theory (DFT),20 solvation
models such as the eﬀective fragment potential (EFP)21 and the
multilayer formulation of the FMO method (MFMO).22
Until recently, the only way to treat open-shell systems with
the FMO method was to use the multiconﬁguration self-
consistent ﬁeld implementation (FMO-MCSCF),23 which can
treat both closed- and open-shell species. Although the MCSCF
method can be very useful in treating multireference systems, it
is also desirable to have a single-reference open-shell method
that can be eﬃciently combined with restricted open-shell
second-order Møller−Plesset perturbation theory (ROMP2)13
or coupled cluster theory (CC).14 This ability to treat systems
containing single-reference open-shell character was recently
added to the FMO method with the implementation of the
restricted open-shell wave function (FMO-ROHF).16 Since the
original eﬀort was limited to single-point energy calculations, it
is the goal of the present work to develop open-shell FMO
energy gradients and to demonstrate the eﬃcacy of the FMO-
ROHF method in geometry optimizations24 and excitation
energy calculations.25
2. METHODOLOGY
Since the details of the FMO-ROHF method and relevant
functionality have been discussed in detail previously11,26 a brief
overview of the general theory is presented here.
The FMO energy of N fragments for the n-body FMOn
expansion is given by17
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and EI, EIJ, and EIJK are the monomer (single fragment), dimer
(fragment pair), and trimer (fragment triple) energies,
Received: March 13, 2012
Revised: April 23, 2012
Published: April 23, 2012
Article
pubs.acs.org/JPCA
© 2012 American Chemical Society 4965 dx.doi.org/10.1021/jp302448z | J. Phys. Chem. A 2012, 116, 4965−4974
respectively, computed in the electrostatic ﬁeld of all other
fragments.17 The ﬁrst step of all FMO calculations is to
converge the electronic state of each fragment (monomer) with
respect to the electrostatic ﬁeld of the whole system. This is
followed by all dimer calculations for FMO2 and all trimer
calculations for FMO3, performed in the ﬁeld determined in
the monomer step.
The expressions in eqs 1 and 2 that are used for the restricted
open-shell FMO method resemble those of the closed-shell
method.17 The FMO-ROHF computational scheme is similar
in nature to the FMO-based MCSCF or time-dependent DFT
(FMO-TDDFT) methods.15 In all of these schemes, one
fragment is chosen to be the open-shell fragment, treated with
the corresponding wave function or density, while all other
fragments are taken to be closed-shell species. Two types of
dimers and trimers are present in an open-shell FMO
calculation: (a) open-shell if they include the open-shell
fragment and (b) closed-shell otherwise. The electrostatic
ﬁeld added to all n-mer (monomer, dimer, trimer) calculations
is computed from the total density of either open- or closed-
shell fragments. In covalently bonded systems, the boundaries
are treated exactly as in the closed-shell FMO method,9,17 that
is, by assigning two electrons from the detached bond to one
fragment and none to the other.
There is an important diﬀerence between the perturbative-
like treatment used in the conﬁguration interaction (CI) and
TDDFT approaches and the treatment used in the ROHF and
MCSCF approaches. For CI and TDDFT calculations, the
molecular orbitals and their energies from the ground
electronic state are used in the subsequent excited state
calculation without additional orbital relaxation. In contrast, for
ROHF and MCSCF calculations the orbitals are optimized for
the state of interest. In addition, within the FMO method, the
embedding electrostatic ﬁeld in CI and TDDFT calculations is
computed for the ground state, whereas this ﬁeld is fully relaxed
for the state of interest in ROHF and MCSCF calculations. The
importance of the electrostatic ﬁeld relaxation has been
discussed recently in conjunction with EFP-based excitation
studies.27
Following the derivation for the closed-shell FMO
gradient,28 the gradient for the open-shell FMO-ROHF method
has been derived by taking the derivative with respect to a
nuclear coordinate of the energy in eqs 1 and 2 for FMO2 and
FMO3, respectively. This work, similarly to closed-shell
TDDFT,29 follows the derivation of the gradient in which the
small contributions arising from the derivatives of the
electrostatic potentials are neglected. The latter contributions
will be addressed in a subsequent eﬀort. The gradient was
implemented in a development version of the GAMESS
(General Atomic and Molecular Electronic Structure System)
program package30 and fully parallelized with the GDDI.12
For molecular clusters the Mulliken point charge representa-
tion of the electrostatic potential in the FMO method was
used.31 More speciﬁcally, all fragment calculations were
performed in the ﬁeld of point charges derived self-consistently
from the fragment densities and were repeated until their
densities converged with respect to the ﬁeld (dimers and
trimers are computed in the converged monomer ﬁeld only
once). The core electrons (e.g., 1s on both C and O) were not
correlated during the MP2 calculations. Otherwise, all
calculations discussed below used the default values for all
FMO method approximations.
3. RESULTS
Test calculations are organized by ﬁrst evaluating the accuracy
of the open-shell FMO method for hydroxyl radical solvated by
seven water molecules using the same geometry for both FMO
and ab initio calculations. Next, the accuracy of the newly
developed analytic gradient on solvated phenol and polypep-
tides is investigated, followed by full geometry optimizations of
a solvated phenol system, two isomers of a polypeptide, as well
as a small test system composed of the products of a reversible
addition−fragmentation transfer (RAFT) reaction. Finally, the
open-shell FMO method is applied to a small protein.32 For all
calculations performed on covalently bonded systems the
hybrid orbital projection (HOP) bond fractionation scheme8
was used.
3.1. Accuracy of Open-Shell FMO Energies for a
Solvated Hydroxyl Radical. The use of water clusters
provides a convenient test system for nonbonded molecular
clusters. The ability to accurately model water clusters requires
a proper treatment of three-body eﬀects, as has been shown
previously.17,18,33 The implications of solvated OH radicals can
be found in many biological processes and atmospheric
reactions.34 In addition to three-body eﬀects, other eﬀects
such as electron correlation and strong charge transfer adds
another degree of diﬃculty to the solvated OH clusters when
compared to purely water clusters.
The structures of the eight OH(H2O)7 clusters considered in
this work were determined by the following procedure using
previously determined minima:35
(1) The structures of (H2O)8 were optimized at the MP2
level of theory using the aug-cc-pVTZ basis set.36
(2) One hydrogen atom was arbitrarily removed from a
single water molecule in each cluster to create an open-
shell system with doublet multiplicity.
(3) The OH radical in each cluster plus the two nearest
neighbor H2O molecules comprise one fragment. The
other fragments each contain one water molecule.
(4) Test calculations were performed to determine if any
additional merging into larger (and fewer) fragments was
advisible on the basis of the level of charge transfer
between fragments.
(5) Single-point MP2 energy calculations were performed
with ab initio (fully MP2), FMO2, and FMO3.
The ﬁnal fragmentation scheme can be found in Table 1,
while Figure 1 shows the eight isomers used including the
location of the open-shell OH• radical. The names assigned to
the clusters are taken from previous work.35
Errors for both the ROHF and ROMP2 levels of theory,
calculated as
= −E Eerror nFMO ab initio (4)
Table 1. Fragmentation Schemes Used for Ten OH(H2O)7
Clusters
designation no. of fragments designation no. of fragments
S4 8 C1b 7
d2d 8 C1a 7
Ci 8 C2 5
Cs 7 L2 8
C1c 7 L1 5
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where FMOn represents the level of FMO used, are shown in
Tables 2 and 3. All subsequent errors were calculated using eq
4. The FMO2 error for the aug-cc-pVDZ basis set is in the
range 0.5−10 kcal/mol for ROHF (Table 2) and 0.1−9.3 kcal/
mol for ROMP2 (Table 3), with mean absolute errors (MAE)
of 5.1 and 4.3 kcal/mol for ROHF and ROMP2, respectively.
The FMO3 errors are much lower in both cases, 0.1−1.9 kcal/
mol for both ROHF and ROMP2, with MAE values of 0.5 and
0.7 kcal/mol, respectively. Improving the basis set to aug-cc-
pVTZ reduces the FMO2 errors slightly; however, the MAE is
still 3.4 kcal/mol for ROHF and 3.1 kcal/mol for ROMP2. For
both levels of theory the FMO2 errors are much too large to be
considered reliable, although improvements can be made by
placing more than one water molecule in each fragment. With
the aug-cc-pVTZ basis set, the FMO3 errors also decrease (a
similar trend was observed for closed-shell systems31),
producing a MAE of 0.24 kcal/mol for ROHF and 0.35 kcal/
mol for ROMP2.
More important than errors in the total energies is how well
the relative energies of the diﬀerent isomers are captured. Table
4 shows the ROMP2 relative energies of the 10 clusters, with
Figures 2−5 showing both the ROHF and ROMP2 relative
energies graphically. Both ROHF and ROMP2 relative energies
Figure 1. Ten isomers of OH(H2O)7 clusters used for testing. Open-shell OH molecules are circled. The naming convention for the isomers is taken
from ref 35.
Table 2. Errors of FMO-ROHF(MP2) Energies Relative to
Ab Initio ROHF(MP2) Energies Using the aug-cc-pVDZ
Basis Set for Ten OH(H2O)7 Clusters
absolute errors (kcal/mol)
isomer FMO2-ROHF FMO3-ROHF FMO2-ROMP2 FMO3-ROMP2
S4 6.54 0.43 5.47 1.15
d2d 6.35 0.28 5.16 1.07
Ci 10.22 0.88 9.33 1.87
Cs 6.10 −0.28 5.47 0.12
C1c 4.89 −1.08 4.30 −0.90
C1b 4.41 −0.23 3.74 −0.03
C1a 3.66 −0.33 2.97 −0.16
C2 1.16 −0.03 0.47 −0.11
L2 6.79 1.12 5.88 1.90
L1 0.47 −0.09 0.10 −0.09
Table 3. Errors in the Total Energy between Ab Initio
ROHF(MP2) and FMO-ROHF(MP2) Using the aug-cc-
pVTZ Basis Set for Ten OH(H2O)7 Clusters
errors in the total energy (kcal/mol)
isomer FMO2-ROHF FMO3-ROHF FMO2-ROMP2 FMO3-ROMP2
S4 4.23 −0.06 3.71 0.30
d2d 5.03 0.02 4.61 0.48
Ci 7.49 −0.05 7.17 0.29
Cs 4.18 −0.25 4.04 −0.19
C1c 2.97 −0.89 2.71 −0.73
C1b 2.45 0.35 2.11 0.54
C1a 2.38 −0.17 2.06 −0.05
C2 0.73 0.41 0.39 0.44
L2 4.50 0.11 4.10 0.44
L1 0.26 −0.09 0.10 −0.09
Table 4. Comparison of the ROMP2 and FMO-ROMP2
Relative Energies of Ten OH(H2O)7 Clusters Using the aug-
cc-pVDZ and aug-cc-pVTZ Basis Sets
relative energies (kcal/mol)
aug-cc-pVDZ aug-cc-pVTZ
isomer
FMO2-
ROMP2
FMO3-
ROMP2 ROMP2
FMO2-
ROMP2
FMO3-
ROMP2 ROMP2
S4 0.00 0.00 0.00 0.00 0.00 0.00
d2d −0.21 0.02 0.10 0.96 0.24 0.06
Ci 6.78 3.64 2.92 6.36 2.90 2.91
Cs 3.27 2.25 3.28 3.54 2.72 3.21
C1c 2.46 2.29 3.63 2.55 3.10 3.54
C1b 2.12 2.68 3.86 2.19 4.03 3.79
C1a 1.70 2.89 4.21 0.81 4.27 4.14
C2 −0.75 2.99 4.25 2.49 3.79 4.13
L2 5.24 5.59 4.84 5.01 4.77 4.63
L1 3.34 7.47 8.71 4.77 7.99 8.38
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reinforce the conclusions drawn on the basis of the total energy
errors, namely, the unreliability of FMO2 for this particular
system, as well as the improved agreement with ab initio results
with an increase in basis set size. The MAE for the FMO3
relative energies is less than 1 kcal/mol for both the aug-cc-
pVDZ and aug-cc-pVTZ basis sets at 0.96 and 0.30 kcal/mol,
respectively.
Timing comparisons were also obtained to analyze the
performance of the open-shell FMO method for energy
calculations using the lowest energy isomer (S4) of the
OH(H2O)7 clusters. MP2 energy calculations using ROMP2,
FMO2-ROMP2, and FMO3-ROMP2 were performed on a
Cray XE6 computer with two 2.4 GHz AMD Opteron 64-bit 8-
core processors and 32 GB of RAM per node. All FMO
calculations used the GDDI, assigning individual fragment n-
mer calculations to separate nodes or “groups”, each group
performing its fragment calculation in parallel. Both ab initio
and FMO timings were performed on four, six, and eight nodes,
for totals of four, six, and eight groups when using the GDDI
with FMO. The timings in Table 5 show the ab initio, FMO2,
and FMO3 calculations scale quite well when doubling the
number of nodes. In terms of time savings, the FMO2
calculations take an order of magnitude less time than the full
ab initio calculations, while the FMO3 calculations provide no
time savings for a system this small.
While there is little time savings achieved for FMO3 for these
small clusters, the real advantage of using FMO3 for a system of
this size is the memory requirements, as illustrated in Table 5.
Compared to the computational time scaling of N5, MP2
memory requirements generally scale as N4, while the FMO
memory requirement is determined by the largest n-mer size
(dimer for FMO2 and trimer for FMO3), which is much
smaller than the full system. This reduction in memory
requirements through the use of the FMO method is very
powerful for large-system calculations, since the memory
requirements are independent of the total system size N.
3.2. Comparison of FMO-ROHF Analytic Gradient and
Ab Initio Analytic Gradient. The accuracy of the FMO-
ROHF gradient was investigated by explicit comparison with ab
initio fully analytic gradient calculations using the solvated
phenol and polypeptide test systems at both their equilibrium
geometries and at selected nonequilibrium structures. Timing
comparisons were also made between the fully analytic ab initio
gradient and the FMO2 analytic gradient to show the eﬃcacy of
FMO2 for geometry optimizations. Due to the relatively small
size of the test systems, a timing comparison between ab initio
and FMO3 gradients was not made.
Results from single-point gradient calculations at equilibrium
geometries are shown in Table 6. The maximum gradient as
Figure 2. Graph of the relative energies of the ten OH(H2O)7 clusters
computed using ab initio ROHF, FMO2-ROHF, and FMO3-ROHF
with the aug-cc-pVDZ basis set.
Figure 3. Graph of the relative energies of the ten OH(H2O)7 clusters
computed using ab initio ROMP2, FMO2-ROMP2, and FMO3-
ROMP2 with the aug-cc-pVDZ basis set.
Figure 4. Graph of the relative energies of the ten OH(H2O)7 clusters
computed using ab initio ROHF, FMO2-ROHF, and FMO3-ROHF
with the aug-cc-pVTZ basis set.
Figure 5. Graph of the relative energies of the ten OH(H2O)7 clusters
computed using ab initio ROMP2, FMO2-ROMP2, and FMO3-
ROMP2 with the aug-cc-pVTZ basis set.
Table 5. Timing Comparison between Ab Initio and FMO
Single-Point Energy Calculations Using the Lowest Energy
OH(H2O)7 Isomer (S4) at the MP2/aug-cc-pVTZ Level of
Theory
time (min)
four
nodes
six
nodes
eight
nodes
memory
requirements:
MB RAM/CPU
ROMP2 42.2 31.8 26.6 200
FMO2-ROMP2 3.7 3.1 2.3 9
FMO3-ROMP2 43.1 30.4 25.8 16
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well as the root mean squared (rms) gradient and the mean
absolute error (MAE) are compared for all three structures. For
the two isomers of (Ala)2Phe(Ala)2, the error in the maximum
gradient is between 0.01 and 0.04 mhartree/bohr for both
FMO2 and FMO3; the error in the rms gradient is less than
0.01 mhartree/bohr in all cases. The error in the maximum
gradient for the solvated phenol system is comparable at 0.01
mhartree/bohr for FMO2 and FMO3, while the error in the
rms gradient is similar to that of the (Ala)2Phe(Ala)2 system at
less than 0.01 mhartree/bohr for both FMO2 and FMO3. In all
cases, the MAE is less than 3.0 × 10−5 mhartree/bohr.
Corresponding results from single-point gradient calculations at
nonequilibrium geometries are shown in Table 7. The error in
the maximum gradient for the two isomers of (Ala)2Phe(Ala)2
is between 0.5 and 1.1 mhartree/bohr for both FMO2 and
FMO3; the error in the rms gradient is less than 0.1 mhartree/
bohr in all cases. The error in the maximum gradient for the
solvated phenol system is 0.2 mhartree/bohr for FMO2 and 0.1
mhartree/bohr for FMO3. The error in the rms gradient is
signiﬁcantly smaller than those of the (Ala)2Phe(Ala)2 systems,
with errors of 8.0 × 10−6 hartree/bohr for FMO2 and 1.7 ×
10−5 hartree/bohr for FMO3. In all cases, the MAE is less than
1.5 hartree/bohr.
Timing comparisons on the initial geometry of the α-
(Ala)2Phe(Ala)2 system were performed on four nodes of a
Cray XE6 computer with two 2.4 GHz AMD Opteron 64-bit 8-
core processors and 32 GB of RAM per node. All FMO
calculations employed the GDDI, with group division chosen to
be one node per group. The ab initio ROHF gradient
calculation took approximately 362 s while the FMO2-ROHF
gradient calculation only took approximately 249 s. This
corresponds to a time savings of approximately 30% compared
to the full ab initio calculation.
3.3. Open-Shell Optimizations and Adiabatic Excita-
tion Energies of C6H5OH(H2O)8. To further investigate the
accuracy of the open-shell FMO method compared to
conventional ab initio methods, ﬁrst consider a closed-shell
cluster consisting of one phenol molecule solvated by eight
water molecules. The FMO fragmentation scheme used for this
system, shown in Figure 6, places the phenol molecule and the
two closest H-bonded water molecules in one fragment. Each
of the remaining water molecules was chosen as a single
fragment, creating seven fragments total. Both FMO2 and
FMO3 optimizations were performed using the same
fragmentation scheme. The starting structure for both ab initio
and FMO optimizations was obtained by placing ﬁve of the
eight water molecules approximately 5−6 Å away from the
phenol molecule on the x, y, and z coordinate axes, with the
remaining three molecules placed around the OH moiety
(Figure 7). This starting structure was then optimized using the
EFP1 method37 to model the water molecules and RHF with
the STO-3G basis set to model the phenol molecule, with the
resultant geometry used as the initial structure in all further
optimizations. RHF and ROHF optimizations were performed.
Closed- and open-shell MP2 energy calculations were then
performed at the RHF and ROHF equilibrium geometries. For
the ab initio ROHF calculation, the multiplicity of the system
was chosen as a triplet, with the singly occupied orbitals located
Table 6. FMO-ROHF/6-31G(d) Analytic Gradient (in hartree/bohr) Compared to ROHF/6-31G(d) Fully Analytic Gradient at
Equilibrium Geometries
fully analytic FMO2 error FMO3 error
α-(Ala)2Phe(Ala)2
maximum gradient 0.000 059 0 0.000 072 2 0.000 013 2 0.000 095 2 0.000 036 2
rms gradient 0.000 016 6 0.000 025 0 0.000 008 4 0.000 023 7 0.000 007 1
MAE 0.000 022 8 0.000 021 6
β-(Ala)2Phe(Ala)2
maximum gradient 0.000 086 0 0.000 095 7 0.000 009 7 0.000 048 1 −0.000 037 9
rms gradient 0.000 018 3 0.000 033 3 0.000 015 0 0.000 006 4 −0.000 011 9
MAE 0.000 029 8 0.000 013 8
C6H5OH(H2O)8
maximum gradient 0.000 072 7 0.000 053 8 −0.000 018 9 0.000 084 7 0.000 012 0
rms gradient 0.000 025 1 0.000 017 4 −0.000 007 7 0.000 027 8 0.000 002 7
MAE 0.000 021 8 0.000 025 9
Table 7. FMO-ROHF/6-31G(d) Analytic Gradient (in hartree/bohr) Compared to ROHF/6-31G(d) Fully Analytic Gradient at
Nonequilibrium Geometries
fully analytic FMO2 error FMO3 error
α-Phenylalanine Chain
Maximum Gradient 0.009 214 8 0.009 680 7 0.000 465 9 0.009 347 1 0.000 132 3
rms Gradient 0.002 157 5 0.002 330 6 0.000 173 1 0.002 220 9 0.000 063 4
MAE 0.000 320 1 0.000 064 0
β-Phenylalanine Chain
Maximum Gradient 0.007 940 1 0.006 832 8 −0.001 107 3 0.007 467 8 −0.000 472 3
rms Gradient 0.002 078 0 0.002 070 9 −0.000 007 1 0.001 162 6 −0.000 915 4
MAE 0.000 702 2 0.001 301 8
Phenol and Eight Water Molecules
Maximum Gradient 0.007 068 9 0.007 240 4 0.000 171 5 0.006 937 5 −0.000 131 4
rms Gradient 0.001 736 8 0.001 728 8 −0.000 008 0 0.001 719 7 −0.000 017 1
MAE 0.000 150 2 0.000 033 7
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on the phenol molecule. For both FMO2 and FMO3
calculations the triplet electronic conﬁguration was placed on
the fragment containing the phenol molecule, because the
triplet state is mainly localized in this region.
Table 8 shows the errors in kilocalories/mole for FMO2 and
FMO3 total energies relative to fully ab initio energies, using
the 6-31G(d) basis set. For the closed-shell (singlet)
optimizations, the FMO2 method produces an error of −0.23
kcal/mol, while the FMO2 error for the open-shell (triplet)
optimizations is −0.48 kcal/mol. As expected for a system
containing more than two water molecules, the FMO3 method
produces smaller errors of 0.07 kcal/mol for the singlet
optimizations and 0.08 kcal/mol for the triplet optimizations.
For the FMO3 optimizations it is apparent that the size of the
error is consistent between singlet and triplet states, while the
FMO2 errors approximately double upon going from the
singlet to the triplet. Despite this doubling of the FMO2 error,
the actual values are all less than 0.50 kcal/mol, which is well
within chemical accuracy. The errors for the MP2 energy
calculations at the RHF and ROHF optimized geometries are
also all less than 1.00 kcal/mol. Adiabatic excitation energies
were also calculated, giving FMO2 errors of −0.25 and −0.70
kcal/mol for the HF and MP2 levels of theory, respectively.
FMO3 again outperforms FMO2 for the excitation energies,
giving errors of less than 0.10 kcal/mol for both levels of
theory.
The root mean squared deviation (rmsd) between the ab
initio and FMO-optimized structures was computed using the
unit quaternion method38a implemented in the freely available
program Jmol.38b Table 9 shows the rmsd values for both the
singlet and triplet geometries optimized with FMO2 and
FMO3. The rmsd value for FMO2 is lower for the singlet
structure than for the triplet structure, with values of 0.038 and
0.254 Å, respectively. The performance of FMO3 is
signiﬁcantly better, producing a rmsd value of 0.013 Å for the
singlet structure and 0.006 Å for the triplet structure. As
mentioned previously for the OH(H2O)7 system, the improved
accuracy of the FMO3 method for water clusters is not
surprising considering the importance of many-body polar-
ization eﬀects. Despite the decrease in accuracy for the FMO2-
optimized structures, the overall performance of FMO2 is
acceptable. The higher-order many-body eﬀects could be
captured using FMO2 by having two water molecules per
fragment, thereby lowering the errors in energy as well as the
rmsd values, but this would increase the computational
expense.
3.4. Open-Shell Optimizations and Adiabatic Excita-
tion Energies of (Ala)2Phe(Ala)2 Chains. To test the ability
of the FMO-ROHF method to treat larger, covalently bonded
systems, two diﬀerent isomers of the (Ala)2Phe(Ala)2 chain
were chosen for geometry optimizations. Each geometry
optimization was performed using HF, FMO2-HF, and
FMO3-HF with the 6-31G(d) basis set, followed by MP2,
FMO2-MP2, and FMO3-MP2 single-point energy calculations.
Both singlet and triplet structures were optimized with the
above methods, and adiabatic excitation energies from the
singlet to the triplet state were calculated. The default FMO
method settings for the electrostatic ﬁeld were used for all
optimizations and energy calculations. A one amino acid
Figure 6. Fragmentation scheme used for open-shell solvated phenol
calculations. Highlighted molecules make up the triplet fragment
during open-shell calculations, with each remaining water molecule
assigned as a single fragment.
Figure 7. Initial orientation of water molecules around phenol before
EFP1/RHF optimization.
Table 8. Total Energy Deviations Calculated between FMO-
ROHF- and Ab Initio ROHF-Optimized Geometries for
C6H5OH(H2O)8 with the 6-31G(d) Basis Set
absolute errors (kcal/mol)
HF MP2
FMO2 FMO3 FMO2 FMO3
singlet −0.23 0.07 0.69 0.13
triplet −0.48 0.08 0.01 0.19
excitation −0.25 0.01 −0.70 0.06
Table 9. Root Mean Squared Deviations (rsmd) between
Fully Ab Initio-Optimized Structures and FMO-Optimized
Structures of C6H5OH(H2O)8 [6-31G(d) basis set]
rmsd (Å)
FMO2 FMO3
singlet 0.038 0.013
triplet 0.254 0.006
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residue per fragment partition was used, and the open-shell
fragment was chosen to contain only phenylalanine.
Table 10 shows the errors in the energy for FMO-optimized
structures relative to the corresponding ab initio-optimized
structures, as well as the errors in the MP2 energies calculated
at the RHF- and ROHF-optimized geometries. For all FMO2
HF optimized structures the errors in the total energy are
between −0.47 and −1.89 kcal/mol, with errors in the
excitation energies of −0.85 kcal/mol for the α-isomer and
−0.49 kcal/mol for the β-isomer. The MP2 energies calculated
at the HF geometries show a decrease (relative to HF) in the
error of the FMO2 total energy to 0.17 and 0.64 kcal/mol for
the singlet and triplet structures of the α structure, respectively,
with an error of −0.47 kcal/mol for the excitation energy.
However, the MP2 total energy errors increase to −1.48 and
−2.59 kcal/mol for the singlet and triplet structures of the beta
isomer, while the error in excitation energy only increases
slightly to −1.11 kcal/mol. The FMO3 errors in the total HF
energy for the optimized structures are 0.01 and −0.62 kcal/
mol for the singlet and triplet α-isomer structures respectively,
with an error of 0.61 kcal/mol in the excitation energy. For the
β-isomer, FMO3 produces total HF energy errors of 0.02 and
−0.49 kcal/mol for the optimized singlet and triplet structures
and an error of −0.47 kcal/mol in the excitation energy. MP2
single-point energy calculations performed with FMO3 give
total energy errors of −0.09 and −0.32 kcal/mol for the singlet
and triplet states of the α-isomer. The β-isomer again gives
slightly worse results for FMO3, with total energy errors of
−0.04 and −0.68 kcal/mol for the singlet and triplet structures.
The errors in the FMO3 excitation energies are −0.23 kcal/mol
for the α-isomer and −0.64 kcal/mol for the β-isomer. For both
FMO2 and FMO3, the triplet structures of the (Ala)2Phe(Ala)2
isomers give errors that are much worse than those obtained in
the corresponding singlet optimizations. However, in all but
one case, FMO3 reduces the error by greater than half of the
FMO2 errors. The one exception to this trend is the FMO3-
ROMP2 energy, which is roughly twice as large as the FMO2-
ROMP2 error for the triplet state of the α-isomer. All excitation
energies produced by FMO3 are between 0.02 and 0.47 kcal/
mol lower than the FMO2 excitation energies.
The total rmsd values for FMO2 and FMO3 compared to
the ab initio-optimized structures are shown in Table 11. The
FMO2 geometries are within 0.563 Å of the ab initio
geometries in the worst case, corresponding to the triplet
state of the β-isomer. The singlet state of the β-isomer produces
a similar error of 0.484 Å for FMO2. The FMO2 rmsd values
are much lower for the α-isomer at 0.177 and 0.210 Å for the
singlet and triplet structure, respectively. FMO3 performs
signiﬁcantly better than FMO2 in all cases, except the triplet
structure of the α-isomer. The error in this one case is 0.254 Å,
compared to an error of 0.210 Å for FMO2. This is indicative of
a decreased importance of three-body eﬀects in the triplet state
of the α-isomer. FMO3 produces errors of 0.026 and 0.019 Å
for the singlet structures of the α- and β-isomers, as well as an
error of 0.176 Å for the triplet state of the beta isomer.
3.5. Optimization of (CH3)2C(CN)−CH2−CH(Ph)CH2−
C·H(Ph). As an additional test of the ability of the open-shell
FMO method to optimize a small system, the open-shell
reactant from the initiation step in a RAFT reaction39 was
chosen. The initiation step consists of two reactants that
combine to form an open-shell radical product, shown in Figure
8. The initial structure of the open-shell reactant of this reaction
was optimized using DFT with the B3LYP functional and the 6-
31G(d) basis set.39c This structure was then optimized with
both HF and FMO3 at the ROHF/6-31G(d) level of theory,
with the multiplicity of the system chosen as a doublet in both
cases. Single-point MP2 energy calculations were then
performed at the respective ROHF-optimized geometry for
each method.
The fragmentation scheme for the FMO calculations is
illustrated in Figure 9, with the backbone chosen as one
fragment, each phenyl group chosen as a fragment, and the
(CH3)2C(CN) moiety chosen as a fragment, for a total of four
fragments. The open-shell (doublet) fragment is shown in
orange in Figure 9, with the open-shell carbon atom circled in
black.
An FMO2 optimization using the same fragmentation
scheme as the FMO3 optimization was unable to converge to
an equilibrium geometry. The inability of FMO2 to converge to
an equilibrium geometry, coupled with the results discussed for
the (Ala)2Phe(Ala)2 chains in subsection 3.4 showing that the
use of FMO3 provides marked reductions in the structural
rmsd compared to ab initio structures, further illustrates the
importance of using FMO3 for optimizations of smaller open-
Table 10. Errors in Isomer and Adiabatic Excitation Energies
for FMO-ROHF Geometry Optimizations and MP2 Single-
Point Energy Calculations Relative to Full Ab Initio
Optimized α- and β-Isomers of (Ala)2Phe(Ala)2
absolute errors (kcal/mol)
HF MP2
FMO2 FMO3 FMO2 FMO3
α-(Ala)2Phe(Ala)2
singlet −1.04 0.01 0.64 −0.09
triplet −1.89 −0.62 0.17 −0.32
excitation −0.85 0.61 −0.47 −0.23
β-(Ala)2Phe(Ala)2
singlet −0.47 0.02 −1.48 −0.04
triplet −0.97 −0.49 −2.59 −0.68
excitation −0.49 −0.47 −1.11 −0.64
Table 11. Root Mean Squared Deviations (rsmd) between
Ab Initio-Optimized Structures and FMO-Optimized
Structures of α- and β-Isomers of (Ala)2Phe(Ala)2 with the
6-31G(d) Basis Set
rmsd (Å)
FMO2 FMO3
α-(Ala)2Phe(Ala)2
singlet 0.177 0.026
triplet 0.210 0.254
β-(Ala)2Phe(Ala)2
singlet 0.484 0.019
triplet 0.563 0.176
Figure 8. Schematic representation of a RAFT reaction.
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shell systems composed of fewer than ∼40−50 heavy atoms.
However, larger systems can beneﬁt from larger fragment
choices, thereby improving the accuracy of the calculation and
potentially facilitating the use of FMO2.
The overall accuracy of the FMO3 optimization of
(CH3)2C(CN)−CH2−CH(Ph)−CH2−C·H(Ph) is quite
good, with an error in the total energy of the system of 0.05
kcal/mol compared to the full ab initio optimization. The MP2
single-point energy calculation also shows good agreement with
ab initio results, with a diﬀerence in energy of −0.53 kcal/mol.
The structure obtained from the FMO3 optimization is
compared to the ab initio structure in Figure 10. The rmsd
value between these two structures is 0.172 Å.
3.6. Adiabatic Excitation Energy Calculation of a
Small Protein. To demonstrate the ability of the FMO-ROHF
method to perform open-shell calculations on a large system,
the adiabatic excitation energy of a small protein, chignolin
(PDB ID: 1UAO), was calculated. The initial structure,
obtained from the PDB database, was optimized with the 6-
31G(d) basis set using FMO2-RHF and FMO2-ROHF,
followed by FMO2-MP2 single point calculations for both
the closed-shell (singlet) and open-shell (triplet) states. The
fragmentation scheme chosen for the geometry optimizations,
shown in Figure 11, is two amino acid residues per fragment
creating a total of ﬁve fragments. The fragmentation scheme
used for the open-shell calculations is the same, with the
fragment having triplet multiplicity chosen to contain the
tryptophan residue. The calculated adiabatic excitation energy
is 68.4 and 91.9 kcal/mol for HF and MP2, respectively (Table
12).
In order to provide some assessment of the accuracy of the
FMO-ROHF method on a large system such as chignolin, full
ab initio MP2 energy calculations were performed at the
FMO2-optimized structures. The other systems investigated
with the open-shell FMO method up to this point have been
relatively small, and in all cases, the corresponding ab initio
calculations have not been prohibitively expensive to perform.
This is not the case for chignolin, particularly for the MP2
single-point calculation. While the full geometry optimizations
on this system were not possible, full MP2 single-point energy
calculations were performed. The error between the FMO2 and
ab initio energies is ∼0.7 kcal/mol for the singlet and triplet
HF-optimized structures while the error between ab initio and
FMO2 for the MP2 energy calculations is −0.07 and −0.60
kcal/mol for the singlet and triplet structures, respectively.
Both the FMO2 and ab initio singlet-state MP2 energy
calculations were performed on 10 nodes of a Cray XE6
computer with two 2.4 GHz AMD Opteron 64-bit 8-core
processors and 32 GB of RAM per node. The FMO2
calculation took approximately 30 min while the full ab initio
calculation took 181.5 min. However, the triplet state ab initio
MP2 energy calculation requires signiﬁcantly more memory,
using 33 nodes on the same Cray XE6, or 528 cores and 1 TB
of RAM. The same FMO2-MP2 energy calculation on the
triplet state was performed on only 10 nodes, requiring
approximately 0.1 GB of RAM per node, or four orders of
magnitude less memory. Even with more than three times the
number of nodes, the ab initio calculation took 140.7 min on 33
nodes while the FMO2 calculation took only 47 min on 10
nodes. It is important to note that the FMO2 calculation does
not require such a large computer and could easily be
performed on a much smaller computer system.
Figure 9. Fragmentation scheme used for (CH3)2C(CN)−CH2−
CH(Ph)CH2−C·H(Ph). The open-shell fragment is shown in orange.
Figure 10. Overlay of FMO3-optimized (yellow) and ab initio-
optimized (blue) structures of (CH3)2C(CN)−CH2−CH(Ph)−CH2−
C·H(Ph).
Figure 11. Fragmentation scheme used for chignolin (PDB ID:
1UAO).
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4. CONCLUSIONS
The gradients for the open-shell FMO method have been
derived and then implemented in the GAMESS program
package and parallelized using the GDDI for the ROHF level of
electronic structure theory. The ability of the FMO-ROHF
method to reproduce accurate total energies and geometries for
a variety of chemical systems with varying multiplicities was
tested. The accuracy of adiabatic excitation energies was also
investigated and it was demonstrated that the open-shell FMO
method is capable of producing both accurate geometries as
well as adiabatic excitation energies within 0.01 to 0.85 kcal/
mol of ab initio calculations. Timings and memory require-
ments for the relatively small test systems also show the ability
of the open-shell FMO method to provide a route to geometry
optimizations on larger systems.
This work contributes an eﬃcient method for geometry
optimizations on large chemical systems through the
implementation of the gradient for the single-reference open-
shell FMO method. Through the combination of reduced
computational cost as well as chemical accuracy shown, the
open-shell FMO method provides a means for accurate
geometry optimizations on open-shell radical systems much
larger than previously possible.
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