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ABSTRACT
Inthispaper,wecomparethepowerofAIC,SICc,andCptofindthetrue
regression modelwhen theindependentvariablesarenon-orthogonal.we
findthepowersandp-valueswhenthesamplesizeis10and25.Also,we
simulatetheefficiencyofeachcandidatemodel.Wedecidethecorrelation
are0.4and0.9.
1.Introduction
Oneofthemostimportantgoalsinregressionanalysisistofindthebest
modelintermsofselectionofindependentvariables.Alsotherearesomany
modelselectionmethodsandmanystatisticiansareinterestedinfindingnew
modelselection methods.We wil compare the power ofsome model
selectioncriteria.WediscussonthemodelselectioncriteriaAIC (Akaike's
Information Criterion,Akaike,1973,1978),SICc (corrected version of
SchwarzInformationCriterion,McQuarrie,1999),andCp(Malows,1973)to
the non-orthogonalX design.We propose using the distribution in the
reduction in SSE (Sum ofSquared Error)foradding onevariableasa
meansofidentifyingunderfitandoverfitmodels.Webeginwithareview of
thenon-orthogonalregressionmodel,thendescribeourprocedure.
First,wedefinethetruemodelandcandidatemodels.
1.Thetruemodelis
Y=X*β*+ σ*
=X0β0+X1β1+ ε*with ε*～Nn(0,σ2In)
2.Theoverfitcandidatemodelis
Y=Xβ+ ε
=X0β0+X1β1+X2β2+ ε with ε～Nn(0,σ2In)and σ2= σ2*.
3.Theunderfitcandidatemodelis
Y=X0β0+ ε with ε～Nn(0,σ2In)and σ2= σ2*.
where Y'=(y1,…,yn),
X*=(X0X1),
ε'*=(ε*1,…,ε*n),and
ε'=(ε1,…,εn).
Wedenotethegeneralcandidatemodelby Y=Xβ+ ε.
Intheunderfitmodel, β̂0isunbiasedintheorthogonalcase,butin
general,the β̂0isnotunbiasedsinceE( β̂0)=β0+(X'0X0)-1X'0X1β1.
Also,ingeneral,S2= SSEn-k isnotunbiasedfor σ
2since E(S2)＞σ2.
Underfitmodelstendtobetoosimplisticandmakepoorpredictions.
The overfitcandidate modelis Y=X0β0+X1β1+X2β2+ ε, and the
modelisneedlesslycomplex.When ,thenumberofparametersincluding
theintercept,iscloseto ,thenumberofobservations,wecangetbiased
β̂.Thevarianceof β̂ intheoverfitmodeltendstobegreaterthanthatof
β̂ inthetruemodel.Thevarianceof β̂ intheoverfitmodelislargedueto
increaseofmulticolinearityinnon-orthogonalregression.
Thecontrolingofunderfittingandoverfittingisanimportantrulefor
findingthebestmodelinregression.Theparameterestimates, β̂i,are
biased in theunderfitmodel,and thevarianceofparameterestimatesis
needlessly large in the overfitmodel.Park and Park(2001)checked the
overfittingprobabilitiesofseveralmodelselectioncriteriainregression.The
compromisebetween biased parameterestimatesand a largevarianceof
parameterestimatesisonemethodforfindingthetruemodel.
2.Surveyofliteraturereview
Wechecksomemodelselectioncriteriainthischapter.AICisdesignedto
be an asymptoticaly unbiased estimator of the Kulback-Leibler
information(KulbackandLeibler,1951)ofafittedmodel.Kulback-Leibler
discrepancy(K-L)isameasureofclosenessbetweentwodensityfunctions.
TheequationofAICisAIC=nlog(2π)+nlog(σ2k̂)+n+2(k+1);thefirst
andthirdtermsarenotimportantformodelselection,sowecanignore
them.AIC simplifies AIC=nlog(σ2k̂)+2(k+1)ScalingAIC by ,weget
AIC=log(σ̂k2)+ 2(k+1)n
Themodelwhich minimizesAIC isconsideredtobeclosesttothetrue
model.However,AIC tendstooverfitinsmalsamples(HurvichandTsai,
1989).Hurvich and Tsai(1989) attained the bias-corrected,in terms of
selectedorder,versionofAIC.AICcisabettercriterionthanAIC tofind
thetruemodelinsmalsamples.However,AICcisasymptoticalyequivalent
toAICinlargesamples.
AICc=log(σ̂k2)+ (n+k)(n-k-2)
Wenow examinetherelationshipbetweenAICandAICc.Theequationof
AICcfrom AICis
AICc=AIC+ 2(k+1)(k+2)(n-k-2) +n
When goesto ,thesecondterm oftheaboveequationgoestoa
plausibility.AICcisAICplusanadditionalpenaltyterm.Afterthepenalty
functionofAIC isscaledby n(n-k-2),wecanalsowriteAICcas
log(σ̂2)+ 2(k+1)n ×
n
(n-k-2)
Malow's Cp(Malows 1973)is anotherefficientmodelselection criterion.
Theequationis
Cp= SSEkS2k -n+2k
where S2k= SSEk(n-k) istheMSEofthemostcompletemodel.
LikeAIC andAICc,smalvaluesofCpindicatebettermodels.Whenthe
candidatemodelhasasmalCpandaCpcloseto ,where isthenumber
of independent variables including the intercept,we can say thatthe
candidatemodelisthebestmodel.WhenCp>,MSE(MeanSquaredError)
islargeandwilindicateanunderfitandbiasedmodel.
Anotherclass ofcriteria is the consistentcriteria.Ifthe true model
belongstothesetofcandidatemodelsandisoffiniteorder,thenamodel
selection criterion that identifies the true model asymptoticaly with
probabilityoneissaidtobeconsistent(Shibata,1980).
TheconsistentcriterionweconsiderisSICc(McQuarrie,1999).SICcis
derivedbyusingtherelationshipbetweenAIC andAICc.Thepenalty
functionofSICcisscaledby n(n-k-2).
SICc= log(σ̂k2)+ log(n)k(n-k-2)
3.SimulationStudy.
Considertheorthogonalregressionmodel.Withoutlossofgenerality,we
assume X'X=nln.Wesaw thatthebestone-variablemodelincludes Xj
withthelargest 1n(X'jY)
2andthebesttwo-variablemodelincludesthe
largesttwo 1n(X'jY)
2.Wealsoknow thateachofthe 1n(X'jY)
2are
independentx21(possiblynon-central)random variables.ReductioninSSE
hasadistributionbasedontheorderstatisticsofindependentx21random
variables.However,the x21mayhaveacentralornon-centraldistribution.
Inthesimplestcase,wehaveindependentidenticalydistributed x21order
statistics.Typicaly,someofthe Xjareimportant(yieldingnon-central
x21),andwehaveindependentbutnotidenticalydistributed x21.
Ifthereareseveralimportantvariablesinthemultipleregressionmodel,
weneedtocheckthemaximum ofchi-squaredistributionorderstatistics.If
thesechi-squaredistributionsarealcentral,itisstraightforwardtoderive
thedistributionforthedropinSSE.However,inthemixedcase,noclosed
form solution exists. This distribution can be approximated using
Monte-Carloorparametricbootstrapping.
SSE folowsthechi-squaredistribution.Weneedtoknow thedistribution
oforderstatisticsofthechi-squaredistributiontocheckthedropofSSE.
Supposetherearethreecentralchi-squaredistributionseachwith1degree
offreedom.X1,X2and X3areindependent,identicalydistributed x21
random variableswithacumulativedistributionfunction F(x)ofX1.The
meanofthemaximum amongthesecentralchi-squareisthefolowing:
μmax=⌠⌡
∞
-∞
xf(x)dx
=⌠⌡
∞
0
x(⌠⌡
x
0
f(x)dt)2f(x)dx
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Theaboveequationhasnoclosedform butcanbeevaluatednumericaly.
μmax shows the expected drop in SSE ifnone ofthe variables are
important.
Supposetherearethreechi-squaredistributionsofwhichoneis
non-central,x21(λ),andtwoarecentral,x21.LetA～x21(λ),B～x21,and
C～x21.Then,weshouldobserveA>B>C orA>C>B sinceA is
stochasticalylargerthanB andC.Thec.d.f(cumulativedistribution
function)ofx21(λ)hasclosedform:
F(y)=⌠⌡
y
0 ∑
∞
k=0
e- λ/2(λ/2)k
k
1
2Γ(12+k)
(y2)
k-(12)
e-y/2dy
However,ifthenon-centralityparameter,λ,islarge,thedifference
betweenthenon-centralchi-squaredistributionandthecentralchi-square
distributionshouldbelargebecausethemeanof x21(λ)is1+λ.Evenfor
two
independentx2,a x21(λ)andx21,noclosedform existsforcomputing
distributions of the order statistics. We use bootstrapping and
Monte-Carlo
methodstoestimatethesedistributions.Ifthenon-centrality λ islargein
non-centralx21(λ),theremainingothercentralx2distributionbehavesas
orderstatisticsfrom samplesize -1.Thisfactisimportantinestimating
thedropinSSE distribution.Thetheorem below focusesonasymptotic
results.
Theorem.Supposewehaveafinitetruemodeloforderk*.As n→∞,the
p-valuefortruevariables(orderk＜k*)goesto0.
Proof)Beginthecaseofk*=1.Thereare1non-centralx21(λ)and
m independentx21 distributions.Thesedistributionsareindependent
eachother.
P(x21(λ)＞ maximum ofm x21)
=P(x21λ - maximum ofm x21＞0)
SupposethatX isx21(λ)andYisthemaximum ofm x21.
=P(X ＞ Y )
=⌠⌡
∞
0
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Thereisnoclosedform oftheaboveequation.
Weknow that λ= nβ
2
j
σ2
inorthogonalcasewhereX'X=nl.When
ngoerto ∞ and β2j＞0,λ goesto ∞.
Then,wecansaythatE[x21(λ)]goesto1.
Ingeneral,P(x21(λ1)＞x21)→ 1asn→ ∞
Theabovetheorem telsusthat,inlargesamples,theimportantvariables
with βj≠0wilbeaddedtothemodelfirst.Thex2orderstatisticsshould
besortedaccordingtotheir λj.Since λjisafunctionof βj,weneedan
unbiasedestimateof λjusing β̂j.
Wenow addresshow tosimulatethedistribution ofthedropin SSE.
Therearetwooptionstosimulate.Thefirstoptionistogenerateamodel
withnoimportantvariables.Thismethodisfastbutdoesnotreflectthe
sortingofcentralandnon-centralx2distributions.Thesecondoptionisto
fitamodel,keeptheselected(important)variables,andassumethatal
other variables are not important.Then,we generate data y* using
y*= β̂x+ ε*where ε*folows N(0,S2).Asshownbelow, λ̂ iscloseto
λ when λ islarge.Thismethodisslowerbutbetterestimatescentraland
non-centralorderstatistics.
Iftherearenon-centralx2distributionsinorderstatisticsdistributionof
variables,thedifferencebetweencentralandnon-centralx2random
variablescanbelarge.Weneedtoestimatethenon-centrality, λj,ofa
non-centralx2distributionfrom anestimated βjtogettheprobabilityof
difference.Weneedbootstrappingofthedatabecausethereareunknown
parametersinnon-centralchi-squaredistributions.Thenon-centralityis
dependentonanunknown β̂j,soweneedtoknow theexpectedvalueof λ̂j.
E[λ̂j]=E[n
β̂j
2
σ2 ]
=E[ n(X'X)j
-1X'jYj{(X'Xj)-1X'jYj}'
σ2 ]
=E[X'jYjY'jXjnσ2 ]
= 1nσ2X'jE[YjY'j]Xj
= 1nσ2X'j[Var(Yj)+E(Yj)E(Y'j)]Xj
= 1nσ2X'jVar(Yj)Xj+
1
nσ2X'jXjβjβ'jX'jXj
= 1nσ2X'jσ
2Xj+ 1nσ2 βjβ'j
=1+ nβ
2
j
σ2
=1+ λj.
The estimated non-centrality, λ̂j,is not an unbiased estimator,but
E[λ̂j-1]= λj
Ifal SSE folow the centralchi-square distribution,then the order
statisticsfolow theindependentandidenticalcase.Asymptoticaly,ifthere
are some non-central chi-square distributions, order statistics are
independentbutnotidenticalydistributed.Theequationoforderstatisticsis
messy,andnoclosedform solutionexists.
Weproposeusingparametricbootstrappingtoestimatethesedistributions
usingthesecondoptiondiscussed.Usingthe y*datafrom thebestorderK
model,wecomputethedropinSSEbetweenthekandk+1variablemodels.
Weapplythe F* distributiondiscussedwhere F*= SSEr-SSEf*SSEf* .
F*yiscomparedto F*ywhere F*yisnew dataand F*yisfrom
originaldata.Wecountthenumberoftimes F*y*＞ F*y* .Werepeatthe
simulationM times.Theestimatedp-valueisthecountdividedby
M(countM ).Whenthep-valueiscloseto0,thevariableisimportant.
Now,weexplainthesummaryofourprocedure.
1.Findthebestorder k=0,1,…,K models;compute, β̂k S2kand
SSEkforeachofthesemodels;andidentifythesetofimportantvariables.
Compute
F*k= SSEk-1-SSEkSSEk .Letk=1.
2.Generatedata y*= β̂ k- 1+ ε*where ε*～N(0,S2k-1).Findthebest
k-1andorderkmodelsusing y*.Compute F*y*k=
SSE*k-1- SSE*k
SSE*k
If F*y*k＞ F*kadd1toCwhereCisthecount.
3.RepeatthesecondstepM times.
4.Estimatedp-valueforfavoring theorderkmodelovertheorderk-1
variablemodelisC/M.Favororderkthep-valueissmal.
5.Repeatsteps2-4fork=2,..,K.
Wegenerated datausing IMSL and FORTRAN and estimated p-value
using theaboveprocedure.AIC,SICc,and Cp al selecta model.The
FortransubroutinesandfunctionsareusefulforthissimulationinSTAT
IMSL/LIBRARY(1982).WeusedtheFORTRAN program foraltheSTAT
IMSL/LIBRARY. The program incorporates the IMSL subroutines to
generatetherandom numbersasRNNOF,findthebestmodelasRBEST,
andfindthecovarianceCOVRVC.IN eachcase,thenumberofimportant
variablesis0,4,and8.Wesimulated1000timestofindthesetablesusing
FORTRAN IMSL./LIBRARY.Weneedtodefinesomenotationsintables.
p*isthenumberofimportantvariables;pisthenumberofvariablesnot
includingtheintercept;and k=Rank(X)=p+1.
Resultsaresummarizedintablesthatconsistofpower;p-value;model
selectioncriteriathatareAIC,SICc,andCp;andefficiencyofcandidate
models.Thebootstrappingbeginswithinterceptonly.Wecanfindthebest
one-variablemodelandthengenerateregressionmodely* tofindthebest
two-variablemodel.
Thesestepswererepeatedtofindthebestvariablemodelsandcompute
thedropinSSE.WefoundthedistributionofthedropofSSE andthen
foundp-valuesofimportantvariablesinTables1to4.Wealsocomputed
thepowersoffindingimportantvariablesafterloopingthesimulation.Our
procedurewasrepeatedRtimestoestimatethepower.
Wefoundthepowersandp-valuewhenthesamplesizenis10and25.
Thereare8variablesnotincludinginterceptrepresentedaspinthetables
ateachcase.
4.Non-orthogonalcase
Inthischapter,weconsiderthemodelselectioncriteriaAIC,SICc,and
Cpinnon-orthogonalX design.Wefindthepowersandp-valueswhenthe
samplesizeis10,and25.Thealphavaluesare0.1,0.5,and0.01.Also,we
simulatetheAIC,SICc,Cpandefficiencyofeachcandidatemodel.
Theproblem inverting X'X duetorelatedorcorrelatedcolumnsiscaled
multicolinearity.Ifthereisarelationshipamongtheindependentvariables,
theremightbeamulticolinearityproblem inourregressionmodel.Our
problem withmulticolinearityisthatitreducesthecontributionofeach Xj
to Y.Thus,itismoredifficulttofindthebestmodelusingthemodel
selection method.In thischapterweconsideran exampleofthe
non-orthogonalcase.Theexampleisthecorrelationbetween Xjand Xj+1
thatis0.4.andtheotherexampleiswhenthecorrelationis0.9Inour
simulation study,X0=1fortheinterceptand X1～N(0,1).The
correlationbetween X1and X2is σ.Now wegetthattheconditional
distribution of X2｜X1=x1～N(ρx1,1- ρ2). In general,
Xj｜Xj-1=xj-1～N(ρxj-1,1-ρ2).Thecorrelation matrix ofX is
CorrelationMatrix=






1 ρ ρ2 ρ3 ρ4 ρ5 ρ6 ρ7
ρ 1 ρ ρ2 ρ3 ρ4 ρ5 ρ6
ρ2 ρ 1 ρ ρ2 ρ3 ρ4 ρ5
ρ3 ρ2 ρ 1 ρ ρ2 ρ3 ρ4
ρ4 ρ3 ρ2 ρ 1 ρ ρ2 ρ3
ρ5 ρ4 ρ3 ρ2 ρ 1 ρ ρ2
ρ6 ρ5 ρ4 ρ3 ρ2 ρ 1 ρ
ρ7 ρ6 ρ5 ρ4 ρ3 ρ2 ρ 1
and X1,X2,…,Xk-1hasamultivariatenormaldistribution.
Thevarianceinflation factor(VIF)measurestheimpactof
multicolinearity on the variance of β estimates and measures the
relationship
ofXjwiththeremainingcolumnsofX. IftheVIF islessthan5,
multicolinearityisnotaseriousproblems.Thehigherthemultiple
correlationintheregressionmodel,thelowertheprecisionintheestimate
oftheparameters.Weconsidertheexample, ρ=0.4and ρ=0.9VIFfor
thisexampleisgivenbelow.
VIF for0.4correlation=


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VIF for0.9correlation=

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5.26
9.53
9.53
9.53
9.53
9.53
9.53
5.26
Ifthe Xjarenotorthogonal,thenthedifferencebetweenthefuland
reducedSSE maynotbea x2distribution.Theorderstatisticsarenot
from anindependentsample.Supposethatthebestthree-variablemodelis
X1,X2,and X3.Thebestfour-variablemodelmayinclude X1,X4,X5
and X6.Thesemodelsarenotnested,andtheusualpartialF-testdoesnot
haveanFdistribution.Therefore,thebestjvariablemodelmaynotbe
nestedwiththebestj+1variablemodel.Noclosedform solutionsexistfor
workingwiththedropsinSSE.
5.ConclusionandFurtherResearch.
5.1Thecorrelation ρ=0.4
Wegeneratedataandpresentsimulationresultsthatconsistofpowers;
p-values;modelselectioncriteriaofAIC,SICc,Cp;andefficiencyof
candidatemodelswhenthecorrelation ρ=0.4inTables1to4.Inour
tables,p*representsthenumberofimportantvariables,and prepresents
thenumberofvariables,notincludingtheinterceptofthecandidatemodel.
Wemaketableswhensamplesizesare10and25.Theerrorvarianceis0.1.
Ifp-values are smal,the variables tend to be important.When model
selectioncriteriahavesmalvalues,thecandidatemodelispreferredbythe
modelselectioncriterion.Iftheefficiencyofthecandidatemodeliscloseto
1,itmeansthatthemodelisclosetothetruemodel.Forn=10, S2K has1
degreeoffreedom whichcanhaveaninflationaryimpactonCpasseenin
Tables.
InTable1,whenthenumberofimportantvariablesis0,alpowersare
smalandalp-valuesaregreaterthan0.5.Itmeanstherearenoimportant
variablesintheregressionmodel.ThesmalestvalueofAICis-3.868when
thenumberofimportantvariablesis0.ItlookslikeAIC overfitsinthis
case.Whenpis1,SICcis-2.353whichisthesmalestvalue.SICcisa
bettermethodtofindthetruemodelthanAIC inthiscase.Thesmalest
valueofCpis5.63whenthenumberofimportantvariablesis0.
Whenthenumberofimportantvariableis8inTable1,thepowerare
decreasingwhenpisincreasing,andthesmalestp-valueis0.047whenp
is1becausethevariablesarerelatedeachother.ThesmalestvalueofAIC
is-3.294when p is8.ItmeansthatAIC chosethetruemodel.SICc
underfitsinthiscasebecausethesmalestvalueofSICcis0.680.Cplooks
tochoosetherightmodel.Incomparingbetweenorthogonaland ρ=0.4,
finding the importantvariables is difficultusing powers and p-value in
Table1.
When p*is8and pis1inTable2,thepowerarecloseto1.The
p-valuemakesabigjumpbetweenwhen pis1andwhen pis2.Itlooks
aunderfittedusingpowersandp-valuesAIC stronglyoverfitswhen p* is
0and4,andCpalsooverfitsinthiscase.SICcfindsthecorrectimportant
variable.
InTable3,thep-valuesofthecandidatemodelarecloseto0whenpthe
is p*However,p-valuesarezerooralmostzerowhenpis1sincethe
variablearerelatedwitheachother.Intable4,modelselectioncriteriatends
tofindthetruemodelsincethesamplesizeisalittlebig.
5.2Thecorrelation ρ=0.9
Inthissection,wesimulatethepowers,p-value,AIC,SICc,Cp,and
efficiencyofthecandidatemodelwhenthecorrelationcoefficientis0.9.
Tables5to6representthesimulationresultsofpowers,p-value,efficiency,
andmodelselectioncriteria.Wesimulatedthesamemethodthatwedidin
Section5.2inthecorrelation ρ=0.4case.
When p*,thenumberofimportantvariables,is0inTable5,powersare
smal,andp-valuesarehigh.ThesmalestvaluesofAICandCpare-4.473
and9.00,respectively.Thesemodelselectioncriteriastronglyoverfit.The
smalestvalueofSICcis-23.231whenp,thenumberofvariablesnot
includingintercept,is2.SICcoverfits,too,butnotasseriouslyasAICdid.
Efficiencyis1whenpis0inthiscase.
When p*is8inTable5,themodelunderfitsifweusep-values.Also
SICcunderfitsinthiscase.Althoughthetruemodelgas p*=8variables,
efficiencyisthehighest(0.858)forp=4.
InTable6,when p*is2,AIC andCpoverfitwhileSICcunderfitsa
little.BehaviorofAIC,SICc,andCpisthesameaswhenthecorrelationis
0.4inthiscase.InTable7,when p*is8,powersare1,andp-valueis0
whenkis1becausethecorrelationishighamongvariables.SICcunderfits,
andAICandCphavethesmalestvalueswhenpis8.
TherestrictionofanareaoftherealvariableisnotgoodusingtheCp
and AIC.When the candidate modelofAIC and Cp is smaler,the
candidatemodelisbetter.AIC andCparedecreased,however,whenthe
variablearebigger.Also,Cpissobigwhenthevariablearesmalthatitis
notgoodideatousetherestrictionofvariablestofindthebestmodel.We
canrestricttheareaofarealvariableusingthep-valueandSICc.
Theefficiencyoftherealvariableis1orcloseto1,sowecanrestrict
theareaorfind therealvariableusing theefficiency.Thevariableare
relatedwith0.4correlation,sofindingthemodelismoredifficultthanthe
orthogonalcase.Theefficiencyofthecandidatemodelis1orcloseto1
whenitisarealmodel.ThroughTable1to4,AIC tendtooverfit,and
SICctendtounderfit.Also,Cphasasmalernumberwhenthecandidate
modelhasmorevariable.
Inthenon-orthogonalcase,findingthebestmodelusingthethesetables
isalittledifficultbecausethereismulticolinearityintheregressionmodel.
When the sample size is large and the modelis strong,the powers,
p-values,and modelselection criteria tend to find thecorrectimportant
variable.
Inthispaper,wecomparethemodelselectioncriteriawhenthesample
sizeis10and25.Wewilstudythiscomparisonwhenthesamplesizeis
largerthan 25.Also,ifthe ρ isgreaterthan 0.4,wecan calculatethe
powersofmodelselectioncriteria.Wealreadyrecommendedtherestriction
methodofcandidatemodelsinorthogonalcase(Park,2000).Itissomewhat
a good idea to use the restriction method of candidate models in
non-orthogonalcase.
Table1.Modelselectionmethodswhen βj=1, σ2=0.1,n=10,and ρ=0.4.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.200
0.000
0.100
0.100
0.000
0.100
0.000
0.000
.
0.100
0.000
0.100
0.100
0.000
0.100
0.000
0.000
.
0.000
0.000
0.000
0.000
0.000
0.100
0.000
0.000
.
0.524
0.781
0.799
0.671
0.708
0.586
0.821
0.751
-2.292
-2.529
-2.657
-2.765
-3.047
-3.227
-3.836
-3.868
-3.791
-2.236
-2.353
-2.270
-2.030
-1.744
-0.973
0.137
3.742
15.133
232.57
110.72
70.32
56.20
23.62
15.96
5.63
7.20
9.00
1.000
0.198
0.132
0.106
0.097
0.093
0.089
0.088
0.088
2
0
1
2
3
4
5
6
7
8
.
0.800
0.800
0.100
0.200
0.000
0.000
0.000
0.000
.
0.700
0.700
0.000
0.000
0.000
0.000
0.000
0.000
.
0.600
0.400
0.000
0.000
0.000
0.000
0.000
0.000
.
0.040
0.141
0.623
0.660
0.510
0.593
0.553
0.718
0.991
-0.589
-2.309
-2.694
-3.139
-3.636
-4.198
-4.830
-5.539
1.047
-0.413
-1.922
-1.959
-1.836
-1.382
-0.225
2.781
13.384
214936.12
11854.24
2287.99
943.61
400.92
150.27
53.87
15.99
9.00
0.012
0.075
1.000
0.394
0.320
0.294
0.285
0.279
0.280
4
0
1
2
3
4
5
6
7
8
.
0.700
0.500
0.300
0.900
0.000
0.000
0.000
0.100
.
0.600
0.500
0.300
0.700
0.000
0.000
0.000
0.100
.
0.500
0.200
0.200
0.400
0.000
0.000
0.000
0.000
.
0.089
0.345
0.322
0.127
0.775
0.743
0.747
0.554
1.993
0.937
-0.061
-0.862
-2.276
-2.552
-2.773
-2.929
-3.480
2.049
1.113
0.326
-0.127
-0.973
-0.293
1.200
4.681
15.443
15214.8
4566.6
820.33
516.73
68.48
31.10
27.57
15.72
9.00
0.013
0.043
0.175
0.255
0.991
0.783
0.711
0.688
0.641
6
0
1
2
3
4
5
6
7
8
.
0.700
0.400
0.100
0.100
0.000
0.600
0.100
0.000
.
0.600
0.400
0.000
0.100
0.000
0.400
0.100
0.000
.
0.400
0.300
0.000
0.000
0.000
0.100
0.000
0.000
.
0.064
0.267
0.527
0.605
0.477
0.319
0.597
0.623
2.244
1.237
0.134
-0.359
-0.901
-1.470
-2.933
-3.672
-4.400
2.300
1.412
0.521
0.376
0.401
0.783
1.040
3.938
14.523
248090.33
54505.24
19127.29
4315.95
1727.38
834.67
83.11
27.79
9.00
0.013
0.044
0.151
0.296
0.503
0.638
0.916
0.903
0.870
8
0
1
2
3
4
5
6
7
8
.
0.900
0.200
0.200
0.400
0.000
0.100
0.000
0.100
.
0.700
0.200
0.200
0.300
0.000
0.000
0.000
0.000
.
0.200
0.000
0.100
0.100
0.000
0.000
0.000
0.000
.
0.047
0.518
0.354
0.381
0.560
0.591
0.557
0.484
2.701
1.837
1.255
0.315
-0.622
-1.219
-1.856
-2.489
-3.294
2.757
2.013
1.641
1.050
0.680
1.035
2.117
5.121
15.629
6651.3
2311.9
1371.9
205.09
53.68
26.31
16.18
10.27
9.00
0.007
0.021
0.045
0.118
0.285
0.420
0.647
0.774
1.000
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Notethatk=Rank(X)=p+1
Table2.Modelselectionmethodswhen βj=1, σ2=0.1,n=25,and ρ=0.4.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.100
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.100
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.663
1.000
0.883
0.870
0.923
0.717
0.734
0.668
-2.288
-2.305
-2.301
-2.287
-2.252
-2.189
-2.130
-2.057
-1.981
-2.234
-2.185
-2.102
-1.994
-1.847
-1.652
-1.438
-1.182
-0.890
-0.47
-0.61
-0.14
0.62
1.82
3.54
5.18
7.06
9.00
1.000
0.171
0.116
0.094
0.084
0.081
0.078
0.077
0.075
2
0
1
2
3
4
5
6
7
8
.
1.000
1.000
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
1.000
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
1.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.000
0.872
0.833
0.838
0.750
0.686
0.493
1.040
-0.275
-2.222
-2.276
-2.307
-2.277
-2.234
-2.176
-2.102
1.094
-0.155
-2.023
-1.983
-1.903
-1.741
-1.542
-1.301
-1.012
751.49
184.72
4.38
3.25
3.00
4.10
5.47
7.11
9.00
0.004
0.014
1.000
0.462
0.351
0.309
0.292
0.284
0.282
4
0
1
2
3
4
5
6
7
8
.
1.000
0.500
0.300
1.000
0.000
0.000
0.000
0.000
.
1.000
0.400
0.300
1.000
0.000
0.000
0.000
0.000
.
0.900
0.200
0.200
1.000
0.000
0.000
0.000
0.000
.
0.005
0.196
0.265
0.000
0.614
0.794
0.776
0.685
1.681
0.766
0.090
-0.534
-2.125
-2.217
-2.193
-2.134
-2.057
1.735
0.886
0.289
-0.241
-1.721
-1.681
-1.501
-1.259
-0.966
1421.9
486.97
218.75
100.13
5.74
4.35
5.40
7.05
9.00
0.004
0.012
0.026
0.054
1.000
0.605
0.540
0.520
0.517
6
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.300
0.400
0.600
1.000
0.100
0.000
.
1.000
0.000
0.200
0.400
0.500
0.900
0.000
0.000
.
1.000
0.000
0.100
0.100
0.500
0.800
0.000
0.000
.
0.000
0.484
0.381
0.265
0.169
0.010
0.717
0.499
2.251
1.503
0.985
0.532
0.034
-0.654
-2.078
-2.140
-2.094
2.305
1.623
1.183
0.825
0.438
-0.117
-1.387
-1.265
-1.004
2797.02
1144.07
626.02
361.56
194.54
82.03
8.65
7.57
9.00
0.004
0.010
0.018
0.030
0.050
0.102
1.000
0.803
0.774
8
0
1
2
3
4
5
6
7
8
.
1.000
0.200
0.200
0.300
0.500
0.300
0.500
0.900
.
1.000
0.100
0.100
0.200
0.400
0.200
0.300
0.900
.
1.000
0.000
0.000
0.200
0.200
0.200
0.000
0.900
.
0.000
0.291
0.375
0.357
0.228
0.309
0.181
0.016
2.634
2.139
1.659
1.209
0.783
0.381
-0.038
-0.552
-2.259
2.688
2.259
1.858
1.502
1.188
0.918
0.654
0.323
-1.168
4196.9
2362.0
1332.55
777.13
480.87
291.53
171.95
94.47
9.00
0.002
0.004
0.007
0.012
0.022
0.034
0.057
0.094
1.000
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Table3.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=10,and ρ=0.4.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.100
0.000
0.100
0.000
0.000
0.000
0.000
0.000
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.462
0.982
0.833
0.811
0.787
0.833
0.907
0.734
-2.405
-2.682
-2.875
-3.076
-3.213
-3.226
-3.180
-3.029
-2.866
-2.349
-2.507
-2.489
-2.341
-1.910
-0.972
0.793
4.581
16.06
6.90
1.84
0.61
0.58
1.69
3.32
5.10
7.04
9.00
1.000
0.203
0.137
0.113
0.103
0.097
0.094
0.094
0.093
2
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.000
0.100
0.100
0.200
0.100
0.000
.
0.900
0.000
0.000
0.100
0.000
0.100
0.100
0.000
.
0.800
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.014
0.700
0.749
0.646
0.583
0.566
0.628
0.673
0.217
-1.532
-2.321
-2.623
-2.941
-3.211
-3.813
-4.550
-5.228
0.272
-1.356
-1.934
-1.888
-1.638
-0.958
0.159
3.060
13.695
*****
457244.75
226922.00
146607.95
55040.66
17355.46
3522.61
42.08
9.00
0.056
0.352
0.945
0.703
0.570
0.529
0.481
0.506
0.479
4
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.300
0.000
0.100
0.200
0.000
0.000
.
0.900
0.000
0.200
0.000
0.100
0.100
0.000
0.000
.
0.800
0.000
0.200
0.000
0.000
0.000
0.000
0.000
.
0.013
0.701
0.375
0.497
0.716
0.697
0.747
0.679
0.815
-0.746
-1.589
-2.409
-2.928
-3.484
-3.856
-4.083
-4.618
0.871
-0.570
-1.202
-1.674
-1.625
-1.230
0.117
3.527
14.31
66417
18101
6144.3
1690.3
624.87
119.67
22.92
11.78
9.00
0.046
0.240
0.517
0.844
0.828
0.784
0.778
0.750
0.767
6
0
1
2
3
4
5
6
7
8
.
1000
0.100
0.300
0.000
0.200
0.000
0.000
0.000
.
0.800
0.100
0.100
0.000
0.200
0.000
0.000
0.000
.
0.500
0.100
0.000
0.000
0.100
0.000
0.000
0.000
.
0.030
0.490
0.452
0.672
0.480
0.766
0.808
0.754
0.919
-0.299
-1.189
-1.919
-2.421
-3.343
-3.589
-3.675
-3.617
0.975
-0.123
-0.802
-1.184
-1.119
-1.089
0.384
3.936
15.306
4254.05
1419.17
827.43
220.46
54.98
6.34
5.68
7.19
9.00
0.045
0.149
0.402
0.801
0.791
0.891
0.875
0.815
0.826
8
0
1
2
3
4
5
6
7
8
.
0.800
0.100
0.300
0.000
0.100
0.100
0.000
0.000
.
0.800
0.100
0.000
0.000
0.100
0.100
0.000
0.000
.
0.600
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.051
0.450
0.490
0.568
0.598
0.578
0.848
0.659
0.983
-0.191
-1.185
-1.638
-2.180
-2.765
-3.114
-3.244
-3.440
1.039
-0.015
-0.798
-0.903
-0.877
-0.511
0.859
4.367
15.483
2085.6
564.85
126.73
64.07
26.70
14.59
9.02
8.58
9.00
0.042
0.151
0.364
0.668
0.822
0.819
0.812
0.774
0.778
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Table4.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=25,and ρ=0.4.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.495
1.000
0.993
0.896
0.816
0.771
0.619
0.652
-2.530
-2.584
-2.573
-2.555
-2.525
-2.482
-2.423
-2.354
-2.275
-2.476
-2.464
-2.375
-0.262
-2.120
-1.945
-1.731
-1.479
-1.184
0.82
-0.26
0.29
1.07
2.18
3.55
5.20
7.02
9.00
1.000
0.256
0.215
0.189
0.176
0.166
0.161
0.160
0.160
2
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.723
0.997
0.877
0.871
0.778
0.732
0.573
0.563
-1.135
-2.144
-2.205
-2.219
-2.180
-2.122
-2.052
-1.977
0.617
-1.015
-1.945
-1.912
-1.814
-1.643
-1.430
-1.177
-0.886
404.77
47.24
3.08
2.16
2.23
3.61
5.24
7.07
9.00
0.006
0.053
1.000
0.416
0.310
0.275
0.257
0.251
0.248
4
0
1
2
3
4
5
6
7
8
.
1.000
0.400
0.000
0.300
0.000
0.000
0.000
0.000
.
1.000
0.300
0.000
0.300
0.000
0.000
0.000
0.000
.
1.000
0.100
0.000
0.200
0.000
0.000
0.000
0.000
.
0.000
0.363
0.908
0.512
0.897
0.837
0.721
0.623
0.806
-0.297
-1.407
-1.856
-2.206
-2.214
-2.173
-2.120
-2.052
0.860
-0.177
-1.208
-1.563
-1.801
-1.678
-1.481
-1.245
-0.962
619.95
180.18
35.26
14.66
4.17
4.38
5.68
7.20
9.00
0.017
0.064
0.226
0.482
0.920
0.849
0.794
0.775
0.782
6
0
1
2
3
4
5
6
7
8
.
1.000
0.300
0.100
0.100
0.000
0.100
0.000
0.000
.
1.000
0.200
0.100
0.000
0.000
0.000
0.000
0.000
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.617
0.750
0.628
0.668
0.670
0.678
0.560
0.937
-0.230
-1.065
-1.625
-1.920
-2.116
-2.177
-2.132
-2.068
0.992
-0.110
-0.866
-1.332
-1.515
-1.580
-1.485
-1.258
-0.978
628.26
168.90
57.30
21.34
11.05
6.50
5.86
7.26
9.00
0.013
0.054
0.149
0.265
0.403
0.648
0.988
0.855
0.902
8
0
1
2
3
4
5
6
7
8
.
1.000
0.200
0.100
0.100
0.000
0.100
0.000
0.000
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000.
.
0.001
0.696
0.632
0.664
0.589
0.640
0.681
0.622
0.905
-0.070
-0.732
-1.217
-1.532
-1.754
-1.858
-1.869
-1.823
0.959
0.050
-0.533
-0.924
-1.127
-1.218
-1.166
-0.994
-0.732
449.59
144.38
58.45
27.28
45.06
9.10
7.23
7.57
9.00
0.014
0.041
0.089
0.167
0.273
0.442
0.654
0.841
0.992
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Table5.Modelselectionmethodswhen βj=1, σ2=0.1,n=10,and ρ=0.9.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.200
0.000
0.100
0.000
0.000
0.200
0.200
0.100
.
0.200
0.000
0.000
0.000
0.000
0.100
0.100
0.100
.
0.100
0.000
0.000
0.000
0.000
0.000
0.100
0.000
.
0.373
0.667
0.755
0.690
0.605
0.617
0.634
0.612
-2.194
-2.320
-2.617
-2.746
-2.967
-3.230
-3.714
-4.117
-4.473
-2.139
-2.144
-2.231
-2.011
-1.665
0.976
0.259
3.494
14.450
1291.42
1096.49
874.41
700.60
469.69
215.64
47.04
23.60
9.00
1.000
0.235
0.111
0.093
0.082
0.077
0.074
0.072
0.071
2
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.200
0.100
0.000
0.100
0.100
0.100
.
1.000
0.000
0.000
0.100
0.000
0.100
0.000
0.000
.
1.000
0.000
0.000
0.100
0.000
0.000
0.000
0.000
.
0.000
0.742
0.631
0.609
0.765
0.448
0.704
0.639
1.420
-1.853
-2.121
-2.511
-2.874
-3.048
-3.659
-4.059
-4.542
1.476
-1.677
-1.734
1.776
-1.572
-0.794
0.313
3.551
14.381
82912.77
1398.96
1133.35
382.23
298.99
190.11
117.50
24.58
9.00
0.015
0.814
0.736
0.523
0.543
0.497
0.487
0.459
0.457
4
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.000
0.000
0.000
0.100
0.000
0.100
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.100
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.606
0.890
0.883
0.697
0.780
0.814
0.715
2.618
-1.263
-2.199
-2.373
-2.451
-2.725
-2.786
-2.791
-3.172
2.673
1.088
-1.812
-1.638
1.149
-0.472
1.187
4.819
15.752
10688.25
336.19
144.17
105.04
80.54
47.97
40.63
28.04
9.00
0.005
0.284
0.696
0.847
0.795
0.703
0.722
0.720
0.712
6
0
1
2
3
4
5
6
7
8
.
1.000
0.200
0.100
0.200
0.000
0.000
0.000
0.000
.
1.000
0.100
0.100
0.200
0.000
0.000
0.000
0.000
.
1.000
0.100
0.100
0.200
0.000
0.000
0.000
0.000
.
0.000
0.353
0.598
0.591
0.736
0.766
0.600
0.564
3.209
-0.601
-1.848
-2.684
-3.397
-3.699
-3.947
-4.299
-4.867
3.265
0.462
-1.462
-1.949
-2.094
-1.445
0.026
3.311
14.056
905789.38
10268.67
1593.27
534.05
46.60
29.99
12.92
9.90
9.00
0.004
0.196
0.518
0.749
0.901
0.908
0.919
0.877
0.862
8
0
1
2
3
4
5
6
7
8
.
1.000
0.300
0.200
0.000
0.200
0.000
0.000
0.100
.
1.000
0.300
0.000
0.000
0.100
0.000
0.000
0.100
.
1.000
0.100
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.399
0.547
0.673
0.608
0.742
0.754
0.666
3.770
-0.013
-1.372
-2.262
-2.748
-3.309
-3.663
-3.840
-4.080
3.825
0.163
-0.985
-1.526
-1.445
-1.055
0.309
3.770
14.844
49961.65
761.72
241.32
93.12
33.04
12.17
8.04
8.64
9.00
0.002
0.099
0.337
0.687
0.858
0.848
0.810
0.804
0.764
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Notethatk=Rank(X)=p+1.
Table6.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=10,and ρ=0.9.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.100
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.100
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.100
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.351
1.000
0.794
0.742
0.734
0.624
0.852
0.682
-2.167
-2.196
-2.386
-2.544
-2.733
-2.860
-3.242
-3.143
-3.029
-2.111
-2.020
-1.999
-1.809
-1.431
-0.606
0.731
4.467
15.894
23.45
19.32
10.04
8.26
6.83
6.11
5.23
7.10
9.00
1.000
0.325
0.179
0.146
0.125
0.115
0.105
0.104
0.103
2
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.100
0.000
0.000
0.000
0.100
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.100
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.993
0.773
0.865
0.731
0.833
0.775
0.784
0.708
-2.347
-2.539
-2.741
-2.806
-3.016
-2.997
-3.311
-3.510
0.764
-2.171
-2.152
-2.005
-1.504
-0.463
0.975
4.299
15.413
10062.49
562.83
462.08
216.93
183.20
154.10
139.73
10.22
9.00
0.015
0.810
0.745
0.592
0.525
0.470
0.442
0.420
0.414
4
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.300
0.000
0.100
0.100
0.000
0.000
.
1.000
0.100
0.100
0.000
0.100
0.000
0.000
0.000
.
1.000
0.100
0.000
0.000
0.100
0.000
0.000
0.000
.
0.000
0.872
0.551
0.662
0.811
0.666
0.890
0.691
1.183
-2.143
-2.412
-2.888
-3.049
-3.179
-3.433
-3.386
-3.499
1.239
-1.968
-2.025
-2.153
-1.747
-0.925
0.548
4.224
15.424
1757.44
43.19
17.40
11.04
8.72
6.69
6.11
7.54
9.00
0.019
0.623
0.937
0.481
0.449
0.438
0.433
0.430
0.424
6
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.000
0.000
0.100
0.000
0.100
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.952
0.692
0.686
0.578
0.738
0.538
0.635
1.513
-2.442
-2.727
-3.022
-3.287
-3.695
-3.818
-4.365
-4.649
1.569
-2.266
-2.340
-2.287
-1.984
-1.441
0.155
3.246
14.274
7023.81
66.95
36.86
22.34
15.85
11.22
10.32
7.92
9.00
0.013
0.650
0.794
0.745
0.621
0.576
0.562
0.537
0.528
8
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.000
0.000
0.100
0.000
0.100
0.000
.
1.000
0.000
0.000
0.100
0.100
0.000
0.000
0.000
.
1.000
0.000
0.000
0.100
0.000
0.000
0.000
0.000
.
0.000
0.830
0.925
0.636
0.562
0.465
0.668
0.704
1.686
-1.361
-2.287
-2.492
-2.963
-3.368
-3.494
-3.678
-3.830
1.742
-1.456
-1.900
-1.757
-1.661
-1.114
0.479
3.932
15.093
2709.65
103.82
48.42
36.80
18.41
11.50
10.36
8.20
9.00
0.013
0.670
0.779
0.693
0.577
0.533
0.509
0.501
0.499
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
Table7.Modelselectionmethodswhen βj=1, σ2=1,n=10,and ρ=0.9.
p* p powers P-value AIC SIC Cp EFF
α=0.10 α=0.05 α=0.01
0
0
1
2
3
4
5
6
7
8
.
0.200
0.000
0.000
0.100
0.000
0.000
0.000
0.200
.
0.200
0.000
0.000
0.100
0.000
0.000
0.000
0.100
.
0.100
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.359
0.584
0.823
0.667
0.714
0.813
0.653
0.597
0.043
-0.111
-0.406
-0.480
-0.684
-0.791
-0.805
-0.978
-1.758
0.099
0.064
-0.020
0.256
0.619
1.463
3.168
6.633
17.165
28560.45
18601.81
8277.81
4072.16
888.92
327.00
253.22
114.94
9.00
1.000
0.137
0.055
0.046
0.041
0.038
0.035
0.035
0.034
2
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.100
0.100
0.000
0.000
0.000
0.000
.
1.000
0.000
0.100
0.000
0.000
0.000
0.000
0.000
.
1.000
0.000
0.100
0.000
0.000
0.000
0.000
0.000
.
0.003
0.768
0.554
0.648
0.807
0.702
0.737
0.738
1.657
0.071
-0.133
-0.488
-0.742
-0.846
-1.046
-1.063
-1.025
1.713
0.247
0.254
0.247
0.560
1.408
2.927
6.548
17.898
134.45
19.55
10.91
5.86
4.45
5.03
5.66
7.30
9.00
0.083
0.989
0.497
0.387
0.340
0.309
0.293
0.281
0.280
4
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.300
0.100
0.100
0.100
0.000
0.000
.
1.000
0.000
0.100
0.000
0.100
0.000
0.000
0.000
.
1.000
0.000
0.100
0.000
0.000
0.000
0.000
0.000
.
0.000
0.928
0.539
0.582
0.620
0.611
0.703
0.656
2.785
0.015
-0.056
-0.588
-0.854
-1.103
-1.370
-1.581
-1.492
2.840
0.191
0.331
0.147
0.449
1.151
2.603
6.030
17.431
617.07
25.20
19.24
7.27
5.00
5.17
5.98
7.12
9.00
0.032
0.983
0.744
0.556
0.507
0.468
0.430
0.412
0.409
6
0
1
2
3
4
5
6
7
8
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.933
0.811
0.826
0.753
0.709
0.664
0.749
3.199
0.224
-0.204
-0.435
-0.524
-0.623
-0.805
-1.079
-1.124
3.255
0.399
0.183
0.300
0.779
1.630
3.168
6.531
17.799
802.90
45.17
23.89
13.02
10.46
8.81
7.57
7.37
9.00
0.029
0.663
0.862
0.564
0.578
0.552
0.506
0.499
0.493
8
0
1
2
3
4
5
6
7
8
.
1.000
0.100
0.000
0.000
0.100
0.000
0.000
0.100
.
1.000
0.100
0.000
0.000
0.100
0.000
0.000
0.100
.
1.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
.
0.000
0.693
0.890
0.752
0.820
0.842
0.659
0.647
3.650
0.394
-0.313
-0.588
-0.842
-1.043
-1.136
-1.244
-1.642
3.706
0.570
0.074
0.147
0.461
1.211
2.836
6.366
17.282
142877.50
4459.69
1109.44
615.79
179.66
120.19
65.24
25.47
9.00
0.018
0.451
0.753
0.825
0.830
0.736
0.710
0.678
0.671
p*:numberofimportantvariables.p:numberofvariablesnotincludingintercept
비직교 회귀분석에서의 AIC,SICc,Cp에 대한 연구
류 승 훈
응 용 수 학 과
한국해양대학교 대학원
요 약
본 논문에서는 독립변수가 비직교 일 때 최적합 회귀모형을 찾기 위해 AIC,
SICc,Cp의 검정력을 비교분석 하였다.표본의 크기가 10과 25일 때 검정력과
p값을 찾고,각 모형의 효율성을 모의 실험한다.상관계수는 0.4와 0.9로 한다.
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