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Abstract Motivated by applications to stochastic programming, we introduce
and study the expected-integral functionals in the form
R
n × L1(T,Rm) ∋ (x, y)→ Eϕ(x, y) :=
∫
T
ϕt(x, y(t))dµ
defined for extended-real-valued normal integrand functions ϕ : T×Rn×Rm →
[−∞,∞] on complete finite measure spaces (T,A, µ). The main goal of this
paper is to establish sequential versions of Leibniz’s rule for regular subgra-
dients by employing and developing appropriate tools of variational analysis.
Keywords Variational analysis · generalized differentiation · stochastic
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Mathematics Subject Classification (2000) Primary: 49J53, 90C15 ·
Secondary: 49J52
1 Introduction
Stochastic programming is a branch of optimization, which deals with prob-
lems under uncertainty under some probabilistic information about the given
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data. For this class of problems the random phenomena are modelled by using
a probability measure space that represents all the possible outcomes, where
various classes of integral functionals and set-valued mappings replace random
objective functions and constraints; see, e.g., [14] for more details and refer-
ences. For example, given a measure space (T,A, µ), a random cost function
ϕt(x), and a constraint set Ω, a stochastic program can be formulated as
min
∫
T
ϕt(x)dµ subject to x ∈ Ω.
Applying tools of variational analysis together with subdifferential extensions
of Leibniz’s rule, first-order necessary (and sufficient in some cases) optimality
conditions for this problem are formulated in the form
0 ∈
∫
T
∂ϕt(x)µ+N(x;Ω)
in terms of appropriate subdifferential for nonsmooth functions and normal
cones for sets. We refer the reader to [5–7, 12, 13] for recent results in this
directions and their applications. Note that hereafter the integral of a set-
valued mapping is understood in the sense of Aumann [1]; see below.
Consequently, deriving second-order optimality and stability conditions as
well as developing some numerical methods in stochastic programming re-
quire the usage of generalized differentiation for set-valued mappings. In our
approach we relay on coderivatives of set-valued mappings introduced in Mor-
dukhovich [9]. While coderivatives have been broadly used in many aspects of
deterministic variational analysis, optimization, control theory, etc. (see, e.g.,
the books [10,11,15] and the references therein), we are not familiar with their
applications to stochastic programming. Motivated by such applications, we
intend to study coderivatives of set-valued integrals, which unavoidably ap-
pear in stochastic programming and related problems. A natural goal in this
direction is to obtain a kind of Leibniz’s rule for evaluating coderivatives of
set-valued integrals via coderivatives of mappings under the integral sign.
The present paper is the first part of our study, and we concentrate here
on subdifferentiation of appropriate expected-integral functionals. Such func-
tionals are defined in the form
Eϕ(x, y) :=
∫
T
ϕt(x, y(t))dµ,
where x ∈ Rn and y ∈ L1(T ;Rm); see Section 4 for the more precise defini-
tion and discussion. To reach our goals, we begin with deriving appropriate
versions of Leibniz’s rule for regular/Fre´chet subgradients of Eϕ. Since the
domain space Rn × L1(T ;Rm) of Eϕ is not Asplund, there exist no results of
the required type in either pointwise or fuzzy formats. Achievements of this
paper include desired calculus rules in sequential forms, which are appropriate
for our further generalized differentiation theory and applications to stochastic
programming. To develop the aforementioned sequential calculus, we employ
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a variational approach and first obtain sequential necessary optimality con-
ditions for new notions of robust minima, which are certainly of their own
interest. Establishing the latter conditions requires in turn the usage and de-
velopments of the theories of measurable multifunctions and normal integrals,
as well as elaborating techniques of variational analysis.
The rest of the paper is organized as follow. Section 2 contains some pre-
liminaries from variational analysis including the theory of measurable multi-
functions and their integrals that are broadly used in the paper. Section 3 deals
with the notion of graph measurability and verifies this property for regular
subgradient mappings of normal integrands.
In Section 4 we introduce and investigate new notions of expected-integral
functionals for normal integrands of two variables and of their p-robust minima.
The main result here establishes sequential necessary optimality conditions for
p-robust local minimizers in terms of regular subgradients. The last Section 5
is the culmination of the paper, where we obtain two general versions of the
sequential Leibniz rule for expected-integral functionals.
2 Preliminaries from Variational Analysis
Throughout this paper we use standard notation of variational analysis and
generalized differentiation; see, e.g., [10, 15]. Recall that R := [−∞,∞] is the
extended real line, and thus a function ϕ : Rn → R is extended-real-valued;
see, e.g., [15, page 1] for the standard rules to deal with infinity. Given x ∈ Rn
and r > 0, the closed ball centered at x with radius r is denoted by Br(x),
while the closed unit ball is simply labeled as B. For a set Ω ⊂ Rn, the symbol
x
Ω
→ x¯ signifies that x → x¯ with x ∈ Ω. The indicator function δΩ : Rn → R
of Ω is defined as δΩ(x) := 0 for x ∈ Ω and δΩ(x) :=∞ otherwise.
Consider a set-valued mapping/multifunction F : Rn → Rm with the do-
main and graph given by
domF :=
{
x ∈ Rn
∣∣ F (x) 6= ∅} and gphF := {(x, y) ∈ Rn×Rm ∣∣ y ∈ F (x)},
respectively. The Painleve´-Kuratowski outer limit of F as x→ x¯ is defined by
Lim sup
x→x¯
F (x) :=
{
v ∈ Rm
∣∣ ∃ seqs. xk → x¯, vk → v s.t. vk ∈ F (xk)}. (1)
Let Ω ⊂ Rn be a set with x¯ ∈ Ω. The regular/Fre´chet normal cone to Ω
at x¯ is given via the standard upper limit “lim sup” by
N̂(x¯;Ω) :=
{
x∗ ∈ Rn
∣∣∣ lim sup
x
Ω
→x¯
〈x∗, x− x¯〉
‖x− x¯‖
≤ 0
}
(2)
with N̂(x¯;Ω) := ∅ if x¯ /∈ Ω. The limiting/Mordukhovich normal cone to Ω at
x¯ ∈ Ω is defined via (1) by
N(x;Ω) := Lim sup
x→x¯
N̂(x;Ω) (3)
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with N(x¯;Ω) := ∅ if x¯ /∈ Ω. We refer the reader to the books [10, 11, 15] for
these and related subdifferential constructions defined below.
Considering next an extended-real-valued function ϕ : Rn → R, associate
with it the domain and epigraph of ϕ defined by
domϕ :=
{
x ∈ Rn
∣∣ ϕ(x) <∞} and epiϕ := {(x, α) ∈ Rn+1 ∣∣ α ≥ ϕ(x)},
respectively. It is said that ϕ is proper if domϕ 6= ∅. Given x¯ ∈ domϕ and
based on the normal cones (2) and (3) to the epigraph of ϕ at (x¯, ϕ(x¯)), we
define the regular subdifferential and limiting subdifferential of ϕ at x¯ by
∂̂ϕ(x¯) :=
{
x∗ ∈ Rn
∣∣ (x∗,−1) ∈ N̂((x¯, ϕ(x¯)); epiϕ)}, (4)
∂ϕ(x¯) :=
{
x∗ ∈ Rn
∣∣ (x∗,−1) ∈ N((x¯, ϕ(x¯)); epiϕ)}, (5)
respectively. In the books [10, 11, 15] and the references therein the reader
can find equivalent analytic representations of the subdifferentials (4) and (5),
available calculus rules, and various applications.
Next we proceed, following the book [15], with recalling the required def-
initions and preliminary facts from the theory of measurable multifunctions
and normal integrands. Throughout the paper, (T,A, µ) is a complete finite
measure space. As in [15], the integral of a measurable extended-real-valued
function α : T → R is defined by∫
T
α(t)dµ :=
∫
T
max
{
α(t), 0
}
dµ+
∫
T
min
{
α(t), 0
}
dµ. (6)
The characteristic function of a set A ∈ A is given by
1A(t) :=
{
1 if t ∈ A,
0 if t ∈ T \A.
To avoid confusions, we use in what follows the special font as v ,w , x , y, z, etc.
to signify vector-valued measurable functions defined on T .
For any p ∈ [1,∞] we denote as usual by Lp(T,Rn), with the norm ‖ · ‖p,
the sets of all (equivalence classes by the relation equal almost everywhere)
measurable functions x : T → Rn such that ‖x (·)‖p is integrable for p ∈ [0,∞),
and the set of essentially bounded measurable functions for p =∞. Points in
R
n are identified with constant functions in Lp(T,Rn), and thus for a point
x ∈ Rn and a function x ∈ Lp(T,Rn) we use the expressions
‖x− x ‖p =
(∫
T
‖x− x (t)‖pdµ
)1/p
for p ∈ [1,∞),
‖x− x ‖∞ = ess sup
t∈T
‖x− x (t)‖.
Considering further a set-valued mapping M : T → Rn, we say that M is
measurable if M−1(U) ∈ A for every open set U ⊂ Rn, where M−1(U) :=
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{t ∈ T | M(t) ∩ U 6= ∅}. The Aumann integral of the set-valued mapping
M : T → Rn over a measurable set A ∈ A is defined by∫
A
M(t)dµ :=
{∫
A
x
∗(t)dµ
∣∣∣ x ∗ ∈ L1(T,Rn) and x ∗(t) ∈M(t) a.e.}. (7)
Next we recall that ϕ : T ×Rn → R is a normal integrand if the multifunc-
tion t → epiϕt is measurable with closed values. By the completeness of the
measure space, this can be equivalently described as follows: ϕ is A⊗ B(Rn)-
measurable and for every t ∈ T the function ϕt := ϕ(t, ·) is lower semicontinu-
ous (l.s.c.) on Rn; see, e.g., [15, Corollary 14.34]. In addition, we say that the
function ϕ is proper if ϕt is proper for all t ∈ T . If ϕt is a convex for all t ∈ T ,
we say that ϕ is a convex normal integrand.
Let us now formulate two known results concerning integration of normal
integrands that are used in what follows. The first proposition verifies the
possibility of interchanging between the infimum and the integral signs for
normal integrands; see, e.g., [15, Theorem 14.60].
Proposition 2.1 (interchanging between minimization and integra-
tion) Given a normal integrand ϕ : T × Rn → R, consider the integral func-
tional Iϕ : L
p(T,Rn)→ R given by
Iϕ(x ) :=
∫
T
ϕt(x (t))dµ, p ∈ [1,∞),
and suppose that dom Iϕ 6= ∅. Then we have the equality
inf
x (·)∈Lp(T,Rn)
∫
T
ϕt
(
x (t)
)
dµ =
∫
T
inf
x∈Rn
ϕt(x)dµ.
The second preliminary result, taken from [8, Lemma 37], concerns the
convergence under the integral sign.
Proposition 2.2 (convergence under integral sign) Consider a normal
integrand ϕ : T×Rn → R such that the function t→ infx∈Rn ϕt(x) is integrable
on T . Given a sequence {xk} ⊂ L
p(T,Rn) with xk
Lp
→ x as k →∞ and
lim
k→∞
∫
T
ϕ
(
t, xk(t)
)
dµ =
∫
T
ϕ
(
t, x (t)
)
dµ ∈ R,
we have that lim
k→∞
∫
T
∣∣ϕ(t, xk(t))− ϕ(t, x (t))∣∣dµ = 0.
3 Graph Measurability of Subgradient Mappings
This section deals with the notion of graph measurability of set-valued map-
pings, where our particular attention is paid to regular subdifferential graphs
of normal integrands that are of special interest in the paper. The graph mea-
surability is understood in the following sense.
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Definition 3.1 (graph measurability) A set-valued mapping M : T → Rn
is said to be graph measurable if gphM ∈ A⊗B(Rn), where B(Rn) is the
Borel σ-algebra, i.e., the σ-algebra generated by all open sets of Rn.
Since the measure space (T,A, µ) is assumed to be complete, we can easily
observe that a multifunction M with closed values is graph measurable if
and only if it is measurable in the standard sense of Section 2. Due to this
remark and the closed-graph property of the limiting normal cone (3), it follows
from [15, Theorems 14.26 and 14.60] that the set-valued mapping
t→ gph∂ϕt :=
{
(x, x∗) ∈ R2n
∣∣ x∗ ∈ ∂ϕt(x)}
generated by the limiting subdifferential (5) of the normal integrand ϕ : T ×
R
n → R is graph measurable. However, such a device does not work in the
case of the regular subgradient mapping (4) for which the values gph ∂̂ϕt is
rarely closed. Nevertheless, the next theorem establishes the desired graph
measurability of the regular subgradient mapping that plays a significant role
in our subsequent analysis and applications.
Theorem 3.2 (graphical measurability of regular subgradient map-
pings) Let ϕ : T × Rn → R be a normal integrand. Then the multifunction
t→ gph ∂̂ϕt :=
{
(x, x∗) ∈ R2n
∣∣ x∗ ∈ ∂̂ϕt(x)}
is graph measurable on T .
Proof. Let us split the proof into the following three claims.
Claim 1:We can always assume that ϕ is a proper normal integrand. Indeed,
consider the two multifunctions
t→ D(t) := domϕt and t→ L(t) :=
{
x ∈ Rn
∣∣ ϕt(x) = −∞},
which both are measurable on T due to [15, Propositions 14.28 and 14.33],
respectively. Thus the set
T˜ :=
{
t ∈ T
∣∣ ϕt is proper} = domD\domL
is a measurable subset of T by the measurability of the sets D and L. Fur-
thermore, denoting S(t) := gph ∂̂ϕt and using [10, Corollary 2.29], we have
that S(t) 6= ∅ if and only if ϕt is proper. Since the properness of ϕ means the
properness of ϕt for each t from the measurable set under consideration, this
is verified for all t ∈ T˜ . Thus it is sufficient to prove the measurability of S
over T̂ , and we suppose in what follows that T˜ = T without loss of generality.
Claim 2: Given positive numbers ε and γ, define the function
gε,γ(t, x, x
∗) :=
{
inf
{
∆ε(t, w, x, x
∗)
∣∣ w ∈ intBγ(x)} if ϕ(t, x) <∞,
−∞ if ϕ(t, x) =∞,
where ∆ε(t, w, x, x
∗) := ϕ(t, w) − ϕ(t, x) − 〈x∗, w − x〉 + ε‖w − x‖. Then we
have that gε,γ is A ⊗ B(Rn) ⊗ B(Rn)-measurable. To verify this statement,
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let {(xk, αk)}k∈N be a Casting representation of epiϕt (see, e.g., [15, Theo-
rem 14.5]), i.e., {(xk, αk)}k∈N is a sequence of measurable functions such that
cl
{(
xk(t), αk(t)
) ∣∣ k ∈ N} = epiϕt for all t ∈ T.
Then for each k ∈ N define the family of the extended-real-valued functions
gkε,γ(t, x, x
∗) :=αk(t)− ϕt(x) −〈x
∗, xk(t)− x〉+ ε‖xk(t)− x‖+ δintBγ(x)
(
xk(t)
)
,
which are measurable on T as sums of measurable functions. We claim that
gε,γ(t, x, x
∗) = inf
k∈N
gkε,γ(t, x, x
∗).
Indeed, it follows from (xk(t), αk(t)) ∈ epiϕt that gkε,γ(t, x, x
∗) ≥ gε,γ(t, x, x∗).
Picking now any point w ∈ domϕt with w ∈ intBγ(x) (if such a point does
not exist, the claimed equality holds trivially) and η > 0, find k ∈ N such that
ϕ(t, w) ≥ αk(t)− η, |〈x
∗, w − xk(t)〉| ≤ η, and ε‖w − xk(t)‖ ≤ η.
Consequently, we arrive at the estimates
ϕ(t, w) − ϕ(t, x) − 〈x∗, w − x〉+ ε‖w − x‖ ≥ gkε,γ(t, x, x
∗)− 3η
≥ inf
k∈N
gkε,γ(t, x, x
∗)− 3η.
Since w and η were chosen arbitrarily, it ensures that
gε,γ(t, x, x
∗) ≥ inf
k∈N
gkε,γ(t, x, x
∗)
and thus verifies this claimed statement.
Claim 3: The multifunction t → gph ∂̂ϕt is graph measurable. Remembering
the notation S(t) := gph ∂̂ϕt, we have the representation
gphS =
⋂
ε∈(0,1)∩Q
⋃
γ∈(0,1)∩Q
{
(t, x, x∗) ∈ T × Rn × Rn
∣∣ gε,γ(t, x, x∗) ≥ 0}.
Taking into account the measurability of the functions gε,γ(t, x, x
∗) established
in Claim 2, the latter representation yields the graph measurability of the map-
ping t→ gph ∂̂ϕt and thus completes the proof of the theorem. 
Finally in this section, we present a useful result on measurable selections
of graph measurable multifunctions, which may not have closed values. This
makes it applicable to the regular subgradient mappings due to Theorem 3.2.
The result below and its proof can be found in, e.g., [4, Theorem III.22].
Proposition 3.3 (measurable selections of graph measurable mul-
tifunctions) Let M : T → Rn be a graph measurable multifunction with
nonempty values (with nonempty values a.e., respectively). Then there exists a
measurable function x : T → Rn such that we have the inclusion x (t) ∈ M(t)
for all t ∈ T (a.e., respectively).
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4 Robust Minima of Expected-Integral Functionals
In this section we define the notions of expected-integral functionals and their
robust minima that are crucial for our further considerations. The main result
here establishes sequential necessary conditions for robust minima of expected-
integral functionals of terms of regular subgradients of their integrands.
Given a normal integrand ϕ : T×Rn×Rm → R, define the expected-integral
functional Eϕ : R
n × L1(T,Rm)→ R by
Eϕ(x, y) :=
∫
T
ϕt
(
x, y(t)
)
dµ, (8)
where the integral is understood in the sense of (6). The name of (8) is due
to the fact that the first variable of Eϕ(x, y) is a point in R
n as in the case of
expected functionals, while the second variable is an integrable function as in
the case of integral functionals.
The following definition is fundamental for our study. It presents a certain
adaptation of the notions recently introduced in [7].
Definition 4.1 (stabilized infimum and robust minimizers) Let Eϕ be
an expected-integral functional (8) over a normal integrand ϕ : T ×Rn×Rm →
R, and let p ∈ [1,∞).
(i) The p-stabilized infimum of Eϕ on the product set B × C ⊂ Rn ×
L1(T,Rm) is defined by
∧p,B×CEϕ := sup
ε>0
inf

∫
T
ϕt
(
x (t), y(t)
)
dµ
∣∣∣∣∣∣
x ∈ B, y ∈ C, x ∈ Lp(T,Rn),∫
T
‖x (t)− x‖pdµ ≤ ε
 .
(ii) The infimum of Eϕ on B × C is called p-robust if we have
∧p,B×CEϕ = inf
B×C
Eϕ ∈ R.
In that case we say that every minimizer of Eϕ on the set B×C is a p-robust
minimizer of Eϕ on B × C.
(iii) A pair (x, y) ∈ domEϕ is called a p-robust local minimizer of Eϕ
if it is a p-robust minimizer of Eϕ on some ball Br(x) × Br(y).
From now on we impose the following lower growth condition on the normal
integrand in question: there exist functions ν ∈ L1(T,R+) such that
ϕt(v, w) ≥ −ν(t) for all v ∈ R
n and w ∈ Rm. (9)
It is not hard to check by using Fatou’s lemma that condition (9) ensures that
the expected-integral functional (8) is l.s.c. on Rn × L1(T,Rm); see, e.g., [8,
Lemma 10] for more details.
Before deriving the main result of this section, we present two lemmas. The
first one provides well-known results about classical differentiation of integral
functionals with normal integrands; see, e.g., [15] and the references therein.
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Lemma 4.2 (Leibniz’s rules of Fre´chet differentiation) Let ϕ : T ×
R
n → R be a normal integrand, which is Lipschitz on a neighborhood U of
x¯ with an integrable modulus, i.e., there exists K(·) ∈ L1(T,R) such that
|ϕ(t, x)− ϕ(t, u)| ≤ K(t)‖x− u‖ for all x, u ∈ U and t ∈ T.
If ϕt(·) are Fre´chet differentiable at x¯ for a.e. t ∈ T , then the functional
Eϕ(x) :=
∫
T
ϕt(x)dµ
is Fre´chet differentiable at x¯ with ∇ϕ(·, x¯) ∈ L1(T,Rn), and we have
∇Eϕ(x¯) =
∫
T
∇ϕt(x¯)dµ.
If in addition the functions ϕt(·) are C1-smooth on U for a.e. t ∈ T , then the
integral functional Ef is C1-smooth on U .
The second lemma establishes a strong approximation of p-robust minimiz-
ers of constrained expected-integral functionals by ε-minimizers of a sequence
of regularized unconstrained p-dependent integral functionals.
Lemma 4.3 (approximations of p-robust minimizers) Let p ∈ [1,∞],
and let (x¯, y¯) be a p-robust minimizer of the expected-integral function Eϕ (8)
on B × C, where ϕ : T × Rn × Rm → R is a normal integrand. Given any
sequence εk ↓ 0 as k→∞, let {(xk, xk(·), yk(·))
}
be a sequence of εk-minimizer
of the functional Ψk : R
n × L1(T,Rn)× L1(T,Rm)→ R defined by
Ψk(u, v ,w) :=
∫
T
ψkt
(
u, v(t),w(t)
)
)dµ+ ‖x¯− u‖p + δB×C(u,w) (10)
with the regularized normal integrand
ψkt
(
u, v(t),w(t)
)
:= ϕt
(
v(t),w(t)
)
+ k‖v(t)− u‖p.
Then the following assertions hold:
(i) Ψk is l.s.c. and bounded from below on R
n × L1(T,Rn)× L1(T,Rm).
(ii) k(‖xk(·)− xk‖p)p → 0 and ‖xk(·)− x¯‖p → 0 as k→∞.
(iii)
∫
T
ϕt
(
xk(t), yk(t)
)
dµ −→
∫
T
ϕt
(
x¯, y¯(t)
)
dµ as k →∞.
In particular, we have the representation of Eϕ at (x¯, y¯) as follows:
Eϕ(x¯, y¯) = sup
k∈N
inf
{
Ψk(u, v ,w)
∣∣∣∣ u ∈ Rn, v ∈ L1(T,Rn),w ∈ L1(T,Rm)
}
.
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Proof. Observe first that assertion (i) easily follows Fatou’s lemma, the lower
semicontinuity of the integrand in (10), and the lower growth condition (9)
(recall B × C is bounded). To verify (ii) and (iii) simultaneously, fix k ∈ N
and γ > 0 and then define
γk := inf
{
Ψk(u, v ,w)
∣∣∣ u ∈ Rn, v ∈ L1(T,Rn),
w ∈ L1(T,Rm)
}
,
κγ := inf

∫
T
ϕt
(
v(t),w(t)
)
dµ
∣∣∣∣∣
∫
T
‖v(t)− u‖pdµ ≤ γ, u ∈ B,
v ∈ Lp(T,Rn), and w ∈ C
 .
It follows from the lower growth condition (9) that γk > −∞ and κγ > −∞.
Since (xk, xk(·), yk(·)) is a εk-minimizer of Ψk (i.e., Ψ(xk, xk, yk) ≤ γk + εk),
and since γk ≤ Eϕ(x¯, y¯), we have by (9) that
k
∫
T
‖xk(t)− xk‖
pdµ ≤ Ψk(xk, xk, yk) +
∫
T
ν(t)dµ
≤ γk + εk +
∫
T
ν(t)dµ
≤ Eϕ(x¯, y¯) + εk +
∫
T
ν(t)dµ.
The last inequality above ensures that xk ∈ L
p(T,Rn) and implies the conver-
gence
∫
T ‖xk(t)− xk‖
pdµ→ 0. Denoting ηk :=
∫
T ‖xk(t)− xk‖
pdµ, we get
κγk − εk ≤
∫
T
ϕt
(
xk(t), yk(t)
)
dµ− εk
≤ Ψk(xk, xk, yk)− εk ≤ ηk ≤ Eϕ(x¯, y¯).
(12)
Passing there to the limit as k →∞ gives us the convergence∫
T
ϕt
(
xk(t), yk(t)
)
dµ→
∫
T
ϕt
(
x¯, y¯(t)
)
dµ, k →∞,
which implies by using (12) that assertions (ii) and (iii) of the lemma hold
together with the representation of Eϕ(x¯, y¯) in (11). 
Now we are ready to establish a major result, which provides sequen-
tial necessary optimality conditions for robust minimizers of expected-integral
functionals. The obtained result is certainly of its independent interest while
playing a crucial role in deriving generalized Leibniz rules in the next section.
Theorem 4.4 (sequential necessary conditions for robust minimiz-
ers) Let p, q ∈ (1,∞) be such that 1/p + 1/q = 1, and let (x¯, y¯) ∈ Rn ×
L1(T,Rm) be a p-robust local minimizer of the expected-integral functional Eϕ
generated in (8) by a normal integrand ϕ : T ×Rn×Rm → R. Then there exist
sequences {xk} ⊂ Rn, {xk} ⊂ L
p(T,Rn), {x ∗k } ⊂ L
q(T,Rn), {yk} ⊂ L
1(T,Rm),
and {y∗k} ⊂ L
∞(T,Rm) satisfying the following conditions:
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(i)
(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂ϕt
(
xk(t), yk(t)
)
for a.e. t ∈ T and all k ∈ N.
(ii) ‖x¯− xk‖ → 0, ‖x¯− xk‖p → 0, and ‖y¯ − yk‖1 → 0 as k →∞.
(iii)
∥∥∫
T x
∗
k (t)dµ
∥∥→ 0 and ‖y∗k‖∞ → 0 as k →∞.
(iv) ‖x ∗k ‖q‖xk − xk‖p → 0 as k →∞.
(v)
∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))∣∣dµ→ 0 as k →∞.
Proof. We first prove the limiting subdifferential version of the theorem, where
∂̂ϕt is replaced by ∂ϕt. This subdifferential replacement allows to employ the
well-developed calculus for the limiting subdifferential (5) that is not available
for its regular counterpart (4). Then we pass to the claimed conclusions of
the theorem formulated in terms of regular subgradients by using the fact that
they approximate the limiting ones.
To begin with, recall that the function x→ ‖x‖p with p > 1 is continuously
differentiable on Rn and its gradient satisfies the the estimates
‖x‖p−1 ≤ ‖∇(‖ · ‖p)(x)‖ ≤ p‖x‖p−1 for all x ∈ Rn. (13)
Picking r ∈ (0, 1) such that (x¯, y¯) is a p-robust minimizer on Br(x¯) × Br(y¯),
consider the function Ψk defined in (10) with B × C = Br(x¯) × Br(y¯). Then
representation (11) from Lemma 4.3 tells us that
Eϕ(x¯, y¯) = sup
k∈N
inf
{
Ψk(u, v ,w)
∣∣∣∣ u ∈ Br(x¯), v ∈ L1(T,Rn),w ∈ L1(T,Rm)
}
.
Now we take a sequence εk ↓ 0 as k → ∞, with εk ∈ (0, r) for all k ∈ N,
such that the triple (x¯, x¯, y¯) is an ε2k-minimizer of Ψk from (10). Consider the
Banach space Z := Rn × L1(T,Rn)× L1(T,Rm) with the norm
‖(u, v ,w)‖Z := ‖u‖+
∫
T
‖v‖dµ+
∫
T
‖w‖dµ.
We split the rest of the proof into the five claims.
Claim 1: There exists a sequence (xk, xk, yk) ∈ R
n × Lp(T,Rn) × L1(T,Rm)
satisfying the following conditions:
(a) ‖(x¯, x¯, y¯)− (xk, xk, yk)‖Z ≤ εk for all k ∈ N.
(b) Ψk(xk, xk, yk) + εk‖(x¯, x¯, y¯)− (xk, xk, yk)‖Z ≤ Ψk(x¯, x¯, y¯) = Eϕ(x¯, y¯).
(c) The function Ψk + εk‖ ·−(xk, xk, yk)‖Z attains its minimum at (xk, xk, yk).
Indeed, applying the fundamental Ekeland variational principle (see, e.g.,
[10, Theorem 2.26]) to the function Ψk at its ε
2
k-minimizer (x¯, x¯, y¯) over the
Banach space (Z, ‖ · ‖Z) gives us for each k ∈ N points (xk, xk, yk) ∈ Z satis-
fying assertions (a)–(c) of this claim. It follows from (b) and the definition of
Ψk in (10) that we have xk ∈ L
p(T,Rn).
Claim 2: The sequence (xk, xk, yk) satisfies assertions of Claim 1(b) and (v)
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of the theorem. To verify this claim, we use the choice of the triple (xk, xk, yk)
as an ε2k-minimizer of Ψk and deduce from Proposition 4.3 that
k
(
‖xk(·)−xk‖p
)p
→ 0 and
∫
T
ϕt
(
xk(t), yk(t)
)
dµ→
∫
T
ϕt
(
x¯, y¯(t)
)
dµ as k →∞.
It follows from Claim 1(a) that ‖x− xk‖ → 0 as k →∞ and (xk, yk)→ (x¯, y¯)
in L1(T,Rn)× L1(T,Rm) as k →∞. Thus Proposition 2.2 tells us that∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))∣∣dµ→ 0 as k →∞,
which finishes the proof of this claim.
Claim 3: Define u∗k(t) := ∇‖ · ‖
p(xk(t) − xk) on T . Then for a.e. t ∈ T we
have the relationships
−
(
ku∗k(t), 0
)
∈∂ϕt
(
xk(t), yk(t)
)
+ B2εk (0)× B2εk(0), (14)
‖u∗k(t)‖
q ≤pq‖xk(t)− xk‖
p for all k ∈ N, (15)
and ‖k
∫
T u
∗
k(t)dµ‖ → 0 as k →∞. To prove this claim, observe first that the
estimate in (15) follows directly from (13). Consider further and integrable
function ρ ∈ L1(T,R+) with
∫
T ρ(t)dµ < r and define the normal integrand
hk : T × Rn × Rm → R by
hkt (v, w) :=ϕt(v, w) + εk
(
‖v − xk(t)‖ + ‖w − yk(t)‖
)
+ k‖v − xk‖
p + δBρ(t)(yk(t))(w).
It follows from Claim 1(b) that the quantity
∫
T h
k
t (xk(t), yk(t))dµ is finite, and
then we deduce from Claim 1(c) with u = xk that∫
T
hkt
(
xk(t), yk(t)
)
dµ ≤ inf
{∫
T
hkt
(
v(t),w(t)
)
dµ
∣∣∣ v ∈ L1(T,Rn)
w ∈ L1(T,Rm)
}
=
∫
T
inf
v∈Rn, w∈Rm
hk(t, v, w)dµ,
where the last equality is due to Proposition 2.1. The above inequality tells us
that for a.e. t ∈ T the function hk(t, ·, ·) attains its minimum at (xk(t), yk(t)),
and thus 0 ∈ ∂hkt (xk(t), yk(t)) a.e. on T by the subdifferential Fermat rule
from [10, Proposition 1.114]. Taking into account the summation structure
of hkt and employing the sum rule for the limiting subdifferential from [10,
Theorem 2.33(c)], we verify the fulfillment of (14) for a.e. t ∈ T . Furthermore,
it follows from Claim 1(c) by using (v ,w) = (xk, yk) that
k
∫
T
‖xk(t)− xk‖
pdµ+ ‖xk − x¯‖
p + εk‖xk − x¯‖
= inf
u∈Rn
(
k
∫
T
‖xk(t)− u‖
pdµ+ ‖u− x¯‖p + εk‖u− x¯‖
)
.
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Hence Lemma 4.2 ensures the differentiability of the function
u→
∫
T
‖xk(t)− u‖
pdµ.
Applying again the subdifferential Fermat rule and the direct calculation by
Lemma 4.2 brings us to the convergence ‖k
∫
T u
∗
k(t)dµ‖ → 0 as k →∞, which
ends the verification of this claim.
Claim 4: There exist sequences {x ∗k } ⊂ L
q(T,Rn) and {y∗k} ⊂ L
∞(T,Rm)
satisfying assertions (iii) and (iv) as well as assertion (i) with the replace-
ment of the regular subdifferential by its limiting counterpart. Indeed, the
measurability of all the functions in (14) and the measurable selection the-
orem from [15, Theorem 14.16] ensure the existence of measurable selections
(x ∗k (t), y
∗
k (t)) ∈ ∂ϕt(xk(t), yk(t)) for a.e. t ∈ T such that(
x
∗
k (t), y
∗
k (t)
)
−
(
ku∗k(t), 0
)
∈ 2εkB(0, 0) for a.e. t ∈ T ; (16)
thus we get (i). Let us show that the sequence of quadruplets (xk, xk, yk, x
∗
k , y
∗
k )
satisfies assertions (iii) and (iv). Indeed, it follows from (15) and (16) that(∫
T
‖x ∗k (t)‖
q
)1/q
≤k
(∫
T
‖u∗k(t)‖
q
)1/q
+ 2εkµ(T ),
‖y∗k‖∞ ≤2εk,∥∥∥∥ ∫
T
x∗k(t)dµ
∥∥∥∥ ≤∥∥∥∥k ∫
T
u∗k(t)dµ
∥∥∥∥+ 2εkµ(T )1/q.
This shows that x ∗k ∈ L
p(T,Rn) and y∗k ∈ L
∞(T,Rm), and therefore assertion
(iii) is verified. Furthermore, we have the relationships
‖x ∗k ‖q‖xk(·)− xk‖p ≤
(
k
(∫
T
‖u∗k(t)‖
qdµ
)1/q
+ 2εkµ(T )
1/q
)
‖xk∞ − xk‖p
≤kp
(
‖xk(·) − xk‖p
)p/q
‖xk(·)− xk‖p)
+ 2εkµ(T )
1/q‖xk(·)− xk‖p
=kp(‖xk(·)− yk‖p)
p + 2εkµ(T )
1/q · ‖xk(·)− yk‖p → 0,
which justify assertion (iv) and thus accomplish the proof of the theorem in
the case of the limiting subdifferential in (i).
Claim 5: Completing the proof of theorem. It remains to show that the ful-
fillment of all the assertions of the theorem for the limiting subdifferential in
(i) yields all of the claimed assertions as formulated therein, i.e., in terms
of the regular subdifferential in (i). To proceed, consider the sequence of
(x ∗k (t), y
∗
k (t)) ∈ ∂ϕt(xk(t), yk(t)) taken from Claim 4. For any ε > 0 define the
multifunctionM εk : T → R
2(n+m) by the equivalence (x, x∗, y, y∗) ∈M εk(t)⇐⇒
(x∗, y∗) ∈
{
∂̂ϕt(x, y)
∣∣∣ |ϕt(x, y)− ϕt(xk(t), yk(t))| ≤ ε, ‖x− xk(t)‖ ≤ ε,
‖x∗ − x ∗k (t)‖ ≤ ε, ‖y − yk(t)‖ ≤ ε, ‖y
∗ − y∗k (t)‖ ≤ ε
}
.
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It follows from Theorem 3.2 that the defined multifunctions M εk have measur-
able graphs. Furthermore, the sets M εk(t) are nonempty for a.e. t ∈ T and all
large k ∈ N due to the definitions of the subdifferentials (4), (5) and of the
limiting normal cone (3). Then the measurable selection theorem taken from
Proposition 3.3 ensures the existences of sequences satisfying the claimed con-
clusions of the theorem, and thus we complete the proof. 
5 Sequential Leibniz Rules for Expected-Integral Functionals
The final section establishes two main results, which provide sequential ver-
sions of the generalized Leibniz rule for expected-integral functionals.
Recall [3] that for a finite measure space (T,A, µ) there exist measurable
disjoint sets Tpa and Tna such that µpa(·) := µ(· ∩ Tpa) is purely atomic with
countably many disjoint atoms, while µna(·) := µ(· ∩ Tna) is nonatomic.
Throughout this section we assume that at a given point of interest (x¯, y¯) ∈
domEϕ there exists ρ > 0 such that
ϕt(v, ·) is convex whenever v ∈ Bρ(x¯) and t ∈ Tna. (17)
Before deriving the main results on sequential Leibniz rules, we first estab-
lish a relationship between robust local minima and conventional local minima
of expected-integral functionals. The following theorem is certainly of its in-
dependent interest, while it is needed below for deriving our main results.
Theorem 5.1 (robust vs. conventional local minima) Let p ∈ [1,∞),
and let (x¯, y¯) ∈ domEϕ be a p-robust local minimizer in the sense of Def-
inition 4.1(iii) of the expected-integral functional (8) generated by a normal
integrand ϕ : T × Rn × Rm → R satisfying the lower growth condition (9).
Then for every r ∈ (0, ρ) we have under the fulfilment of assumption (17) that
∧p,Br(x¯)×Br(y¯)Eϕ = inf
Br(x¯)×Br(y¯)
Eϕ. (18)
Proof. It is obvious that the inequality “≤” always holds in (18). To verify
the opposite one, we denote B := Br(x¯), C := Br(y¯) and consider the value
I := infB×C Eϕ, which is assumed to be finite without loss of generality;
otherwise the conclusion is trivial. For each k ∈ N define the number
νk := inf

∫
T
ϕt
(
v(t),w(t)
)
dµ
∣∣∣∣∣
∫
T
‖v(t)− u‖pdµ ≤ 1/k, u ∈ B,
w ∈ L1(T,Rn) and w ∈ C

and take sequences εk ↓ 0 and (xk, xk, yk) ∈ B×L
p(T,Rn)×C with
∫
T ‖xk(t)−
xk‖pdµ ≤ 1/k such that
−εk +
∫
T
ϕt
(
xk(t), yk(t)
)
dµ ≤ νk ≤ I + 1. (19)
The compactness of B and standard real analysis allow us to select subse-
quences (without relabeling) such that xk → u¯ ∈ B,
∫
T
‖xk(t) − u¯‖pdµ → 0,
and hence xk(t)→ u¯ as k→∞ for almost all t ∈ T .
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We split the rest of the proof into the following three steps.
Claim 1: There exist a subsequence {ykj}, a function y ∈ C, and a decreasing
sequence of sets {A1s}s∈N ⊂ A with µ(A
1
s) → 0 as s → ∞ such that for
each s ∈ N the functions ykj 1T\A1s converge weakly in L
1(T,Rm) to y 1T\A1s
as j → ∞. Indeed, by [3, Theorem 4.7.23] we find a subsequence {ykj}, a
function y ∈ L1(T,Rm), and a decreasing sequence of sets {A1s}s∈N ⊂ A with
µ(A1s) → 0 as s → ∞ for which ykj 1T\A1m converge weakly in L
1(T,Rm) to
y 1T\A1s
whenever s ∈ N. To show that y ∈ C, observe that for each s ∈
N we have that the functions ykj 1T\A1m +y¯ 1A1m belong to C and converge
weakly in L1(T,Rm) to y 1T\A1s +y¯ 1A1s . By the convexity and closedness of
C in L1(T,Rm) we have that y 1T\A1s +y¯ 1A1s ∈ C. Thus it follows from the
measure convergence µ(A1s)→ 0 as s→∞ that the functions y 1T\A1s +y¯ 1A1s
converge to y as s→∞ in the norm topology of L1(T,Rm). By the closedness
of C we conclude that y ∈ C and hence verify all the statements of this claim.
Claim 2: There exits a decreasing sequence of sets {A2s}s∈N ⊂ A such that
µ(A2s) → 0 as s → ∞ and the functions xkj converge to u¯ uniformly on
T \A2s as j → ∞. To verify this claim, we employ the Egorov theorem (see,
e.g., [3, Theorem 2.2.1]) and find a decreasing sequence of sets {A2s} ⊂ A with
µ(A2s) → 0 as s → ∞ as well as a subsequence {xkj}, which converges to u¯
uniformly on T \A2η as j →∞. This readily justifies Claim 2.
To proceed further, fix s ∈ N and form the set Ds := A1s ∪A
2
s and D
c
s standing
for its complement. Then pick js such that xkj (t) ∈ Br(x¯) for all t ∈ T \A
2
η
and all j ≥ js. For all such j define the functions vsj := xkj 1Dcs +x¯1Ds ,
vs := u¯1Dcs +x¯1Ds , w
s
j := ykj 1Dcs +y¯ 1Ds , and ws := y 1Dcs +y¯ 1Ds . It follows
from the constructions above that the functions vsj converge to vs as j → ∞
strongly in Lp(T,Rn) and that the functions wsj converge to ws as j → ∞
weakly in L1(T,Rm). This is used in the proof of the next claim.
Claim 3: We have that Eϕ(u¯, y) ≤ ∧p,Br(x¯)×Br(y¯)Eϕ, and consequently the
estimates in (19) are satisfied. Indeed, it follows from the lower semicontinuity
result [2, Theorem 2.1] due to the assumptions in (9) and (17) that on the
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measure nonatomicity set Tna we have the inequalities∫
Tna
ϕt
(
vs(t),ws(t)
)
dµ ≤ lim inf
j→∞
∫
Tna
ϕt
(
v
s
j (t),w
s
j (t)
)
dµ
= lim inf
j→∞
(∫
Dcs∩Tna
ϕt
(
xkj (t), ykj (t)
)
dµ
)
+
∫
Ds∩Tna
ϕt
(
x¯, y¯(t)
)
dµ
≤ lim inf
j→∞
(∫
Tna
ϕt
(
xkj (t), ykj (t)
)
dµ+
∫
Ds∩Tna
κ(t)dµ
)
+
∫
Ds∩Tna
ϕt
(
x¯, y¯(t)
)
dµ
≤ lim inf
j→∞
(∫
Tna
ϕt
(
xkj (t), ykj (t)
)
dµ
)
+
∫
Ds∩Tna
ϕt
(
x¯, y¯(t)
)
dµ+
∫
Ds∩Tna
κ(t)dµ.
Considering further the atomic measure set Tpa, we have that wj converges
pointwise as j → ∞ to w on Tpa. Proceeding similarly to the above with the
usage of Fatou’s lemma gives us the estimates∫
Tpa
ϕt
(
v ,w(t)
)
dµ ≤
∫
Tpa
lim inf
j→∞
ϕt
(
v
η
j (t),w
η
j (t)
)
dµ
≤ lim inf
j→∞
∫
Tpa
ϕt
(
v
s
j (t),w
s
k (t)
)
dµ
≤ lim inf
j→∞
(∫
Dcs∩Tpa
ϕt
(
xkj (t), ykj (t)
)
dµ
)
+
∫
Ds∩Tpa
ϕt
(
x¯, y¯(t)
)
dµ
≤ lim inf
j→∞
(∫
Tpa
ϕt
(
xkj (t), ykj (t)
)
dµ+
∫
Ds∩Tpa
κ(t)dµ
)
+
∫
Ds∩Tpa
ϕt
(
x¯, y¯(t)
)
dµ
≤ lim inf
j→∞
(∫
Tpa
ϕt
(
xkj (t), ykj (t)
)
dµ
)
+
∫
Ds∩Tpa
ϕt
(
x¯, y¯(t)
)
dµ+
∫
Ds∩Tpa
κ(t)dµ.
Unifying now the above estimates on the sets Tna and Tpa, we get∫
T
ϕt
(
v(t),w(t)
)
dµ ≤ ∧p,Br(x¯)×Br(y¯)Eϕ +
∫
Ds
ϕt
(
x¯, y¯(t)
)
dµ+
∫
Ds
κ(t)dµ.
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Consequently, it gives us for all s ∈ N that∫
Dcs
ϕt
(
u¯, y(t)
)
dµ ≤ ∧p,Br(x¯)×Br(y¯)Eϕ +
∫
Ds
κ(t)dµ.
Passing finally to the limit as s→∞, we arrive at the inequality
inf
Br(x¯)×Br(y¯)
Eϕ ≤
∫
T
ϕt
(
u¯, y(t)
)
dµ ≤ ∧p,Br(x¯)×Br(y¯)Eϕ
and thus complete the proof of the theorem. 
Now we are ready to derive our first sequential Leibniz rule for regular
subdifferentiation of expected-integral functionals. It corresponds to the case
where the x-components of the measurable subgradient selections under the
integral sign are taken from the space Lp(T,Rn) with p ∈ (1,∞).
Theorem 5.2 (sequential Leibniz rule for expected-integral function-
als, I) Let p, q ∈ (1,∞) with 1/p + 1/q = 1, and let (x¯, y¯) be a point satis-
fying assumption (17). Given a regular subgradient (x¯∗, y¯∗) ∈ ∂̂Eϕ(x¯, y¯) of
the expected-integral functional (8) such that the function t → inf{ϕt(·, ·) −
〈y¯∗(t), ·〉} is integrable on T , there exist sequences {xk} ⊂ Rn, {xk} ⊂ L
p(T,Rn),
{x ∗k } ⊂ L
q(T,Rn), {yk} ∈ L
1(T,Rm), and {y∗k} ∈ L
∞(T,Rm) such that we
have the following conditions:
(i)
(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂ϕt
(
xk(t), yk(t)
)
for a.e. t ∈ T and all k ∈ N.
(ii) ‖x¯− xk‖ → 0,
∫
T
‖x¯− xk(t)‖
pdµ→ 0,
∫
T
‖y¯(t)− yk(t)‖dµ→ 0.
(iii)
∥∥∥∫
T
x∗k(t)dµ− x¯
∗
∥∥∥→ 0, ‖y∗k − y¯∗‖∞ → 0, ‖x ∗k ‖q‖xk − xk‖p → 0.
(iv)
∫
T
|ϕt
(
xk(t), yk(t)
)
− ϕt
(
x¯, y¯(t)
)
|dµ→ 0 as k →∞.
Proof. Fix t˜ /∈ T and define the new measure space (T˜ , A˜, µ˜) by T˜ := T ∪ {t˜},
A˜ as the smallest σ-algebra containing A˜ and {t˜}, and µ˜ : A˜ → R by
µ˜(A) := µ(A\{t˜}) + 1A(t˜).
Then extend y¯ to T˜ by y¯(t˜) := 0 therein and consider the normal integrand
φ(t, v, w) :=
{
ϕt(v, w) − 〈y¯∗(t), w〉 + ε‖w − y¯(t)‖ if t ∈ T,
−〈x¯∗, v − x¯〉+ ε‖v − x¯‖+ δx¯+B(v) if t = t˜.
(20)
Picking ε ∈ (0, 1) and using (x∗, y∗) ∈ ∂̂Eϕ(x, y) together with condition (17),
we find η ∈ (0, ρ) such that
Eµ˜φ(u,w) ≥ E
µ˜
φ(x, y) = Eϕ(x, y) for all u ∈ Bη(x), w ∈ Bη(y) ⊂ L
1(T˜ ,Rm).
Since φ satisfies the assumptions in (9) and (17) at (x¯, y¯), it follows from
Theorem 5.1 that Eµ˜φ attains a p-robust minimum at (x¯, y¯) on Bη(x) × Bη(y).
Thus Theorem 4.4 gives us u ∈ Rn, v ∈ Lp(T˜ ,Rn), v∗ ∈ Lq(T˜ ,Rn), w ∈
L1(T˜ ,Rm), and w∗ ∈ L∞(T˜ ,Rm) satisfying the conditions
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(a)
(
v
∗(t),w∗(t)
)
∈ ∂̂φt
(
v(t),w(t)
)
for a.e. t ∈ T˜ .
(b) ‖u− x¯‖ ≤ ε, ‖x¯− v‖p ≤ ε, ‖y¯ − w‖1 ≤ ε.
(c)
∥∥∥∥∫
T˜
v
∗(t)dµ˜
∥∥∥∥ ≤ ε, ‖w∗‖∞ ≤ ε.
(d) ‖v∗‖q‖u− v‖p ≤ ε,
∫
T˜
∣∣∣φt(v(t),w(t))− φt(x, y(t))∣∣∣ dµ˜ ≤ ε.
It follows from (a), (b), and the limiting subdifferential sum rule applied to
the function φ due to its structure that v∗(t˜) ∈ B2ε(x∗). Take now γ ∈ (0, ε)
satisfying γ‖v∗‖q ≤ ε and γµ(T )1/p ≤ ε and then define the multifunction
M : T → R2(n+m) by (x, x∗, y, y∗) ∈M(t) if and only if
(x∗, y∗) ∈ ∂̂ϕt(x, y),
∣∣ϕt(x, y)− ϕt(v(t),w(t))∣∣ ≤ γ,
‖x− v(t)‖ ≤ γ, ‖x∗ − v∗(t)‖ ≤ γ,
‖y − w(t)‖ ≤ γ, ‖y∗ − w∗(t)‖ ≤ ε+ γ.
Theorem 3.2 implies that the multifunction M(·) is graph measurable on T .
Using further the fuzzy sum rule for regular subgradients of the function φ (see,
e.g., [10, Theorem 2.33(b)]) and its summation structure in (20), we conclude
that the sets M(t) are nonempty for a.e. t ∈ T . Then the measurable selection
result from Proposition 3.3 ensures the existence of a measurable quadruple
(x (t), x ∗(t), y(t), y∗(t)) belonging to M(t) for a.e. t ∈ T . It tells us that this
measurable selection satisfies the relationships(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂ϕt
(
xk(t), yk(t)
)
a.e. , ‖x¯− x ‖p ≤ 2ε,
‖y¯ − y‖1 ≤ 2ε,
∥∥∥∫
T
x
∗(t)dµ− x∗
∥∥∥ ≤ 4ε, ‖y∗ − y∗‖∞ ≤ 2ε,
‖x ∗k ‖q‖xk − xk‖p ≤ 2ε,
∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))∣∣dµ ≤ 2ε,
which readily complete the proof of the theorem. 
The second version of the sequential Leibniz rule derived below for expected-
integral functionals (8) concerns an important setting where the basic space
is L∞(T,Rn). This space is very useful in applications to stochastic and eco-
nomic modeling, but fails to have some properties that are largely employed
in variational analysis. In particular, it is not separable and not Asplund (i.e.,
not each of its subspace has a separable dual in contrast, e.g., to the case
of reflexive Banach spaces). It has been well recognized that neither point-
wise calculus holds for limiting subgradients, nor fuzzy calculus is available for
regular subgradients in non-Asplund spaces; see, e.g., [10] and the references
therein. Nevertheless, in what follows we establish a sequential Leibniz rule
in this framework that is a major calculus result. The obtained result and its
proof essentially exploit specific features of expected-integral functionals.
To proceed, we first derive the following lemma.
Lemma 5.3 (measurable selections of regular subgradient mappings)
Let v(·),w(·) be two measurable functions with values in Rn and Rm, respec-
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tively, and let ε(·), λ1(·), and λ2(·) be three strictly positive measurable func-
tions on T . Suppose that the pair (v(t),w(t)) is an ε(t)-minimizer of the nor-
mal integrand ϕt : R
n × Rm → R for a.e. t ∈ T . Then there exist measurable
functions (x , x ∗, y, y∗) such that for a.e. t ∈ T we have the conditions(
x
∗(t), y∗(t)
)
∈ ∂̂ϕt
(
x (t), y(t)
)
, ‖x (t)− v(t)‖ ≤ λ1(t), ‖y(t)− w(t)‖ ≤ λ2(t),
‖x ∗(t)‖ ≤ 2
ε(t)
λ1(t)
, ‖y∗(t)‖ ≤ 2
ε(t)
λ2(t)
,
∣∣ϕt(v(t),w(t))− ϕt(x (t), y(t))∣∣ ≤ ε(t).
Proof. Define the graph measurable multifunctionM : T → R2(n+m) as follows:
(x, x∗, y, y∗) ∈M(t) if and only if
(x∗, y∗) ∈ ∂̂ϕt(x, y),
‖x− v(t)‖ ≤ λ1(t), ‖y − w(t)‖ ≤ λ2(t),
‖x∗‖ ≤ 2
ε(t)
λ1(t)
, ‖y∗‖ ≤ 2
ε(t)
λ2(t)
,∣∣ϕt(v(t),w(t))− ϕt(x, y)∣∣ ≤ ε(t).
(21)
To show that M(t) 6= ∅ for a.e. t ∈ T , fix t ∈ T and consider the function
ψt(v, w) := ϕt(v, w) +
ε(t)
λ21(t)
‖v − v(t)‖2 +
ε(t)
λ22(t)
‖w − w(t)‖2.
It follows from the lower semicontinuity of ϕt(·, ·) and the lower growth con-
dition (9) that the function ψt attains its local minimum at some (xt, yt) ∈
R
n × Rm. Then it is easy to deduce from the structure of ψt that
‖xt − v(t)‖ ≤ λ1(t), ‖yt − w(t)‖ ≤ λ2(t),
∣∣ϕt(xt, yt)− ϕt(v(t),w(t))∣∣ ≤ ε(t).
Furthermore, by the Fermat rule and the aforementioned fuzzy sum rule for
the regular subdifferential in finite dimensions, we deduce the existence of
(x∗t , y
∗
t ) ∈ ∂̂ϕt(xt, yt) such that ‖x
∗
t ‖ ≤ 2ε(t)/λ1(t) and ‖y
∗
t ‖ ≤ 2ε(t)/λ2(t),
which implies that M(t) is nonempty for a.e. t ∈ T . Finally, using the mea-
surable selection result from Proposition 3.3 completes the proof. 
Now we are ready to establish the following sequential Leibniz rule with
corresponding measurable selections in L∞(T,Rn) and L1(T,Rn).
Theorem 5.4 (sequential Leibniz rule for expected-integral function-
als, II) Let (x¯, y¯) be a point satisfying assumption (17) and consider (x¯∗, y¯∗) ∈
∂̂Eϕ(x¯, y¯) be a regular subgradient of the expected-integral functional (8). Sup-
pose that there exist ρ̂ > 0 and an integrable function ν̂ : T → (0,∞) with
ϕt(u,w)− 〈y¯
∗(t), w − y¯(t)〉 ≥ −ν̂(t) as u ∈ Bρ̂(x¯), w ∈ R
m, t ∈ T. (22)
Then there exist sequences {xk} ⊂ Rn, {xk} ⊂ L
∞(T,Rn), {x ∗k } ⊂ L
1(T,Rn),
{yk} ∈ L
1(T,Rm), and {y∗k} ∈ L
∞(T,Rm) such that
(i)
(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂ϕt
(
xk(t), yk(t)
)
for a.e. t ∈ T and all k ∈ N.
20 Boris S. Mordukhovich, Pedro Pe´rez-Aros
(ii) ‖x¯− xk‖ → 0, ‖x¯− xk‖∞ → 0, and ‖y¯ − yk‖1 → 0 as k →∞.
(iii)
∥∥∥∫
T
x
∗
k (t)dµ− x¯
∗
∥∥∥→ 0 and ∫
T
‖x ∗k (t)‖ · ‖xk(t)− xk‖dµ→ 0 as k →∞.
(iv)
∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))∣∣dµ→ 0 as k →∞
(v) ‖y∗k − y¯
∗‖∞ → 0 as k →∞.
Proof. To simplify the calculations, assume without loss of generality that
y¯
∗ = 0 and that we have the condition
ϕ(t, v, w) ≥ 0 for all (t, v, w) ∈ T × Rn × Rm (23)
by considering the shifted function given by (with no relabeling)
ϕ̂(t, v, w) := ϕ(t, v, w) − 〈y¯∗(t), w − y¯(t)〉 + ν̂(t) + δBρ̂(x¯)(v).
We split the proof into four claims. Fix ε ∈ (0, 1) in what follows.
Claim 1: There exist x ∈ Rn and integrable functions x ∈ L2(T,Rn), x ∗ ∈
L2(T,Rn), y ∈ L1(T,Rm), and y∗k ∈ L
∞(T,Rm) satisfying the conditions
(a1) ‖x (t)− x¯‖ ≤ ε for a.e. t ∈ T .
(b1) µ(A) ≤ ε, where A :=
{
t ∈ T
∣∣ ‖x (t)− x‖ = ε}.
(c1)
(
x
∗(t), y∗(t)
)
∈ ∂̂ϕt
(
x (t), y(t)
)
for a.e. t ∈ Ac.
(d1) ‖x¯− x‖ ≤ ε, ‖y¯ − y‖1 ≤ ε, ‖y∗‖∞ ≤ ε.
(e1)
∥∥∥ ∫
T
x
∗(t)dµ − x¯∗
∥∥∥ ≤ ε and ‖x ∗‖2‖x − x‖2 ≤ ε2.
(f1)
∫
T
∣∣ϕt(x (t), y(t)) − ϕt(x¯, y¯(t))∣∣dµ ≤ ε.
(g1)
∫
A
ϕt
(
x¯, y¯(t)
)
dµ ≤ ε2,
∫
A
‖x∗(t)‖dµ ≤ 2ε.
To verify this claim, consider the function φ(t, u, w) := ϕ(t, u, w)+δBε(x¯)(u)
for which we clearly have (x¯∗, 0) ∈ ∂̂Eφ(x¯, y¯). Applying Theorem 5.2 to the
latter function gives us sequences of vectors xk ∈ Rn and measurable mappings
xk ∈ L
2(T,Rn), x ∗k ∈ L
2(T,Rn), yk ∈ L
1(T,Rm), and y∗k ∈ L
∞(T,Rm) with(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂φt
(
xk(t), yk(t)
)
for a.e. t ∈ T ;
‖x¯− xk‖ → 0,
∫
T
‖x¯− xk(t)‖
2dµ→ 0, and
∫
T
‖y¯(t)− yk(t)‖dµ→ 0;∥∥∥ ∫
T
x
∗
k (t)dµ− x¯
∗
∥∥∥→ 0, ‖y∗k‖∞ → 0, and |x ∗k ‖2‖xk − xk‖2 → 0;∫
T
∣∣φt(xk(t), yk(t))− φt(x¯, y¯(t))∣∣dµ→ 0 as k →∞.
In particular, we have (x ∗k (t), yk(t)) ∈ ∂̂ϕt(xk(t), y(t)) for the original integrand
ϕ whenever ‖xk(t) − x¯‖ < ε as k ∈ N. Defining further the measurable sets
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Ak :=
{
t ∈ T
∣∣ ‖xk(t) − x‖ = ε} ensures that µ(Ak) → 0 as k → ∞ by the
convergence of {xk} in L
2(T,Rn). Then for all k ∈ N sufficiently large we get
‖x¯− xk‖ ≤ ε,
∫
T
‖x¯− xk(t)‖
2dµ ≤ ε,
∫
T
‖y¯(t)− yk(t)‖dµ ≤ ε;∥∥∥ ∫
T
x
∗
k (t)dµ− x¯
∗
∥∥∥ ≤ ε, ‖y∗k‖∞ ≤ ε, ‖x ∗k ‖2‖xk − xk‖2 ≤ ε2;∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))|dµ ≤ ε;∫
Ak
ϕt
(
x¯, y¯(t)
)
dµ ≤ ε2.
Remembering now the construction of the sets Ak gives us the inequalities
ε2 ≥
∫
Ak
‖x ∗k (t)‖ · ‖xk − xk(t)‖dµ ≥
∫
Ak
‖x ∗k (t)‖
(
‖x¯− xk(t)‖ − ‖x¯− xk‖
)
dµ
≥
∫
Ak
‖x ∗k (t)‖
(
ε−
ε
2
)
dµ =
ε
2
∫
Ak
‖x ∗k (t)‖dµ.
Thus we arrive at the estimate∫
Ak
‖x∗k(t)‖dµ ≤ 2ε,
which implies in turn all the statements (a1)–(g1) of this claim by relabeling
A := Ak and
(
x (t), y(t), x ∗(t), y(t)
)
:=
(
xk(t), yk(t), x
∗
k (t), yk(t)
)
on T .
Claim 2:Defining ε(t) := ϕ(t, x¯, y¯(t)), there exist measurable functions (v , v∗,w ,w∗)
such that for a.e. t ∈ A we have
(a2)
(
v
∗(t),w∗(t)
)
∈ ∂̂ϕt
(
v(t),w(t)
)
.
(b2) ‖v(t)− x¯‖ ≤ ε and ‖w(t)− y¯(t)‖ ≤ ε(t)/ε.
(c2) ‖v∗(t)‖ ≤ 2ε(t)/ε and ‖w∗(t)‖ ≤ 2ε.
(d2)
∣∣ϕt(v(t),w(t))− ϕt(x¯, y¯(t))∣∣ ≤ ε(t).
Indeed, recalling that ϕt is nonnegative by (23) tells us that the point (x¯, y¯(t))
is an ε(t)-minimizer of the function ϕt. Denoting now λ1(t) := ε and λ2(t) :=
ε(t)/ε, we deduce all the claim statements (a2)–(d2) from Lemma 5.3.
Claim 3: Consider the measurable functions
x˜ (t) := x (t)1Ac(t) + v(t)1A, x˜
∗(t) := x ∗(t)1Ac(t) + v
∗(t)1A,
y˜(t) := y(t)1Ac(t) + w(t)1A, y˜
∗(t) := y∗(t)1Ac(t) + w
∗(t)1A .
Then x˜ ∈ L∞(T,Rn), x˜ ∗ ∈ L1(T,Rn), y˜ ∈ L1(T,Rm), y˜∗ ∈ L∞(T,Rm), and
(a3)
(
x˜
∗(t), y˜∗(t)
)
∈ ∂̂ϕt
(
x˜ (t), y˜(t)
)
for a.e. t ∈ T .
(b3) ‖x¯− x˜ ‖∞ ≤ ε and ‖y¯ − y˜‖1 ≤ 2ε.
(c3)
∫
T
∣∣ϕt(x˜ (t), y˜(t))− ϕt(x¯, y¯(t))∣∣dµ ≤ ε+ ε2.
(d3)
∥∥∥ ∫
T
x˜
∗(t)dµ − x¯∗
∥∥∥ ≤ 5ε and ∫
T
‖x˜ ∗(t)‖ · ‖x˜ (t)− x‖dµ ≤ 3ε2.
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(e3) ‖y˜∗‖∞ ≤ 2ε.
Indeed, it follows directly from the above constructions that (x˜ ∗(t), y˜∗(t)) ∈
∂̂ϕt(x˜ (t), y˜(t)) for a.e. t ∈ T , ‖x− x˜ (·)‖∞ ≤ ε, ‖y¯ − y˜‖1 ≤ 2ε, and∫
T
∣∣ϕt(x˜ (t), y˜(t))− ϕt(x¯, y¯(t))∣∣dµ ≤ ∫
Ac
∣∣ϕt(x (t), y(t)) − ϕt(x¯, y¯(t))∣∣dµ
+
∫
A
∣∣ϕt(v(t),w(t))− ϕt(x¯, y¯(t))∣∣dµ ≤ ε+ ε2,∫
T
‖x˜ ∗(t)‖dµ =
∫
Ac
‖x ∗(t)‖dµ+
∫
A
‖v∗(t)‖dµ ≤ µ(T )1/2‖x ∗(·)‖2 + 2ε.
This readily leads us to the following inequalities:∥∥∥∥∫
T
x˜
∗(t)dµ − x∗
∥∥∥∥ ≤ ∥∥∥∥∫
T
x
∗(t)dµ− x∗
∥∥∥∥+ ∫
A
‖v∗(t)‖dµ
+
∫
A
‖x ∗(t)‖dµ ≤ ε+ 2ε+ 2ε = 5ε,
∫
T
‖x˜ ∗(t)‖ · ‖x− x˜ (t)‖dµ ≤
∫
Ac
‖x ∗(t)‖ · ‖x− x (t)‖dµ
+
∫
A
‖v∗(t)‖ · ‖x− v(t)‖dµ
≤ε2 +
∫
A
‖v∗(t)‖ (‖x¯− x‖ + ‖x¯− v(t)‖) dµ
≤ε2 +
∫
A
(
ε(t)/ε
)
· (ε+ ε) dµ ≤ ε2 + 2ε2 = 3ε2.
Finally, we arrive at the norm estimates ‖y˜∗‖∞ ≤ max{‖y∗‖∞, ‖w∗‖∞} ≤ 2ε,
which justify condition (a3)–(e3) and thus end the verification of this claim.
Claim 4: Completing the proof of the theorem. To finalize the proof of asser-
tions (i)–(v), we unify the results of the above claims to construct the desired
sequences therein along an arbitrarily sequence εk ↓ 0 as k →∞. 
To conclude the paper, we present the following consequence of Theo-
rem 5.4 that provides a sequential calculus rule for every regular subgradient
of the extended-integral functional under a certain local growth condition.
Corollary 5.5 (stronger convergence under another growth condi-
tion) Consider the expected-integral functional Eϕ generated in (8) by a nor-
mal integrand ϕ : T×Rn×Rm → R, and let (x¯, y¯) be a point satisfying assump-
tion (17). In addition, suppose that there exist ν̂, κ̂ ∈ L1(T,R+), and M̂, r̂ > 0
such that for all (t, v, w) ∈ T × Br̂(x¯)× R
m we have
ϕt(v, w) ≥ −M̂‖w‖ − ν̂(t), and domϕt(v, ·) ⊂ κ̂(t)B,
Then for all (x¯∗, y¯∗) ∈ ∂̂Eϕ(x¯, y¯) there exist sequences {xk} ⊂ Rn, {xk} ⊂
L∞(T,Rn), {x ∗k } ⊂ L
1(T,Rn), {yk} ∈ L
1(T,Rm), {y∗k} ∈ L
∞(T,Rm) with:
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(i)
(
x
∗
k (t), y
∗
k (t)
)
∈ ∂̂ϕt
(
xk(t), yk(t)
)
for a.e. t ∈ T and all k ∈ N.
(ii) ‖x¯− xk‖ → 0, ‖x¯− xk‖∞ → 0, and ‖y¯ − yk‖1 → 0 as k →∞.
(iii)
∥∥∥∫
T
x
∗
k (t)dµ− x¯
∗
∥∥∥→ 0, ‖y∗k − y¯‖∞ → 0, and∫
T
‖x ∗k (t)‖ · ‖xk(t)− xk‖dµ→ 0 as k →∞.
(iv)
∫
T
∣∣ϕt(xk(t), yk(t))− ϕt(x¯, y¯(t))∣∣dµ→ 0 as k →∞
Proof. Using the imposed growth condition, we have that the estimate
inf
v∈Br̂(x¯), w∈Rm
{
ϕt(v, w) − 〈y¯
∗(t), w − y¯(t)〉
}
≥− ν(t), t ∈ T,
where ν(t) := M̂κ̂(t) + ν̂(t) + ‖y¯∗‖∞κ̂(t) + ‖y¯∗‖∞‖y¯‖1 is an integrable func-
tion. We see that ϕ satisfies both assumptions (17) and (22). Applying then
Theorem 5.4 gives us all the assertions (i)–(iv) of the corollary. 
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