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Abstract
Appropriate and defensible statistical frameworks are required in order to make
credible inferences about future climate based on projections derived from multiple
climate models.
It is shown that a two-way analysis of variance framework can be used to estimate
the response of the actual climate, if all the climate models in an ensemble simulate
the same response. The maximum likelihood estimate of the expected response
provides a set of weights for combining projections from multiple climate models.
Statistical F tests are used to show that the dierences between the climate response
of the North Atlantic storm track simulated by a large ensemble of climate models
cannot be distinguished from internal variability.
When climate models simulate dierent responses, the dierences between the re-
sponses represent an additional source of uncertainty. Projections simulated by
climate models that share common components cannot be considered independent.
Ensemble thinning is advocated in order to obtain a subset of climate models whose
outputs are judged to be exchangeable and can be modelled as a random sample. It
is shown that the agreement between models on the climate response in the North
Atlantic storm track is overestimated due to model dependence.
Correlations between the climate responses and historical climates simulated by cli-
mate models can be used to constrain projections of future climate. It is shown that
the estimate of any such emergent relationship will be biased, if internal variability
is large compared to the model uncertainty about the historical climate. A Bayesian
hierarchical framework is proposed that is able to separate model uncertainty from
internal variability, and to estimate emergent constraints without bias. Conditional
cross-validation is used to show that an apparent emergent relationship in the North
Atlantic storm track is not robust.
The uncertain relationship between an ensemble of climate models and the actual
climate can be represented by a random discrepancy. It is shown that identical
inferences are obtained whether the climate models are treated as predictors for the
actual climate or vice versa, provided that the discrepancy is assumed to be sym-
metric. Emergent relationships are reinterpreted as constraints on the discrepancy
between the expected response of the ensemble and the actual climate response,
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conditional on observations of the recent climate. A simple method is proposed for
estimating observation uncertainty from reanalysis data. It is estimated that natural
variability accounts for 30-45% of the spread in projections of the climate response
in the North Atlantic storm track.
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1. Introduction
Projections of future climate change are usually inferred from numerical simula-
tions made using complex computational climate models. These models attempt
to approximate the behaviour of the Earth system as a deterministic dynamical
system, represented by sets of discretised dierential equations. However, there are
many sources of uncertainty associated with projections of future climate. Statistical
frameworks are required in order to quantify our uncertainty probabilistically, based
on knowledge gained from climate models, observations, and our understanding of
the Earth system.
But what is climate? The operational denition is a time average of weather, the
most common being the 30-year average. However, if asked to describe the climate
of Exeter in June, in terms of temperature, we would not respond with the sample
mean temperature of early summer over the past 30 years, but with a range sum-
marising the average temperature likely to be experienced during June in any given
year. A denition that better reects how we experience climate would be that
climate is the probability distribution of weather (Stephenson et al., 2012; Rougier
and Goldstein, 2014). By that denition, weather is a measurable property of the
world, whereas climate can only be estimated using a statistical probability model.
Our knowledge of the weather over the last 30 years is limited by our ability to
observe it accurately and completely, this is observation uncertainty. However, our
knowledge of the statistics of the distribution of weather over the past 30 years,
i.e., the climate, is limited by sampling uncertainty and by our ability to dene an
appropriate probability model.
Uncertainty in climate projections is often broken down into three broad categories:
initial condition, boundary condition, and model uncertainty. Non-linear interac-
tions in complex dynamical systems, such as climate models, make them extremely
sensitive to initial conditions. We can never know the precise state of the whole
Earth system at any given time due to observation uncertainty. The slightest dif-
ference in initial conditions will result in the simulation of a very dierent sequence
of future weather, even when forced by the same boundary conditions. The uncer-
tainty about future climate due to initial condition uncertainty is often referred to
as unforced internal variability.
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Most global climate models include coupled atmosphere, ocean, sea ice and land
surface components. Therefore boundary condition uncertainty is primarily due
to human inuences on the Earth system, in particular, the emission of greenhouse
gases and changes to the land surface. However, future anthropogenic emissions and
activities will be determined by complex socio-economic and political factors that
cannot be predicted with certainty. This is usually referred to as forcing uncertainty,
since the impacts of specic changes to the Earth system are often quantied by
their eect on the balance of incoming and outgoing radiant energy. Fluctuations
in the solar cycle, volcanic eruptions, and other unpredictable natural phenomena
also contribute to uncertainty about future radiative forcing.
Model uncertainty reects the fact that there are many dierent ways of construct-
ing complex climate models. It is usually broken down into two parts. Structural
uncertainty refers to the choices made in the process of constructing a climate model.
Some physical processes may not be represented at all, if it is judged that their eect
is likely to be small, or the computational complexity of including them would be
too great. What type of grid is used to discretise the system, what horizontal and
vertical resolution the model is run at, whether a simplied version of the equations
of motion is implemented, and what numerical solvers are used can all aect the
model outputs. The second type of model uncertainty arises due to the fact that
many processes in the Earth system take place at scales that are smaller than the
limited resolution of the models are able to resolve, e.g., cloud formation. The eects
of these processes are instead incorporated by parameterising them, dependent on
the large scale variables that are resolved by the models. The uncertainty about the
best choice of parameters is referred to as parameter uncertainty.
The eect of internal variability can be quantied by repeatedly perturbing the ini-
tial conditions of a single climate model, for example, by starting the simulation
from a dierent day in the same month (e.g., Deser et al., 2012b). Forcing uncer-
tainty can be explored by running a single model with dierent scenarios of future
greenhouse gas concentrations. In practice, projections from multiple future scenar-
ios are rarely combined due to the diculty of attaching prior probabilities to each
scenario (Knutti et al., 2008). Parameter uncertainty can also be explored by per-
turbing the parameters of a single climate model, the resulting ensemble of outputs
is usually called a perturbed physics ensemble (e.g., Forest et al., 2002; Harris et al.,
2013; Knutti et al., 2006; Murphy et al., 2007; Sexton et al., 2012).
Parameter uncertainty, internal variability and forcing uncertainty can all be sam-
pled using a single climate model. However, sampling structural uncertainty requires
the consideration of multiple dierent models, i.e., a multi-model ensemble. Several
large multi-model ensemble experiments have been coordinated under the supervi-
sion of the World Climate Research Programme's Coupled Model Intercomparison
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Figure 1.1.: 30-year time averaged winter (December-January-February) cyclone fre-
quency in Exeter simulated by an ensemble of 24 climate models participating in the
fth coupled model intercomparison project. Each point represents one initial con-
dition run, circles represent runs of the historical experiment (1976-2005), triangles
and diamonds represent runs of the RCP4.5 and RCP8.5 future experiments (2070-
2099) respectively. The red dashed line represents the observed cyclone frequency
during the historical period, computed from the ERA-Interim reanalysis.
Project (CMIP). Each of the resulting databases contains multiple initial condition
runs of several prescribed forcing scenarios by many climate models. The latest
CMIP5 ensemble contains output from more than 40 climate models, submitted by
more than 20 modelling centres around the world. Outputs from the CMIP5 climate
change experiments are illustrated in Figure 1.1. Internal variability is represented
by the spread of outcomes of the initial conditions runs from a particular experi-
ment and model. Forcing uncertainty is represented by the dierences between the
outcomes of the two future experiments. Structural uncertainty is represented by
the dierences between the outputs of the dierent models.
A major problem is how to make inferences about future climate based on projections
from multiple climate models? Climate science is unusual in its treatment of multiple
models. Rather than treating them as incompatible and competing, each climate
model is treated as a plausible representation of the climate system (Parker, 2006).
This has resulted in two main paradigms for interpreting the relationship between
climate models and the system they attempt to represent (Knutti et al., 2010a).
The \truth plus error" paradigm assumes that the climates simulated by the models
are a random sample from a distribution that is centred on the climate of the Earth
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system. On the other hand, the \exchangeable" paradigm assumes that the climates
simulated by the models and actualised in the Earth system are sampled from the
same underlying distribution.
Neither of these interpretations is entirely satisfactory, for two main reasons. Cli-
mate models from dierent centres often share components, e.g., the same atmo-
spheric circulation or ocean circulation model. Therefore, it is dicult to interpret
the models as independent and a random sample. Also, climate models are funda-
mentally dierent from the system they represent. They are discretised approxima-
tions of the Earth system, and there are many processes present in the real system
that are not represented in any model. Consequently, it is likely that shared errors
may exist amongst the models. It is therefore dicult to imagine how the climate of
the Earth system could be drawn from the same distribution. These and other dif-
culties associated with the interpretation of climate projections from multi-model
ensembles, led the authors of a recent review to conclude that \quantitative meth-
ods to extract the relevant information and to synthesize it are urgently needed"
(Knutti et al., 2010b).
The fact that computer simulations of physical systems are only approximations of
the true systems means that even the best model we can conceive will never predict
the behaviour of the true system exactly. This has been termed model inadequacy
(Kennedy and O'Hagan, 2001). The uncertainty arising due to model inadequacy
can be represented like any other uncertainty as a random quantity, usually called
the model discrepancy (Craig et al., 2001). These concepts have previously been
applied to the analysis of uncertainty in climate projections from perturbed physics
ensembles (Sexton et al., 2012). However, the methodology has only recently been
extended to the idea of an \ensemble discrepancy", i.e., the discrepancy between
the climates simulated by an ensemble of models and the actual climate (Chandler,
2013; Rougier et al., 2013).
Despite the fact that each new generation of climate models is able to reproduce the
recent climate with increasing accuracy, the spread of projections for key variables
in the future has not decreased at the same rate (Knutti et al., 2008). This lack
of improvement is a barrier to the exploitation of projections of future climate at
regional and local scales. At smaller spatial scales, the eects of internal variability
and model inadequacy both increase (Hawkins and Sutton, 2009). The models are
unable to represent all of the small scale features of the Earth system and the
advantage of smoothing by averaging over a large area is lost.
At the global level, the climate response simulated by a particular climate model,
or combination of parameters in a model, is usually found to be independent of its
ability to simulate the recent climate (Knutti et al., 2010b). However, at the local
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level there are an increasing number of examples of \emergent constraints", i.e.,
relationships between the climate response and the recent climate simulated by a
model, that emerge \consistently [. . . ] from a wide range of detailed calculations
(in particular, in this case, GCMs) rather than because of any physically direct cal-
culation" (Ingram, 2010). Emergent relationships present promising opportunities
to constrain projections of future climate using observations of recent climate. In
a recent perspective, Collins et al. (2012) recommended that \that work is under-
taken on both the theoretical underpinning and numerical implementation of the
approach, so that it can be applied more widely".
1.1. Aims
The main objective of this thesis is the development of appropriate statistical frame-
works in order to make credible inferences about long term climate change based
on projections of future climate simulated by multiple climate models. Specic
objectives are to develop frameworks that are able to
 separate the eect of internal variability simulated by the climate models and
natural variability in the Earth system from other sources of uncertainty;
 reduce uncertainty about future climate change by exploiting emergent rela-
tionships to constrain future projections using observations of recent climate;
 account for the fact that projections from dierent climate models cannot be
considered independent;
 account for the fact that all climate models are imperfect approximations of
the Earth system.
In addition, there is a need to rigorously test such statistical frameworks, so that
the resulting inferences can be considered credible.
1.2. Structure of this thesis
In Chapter 2, the diculties associated with interpreting the outputs from ensem-
bles of multiple climate models are discussed in more detail. Existing approaches
to the problem of synthesising probabilistic projections of future climate change
from multi-model ensembles are then reviewed. The developments contained in this
thesis will be demonstrated by application to the estimation of possible changes in
the frequency of extra-tropical cyclones over the North Atlantic, Europe and the
Mediterranean basin. The chapter concludes with a brief discussion of how cyclone
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activity is analysed in climate model output, and how it is likely to respond to future
changes in climate.
In Chapter 3, the use of analysis of variance frameworks is explored for the analysis of
multi-model ensemble climate change experiments. The emphasis in this chapter is
on the contribution of internal variability to our uncertainty about the future climate
response. Hypothesis tests are derived for evidence of climate model agreement,
and of a non-zero climate response. We also address the question of whether or not
existing multi-model ensembles are large enough to reliably detect future climate
change. It is argued that a simple two-way analysis of variance framework can be
used to estimate the future response of the actual climate, if all the climate models
agree on the climate response.
In Chapter 4, the analysis of variance frameworks derived in Chapter 3 are extended
in order to quantify structural uncertainty in addition to internal variability, when
the models do not agree on the climate response. This allows the implementation of a
cross-validation approach, in order to check that the statistical framework provides a
good description of the variability present in the ensemble. The ensemble of climate
models is reinterpreted using the Bayesian concept of exchangeability. Using this
concept, the ensemble is systematically thinned in order to obtain a subset of the
models that can be treated as a random sample.
In Chapter 5, the Bayesian hierarchical framework developed in Chapter 4 is ex-
tended to include the estimation of emergent constraints. It is argued that emer-
gent constraints are properties of the dierences between the expected climates
simulated by the models, and do not apply to dierences due to internal variability.
It is shown that it is important to account for internal variability when estimating
emergent constraints, however. The cross-validation approach is also extended to
check the robustness of the estimated relationship.
In Chapter 6, the hierarchical framework developed in the previous chapters is ex-
tended to represent the uncertain relationship between the models and the Earth
system as a discrepancy between the expected climate of an ensemble of climate
models and the actual climate. Emergent relationships between the climate models
are reinterpreted as constraints on the ensemble discrepancy. A simple method for
estimating measurement error in the observations is proposed. The eects of both
measurement error and sampling uncertainty are accounted for when combining ob-
servations with model output in order to constrain future projections. Projections
of near surface temperature in the Arctic are compared with those from existing
statistical frameworks that incorporate emergent constraints.
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1.3. Original aspects of this thesis
It is common practice to include only one initial condition run from each climate
model in a multi-model ensemble. One of the key methodological advances presented
in this thesis is the inclusion of all available runs from each model. This allows
dierences between the preferred climates simulated by the models to be separated
from dierences due to unforced internal variability.
The distinction between model dierences and internal variability is shown to be
particularly important when estimating emergent constraints. To our knowledge,
the methodology developed in this thesis is the rst to allow for the eects of internal
variability on the estimation of an emergent constraint from a multi-model ensemble.
The framework developed here builds on existing methods for representing model
inadequacy. The methodology presented here is the rst to explicitly interpret emer-
gent relationships as constraints on the discrepancy between the climate responses
simulated by the models, and the actual climate response.
A simple method is proposed for the estimation of measurement error in the obser-
vations from multiple reanalysis datasets. This allows the eects of measurement
error and sampling uncertainty to be separated when combining climate model out-
put with observations in order to constrain future projections.
29
2. Background
This chapter outlines the background to the developments contained in this thesis.
It begins with a discussion of the issues associated with combining projections from
multiple climate models, before reviewing the existing approaches to the problem.
The methodology developed in the chapters that follow is illustrated by estimating
the response to climate change of the frequency of extra-tropical cyclones over the
North Atlantic and Europe. The response is estimated using the climate models
participating in the latest Coupled Model Intercomparison Project, CMIP5 (Taylor
et al., 2012). The current chapter concludes with a description of the CMIP5 en-
semble, and how extra-tropical cyclone activity is analysed in climate model output.
2.1. What is climate?
In the introduction, climate was dened as the probability distribution of weather.
The example of summer temperature in Exeter concerned only a single variable.
More generally, climate can be thought of as a complex multivariate spatio-temporal
process (Rougier and Goldstein, 2014). In this thesis, we restrict ourselves to the
univariate case, and consider only a single climate variable. This thesis is concerned
with long term climate projection, e.g., the climate at the end of 21st century. Long
term climate projections are usually made in terms of 30-year averages of weather.
However, if climate is the distribution of weather, then the distribution of 30-year
averages of weather during any given period is also well dened. It is the statistics of
this distribution, the distribution of 30-year averages of weather, that we aim to es-
timate. The expectation of this distribution will be of particular interest. Although
we are primarily concerned with 30-year averages, the methodologies discussed in
this chapter and developed in the chapters that follow may be applied to any time
average of weather.
Before continuing, it is helpful to dene some terminology. We loosely adopt the
operational denition, and use the term climate to refer to any 30-year average of
weather, either observed in the Earth system, or simulated by a climate model.
The expected value of the distribution of 30-year averages of weather in the Earth
system will be referred to as the actual climate. The equivalent quantity in a climate
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model will be referred to as the expected or preferred climate of the model, or simply
the climate of the model. The spread of the distribution of weather simulated by
a climate model was dened in the introduction as the internal variability of the
model. The spread of the distribution of the 30-year averages of weather in the
Earth system will be referred to as natural variability. A particular 30-year average
of weather in the Earth system, e.g., the average temperature in Exeter in June
between 1970 and 1999, we will call the climate that we experience, or occasionally
the actualisation of climate. A particular 30-year average of weather output from a
climate model will be usually be referred to as a run, or occasionally a realisation
of a climate model.
2.2. Interpreting multi-model ensembles
Multi-model ensembles are increasingly used by climate scientists to address the
issue of model uncertainty in projections of future climate (Collins et al., 2012).
Rather than viewing them as incompatible and competing, each climate model is
considered as a plausible representation of the climate system (Parker, 2006). How-
ever, there are a number of issues that complicate the process of trying to synthesise
projections from multiple climate models (Tebaldi and Knutti, 2007; Knutti et al.,
2010b; Stephenson et al., 2012). These issues are briey discussed below.
2.2.1. Ensemble design
In a perturbed physics ensemble (e.g., Collins et al., 2006a; Murphy et al., 2004;
Stainforth et al., 2005), the experiment design is usually clear. Prior probability
distributions for the input parameters are specied based on expert judgement.
Parameter combinations are sampled systematically from those distributions so that
the uncertainty about the inputs is properly represented. The climate model is run
with one or more sets of initial conditions for each combination of input parameters.
The outputs are then collated and used to form posterior distributions for the climate
variables of interest (Sexton et al., 2012). Structural uncertainty cannot be explored
since the experiment is limited to a single model, but the design is clear and easily
interpreted from a statistical perspective.
Unfortunately, no such clarity is possible for multi-model ensembles. Ideally we
would like to take the same approach as for perturbed physics ensembles - assign a
prior distribution over the models, then sample climate models from that distribu-
tion. While dening the parameter space of a single model may be possible, dening
a model space is problematic at best (Stainforth et al., 2007; Knutti et al., 2010b;
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Stephenson et al., 2012). Without a well dened space to sample from, we cannot
hope to design a systematic sample of climate models that fully explores the range
of our structural uncertainty about how to model the Earth system. There are also
good reasons to believe that the models we have do not represent a random sam-
ple, as we will see in the discussion that follows. Therefore, multi-model ensembles
are often referred to as \ensembles of opportunity" (Allen and Ingram, 2002). One
consequence of this convenience sampling is that the inter-model spread in the pro-
jections from multi-model ensembles has been found to depend strongly on which
models are included (Knutti et al., 2008). This may also be partly due to the small
number of models available.
These issues are exacerbated by the way in which multi-model ensembles are usually
formed. Each modelling group will submit one or more initial condition runs of a set
of prescribed forcing scenarios. No institute wants its model to be seen as performing
poorly, so the best known parameter settings will be used for each model. As a result,
the models included in the ensemble are a set of \best guesses", and are unlikely
to span the full range of either parameter or structural uncertainty (Tebaldi and
Knutti, 2007; Knutti et al., 2010b). The most prominent example of this is climate
sensitivity (the change in global mean temperature in response to a doubling of
atmospheric CO2). The CMIP3 models (Meehl et al., 2007) simulate a range of
climate sensitivity of approximately 2.0-4.5 K (Meehl and Coauthors, 2007, Box
10.2). Perturbing the parameters of a single model may yield much larger values
of climate sensitivity (Murphy et al., 2004; Stainforth et al., 2005). However, a
multi-model ensemble may still be more eective for local changes, or where the
response is dominated by processes that are less well understood and represented
very dierently in dierent climate models.
2.2.2. Model dependence
It was noted above that the models included in a multi-model ensemble are unlikely
to represent a random sample of our structural uncertainty about the climate system.
Although models may be developed by dierent scientists working in dierent centres
around the world, they may not be as dissimilar as might be hoped. At a practical
level, they share the same basic problem of trying to approximate a continuous
system by a discretised set of equations. Similar numerical methods are used to
solve those equations. The current state of the art in computing technology limits
the models to resolving similar horizontal and vertical resolutions (Stainforth et al.,
2007). At an intellectual level, the models are based on the same equations and the
same knowledge gathered from the same sources. Methods that perform well are
published, and then adopted and included in other models.
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Due to the cost and complexity of developing a fully coupled climate model, devel-
opers also share parameterisations or even entire components so that several models
may utilise the same atmosphere or ocean components. In the CMIP3 (Meehl et al.,
2007) and CMIP5 (Taylor et al., 2012) ensembles, several modelling centres sub-
mitted runs from multiple models. In practice, those dierent models might involve
swapping one ocean model for another, adding an atmospheric chemistry module, or
simply running the same model at a dierent resolution. Models that share compo-
nents will not contribute as much information about the range of possible structural
uncertainty as models constructed from unique components. In that sense, many of
the climate models included in a multi-model ensemble cannot be considered to be
independent of one another (Masson and Knutti, 2011).
In statistical terms, the outputs of the models are likely to be correlated with one
another. This has been demonstrated in a number of studies by comparing model
outputs to observations, and to each other (Jun et al., 2008; Knutti et al., 2010b).
Hierarchical cluster analysis has been used to show that the outputs of climate
models from the same centre, or which share components, are more similar than
those from models developed \independently" (Masson and Knutti, 2011; Knutti
et al., 2013). An attempt to estimate the eective number of models yielded an
approximate value of 7.5-9.0 models for the 24 model CMIP3 ensemble (Pennell
and Reichler, 2011). Unless the correlation between models is accounted for, any
probabilistic estimate of the climate response is likely to be overcondent.
Components or methods common to multiple climate models also admit the possi-
bility of shared errors or common biases. There is empirical evidence that there may
be biases common to all climate models (Annan and Hargreaves, 2010; Knutti et al.,
2010b). In addition to the issues outlined above, there are also processes that are
not included in any contemporary climate model. They are excluded either due to
lack of understanding, the belief that the eect of their inclusion would be small, or
because the computational burden of including them would be too great. However,
their exclusion represents a structural deciency common to all the models. The
eects of these missing processes are likely to manifest themselves as shared biases.
2.2.3. Model evaluation
Quantitative evaluation of climate model performance for century scale climate pro-
jection is a fundamentally dierent problem than evaluating numerical weather pre-
diction or seasonal climate prediction models. In weather forecasting, a constant
supply of paired forecasts and observations is available that can be used to assess
the predictive ability of a model. From a statistical perspective, uncertainty in
weather forecasting conforms to the frequentist point of view and can be quantied
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from a long series of repeated events. For century scale climate projection, no sim-
ilar predictive conrmation of the models is possible, so condence in projections
must come from other sources (Tebaldi and Knutti, 2007; Knutti et al., 2010b). In
the absence of repeated trials, condence in climate projections is necessarily based
on our beliefs about the models. Therefore probabilities associated with projections
of future climates have a subjective Bayesian interpretation (Weigel et al., 2010;
Stephenson et al., 2012). The problem of predictive conrmation cannot be solved
by simply waiting for data to become available. By the time data is available, the
models used to make the projections will long since have been retired (Smith, 2002).
In addition, long term climate projections are conditional on forcing scenarios that
are unlikely to accurately reect anthropogenic emissions of greenhouse gases over
the next century (Allen et al., 2013). So it would not be a fair comparison.
How then should we go about quantifying climate model performance? The obvious
answer is by their ability to reproduce aspects of the recent climate according to some
metric. There have been many attempts to dene metrics of model performance,
usually based on biases compared to one or more observed climate means or trends
(e.g., Lambert and Boer, 2001; Murphy et al., 2004; Gleckler et al., 2008; Reichler
and Kim, 2008). Unfortunately, no one model performs best for all variables or in
all regions (Lambert and Boer, 2001; Jun et al., 2008). This immediately raises the
question of which variables and processes are most important for assessing model
performance, and what properties of those elements (mean, trend, seasonal cycle,
etc.) should any combined metric be based on? It has been argued that since the
climate system is ultimately driven by incoming short-wave radiation from the sun,
then model performance in representing radiative uxes should be prioritised (Huber
et al., 2011). However, even restricting ourselves to considering one set of variables,
there are likely to be dependencies between those variables and their properties of
interest. So it is not even clear how performance measures should be combined.
Suppose that we could dene a metric that we were condent represented model
performance in reproducing recent climate, how then should we interpret such a
metric? If a model is unable to adequately reproduce recent climate, then we should
certainly question its ability to reliably simulate future climate (Oreskes et al., 1994).
However, the ability to reproduce recent climate, does not guarantee any skill in
simulating long term climate change. Projecting climate change is inherently an
extrapolation problem (Stainforth et al., 2007). We are trying to predict a state
never before seen in the instrumental record, although analogues may exist in the
paleoclimate record. Parameterisations that work well today may be inadequate in
a changed climate, and processes that are not currently represented well (or at all)
in the models may become important. Therefore, good performance in reproducing
recent climate (or recent climate change) is not necessarily a reliable indicator of
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performance for simulating future climate change.
2.2.4. Model tuning
The tuning of model parameters further complicates the process of climate model
evaluation. Due to the limited amount of data available, the same observations
against which the models are evaluated may already have been used in the tuning
process. The possibility then exists that a particular model may appear to per-
form well simply because it has already been tuned to reproduce a particular set of
observations.
The risk may not be so great as it seems, however. Due to the complexity of global
climate models, they are usually calibrated piecewise based on a mixture of perfor-
mance metrics and expert judgement (Knutti et al., 2010b). The number of runs
required to optimise performance over a large number of input parameters simulta-
neously would be prohibitive. The computational expense would be too great. In
practice, the empirical method is found to be quite eective when compared to the
results of a large perturbed physics ensembles, at least when combined performance
is measured over a number of variables (Sanderson et al., 2008).
Dierent combinations of parameter values may result in similar performance (Stain-
forth et al., 2005). Given the diculty in dening meaningful performance metrics,
it is conceivable that particular parameter combinations may result in apparently
good performance for the wrong reasons. If biases in one process are compensat-
ing for biases in another (e.g., Knutti et al., 2002), then the response to climate
change may be poorly simulated. Piecewise calibration means that such eects
may go unnoticed. Such dependencies should be discovered as part of any well de-
signed multi-parameter calibration scheme. However, expert judgement would still
be required to select a \best" combination until additional evidence or increased
understanding allowed the parameters to be constrained further.
2.2.5. Reasons to trust climate models
Given the problems outlined above, in particular the diculties in evaluating model
performance, why should we have condence in climate models? Knutti (2008a)
set out a number of subjective reasons for trust in climate models, which are briey
reviewed here. Most importantly, models are built on sound physical principles, e.g.,
the equations of motion, conservation of energy, momentum and mass. Models are
able to reproduce many aspects of recent climate reasonably well (Raisanen, 2007;
Randall et al., 2007; Gleckler et al., 2008) and performance in doing so has continued
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to improve with each new generation (Reichler and Kim, 2008). Climate models are
also able to reproduce large scale trends in recent climate (Barnett et al., 2005;
Hegerl et al., 2007; Knutti, 2008b). Although there is some possible discrepancy
with the hiatus in warming observed since the mid 1990s (Fyfe et al., 2013). Our
understanding of climate feedback processes is also increasing (Bony et al., 2006;
Soden and Held, 2006), which should help minimise the likelihood of compensating
biases in models. Paleoclimate data also provides a promising source of additional
data against which to evaluate models (Jansen et al., 2007). For the rst time,
the latest Coupled Model Intercomparison Project includes a set of coordinated
paleoclimate experiments (Taylor et al., 2012). This will allow model performance
to be compared under very dierent conditions to those in the recent observational
record. So despite the many diculties, there are also some important reasons for
condence in climate models.
2.3. Weighting climate models
While the prevailing view might be that all climate models are plausible representa-
tions of the climate system (Parker, 2006), it is natural to consider that some models
might be more plausible than others. When estimating future climate change, we
might wish to attach additional weight to projections from models that show better
performance. The simplest example of model weighting is that older models are
rarely included, if they lack developments considered mandatory in contemporary
models. Discarding a model completely is equivalent to assigning it zero weight.
There are two main problems associated with model weighting. As discussed earlier
in this chapter, it is dicult to dene a single metric of model performance. Also,
any metric that is dened is necessarily based on the ability of a model to reproduce
past climate. However, it has been shown that if the weights do not reect the true
ability of the model to respond to climate change, then the resulting projections are
likely to be less accurate than if equal weight was given to all the models (Weigel
et al., 2010).
Despite the associated diculties, a number of approaches to weighting projections
from climate models have been proposed. In seasonal climate forecasting it is com-
mon to regress time series of observations on time series of model outputs to obtain
an \optimal" set of model weights (e.g., Krishnamurti et al., 2000; Kharin and
Zwiers, 2002; DelSole, 2007; Pe~na and van den Dool, 2008). These methods have
also been adapted to long term climate change (e.g., Greene et al., 2006; Bishop
and Abramowitz, 2013). Other studies have weighted models based on their biases
compared to observations of recent climate (e.g., Giorgi and Mearns, 2002; Tebaldi
et al., 2005; Smith et al., 2009). The mean squared error compared to observa-
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Figure 2.1.: Winter (December-January-February) mean near surface (2m) air tem-
perature change in 2069-2099 under the RCP4.5 forcing scenario compared to 1975-
2005 temperature in the Bering Sea (179E,59N), simulated by an ensemble of 37
climate models participating in the fth coupled model inter-comparison project.
Each point represents the mean of all available initial condition runs by one model.
The solid black line represents the linear regression of the temperature change on the
historical temperature. The black dotted lines are a 95% prediction interval for the
response of a new model. The dashed red lines represent the mean historical tem-
perature and temperature response of the models. The dashed blue line represents
the observed historical temperature estimated from the ERA-Interim reanalysis, and
the response projected by linear regression.
tions of one or more variables has also been used (e.g., Connolley and Bracegirdle,
2007; Pierce et al., 2009; Reifen and Toumi, 2009). Some methods consider combi-
nations of application specic metrics (e.g., Waugh and Eyring, 2008; Christensen
et al., 2010). While others take widely varying approaches to pattern scaling (e.g.,
Shiogama et al., 2011; Watterson and Whetton, 2011).
If it could be demonstrated that model performance in simulating recent climate
was well correlated with performance in simulating the projected response to cli-
mate change, then performance based weighting might be justied. Until recently,
it was thought that such correlations were rare (Whetton et al., 2007; Jun et al.,
2008; Knutti et al., 2010b). At the global scale, that may be the case. However, at
local and regional scales there are an increasing number of examples of \emergent
constraints" on the climate response (e.g., Hall and Qu, 2006; Boe et al., 2009; Brace-
girdle and Stephenson, 2012). These present promising opportunities to constrain
projections of future climate, and are discussed in detail below.
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2.4. Emergent constraints
The term \emergent constraint" was rst used in climate science by Allen and
Ingram (2002) to describe \constraints relating past to future greenhouse warming
that seem to hold across all available climate models". More generally, an emergent
constraint might be dened as a relationship between the future climate change in
one variable, and the state of a related variable in the past, that is robust across
many climate models. For example, Bracegirdle and Stephenson (2012) found that
the near-surface (2m) temperature change simulated by climate models in the Arctic
is negatively correlated with the present day temperature simulated by the same
models (Figure 2.1). They used simple linear regression to estimate the relationship
between the model outputs, and then compared with recent observations of Arctic
temperature to obtain a constrained estimate of future warming.
Several other examples of emergent constraints have been identied in the Arctic
(Hall and Qu, 2006; Boe et al., 2009; Raisanen et al., 2010; Mahlstein and Knutti,
2011). The strength of the present day seasonal cycle in snow albedo feedback has
also been used to constrain the snow albedo feedback on future climate change (Hall
and Qu, 2006). Chemistry climate models simulating lower peak levels of strato-
spheric inorganic chlorine between 2000-2010 have been shown to simulate earlier
ozone hole recovery (Eyring et al., 2007; Karpechko et al., 2013). Emergent con-
straints have also been identied in the carbon cycle (Cox et al., 2013; Wenzel et al.,
2013). An extensive examination of radiative uxes simulated by climate models
has been used to constrain estimates of climate sensitivity (Huber et al., 2011).
Additional examples have shown relationships between simulation of stratospheric
ozone and Southern hemisphere tropospheric circulation (Son et al., 2010), regional
temperature and precipitation (Schaller et al., 2011), and present day relative hu-
midity and climate sensitivity (Fasullo and Trenberth, 2012). One study has also
linked the sensitivity of extreme values of tropical precipitation to monthly mean
temperature anomalies with their sensitivity to climate change (O'Gorman, 2012).
Several studies have found emergent constraints linked to the present day variability
of climate variables (Hall and Qu, 2006; Cox et al., 2013; O'Gorman, 2012). If a
model underestimates the strength of the response to seasonal or multi-annual forc-
ing, then it is also likely to underestimate the response to long term climate change,
since many of the same mechanisms will be involved on both time scales.
Ingram (2010) dened an emergent constraint as \something we believe because
we consistently get the same answer from a wide range of detailed calculations (in
particular, in this case, GCMs) rather than because of any physically direct calcu-
lation". However, the possibility remains that the relationship may be an artefact
due to some common deciency amongst the models, or the small number of models
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available. Climate scientists have been quick to address this issue. Plausible ex-
planations based on detailed understanding of climate processes have accompanied
most of the emergent relationships outlined above. For example, the Arctic tem-
perature constraint described by Bracegirdle and Stephenson (2012) was strongest
close to the sea ice edge, where it was linked to systematic biases in the simulation
of sea ice extent. There is still a danger inherent in such post-hoc interpretation,
however the reassurance is welcome.
2.5. Existing approaches to synthesising climate
projections from multi-model ensembles
We have reviewed the main problems associated with interpreting projections from
multi-model ensembles. With those issues in mind, we now go on to discuss ex-
isting approaches to synthesising projections from multi-model ensemble climate
change experiments. First we describe the most commonly used heuristic method
of combining projections from multiple models, the multi-model mean. Based on
the preceding discussion, several simple criteria are suggested against which the
credibility of the more formal methods can be judged. Tebaldi and Knutti (2007)
presented a chronological review of the methodologies proposed at the time. Here we
take a dierent approach and break down those methods, and several novel methods
proposed in the interim, into the following categories
1. Heuristic averages - the multi-model mean
2. \Truth plus error" methods
3. \Exchangeable" methods
4. Discrepancy methods
5. Ensemble regression
6. Constant relationship methods
Other classications are possible, but these help to distinguish the projection meth-
ods according to their underlying assumptions.
In order to facilitate comparison between the various approaches, the statistical
formulations will be given in a common notation where possible. Symbols Xm
and xm denote a random variable representing the output of climate model m and
a realisation of that model output, respectively. Unless otherwise stated, Xm is
assumed to represent the output from a single initial condition run. Similarly, Y
and y denote the climate of the Earth system, usually the actual climate, i.e., the
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expectation of the distribution of time averaged weather. Finally, Z and z represent
observations of the Earth system. Additional subscripts are used to denote the time
periods / forcing scenarios considered, H denotes the historical period, F denotes
a future scenario, and in some cases R is used to denote a response (the dierence
between a future and a historical scenario). Standard statistical notation is used for
variances which are denoted by 2, and precisions (the reciprocal of variance) which
are denoted by  .
2.5.1. Heuristic averages - multi-model mean
Estimates of the future climate change response from multi-model ensembles are
often based on a multi-model mean
XR =
1
M
MX
m=1
XRm
where XRm represents the climate response simulated by model m, and M is the
number of models (e.g., Collins et al., 2013; Meehl and Coauthors, 2007). There
is empirical evidence from seasonal climate forecasting that the multi-model mean,
will often outperform any single model on a range of measures of predictive ability
(Doblas-Reyes et al., 2003; Palmer et al., 2004; Hagedorn et al., 2005). It has also
been shown that the multi-model mean tends to outperform most individual models
in terms of their mean-squared-error in reproducing historical climate (Lambert and
Boer, 2001; Gleckler et al., 2008; Knutti et al., 2010b). This result has proved to
be robust across several generations of climate models (Reichler and Kim, 2008;
Flato et al., 2013). The multi-model mean may not outperform all single models
for every variable. However, it is found to perform consistently well when tested
over multiple variables, since no single model performs best for all variables, or in
all regions (Hagedorn et al., 2005).
2.5.2. What makes a credible representation of climate and
climate models?
Before reviewing more formal methods, it is useful to consider some simple criteria
against which the credibility of the proposed approaches can be judged. In Sec-
tion 2.2, it was argued that climate models could not be considered independent
due to shared components and parameterisations. There are also processes that are
not represented in any climate model and may result in biases or errors shared by
all models. Two empirical results are often cited as evidence that climate models
are not independent, and may contain shared errors. First, model biases relative
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to historical observations are often found to be correlated (Jun et al., 2008; Knutti
et al., 2010b). Second, the mean squared error of the multi-model mean relative
to historical observations does not converge to zero as more models are added to
the ensemble (Knutti et al., 2010b; Annan and Hargreaves, 2010). These empiri-
cal results suggest that in order to be considered credible, a statistical framework
for making inferences about the actual climate from an ensemble of climate models
should predict the following properties
cov (XHi   YH ; XHj   YH) 6= 0 (2.1a)
lim
M!1
E
 
XH   YH
2 6= 0 (2.1b)
where XHm is the historical climate of model m. We write YH for the actual climate,
or the climate that we experienced, rather than ZH for observations since measure-
ment error is usually assumed to be small. However, if the measurement error were
not negligible, then this might help explain both phenomenon.
The motivation for synthesising projections from ensembles of climate models is to
explore our structural uncertainty about how to model the climate system. There-
fore, we should expect our uncertainty about the climate response in the Earth
system YR to span the range of climate responses simulated by the models (Lopez
et al., 2006; Tebaldi and Sanso, 2009; Rougier et al., 2013), so that
var (YR)  var (XRm) (2.2)
These three simple criteria provide a useful reference as we review the various ap-
proaches that have been proposed for synthesising projections from ensembles of
climate models.
2.5.3. The \truth plus error" approach
In the third assessment report of the Intergovernmental Panel on Climate Change,
it was suggested that the climate or climate response simulated by model m could
be represented as
Xm = Y +Rm + "m (2.3)
where Rm is the departure of modelm from the actual climate Y due to model error,
and "m is the departure due to internal variability (Cubasch et al., 2001, Section
9.2). This representation has become known as the \truth plus error" interpretation
of climate and climate models (Knutti et al., 2010a). If the model errors Rm are
independent of one another, and likewise the departures due to internal variability ",
then the multi-model mean will converge to the actual climate Y in a large ensemble
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(Cubasch et al., 2001; Tebaldi and Knutti, 2007; Knutti et al., 2010b)
X ! Y as M !1
Therefore, most of the projections presented in the third assessment report, and
each subsequent report, have been based on the means of multi-model ensembles
(Houghton et al., 2001; Solomon et al., 2007; Stocker et al., 2013).
Reliability ensemble averaging
Giorgi and Mearns (2002) proposed a method of weighting projections from multiple
models called \reliability ensemble averaging" based on two performance measures.
They suggested that climate models that simulate small biases compared to obser-
vations of recent climate, and that simulate a climate response that agrees with the
consensus of the other models, should be seen as more reliable. These two measures
were referred to as \bias" and \convergence" criteria, respectively. Model projec-
tions were combined as a weighted average to give an estimate of the actual climate
response
yR =
1P
mwm
MX
m=1
wmxRm (2.4)
where yR is the actual climate resopnse and xRm is the climate response simulated
by climate model m. The weights wm are dened so that only a model that performs
well on both the bias and convergence criteria will receive a large weight
wm =
(

jxHm   zH j
a 

jxRm   yRj
b) 1ab
(2.5)
where xHm is the historical (recent) climate simulated by model m, and zH is the
observed climate. The rst component of the weights depends on the model bias
xHm   zH , while the second component measures the convergence xRm   yR of the
model response to the estimated response. The constants a and b allow the relative
importance of the two criteria to be adjusted. Only one initial condition run is
included from each model, so the model departures will also include a contribution
due to internal variability. The parameter  is an estimate of the internal variability,
and ensures that models are not discounted unless their bias and deviation from
the consensus are large compared to the unforced variability. Since the consensus
is dened relative to the weighted estimate yR, an iterative procedure is required to
t the model weights. Nychka and Tebaldi (2003) later showed that the weighted
estimate of the climate response given by Equations 2.4 and 2.5, is equivalent to
the median of the model responses xRm, weighted only by their bias from the ob-
servations. If the model responses are distributed symmetrically about the actual
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climate response, then the median is a more robust estimate of the actual climate
response (Nychka and Tebaldi, 2003).
A probabilistic interpretation of reliability ensemble averaging
The reliability ensemble averaging estimate is a heuristic estimate with no formal
distributional assumptions, therefore it only provides a point estimate. A proba-
bilistic interpretation of the reliability ensemble averaging approach was developed
by Tebaldi et al. (2004, 2005). The basic structure of the framework they proposed
is
ZH = YH +WH (2.6a)
XHm = YH +RHm (2.6b)
XFm = YF +RFm (2.6c)
whereXFm represents the future climate simulated by modelm, and YH is the actual
historical climate. The response of the actual climate is estimated by YR = YF  YH
The term WH represents the departure of the observed climate ZH from the actual
climate due to natural variability. The model departures RHm and RFm include
contributions from both model uncertainty and internal variability, since only one
initial condition run is included from each model. The departures were assumed to
be independent (between models) but not identically distributed
RHm  N
 
0 ;  1m

(2.7a)
RFm  N
 
RHm ; (m)
 1 (2.7b)
The model specic precisions m represent the tendency of each model to deviate
from the actual climate. The parameter  allows for the possibility that the models
will tend to deviate more strongly from the actual climate in the future. The future
departure of each model RFm is conditioned on its historical departure RHm. The
parameter  controls the strength of the correlation. Note that if  6= 0 or 1, then
the response XFm XHm simulated by model m will be correlated with its historical
climate, i.e.,  represents an emergent constraint. This is an interesting choice since
such relationships were thought to be rare at the time (Giorgi and Mearns, 2002).
The framework proposed by Tebaldi et al. (2005) was formulated from a Bayesian
perspective. Prior probability distributions were specied for all of the unknown
parameters. Gamma priors were specied for the model specic precisions m. The
Normal-Gamma mixture formulation is equivalent to assuming that the model de-
partures RHm and RFm are t distributed (Gelman et al., 2014). The heavy tails
of the t distribution make it a common choice for making estimates robust against
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outlying data points, similar to reliability ensemble averaging (Nychka and Tebaldi,
2003). In fact, the expected values of the posterior distributions of the actual his-
torical and future climate, YH and YF , can be written as weighted averages similar
to Equation 2.4, but weighted by the model specic precisions m (Tebaldi et al.,
2005). The posterior expectations of the precisions m (conditional on the other
parameters) are given by (Tebaldi et al., 2005, Equation 12)
E (m j : : :) = a+ 1
b+ 1
2

(xHm   yH)2 +  [xFm   yF    (xHm   yH)]2
	 (2.8)
where a and b are prior constants, chosen to be small compared to the other terms
so that their inuence on the posterior is minimised. When  = 1, equivalent to the
response of model m being independent of its historical climate, these are essentially
the reliability ensemble averaging weights in Equation 2.5 (Tebaldi et al., 2005).
In the original formulation, identical but separate priors were specied for each of the
model specic precisions m, i.e., they were assumed to be systematically dierent
for each model. Instead, Smith et al. (2009) modelled the m as arising from a
common distribution whose parameters were also estimated. This has the eect of
constraining the weights to be more similar to each other, reducing the tendency for
a small number of models to dominate the projections (Tebaldi and Knutti, 2007). A
cross-validation step was also introduced in order to check the statistical assumptions
(Smith et al., 2009). The nal innovation proposed by Smith et al. (2009) was the
extension to simultaneous estimation over a set of predened geographical regions.
The model specic precisions will better reect the true performance of each model
in this formulation, since they are evaluated over multiple projections (Tebaldi and
Knutti, 2007).
Modelling the spatial structure of the climate response
Furrer et al. (2007b,a) took a dierent approach and proposed a joint framework
for the climate response at all grid points. They did this by splitting the response
simulated by each model into a large scale signal, and small scale noise process over
space
XRm = Xm + "m (2.9)
where XRm is the vector made up of the climate response simulated by model m
at each grid point. The design matrix X is a matrix of spatial basis functions,
and m is a vector of regression coecients associated with model m. Together
these represent the large scale climate change signal simulated by model m. The
vector "m represents the small scale noise in the simulated climate response, due
to local eects, internal variability etc.. The noise was modelled as a zero mean
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random process with a covariance structure that depended only on the great circle
distance between two grid points. Observations of the recent climate z are included
in the design matrix X in order to partially constrain the large scale structure of
the response to reect the spatial distribution of the historical climate.
The crucial assumption is that the regression coecients m, while dierent for each
model, are treated as random quantities that are assumed to arise from a common
multivariate normal distribution, the expected value of which corresponds to the
actual climate
m
iid MVN (Y ; ) (2.10)
where Y is the expected value of the regression coecients and  is a covari-
ance matrix. So Equation 2.9 can be rewritten in the \truth plus error" form of
Equation 2.3 by letting Y = XY and
Rm = X (m   Y ) iid MVN
 
0 ; XXT

(2.11)
Since the model departures Rm are assumed to be identically distributed, all models
are treated equally in this framework.
Generalising the \truth plus error" approach
Unfortunately none of the approaches outlined above satisfy our simple credibility
criteria. For the framework proposed by Tebaldi et al. (2005) we have
cov (XHi   YH ; XHj   YH) = 0
E
 
XH   YH
2
=
1
M2
MX
m=1
var (RHm)
so the biases are expected to be uncorrelated and the mean squared error of the
multi-model mean are expected to converge to zero as the ensemble size increases.
Furrer et al. (2007b) only specify assumptions about the climate response, how-
ever the same formulation could be easily applied to the historical climate. But
since it has the same basic \truth plus error" form of Equation 2.3 and the model
departures Rm are assumed to be independent with mean zero, the conclusion is
the same. Further, by treating the actual climate (or climate response) Y as the
central tendency of a sample of independent climate models, the estimated uncer-
tainty for Y will tend to be inversely proportional to the number of models, i.e.,
var (YR)  var (XRm) (Lopez et al., 2006; Tebaldi and Knutti, 2007; Knutti et al.,
2010b).
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Tebaldi and Sanso (2009) address several of these issues in a further extension of
the methodology developed by Tebaldi et al. (2005) and Smith et al. (2009). For a
single variable, the basic structure of the proposed framework is
Z = Y +W (2.12a)
Xm = Y +B +Rm + "m (2.12b)
where Xm, Y and Z are vectors of random variables representing time series of the
climate simulated by model m, the actual climate and the observed climate respec-
tively. Once again, W represents departures due to natural variability. A piecewise
linear trend over time is specied for the actual climate Y (not shown). The models
are all assumed to simulate the same (correct) trend. The climate response YR is
estimated by the mean dierence in climate Y between two time periods. The model
departures Rm are now assumed to be independent and identically distributed with
mean zero and common variance var (Rm), so no model weighting takes place in this
framework. The model departures are assumed to be constant over time. The vector
"m represents the departures of model m due to internal variability. For each model,
"m is modelled as mean zero but with a unique variance var ("m), representing the
magnitude of the internal variability as simulated by model m. The new term B
represents any bias common to all the models. Like the Rm, it is also assumed to be
constant over time, but has no parameters associated with it. Due to the inclusion
of B, the multi-model mean will not converge to the actual climate as the ensemble
size increases
E
 
X   Y 2 = B2 + 1
M
var (Rm) +
1
M2
MX
m=1
var ("m)
although the individual model biases are still uncorrelated in this formulation, since
B is treated as constant. The authors acknowledge that the posterior distribution
of the climate response derived from Y will not span the full range of responses
simulated by the models. They suggest that the posterior predictive distribution
of a new model Xm will better represent the uncertainty about the response of
the actual climate (Tebaldi and Sanso, 2009). While this would span the range of
responses simulated by the models, it is an ad-hoc interpretation and would benet
from additional statistical formalism.
2.5.4. The \exchangeable" paradigm
Some of the earliest studies to derive probabilistic projections from an ensemble
of climate models used the empirical distribution dened by the model outputs to
estimate the probabilities of events of interest (e.g., Raisanen and Palmer, 2001).
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Figure 2.2.: The empirical cumulative distribution function of the change in global
mean temperature in 2070-2099 compared to 1970-1999 under the RCP4.5 forcing
scenario, computed from an ensemble consisting of one run from each of 37 climate
models participating in the fth coupled model inter-comparison project. Each
point represents the climate response simulated by one model. The dashed red
lines indicate the estimated probability of the change in global mean temperature
exceeding 2.0K or 2.5K.
For instance, the probability of the global mean temperature change in a particular
future scenario exceeding 2K would be estimated by the proportion of models simu-
lating a response above that threshold (Figure 2.2). This was the approach adopted
by Giorgi and Mearns (2003), except the model outcomes were weighted using the
weights dened by reliability ensemble averaging (Giorgi and Mearns, 2002) so that
Pr (YR  yR) =
PM
m=1wm I (XRm  yR)PM
m=1wm
(2.13)
where the wm are the weights and I is the indicator function that takes the value 1
when its argument is true, and 0 otherwise. If the model weights are all equal, then
this reduces to the basic method of Raisanen and Palmer (2001). The underlying
assumption is that the either the actual climate, or the climate response that we will
experience, is drawn from the distribution dened by the responses of the models,
and so the model spread quanties our uncertainty about the actual response. This
is quite dierent from the \truth plus error" approach, where the models are assumed
to be centred on the actual climate response. Instead, the actual response may lie
anywhere within the range of responses simulated by the models.
Interest in this applying this approach to climate projection was revived sometime
later by Annan and Hargreaves (2010, 2011) who suggested the assumption that
the actual climate is \exchangeable" with, or \statistically indistinguishable" from,
the climates simulated by the models, i.e., drawn from the same distribution (the
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Bayesian concept of exchangeability is discussed in more detail Chapter 4). They
argued that this approach addressed a number of the issues with the \truth plus
error" interpretation.
var (Y ) = var (Xm)
E
 
X   Y 2 = 1
M
var (Xm) + var (Y ) =
1
M
var (Xm) + var (Xm)
cov (Xi   Y;Xj   Y ) = var (Y ) = var (Xm)
Since the actual climate Y is assumed to be drawn from the same distribution as the
climates simulated by the models Xm, it has the same variance. So our uncertainty
about the climate response of the Earth system will span the range of responses
simulated by the models. The mean squared error of the multi-model mean is
limited by that same variance, and the model biases are expected to be correlated.
So the \exchangeable" paradigm satises all three of our simple criteria for a credible
representation of the relationship between the ensemble and the Earth system.
2.5.5. Discrepancy methods
The idea of a discrepancy between the climate simulated by a model and the actual
climate has previously been included in the analysis of perturbed physics ensembles
(Murphy et al., 2007; Sexton et al., 2012). However, until recently model discrepancy
has been neglected in the analysis of multi-model ensembles. Rougier et al. (2013)
proposed the following framework incorporating a discrepancy between an ensemble
of models and the actual climate
Z = Y +W (2.14a)
Y = M(X) + U (2.14b)
Xm = M(X) +Rm 8 m = 1; : : : ;M (2.14c)
The framework is specied in a general form applicable to the historical climate,
future climate, or climate response. As before, W represents the departures of the
observations from the actual climate. The M (X) component represents the model
consensus, eectively the ensemble mean. The climates simulated by the models Xm
are represented as the consensus M (X), plus independent and identically distributed
mean zero model departures Rm. So all models are treated equally and no model
weighting takes place. The actual climate Y is represented by the model consensus
M (X), plus an independent mean zero \ensemble discrepancy" U . The specication
is completed by stipulating that the discrepancy U is independent of the model
departures Rm.
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Rougier et al. (2013) suggest interpreting M (X) as a representative model, i.e., rep-
resentative of the climate models, not of the actual climate. With that interpretation
in mind, the \ensemble discrepancy" U has a clear interpretation. It represents the
eects of shared dierences between the models and the actual climate, e.g., the
eects of insucient resolution, and missing processes etc. The associated variance
var (U) quanties how well the model consensus represents the actual climate. This
framework clearly satises two of our simple credibility criteria, since the model
biases are expected to be correlated
cov (Xi   Y ; Xj   Y ) = var (U)
E
 
X   Y 2 = var (U) +M 1 var (Rm)
and the mean squared error of the multi-model mean is limited by our the uncertainty
due to the discrepancy var (U). Rougier et al. (2013) note that the \exchangeable"
approach is a special case of Equation 2.14 where var (U) = var (Rm) . They argue
that, due to common deciencies in the models, we would expect the models to
be \more like the ensemble mean than the system is like the ensemble mean", i.e.,
var (U)  var (Rm). Therefore, our third credibility criterion is also satised since
var (Y ) = var (M (X)) + var (U)
A similar argument has been used to justify the spread of a multi-model ensem-
ble var (Rm) as a lower bound on the uncertainty associated with the discrepancy
between a perturbed physics ensemble and the actual climate (Sexton et al., 2012).
A subtly dierent framework was proposed by Chandler (2013)
Z = Y +W (2.15a)
Xm = Y +B +Rm + "m 8 m = 1; : : : ;M (2.15b)
the common components all have the same interpretations as in the framework of
Rougier et al. (2013) above. Once again, the framework is specied in a general
form applicable to the historical climate, future climate or climate response. The
two frameworks are more easily compared by rewriting Equation 2.15 in terms of the
model consensus or representative model (Rougier et al., 2013). Let M (X) = Y +B,
then
Z = Y +W (2.16a)
M (X) = Y +B (2.16b)
Xm = M(X) +Rm + "m 8 m = 1; : : : ;M (2.16c)
The B term is described as a \shared discrepancy". It is assumed to be a mean
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zero random quantity with associated variance var (B), similar to the \ensemble
discrepancy" U of Rougier et al. (2013). The model departures Rm are assumed
to be independent and identically distributed with mean zero by default1. The "m
term represents departures due to internal variability and is assumed to have mean
zero with model specic variance.
The original formulation of Chandler (2013) in Equation 2.15 is identical to that of
Tebaldi and Sanso (2009) in Section 2.5.3. The key dierence is that Chandler (2013)
interprets B as a random discrepancy rather than a xed bias. This representation
satises the rst two of our simple credibility criteria since
cov (Xi   Y ; Xj   Y ) = var (B)
E
 
X   Y 2 = var (B) + 1
M
var (Rm) +
1
M2
MX
m=1
var ("m)
so the mean-squared-error of the multi-model mean is limited by the variance of the
discrepancy var (B). The precision with which we can know the actual climate Y is
also limited by var (B) (Equation 2.16b). Our uncertainty about the actual climate
Y (given only information from the models) will span the range of climates simu-
lated by the models provided that var (B)  var (Rm), as argued above. Therefore,
our third criteria and the intuition of Tebaldi and Sanso (2009) are both satised.
Rougier et al. (2013) note that the generalised \truth plus error" framework pro-
posed by Tebaldi and Sanso (2009) can be considered a special case of the framework
proposed by Chandler (2013).
2.5.6. Ensemble regression
In Section 2.4, we introduced the concept of an \emergent constraint" - a physical
constraint in the climate system that manifests as a correlation between the pro-
jected responses and the historical climates simulated by an ensemble of climate
models. Most studies of emergent constraints have assumed a linear relationship
between the future climate or the climate response and the historical climate (e.g.,
Hall and Qu, 2006; Boe et al., 2009; Cox et al., 2013). This approach was formalised
by Bracegirdle and Stephenson (2012) under the name \ensemble regression", so
that
xRm =  +  (xHm   xH) +Rm (2.17)
where xRm and xHm represent the climate response and historical climate simulated
by model m, and xH is the multi-model mean historical climate of the models. The
1Chandler (2013) notes that var (Rm) quanties \the propensity for the [. . . ] simulator to deviate
from the simulator consensus" and that \the use of simulator specic covariance matrices [. . . ]
provides some exibility to accommodate outlying simulators".
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intercept parameter  represents the expected response of the ensemble, and the
slope parameter  characterises the emergent constraint. The departures Rm are
assumed to be independent and identically distributed mean zero normal random
variables. Bracegirdle and Stephenson (2012) estimate xRm and xHm by the mean of
all available initial condition runs from model m. This reduces the impact of initial
condition uncertainty. Therefore, the variance var (Rm) is primarily a measure of
model uncertainty.
The actual climate response yR is estimated by substituting observations z for the
modelled historical climate xHm on the right hand side of Equation 2.17, as illus-
trated in Figure 2.1. Bracegirdle and Stephenson (2012) estimate the uncertainty
about yr as the uncertainty associated with the response of a new model, given
knowledge of its historical climate
var (yR) = var

^ + ^ (z   xH) +Rm

= var (Rm)
 
1 +
1
M
+
(z   xH)2PM
m=1 (xHm   xH)2
!
(2.18)
where ^ and ^ are the maximum likelihood estimates of the parameters. As the
ensemble size increases, the uncertainty about the actual climate response yR is
limited by var (Rm). Therefore, the third of our simple credibility criteria is satised.
Note that var (Rm) quanties the conditional uncertainty about the response of a
model, given its historical climate. This is smaller than the full spread of the model
responses, as illustrated by the prediction internal in Figure 2.1. So our uncertainty
about the actual climate response is reduced by ensemble regression. Since no
probabilistic description is specied for the historical climates of the models xHm, we
cannot say anything about our other two criteria. The basic methodology proposed
by Bracegirdle and Stephenson (2012) has since been extended to the relationship
between the climate response of one variable, and the historical state of several
predictor variables using multiple linear regression Karpechko et al. (2013).
A similar methodology to ensemble regression was proposed by Raisanen et al.
(2010), except that instead of regressing directly on the model climates and climate
responses, they regress on the dierences between all possible combinations of model
climates and responses
xRi   xRj = 0 + 0 (xHi   xHj) + ij (2.19)
Bracegirdle and Stephenson (2012) point out that the two methods are closely re-
lated. The dierence between the climate responses of two models in ensemble
regression (Equation 2.17) is
xRi   xRj =  (xHi   xHj) +Ri  Rj
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which is equivalent to Equation 2.19 with 0 = 0. However, the formulation in
terms of model dierences cannot directly be used for projection in the same way
that ensemble regression can. Instead, Raisanen et al. (2010) estimate the actual
climate response using a heuristic average of the model responses xRm, weighted by
the historical biases of the models compared to the observations. This complicates
the interpretation of the projection and its associated uncertainty, which must be
estimated by cross validation.
An alternative method analysing emergent relationships has been proposed using
maximum covariance analysis to identify spatial patterns of correlation between the
models' responses and their historical states (Abe et al., 2011). Projections based
on observations are possible, but additional assumptions are required to obtain
estimates of the associated uncertainties.
2.5.7. Constant relationship methods
The family of methods described in this section originated in seasonal climate fore-
casting and have subsequently been adapted for the estimation of long term climate
change. The underlying methodology was rst proposed by Krishnamurti et al.
(1999, 2000) who suggested treating the model outputs xm as predictors for the
actual climate y in order to obtain a set of \optimal" weights for the individual
models by multiple linear regression
y = 10 +X + " (2.20)
where y = (y1; : : : ; yN)
T is a vector of N observations, and  = (1; : : : M)
T is a
vector of M regression coecients. The design matrix X = (x1; : : : ;xM) is com-
posed of vectors of retrospective forecasts of the observations y, where xm is the
vector of forecasts from model m. The departures " = ("1; : : : ; "N)
T arise due to
a combination of observation error, internal variability and model error. Standar-
dising the forecasts xm by removing the mean bias from each model will reduce
the contribution due to model error. The intercept term 0 can be neglected if the
forecasts have been standardised (DelSole, 2007).
The assumption when used for projection is that each model maintains a constant
relationship with the actual climate through the regression coecients. However,
Kharin and Zwiers (2002) found that multi-model regression tends to be overcon-
dent when applied to new data, due to the relatively small number of observations
that are usually available to estimate the regression coecients. Yun et al. (2003)
addressed this problem by performing the regression on only the rst dimension sug-
gested by a principle component analysis of the model forecasts. Pe~na and van den
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Dool (2008) used the related technique of ridge-regression (Hoerl and Kennard,
1970). Ridge-regression and the various simpler regression estimates proposed by
Kharin and Zwiers (2002) can all be viewed from a Bayesian perspective as restric-
tions on the prior distributions of the regression coecients  (DelSole, 2007).
All of the developments described above were based on applications to seasonal cli-
mate forecasting. However, multi-model regression methods have also been applied
to long term climate change. The key dierence is that when tting the regres-
sion coecients , the design matrix X is made up of simulations of the historical
climate, rather than retrospective forecasts. The number of observations available
for tting is still small, however. Bishop and Abramowitz (2013) used constrained
regression, similar to the ridge regression variants described by Pe~na and van den
Dool (2008). While Greene et al. (2006) took a Bayesian approach similar to DelSole
(2007).
Our simple credibility criteria can be evaluated by reference to properties of con-
strained multiple linear regression. Greene et al. (2006) assume that the regression
coecients  arise from a multivariate normal distribution. The o-diagonal ele-
ments of the associated covariance matrix represent correlations between the models,
so our rst criteria is satised. In unconstrained linear regression the sum of squared
errors compared to the observations used for tting yH will always decrease as the
number of predictors (models) increases. However, the multi-model mean is equiv-
alent to constrained regression where m  1 8 m. We have already seen that the
mean squared error of the multi-model mean will only converge to zero if there is no
shared bias or discrepancy between the models and the actual climate. So our second
criteria is partially satised. The predictive uncertainty for the future climate yF
(and hence the climate response) is limited by var ("), similar to ensemble regression
in Equation 2.18. However, var (") itself has the sample variance of the observations
used for tting yH as its upper limit. So our third criteria is not guaranteed since
there is no reason that we should expect var (yH)  var (xRm).
Similar approaches are also used to make projections of future climate based on de-
tection and attribution methods (Allen et al., 2000; Stott and Kettleborough, 2002;
Stott et al., 2006a,b; Stott and Forest, 2007). In those studies, the design matrix X
in Equation 2.20 is composed of response patterns (\ngerprints") to dierent com-
binations of radiative forcing (greenhouse gases etc.) simulated by a single climate
model. The regression coecients  represent the contribution of each pattern of
forcing to the observed climate change. Projection by this method assumes that the
contribution of each pattern of forcing remains constant in the future, i.e., main-
tains a constant relationship with the actual climate response (Kettleborough et al.,
2007). Fingerprints computed from a future forcing scenario are then substituted
into X to obtain projections yF .
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2.5.8. Mixed methods
The expected value of the actual climate response YR in the \truth plus error" ap-
proach can be written as a weighted combination of the model responses (Tebaldi
et al., 2005). In this respect, the \truth plus error" and \constant relationship" ap-
proaches are not dissimilar. Buser et al. (2009) proposed a framework that combined
elements of both approaches
ZH = YH +WH (2.21a)
ZR = YR +WR (2.21b)
XHm = YH +RHm + "Hm (2.21c)
XRm = YR +RRm + "Rm (2.21d)
where ZH and ZR are the observed climate and yet to be observed climate response,
the expected values of which are YH and YR. The departures WH and WR are
assumed to be due to natural variability. The model climates XHm and climate
responses XRm are modelled as the actual climate Y , plus a departure due to model
error Rm, plus a departure due to internal variability "m. This is clearly a \truth
plus error" framework and strongly resembles the methods proposed by Tebaldi
et al. (2005) and Tebaldi and Sanso (2009). However, Tebaldi et al. (2005) assumed
that the response of model m was correlated with its historical climate XHm, i.e.,
an emergent relationship. Instead, Buser et al. (2009) assume that the response of
model m is proportional to the response of the actual climate YR
E (RRm) = (m   1)YR where var ("Hm) = 2m var (WH)
so model m will tend to over (under) estimate the climate response by an amount
that is proportional to its over (under) estimation of the internal variability, i.e., if
the temperature of warm (cool) years in model m tend to be too warm (cool) by
a factor of m and the climate warms (cools), then model m will simulate a mean
response that is also too warm (cool) by a factor of m. So this could also be classed
as a constant relationship framework. Never the less, it fails to satisfy any of our
simple credibility criteria for the same reasons as all the other \truth plus error"
frameworks described in Section 2.5.3.
2.5.9. Discussion
Other methods of combining projections from multiple climate models are possible
(e.g., Min and Hense (2006) used Bayesian Model Averaging (Hoeting et al., 1999)),
but the approaches summarised in the preceding sections are the most common.
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Although widely used at shorter time scales, constant relationship methods are rarely
applied to century scale climate projection. Stott and Forest (2007) found that
the assumption of constant relative contributions by dierent forcing components
inherent in was unlikely to hold over long time scales. A similar argument can
also be made regarding the multi-model regression frameworks proposed by Greene
et al. (2006) and Bishop and Abramowitz (2013). As the balance between dierent
processes alters in a changed climate, it is unlikely that models which may represent
those processes very dierently will maintain a constant relationship with the actual
climate. Buser et al. (2009) compared the constant relationship assumption with a
constant bias assumption similar to Tebaldi and Sanso (2009) and concluded that
\the \constant bias" assumption is the more natural assumption in longer-term
climate change studies".
The frameworks based on reliability ensemble averaging (Giorgi and Mearns, 2002)
have been criticised for their use of a \convergence" criteria (Lopez et al., 2006).
Given the possibility of shared errors due to processes missing from or poorly repre-
sented by all models, it may be unwise to attach additional weight to models simply
because they agree with each other. However, Tebaldi and Knutti (2007) point out
that it is implicit in the common practice of excluding models whose responses are
extreme compared to the rest of the ensemble.
The \exchangeable" approach is attractive for its simplicity. However, it is likely to
be an oversimplication of the true situation. In Section 2.2, it was argued that the
models that make up a multi-model ensemble cannot be considered independent,
and are really a sample of \best guesses" calibrated to the recent climate. As a
result, they are unlikely to sample the full range of structural uncertainty about
the future climate response. Therefore, an \exchangeable" approach is likely to
underestimate that uncertainty. However, Sanderson and Knutti (2012) argue that
unless the response is constrained by the observations, then even an ensemble of
\best guesses" will diverge and sample a much larger range of uncertainty in the
future.
Provided that the underlying physical processes are understood, emergent relation-
ships provide important opportunities to constrain projections of future climate
change using observations of recent climate. However, by estimating the uncer-
tainty associated with the actual climate response by the uncertainty about the
response of a new model, Bracegirdle and Stephenson (2012) implicitly assume that
the actual climate will dier from the models in the same way that the models dier
from each other, i.e., they are sampled from the same population or \exchangeable".
We have argued above that this assumption may be too strong.
The frameworks proposed by Chandler (2013) and Rougier et al. (2013) generalise
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the \truth plus error" and \exchangeable" approaches, respectively. Both include
a discrepancy term that explicitly captures the idea that the climate models are
fundamentally dierent from the actual climate, and both satisfy all of our simple
credibility criteria. Of the existing methods for synthesising projections from multi-
model ensembles, these two seem the most promising. Neither incorporates all the
features we might wish to see, however. Rougier et al. (2013) do not explicitly
account for internal variability in the climates simulated by the models, and neither
framework incorporates the ability to constrain future projections using emergent
relationships. Further, none of the frameworks discussed in this section attempts to
separate the eects of sampling uncertainty and measurement error.
2.6. The CMIP5 multi-model ensemble
The methodology developed in subsequent chapters will be illustrated by applica-
tion to climate variables simulated by the ensemble of models participating in the
fth phase of the Coupled Model Intercomparison Project, CMIP5 (Taylor et al.,
2012). The ensemble includes simulations from more than 40 models, submitted
by more than 20 modelling centres around the world. The models included in the
comparison are all atmosphere-ocean general circulation models (AOGCMs). Gen-
eral circulation models represent the equations of motion on a sphere. Coupled
atmosphere-ocean models include both atmosphere and ocean components, and the
interactions between them. Most modern AOGCMs also include interactive land
surface and sea-ice components. CMIP5 is the rst CMIP in which some of the
models also include interactive carbon cycle components. These models are known
as Earth System Models (ESMs).
The experiments included in CMIP5 are designed to address key knowledge gaps,
and to provide \a framework for coordinated climate change experimentation [. . . ]
over the next several years" (Taylor et al., 2012). The outputs from CMIP5 form the
basis for most of the assessment contained in the Fifth Assessment Report (AR5)
of the Intergovernmental Panel on Climate Change (IPCC) (Stocker et al., 2013).
A mixture of long-term (century time scale), and near-term (10-30 year) climate
change experiments are included. The focus of this thesis is on long-term climate
change. Four future scenarios are included in the suite of experiments dened for
CMIP5. These scenarios are known as \representative concentration pathways"
(RCPs) (Moss et al., 2010). They are identied by the expected increase in radiative
forcing (Wm 2) at the year 2100, according to the integrated assessment model
that generated the scenario, e.g., RCP4.5 is expected to produce an increase in
radiative forcing of 4:5Wm 2 by 2100. The four chosen scenarios were selected
to span the range of scenarios of radiative forcing and greenhouse gas emissions
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Figure 2.3.: Winter (December-January-February) extra-tropical cyclone track den-
sity in the North Atlantic storm track computed from ERA-Interim reanalysis data
using Hodges' TRACK algorithm. The track density is the mean number of cyclones
passing within 5 of a grid point each month.
considered plausible at the time (Moss et al., 2010).
A separate set of experiments were dened for the Earth System Models based
on the same scenarios, but forced by observed or prescribed emissions rather than
concentrations of greenhouse gases. Interactive representations of the carbon cycle
enable Earth System Models to compute the concentrations based on the emissions.
This enables additional assessment of poorly understood feedback mechanisms in
the carbon cycle. Outputs from these additional experiments are not included in
any of the analysis included in this thesis.
Due to the associated computational expense, modelling centres are not required to
perform every experiment included in the CMIP5 design. A set of core experiments
were dened, including at least one initial condition run each of a historical scenario,
the RCP4.5 midrange mitigation scenario, and the RCP8.5 high emissions scenario
(Taylor et al., 2012). The historical scenario is forced by observed concentrations
of greenhouse gases over the twentieth century, but the atmosphere and ocean etc.
are not initialised from observed states. Therefore, the historical scenario should
be expected to reproduce the climate of the twentieth century (the distribution of
weather), but not individual events (e.g., a particular warm summer) due to the
internal variability in the models and natural variability in the Earth system.
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2.7. Extra-tropical cyclone frequency in the
North Atlantic
The main data set that will be analysed in the chapters that follow, concerns the fre-
quency of extra-tropical cyclones over the North Atlantic, Europe, and the Mediter-
ranean (Figure 2.3). Extra-tropical cyclones are primarily of interest due to the
potential for large societal impacts. The precipitation associated with cyclones has
an important role in maintaining the water supply of Europe and the Mediterranean.
If the amount of precipitation supplied by extra-tropical cyclones were to be reduced
due to climate change, then this could have serious consequences for water supplies
in vulnerable regions. Cyclones are also associated with a range of hazards, includ-
ing high winds and ooding. If cyclone activity increases, then the storm damage
and widespread ooding that aected large parts of the UK between December 2013
and February 2014 (Slingo et al., 2014) may become more frequent. The other rea-
son for studying extra-tropical cyclones is that CMIP5 (Taylor et al., 2012) is the
rst large, coordinated multi-model ensemble to specically include high frequency
output so that individual cyclones can be identied and tracked through their life
cycles.
Extra-tropical cyclones are mobile low pressure systems occurring in the mid-latitudes.
They tend to organise themselves into loosely dened storm tracks spanning the
North Atlantic, North Pacic, and Southern oceans. More localised storm tracks
also exist in the Mediterranean and over Mongolia and Northern China. Storm
tracks exist on the boundaries between the warm tropical air masses, and the cold
polar air masses. It is from the strong temperature gradients that exist in the
mid-latitudes that extra-tropical cyclones draw their energy (Charney, 1947; Eady,
1949). The storm tracks are most active in winter when the meridional temper-
ature contrast between the tropics and the poles is strongest. On the east coast
of the United States, the temperature gradients are further enhanced by the con-
trast between the cold land and the warm waters of the Gulf stream. This leads to
an intense region of cyclogenesis over the ocean between Cape Hatteras and Cape
Cod (Hoskins and Hodges, 2002). The North Atlantic storm track is sometimes
described as having a main branch towards Iceland and Norway, and a secondary
zonal branch towards Central Europe (Blender et al., 1997). The UK sits between
the two branches. However, it is more strongly eected by the main branch since
the strongest winds and precipitation tend to occur to the south-east of the center
of the cyclone (Bengtsson et al., 2009).
It is this dependence on temperature gradients that make it dicult to predict
how cyclone activity may be aected by climate change. In the lower troposphere,
the equator-to-pole temperature gradient is projected to decrease, due to enhanced
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warming in the Arctic (Collins et al., 2013). This may lead to a corresponding de-
crease in the frequency or intensity of extra-tropical cyclones. On the other hand, the
temperature gradient in the upper troposphere is likely to be enhanced by climate
change, due to the maxima in warming in the tropics (Collins et al., 2013, Figure
12.12). This in turn may increase the energy available to extra-tropical cyclones.
A third factor is the energy derived from the latent heat released by precipitation
within the cyclones. A warmer climate means more water vapour available for pre-
cipitation (Boucher et al., 2013). This may also act to increase the frequency or
intensity of extra-tropical cyclones. The balance between these competing factors is
dicult to predict from theoretical arguments. Therefore, projections of cyclone ac-
tivity derived from general circulation models are necessary to assess future changes.
As noted above, CMIP5 is the rst large multi-model ensemble to include the high
frequency (6 hourly) output required to identify individual cyclones. Previously, it
was common to compute the variance of the 2-6 day bandpass ltered daily mean sea
level pressure for each grid box. Filtering the data removes low frequency variations
due to seasonal forcing, as well as residual high frequency variations due to the
diurnal cycle (Blackmon, 1976). The remaining signal should represent variations
caused by transient weather systems, i.e., cyclones. However, this simple method
will capture variations due to both high and low pressure systems, as well as features
that are not of interest such as heat lows. If high frequency data are available, then
individual cyclones can be identied, and tracked through their life cycles. A variety
of objective (automated) tracking methods have been proposed. Most are based on
identifying minima in mean sea level pressure (e.g., Murray and Simmonds, 1991)
or maxima in the relative vorticity (a measure of the spin of a uid) either at sea
level or some higher level in the troposphere (e.g., Hodges, 1999). This introduces
an additional source of uncertainty, since dierent tracking methods may identify
dierent features. Recent comparisons based on historical data have shown that the
majority of tracking methods are consistent in their ability to identify and track
strong cyclones (Neu et al., 2013). They are less consistent for weak systems, due
to dierences in the criteria used to dene a cyclone (Neu et al., 2013). Additional
comparisons using climate model output have shown that the climate change signal
is also robust to the tracking method used (Ulbrich et al., 2013).
As discussed earlier, good performance in reproducing historical climate is a nec-
essary (but not sucient) requirement for condence in future projections (Knutti
et al., 2010b; Stephenson et al., 2012). The authors of the IPCC fth assessment
report (AR5) concluded that \models are able to capture the general characteristics
of storm tracks and extra-tropical cyclones" (Flato et al., 2013). High resolution
climate models have even been shown to capture the internal structure cyclones
(Bengtsson et al., 2009; Catto et al., 2010). However, one problem in particular has
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persisted in climate models for several generations. Konig et al. (1993) found the
North Atlantic winter storm track in the ECHAM2 model to be too active in the
zonal branch and not active enough in the main branch. This nding was repeated in
11 out of 13 models participating in the AMIP1 comparison with too many cyclones
passing over the UK and Central Europe (Lambert et al., 2002). This problem
persists in some of the CMIP5 models (Zappa et al., 2013a; Chang et al., 2012).
Comparing the variance statistics for the mean sea level pressure shows that the
CMIP5 models are generally less biased in the North Atlantic storm track compared
to the previous generation of models included in CMIP3 (Zappa et al., 2013a). The
CMIP5 models also tend to underestimate the intensity of extra-tropical cyclones
in the North Atlantic during the winter season (Chang et al., 2012; Colle et al.,
2013). There is a general tendency to simulate too many weak cyclones and not
enough strong cyclones (Zappa et al., 2013a). So while model performance in sim-
ulating extra-tropical cyclones is improving, projections should still be interpreted
with caution.
Studies of climate change in the storm tracks consistently project a poleward shift of
several degrees in the Southern hemisphere by the end of the next century (Bengts-
son et al., 2006; Gastineau and Soden, 2009; Chang et al., 2012). Applying a simple
tracking algorithm to the daily data from the CMIP3 models suggested an over-
all decrease in the number of extra-tropical cyclones in the Northern Hemisphere
(Lambert and Fyfe, 2006). Studies of individual models showed decreases in cyclone
frequency in the Mediterranean and on the southern ank of the North Atlantic
storm track, accompanied by increases over the UK and Ireland (Geng and Sugi,
2003; Bengtsson et al., 2006). This led the authors of the IPCC fourth assessment
report (AR4) to conclude that models project \a poleward shift of storm tracks
in both hemispheres by several degrees of latitude" (Meehl and Coauthors, 2007).
However, further analysis of the CMIP3 models and the newer CMIP5 models led
to the conclusion that \it is unlikely that the response of the North Atlantic storm
track is a simple poleward shift" in the IPCC fth assessment report (Christensen
et al., 2013). Instead, Zappa et al. (2013b) describe the pattern of projected change
as \tri-polar", with decreasing cyclone frequency on both the northern and southern
anks of the North Atlantic storm track and in the Mediterranean, and increasing
activity over UK, Ireland, Denmark and southern Norway. The decrease on the
northern ank of the North Atlantic storm track was also evident in the earlier sin-
gle model studies (Geng and Sugi, 2003; Bengtsson et al., 2006). However, it seems
to have been ignored due to the simpler poleward shifts projected in the Southern
Hemisphere and North Pacic storm tracks. Similar tri-polar patterns have been
noted in other single model studies, so the projection seems to be robust (Pinto
et al., 2007; McDonald, 2011; Ulbrich et al., 2013).
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Most studies also predict a similar pattern of increasing frequency when only strong
cyclones are considered, except in the Mediterranean where no decrease in the num-
ber of strong cyclones is projected (Geng and Sugi, 2003; McDonald, 2011; Mizuta,
2012; Zappa et al., 2013b). Only Bengtsson et al. (2006) found evidence of a decrease
in the number of intense cyclones in the Mediterranean. Elsewhere, the magnitude
of the changes are smaller than for all cyclones, suggesting that changes in cyclone
frequency will be dominated by weak systems that probably wouldn't be classied
as storms. The term cyclone is used to describe any cyclonic circulation system,
where as storm is sometimes reserved for systems leading to strong winds or heavy
rain at the surface. There is no widely agreed denition for either a cyclone or
a storm, and this can lead to dierences between tracking methods and between
studies, particularly in regions where cyclones usually begin or end their life cycles.
Several studies have suggested the potential for emergent constraints on extra-
tropical cyclone activity. The climate change response of the North Atlantic storm
track has been linked to changes in the meridional overturning circulation in the
ocean Woollings et al. (2012). Climate models that simulate strong overturning in
the historical scenario tend to simulate a larger reduction in overturning in the fu-
ture Gregory et al. (2005). The emergent relationship on the overturning circulation
could be used to constrain the response of the storm track. It has also been shown
that the climate response in the storm track is indeed correlated with the change
in equator-to-pole temperature gradients at both low and high levels of the atmo-
sphere, as argued above (Harvey et al., 2013). A number of emergent constraints
have been found on polar near surface temperature (e.g., Hall and Qu, 2006; Boe
et al., 2009; Bracegirdle and Stephenson, 2012). So, it may be possible to constrain
the climate response of the storm tracks using the relationship between historical
and future polar temperatures. Chang et al. (2012, 2013) actually found evidence in
both the CMIP3 and CMIP5 ensembles that climate models with more active storm
tracks in the historical scenario tend to simulate stronger decreases in activity in
future scenarios in the Northern hemisphere. Therefore, it may be possible to con-
strain projections of cyclone frequency directly from the historical cyclone activity
simulated by the models.
2.8. Summary
This chapter has reviewed the issues associated with interpreting the outputs of
ensembles of multiple climate models, and the various methodologies that have been
proposed for synthesising projections. Of the statistical frameworks proposed to
date, only two satisfy all three of the simple credibility criteria identied from the
literature. Many confound dierences between climate models with departures due
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to internal variability. Some fail to account for uncertainty in observations of recent
climate when combining model output with observational data. Only a few methods
explicitly account for possible correlations between the climate responses simulated
the models and their historical climates. In this thesis, we construct and derive
checking procedures for a probabilistic description of the outputs of an ensemble of
climate models that includes all these features. In the rst instance we focus on
quantifying uncertainty due to internal variability. The framework is then extended
to quantify structural uncertainty due to dierences between models, and later to
include the estimation of emergent relationships. In the nal chapter, the ensemble
is linked to the actual climate via an ensemble discrepancy similar to that suggested
by Rougier et al. (2013) and Chandler (2013). The developments in each chapter are
illustrated by application to the estimation of the climate change response of cyclone
frequency in the North Atlantic, using an extended version of the data analysed by
Zappa et al. (2013b) and Sansom et al. (2013).
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3.1. Introduction
The goal of this thesis is to make credible inferences about the future climate of the
Earth system based on the outputs of an ensemble of climate models. The emphasis
in the early chapters is on formulating and checking a probabilistic description of
the outputs of an ensemble of climate models. The relationship between the climate
models and the Earth system is considered in the context of the paradigms discussed
in Chapter 2, but not dened explicitly. The relationship between the models and
the Earth system is considered in detail in Chapter 6.
Yip et al. (2011) showed how a simple ANOVA framework could be used to quantify
the relative contributions of model uncertainty, scenario uncertainty, and internal
variability in climate projections. However, ANOVA frameworks can be used to
estimate parameters in statistical frameworks as well as relative uncertainties. Sim-
ple ANOVA frameworks have been used to analyse projections from ensembles of
regional as well as global climate models (Ferro, 2004; Hingray et al., 2007). Other
studies have used the basic ANOVA methodology as the basis for more complex
frameworks (Sain et al., 2011; Kang and Cressie, 2013).
In this chapter, a hierarchy of ANOVA frameworks is introduced that can be used
to analyse multi-model ensembles of climate simulations. The ANOVA frameworks
make explicit one simple set of assumptions that lead naturally to the usual \one
model, one vote" estimate of the actual climate response. Standard theory permits
the construction of condence intervals for the true value of the expected climate
response of the ensemble. However, it is argued that reporting such intervals based
on the \one model, one vote" estimate as representative of the actual climate re-
sponse would be misleading. If the contribution from model uncertainty is small,
i.e., the models agree on the climate response, then an alternative weighted average
is derived for which interval estimates may be reported with condence. Hypothesis
tests are derived for evidence of model agreement and non-zero climate response.
Using these tests, it is shown that the CMIP5 models are actually in good agreement
on the climate response in the North Atlantic storm track. Power analysis of the
test for non-zero climate response is used to address the question of whether the
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CMIP5 ensemble is large enough to reliably detect future climate change.
3.2. The multi-model mean
Any long term climate projection is conditional on the forcing scenario that is used
to generate it. The focus of this thesis is on combining information from multiple
models. Therefore, all analysis will be restricted to ensembles containing only one
historical (H) and one future (F ) scenario, i.e., s 2 fH;Fg where s denotes the
scenario. Let Xsmr be a random variable representing a climate statistic (e.g., a 30-
year average) from initial condition run r of scenario s simulated by climate model
m. Some studies estimate the expected climate response of a model m using the
dierence between only one run from each scenario (e.g., Tebaldi et al., 2005; Collins
et al., 2013). The output of individual runs will dier from the expected climate of
the model due to unforced internal variability. Alternatively, the expected response
of model m (e.g., Bracegirdle and Stephenson, 2012; Meehl and Coauthors, 2007,
Figure 10.5) may be estimated by
xFm:   xHm:
where xsm: is the mean over all runs of scenario s from model m
xsm: =
1
Nsm
NsmX
r=1
xsmr
and Nsm is the number of runs of scenario s from model m. The weak law of large
numbers guarantees that xsm: will converge to the expected climate of model m in
scenario s, regardless of the distribution of Xsmr.
Whether we adopt a \truth plus error" or an \exchangeable" view of the relationship
between the climate models and the Earth system, the mean climate response of an
ensemble of climate models is a sensible estimate of the actual climate response. In
the \truth plus error" approach, the expected response of the ensemble is assumed
to be equal to the actual climate response. In the \exchangeable" paradigm, the
expected response of the ensemble is the expectation of the distribution from which
both the model responses and the actual response are drawn. The sample mean of
the mean responses simulated by the models is a natural estimate of the expected
response of the ensemble. A general multi-model mean estimate of the expected
climate response is given by
1
wF:
MX
m=1
wFmxFm:   1
wH:
MX
m=1
wHmxHm: (3.1)
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where M is the number of models in the ensemble and wsm is a weight applied to
the mean of model m in scenario s, and
w:s =
MX
m=1
wsm
is the sum of the model weights in scenario s. The most commonly used estimate
of the future climate response is the equally weighted multi-model mean or \one
model, one vote" estimate
1
M
MX
m=1
(xFm:   xHm:) (3.2)
equivalent to
wHm = wFm = 1 8 m = 1; 2; : : : ;M (3.3)
By assigning each model equal weight, this estimate treats each model as an equally
valid representation of the climate system.
Although simple and easy to compute, ad hoc multi-model means have a number of
problems. Unless the model weights reect the true predictive performance of the
models, then the projections are likely to be less accurate than if the equal weight
were given to all models (Weigel et al., 2010). Therefore, we will not attempt to
derive performance based model weights. Even when the equally weighted multi-
model mean is reported, the underlying assumptions behind the estimate are often
not made clear, and therefore cannot be checked. No measure of the uncertainty
associated with the estimate is usually provided, and so condence intervals cannot
be constructed for the climate response. Further, as an arithmetic mean, the esti-
mate may be strongly inuenced by models or runs that are outlying compared to
the rest of the ensemble.
3.3. ANOVA frameworks
In Sansom et al. (2013), a family of ANOVA frameworks was introduced for the
analysis of multi-model ensemble climate change experiments. This section describes
the structure of those frameworks, and the interpretation of the various parameters.
3.3.1. A two-way ANOVA framework with interactions
In Appendix A.1, the \one model, one vote" estimate (Equation 3.2) of the cli-
mate response is shown to be equivalent to the maximum likelihood estimate ^F of
the expected climate response of an ensemble of climate models from the following
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ANOVA framework
xsmr = + m + s + sm + "smr
"smr
iid N  0; 2 (3.4)
subject to the constraints that
PM
m=1 m = 0, H = 0, Hm = 0 8 m = 1; : : : ;M
and
PM
m=1 Fm = 0. The main eects  and F represent the expected historical
climate and climate response of the ensemble respectively. The m terms represent
the departure of the expected historical climate of model m from the expected
historical climate of the ensemble (). The interaction terms Fm represent the
departure of the expected climate response of model m from the expected climate
response of the ensemble (F ). The constraints on the m and Fm terms ensure
that the historical climates and climate responses of the the individual models are
centred on the expected historical climate and climate response of the ensemble. The
random component "smr represents internal variability and is assumed to be normally
distributed. Internal variability in this context is unforced natural variability in the
system, sampled by starting each run with slightly dierent initial conditions.
A total of P = 2M parameters (excluding the variance 2) must be estimated in
order to t the framework described by Equation 3.4. One parameter is estimated
for the expected historical climate () and one for the expected climate response
(F ). However, there are only 2M group means in the data, one for each model-
scenario pair. In order to make all the model specic eects identiable, the m
and Fm terms are constrained to be centred on  and F respectively. Therefore,
only M   1 of each must be estimated. This leaves N::   2M degrees of freedom to
estimate the internal variability (2), where N:: =
P
m
P
sNsm. In a small ensemble,
the remaining degrees of freedom may be small and so the precision of the estimates
will be low. If only one run is available from each model for each scenario, then
N:: = 2M and it is not possible to estimate the internal variability.
Additional assumptions are required in order to justify the estimated response of
the ensemble ^F as an estimate of the actual climate response. In the \truth plus
error" approach, the expected historical climate and future climate response of the
models  and F are assumed to coincide with the actual historical climate and
climate response. However, there is empirical evidence that shared errors may exist
so that the models are not centred on the actual climate (Knutti et al., 2010b). A
less restrictive assumption is that the models are centred on some ensemble mean,
which may not coincide with the actual climate, i.e., there is a discrepancy between
the expected climate of the models and the actual climate (Chandler, 2013; Rougier
et al., 2013). If we are only interested in the climate response, then we might be
willing to assume that any discrepancy between the expected climate of the models
and the actual climate is constant over time, i.e, there is no discrepancy between
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the expected response of the models F and the actual climate response. This
assumption may still be optimistic (Christensen et al., 2008; Buser et al., 2009),
however it is more justiable than the assumption of no discrepancy at all.
The interaction terms Fm complicate the interpretation of the ensemble expected
climate response (F ). If the models all simulate dierent responses, then it is
hard to know how the actual climate will respond. The model specic terms m
and Fm represent model dierences that give rise to additional uncertainty in the
historical climate and climate response. The relative contributions of these sources
of uncertainty to the total variability in the ensemble are quantied in Section 3.5.
However, only the uncertainty due to internal variability is quantied absolutely,
by the parameter 2. The structural uncertainty in the climate response has been
modelled out by the Fm terms. Reporting a condence interval for the true value
of F based on the framework of Equation 3.4 would neglect the contribution from
structural uncertainty and therefore be overcondent.
3.3.2. A simpler two-way ANOVA framework
If the models all simulate the same climate response (i.e., Fm = 0 8 m = 1; : : : ;M),
then estimating the Fm terms in Equation 3.4 is unnecessary. Estimating a system-
atic component where none exists introduces additional variance into the framework.
In that case, a simpler two-way ANOVA framework should provide more precise es-
timates
xsmr = + m + s + "smr
"smr
iid N  0; 2 (3.5)
with the constraints that
PM
m=1 m = 0 and H = 0. The eects have the same
interpretation as in Equation 3.4. However, the maximum likelihood estimates are
dierent. In Appendix A.2, it is shown that the maximum likelihood estimate of the
ensemble expected climate response (^F ) from the two-way framework is a weighted
average of the model mean responses with weights
wHm = wFm =
NHmNFm
NHm +NFm
(3.6)
The weights depend on both the number of historical runs and the number of future
runs. For a model to obtain a high weighting, it is not sucient to have a large
number of historical runs (i.e., wHm = wFm  NFm if NHm  NFm). This contra-
dicts advice not to weight models based on the number of runs they contribute to
the ensemble (Knutti et al., 2010a). If the models do all simulate the same climate
response then it makes sense that those models that contribute the most runs receive
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the most weight.
Without the interaction terms, there are only P =M+1 parameters to be estimated.
Therefore, the precision of the parameter estimates should increase, since there are
M   1 additional degrees of freedom remaining to estimate the internal variability
2 compared to the framework with interactions. However, if the models do not
all simulate the same climate response, then a systematic component is missing
from the framework and the estimates will be biased (Appendix A.4). If the missing
eects are large, then the precision of the estimates will decrease dramatically as the
estimate of the internal variability (2) will be inated to compensate. Therefore,
the two-way framework should only be used when we are condent that the models
do all simulate a similar climate response.
If the models all simulate the same climate response, then the only source of un-
certainty in the ensemble expected climate response F is the internal variability.
Therefore, the condence interval for F based on the two-way framework of Equa-
tion 3.5 contains all of the uncertainty about the expected climate response of the
ensemble. However, we must still assume that any discrepancy between the expected
climate of the ensemble and the actual climate is constant in order to justify ^F as
an estimate of the actual climate response.
3.3.3. A one-way ANOVA framework
Climate models rarely reproduce the observed climate accurately, they exhibit a
variety of biases and deviations from the historical record. In the unlikely event
that the climate models all simulate the same historical climate (i.e., m = 0 8 m),
then estimating the m eects is unnecessary. In that case, an even simpler one-way
ANOVA framework should provide more precise estimates
xsmr = + s + "smr
"smr
iid N  0; 2 (3.7)
with the constraint that H = 0. The eects have the same interpretation as in
Equation 3.4. In Appendix A.3 it is shown that the maximum likelihood estimate
of the ensemble expected climate response ^F from the one-way framework is a
weighted average of the model mean responses with weights
wHm = NHm and wFm = NFm (3.8)
In this case, equal weight is given to each run in the ensemble. This makes sense if
all models really do simulate the same historical climate and climate response. Only
P = 2 parameters must be estimated for the one-way framework. Therefore the
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precision should increase since there areM 1 less parameters to estimate compared
to the two-way framework and so an additional M   1 degrees of freedom available
to estimate the internal variability. However, if the models do not all simulate the
same historical climate, then a systematic component is missing from the framework
and the estimates will be biased (Appendix A.4). Therefore, the one-way framework
should only be used when we are condent that the models all simulate the same
climate response and the same historical climate. Under the assumption that any
discrepancy between the expected climate of the models and the actual climate
is constant between scenarios, then ^F is still an unbiased estimate of the actual
climate response. However, ^ will not be unbiased for the actual historical climate
unless there is no discrepancy in the historical period.
3.4. Assumptions and framework checking
The goal of constructing a statistical framework to describe the ensemble is to make
inferences about the values of key parameters, e.g., the expected climate response F .
If we are to have condence in those inferences, then the assumptions underlying
the statistical framework must be understood and checked. In this section, the
ANOVA frameworks are used to make explicit one set of assumptions that lead
naturally to the \one model, one vote" estimate of the climate response. Simple
graphical techniques and hypothesis tests are outlined so that those assumptions can
be checked. If the assumptions are satised then we should have good condence in
inferences based on the ANOVA frameworks.
3.4.1. Assumptions
Since no attempt is made to weight the models according to any performance met-
ric, it is assumed that all the climate models are equally valid representations of the
Earth system. Performance criteria or expert judgement could be used to select a
subset of the models for analysis, prior to tting a statistical framework. If perfor-
mance criteria are used, then ideally several metrics should be compared, as models
will perform dierently depending on the measure used for comparison (Gleckler
et al., 2008).
ANOVA frameworks are usually estimated based on simple linear combinations of
the group means over the factors included in the framework, in this case the model-
scenario means xsm:. In order to achieve that simplicity, a balanced design is required
so that each model makes the same number of runs of each scenario. This restriction
can be overcome by tting the ANOVA framework using normal linear regression
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methods (Krzanowski, 1998). The remaining assumptions are the standard assump-
tions of linear regression, specically that:
 the "smr are normally distributed,
 the "smr have zero mean and constant variance,
 the "smr are mutually independent.
The "smr terms represent departures from the expected climate of a model due
to unforced internal variability. Provided that the climate response trend is small
and that individual years can be considered roughly independent, the central limit
theorem implies that the uncertainty about any long term mean (e.g., a 30-year
climate normal) will be approximately normally distributed. So, the assumption of
normality is expected to hold for a wide range of climate variables.
The assumption of constant variance implies that the magnitude of the internal
variability is constant for all models and both scenarios. Climate models are known
to simulate dierent internal variability (Buser et al., 2009; Hawkins and Sutton,
2009). However, most of the CMIP5 models do not have sucient runs to permit
precise estimation of their individual variabilities. This is most often the case for
the future scenarios where some models only simulate one initial condition run. The
simplifying assumption of constant variance allows us to borrow strength across
models and scenarios in order to estimate the internal variability.
It is assumed that the mean climates of runs from the same model and scenario
are independent. Over short time scales, perhaps as long as months to a few years,
there may be some correlation due to low frequency variability in the climate sys-
tem (Collins et al., 2006b). However, over longer time scales ensemble members will
diverge and evolve independently (Deser et al., 2012a). The assumption of indepen-
dence also implies that the expected climate response of each model is independent
of its expected historical climate. While this is usually assumed to be the case, it is
not always the case (e.g., Bracegirdle and Stephenson, 2012) and therefore should
be checked.
Finally, the assumption of independence also implies that the mean climates of the
individual models are independent. There is empirical evidence that model biases
from the actual climate are not independent (Knutti et al., 2010b). However, the
model departures from the ensemble mean may be independent (Chandler, 2013;
Rougier et al., 2013). This assumption may still be optimistic since models often
share numerical codes or even entire components. However, it less strong than
the increasingly unsupportable assumption of independence relative to the actual
climate and therefore more acceptable. If the models are not independent, then
there is less information in the ensemble than the number of models / runs would
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suggest. In such situations, our inferences may be overcondent. In Chapter 4, we
consider thinning the ensemble in order to reduce the eect of dependence between
similar models.
3.4.2. Framework checking
The assumption of normality can be checked by plotting the ordered standardised
residuals e0 (Equation A.8) from the ANOVA framework against the theoretical
quantiles of the normal distribution. If the runs are normally distributed, then the
points should lie close to a straight line through the origin with unit gradient. If
estimates are required for a large number grid points, then the Anderson-Darling
test can be used to formally test the hypothesis of normality. While not as sensitive
as the quantile-quantile plot, the Anderson-Darling test has greater power than the
more general Kolmogorov-Smirno test against a range of departures from normality
(Stephens, 1974).
In principle, the assumption of constant variance between models could be checked
by splitting long control runs into series of non-overlapping 30 year periods. How-
ever, signicance tests for non-constant variance lack power in small samples (Brown
and Forsythe, 1974) and this technique cannot be applied to transient future scenar-
ios. Without very long control runs, it is unlikely that any formal test will detect a
dierence between models unless the dierence is large. In such situations, simple
graphical checks are sucient to detect any problems. Plotting the standardised
residuals from the linear regression against the tted values should show a random
scatter about the zero line if the runs are symmetrically distributed with constant
variance. Any dierences in the internal variability between the historical and fu-
ture scenarios should also be visible in this plot. Identifying runs from the dierent
models / scenarios using dierent symbols or colours will highlight any specic vio-
lations.
The assumption of independence between the climate response and historical climate
can be checked by plotting the estimates of the Fm terms against the estimates of
the m terms, i.e., the model specic components of the climate response against the
model specic components of the historical climate. If the response is independent
of the historical state, then the points will be randomly scattered about the origin. If
the assumption needs to be checked for a large number of grid points, then plotting
the correlation between the estimated Fm and m terms will identify regions with
strong linear dependence.
Dependence between models has been empirically investigated by looking at the
distribution of correlations between all possible pairs of maps of biases between
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models and observations (Knutti et al., 2010b). If the models are independently
distributed about the ensemble mean rather than the actual climate, then the corre-
lations between all possible maps of the model specic departures m or Fm should
be distributed around zero. A slight negative correlation is actually expected since
each model contributes to the sample estimate of the ensemble mean.
3.4.3. Identifying inuential ensemble members
In Section 3.2, it was noted that one of the problems with the \one model, one vote"
approach to climate projection is that arithmetic means are not robust estimators.
Runs that behave very dierently to the rest of the ensemble may strongly aect the
estimated climate response. Such runs should not necessarily be removed from the
ensemble, since they may represent perfectly plausible climates, simply ones that lie
in the tails of the distribution of possible climates. They may contribute valuable
information to the ensemble. On the other hand, there are a variety of circumstances
that may lead to undesirable results entering the ensemble, e.g., poorly chosen initial
conditions, user error at setup, an inexible process parameterisation, or errors
arising in post-processing.
The distributional assumptions of the linear frameworks can be used to identify
potentially problematic runs. Runs with large standardised residuals, i.e., je0smrj 
tN:: P (0:995)  2:5, may be regarded as outlying compared to the rest of the ensem-
ble and agged for further investigation. During the preparation of Sansom et al.
(2013), this simple check identied a run of the MIROC5 model which behaved very
dierently to the rest of the ensemble. Further investigation revealed that an error
had occurred during the post-processing of the storm track data.
A run may also be inuential through the values of the explanatory variables used
in the linear regression. Such runs are described as having high leverage. In the
frameworks described in Section 3.3, the explanatory variables are binary indicators
of the model and scenario which made the run. Therefore, all runs from the same
model and scenario will have the same leverage. Particular attention should be paid
to outlying runs from model-scenario pairs with high leverage. The uncertainty
associated with the tted value x^smr of a data point in a linear regression framework
is directly proportional to its leverage (Krzanowski, 1998, Section 3.5). Therefore,
the leverage of each model-scenario pair under the three ANOVA frameworks is
proportional to Equations A.5, A.12 & A.18 (Appendix A). Under the framework
with interactions, the leverage of a run depends on the number of runs of that
scenario by that model Nsm. Outlying runs from model-scenario pairs with only one
initial condition run may be particularly inuential. Under the two-way framework,
the leverage is highest for models with only a few initial condition runs in total. The
72
3. Analysis of variance methods
leverage under the one-way framework depends only on the total number of runs of
that particular scenario (from all models). Therefore outlying runs from a scenario
with very few initial condition runs may be particularly inuential.
One way to check the inuence of a particular run is to remove it from the ensemble,
ret the statistical framework and compare the estimates of the climate response
F . If the estimates are similar, then the inuence is small and the run can safely
remain in the ensemble. If the estimates are very dierent then it is important to
determine whether there really is a problem with the run before discarding it from
the ensemble.
Since the estimates of the expected climate response F derived in Section 3.3 are all
weighted averages of the model mean climates, the weights determine the inuence
of a particular model on the estimate of the expected climate response. Therefore,
if a particular model has both a high weight (wHm or wFm) and a large departure
(m or Fm) for either scenario, it will have a large eect on the expected climate
response. Under the two-way framework with interactions, equal weight is given to
each scenario and each model. So the most inuential models will be those with
the largest response departures Fm. The estimated response departures from the
framework with interactions are also a useful indicator of inuence for the two-
way framework, since it also gives equal weight to both scenarios. However models
with a large number of run receive additional weight, especially those with many
runs of both scenarios. Under the one-way framework, a model with many runs
and a large departure in either scenario will be inuential. If a particular model
is suspected of strongly inuencing the estimate ^F , then it could be removed,
the framework retted, and the estimates compared. However, as with individual
runs, an inuential model should not be discarded simply because it is inuential.
It is important to determine whether the model really is unrealistic in some way,
or whether it is contributing valuable information. It could be the case that the
inuential model is the one that most resembles the observed climate.
3.5. Inference in the linear regression frameworks
In this section, the inferential tools of linear regression are applied and interpreted
within the frameworks described in Section 3.3. In particular, it is shown that F
tests can be used to test for climate model agreement, and t tests can be used to
test for evidence of a non-zero climate response.
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3.5.1. Do all the models simulate the same climate
response?
In Section 3.3.2, it was noted that the two-way framework should only be used when
we are condent that all models simulate the same climate response. Agreement
between models is usually quantied by the number of models agreeing on the sign of
the mean response (e.g., Alley and Coauthors, 2007, Figure SPM.7). This approach
fails to account for the eect of internal variability, particularly when only one run
of each model is used. If the climate change response is small compared to the size
of the internal variability (i.e., F  ), then even if the models all simulate the
same climate response, they will not agree on the sign.
In the framework with interactions, agreement on the expected climate response
corresponds to the condition that Fm = 0 8 m = 1; : : : ;M . The null hypothesis
H0 : Fm = 0 8 m = 1; : : : ;M can be compared to the alternative hypothesis
H : Fm 6= 0 for some m by comparing the likelihoods under each hypothesis, i.e.,
by comparing the likelihoods of the two-way framework and the framework with
interactions. A suitable test statistic (Davison, 2003) is the standardised variance
ratio
F =
N::   2M
M   1 f
2
 where f
2
 =
R2  R2
1 R2
(3.9)
and R2 and R
2
 are the coecients of determination of the framework with interac-
tions and the two-way framework respectively. The coecient of determination is
the proportion of the total variability in the ensemble explained by the regression
framework. Therefore, the quantity f 2 represents the ratio of the variance explained
by the inclusion of the Fm terms, i.e., the variance due to model dierences in the
climate response, compared to the variance explained by internal variability. So
model agreement corresponds to the model uncertainty in the response being small
compared to the internal variability. Under the null hypothesis H0, F has a F
distribution with M   1 and N::  2M degrees of freedom. For a test of size 100%,
we should reject the null hypothesis of model agreement when F exceeds the 1 
quantile of the F distribution.
Like all hypothesis tests, a result that is not signicant does not mean that the
null hypothesis is true, only that there is insucient evidence to rule it out. A
more informative approach would be to exploit the duality between hypothesis tests
and condence intervals in order to construct an interval estimate for the level of
agreement between the models, but how should such an interval be dened? The
standard F distribution arises as the ratio of two 2 distributions. The standard 2
distribution is a sum of squared standard normal deviates. Under the the alternative
hypothesis H, the numerator of f
2
 in Equation 3.9 has a non-central 
2 distribution
74
3. Analysis of variance methods
(Johnson and Kotz, 1970, Chapter 28) since the expected values of at least some of
the response departures Fm are not 0. Therefore, the test statistic F has a non-
central F distribution (Johnson and Kotz, 1970, Chapter 30) with non-centrality
parameter
 =
MX
m=1
X
s2fH;Fg
NsmX
r=1
Fm
2
2
=
1
4
MX
m=1
N:m
Fm

2
(3.10)
where N:m = NHm +NFm is the total number of runs from model m. The factor of
1=2 arises due to the fact that the interaction eects were dened using \treatment"
contrasts Hm = 0 8 m and
PM
m=1 Fm = 0, rather than standard \sum to zero"
contrasts
PM
m=1 sm = 0 8 s and
P
s2fH;Fg sm = 0 8 m. From Equation 3.10 we see
that  depends on both the number of models and the total number of runs from
each model. However, for a balanced ensemble where N:m = N 8 m, we can dene
the following relationship (Steiger, 2004)
	 =
s
2
N(M   1) =
vuut 1
M   1
MX
m=1
Fm

2
(3.11)
The quantity 	 is easily interpreted as the standardised root-mean-square of the
inter-model spread in the climate response. The factor M   1 appears due to the
constraint that the model departures sum to zero, so there are only M   1 inde-
pendent parameters. The usual measure of model agreement, the number of models
that agree on the sign of the climate response, can also be interpreted as a function
of the inter-model spread. The relationship dened above shows that is important
to consider the spread of the ensemble in relation to the size of internal variability.
The uniformly minimum variance unbiased estimate of  is (Johnson et al., 1995)
^ = f
2
 (2   2)  1 (3.12)
where 1 = M   1 and 2 = N::   2M are the degrees of freedom associated with
F. A 100(1  )% condence interval for  is given by
 
l ; 
u


where
l = inff : Pr (X  F  jX  F1;2;)  1  =2g (3.13a)
u = supf : Pr (X  F  jX  F1;2;)  =2g (3.13b)
This interval can only be evaluated numerically, by iteratively calculating the per-
centile of the non-central F distribution corresponding to the observed value of F
for particular values of . Since 	 is a monotonic increasing function of , a
condence interval for 	 can be obtained by transforming the condence interval
for  using Equation 3.11. If the lower limit 	
l
 is not 0, then we should reject
the null hypothesis of model agreement at the 100% level. However, we can also
evaluate the upper limit 	u in order to assess whether the size of the structural
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uncertainty in the model response is likely to be below an acceptable level. If the
upper limit 	u is much smaller than the standardised climate response
^F=, then
we might be willing to conclude that the models agree suciently to make use-
ful inferences, even if the F test rejects the null hypothesis of model agreement.
If we suppose that the response departures Fm arise from a normal distribution
centred on F , then 95% of the model mean responses would lie within approxi-
mately 2RMS (Fm) of F . Therefore, we should require that 	
u
 <
^F=2 or
RMS (^Fm) <
^F=2 as a minimal condition for model agreement. Alternatively,
	u < jF=2j or RMS (^Fm) < jF=2j if we are interested in a particular climate
response F .
3.5.2. Do all the models simulate the same historical
climate?
A similar analysis can be performed for agreement between models on the expected
historical climate. Under the two-way framework, agreement on the historical cli-
mate implies that m = 0 8 m = 1; : : : ;M . The null hypothesis H0 : m = 0 8 m =
1; : : : ;M can be compared to the alternative hypothesis H : m 6= 0 for some m
using the standardised variance ratio
F =
N::   (M + 1)
M   1 f
2
 where f
2
 =
R2  R2
1 R2
(3.14)
and R2 is the coecient of determination of the one-way framework. The dimen-
sionless ratio f 2 represents the ratio of the variance explained by the inclusion of
the m terms, i.e., the variance due to model uncertainty in the historical climate,
to the variance explained by internal variability. So model agreement on the his-
torical climate corresponds to the model uncertainty in the historical climate being
small compared to the internal variability. Under the null hypothesis H0, F has a
F distribution with M   1 and N::   (M + 1) degrees of freedom. For a test of size
100%, we should reject the null hypothesis of model agreement when F exceeds
the 1   quantile of the F distribution.
Under the alternative hypothesis H, the test statistic F has a non-central F dis-
tribution with non-centrality parameter
 =
MX
m=1
X
s2fH;Fg
NsmX
r=1
m

2
(3.15)
Like , the non-centrality parameter  depends on both the number of models
and the number of runs from each model. So, for a balanced ensemble where Nsm =
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N 8 s;m, dene
	 =
s

2R(M   1) =
vuut 1
M   1
MX
m=1
m

2
(3.16)
The statistic 	 is interpreted as the standardised root-mean-square of the inter-
model spread in the historical climate. The non-centrality parameter can be esti-
mated by
^ = f
2
 (2   2)  1 (3.17)
where 1 = M   1 and 2 = N::   (M + 1) are the degrees of freedom associated
with F. A 100(1  )% condence interval for  is given by
 
l ; 
u


where
l = inff : Pr (X  F jX  F1;2;)  1  =2g (3.18a)
u = supf : Pr (X  F jX  F1;2;)  =2g (3.18b)
A condence interval for 	 can be constructed by transforming the interval for 
using Equation 3.16. If the lower limit 	l is not zero then we should reject the
null hypothesis of model agreement at the 100% level. For the climate response,a
minimal condition for model agreement was proposed based on the upper limit of
the condence interval 	u . In Appendix A.4, it is shown that under the one-way
framework any historical dierences will bias the estimate of F . In order to keep the
contribution to the bias from each model small, it is sensible to adopt the same upper
bound as for the model responses. Therefore, we should require that 	u <
^F=2,
or equivalently RMS (^m) <
^F=2, as a minimal condition for model agreement.
Alternatively, 	u < jF=2j or RMS (^m) < jF=2j if we are interested in a particular
climate response F .
3.5.3. Is there evidence of a climate response?
The parameter estimates in the linear regression frameworks are all linear combina-
tions of the climates of the individual runs. The runs are assumed to be normally
distributed, and linear combinations of normal random variables are also normally
distributed. However, the internal variability 2 is unknown and must also be es-
timated (Equation A.2). Therefore, the parameter estimates will have t distribu-
tions with N::   P degrees of freedom. The null hypothesis of no climate response
(H0 : F = 0) can be compared against the alternative hypothesis of any climate
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response (H : F 6= 0) using the test statistic
T =

^F   0r
var

^F

 (3.19)
Under the null hypothesis, T has a standard t distribution with N::   P degrees of
freedom. H is a two-sided alternative, so for a test of size 100%, we should reject
the null hypothesis of no climate response if T exceeds the 1  =2 quantile of the
t distribution.
A more informative approach is to construct a condence interval for F
^F   t (=2)
r
var

^F

 F  ^F + t (1  =2)
r
var

^F

(3.20)
where t () is the quantile function of the t distribution with  degrees of freedom.
If 0 does not lie within the condence interval, then the null hypothesis of no climate
response is rejected at the 100% level. However, we are now free to consider
whether any particular climate response is supported by the ensemble. Suppose
that a response greater than F would have a dangerous impact in a particular
region. If the upper limit of the condence interval for F is less than 

F , then the
ensemble provides no evidence at the 100% level that we need to be concerned
about such a scenario occurring.
Note that if the models do not agree on the climate response, then the condence
interval for F will not include the additional uncertainty due to model uncertainty.
Therefore, we should only make inferences about the expected climate response if
we are satised that the models agree suciently to support them, as described in
Section 3.5.1.
The measures of model agreement dened in the previous two sections are based on
standardised measures of model departures. It is therefore also useful to dene the
standardised climate response or signal-to-noise ratio of the climate response
d =
F

(3.21)
Like the standardised RMS measures dened for the F tests, this is easily understood
on the scale of internal variability, i.e., d > 2 indicates the ensemble expected
future climate is more extreme than 95% of plausible historical climates. Condence
intervals for the standardised climate response can be constructed in the same way
as for the other standardised measures, by reference to the distribution of the test
statistic T under the alternative hypothesis. If F 6= 0, then T has a non-central t
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distribution (Johnson and Kotz, 1970, Chapter 27) with N:: P degrees of freedom
and non-centrality parameter
 =
Fp
var (F )
=
F
=
p
k
= d
p
k (3.22)
where k is a constant that depends only on the number of models and initial con-
dition runs, and which framework is tted (see Appendix A, Equations A.4c, A.11c
and A.17b). A 100(1  )% condence interval for  is given by
l = inff : Pr (X  TjX  t;)  1  =2g (3.23a)
u = supf : Pr (X  TjX  t;)  =2g (3.23b)
where  = N::   P is the degrees of freedom associated with T. Like the intervals
for the standardised RMS measures, this can only be evaluated numerically. Since
 is a monotonic function of d for xed k, a condence interval for d can be
obtained by transforming the interval for  using Equation 3.22. Note that this
interval will be dierent to one obtained by simply dividing through Equation 3.20
by . That interval would fail to take into account the uncertainty in the value of .
The interval based on Equation 3.23 correctly accounts for the uncertainty about 
and will therefore be non-symmetric.
3.5.4. Do the individual model responses agree with the
expected climate response?
A similar t test can be used to test the hypothesis that an individual model agrees
with the expected response of the ensemble. The null hypothesis of no departure for
model m (H0 : Fm = 0) can be compared with the alternative hypothesis of any
departure for model m (H : Fm 6= 0) using the test statistic
T =
 ^Fm   0pvar (^Fm)
 (3.24)
Under the null hypothesis, T has a standard t distribution with N::   P degrees
of freedom. H is a two-sided alternative, so for a test of size 100%, we should
reject the null hypothesis of no climate response if T exceeds the 1  =2 quantile
of the t distribution. If required, condence intervals for the true value of Fm
can be constructed in a manner analogous to Equation 3.20. This test is useful
in combination with the criteria outlined at the end of Section 3.4.3 to identify
models with large departures that may strongly inuence the estimate of the climate
response. Particular attention should be paid to models with signicant departures
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and only a small number of initial condition runs.
A similar test is available to test whether an individual model agrees with the
expected historical climate of the ensemble. The null hypothesis of no departure
for model m (H0 : m = 0) can be compared with the alternative hypothesis of any
departure for model m (H : m 6= 0) using the test statistic
T =
 ^m   0pvar (^m)
 (3.25)
Under the null hypothesis, T also has a standard t distribution with N:: P degrees
of freedom. H is a two-sided alternative, so for a test of size 100%, we should
reject the null hypothesis of no climate response if T exceeds the 1  =2 quantile
of the t distribution.
Once again, it is important to emphasise that models that do not agree with the
expected climate or climate response should not be removed from the ensemble
simply because they do not agree. It is useful to be able to systematically identify
such models for further investigation. However, they should only be removed if either
detailed investigation or expert judgement indicate that doing so is warranted.
3.6. Is the ensemble large enough?
In Section 3.5, a new measure of climate model agreement was described along
with inferential procedures for evaluating the evidence of a climate response. The
precision of the estimates (the width of the condence intervals) depends on the
number of models and runs in the ensemble. How large would an ensemble need
to be for our estimates to be suciently precise so as to always detect a climate
response of a particular size, or model disagreement over a certain threshold? In
order to answer this question we need to consider the power of the hypothesis tests.
The power of a test is the probability of rejecting the null hypothesis given that an
eect really exists, and it depends on the size of the test, the size of the ensemble,
and the size of the eect we wish to detect.
3.6.1. Power of t tests
The distribution of the test statistic T under the alternative hypothesis H : F 6= 0
was already dened in Section 3.5.4. There it was shown that the non-centrality pa-
rameter  which denes the distribution under H could be written in terms of the
standardised climate response d. Given the value of the non-centrality parameter,
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Figure 3.1.: (a) Power of the t test for non-zero climate response as a function of
ensemble size, for various standardised climate responses d, based on two runs of
each scenario from each model. The dashed grey vertical line indicates an ensemble
with 24 models, similar to the CMIP5 ensemble analysed in this thesis; (b) Power
of the t test as a function of the standardised climate response d for an ensemble
of similar size to CMIP5 ensemble analysed in this thesis, with 24 models and two
runs of each scenario. Dashed horizontal grey lines indicate the 80% and 95% power
levels.
the power of the t test for non-zero climate response is
Pr
 
T  t (=2) j T  t;

+ Pr
 
T > t (1  =2) j T  t;

(3.26)
where  = N:: P is the degrees of freedom associated with the estimate ^F , t ()
is the quantile function of the central t distribution with  degrees of freedom. The
power of the t test is shown for various ensemble sizes and standardised climate
responses in Figure 3.1a. For an ensemble similar to CMIP3 or the subset of CMIP5
models analysed in this thesis (Figure 3.1b), the power exceeds 95% for d  0:75
and exceeds 80% for d  0:58, or equivalently F  0:75 and 80% for F  0:58
respectively. The full CMIP5 ensemble used in the IPCC Fifth Assessment Report
(Collins et al., 2013), contains 45 models, and will be able to detect even smaller
changes, assuming that the additional models provide independent information.
The results in Figure 3.1 show that the CMIP5 ensemble analysed in this thesis is
large enough to reliably detect relatively small climate responses. If we want to be
condent of detecting even smaller responses then we either have to increase the
ensemble size, or increase the test size. Increasing the test size increases the risk of
rejecting the null hypothesis when there really is no response. When the potential
impact is high, then this may be acceptable, however this must be balanced against
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Figure 3.2.: (a) Power of the F test for model agreement on the climate response as a
function of ensemble size, for various standardised root-mean-squares 	, based on
two runs of each scenario from each model. The dashed grey vertical line indicates
an ensemble of similar size to the CMIP5 ensemble analysed in this thesis with 24
models; (b) Power of the F test as a function of the standardised root-mean-square
	 for an ensemble similar the CMIP5 ensemble analysed in this thesis with 24
models and two runs of each scenario. Dashed grey horizontal lines indicate the
80% and 95% power levels.
the potential costs of taking unnecessary action.
3.6.2. Power of F tests
The distribution of the statistic F under the alternative hypothesis was already
dened in Section 3.5. There it was shown that the non-centrality parameter ()
could be written in terms of the standardised RMS of the inter-model spread in the
climate response (	). So, given the non-centrality parameter, the power of the F
test for model agreement on the climate response is
Pr
 
F > F 1;2 () j F  F 1;2;

(3.27)
where 1 = M   1 and 2 = N::   2M are the degrees of freedom associated with
F and F 1;2 () is the quantile function of the central F distribution with 1 and
2 degrees of freedom. The power of the F test is shown for various ensemble sizes
and values of 	 in Figure 3.2a. For an ensemble similar to that analysed in this
thesis (Figure 3.2b), the probability of detecting model disagreement in the response
exceeds 95% for 	  1:39 and 80% for 	  1:15, or equivalently RMS (Fm) 
1:39 and RMS (Fm)  1:15 respectively. In contrast to the t tests, only quite
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Figure 3.3.: (a) Power of the F test for model agreement on the historical climate as
a function of ensemble size for various standardised root-mean-squares 	, based on
two runs of each scenario from each model. The dashed grey vertical line indicates
an ensemble similar to the CMIP5 ensemble analysed in this thesis with 24 models;
(b) Power of the F test as a function of the standardised root-mean-squares 	 for
an ensemble similar to the CMIP5 ensemble analysed in this thesis with 24 models
and two runs of each scenario. Dashed grey horizontal lines indicate the 80% and
95% power levels.
large dierences between model mean responses can be reliably detected in the
subset of the CMIP5 ensemble analysed in this thesis.
Similarly, given the non-centrality parameter () dened in terms of the standard-
ised RMS (	), the power of the F test for model agreement on the historical climate
is
Pr (F > F 1;2 () jF  F 1;2;) (3.28)
where 1 = M   1 and 2 = N::   (M + 1) are the degrees of freedom associated
with F. The power of the F test is shown for various ensemble sizes and values of
	 in Figure 3.3a. For an ensemble similar to the subset of CMIP5 models anal-
ysed in this thesis (Figure 3.3a), the probability of detecting model disagreement
in the response exceeds 95% for 	  0:67 and 80% for 	  0:55, or equivalently
RMS (Fm)  0:67 and RMS (Fm)  0:55 respectively. Much smaller dierences
between the historical climates of the CMIP5 models can be reliably detected than
dierences between their responses. This comparison is unfortunate since the dier-
ences between the responses tend to be small compared to the dierences between
the historical climates.
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3.7. Framework selection strategy
The frameworks outlined in Section 3.3 form a nested hierarchy. The one-way
framework is a special case of the two-way framework where m = 0 8 m. The
two-way framework is also a special case of the framework with interactions where
Fm = 0 8 m.
In Appendix A.4, it is shown that the framework with interactions provides an unbi-
ased estimate of the ensemble expected climate response (F ), even where we might
prefer one of the simpler frameworks. Therefore, a simple approach to selecting the
most appropriate framework is to compare the estimates ^F from the three frame-
works. If the two-way estimate is similar to the estimate including interactions, then
the two-way framework is probably sucient to describe the ensemble. If the one-
way estimate is also similar to the estimate including interactions, then the one-way
framework is probably sucient to describe the ensemble. Note that this strategy
will fail in the case of a balanced ensemble, i.e., where all the models have the same
number of runs (NHm = NH 8 m and NFm = NF 8 m). In that case, the three
estimates of F are equivalent and any bias will not be detectable.
The assumption checks and hypothesis tests outlined in Sections 3.4 and 3.5 provide
a more rigorous approach that is able to distinguish between the estimates from the
dierent frameworks even for a balanced ensemble:
1. Fit the framework with interactions.
2. Check the framework assumptions and identify any outlying runs.
a) If the assumptions are satised and there are no outlying runs, then go
to next step.
b) If there are outlying runs, then remove them temporarily and repeat (2).
c) If the assumptions are not satised and there are no outlying runs, then
consider an alternative statistical framework or revert to the previous
framework. If the assumptions of the framework with interactions are
not satised, then a dierent framework or dierent distributional as-
sumptions may be required.
3. Carry out the F test for model agreement on the climate response. If the
null hypothesis of model agreement is rejected, then stop, the framework with
interactions is most appropriate.
4. Fit the two-way framework.
5. Check the framework assumptions and identify and outlying runs as in (2).
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6. Carry out the F test for model agreement on the historical climate. If the null
hypothesis of model agreement is rejected, then stop, the two-way framework
is most appropriate.
7. Fit the one-way framework.
8. Check the framework assumptions and identify and outlying runs as in (2).
This procedure is easily automated for large numbers of grid points with minimal
user intervention. However, care must be taken when temporarily removing outliers
to ensure that at least one run of each model is available for each scenario. Once
the most appropriate framework has been selected, then the t test for non-zero
climate response can be used to assess whether or not there is signicant evidence
of a climate response. Condence intervals for the standardised eect sizes d, 	
and 	 may also be useful for assessing the model agreement in comparison to the
estimated response, or a particular response of interest.
3.8. Application to North Atlantic storm track
The ANOVA frameworks and inferential tools derived in this chapter are illustrated
by applying them to the estimation of future climate change in the North Atlantic
storm track, as simulated by 24 climate models participating in the fth coupled
model inter-comparison project (CMIP5) (Taylor et al., 2012). The variable of inter-
est is the winter (December-January-February) extra-tropical cyclone track density,
dened as the mean number of cyclones passing within 5 of a particular point each
month. Cyclones are identied as maxima in the 850-hPa relative vorticity eld and
tracked through their life cycle using the TRACK algorithm (Hodges, 1994, 1995,
1999). Before tracking, the model output is ltered in order to remove large scale
semi-permanent features of the background ow (Anderson et al., 2003; Hoskins and
Hodges, 2002). The model output is also interpolated to a common resolution in
order to reduce the noise in the vorticity elds and simplify comparisons between
models (Hoskins and Hodges, 2002; Bengtsson et al., 2006). After tracking, only
cyclones with a lifetime greater than 2 days and that travel at least 1000 km are
retained. All cyclones are retained, not only strong cyclones, so not all of the sys-
tems included would be classed as storms. The track density is computed using the
spherical kernel approach developed by Hodges (1996).
The data analysed here are an expanded version of those analysed in the studies of
Sansom et al. (2013) and Zappa et al. (2013b). The study region (75W-45E, 30N-
75N) is chosen to coincide with those earlier studies and covers the North Atlantic
storm track and its exit region over Europe, as well as the Mediterranean storm
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track and its exit region over the Middle East. The data represent monthly track
density averaged over 30 winters from each of two time periods. The recent climate
is represented by 30 winters between 1976 and 2005 from the CMIP5 historical
scenario. The future climate is represented by 30 winters between 2070 and 2099
from the RCP4.5 medium mitigation scenario (Moss et al., 2010). A total of N:: = 98
runs fromM = 24 CMIP5 models are included, NH: = 59 from the historical scenario
and NF: = 39 from the RCP4.5 scenario. The climate models included and the
number of runs from each are listed in Table 3.1.
Table 3.1.: Number of realisations available from each model for the historical and
future scenarios and the weights given by each linear regression framework. Weights
have been standardised to sum to 100 for each framework.
Model Runs Weights
Historical RCP4.5 Interactions Two-way One-way
NHm NFm wHm wFm wHm wFm wHm wFm
BCC-CSM1.1 3 1 2.08 2.08 1.74 1.74 3.06 1.02
BCC-CSM1.1(m) 1 1 2.08 2.08 1.16 1.16 1.02 1.02
CanESM2 5 1 2.08 2.08 1.94 1.94 5.10 1.02
CCSM4 1 1 2.08 2.08 1.16 1.16 1.02 1.02
CMCC-CM 1 1 2.08 2.08 1.16 1.16 1.02 1.02
CNRM-CM5 5 1 2.08 2.08 1.94 1.94 5.10 1.02
CSIRO-Mk3.6.0 4 5 2.08 2.08 5.16 5.16 4.08 5.10
EC-EARTH 3 3 2.08 2.08 3.49 3.49 3.06 3.06
FGOALS-g2 1 1 2.08 2.08 1.16 1.16 1.02 1.02
GFDL-ESM2G 1 1 2.08 2.08 1.16 1.16 1.02 1.02
GFDL-ESM2M 1 1 2.08 2.08 1.16 1.16 1.02 1.02
HadGEM2-ES 1 1 2.08 2.08 1.16 1.16 1.02 1.02
HadGEM2-CC 2 1 2.08 2.08 1.55 1.55 2.04 1.02
INM-CM4 1 1 2.08 2.08 1.16 1.16 1.02 1.02
IPSL-CM5A-LR 4 4 2.08 2.08 4.65 4.65 4.08 4.08
IPSL-CM5A-MR 1 1 2.08 2.08 1.16 1.16 1.02 1.02
IPSL-CM5B-LR 1 1 2.08 2.08 1.16 1.16 1.02 1.02
MIROC5 5 3 2.08 2.08 4.36 4.36 5.10 3.06
MIROC-ESM 3 1 2.08 2.08 1.74 1.74 3.06 1.02
MIROC-ESM-CHEM 1 1 2.08 2.08 1.16 1.16 1.02 1.02
MPI-ESM-LR 3 3 2.08 2.08 3.49 3.49 3.06 3.06
MPI-ESM-MR 3 3 2.08 2.08 3.49 3.49 3.06 3.06
MRI-CGCM3 5 1 2.08 2.08 1.94 1.94 5.10 1.02
NorESM1-M 3 1 2.08 2.08 1.74 1.74 3.06 1.02
Total 59 39 50.00 50.00 50.00 50.00 60.20 39.80
3.8.1. The simple approach to framework selection
The left hand column of Figure 3.4 compares the usual multi-model mean estimate
of the historical track density to the estimate from the ERA-Interim reanalysis (Dee
et al., 2011). The mean storm track of the ensemble is too active near Newfoundland,
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Figure 3.4.: (a) DJF track density in ERA-Interim; (b) CMIP5 expected historical
DJF track density estimate from the framework with interactions; (c) dierence be-
tween CMIP5 and ERA-Interim. Expected climate response estimates from (d) the
framework with interactions; (e) the two-way framework; (f) the one-way framework.
Greenland and Iceland compared to the reanalysis, while the more zonal branch to-
wards central Europe is too strong. The result of tting the three linear regression
frameworks to the track density data is shown in the right hand column of Figure 3.4.
The usual equally weighted multi-model mean is equivalent to the estimate from the
framework with interactions in Figure 3.4d. The estimated climate response from
the framework with interactions and the simpler two-way framework are very sim-
ilar. The similarity between these estimates suggests that there is good agreement
between models on the climate response, and the simpler two-way framework may
be appropriate. However, the one-way framework estimates a more negative re-
sponse across most of the study region. It also fails to capture the increase in storm
activity over Ireland, the United Kingdom and Denmark indicated by the other two
frameworks. This suggests that the estimates from the one-way framework are being
biased by large dierences between the historical climates of the models and should
not be trusted.
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3.8.2. Cyclone frequency over London
The dierences between the ANOVA frameworks are illustrated by a detailed anal-
ysis of a single grid box containing London (51.6N, 1.26E). Large dierences are
visible in the historical climates simulated by the models in Figure 3.5. The his-
torical mean track density of the models ranges between 7.2 and 14.2 cyclones per
month for HadGEM2-ES and BCC-CSM1.1 respectively. Where multiple runs are
available, the spread appears comparable between models. This suggests that the
assumption of constant variance is a reasonable approximation. The models are
almost evenly split between those that simulate a small decrease and those that
simulate a small increase in track density in the RCP4.5 scenario. The framework
with interactions may be required to allow for this variation if it is greater than
might be expected due to internal variability.
The dierences between the three linear regression frameworks are visible in the
tted values shown in Figure 3.5. Under the framework with interactions, a dierent
climate response is estimated for each model. The maximum likelihood estimates
of the individual model mean climates are the sample means of the runs from each
model-scenario pair. Under the two-way framework, all models are assumed to have
the same climate response. Models with only one run from a scenario may be poorly
tted due to the eect of internal variability. However, in most cases, the condence
intervals for the expected value in each model-scenario pair still includes these single
runs. This suggests that the models may actually agree on the climate response
(within the limits of internal variability) and the two-way framework is sucient
to describe the variability present in the ensemble. In the one-way framework, the
historical mean climate is assumed to be the same for all models. This fails to
capture the large dierences visible in the historical climates of the models and is
clearly a poor t to the data.
The maximum likelihood estimate of the ensemble expected climate response F and
associated 95% condence interval from the framework with interactions is -0.07 (-
0.39,+0.24) cyclones per month. The corresponding estimates from the two-way
and one-way frameworks are -0.05 (-0.33,+0.23) and -0.36 (-1.17,0.45) cyclones per
month respectively. The similarity between both the point and interval estimates
from the framework with interactions and the two-way framework suggests that the
models may agree on the climate response and the two-way framework provides a
good description of the variation in the ensemble. The dramatic increase in the
width of the condence interval from the one-way framework is due to the large dif-
ferences between the historical mean climates of the models. Those dierences have
been absorbed into the estimate of the internal variability, inating the condence
interval.
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Figure 3.5.: Estimated mean climates from the ANOVA frameworks for a grid point
containing London (top) The framework with interactions; (middle) the two-way
framework, and (bottom) the one-way framework. Open points represent individual
runs from the historical scenario (H, left in each column) and the RCP4.5 (future)
scenario (F, right) for each model. Solid points are framework estimates of the mean
climate of each model for each scenario. Error bars represent a 95% condence
interval for the mean climate of each model. 89
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Figure 3.6.: Assumption checking for the framework with interactions, (a) Quantile-
quantile plot of the standardised residuals. The dotted line indicates the expected
N (0; 1) relationship. Dashed lines indicate 95% condence bounds on the data
based on a Kolmogorv-Smirnov test. (b) Standardised residuals plotted against
tted values. Dashed lines indicate the 0.5% and 99.5% quantiles of the standard
normal distribution.
No systematic patterns and outliers are visible in the plot of standardised residuals
against tted values from the framework with interactions in Figure 3.6b. This
suggests that the assumption of constant variance is satised at this grid point. The
quantile-quantile plot in Figure 3.6a indicates that the residuals are positively skewed
compared to a standard normal distribution. The eect is not too pronounced
given the small sample size, and the expected normal relationship always lies inside
the 95% condence bounds derived from a Kolmogorov-Smirnov test for normality
(Doksum and Sievers, 1976). So the assumption of normality provides a reasonable
approximation to the internal variability.
The variance ratio f 2 is calculated as 53%, i.e., dierences between the model re-
sponses explain approximately half as much variation in the data as the internal
variability. The associated estimate of the standardised RMS inter-model spread
in the climate response is 	 = 0:33 with 95% condence interval (0.00,1.10). The
interval estimate for 	 includes zero, so there is no signicant evidence of model
dependence in the climate response at the 5% level, conrmed by the p-value of
the F test which is 0.32. Therefore, the simpler two-way framework should pro-
vide a good description of the variability in the cyclone track density simulated by
the CMIP5 models near London. Rechecking the framework assumptions under the
two-way framework reveals no further problems. However, the standardised RMS
inter-model spread in the historical climate (	) is found to be 2.84 (2.35,3.40). So
the models denitely do not agree on historical climate and the one-way framework
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Figure 3.7.: (a) p-values of the Anderson-Darling test for normality in the two-
way framework with interactions; (b) Correlation between the estimated climate
responses (^Fm) and historical climates (^m) of the models.
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Figure 3.8.: Histograms of correlations between all possible maps of model mean
biases in DJF track density in the North Atlantic domain between (a) the historical
climates of the CMIP5 models and ERA-Interim; (b) the historical climates of the
CMIP5 models and the historical ensemble mean ^ from the framework with inter-
actions, i.e., ^m; (c) the responses of the CMIP5 models and the ensemble mean
response ^F from the framework with interactions, i.e., ^m.
should not be used.
We can conclude that near London, the CMIP5 models agree reasonably well on
the climate response to the RCP4.5 scenario. Under the conditions prescribed by
that scenario, there is no signicant evidence of a non-zero response in cyclone track
density.
3.8.3. The North Atlantic storm track
Comparing the climate response estimates from the three frameworks in Figure 3.4
suggests that the two-way framework may be sucient to describe the ensemble.
However, before the models can be tested for agreement on the climate response,
the framework assumptions need to be checked under the two-way framework with
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Figure 3.9.: (a) Standardised RMS of the inter-model spread in the climate response
(	); (b) p-values of the F tests for model agreement on the climate response.
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Figure 3.10.: Upper bound of the 95% con-
dence interval for the standardised RMS
of the inter-model spread in the climate
response 	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Figure 3.11.: Standardised RMS of the
inter-model spread in the historical cli-
mate 	.
interactions. Plotting the standardised residuals against the tted values at a ran-
dom selection of grid points (not shown) did not reveal any evidence of non-constant
variance between models or scenarios. The Anderson-Darling test (Figure 3.7a) sug-
gests that the assumption of normality is acceptable over most of the study region.
However, strong correlations between the response (^Fm) and historical (^m) model
departures are visible across the ocean basin at 30-40N (Figure 3.7b). If the response
departures are dependent on the historical departures, then the models are unlikely
to agree on the climate response, otherwise no correlation would be detectable. The
potential of this correlation to constrain projections of the future track density re-
sponse is investigated in Chapter 5. Histograms of the correlations between the
historical biases of the models compared to ERA-Interim (Figure 3.8a) suggest the
existence of common biases. However, the correlations between the model specic
departures m and Fm (Figures 3.8b and 3.8b) are distributed roughly evenly about
zero, suggesting that the models are independently distributed about the ensemble
expected climate. In order to identify any outlying runs, the standardised residuals
from each run were mapped individually (N:: = 98 plots, not shown). No run was
found to be outlying at the 1% level at more than 4% of grid points, and those were
usually spread over multiple sub-regions, so no further investigation was required.
The framework assumptions appear to be satised, so we can examine the evidence
of model agreement on the climate response. The estimate of the standardised
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RMS 	 and the p-value of the F test for lack of model agreement are shown
in Figure 3.9. The F test indicates signicant evidence of model-dependence in
the climate response over the sub-tropical North Atlantic between 30-40N. This is
consistent with the correlation detected in Figure 3.7b. The standardised RMS
model departure 	 exceeds 1.0 standard deviation over most of this region. Over
the ocean between 45-60N the models appear to agree well. However, there is some
evidence of model-dependence in the climate response over Central Europe and north
of Iceland. The upper bound of the condence interval on 	 is shown in Figure 3.10.
Where the models agree well in the mid-latitudes, the average standardised model
departure is estimated to be less than one standard deviation of internal variability.
However, in the sub-tropics, it may exceed two standard deviations.
The t tests on the response departures ^Fm from the framework with interactions
(Figure 3.14) show that CSIRO-Mk3.6.0, FGOALS-g2, MIROC-ESM and MIROC-
ESM-CHEM all disagree with the ensemble expected response in the subtropics.
This is consistent with Zappa et al. (2013a) who found that the storm tracks in these
models were all displaced to the south. As both the historical climate and climate
response of these models have been shown to dier from rest of the ensemble, it is
possible that they should be excluded from the analysis. The impact of removing
models with strongly displaced storm tracks is investigated in Chapter 4.
Since the F test indicates that the models agree well on the climate response outside
of the subtropics, we should now check the framework assumptions under the two-
way framework before making further inferences. The Anderson-Darling test (not
shown) gives no reason to reject the assumption of normality outside of the sub-
tropics. However, in the subtropics between 30N-40N there is strong evidence that
the normal assumption is violated. This is unsurprising since the F test indicated
signicant evidence of model-dependence in the climate response simulated in this
region which is not captured by the two-way framework. Checking for outlying runs
revealed no cause for concern outside of the same sub-tropical region.
The estimated standardised RMS of the model spread in the historical climate (	)
is shown in Figure 3.11. The standardised RMS is greater than one standard devia-
tion across the whole study region. The F test for model dependence in the historical
climate (not shown) is signicant everywhere. In agreement with earlier speculation,
this indicates that the one-way framework is not a good description of the variability
in the ensemble and should not be used. The models disagree strongly about the
track density in the historical scenario over Central Europe, where the standardised
RMS model departure approaches eight standard deviations. This is in agreement
with Zappa et al. (2013b) who found that the storm tracks of several models were
too zonal and extended deep into the European continent. In Appendix A.5, it is
shown that f 2  	2 for large ensembles. So this is also consistent with Sansom
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Figure 3.12.: (a) Standardised climate response estimate d^ from the two-way frame-
work; (b) p-values of the t tests for non-zero climate response from the two-way
framework.
et al. (2013) where it was noted that f2  70 over Central Europe.
The F tests suggest that outside of the sub-tropics the models agree well on the
climate response and the two-way framework is able to describe the variability in the
ensemble. The standardised climate response d^ and the p-value of the t test for non-
zero climate response from the two-way framework are shown in Figure 3.12. The
decrease in track density in the subtropical North Atlantic is signicantly dierent
from zero at the 1% level. However, there is evidence of poor model agreement and
correlation between the climate response and historical climate in this region, so
this result should be treated with caution. The standardised climate response is
strongest in the Mediterranean basin, reaching almost three standard deviations of
internal variability. There is also signicant evidence of a small decrease in track
density over the North Atlantic between Greenland and Norway.
The dierences between the estimates of the expected climate response F of the
two-way framework and the framework with interactions are shown in Figure 3.13a.
The estimates dier most strongly between the Azores and the Iberian Peninsula.
The two-way framework assigns a high weight to the responses of CSIRO-Mk3.6.0,
EC-EARTH, IPSL-CM5A-LR, MIROC5 and the two models from the MPI (Ta-
ble 3.1). Five of these six models have positive departures from the ensemble re-
sponse in this region (not shown) although only CSIRO-Mk3.6.0 is signicantly
non-zero (Figure 3.14). This explains the weaker estimate of the ensemble expected
response under the two-way framework. As expected, where there is no evidence of
model dependence in the response, the precision of the estimated climate response in
Figure 3.13c is generally greater under the two-way framework than the framework
with interactions. Note the much larger decrease in precision when the two-way
estimate is used where the models do not agree (the eect is more pronounced in
the smaller ensemble of Sansom et al. (2013, Figure 7c)). This is in agreement with
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Figure 3.13.: (a) dierence between the estimates of the expected climate ^F from
the framework with interactions and the two-way framework; (b) standard error
of the estimated expected climate ^F from the two-way framework; (c) ratio of
the standard errors of the expected climate response estimates from the two-way
framework and the two-way framework with interactions.
the theoretical arguments of Section 3.3.
Overall, the assumptions of the linear regression frameworks appear to be satised
outside of the sub-tropical North Atlantic between 30N-40N. In that region, the
CMIP5 models suggest a decrease in cyclone frequency of up to one cyclone per
month in the winter season. However, this result should be treated with caution
since the RMS inter-model spread in the response in this region is of the same
order as the simulated response and may be much larger. Elsewhere the models
are generally in consensus on the climate response, the inter-model spread usually
being small compared to the internal variability. A decrease in cyclone frequency is
indicated over the Denmark Strait and Iceland, extending into the Norwegian Sea.
There is evidence at the 10% level of a slight increase in activity over Ireland, the
United Kingdom and Denmark. The strongest signal is seen in the Mediterranean
basin where decreases in cyclone activity of up to 1.75 cyclones per month are
simulated. However, Zappa et al. (2013b) found that precipitation in that region
may actually increase, so the implications for the water supply in Southern Europe
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MPI−ESM−LR MPI−ESM−MR MRI−CGCM3 NorESM1−M
Figure 3.14.: p-values of t tests on individual models for agreement with the ensemble
expected response, shading is the same as Figure 3.12b.
may be minimal.
3.9. Discussion
The ANOVA formulation shows that the \one model, one vote" estimate implicitly
allows for the possibility that each model will simulate a dierent response to the
same radiative forcing. This makes it dicult to interpret as an estimate of the
actual climate response. The principle behind combining information from multiple
models is that each model represents a line of evidence for the future state of the
climate. If multiple lines of high quality evidence agree, then condence is increased
(Mastrandrea et al., 2010). So if the models all simulate the same climate response,
then we should have high condence in the ensemble expected response as an esti-
mate of the actual climate response. However, the possibility remains that a shared
discrepancy may exist between the models and the actual climate (Stephenson et al.,
2012). If any discrepancy between the expected clime of the ensemble and the actual
climate is not constant over time, then model agreement is not a sucient criteria
for condence in our projections. The issue of shared discrepancies is discussed in
detail in Chapter 6.
The two-way ANOVA framework is estimated under the assumption that the models
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all simulate the same climate response, even if they simulate dierent historical
climates. When this assumption is satised, the estimate of the expected climate
response will usually have greater precision than the \one model, one vote" estimate
from the framework with interactions. The estimate of the expected climate response
is a weighted average of the responses of the individual models. The model weights
depend on the number of runs from both scenarios. Having many runs from only
one scenario will not result in a high weight. Modelling centres should therefore aim
to provide multiple runs of future scenarios, not only the historical scenario.
The ANOVA frameworks provide a probabilistic description of the variability present
in the multi-model ensemble. If the framework assumptions are satised, then in
principle, a new set of runs could be simulated from the ANOVA frameworks that
would be statistically indistinguishable from rerunning the CMIP5 ensemble with
the same models but dierent initial conditions. However, the estimates of the m
and Fm eects are specic to the CMIP5 models and cannot be used to predict the
outcome of running a new climate model.
In this chapter, it was shown that F tests based on the ratio of the inter-model spread
to the internal variability can be used to test the assumption that the models all
simulate the same climate response. A number of eect size estimates have been
suggested for F tests (e.g., Cohen, 1973; Olejnik and Algina, 2003; Steiger, 2004).
In Sansom et al. (2013), Cohen's f 2 (Cohen, 1988) was used to quantify model
agreement. While simple to interpret as a measure of variance explained, it is hard
to systematically specify the level of disagreement that we will tolerate on this
scale. The standardised RMS of the inter-model spread 	 has the advantage that
we can directly interpret the size of the model dierences on the scale of the internal
variability.
The most commonly used measure of model agreement is the number of models
agreeing on the sign of the ensemble mean response. This measure can also be
interpreted in terms of the inter-model spread. The F tests derived here measure
agreement on the size of the climate response, as opposed to agreement only on
the sign. Agreement on the size of the climate response is a much stricter criteria.
However, by separating model dierences from internal variability the analysis of the
North Atlantic storm track demonstrates that for some variables, agreement between
models on the climate response may not be as poor as previously thought. This is
in agreement with Tebaldi et al. (2011) who concluded that for some variables, the
perceived lack of model agreement was largely due to internal variability masking
the signal, i.e., low signal-to-noise ratio in the response. We return to the topic of
model agreement in Chapter 4, once we have developed a probabilistic interpretation
of the inter-model spread.
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Fitting the two-way framework when the models do not agree on the climate response
will result in biased estimates and inated internal variability. F tests such as those
outlined here are often used to choose between ANOVA frameworks in order to avoid
these problems. However, little attention is usually paid to the power of such tests.
If the power is low, then the F tests may fail to detect even quite large dierences
between the climate models. The approximate condence intervals described for
the standardised RMS of the inter-model spread 	 allow a far clearer, quantitative
assessment of the level of model agreement.
The normal distribution appeared to be reasonable approximation for the internal
variability in the 30-year mean cyclone track density data. However, the internal
variability of some climate variables will not be normally distributed, even for 30-year
averages. If the normal approximation frequently produces physically implausible
estimates (e.g., negative frequencies), then a generalized linear model (GLM) could
be used in place of a linear regression framework. In a GLM, the internal variability
can be modelled by any distribution in the exponential family. Correctly modelling
the internal variability is particularly important when events of interest lie in the
tails of the distribution. If the distribution is not modelled correctly, then the
probabilities assigned to extreme events will be even more strongly aected than
events close to the centre of the distribution.
In Sansom et al. (2013) (and in this chapter), the ANOVA frameworks were applied
at each grid point independently. Clearly there will be spatial dependence in any
climate variable. Therefore a signal that is spatially coherent across a wide area
should not necessarily be regarded as more reliable than a more localised one. In
climate science, the eld signicance method (Livezey and Chen, 1983) is sometimes
used to account for spatial dependence. However, eld signicance assumes that
the same eect should be expected over the whole study region. Therefore special
attention should be paid when dening the region to be tested, e.g., it would not
make sense to test the eld signicance of the change in cyclone track density over
a whole hemisphere, since the storm tracks are conned to the mid latitudes. One
alternative is the false discovery rate method of Ventura et al. (2004). A better
solution would be to build the spatial dependence into the statistical framework.
There is a considerable literature on spatial methods in statistics (Cressie, 1993),
some of which have already been applied in climate science (e.g., Furrer et al.,
2007b). This thesis concentrates on the problem of combining information from
multiple models, but does not explicitly consider the spatial structure of the data.
Yip et al. (2011) showed how ANOVA frameworks could be used to quantify the
relative contributions of the components of uncertainty in a multi-model ensemble.
However, only the internal variability is quantied absolutely. When the contribu-
tion of model uncertainty to the climate response is small compared to the internal
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variability, then interval estimates based on the two-way framework can be reported
for the actual climate response. However, to report interval estimates based on
the framework with interactions when the contribution of model uncertainty is not
negligible may be misleading. If it is necessary to report such an interval, then it
should be accompanied by a statement of limited condence, as it does not include
the contribution from model uncertainty. In Zappa et al. (2013b), we reported re-
sults using the framework with interactions for all grid points. When the model
uncertainty is small, the estimate of the expected climate response is still unbiased
(Appendix A.4) and the internal variability will be well estimated. However, we
were careful to point out the regions where the models did not agree and we had
limited condence in our results.
3.10. Conclusion
In this chapter, it was shown that the usual \one model, one vote" estimate of
the ensemble expected climate response is equivalent to the maximum likelihood
estimate from a two-way ANOVA framework with interactions. Restrictions of this
framework yield two alternative estimates, which are more ecient when the model
uncertainty is small compared to the internal variability. In contrast to the usual
heuristic estimates, the assumptions underlying these estimates are explicit and can
be checked using simple graphical techniques. Condence intervals can be con-
structed for key parameters and used to quantitatively assess the evidence of a
non-zero climate response and the level of agreement between models. The number
of models and runs required in order to reliably detect a particular climate response
or level of model agreement can be also calculated.
The results contained in this chapter show that it is not always necessary to em-
ploy complex Bayesian hierarchical frameworks in order to make rigorous statistical
inferences from multi-model ensembles. However, when the model uncertainty is
large compared to the internal variability or the climate response depends on the
historical climate, a more complex statistical framework is required. In Chapter 4,
the ANOVA frameworks are generalised to quantify structural uncertainty as well
as internal variability.
99
4. Quantifying model uncertainty
4.1. Introduction
The ANOVA frameworks described in Chapter 3 can be used to simulate new runs
from the models already included in the ensemble. However, unless the models
agree on both the historical climate and the climate response, then the ANOVA
frameworks cannot be used to simulate runs from new models. If the models do not
agree, then the model dierences are an additional source of uncertainty, and that
uncertainty will not be quantied. Only uncertainty due to internal variability is
quantied by the ANOVA frameworks, so the total uncertainty about the climate
response may be underestimated. In this chapter, the ANOVA frameworks are ex-
tended using random eects to quantify uncertainty due to model dierences. Prob-
abilistic representations of the inter-model spread of an ensemble of climate models
have been used in a number of previous studies (e.g., Bracegirdle and Stephenson,
2012; Buser et al., 2009; Furrer et al., 2007b; Smith et al., 2009; Tebaldi et al., 2005).
However, all of the assumptions underlying this apparently simple construction are
rarely stated explicitly. From a frequentist perspective, using random eects to
represent model dierences would lead us to imagine a notional population of cli-
mate models. While it may be possible to imagine such a population, it is dicult
to argue that the CMIP5 models represent a random sample from it (Stephenson
et al., 2012). Therefore, the ensemble will be reinterpreted from a Bayesian perspec-
tive and systematically thinned in order to obtain a set of climate models that can
be modelled as a random sample. This leads to a very dierent picture of model
uncertainty in the North Atlantic storm track.
The emphasis in this chapter remains on dening a statistical framework to describe
the variation present in the ensemble, and on checking the structure of that frame-
work. In the previous chapter, some simple, but strong, assumptions were identied
under which the mean climate response of the ensemble could be interpreted as an
estimate of the actual climate. The same assumptions could be applied to the ex-
tended framework proposed in this chapter. However, it will be argued that to do so
would neglect uncertainty due to shared inadequacies common to all climate models,
and that additional assumptions are required in order to relate the ensemble to the
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actual climate.
4.2. A hierarchical framework
The ANOVA framework with interactions described in Section 3.3.1 can be rewritten
as
xHmr
iid N  + m ; 2
xFmr
iid N  + m + F + Fm ; 2
since the parameters were constrained such that H = 0 and Hm = 0 8 m. Only
uncertainty due to internal variability is quantied in this formulation, by the vari-
ance 2. The uncertainty due to model dierences is eectively modelled out by the
model departures m and Fm. In order to quantify model uncertainty directly, a
probabilistic description of the model departures is required. Consider the following
statistical framework
xHmr
iid N  + m ; 2H (4.1a)
xFmr
iid N  + m +  + m ; 2F  (4.1b)
m
iid N  0 ; 2 (4.1c)
m
iid N  0 ; 2 (4.1d)
Since  now appears only in the expression for future runs xFmr, the subscript
F is dropped for brevity, the same applies to the m terms. The expressions for
the historical and future runs xHmr and xFmr are otherwise unchanged except for
the variance parameters. The assumption of constant internal variability between
scenarios is relaxed by including two variance parameters 2H and 
2
F , one each for
the historical and future scenarios respectively. However, the assumption of constant
internal variability between models still applies and the variability in both scenarios
is still assumed to be normally distributed. The m and m terms still represent
the departure of model m from the expected historical climate and climate response
respectively, but they are no longer constrained to sum to zero. Instead, a separate
statistical model is specied for the m terms and for the m terms, forming a second
level in what is now a hierarchical framework.
The historical departures m are assumed to be independent and identically dis-
tributed according to a normal distribution with mean zero and variance 2. The
variance parameter 2 represents the inter-model spread in the historical climate,
and quanties the model uncertainty in the historical scenario. Since the m are
assumed to have expectation zero, the expected climates of the models are eec-
101
4. Quantifying model uncertainty
tively still centred on , but the departures are no longer constrained to sum to
zero. Similarly, the variance parameter 2 represents the inter-model spread in the
climate response, and quanties the model uncertainty about the response. The
response departures m also have expectation zero, so the expected responses of the
models are still centred on .
This formulation represents a considerable simplication compared to the ANOVA
framework with interactions in Section 3.3.1. Instead of having to estimate 2M pa-
rameters, a total of just six parameters now describe the whole ensemble, regardless
of how many models are included.
4.3. Assumptions and interpretation
Many of the assumptions underlying the hierarchical model are similar to those
of the ANOVA frameworks. The choice of a normal distribution for the internal
variability should still be a good approximation for a range of climate variables.
The assumption that the internal variability is constant between scenarios has now
been relaxed. However, it is still assumed to be constant for all models simulating a
particular scenario. Borrowing strength across models in this manner is particularly
helpful in the future scenario, where many modelling centres only provide one or
two initial condition runs.
Where the hierarchical framework diers from the ANOVA frameworks, is in the
assumptions and interpretation surrounding the model specic eects m and m.
In the ANOVA frameworks, the model specic terms were treated as xed eects,
i.e., a separate parameter was estimated for each model. This implies that the
models dier from each other in some systematic way which must be controlled
for. However, climate models are inherently similar to one another. They all aim
to simulate the behaviour of the same system. They are based on similar sets of
equations and numerical codes. The very fact that we wish to combine information
from models, implies that we believe that they are similar in some way. Therefore,
it seems sensible to describe the model departures by some common parameter.
In the hierarchical framework described by Equation 4.1, the model departures are
assumed to be independent samples from identical normal distributions. From the
perspective of \classical" frequentist statistics, this implies the existence of a pop-
ulation of models from which those included in the ensemble were sampled. The
variances on the model departures represent the spread in the climates simulated
by the population of models, much as we might assign a variance to the heights of
children of a particular age. However, children grow up and climate models evolve
over time. Most of the models in the CMIP5 ensemble are evolutions of models in-
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cluded in the CMIP3 ensemble, not independent draws from some super-population
of viable models (Stephenson et al., 2012). Therefore, care must be taken when
dening the population of models from which the ensemble is sampled. Modelling
groups sometimes share developments or even entire model components. The out-
puts of models that share major components are likely to be more similar than those
constructed entirely independently. In statistical terms, the outputs of models with
shared components are likely to be correlated. These relationships further compli-
cate the denition of a population of models and a sampling process that might give
rise to our ensemble. This makes it dicult to interpret climate models collectively
from a frequentist perspective.
From a Bayesian perspective, probability is not restricted to quantifying the fre-
quency with which an event will occur. Rather than dening a population and a
sampling process, Bayesian inference relies on judgements about the exchangeability
and conditional independence of random quantities, in this case the model outputs.
At a basic level, exchangeability simply means that the names of the models are
uninformative for their performance (Rougier et al., 2013). This is essentially a
restatement of the earlier assumption that the models are all equally valid sim-
ulators of the actual climate. The representation theorem (Bernardo and Smith,
2000, pages 177-181) states that a judgement that a set of random quantities are
exchangeable can be represented as if they were a random sample from a distribu-
tion, conditional on some unknown parameters. So, from a Bayesian perspective,
the assumption that the model departures are independent samples from a nor-
mal distribution is equivalent to a judgement of exchangeability about the model
outputs.
The interpretation of the model outputs as an exchangeable sequence also alters the
interpretation of the parameters  and . They no longer represent the expected
climate and climate response of the models in the current ensemble, but the unknown
expectation of an innite sequence of exchangeable model outputs (eectively a
population).
The idea of judging the exchangeability of models is not new to climate scientists.
Models are routinely excluded if they exhibit large and inadequately explained bi-
ases (e.g., Jun et al., 2008), or once they have been superseded by newer versions
with better performance (Knutti et al., 2010a; Reichler and Kim, 2008). It may be
necessary to include only a subset of the available ensemble in order to obtain a set
of models that we judge to be exchangeable (Rougier et al., 2013). A more rigor-
ous denition of exchangeability requires that we would specify the same marginal
distribution for each model departure, as well as the same joint distributions for
all possible pairs, triples etc. of departures. Consider all possible pairs of model
departures. Having the same joint distribution would imply that the output of each
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model has the same covariance (correlation) with the output of every other model.
However, the outputs of models from the same modelling group will almost certainly
be more similar to each other, than to most other models, i.e., more heavily corre-
lated. Therefore, only one model from each modelling group should be included in
the set of models to be analysed. As noted above, models from dierent modelling
groups may also share components. In that case, it may be advisable to include
only one model that utilises a particular combination of major components, e.g., a
particular pairing of atmosphere and ocean models.
4.4. Fitting the hierarchical framework
The framework described by Equation 4.1 could be classied as a two-way linear
mixed model (McCulloch et al., 2008). In Chapter 3, it was assumed that the
internal variability was identical in both the historical and future scenarios, i.e.,
2H = 
2
F . Under that restriction, the hierarchical framework can easily be tted by
maximum likelihood, or restricted maximum likelihood methods, in many statistical
software packages, e.g., the lme4 package in the R statistical language. However,
ensembles of climate models are more easily interpreted from a Bayesian perspective,
and hierarchical frameworks of this kind are easily tted using Bayesian methods
(Gelman et al., 2014).
4.4.1. Prior distributions
The application of Bayes' theorem requires the specication of prior probability
distributions for the parameters to be estimated. The prior probabilities express
our knowledge or beliefs about the values of the parameters before having seen the
data. Bayes' theorem then tells us how to update those beliefs given the additional
information gained from the data. The quantity that is usually optimised during
model tting in frequentist statistics, the likelihood, is the probability of the data
given the parameters. However, the quantity of interest is really the probability of
the parameters given the data. Bayes' theorem states that
Pr (;jx) / Pr (xj;) Pr (;)
where x = (xsmr 8 s;m; r) are the model runs,  = (1; : : : ; M ; 1; : : : ; M) is the
vector of random eects, and  =
 
; ; 2H ; 
2
F ; 
2
; 
2


is the vector of parameters.
The probability of interest, Pr (;jx), is referred to as the posterior probability
of the parameters. The random eects are estimated jointly with the parameters,
but it is the parameters that are of primary interest. The posterior distribution is
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proportional to the product of the likelihood Pr (xj;) and the prior probability
of the parameters and random eects Pr (;). Therefore, at or vague priors, also
called uninformative priors, that give approximately equal probability to all values of
the parameters  are often chosen, so that prior beliefs have a minimal inuence on
the posterior probabilities. However, even at priors are not totally uninformative.
A prior specied on a dierent scale, e.g., Pr (1=) rather than Pr (), will result in
dierent inferences for the posterior. Jerey's priors are formulated to be invariant
to changes of scale, and so have even less inuence on the posterior probabilities
(Gelman et al., 2014, Section 2.8). Other conditions for uninformative priors are
possible, see Bernardo and Smith (2000, Section 5.4) for further examples.
Choosing informative priors can be controversial. Science strives to be objective,
and incorporating prior information is often seen as a violation of that principle
(Howson and Urbach, 1993). Informative priors have been used in previous studies
of multi-model ensembles (e.g., DelSole, 2007; Buser et al., 2009), but the use of at
priors is more common (e.g., Tebaldi et al., 2005; Greene et al., 2006; Smith et al.,
2009). The purpose of the hierarchical framework in Equation 4.1 is to provide
a probabilistic description of the range of possible model outputs. Therefore at
priors are used throughout in order to minimise the impact of prior belief on our
assessment of the behaviour of the models.
Proper priors are specied for all unknown parameters in order to avoid the risk of
obtaining an improper posterior distribution. In addition to being proper and at,
the priors are chosen to be conjugate, i.e., the posterior density will belong to the
same family of probability distributions as the prior (Bernardo and Smith, 2000, Sec-
tion 5.2). Conjugate priors have two major advantages over other possible choices.
Firstly, they are often easily interpreted as additional data, which makes them a
natural choice for specifying prior information, where appropriate. Secondly, it can
be shown that the joint posterior distribution of the unknown parameters is deter-
mined by the full conditional posterior distributions of the individual parameters
(Besag, 1974). Using conjugate priors throughout guarantees that the distribution
of each parameter, conditional on all the others, will have a closed form. Therefore,
even if no closed form exists for the joint posterior, it can be approximated by sam-
pling from each of the full conditional distributions of the parameters in turn. This
process of alternating conditional sampling is known as Gibbs sampling (Bernardo
and Smith, 2000, Section 5.5.5).
Diuse normal priors are specied for the mean parameters
  N  a ; b 1  (4.2a)
  N  b ; b 1  (4.2b)
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where a = a = 0 and b = b = 10
 3 so that the mean parameters both have ex-
pectation 0 and variance 1000. The prior variance is chosen so that the prior support
is much greater than the range of values considered plausible for the parameters. If
the parameters were believed to take very large values, e.g., the radius of a cyclone in
km, then an even greater prior variance might be required in order to remain broadly
uninformative. Conjugate priors are chosen for the computational advantage of be-
ing able to sample from the joint posterior. The normal priors combined with the
normal likelihood from Equation 4.1 will result in conditional posterior distributions
for  and  that are also normally distributed. This choice reects a judgement that
the mean parameters are expected to be approximately symmetrically distributed
with innite support.
For Bayesian computation, it is convenient to parameterise the normal distribution
in terms of the reciprocal of the variance, the precision. The hierarchical framework
can be rewritten as:
xHmr
iid N  + m ;  1H  (4.3a)
xFmr
iid N  + m +  + m ;  1F  (4.3b)
m
iid N  0 ;  1  (4.3c)
m
iid N  0 ;  1  (4.3d)
where
H = 
 2
H ; F = 
 2
F ;  = 
 2
 ;  = 
 2

then vague gamma priors are specied for the precision parameters
H  Gamma (cH ; dH) (4.4a)
F  Gamma (cF ; dF ) (4.4b)
  Gamma (c ; d) (4.4c)
  Gamma (c ; d) (4.4d)
where cH = cF = c = c = dH = dF = d = d = 10
 3 so that the prior distri-
butions of the precision parameters all have expectation 1 and variance 1000. The
large prior variance is chosen for the same reasons given for the mean parameters
above. Setting the prior expectation to 1 is a common choice, but it seems appro-
priate since we do not expect either the model spread or the internal variability to
be very small, or very large. Once again, this choice may depend on the scale of the
variables being considered.
No closed form exists for the joint distribution of the parameters of the hierarchical
framework given the prior distributions specied above. The full conditional pos-
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terior distributions of the parameters are derived in Appendix B so that the joint
posterior distribution can be approximated by Gibbs sampling.
4.4.2. Initial values
Starting values for each parameter (including the m and m) must be specied in
order to initialise the Markov chain that will sample from the joint posterior. The
maximum likelihood estimates from the ANOVA framework with interactions can be
used for the mean parameters , , m and m (Appendix A.1). Sample estimates
can be used for the precision parameters
H =
RH:  MPM
m=1
PRHm
r=1 (xHm:   m   )2
(4.5a)
F =
RF:  MPM
m=1
PRFm
r=1 (xFm:   m      m   )2
(4.5b)
 =
M   1PM
m=1 
2
m
(4.5c)
 =
M   1PM
m=1 
2
m
(4.5d)
While the estimates suggested here are obvious choices for the initial values, it is a
good idea to try a range of starting values. It is possible that the Markov chain may
fail to converge to the proper stationary distribution. If alternative starting values
are not sucient to make the chain converge, then it may be necessary to consider
alternative sampling strategies or distributional assumptions.
4.5. Inference in the hierarchical frameworks
The joint posterior distribution of the parameters can be approximated to any
required level of precision, simply by obtaining additional samples from the full
conditional distributions. The marginal distribution of a particular parameter is
approximated by the empirical distribution of all samples of that parameter.
4.5.1. Point estimates
It can be seen from the form of the full conditionals in Appendix B that by choosing
vague priors, the inuence of the prior information is minimised and the estimates
are dominated by the likelihood. Therefore, the modes of the posterior distributions
should approximate the maximum likelihood estimates of the parameters. The mode
is sometimes called the maximum a posteriori (MAP) estimate of a parameter. If
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the joint posterior had a known form, then the modes could be found analytically
by nding stationary points in the marginal distributions. However, since only the
conditional posterior distributions of the parameters are known, the modes would
have to be approximated numerically from the samples. The mode is not the only
quantity that could be chosen to summarise the value of a parameter. In Bayesian
estimation, point estimates are usually made with respect to a loss function based
on a measure of the distance between the estimate and the true value (Bernardo and
Smith, 2000, p. 257-258). The mode is the quantity that minimises the expected
loss according to a zero-one loss function. The mean minimises the expected loss
with respect to a quadratic loss function. So the mean of the posterior is the
quantity that minimises the mean-squared error of the estimate. If a particular
impact of a climate change scenario is of interest, then a specic loss function may
be applicable (e.g., the loss associated with not building adequate ood defences).
In the absence a specic impact scenario and associated loss function, a symmetric
loss function such as the quadratic loss is a sensible choice (Berger, 1985, p. 60-
62). Therefore, when reporting point estimates from the hierarchical frameworks,
the mean of the samples from the posterior of the parameter in question will be
used. If the posterior distribution is symmetric and uni-modal, then the mean and
the mode will coincide. The conditional distributions of the mean parameters 
and  are normal, so the means of the posteriors should be close to the maximum
likelihood estimates. However, the precision parameters have gamma distributions
and so will be positively skewed, as will the posterior distributions of the variance
parameters. Therefore, the mean estimates of the variance parameters will tend to
exceed equivalent maximum likelihood estimates.
4.5.2. Credible intervals
Credible intervals for any of the parameters may be obtained from the sample quan-
tiles of the simulated conditional posterior distributions. Credible intervals dier in
their interpretation from the frequentist concept of condence intervals. The proper
interpretation of a condence interval is that if a large number of samples were
taken, and 95% condence intervals constructed from each sample for the true value
of a parameter, then 95% of those intervals would contain the true value. It does
not tell us anything about the probability that any one of those intervals contains
the true parameter, it either does, or it does not. On the other hand, a 95% credible
interval for  is precisely the interval in which the true parameter is believed to lie
with probability 95%. While credible intervals have a far more natural interpreta-
tion than condence intervals, they are not unique for a given posterior distribution.
Unless otherwise stated, the 100(1 )% credible interval for a parameter will be the
interval between the =2 and 1 =2 quantiles of the conditional posterior distribu-
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tion of that parameter. This is an equal tailed credible interval. If the posterior is
symmetrically distributed and uni-modal, then the equal tailed interval will coincide
with the optimal highest probability density (HPD) credible interval (Bernardo and
Smith, 2000, p. 259-262).
In Chapter 3, the use of condence intervals was encouraged for inference about
parameters, rather than relying on simple hypothesis tests The same approach is
encouraged for the hierarchical model. Credible intervals for the expected climate
response  will be of particular interest. The t test for non-zero climate response
in Chapter 3 can be approximated by exploiting the duality between condence
intervals and hypothesis tests (Garthwaite et al., 2002, Section 5.2.3). If zero does
not lie within the 100(1 )% credible interval for , then we would reject the null
hypothesis that  = 0 at the 100% level. This does not constitute a true Bayesian
hypothesis test (Bernardo and Smith, 2000, p. 262-263), however it is correct to
regard a climate response of zero as implausible if it lies outside of the credible
interval.
It is now possible to make probability statements about the parameters. For in-
stance, an insurer might be interested in the probability that the expected climate
response  will exceed B cyclones per month in London. From a frequentist per-
spective, such a statement has no meaning since the parameter  is considered to be
a xed quantity. However, from a Bayesian perspective,  is simply another random
quantity whose value is uncertain. Therefore, the probability is easily computed
from the samples of the posterior distribution of  as
Pr ( > B) =
1
N
NX
n=1
I
 
(n) > B

(4.6)
where N is the total number of samples, I is the indicator function and (n) is the
nth sample from the posterior distribution of . Using the credible interval approx-
imation described above, the p-value of the t test for non-zero climate response in
Chapter 3 can be approximated by
2min (Pr ( > 0) ; 1  Pr ( > 0)) (4.7)
i.e., the probability that the value of  is more extreme than 0.
4.5.3. Model agreement and framework selection
The most commonly used measure of model consensus is the number of models that
agree on the sign of the mean response of the ensemble . This is equivalent to
evaluating Pr (XRm > 0) (or Pr (XRm < 0)), where XRm =  + m is the expected
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Figure 4.1.: Histogram of model mean cyclone track density responses xFm: xHm: for
a grid box in the Mediterranean (21.4E,36.5N). The red line represents the posterior
density of the expected responses of the models (XRm = +m), estimated using the
hierarchical framework. The black dashed line represents two standard deviations
of internal variability away from zero response (2H).
response of model m, from the empirical probability distribution dened by the
model responses (Figure 4.1). This probability can also be evaluated from the
samples of the posterior distribution of the parameters  and 2.
The IPCC Fifth Assessment Report (Stocker et al., 2013) attempted to separate lack
of climate change signal (small change undetectable over internal variability) from
lack of model agreement. Regions where the ensemble mean change () exceeded
two standard deviations of internal variability H and 90% of the models agreed on
the sign of the response were classed as \large change with high model agreement".
Regions where the ensemble mean change () was less than one standard deviation
of internal variability were classed as \small signal or low agreement of models".
Due to the fact that only one run was used from each model, model dierences
were compounded by internal variability and lack of signal still could not really be
distinguished from lack of model agreement. The framework derived here overcomes
this by separating model uncertainty from internal variability. Therefore, model
agreement on either the sign or the size (as suggested in Chapter 3) of the climate
response can be evaluated independent of the internal variability.
In the Fifth Assessment Report (Stocker et al., 2013), a large change was dened
as one that exceeds two standard deviations of internal variability, i.e., one that is
detectable (statistically signicant) when compared to the recent climate. Tebaldi
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et al. (2011) argue that \evaluating model agreement is only meaningful if the models
are producing signicant changes". This is equivalent to quantifying agreement
on the climate response based on Pr (XRm > 2H), which is also easily evaluated
from the samples of the posterior distribution of the parameters (Figure 4.1). This
denition more closely resembles the measure of agreement derived in Chapter 3,
since it considers the size of the model dierences relative to the internal variability.
However, it still depends on the expected size of the response in addition to the
inter-model spread. The F tests derived in Chapter 3 provide a pure measure of
agreement, independent of the size of the response.
In Chapter 3, the F tests were used to test for model consensus and so choose which
ANOVA framework to make inferences from. It would be far simpler to have a
single framework which could be used regardless of how well the models agree on
key parameters. The hierarchical framework provides that simplicity. The model
uncertainty is represented by the variance parameters 2 and 
2
. So, no matter
how large or small that uncertainty is, it is quantied. Most climate modellers
would accept that models will never agree completely. Dierent choices of numerical
methods, underlying equation sets and process parameterisations will inevitably lead
to dierences in the simulated outputs. Therefore, it seems more natural to simply
allow for the dierences, rather than to complicate the process of analysing the
ensemble by asking whether or not the models agree exactly. Credible intervals
may be obtained for the variances of the model departures 2 and 
2
. These are
interpreted in a similar manner to the condence intervals for the standardised RMS
of the inter-model spread in Chapter 3. If the mean of the posterior of the variance
is small but the credible interval includes very large values, then the inter-model
spread is not well determined and the model consensus may actually be poor.
4.5.4. Prediction
The posterior predictive distribution of new runs ~x given the runs already in the
ensemble is
Pr (~x j x) =
ZZ
Pr (~x;; j x) dd
=
ZZ
Pr (~x j ;;x) Pr (; j x) dd
=
ZZ
Pr (~x j ;) Pr (; j x) dd
since the outcome of new runs ~x is independent of the existing runs x given the
random eects  and the parameters . After sampling from the full conditional
distributions of the parameters using the Gibbs sampler, N samples from the pos-
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terior distribution Pr (; j x) are eectively available, and Pr (~x j ;) is given
by Equations 4.1a & 4.1b, so prediction from the hierarchical model is simple, as
described below.
Predicting runs from existing models
From Equation 4.1, the posterior predictive distribution for a new run of existing
model m from the historical scenario can be approximated by drawing one sample
from
~x
(n)
Hmr j x  N

(n) + (n)m ; 
2
H
(n)

(4.8)
for each of the n = 1; : : : ; N samples of the joint posterior of the parameters. Sim-
ilarly, the posterior predictive distribution for a new run of existing model m from
the future scenario can be approximated by drawing one sample from
~x
(n)
Fmr j x  N

(n) + (n)m + 
(n) + (n)m ; 
2
F
(n)

(4.9)
for each of the N samples of the joint posterior of the parameters. Finally, the pos-
terior predictive distribution of the dierence between a future and a historical run
from existing model m, i.e., the climate response of model m, can be approximated
by dierencing the samples from Equations 4.9 and 4.8.
Predicting runs from new models
The ANOVA frameworks in Chapter 3 are able to predict the outcomes of new
runs from models already in the ensemble, but not the outcomes of runs from a
new model. Using the hierarchical model, it is also simple to predict the output
of a new model that is judged to be exchangeable with the models already in the
ensemble. For a new model j, the random eects representing the model departures
~j = (~j; ~j) are unknown. The posterior predictive distribution for the departure
of a new model from the expected climate is
Pr

~j j x

=
Z
Pr

~j j 

Pr ( j x) d
since the departure ~j of a new model from the expected climate is independent
of the existing runs given the parameters . N samples from the joint posterior
distribution of the parameters Pr ( j x) are already available and Pr

~j j 

is
given by Equations 4.1c & 4.1d. So the posterior predictive distribution for a new
run of the historical scenario by unknown model j, can be approximated by rst
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sampling a new historical departure ~j from
~
(n)
j j x  N

0 ; 2
(n)

(4.10)
for each of the n = 1; : : : ; N samples from the posterior distribution of the parame-
ters. Then sample a new run from
~x
(n)
Hjr j x  N

(n) + ~
(n)
j ; 
2
H
(n)

(4.11)
for each of the N samples of the posterior distribution of the parameters. Similarly,
the posterior predictive distribution for a new run of the future scenario by unknown
model j can be approximated by rst sampling a new historical departure ~j from
Equation 4.10, and then sampling a new response departure ~j from
~
(n)
j j x  N

0 ; 2
(n)

(4.12)
for each of the n = 1; : : : ; N samples from the posterior distribution of the parame-
ters. Then, sample a new run from
~x
(n)
Fjr j x  N

(n) + ~
(n)
j + 
(n) + ~
(n)
j ; 
2
F
(n)

(4.13)
for each of the N samples from the posterior distribution of the parameters. Finally,
the posterior predictive distribution of the dierence between two runs of unknown
model j, i.e., the climate response of model j, can be sampled by dierencing samples
from Equation 4.13 and Equation 4.11 for the same historical departure ~
(n)
j , or by
sampling directly from
^xFjr   xHjr0
(n) j x  N

(n) ; 2
(n)
+ 2H
(n)
+ 2F
(n)

(4.14)
Predicting the actual climate
Under the \truth plus error" paradigm, the expected response of the actual climate
would be assumed to coincide with the expected response of the models . Intu-
ition tells us that if the models do not all simulate the same response, then our
uncertainty about the actual climate response should reect the spread of the re-
sponses simulated by the models. Equation 4.14 clearly satises that intuition for
a new model. However, unless the models agree exactly the credible interval for
 will always be narrower than the inter-model spread in the responses, since it is
the credible interval for the expectation of the model responses (eectively a sample
mean).
An alternative to the \truth plus error" approach is to assume that the models
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are exchangeable with the actual climate (Annan and Hargreaves, 2010). Such
an assumption would imply that the actual climate diers structurally from the
models in the same way that the models dier structurally from each other. In that
case, it would appear straightforward to include the observed historical climate in
the tting procedure as though it were a run from another model. The posterior
predictive distribution of the actual climate response could then be derived, similar
to predicting the response of a new model in Equation 4.14.
However, in Chapter 2 it was argued that the actual climate should not be viewed
as simply another model. Climate models are discretised approximations based on
dierential equations, and are fundamentally dierent from the system they are
trying to represent. In addition, while treating the observed climate as a run from
a model would account for structural uncertainty and initial condition uncertainty
from the models, and sampling uncertainty about the actual climate due to natural
variability, it would ignore the uncertainty due to measurement error associated with
the observations themselves. We return to the problem of relating the ensemble to
the actual climate in Chapter 6. For now we concentrate on ensuring that the
hierarchical framework provides a good description of the behaviour of the climate
models.
4.6. Framework checking
4.6.1. Convergence
One of the issues with Gibbs sampling is that many iterations can be required be-
fore the Markov chain converges to the stationary distribution of the parameters.
A simple check for convergence is to examine the time series of samples for each
parameter and look for the approximate point at which each distribution stabilises.
This is known as the burn-in period. At each step in the chain, the distribution
of the next sample of each parameter is conditional on the current values of all the
other parameters. Therefore, all samples prior to stabilisation of the parameter with
the longest burn-in period should be discarded. Gelman et al. (2014, Section 11.4)
suggest running several chains simultaneously, each starting from dierent initial
conditions, and monitoring convergence based on within and between sequence vari-
ances for each parameter. This approach may be useful for the automation of tting
to several dierent datasets, or if it is not clear that the Markov chain has converged.
However, it may not be practical to check for convergence at each location when
tting to many grid points. In that case graphical checks at a random selection of
grid points should be sucient to suggest a suitable burn-in period.
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4.6.2. Autocorrelation
The other main issue with iterative sampling procedures is that because the distri-
butions are conditional on the current values of all the other parameters, correlations
with subsequent samples may be large and persistent. Autocorrelation is not nec-
essarily a problem. All the samples after the burn-in period are still valid samples
from the joint distribution of the parameters. However, in the presence of autocorre-
lation, the total information about the the parameters will be less than is indicated
by the number of samples, i.e., the eective number of samples is less than the ac-
tual number. The extent of the autocorrelation can be assessed by computing and
plotting the autocorrelation function over a large number of lags for each parameter.
Ideally, the autocorrelation should drop rapidly with increasing lag and then remain
close to zero. One option is to thin the samples by only keeping every kth sample
where k is the lag at which the autocorrelations of all the parameters approach zero.
By running several chains simultaneously, the within and between chain variances
can be also be used to estimate the eective number of samples (Gelman et al.,
2014, Section 11.5). In that case, sampling may be halted after the required eec-
tive number of samples have been obtained. As noted for convergence, it may not
be practical to check the autocorrelation at each location when tting to a large
number of grid points. Graphical checks at a random selection of grid points should
be sucient to suggest a suitable thinning strategy.
4.6.3. Cross-validation
Validating the assumptions involved in hierarchical frameworks such as Equation 4.1
is dicult due to the multi-layered structure. The assumptions about the model
departures m and m are particularly problematic since they are latent variables
and cannot be observed directly. The expected historical climate, future climate
and climate response of model m are
E (xHmr) = + m
E (xFmr) = + m +  + m
E (xFmr   xHmr) =  + m
Natural estimates of the expected values are the means of the runs made by model
m under each scenario, i.e., xHm:, xFm:, and their dierence xFm:   xHm:. Suppose
there are NHj runs of the historical scenario and NFj runs of the future scenario by a
new model j, which is judged to be exchangeable with the M models already in the
ensemble. The posterior predictive distribution for the mean of the historical runs
from the new model can be approximated by taking the mean of NHj samples from
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Equation 4.11 for each of the N samples from the joint posterior of the parameters.
Alternatively, it can be sampled directly from
gxHj:(n) j x  N  (n) ; 2(n) + 2H (n)RHj
!
(4.15)
Similarly, the posterior predictive distribution for the mean of the future runs from
the new model can be approximated by taking the mean of NFj samples from Equa-
tion 4.13 for each of the N samples from the joint posterior of the parameters. It
can also be sampled directly from
gxFj:(n) j x  N  (n) + (n) ; 2(n) + 2(n) + 2F (n)RFj
!
(4.16)
However, the main quantity of interest is the mean climate response of the new
model. Its posterior predictive distribution can approximated by sampling from
^xFj:   xHj:
(n) j x  N
 
(n) ; 2
(n)
+
2H
(n)
RHj
+
2F
(n)
RFj
!
(4.17)
This suggests a cross validation approach to checking the distributional assumptions
about the model departures (the procedure described here is equivalent to that of
Smith et al. (2009), see Appendix B.2)
1. For each j 2 1; : : : ;M ret the hierarchical framework, leaving out the runs
from model j.
2. For each of the N samples from the new posterior distribution of the parame-
ters without model j, draw one sample from the posterior predictive distribu-
tion of the sample mean climate response of model j (Equation 4.17).
3. Calculate the proportion of samples from the posterior predictive distribution
that are greater than or equal to the value of the sample mean climate response
of model j
pj =
1
N
NX
n=1
I

^xFj:   xHj:
(n)
> xFj:   xHj:

(4.18)
4. Repeat steps 2 & 3 for the mean historical climate of model j using Equa-
tion 4.15, and the mean future climate using Equation 4.16, if required.
The quantity calculated in Step 3 is an estimate of the posterior predictive p-value
for the mean climate response of model j. Similar to the check for outlying runs in
Chapter 3, models with pj  0:005 or 0:995  pj should be examined carefully for
inconsistent behaviour. If several models have pj  0:005 or 0:995  pj then the
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distributional assumptions about the model departures m and m may need to be
reassessed.
The cross validation procedure is designed to test the assumptions about the model
departures, but it is also inuenced by uncertainty due to internal variability. If the
internal variability is comparable to the inter-model spread, and the models only
simulate one or two runs of each scenario, then the posterior predictive distributions
will be inuenced as much by internal variability as by the model spread. Therefore,
it may be the assumptions about the internal variability that are at fault, not about
the model departures.
In principle, similar tests could also be used to test the assumptions about the
internal variability by leaving out one run at a time, and then predicting its outcome
using the predictive distributions in Section 4.5.4. However, if many grid points must
be tested, then the computational cost of such a scheme would be prohibitive for an
ensemble of even moderate size. Fitting the ANOVA framework with interactions
and performing the residual checks or Anderson-Darling test described in Chapter 3
should be adequate to check the assumptions about the internal variability.
4.7. Application to the North Atlantic storm
track
In this section, the hierarchical framework and cross-validation methodology are
applied to the North Atlantic storm track data from Chapter 3. The hierarchical
framework was initially implemented entirely in the R statistical language. The
implementation itself is simple thanks to the extensive random number generation
facilities available. However, interpreted languages such as R are not able to handle
iterative procedures eciently. Therefore the framework was reimplemented in For-
tran 90 using the random number generators collected by Chandler (2003). R is able
to call Fortran subroutines directly once compiled into an appropriate shared object.
So the full data handling capabilities of the R language can be leveraged for setting
up and analysing the simulations while simultaneously exploiting the eciency of
Fortran for scientic programming.
The updates for the individual parameters all have similar complexity. Therefore
the runtime of the Gibbs sampler is approximately proportional to
(N  T +B) (P + 2M) (4.19)
where N is the number of samples required after thinning by retaining only every
T th sample, B is the burn-in period, P = 6 is the number of parameters, and M is
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the number of models. Running on a 3.06 GHz desktop PC dating from 2009, the
Fortran version takes around 8.0 seconds to generate N = 106 from the posterior
distribution of the parameters samples, with no thinning (T = 1), no burn-in (B = 0)
and M = 24 models. This compares to 162 seconds for the same number of samples
when implemented natively in R.
4.7.1. Cyclone frequency over London
The checks on the sampling process described in Section 4.6 were carried out at a
selection of grid points across the the study region in order to determine appropriate
thinning and burn-in strategies. The checking procedures are illustrated here for
the grid box containing London (51.6N,1.26E). In testing, the sampler was run for
N = 106 samples with no thinning (T = 1). The time series in Figure 4.2 show
that the chains for , H , F and  are all stable and well mixed with little or no
apparent burn-in period. The chain of samples of  is also stable but appears to be
mixing more slowly. This is consistent with the autocorrelations in Figure 4.3 where
the other variables exhibit rapidly decaying autocorrelations but  may exhibit
signicant autocorrelation over 200 samples or more.
More concerning is the time series of samples of . The mode of the distribution lies
between 4-5, but the chain makes frequent and prolonged excursions into regions
of very high precision (  1000) leading to a highly skewed distribution. The
reasons for these excursions are easily understood by considering the full conditional
distributions of  and m. If the models are in good agreement on the response
so that
PM
m=1 
2
m  M , then both the expectation and variance of  will be large
(Equation B.11 of Appendix B). When  is large, then both the expectation and
variance of all the m will be approximately zero (Equation B.7). In that case, the
sum of squares in Equation B.11 will remain small, making it hard for the chain
to jump back to small values of . But what does this mean? A large value of 
implies that the models agree almost exactly on the climate response. If the model
response departures m are small compared to the internal variability, then unless a
large number of runs are available, the model dierences will not be distinguishable
from the internal variability. In that case, m  0 8 m is an admissible solution and
these long excursions into a dierent area of parameter space are the result.
For some grid points, the distribution of  actually becomes bi-modal. The sampler
is eectively exploring two dierent frameworks, one where the models agree and one
where they do not. Such bi-modal behaviour creates obvious diculties for inference,
e.g., the mean of the distribution will not correspond to either case. Putting aside
this objection, is such behaviour realistic? In Chapter 3, the situation where the
models agreed was desirable since it removed one source of variability which was
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Figure 4.2.: Time series of the rst 2500 samples from the joint posterior distribution
of the parameters for the grid box containing London.
otherwise unaccounted for. However, given the variety of ways that climate models
dier from one another, it seems optimistic to expect that they should ever agree
completely. It is easy to incorporate this belief into the hierarchical framework via
the prior distribution for . It can be seen from Equation B.11 that the prior rate
parameter d is eectively a lower bound on the sum of squared model response
departures. Suppose that at best, we believe the model responses will have a range
of 0.5 cyclones per month. Since the model departures are assumed to arise from a
normal distribution, 99:7% of the mass of the distribution lies within three standard
deviations of the mean. Therefore the expectation of the sum of squared departures
is approximately M  (0:5=6)2 = 0:167 for M = 24, implying d = 0:083  10 1.
Further testing showed that d = 10
 1 is sucient to prevent the sampler from
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Figure 4.3.: Autocorrelations of samples of, from top to bottom, , , H , F , ,
. The horizontal dashed lines are 90% condence intervals for the expected auto-
correlation based on a white noise process.
stalling in regions of very high precision. The eect of the informative prior is il-
lustrated in Figure 4.4. If the sum of squared model departures is greater than 3.7
(
p
2  0:39 cyclones per month for M = 24), then the conditional mean and vari-
ance of  lie within 5% and 10% of their respective values under the uninformative
prior. So if the models disagree more than slightly, then the eect of the informative
prior is negligible. The overall eect of the informative prior is conservative, it tends
to underestimate the precision  and hence overestimate the inter-model spread 
2
.
Figure 4.5 compares the posterior densities of the parameters for using the informa-
tive and uninformative priors for . The mode of  remains almost unchanged but
the skewness is reduced by the restriction on the sum of squared departures. The
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Figure 4.4.: The ratio of the conditional expectation and variance of  under the
informative prior (d = 10
 1) to those under the uninformative prior (d = 10 3)
for various values of the sum of squared model response departures (
PM
m=1 
2
m).
time series for  (not shown) also appears better mixed. Overall,  is still poorly
determined, but its behaviour is no longer concerning. The estimates of , H and
 are unaltered by the change in prior. When d = 10
 1, the mode of the posterior
density of F increases and is more similar to that of H . This is to be expected
since a larger amount of variability is attributed to the model response departures
by placing a lower bound on . The additional variability in the model responses
is reected in the posterior density of  which broader for d = 10
 1. The modied
prior introduces only minimal prior information, solves a number practical dicul-
ties, and explicitly reects the belief that the models will never agree completely.
Therefore it was adopted as the default prior for all grid points.
Based on the results for the modied prior, the estimate of  from the hierarchical
framework is  0:05 ( 0:39; 0:29). The mean is unaltered from the two-way ANOVA
estimate in Chapter 3, but the credible interval is slightly wider as a result of the
additional uncertainty due to the model dierences. The 95% credible interval for 
under the original non-informative prior is ( 0:36; 0:25), more similar to the ANOVA
interval. Using the ANOVA framework, the models were found to be in reasonable
agreement about the climate response over London. Model agreement was dened as
when the variability explained by the model response dierences is small compared
to that explained by the internal variability. The posterior credible intervals for 
demonstrate exactly that. The increase in the width of the credible interval for  by
allowing for model dierences is small compared to width of the interval due only
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Figure 4.5.: Posterior densities of the parameters for the grid box containing London.
Densities simulated with the uninformative prior d = 10
 3 are shown in black.
Densities simulated with the mildly informative prior d = 10
 1 are shown in red.
to internal variability.
4.7.2. The North Atlantic storm track
After testing at a random selection of grid points, the hierarchical framework was
tted separately at each grid point in the cyclone track density data analysed in
Chapter 3. The expected climate response of the models  is almost indistinguish-
able from the ANOVA estimates (Figure 4.6a). A comparison with Figure 3.4 sug-
gests that the estimate from the hierarchical framework is most similar to the two-
way ANOVA estimate, rather than the estimate from the ANOVA framework with
interactions. In the hierarchical framework, the model responses are treated as an
exchangeable sequence of random quantities. They are modelled as a random sample
from a common distribution with expectation . The expectation of the conditional
distribution of  in Appendix B.1 is a weighted average, similar to the estimate from
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Figure 4.6.: (a) The posterior mean, (b) approximated p-value of the t test for non-
zero climate response, and (c) the posterior standard error of the expected climate
response  of the ensemble, estimated using the hierarchical framework; (d) the ratio
of the posterior standard error of  to the standard error of  from the two-way
ANOVA with interactions.
the two-way ANOVA, so the resemblance is not surprising. The pseudo p-value of
the expected climate response  (Figure 4.6b) also strongly resembles the result of
the t test under the two-way ANOVA framework.
The results in Chapter 3 indicated that the models were in good agreement about
the climate response over most of the North Atlantic. Therefore, the contribution to
the uncertainty about  from model dierences should be small and so the posterior
standard error and hence the p-value should be similar to the ANOVA estimates.
The standard error from the two-way ANOVA framework will be inated by the
contribution from model dierences where the models to not agree. Therefore, it is
more instructive to compare the posterior standard error with the framework with
interactions (Figure 4.6d). As expected, where there was good consensus on the
model response between 45-60N in Chapter 3, the posterior standard error is very
similar to the estimate from the ANOVA framework. However, on the southern
ank of the storm track, the standard error is up to double that from the ANOVA
framework.
The inter-model spread in the climate response 2 is largest on the southern ank
of the storm track where signicant dierences between the model responses were
detected in Chapter 3. In this region, the square root of the inter-model spread
may exceed 1.0 cyclone per month (Figure 4.7a). Where the models were found to
agree on the climate response between 45-60N, the square root of the mean inter-
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Figure 4.7.: (a) The square root of the posterior mean of the inter-model spread in
the climate response 2; (b) the ratio of (a) to the equivalent estimate using the
uninformative parameterisation d = 10
 3.
BCC−CSM1.1 BCC−CSM1.1(m) CanESM2 CCSM4
CMCC−CM CNRM−CM5 CSIRO−Mk3.6.0 EC−EARTH
FGOALS−g2 GFDL−ESM2G GFDL−ESM2M HadGEM2−CC
HadGEM2−ES INM−CM4 IPSL−CM5A−LR IPSL−CM5A−MR
IPSL−CM5B−LR MIROC5 MIROC−ESM MIROC−ESM−CHEM
MPI−ESM−LR MPI−ESM−MR MRI−CGCM3 NorESM1−M
Figure 4.8.: p-values from the cross validation of the model mean climate responses,
shading is the same as Figure 4.6b.
model spread usually falls between 0.4-0.6 cyclones per month. This is consistent
with the mildly informative prior d = 10
 1 constraining the inter-model spread to a
minimum value. On the southern ank of the storm track the estimated inter-model
spread is similar using either prior for  (Figure 4.7b). Between 45-60N where there
is good consensus on the response according to the ANOVA formulation, the square
root of the inter-model spread is up to two times greater than when estimated using
the uninformative prior.
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Cross-validation
The results of the cross-validation procedure on the climate response of each model
are shown in Figure 4.8. The responses of three models, FGOALS-g2, MIROC-ESM
and MIROC-ESM-CHEM, are poorly predicted on the southern ank of the storm
track. Zappa et al. (2013a) identied all three of these models as belonging to a group
of models whose storm tracks were displaced to the south. The responses of several
models are also signicant at the 10% level near Greenland and Iceland. This may
also be attributable to the eect of the southward-displaced group inuencing the
expected response in this region. Although the model responses were found to agree
in this region in Chapter 3, the internal variability is also large. It is possible that
the model dierences simply cannot be distinguished from the internal variability.
This is explored further in the next section where the ensemble is thinned to obtain
an exchangeable set of models.
Cross validation of the historical and future climates of the models (not shown)
reveals no major cause for concern. However, FGOALS-g2 is poorly predicted in
both scenarios in the most active part of the storm track, and IPSL-CM5A-LR which
is poorly predicted at high latitudes. Overall, the hierarchical framework appears
to provide a good description of the variation in extra-tropical cyclone frequency
present in the CMIP5 ensemble.
Thinning the ensemble
In Section 4.3, the possibility was discussed that not all of the models should be
included in the analysis in order to satisfy the assumption of exchangeability. In
particular, models from the same centre are likely to be more similar than those
from dierent centres. Therefore, only one model from each centre should be in-
cluded. Modelling centres may also share components with other groups. Therefore,
where possible only one model using any given major component, or at least any
combination of components, should be included. These are judgements related to
the structure of the model, however physical concerns may also be relevant.
Zappa et al. (2013a) identied three groups of models in terms of their bias relative
to the storm track computed from the ERA-Interim reanalysis. Good performance
in the historical scenario is no guarantee of good performance for the climate re-
sponse. However, if a model simulates a physically implausible historical climate,
then we may not be willing to judge that it is informative for the actual climate or
exchangeable with the other models. The three groups identied by Zappa et al.
(2013a) were (a) models compatible with ERA-Interim, (b) models whose storm
tracks are too zonal and (c) models whose storm tracks are displaced to the south.
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Table 4.1.: Number of realisations available from each model for the historical and
future scenarios. Models highlighted in red are included in the exchangeable ensem-
ble.
Runs Storm
Modelling centre Model Historical RCP4.5 Track
RHm RFm Classication
BCC BCC-CSM1.1 3 1 Southward-displaced
BCC BCC-CSM1.1(m) 1 1 Too zonal
CCCMA CanESM2 5 1 Too zonal
NCAR CCSM4 1 1 Too zonal
CMCC CMCC-CM 1 1 Southward-displaced
CNRM-CERFACS CNRM-CM5 5 1 Southward-displaced
CSIRO-QCCCE CSIRO-Mk3.6.0 4 5 Southward-displaced
ICHEC EC-EARTH 3 3 Consistent
LASG-CESS FGOALS-g2 1 1 Southward-displaced
NOAA GFDL GFDL-ESM2G 1 1 Too zonal
NOAA GFDL GFDL-ESM2M 1 1
MOHC HadGEM2-CC 2 1 Consistent
MOHC HadGEM2-ES 1 1 Consistent
INM INM-CM4 1 1 Too zonal
IPSL IPSL-CM5A-LR 4 4
IPSL IPSL-CM5A-MR 1 1 Too zonal
IPSL IPSL-CM5B-LR 1 1 Southward-displaced
MIROC MIROC5 5 3 Southward-displaced
MIROC MIROC-ESM 3 1 Southward-displaced
MIROC MIROC-ESM-CHEM 1 1 Southward-displaced
MPI-M MPI-ESM-LR 3 3 Too zonal
MPI-M MPI-ESM-MR 3 3 Too zonal
MRI MRI-CGCM3 5 1 Consistent
NCC NorESM1-M 3 1 Too zonal
Total 59 (25) 39 (15)
Which group each model belongs to is identied in Table 4.1. Unfortunately, only
four models in the full ensemble were judged to be compatible with ERA-Interim,
and two of those are from the same centre. The North Atlantic storm track is
often characterised as having two branches, one running North East past Iceland
towards Norway, and one running more zonally towards Central and Northern Eu-
rope (Blender et al., 1997). Therefore we might be willing to judge that the models
in the \too zonal" group are in fact exchangeable with the models in the \compat-
ible" group, it is simply that their preferred state tends more to towards the zonal
branch. However, it seems unlikely that the models in the \southward-displaced"
group can be regarded as exchangeable with the models in the other two groups.
Even if they are linearly displaced so that they simulate the \correct" response but
in the \wrong" location, they will still bias the estimates unless the shift is incor-
porated into the estimation procedure. Therefore the \southward-displaced" group
are judged not to be exchangeable with the other models and are excluded from the
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Figure 4.9.: (a) The posterior mean, (b) the approximated p-value of the t test
for non-zero climate response, and (c) the standard error of the expected climate
response (); (d) the square root of posterior mean of the inter-model spread in the
climate response (
p
2).
thinned ensemble.
After the \southward-displaced" models have been removed, 15 of 24 models re-
main. Among those, two were submitted from each of the NOAA-GFDL, MOHC,
IPSL and MPI modelling centres. Structural details of all 24 climate models are
summarised in Table 4.2. The two models from NOAA-GFDL dier primarily in
their ocean component. GFDL-ESM2G uses the GOLD ocean model, while GFDL-
ESM2M uses the MOM4.1 ocean model. However, the MOM4 ocean model is also
used in the models from the BCC, so GFDL-ESM2M is excluded. The MOHC model
in its HadGEM2-CC conguration has a relatively low resolution ocean component
compared to most of the other models, so it is excluded in favour of the HadGEM2-
ES conguration. Similarly, the resolution of the atmospheric component of the
IPSL-CM5A-LR model is low compared to the rest of the ensemble, so it is ex-
cluded in favour of the IPSL-CM5A-MR conguration. Finally, the MPI-ESM-MR
conguration features a very high resolution ocean component compared to the rest
of the ensemble. Therefore the MPI-ESM-LR conguration is retained instead.
After thinning for both structural and physical concerns, an ensemble of 11 models
remains. In total, there are 25 runs of the historical scenario, and 15 runs of the
RCP4.5 scenario. With so few runs, it was anticipated that it might be necessary to
reinstate the assumption of constant internal variability (2F = 
2
H), in order for the
Markov chain to converge properly to the stationary distribution of the parameters.
In practice however, the only problem observed was that the chain of samples for 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Figure 4.10.: The square root of the posterior mean of the inter-model spread in the
historical climate (
p
2) estimated from (a) the full ensemble; and (b) the thinned
ensemble.
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Figure 4.11.: Histograms of model mean climate responses for a grid box located o
of Newfoundland (46.9W,51.6N).
displayed problems similar to those seen for  in the full ensemble. These issues were
resolved using the same mildly informative prior for  as for  (i.e., d = 10
 1).
The sampling issues for  suggest that once the \southward-displaced" group are
removed, the models are in good agreement about the historical climate in some
regions. Figure 4.10 conrms that the inter-model spread in the historical scenario
decreases dramatically in the sub-tropical North Atlantic in the thinned ensemble.
The expected response  of the thinned ensemble (Figure 4.9a) strongly resembles
that of the full ensemble (Figure 4.6a). The response on the southern ank of the
storm track and in the Mediterranean basin is weaker, but still present, despite the
removal of the \southward-displaced" models. On the other hand, the response near
Greenland and Iceland is strengthened. This is consistent with the speculation in the
previous section that the \southward-displaced" models might be responsible for the
diculty in predicting the response of several models in the cross validation exercise.
Cross-validation in the thinned ensemble (not shown) reveals no problems for the
climate response or either individual scenario. This indicates that the hierarchical
framework provides a good description of the thinned ensemble.
The standard error of the expected climate response  (Figure 4.9c) is increased
considerably compared to the full ensemble (Figure 4.6c). This is to be expected,
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since thinning the ensemble represents a signicant reduction in information. While
the increase in the standard error of  is expected, the increase and change in spatial
distribution of the square root of the inter-model spread in the climate response
p
2
(Figure 4.9d) is perhaps more surprising. If the models were independent, then
the inter-model spread should not be eected, although its estimate should be less
precise. The histograms in Figure 4.11 illustrate how thinning the ensemble reveals
the true variation between the models. In the full ensemble, the similarity between
models from the same centres, and models that share components, cause the model
mean climate responses to cluster between 0.0-0.5 cyclones per month. Thinning the
ensemble removes the eect of the enhanced correlations between similar models.
This leaves a much atter histogram from which a larger inter-model spread would
be estimated.
The increase in the standard error of the expected climate response  is due to a
combination of the reduction in information and the increased inter-model spread
in the response. As a result of the increased uncertainty, the signicance of the
expected climate response is reduced everywhere (Figure 4.9b). However, there is
still a signicant signal on the Northern ank of the storm track near Greenland and
Iceland, in the Mediterranean basin and on the southern ank of the storm track
south-west of the Azores, despite the removal of the \southward-displaced" group
of models.
4.8. Discussion
In this chapter, the multi-model ensemble has been reinterpreted from a Bayesian
perspective using the concept of exchangeability. However, climate scientists are
already accustomed to making judgements about the exchangeability of climate
models. They instinctively exclude older models as well as models that do not
simulate key features in a physically plausible manner. The statistical concept of
exchangeability provides a formal denition on which these judgements can be based.
Questioning the exchangeability of the models in the CMIP5 ensemble leads to
some interesting conclusions. In order for the conditions of exchangeability to be
satised, each modelling centre should only submit output from one model. In
addition, models from dierent centres should ideally not share major components.
The extent to which the structural similarities of climate models are reected in their
outputs has been graphically illustrated by Masson and Knutti (2011) and Knutti
et al. (2013). By thinning the ensemble, it appears that perfectly good outputs
are being discarded. However, the analysis of the North Atlantic storm track in
Section 4.7 showed that including many similar models can bias the estimates and
lead to overcondence. The same thinning should therefore be applied before tting
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the ANOVA frameworks derived in Chapter 3.
Many statistical frameworks for interpreting ensembles of climate models are based
on only one run from each model (e.g., Buser et al., 2009; Smith et al., 2009) or
the means of all the runs from each model (e.g., Bracegirdle and Stephenson, 2012;
Greene et al., 2006). In either case, the inter-model spread will reect not only the
dierences between the preferred climates of the models, but also a degree of uncer-
tainty due to internal variability. Tebaldi et al. (2005) suggested incorporating the
additional runs from each model by including model specic random eects. This
would allow each model to simulate dierent internal variability. However, several
runs of each scenario by each model would be required to estimate the individ-
ual uncertainties. The hierarchical framework described here uses the simplifying
assumption that all models simulate the same internal variability. This allows uncer-
tainty due to model dierences and internal variability to be quantied separately.
By explicitly including model dierences in the climate response, the hierarchical
framework appears closest to the ANOVA framework with interactions. However,
the assumption that the model responses are exchangeable implies that the models
share a common mean response. The same is true for the historical climates of the
models. So the hierarchical framework is in some respects closer to the two-way or
even the one-way ANOVA framework. This can be seen from the expectations of
the conditional distributions of  and  (Equations B.4 & B.5). Like the two-way
and one-way ANOVA estimates, these are weighted averages of the mean outputs of
the individual models, and the models with the most runs in each scenario receive
the most weight. This reinforces the conclusion in Chapter 3 that modelling centres
need to submit several runs from each scenario in order for their model to receive a
high weight.
In Equation 4.1, both the internal variability and the model departures are as-
sumed to be normally distributed. Similar assumptions have been made in other
studies, particularly for the model departures (e.g., Buser et al., 2009; Bracegirdle
and Stephenson, 2012). In the absence of strong beliefs about the distribution of the
departures, the symmetry of the normal distribution makes it a natural choice. How-
ever, the Bayesian implementation of the hierarchical framework is easily modied
if we have reason to believe that the normal distribution is not appropriate. Tebaldi
et al. (2005) chose a t distribution for the model departures. This places more
weight in the tails of the distribution, making the estimates more robust to outlying
models (Nychka and Tebaldi, 2003). The cost of modifying the normal assumption
is that some of the full conditional distributions of the parameters may not take the
form of any known probability distribution. In that case, the Metropolis-Hastings
algorithm can be used to sample from the conditional posterior distribution of those
parameters (Gelman et al., 2014).
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The nested family of ANOVA frameworks derived in Chapter 3 correspond to dier-
ent degrees of model consensus. A similar family of hierarchical frameworks could
be derived for the same hypotheses. However, in Section 4.5.3 it was argued that
in practice, the models should not be expected to agree completely. If required, the
choice between a nested family of hierarchical frameworks, could be based on one of
a number of information criteria. The best known is Akaike's Information Criteria
(AIC) (Akaike, 1974), and a widely used Bayesian alternative is the Deviance In-
formation Criteria (DIC) (Spiegelhalter et al., 2002). Supercially, the information
criteria are likelihood ratio tests, similar to the F tests in Chapter 3, but penalised
for model complexity. However, the justication for each is very dierent. For ei-
ther criteria, the framework with the lowest value of the criteria should be preferred.
Depending on the purpose of the analysis, there are reasons to favour either criteria
(Spiegelhalter, 2006). One obstacle to performing framework selection in this way is
the need to t each framework in order to compute the value of information criteria.
The ANOVA frameworks are simple to t. However, iterative sampling from the
hierarchical frameworks for a large number of grid points requires many hours of
computer time which may be prohibitive.
Fitting the hierarchical framework to the full ensemble appeared to conrm the
conclusions from ANOVA frameworks in Chapter 3. The contribution of model
dierences to the uncertainty about the expected change in cyclone frequency ap-
peared to be small over most of the North Atlantic. However, thinning the ensemble
revealed a very dierent picture. Qualitatively the pattern of the expected climate
response in the storm track remains similar to that estimated in the full ensem-
ble. However, the expected response near Greenland and Iceland is stronger in the
thinned ensemble, while response in the sub-tropics and the Mediterranean basin is
weaker. Near Greenland and Iceland, the standard error in the expected response
of the models may be doubled in the thinned ensemble due to a combination of the
smaller ensemble and the revised estimate of the model uncertainty.
4.9. Conclusion
In this chapter, it was shown that random eects can be used to quantify the uncer-
tainty due to model dierences about the climate response in an ensemble of climate
models. In doing so, the ensemble was reinterpreted from a Bayesian perspective
using the concept of exchangeability. The judgements required about climate model
structure and the physical plausibility of the outputs are already familiar to climate
scientists. When applied systematically to the CMIP5 ensemble, these judgements
revealed a very dierent picture of model uncertainty in the North Atlantic storm
track. This is not the rst time that models have been treated as a population or
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an exchangeable sequence. However, previous studies have usually included only a
single run from each model or analysed the means of the runs from each model. The
hierarchical framework presented here allows all the runs from each model to be
entered into the estimation procedure. This has the advantage that the components
of uncertainty due to internal variability and model dierences can be quantied
separately.
If it were assumed that the actual climate is exchangeable with the expected cli-
mates of the models, then the framework proposed here could be used to project
the future climate response of the Earth system. However, in Chapter 2 it was ar-
gued that climate models were fundamentally dierent from the Earth system, due
to inadequacies shared by all models. To naively include the observed climate as
though it were the output of a model would also neglect uncertainty due to mea-
surement error in the observations. Additional assumptions are required to account
for the eects of model inadequacy and observation error. These will be addressed
in Chapter 6. First, in Chapter 5, the hierarchical framework is extended to include
the estimation of correlations between the historical climates and climate responses
of the models, i.e., emergent constraints.
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constraints
5.1. Introduction
The hierarchical framework described in Chapter 4 allows model uncertainty to
be quantied in addition to the internal variability simulated by the models. In
deriving that framework, it was assumed that the climate response of each model was
independent of its historical climate. However, evidence was noted in Chapter 3 of a
possible correlation between the responses of the CMIP5 models and their historical
climates in the North Atlantic storm track. In the presence of such correlation, a
systematic component is missing from the hierarchical framework and the model
uncertainty about the climate response will be overestimated.
Correlations between the climate responses and historical states of the models are
sometimes referred to as \emergent constraints" (Allen and Ingram, 2002). Sim-
ple linear regression methods are often used to characterise these relationships be-
tween the model climates (Raisanen et al., 2010; Cox et al., 2013; Karpechko et al.,
2013). This methodology was formalised by Bracegirdle and Stephenson (2012)
under the name \ensemble regression". Correlations between the responses and his-
torical states of models have also been incorporated into more complex probabilistic
frameworks for analysing multi-model ensembles (Tebaldi et al., 2005; Smith et al.,
2009). However, those frameworks did not separate the eects of model uncertainty
from those of internal variability.
In this chapter, the hierarchical framework described in Chapter 4 will be extended
to include the eect of emergent constraints. It will be shown that it is important
to allow for internal variability when estimating emergent relationships, in order to
avoid biased estimates. The cross-validation methodology will also be extended to
test the robustness and predictive value of the emergent constraint. Emergent con-
straints are primarily of interest for their potential to constrain projections of future
climate. The emphasis in this chapter is still on building a probabilistic description
of the ensemble itself. However, a brief discussion of projection is informative for
framework checking and selection.
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5.2. Extending the hierarchical framework
The ensemble regression methodology proposed by Bracegirdle and Stephenson
(2012) is used to motivate the form of the extension to the hierarchical frame-
work. In ensemble regression, the mean response of model m is modelled as linearly
dependent on the mean historical climate of the same model
xFm:   xHm: =  + 
 
xHm:   1
M
MX
m=1
xHm:
!
+ m (5.1a)
m
iid N  0 ; 2 (5.1b)
Where  represents the expected response of the ensemble as usual, and the slope
parameter  represents the emergent constraint. The variance 2 quanties the inter-
model spread in sample mean responses. Note that Bracegirdle and Stephenson
(2012) treat the sample means xHm: as xed quantities, measured without error.
However, probabilistic descriptions of the individual runs xsmr were specied in
the hierarchical framework developed in Chapter 4. The weak law of large numbers
guarantees that the sample means will converge to the expected climates and climate
responses of the models dened in the hierarchical framework.
xHm: ! + m as RHm !1
1
M
MX
m=1
xHm: !  as M;RHm !1
xFm:   xHm: !  + m as RHm; RFm !1
The maximum likelihood estimate of the expected climate response in ensemble
regression
^ =
1
M
MX
m=1
(xFm:   xHm:)
will also converge to  as the ensemble size increases. In the limit as the number of
models and runs becomes large, Equation 5.1a is asymptotically equivalent to
 + m =  +  (+ m   ) + m
which after cancelling the  and  terms leaves
m = m + m (5.2)
i.e., the expected departure of model m from the expected climate response , is
proportional to its historical departure from the expected climate . This suggests
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the following extension to the hierarchical framework
xHmr
iid N  + m ; 2H (5.3a)
xFmr
iid N  + m +  + m ; 2F  (5.3b)
m
iid N  0 ; 2 (5.3c)
m j m iid N
 
m ; 
2
j

(5.3d)
which is equivalent to the basic hierarchical framework in Chapter 4 when  = 0.
Since Equation 5.3 represents a relatively minor generalisation of the basic hierar-
chical framework, the assumptions and interpretations of the parameters are largely
the same as in Chapter 4. The only changes relate to the model response departures
m, which now depend linearly on the historical departures m. The magnitude of
the dependence is controlled by the emergent constraint . Note the change in no-
tation from 2 to 
2
j for the inter-model spread in the response. 
2
 is the marginal
variance of the expected model response and 2j is the conditional variance, given
the expected historical climate of the model.
5.2.1. Fitting the extended framework
In order to t the extended hierarchical framework, it is necessary to specify a prior
probability distribution for . Once again, a diuse normal prior is chosen
  N  a; b 1  (5.4)
where a = 0 and b = 10
 6. The priors on the other parameters are the same as for
the basic hierarchical framework in Chapter 4. The full conditional distributions of
the parameters are derived in Appendix C. The joint posterior distribution can be
approximated by Gibbs sampling. The maximum likelihood estimate from ensemble
regression is used as an intial value for the emergent constraint . A sample estimate
is used to initialise the conditional precision of the model response dierences j =
 2j.
j =
M   1PM
m=1 (m   m)2
(5.5)
The initial values for the other parameters are unchanged from the basic hierarchical
framework in Chapter 4
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5.3. Interpreting emergent relationships
The form of the extended hierarchical framework highlights an important assump-
tion about the nature of emergent relationships. In Equation 5.3, the emergent
constraint  relates the dierences between the models m and m, but not the
dierences between the individual runs. This reects the usual assumption that the
trajectory of the climate over long time scales is insensitive (i.e., independent) to
uctuations due to internal variability on short time scales. For example, Boe et al.
(2009) linked dierences in the thickness distribution of sea ice simulated by the
CMIP3 models in the historical period to dierences in their percentage ice loss in
the future. Suppose model j simulates more thin ice during the historical period
in a particular run, compared to its expected (preferred) ice thickness distribution.
Thin ice is melted more easily than thick ice. However, we would not expect that
the same run would necessarily have less sea ice remaining in the future period
compared to the expected future ice coverage in that model. The anomaly in the
historical period can be thought of as the accumulation of year-to-year variations
that are assumed to have no eect on the long term trajectory of the climate. Now,
suppose that model k systematically simulates more thin ice than model j in the
historical period, i.e., its ice thickness distribution is biased. In a warming climate,
we would rightly expect that model k will tend to have less ice remaining in the
future compared to model j.
5.3.1. Why internal variability matters
Most previous studies of emergent relationships have utilised only one run from each
model (e.g., Boe et al., 2009; Hall and Qu, 2006; Tebaldi et al., 2005). Those studies
did not attempt to distinguish between model dierences and internal variability. If
the internal variability is large compared to the model departures, then it may be im-
possible to detect any systematic relationship between the models. Bracegirdle and
Stephenson (2012) reduce the impact of internal variability by averaging together all
the runs from each model. However, this can actually result in the estimation of an
emergent relationship where none exists. Consider a balanced ensemble where each
model simulates the same number of runs of each scenario (i.e., NHm = NFm = N).
The covariance between the sample mean responses and historical climates of the
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models is
cov (xFm:   xHm: ; xHm: j ; ; ) = cov
 
 + m +
NX
r=1
"Fmr
N
 
NX
r=1
"Hmr
N
; + m +
NX
r=1
"Hmr
N
!
= cov (m ; m)  cov ("Hmr ; "Hmr)
N
= 2  
2H
N
(5.6)
The maximum likelihood estimate of the emergent constraint in ensemble regression
can be written in terms of the sample variance and covariance of the model mean
climates
^ =
cov (xFm:   xHm: ; xHm:)
var (xHm:)
(5.7)
the expected value of which is
E

^

=
2   2H=N
2 + 
2
H=N
=   (+ 1)
2
H=N
2 + 
2
H=N
(5.8)
Because of the shared term xHm:, the ensemble regression estimate is negatively
biased unless  =  1 or 2H = 0, i.e., there is no internal variability. In particular,
if there is no emergent constraint ( = 0), then ensemble regression will tend to
estimate an emergent relationship with negative sign. In fact, if  = 0 and N = 1,
then ^ =  2H= (2 + 2H), and ^ !  1 in the limit as 2H=2 ! +1. Therefore,
additional care must be taken when applying the basic ensemble regression method
of Bracegirdle and Stephenson (2012) when the internal variability is large and the
number of runs from each model is small. The extended hierarchical framework
in Equation 5.3 accounts for the uncertainty about the expected climates of the
models. As a result, it is not aected by this bias unless there is only one run from
each model N = 1, when the internal variability cannot be estimated.
5.4. Inference in the extended framework
Point estimates and credible intervals can be constructed as described in Chap-
ter 4. In addition to the expected climate response of the ensemble , the value of
the emergent constraint  will be of particular interest. In the ensemble regression
framework of Bracegirdle and Stephenson (2012), a two-sided t test could be used to
test the null hypothesis of no emergent relationship, H0 :  = 0, against the alterna-
tive hypothesis of any relationship, H :  6= 0. The p-value can be approximated in
the same way as described for the test for non-zero climate response in Chapter 4,
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by computing
2min (Pr ( > 0) ; 1  Pr ( > 0)) (5.9)
i.e., the probability that the value of  is more extreme than 0.
5.4.1. Prediction
Prediction of new runs is almost unchanged from Chapter 4. The posterior predictive
distribution of the response departure ~j of a new model j in Equation 4.12 is altered
by the inclusion of the emergent constraint. Its new predictive distribution can be
sampled from
~
(n)
j j x  N

(n)~
(n)
j ; 
2

(n)

(5.10)
for each of the n = 1; : : : ; N samples from the posterior distribution of the parame-
ters. The posterior predictive distribution of the dierence between a future and a
historical run from new model j (Equation 4.14) is also altered, and can be sampled
directly from
^xFjr   xFjr0
(n) j x  N

(n) ; (n)
2
2
(n)
+ 2
(n)
+ 2H
(n)
+ 2F
(n)

(5.11)
5.4.2. Predicting the actual climate
The conditional variance of the expected model responses 2j is related to the
marginal variance 2 by the law of total variance variance
2 = 
22 + 
2
j (5.12)
Clearly 2j < 
2
 for  6= 0, i.e., emergent relationships act to reduce the uncertainty
about the expected response of a model, given its expected historical state. This
eect has been exploited in order to reduce uncertainty about the response of the
actual climate given knowledge of the historical climate from observations (Bracegir-
dle and Stephenson, 2012; Cox et al., 2013; Karpechko et al., 2013). By estimating
the uncertainty about the actual climate response by the uncertainty about the ex-
pected response of a new model, it is implicitly assumed that the actual climate is
exchangeable with expected climates of the models. In Chapter 2, it was argued
that this assumption may be too strong since the models are unlikely to explore the
full extent of our structural uncertainty and there are processes not represented in
any climate model. A less restrictive alternative is proposed in Chapter 6.
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5.4.3. Framework checking
The checks for convergence and autocorrelation described in Chapter 4 can be used
to select appropriate burn-in and thinning strategies for the extended hierarchical
model. The cross-validation procedures described previously can also be used to test
the assumptions about the marginal distributions of the model climates and climate
responses. However, additional checks are required for the emergent constraint and
the conditional distribution of the model responses. The emergent relationship is
modelled by a linear regression. Linear regressions can be inuenced by data points
that are outlying in both the response and explanatory variables, i.e., models that
have very dierent climate responses and historical climates compared to the rest
of the ensemble. Simply plotting the model mean climate responses (xFm:   xHm:)
against the model mean historical climates (xHm:) should reveal any potentially
inuential models. If any inuential models are found, then the extended framework
could be retted without those models and the results compared. If the estimate of
the emergent constraint changes dramatically, then it might be sensible to question
whether or not to include the emergent constraint in the model, or whether those
models are in fact exchangeable with the rest of the ensemble. As discussed in
Chapters 3 and 4, the decision to remove a model from the ensemble completely
should not be made simply because it diers from the other models. Such a decision
should be based on expert judgement about its structure and the plausibility of its
output.
Checking the emergent relationship by removing inuential models suggests an ex-
tension to the cross validation approach. Rather than removing each model com-
pletely and then predicting its response, we could instead remove only the future
runs, and then predict their mean (or the mean response) conditional on the histori-
cal runs. If a particular model either does not conform to the emergent relationship
or is inuential in inducing the relationship, then its response will be poorly pre-
dicted. The full conditional distributions of the parameters given the NHj historical
runs from model j but excluding the NFj future runs are derived in Appendix C.2.
The posterior distribution of j is estimated along with all the other historical de-
partures. Therefore the posterior predictive distribution of the mean of the NFj
future runs from model j can be approximated by taking one sample from
gxFj:(n) j xm 6=j;xHj  N  (n) + (n)j + (n) + (n)(n)j ; 2j(n) + 2F (n)NFj
!
(5.13)
for each of the N samples of the posterior distribution of the parameters. Here xm6=j
denotes the runs of all the models except model j and xHj denotes the historical
runs of models j. Since the historical runs of model j are included in the estimation
of the parameters, their mean xHj: is known. Therefore the posterior predictive
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distribution of the mean response of model j is simply
Pr (xFj:   xHj: j xm6=j;xHj) = Pr (xFj: j xm6=j;xHj)  xHj: (5.14)
and so conditional cross validation of the mean response is precisely equivalent to
conditional cross validation of the future mean climate. Cross validation proceeds
as in Chapter 4
1. For each j 2 1; : : : ;M ret the hierarchical framework, leaving out the histor-
ical runs from model j;
2. For each of the N samples from the new posterior distribution of the parame-
ters, draw one sample from the posterior predictive distribution of the sample
mean future climate of model j (Equation 5.13);
3. Calculate the proportion of samples from the posterior predictive distribution
that are greater than or equal to the value of the sample mean future climate
of model j
pj =
1
N
NX
n=1
I
gxFj:(n) > xFj: (5.15)
If the posterior predictive p-value is signicant at the 1% level (pj  0:005 or
0:995  pj) then model j should be examined carefully for inconsistent behaviour
and possibly excluded from the ensemble. If several models have signicant posterior
predictive p-values, then the distributional assumptions about the model departures
or the inclusion of the emergent constraint may need to be reassessed.
Bracegirdle and Stephenson (2013) suggest automating the check for inuential mod-
els by calculating the area averaged Cook's distance of each model. Cook's distance
is equivalent to cross validation for linear regression frameworks (Krzanowski, 1998).
A large Cook's distance indicates that a model is inuential and should be inves-
tigated further. Fitting the ensemble regression framework and calculating Cook's
distance is computationally cheap compared to retting the extended hierarchical
framework for each model j. Since the ensemble regression method is essentially
embedded within the extended hierarchical framework, evaluating Cook's distance
may be used as an approximation to cross-validation when there are many grid
points to be checked.
5.4.4. Framework selection
In Chapter 4 it was argued that framework selection was unnecessary in the basic
hierarchical framework, since the climate model outputs are never expected to agree
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completely. The situation is more complicated when emergent constraints are con-
sidered. If there is no emergent relationship, then the posterior distribution of 
should be concentrated near 0. In that case, the only cost of including the emergent
constraint is a slight increase in the uncertainty of the other parameters.
In this chapter, the focus is on building a probabilistic description of the climate
model outputs. However, emergent relationships are primarily of interest for their
potential to constrain projections of the actual future climate. Knutti et al. (2010b)
note that if there is no emergent relationship, then estimating one \will not constrain
prediction but may introduce spurious biases". Simple graphical checks and cross-
validation exercises should be sucient to detect spurious relationships caused by
outlying models (Section 5.4.3). The approximated p-value of  and the information
criteria described in Chapter 4 are useful indicators that a detected relationship did
not occur by chance. Unfortunately, it is not possible to determine whether or
not any detected relationship corresponds to a \real" physical process using only
evidence from the models. The decision to include an emergent constraint for the
purpose of projection must ultimately rely on expert judgement. If the physical
processes underlying a relationship between the models are not well understood,
then projections with and without the emergent constraint should be presented and
contrasted.
Extra care must be taken when interpreting emergent relationships estimated inde-
pendently over many grid boxes. In that case, strong relationships are expected to
occur by chance in a small number of cases. Correlations between grid boxes mean
that spatially contiguous regions with signicant emergent constraints should not
necessarily increase our condence that the relationship is \real". However, if the
relationship is not contiguous in space, then it is questionable whether it corresponds
to any physical process.
5.5. Application to the North Atlantic storm
track
In this section, the extended hierarchical framework and conditional cross validation
methodology are applied to the North Atlantic storm track data from the previous
chapters. According to Equation 4.19, the expected increase in runtime over the
basic hierarchical framework is only 1:8%. This holds true for the Fortran imple-
mentation, which takes around 8.2 seconds to generate N = 106 samples from the
joint posterior (M = 24), an increase of approximately 2:5%. The R implementation
on the other hand takes around 182 seconds, an increase of approximately 12:5%.
This kind of non-linear behaviour can occur in interpreted languages such as R, that
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Figure 5.1.: (a) The posterior mean of the expected climate response of the ensem-
ble (), estimated using the extended hierarchical framework; (b) the ratio of the
posterior standard error of  from the extended framework to the standard error
the basic framework (no emergent constraint).
are unable to properly optimise either loops or memory management.
The mildly informative priors on the inter-model spread in the historical climate
and climate response (d = d = 10
 1) were carried over from Chapter 4. All other
prior probabilities remain unchanged and no further problems were noted. Checks
for convergence and autocorrelation were carried out at a number of grid points
across the study region. Introducing the emergent constraint increases the length
of the autocorrelations. The samples from the expected historical climate  may
exhibit signicant autocorrelation for up to 500 samples (not shown). Therefore the
thinning strategy was revised so that only every 500th sample was retained. As
before, little or no burn-in period was evident, the chains stabilised very quickly.
However, the burn-in period was increased to 5,000 samples in order to allow for the
increased autocorrelation.
The results for the grid point containing London are unremarkable. Without the
emergent constraint, the 95% credible interval for the expected response  was
 0:05 ( 0:39;+0:29). With the emergent constraint included, the interval is 0:03 ( 0:40;+0:33).
The mean is essentially unchanged. There is a small increase in the width of the
credible interval due to the estimation of the additional parameter. The 95% credi-
ble interval for the value of the emergent constraint  is 0:06 ( 0:14;+0:26), so there
is no signicant evidence of an emergent relationship. If there was strong evidence
of a relationship, then we should expect a reduction in the estimated inter-model
spread in the climate response (2j < 
2
). However, no relationship is evident and
so the posterior mean and credible interval for 2j are identical to the estimates of
2 in Chapter 4. The estimates of the other parameters are also unchanged.
As in Chapter 4, the extended hierarchical framework was tted grid-box by grid-
box to the track density data from the full ensemble in the North Atlantic domain.
The posterior mean of the expected climate response  is indistinguishable from that
estimated by the basic hierarchical framework (Figure 5.1a). The standard error of
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Figure 5.2.: (a) The posterior mean of the emergent constraint , (b) the approxi-
mated p-value of the t test for non-zero emergent constraint, (c) the square root of
the posterior mean of the conditional inter-model spread in the response
q
2j, and
(d) the ratio of (c) to the estimate of the marginal inter-model spread (
p
2)from
the basic hierarchical framework with no emergent constraint.
 increases by a small amount across the study region due to the estimation of the
additional parameter (Figure 5.1b).
The correlation between the model responses and historical states in the sub-tropics
noted in Chapter 3 is captured by the emergent constraint  (Figure 5.2a). In
general, the more storms a model simulates in the historical scenario, the fewer
storms it will simulate in the future scenario between 30N-45N. The approximated
p-value of the t test for no emergent constraint suggests that the posterior probability
of no relationship in that region is small (Figure 5.2b). The conditional inter-model
spread in the response j (Figure 5.2c) is similar to the marginal estimate 
(Figure 5.2c) over most of the study region. However, the conditional spread is
decreased where there is strong evidence of an emergent relationship (Figure 5.2d),
in agreement with Equation 5.12.
The maximum likelihood estimate of the emergent constraint  from ensemble re-
gression is generally stronger (more negative) than the estimate from the extended
hierarchical framework (Figure 5.3b). This agrees with the theoretical arguments in
Section 5.3. Ensemble regression suggests the presence of an emergent relationship
in the main storm track near Iceland Figure 5.3a). The internal variability in this
region is large (not shown) so the bias in the ensemble regression estimate is also
expected to be large. A closer inspection suggests that four models are inuenc-
ing the estimate. CCSM4, HadGEM2-CC, HadGEM2-ES and NorESM1-M tend to
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Figure 5.3.: (a) The maximum likelihood estimate of the emergent constraint  from
ensemble regression, and (b) the dierence between (a) and the estimate of  from
the extended hierarchical framework (Figure 5.2a).
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Figure 5.4.: The model mean climate responses (xFm:   xHm:) plotted against the
model mean historical climates (xHm:) for grid points (a) between Greenland and
Iceland (36.8W,61.6N), and (b) near the Azores (29.3W,36.5N). Red points indicate
models that are included in the exchangeable ensemble. Dashed lines represent the
emergent relationships estimated by ensemble regression. Dotted lines are estimated
using the extended hierarchical framework. Black lines are estimated from the full
ensemble. Red lines are estimated from the exchangeable ensemble.
simulate very active storm tracks in the historical scenario and strong responses in
the future scenario (Figure 5.4a). However, CCSM4 and HadGEM2-ES have only
one run of the historical scenario, and HadGEM2-CC has only two runs. All of these
models have only one run of the future scenario. With so few runs, the uncertainty
about the expected climates of these models is large. The hierarchical framework
accounts for this uncertainty and so is not inuenced as strongly by these outlying
runs.
When the emergent constraint is estimated from the exchangeable ensemble rather
than the full ensemble, no systematic negative correlation is evident in the subtropics
(Figure 5.5a). A weak positive correlation is visible slightly to the north of the nega-
tive correlation in the full ensemble. This suggests that one or more models may also
be inuencing the t of the emergent constraint south of 30N in the full ensemble.
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Figure 5.5.: (a) The posterior mean of the emergent constraint , and (b) the ap-
proximated p-value of the t test for non-zero emergent constraint, estimated from
the exchangeable ensemble dened in Chapter 4.
In Chapter 4, FGOALS-g2, MIROC-ESM and MIROC-ESM-CHEM were all poorly
predicted in the marginal cross-validation of the model mean climate response in the
full ensemble. The future mean climates of MIROC-ESM and MIROC-ESM-CHEM
are also poorly predicted in the conditional cross-validation (Figure 5.6). A closer
inspection reveals that all three models are outlying in the subtropics and are in-
uencing the estimation of the emergent relationship (Figure 5.4b). Removing any
one model from the full ensemble is not sucient to disrupt the estimated relation-
ship. If all three models are removed, then no signicant evidence of an emergent
relationship remains when estimated by ensemble regression. This example also
demonstrates the dangers of estimating emergent constraints from a small num-
ber of models. The extended hierarchical framework actually estimates a positive
emergent relationship in the subtropics from the thinned ensemble (Figure 5.4b).
In the full ensemble, the estimated emergent relationship was negative over most
of the study area (Figure 5.2). When the ensemble is thinned, the estimated rela-
tionship becomes patchy and is only signicantly dierent from zero at a handful of
scattered grid boxes (Figure 5.5b). It is possible that the three models identied as
inuential in the subtropics are in fact contributing valuable information about some
underlying physical relationship. However, all three belong to the group identied
as having extreme biases in the historical scenario. They also all have relatively
low resolution in the atmosphere, and so are unlikely to accurately simulate the
structure of the storm track (Colle et al., 2013). Therefore, we conclude that there
is no robust evidence of an emergent constraint on cyclone frequency in the North
Atlantic.
5.6. Discussion
The hierarchical framework of Chapter 4 has been extended to incorporate correla-
tion between the expected climate responses and historical climates of the models.
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Figure 5.6.: The p-values from the conditional cross-validation on the model mean
future climates, shading is the same as Figure 5.5b.
It is usually assumed that the historical and future departures of a particular run
due to internal variability (weather) are independent, over long time scales. The ex-
tended hierarchical framework explicitly incorporates this assumption by estimating
the correlation at the level of the random eects representing the model departures.
Other studies incorporating correlations between model outputs have included only
one run from each model (e.g., Tebaldi et al., 2005), or the means of the runs
from each model (e.g., Bracegirdle and Stephenson, 2012). In either case, model
dierences are confounded with internal variability. This can actually lead to a
negative bias in the estimation of any emergent relationship. The extended hierar-
chical framework derived here separates model dierences from internal variability
and so is not susceptible to this bias. Once again, this highlights the importance
of accounting for internal variability when analysing the outputs of an ensemble of
climate models.
Emergent relationships have previously been exploited to constrain projections of
the actual climate (Hall and Qu, 2006; Boe et al., 2009). This assumes that the
relationship between the models corresponds to some real physical process in the
actual climate. If the relationship is simply an artefact of the models, then the
projection will be biased rather than corrected by applying the emergent constraint
(Knutti et al., 2010b). Therefore, unless the underlying physical process is under-
stood, projections with and without the emergent constraint should be presented
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and contrasted. Emergent relationships have also been used to constrain our un-
certainty about future climate (Bracegirdle and Stephenson, 2012; Cox et al., 2013;
Karpechko et al., 2013). The uncertainty about the actual climate response is as-
sumed to be the same as the uncertainty about the response of a new climate model,
conditional on its historical climate. This implies an assumption of exchangeabil-
ity between the models and the actual climate. As discussed in Chapter 2, this
judgement may be too strong. A more exible alternative is proposed in Chapter 6.
The marginal cross-validation approach to framework checking described by Smith
et al. (2009) has been extended here to check the assumptions about the conditional
distribution of the model responses when an emergent constraint is estimated. The
example of the North Atlantic storm track illustrated the importance of checking for
inuential models. It also demonstrated that standard leave-one-out cross-validation
may not be sucient. In principle, the cross-validation approach is easily extended
to leaving out all possible pairs, triples, etc. of models. This may be feasible for a
single study area or where data are aggregated into a small number of study areas.
However, tting the hierarchical framework is computationally intensive and so this
may not be possible for a large number of regions / grid boxes. One possibility would
be to use ensemble regression and the Cook's distance diagnostics suggested by
Bracegirdle and Stephenson (2012) to approximate the conditional cross-validation.
The ensemble regression approach of Bracegirdle and Stephenson (2012) only con-
siders correlations between the response of a particular climate variable and the
historical state of the same variable. Other studies have correlated the response of
one variable with the historical state of another (e.g., Boe et al., 2009; Hall and
Qu, 2006). Ensemble regression has also been extended to a multiple regression
approach, i.e., the correlation between one response variable and multiple explana-
tory historical variables (Karpechko et al., 2013). Single or multiple covariates could
also be included in the hierarchical framework. However, the results in this chapter
highlight the importance of accounting for internal variability in order to avoid bi-
asing estimates of the correlations. Therefore additional variables should be treated
not simply as known covariates but as additional response variables with their own
uncertainties due to model dierences and internal variability. The hierarchical
framework described here can be easily extended to the multivariate case. The
derivation of such a framework is beyond the focus of this thesis, however.
Checking the t of the extended hierarchical framework to the extra-tropical cyclone
data demonstrated the sensitivity of emergent relationships to outlying models. The
strong correlation between the climate responses and historical climates of the mod-
els noted in the subtropics in Chapter 3 appears to be the product of three poorly
performing models. The models in question had already been excluded from the
exchangeable ensemble due to extreme biases and low resolution compared to the
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rest of the ensemble. So thinning the ensemble had a positive eect by removing
their inuence. However, great care must be taken when making judgements about
the exchangeability of model outputs. Excluding models unnecessarily will lead to
a loss of information and decrease the precision of the parameter estimates, making
them more susceptible to inuence by outlying models.
In Chapter 2 we speculated about the existence of possible emergent constraints on
the response of extra-tropical cyclone frequency to climate change. From the analysis
here, we conclude that there is no robust evidence of an emergent constraint on
cyclone track density in the North Atlantic, at least at the grid box level. Therefore,
projections of track density should be based on a framework that does not include
an emergent constraint, in order to avoid spurious biases. This does not preclude
the possibility of constraining projections of cyclone frequency. Other studies have
found evidence of emergent constraints when climate model output is aggregated
over large spatial scales (Chang et al., 2012, 2013),or when cyclone frequency is
linked to other variables (Woollings et al., 2012; Harvey et al., 2013). Investigating
such relationships is beyond the scope of this thesis, however.
5.7. Conclusions
In this chapter, the hierarchical framework developed in Chapter 4 was extended to
incorporate correlations between the climate responses and historical climates of the
models. The resulting framework improves upon established simple linear regression
approaches by correcting for a bias in the estimation of the emergent relationships. It
also improves upon earlier Bayesian approaches by separating model dierences from
departures due to internal variability. The formulation of the framework derived
here explicitly reects the assumption that emergent constraints should apply only
to dierences between models and not to dierences between runs from the same
model.
Emergent constraints have the potential to provide valuable information about the
future state of the actual climate. Applying emergent relationships to constrain
future projections in the manner of ensemble regression requires strong assumptions
about the relationship between the ensemble and the actual climate. Specically,
it requires the assumption that the actual climate is exchangeable with the models.
The relationship between the ensemble and the actual climate is considered in detail
in Chapter 6, where a less less restrictive assumption is proposed.
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ensembles to the actual climate
6.1. Introduction
The hierarchical frameworks derived in the previous chapters allow us to make in-
ferences about the outcomes of new model runs, or the expected climates of new
models, but not about the climate of the Earth system itself. Two main interpreta-
tions of the relationship between climate models and the Earth system exist. The
\truth plus error" paradigm treats climate model output as the actual climate (the
expected value of the distribution of weather in the Earth system, Section 2.1) plus
some error. Alternatively, the \exchangeable" paradigm treats the Earth system as
though it were just another model, so that the actual climate and the expected cli-
mate of each model are drawn from the same underlying distribution. In Chapter 2,
it was argued that neither approach was wholly satisfactory.
Chandler (2013) and Rougier et al. (2013) proposed the idea of including a dis-
crepancy between the expected climate of an ensemble of climate models and the
actual climate. The method proposed by Chandler (2013) is a generalisation of the
\truth plus error" approach, while the method proposed by Rougier et al. (2013) is
a generalisation of the \exchangeable" approach.
This chapter extends the approach proposed by Rougier et al. (2013) to include the
eects of uncertainty due to internal variability between model runs, and emergent
constraints between the climate responses and historical climates of the models.
Emergent relationships are reinterpreted as providing constraints on the discrepancy
between the expected response of the ensemble and the actual climate response.
Further extensions are proposed in order to allow sampling uncertainty about the
actual climate due to natural variability in the Earth system, and measurement
error in the observations to be treated separately.
In addition, it is shown that identical inferences will be obtained by adopting either
of the general approaches proposed by Rougier et al. (2013) and Chandler (2013), if
identical assumptions are made about key components. The importance of account-
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ing for internal variability when estimating emergent constraints was demonstrated
in Chapter 5. In this chapter, it is shown that sampling uncertainty and mea-
surement error play an important role when making projections based on emergent
relationships.
6.2. The ensemble and the actual climate
The standard approach for linking computer models such as climate models to phys-
ical systems is to relate the expected value of the model to the expected value of
the system (Craig et al., 2001; Kennedy and O'Hagan, 2001). It is assumed that the
model is run at its best parameter settings, so that nothing further can be learned
about the state of the real system from adjusting the inputs to the model (Craig
et al., 2001). This is compatible with the interpretation of a multi-model ensemble
as a collection of \best guesses". No modelling group wants its model to be seen to
perform poorly, so the \best" known conguration is likely to be submitted to the
ensemble. Rougier et al. (2013) and Chandler (2013) generalised this approach to an
ensemble of models by relating the expected climate of the ensemble to the expected
climate of the Earth system. The expected climate of the ensemble is interpreted
as our \best" estimate of the actual climate given our theoretical knowledge of the
Earth system and our ability to model it.
6.2.1. The expectation of the historical climate
We begin by specifying the relationship between the ensemble of climate models and
the actual climate in the historical period as
yH = +H (6.1a)
H  N
 
0 ; 2H

(6.1b)
where yH is the actual historical climate (the expectation of the historical distribu-
tion of weather), and  is the expected climate of the ensemble. It can be helpful to
interpret  as the expected climate of a representative model (Rougier et al., 2013).
The H term represents the discrepancy between the expected climate of the models
and the actual climate. The discrepancy reects the fact that all climate models are
imperfect representations of the climate system. It is treated as a random quantity
with associated variance 2H , which quanties our beliefs about how informative
the models are for the actual climate.
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6.2.2. The expectation of the future climate
We take a similar approach in order to represent the relationship between the en-
semble and the actual future climate. We relate the expected future climate of the
ensemble to the actual climate in the future period by
yF = +H +  +R (6.2a)
R j H  N
 
H ; 
2
RjH

(6.2b)
where yF is the actual future climate (the expectation of the distribution of future
weather),  is the expected climate response of the ensemble, and  is the emergent
constraint estimated from the ensemble. The R term represents the discrepancy
between the expected response of the models and the actual climate response. Like
the historical discrepancy H , the response discrepancy is treated as a random
quantity. However, it is conditioned on the historical discrepancy in a manner anal-
ogous to the response departures of the climate models in the hierarchical framework
proposed in Chapter 5. Therefore, we obtain an ensemble regression-like linear ad-
justment to the actual climate response yR (the change in the expectation of the
distribution of weather)
E (yR) = E (yF   yH) =  + H (6.3)
The expectation of the actual climate response depends on the discrepancy H
between the actual historical climate and the expected historical climate of the
ensemble , in the same way that the expected response of model m depends on
its historical departure (m) from , i.e., the emergent relationship  is assumed to
represent a physical constraint that will apply equally to the actual climate. The
variance 2RjH quanties our beliefs about how informative the models are for the
actual climate response. From Equations 6.2b and 6.1b, the marginal uncertainty
about actual climate response yR is
2R = 
22H + 
2
RjH
Clearly 2RjH < 
2
R
for  6= 0, and so emergent relationships reduce our uncer-
tainty about the actual climate response, given knowledge of the historical state.
6.2.3. Sampling uncertainty and natural variability
In Chapter 2, climate was dened as the distribution of weather, and the actual
climate as the expectation of that distribution. Operationally, climate is dened as
the 30-year average of weather. The weather we experience over any 30-year period
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is one sample or actualisation (as opposed to a realisation of a model) from the
distribution of possible weather. Therefore, as an estimate of the actual climate, it
is subject to sampling uncertainty equivalent to the variance of the historical distri-
bution of 30-year weather (the natural variability, Chapter 2). Similarly, the future
climate that we will experience is only on sample from the distribution of possible
future weather and is subject to natural variability equivalent to the variance of the
future distribution of 30-year weather. Let yHa be the historical climate (average
of weather) that we have experienced, and yFa be the future climate that we might
experience, then
yHa = N
 
yH ; 
2
Ha

(6.4a)
yFa = N
 
yF ; 
2
Fa

(6.4b)
where the variances 2Ha and 
2
Fa represent the sampling uncertainty associated
with the historical climate and the uncertainty due to natural variability in the
future climate, respectively. The sampling uncertainty in the historical scenario 2Ha
can be estimated from the time series of observations within the historical period.
However, the natural variability in the future scenario 2Fa must either be assumed
to be constant and equal to that of the historical scenario, or estimated from the
models. One possible approach would be to assume that
2Fa = 
2
Ha where  =
2F
2H
(6.5)
similar to Tebaldi et al. (2005), i.e., the fractional change in variability in the weather
of the Earth system is equal to that simulated by the models. If the climate models
were to simulate the variability of the weather perfectly, then 2Ha = 
2
H and 
2
Fa =
2F . Therefore, an estimate of 
2
Ha based on climate model output can be substituted
if necessary (e.g., Collins et al., 2013, Box 12.1).
6.2.4. Observation uncertainty
In addition to sampling uncertainty, our knowledge of the actual historical climate
yH is limited by our ability to measure it accurately. Our observations will dier from
the climate we actually experience yHa for a variety of reasons, e.g., poorly positioned
weather stations, instrument biases, human error. These errors are usually assumed
to be small and so are often neglected (Gleckler et al., 2008). However, the quality
of observation data varies considerably (Thorne et al., 2011). Where observations
are sparse, the uncertainty may be considerable. Therefore, we explicitly include
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the eect of observation uncertainty as
z = N
 
yHa ; 
2
z

(6.6)
where z are the observations, and the variance 2z is an estimate of the uncertainty
due to observation errors, i.e., it quanties how informative we believe our observa-
tions are for the climate we experience. We only consider observation uncertainty for
the historical climate. It is problematic to estimate observation uncertainty for the
future climate. By the time the future climate is observed, the observing network
and methods will have changed dramatically.
6.2.5. The complete framework
The proposed framework in its entirety, including the hierarchical framework devel-
oped in Chapter 5 can be summarised as
xHmr
iid N  + m ; 2H
xFmr
iid N  + m +  + m ; 2F 
m
iid N  0 ; 2
m j m iid N
 
m ; 
2
j

yHa  N
 
+H ; 
2
Ha

yFa  N
 
+H +  +R ; 
2
Fa

H  N
 
0 ; 2H

R j H  N
 
H ; 
2
RjH

z  N  yHa ; 2z (6.7)
The basic framework without an emergent constraint is a special case where  = 0.
The complete framework is illustrated as a directed acyclic graph in Figure 6.1.
The graph is a useful aid to understanding the dependencies between the various
components when making inferences about the actual climate later in the chapter.
6.3. Making judgements about the ensemble
discrepancies
The ensemble discrepancies H and R arise due to the fact that all climate models
are imperfect representations of the climate system. The variances 2H and 
2
RjH
associated with the ensemble discrepancies quantify how informative we believe the
climate models are for the actual climate and climate response. Climate models
share common limitations such as nite resolution, and some physical processes are
not represented in any model. This might lead us to believe that our uncertainty
about the actual climate response is greater than our uncertainty about the response
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Figure 6.1.: The full framework relating the ensemble to the actual climate and the
observations represented as a directed acyclic graph. Diamonds indicate observed or
measured quantities, squares indicate latent (unobservable) quantities, and circles
indicate mean zero random departures. Arrows indicate the direction of condition-
ing.
a new model. In the absence of any other data (e.g., observations), a similar argu-
ment can be made for our uncertainty about the actual historical climate. In other
words
2  2H and 2j  2RjH
which is equivalent to the third of the simple criteria for a credible representation
of the ensemble and the actual climate identied in Chapter 2, i.e., our uncertainty
about the actual climate response should span the spread of responses simulated
by the climate models. Following Rougier et al. (2013), such a judgement may be
represented by a scaling factor, so that
2H = 
22 and 
2
RjH = 
22j (6.8)
for some constant   1. This should not be interpreted as implying any relationship
between the discrepancies and the model departures. It is simply a device that
allows us to express our prior beliefs about the ensemble discrepancies, relative to
the model spread. Applying the same scaling factor to both the historical and
response uncertainty expresses the natural judgement that the models are no more
informative for the climate response than they are for the historical climate (relative
to the spread in the models). In other words, why would we believe that the models
can simulate the climate response correctly, if they cannot reproduce the basic state
of the system to a reasonable approximation? In the absence of strong beliefs,
 = 1 might be regarded as the default choice. This is equivalent to assuming
that the expected climates of the models are exchangeable with (or \statistically
indistinguishable" from) the actual climate (Rougier et al., 2013). This judgement
may be too strong, as argued above and in Chapter 2. However, this is likely to be
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the most common judgement as climate scientists begin to allow for discrepancies
between climate models and the actual climate.
6.4. Combining model outputs with observations
The framework described by Equation 6.7 combines information from climate model
outputs and from observations of the actual climate. Our beliefs about the climate of
the Earth system given both the model outputs and the observations are quantied
by the posterior distribution
Pr (y j x; z)
where y = (yH ; yHa; yF ; yFa) is the vector of random quantities describing the climate
of the Earth system, x are the climate model outputs, and z is the observations. In
Appendix D.1, it is shown that if the marginal posterior distribution of the expected
climate of the ensemble Pr ( j x) is known (e.g., from the hierarchical framework
developed in Chapter 5) and well approximated by
 j x  N  ; 2
then the posterior distribution of the actual historical climate yH is
Pr (yH j x; z)  N

yjx + zjyz
yjx + zjy
;
 
yjx + zjy
 1
(6.9)
where
zjy =
 
2Ha + 
2
z
 1
and yjx =
 
2 + 
2
H
 1
Therefore, the expectation of the posterior distribution of the actual historical cli-
mate yH is a weighted average of the expected climate of the ensemble  and the
observed climate z. The posterior expectation of the dierence between the actual
historical climate yH and the observations z is
E (yH   z j x; z) = yjx (   z)
yjx + zjy
So the posterior estimate of the actual historical climate experiences a shrinkage
towards the expected climate of the models that depends on the variance ratio
I =
yjx
yjx + zjy
(6.10)
which we will call the information ratio. The information ratio I is bounded between
0 and 1. The greater the information ratio, the greater the shrinkage of the posterior
estimate of the actual climate towards the expected climate of the models and away
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Figure 6.2.: Examples of projection using emergent constraints where (a) the models
are uninformative compared to the observations (I  0:05); and (b) the models
are mildly informative compared to the observations (I  0:18). The solid black
line represents the emergent relationship between the historical climate and climate
response. The black dotted lines are a 95% prediction interval for the response of
a new model based on ensemble regression. The dashed lines represent the mean
historical climate and climate response according to the posterior distribution given
the models (black), the observations (blue), and the posterior distribution given the
models and the observations (red).
from the observations. Therefore, it is not simply how informative the models are
judged to be for the actual climate that matters, but how informative they are
compared to the observations given the estimated measurement error and sampling
uncertainty.
An interesting question is what eect does the adjustment of our beliefs about the
actual historical climate have on projections? From Equation 6.3, the expectation
of the actual climate response is
E (yF   yH) =  + H
When there is no emergent relationship (i.e,  = 0), then the expected response of
the actual climate is equal to the expected response of the ensemble . However,
if there is an emergent relationship, then the projected response depends on the
historical discrepancy H . The posterior expectation of the historical discrepancy
H is
E (H j x; z) = E (yH    j x; z) = zjy (z   )
yjx + zjy
= (1  I) (z   )
If the models are not informative compared to the observations (I  0), then the
posterior expectation of the historical discrepancy is simply the dierence between
the observations and the expected climate of the ensemble (E (H)  z   ). If
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the historical discrepancy is large, then the projected climate response may be quite
dierent to the expected response of the ensemble (Figure 6.2a). On the other hand,
if the models are judged to be relatively informative compared to the observations
(I > 0), then the historical discrepancy H will decrease as the actual climate
experiences shrinkage away from the observed climate z, and towards the expected
climate of the models . In that case, the dierence between the projection of
the actual climate response and the expected response of the models will also be
reduced (Figure 6.2b). So both observation uncertainty and natural variability play
an important role in the projection of future climate, particularly when an emergent
relationship is estimated.
6.5. Comparison with previously published
methods
In this section, we briey compare the framework derived in this chapter with pre-
viously published statistical frameworks for relating ensembles of climate models to
the Earth system. In Chapter 2, three simple criteria for a credible representation
of the relationship between the ensemble and the Earth system were identied from
the literature. A credible framework should predict that the model biases compared
to the observed climate are correlated, that the mean squared error of the multi-
model mean should not converge to zero with increasing ensemble size, and that the
uncertainty about the actual climate response should be at least as great as that
about the response of a new model. The framework proposed here satises all three
criteria
cov (xHir   yH ; xHjr0   yH) = 2H
E
0@ 1
M
MX
m=1
xHm:   yH
!21A = 2H + 1M2 + 1M2
MX
m=1
1
NHm
2
2
H
var (yR) = var () + 
2
R
= var () + 22 (  1)
6.5.1. Frameworks including discrepancy terms
Among the published methods reviewed in Chapter 2, only the frameworks pro-
posed by Chandler (2013) and Rougier et al. (2013) were able to fully satisfy our
three simple credibility criteria. The two frameworks take very similar approaches
and are compared graphically in Figure 6.3. Both frameworks include the idea of
a discrepancy between the expected climate of an ensemble of climate models and
the actual climate, however they dier in their conditioning assumptions. Rougier
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Figure 6.3.: The frameworks proposed by (a) Rougier et al. (2013), and (b) Chan-
dler (2013) illustrated as directed acyclic graphs. Diamonds indicate observed or
measured quantities, squares indicate latent (unobservable) quantities, and circles
indicate mean zero random departures. Arrows indicate the direction of condition-
ing. The component representing internal variability in the climate models included
in the framework proposed by Chandler (2013) is neglected to simplify the compar-
ison.
et al. (2013) condition the actual climate on the expected climate of the models
(Y = M(X)+U in Figure 6.3a), while Chandler (2013) takes the opposite approach
(M (X) = Y + B in Figure 6.3b). It can be shown that both frameworks will yield
identical inferences for the actual climate Y , provided that identical distributional
assumptions are made for key components (see Appendix D.2). Therefore, why
choose one formulation over the other? As discussed in Chapter 2, the approach
taken by Chandler (2013) is a generalisation of the \truth plus error" interpretation
of the relationship between climate models and the actual climate. Although the
\truth plus error" approach is widely used in climate science, the alternative ap-
proach proposed by Rougier et al. (2013) is arguably the more natural formulation.
Statistical frameworks are usually constructed for a quantity of interest (e.g., the
actual climate) based on some explanatory data (e.g., climate model outputs). The
\truth plus error" interpretation takes the opposite approach. This peculiarity was
noted by Rougier et al. (2013), who remarked in an earlier draft of their manuscript
that \It is doubtful that anyone using [the \truth plus error" approach] feels the
need to perform a probabilistic inversion to update their judgements about [the ac-
tual climate]". Berliner and Kim (2008) concluded that the direction of conditioning
was not important, and should be decided by our ability to formulate the relevant
distributions, to interpret them and to perform the necessary computations.
In general, the standard statistical modelling approach of specifying beliefs about a
quantity of interest based on explanatory data is easier to interpret. The framework
developed in this thesis can be be viewed as an extension of the framework proposed
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by Rougier et al. (2013), as can be seen by comparing Figure 6.3 with Figure 6.1.
Compatibility with the framework of Rougier et al. (2013) in Equation 2.14 is easily
established by writing
Xm =
 
XHm
XFm
!
and Y =
 
YH
YF
!
and M(X) =
 

+ 
!
(6.11)
where XHm =  + m and XFm =  + m +  + m are the expected historical
and future climates of model m. Then the model departures and the structural
discrepancy can be re-expressed in terms of multi-variate normal distributions so
that
Rm =
 
m
0m
!
iid MVN
 
0 ;
 
2 (1 + )
2

(1 + )2 (1 + )
2 2 + 
2
j
!!
(6.12)
where 0m is the departure of model m from the expected future climate of the
ensemble (rather than the expected climate response), and
U =
 
H
F
!
 MVN
 
0 ;
 
2H (1 + )
2
H
(1 + )2H (1 + )
2 2H + 
2
RjH
!!
(6.13)
where F is the discrepancy between the actual future climate and the expected
future climate of the ensemble. The hierarchical framework developed in Chapter 5
extends the framework of Rougier et al. (2013) by allowing for uncertainty in the
expected climates of the models due to internal variability, i.e., we model XHmr and
XFmr in addition to XHm and XFm. The framework proposed here also extends
the formulation of Rougier et al. (2013) by allowing the separation of the eects
of sampling uncertainty about the actual climate, and measurement error in the
observations.
6.5.2. Methods including emergent constraints
Of the published methodologies reviewed in Chapter 2, only two explicitly included
the estimation of an emergent constraint. The ensemble regression approach pro-
posed by Bracegirdle and Stephenson (2012) has already been discussed in Chapters
2 and 5. A heuristic interpretation of the framework in graphical form is given in
Figure 6.4a. The projected response yR in ensemble regression has the same basic
form as the framework developed here (Equation 6.3)
E (yR) =  +  (z   xH:)
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Figure 6.4.: The frameworks proposed by (a) Bracegirdle and Stephenson (2012), and
(b) Tebaldi et al. (2005) (alternative formulation using Equation 6.15) illustrated as
directed acyclic graphs. Diamonds indicate observed or measured quantities, squares
indicate latent (unobservable) quantities, and circles indicate mean zero random
departures. Arrows indicate the direction of conditioning. Note that Bracegirdle
and Stephenson (2012) treat all historical quantities as xed rather than random
quantities, and assume that var (RRm) = var (RRa). As noted in the text, the
Normal-Gamma mixture formulation of Tebaldi et al. (2005) is equivalent to treating
the model outputs as a random sample from a t distribution, so the m terms are
neglected in this comparison.
Therefore, we expect the estimates of the expected value of the projected response
to be similar. In Chapter 5, it was noted that Bracegirdle and Stephenson (2012)
implicitly assume that the actual climate response is exchangeable with the expected
responses of the models. So under the default assumption of  = 1 in the framework
developed here, the uncertainty associated with the projected response will also
be similar. In general, the posterior uncertainty from the framework derived here
is expected to be slightly greater since ensemble regression does not account for
uncertainty due to internal variability, sampling uncertainty or observation error.
The estimates from the two frameworks will diverge if either the shrinkage described
in Section 6.4, or the bias in the estimate of the emergent constraint by ensemble
regression is large.
The framework proposed by Tebaldi et al. (2005) included a slightly dierent de-
nition of an emergent constraint. The univariate extension proposed by Smith et al.
(2009) can be written in the notation of this thesis as
xHm
iid N  yH ;  1m  (6.14a)
xFm j xHm iid N
 
yF + 
0 (xHm   yH) ; (m) 1

(6.14b)
m
iid Gamma (k ; l) (6.14c)
z  N  yH ;  1z  (6.14d)
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where 0 represents a correlation between the future climate of model m and its
historical climate, rather than the climate response of model m and its historical
climate. The m are model specic precisions that are assumed to arise from a
common Gamma distribution with unknown shape and rate parameters k and l.
In the original formulation proposed by Tebaldi et al. (2005) the parameters of the
Gamma distribution were xed a priori. The parameter  is a scaling factor that
allows the precision of the models to dier for the future climate compared to the
historical climate.
It is convenient to rewrite Equation 6.14b in terms of the climate response yR and
the usual emergent constraint . Let yF = yH + yR and 
0 = + 1, then
xFm j xHm iid N
 
yH + (xHm   yH) + yR +  (xHm   yH) ; (m) 1

(6.15)
so the future climate of model m is made up of the actual historical climate yH , a
departure from the historical climate xHm yH , the actual climate response yR, and
a departure from the actual response that is proportional to the historical departure
 (xHm   yH). The basic structure is similar to the hierarchical framework developed
in Chapter 5, except that the models are centred on the actual climate yH and
climate response yR, rather than the expected values of the ensemble  and . The
alternative parameterisation using Equation 6.14b is shown in graphical form in
Figure 6.4b for comparison with the other frameworks.
The Normal-Gamma mixture formulation used by Smith et al. (2009) is equivalent
to assuming that the model departures from the actual climate are a random sample
from a t distribution (Gelman et al., 2014, page 437). The posterior means of the
actual historical climate yH and climate response yR in this formulation are weighted
averages of the model climates and climate responses, weighted by the model specic
precisions m (Tebaldi et al., 2005). In Appendix D.3, it is shown that the posterior
expectations of the m themselves are approximately
E (m j : : :)  1
(xHm yH)2
2
+ (xRm yR (xHm yH))
2
2
(6.16)
where xRm = xFm   xHm. So the weight given to each model depends on its depar-
tures from the actual historical climate (xHm  yH), and from the projected climate
response (yR) allowing for any emergent relationship that is present ( (xHm   yH)).
This formulation has been criticised for rewarding models that simulate similar re-
sponses (Lopez et al., 2006). However, the t distribution is often used to make
inferences robust to the presence of outlying data points (Tebaldi et al., 2005; Gel-
man et al., 2014). Such robustness is desirable, especially given the small number of
models that may be included in an ensemble after the thinning process advocated
in the previous chapters.
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The posterior expectation of the actual climate response yR (conditional on the
parameters) in the alternative parameterisation of the framework of Tebaldi et al.
(2005) using Equation 6.15 can be written as
E (yR j : : :) 
PM
m=1 mxRmPM
m=1 m
+ 
 
yH  
PM
m=1 mxHmPM
m=1 m
!
(6.17)
(see Equation D.9 in Appendix D.3). This has a very similar form to the expected
response in the framework developed here (Equation 6.3). So assuming thatPM
m=1 mxHmPM
m=1 m
  and
PM
m=1 mxRmPM
m=1 m
 
then we might expect the expected responses from the two frameworks to be similar.
However, Lopez et al. (2006) showed that the width of the posterior distribution of yR
in the framework proposed by Tebaldi et al. (2005) tends to decrease with the square
root of the number of models, and will not span the full spread of climate responses
simulated by the models (see also, the conditional variance of yR in Equation D.9).
Therefore, we expect the posterior uncertainty about the actual climate response to
be much smaller than in the framework developed here.
In Section 6.4, we showed that the posterior expectation of the actual historical
climate yH in the framework developed here is a weighted average of the observations
z and the expected historical climate of the models . The posterior expectation
of yH in the framework of Tebaldi et al. (2005) is also a weighted average of the
observations and the model outputs. However, Lopez et al. (2006) noted that the
models tended to receive more weight than the observations. This is because the
posterior uncertainty about yH tends to be small, similar to yR above (Equation D.8).
So the estimate of the actual historical climate yH will experience a greater shrinkage
towards the (weighted) mean historical climate of the models (Equation 6.9), and the
projected climate response yR will lie closer to the (weighted) mean climate response
of the models in Equation 6.17. Therefore, the climate response yR estimated from
the framework of Tebaldi et al. (2005) is expected to lie somewhere between the
estimates with and without an emergent constraint by the approach developed here.
6.6. Fitting the full framework
The goal is to nd the posterior distribution of the climate of the Earth system
given the models and the observations Pr (y j x; z), where y = (yFa; yF ; yHa; yH).
The distribution of interest is obtained by integrating over all other parameters in
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the joint posterior
Pr (y j x; z) =
Z Z
Pr (y;; j x; z) dd (6.18)
where  = (m; m 8 m) is the vector of random eects from the hierarchical frame-
works, and  = (; ; ) is the vector of parameters from the hierarchical framework.
The variance parameters are neglected for brevity. The directed acyclic graph in
Figure 6.1 can be useful for understanding the dependencies in the derivation that
follows. The joint posterior of the the actual climate and the parameters can be
decomposed by repeated factorisation using the law of conditional probability
Pr (y;; j x; z) = Pr (yFa; yF ; yHa; yH ;; j x; z)
= Pr (yFa j yF ; yHa; yH ;;;x; z) Pr (yF ; yHa; yH ;; j x; z)
= Pr (yFa j yF ) Pr (yF ; yHa; yH ;; j x; z)
since yFa is independent of all other elements given yF by Equation 6.4b. Then
Pr (y;; j x; z) = Pr (yFa j yF ) Pr (yF j yHa; yH ;;;x; z) Pr (yHa; yH ;; j x; z)
= Pr (yFa j yF ) Pr (yF j yH ; ; ; ) Pr (yHa; yH ;; j x; z)
since yF depends only yH , ,  and  by Equations 6.2 and 6.1a. Factorising again
yields
Pr (y;; j x; z) = Pr (yFa j yF ) Pr (yF j yH ; ; ; ) Pr (yHa; yH ; j ;;x; z) Pr (; j x; z)
= Pr (yFa j yF ) Pr (yF j yH ; ; ; ) Pr (yHa; yH j ; z) Pr (; j x)
(6.19)
since yHa and yH are independent of all other elements except  and z by Equa-
tions 6.4a, 6.1a and 6.6, and  and  are independent of z. Note that Pr (yFa j yF )
is the posterior predictive distribution for yFa, given by Equation 6.4b. Similarly,
Pr (yF j yH ; ; ; ) is the posterior predictive distribution for yF , given by Equa-
tion 6.2. The nal term, Pr (; j x), is the posterior distribution of the hierarchical
framework developed in Chapter 5.
It only remains to nd Pr (yHa; yH j ; z), the joint posterior of the actual historical
climate and the historical climate that we experienced. The conditional posterior
distributions of yHa and yH are easily obtained from Equations 6.1, 6.4a and 6.6 as
Pr (yHa j yH ; z) = N

HayH + zz
Ha + z
; (Ha + z)
 1

(6.20)
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and
Pr (yH j yHa; ) = N

HayHa + H
Ha + H
; (Ha + H )
 1

(6.21)
The factorisation in Equation 6.19 means that if we have already estimated the
ensemble parameters using the hierarchical framework, then there is no need to
ret it in order to form the joint posterior for the climate of the Earth system. It
only remains to make judgements about the prior uncertainty about the ensemble
discrepancy, and combine the information from the models with the information
from the observations. The tting procedure can proceed in stages
1. Specify the scaling factor ;
2. Obtain N samples from the joint posterior of the model parameters (, , ,
2H , 
2
F , 
2
, 
2
j), as described in Chapter 5;
3. For each of the N samples of the model parameters,
a) sample one estimate of the actual historical climate yH from Equation 6.21;
b) sample one estimate of the historical climate that we experienced yHa
from Equation 6.20;
c) sample one estimate of the actual future climate yF from Equation 6.2;
d) sample one estimate of the future climate that we might experience yFa
from Equation 6.4b;
e) compute the projected climate response yR = yF   yH ;
f) compute the projected climate response that we might experience yRa =
yFa   yHa.
6.7. Using reanalysis data
Many observation datasets do not include estimates of their associated uncertainty.
Examples do exist of carefully constructed estimates of observation uncertainty (e.g.,
HadCRUT4 Morice et al., 2012), however they are the exception rather than the
rule. Given the potential importance of observational uncertainty highlighted in the
Section 6.4, how should we proceed when that uncertainty is unknown?
One possibility is to make use of reanalysis data as a proxy for observations. Only
one of the current generation of reanalysis products includes any form of estimate
of the uncertainty associated with the analysis (The Twentieth Century Reanalysis,
Compo et al., 2011). However, we might consider comparing or combining data
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from multiple reanalyses. It is important to remember that reanalyses are not ob-
servations. They are a representation of the state of the Earth system, output from
a model after assimilating all available observations. If we were to assume that re-
analyses were independent observations of the actual climate, then the observational
uncertainty could be reduced to the point of being negligible if enough reanalyses
were available. However, reanalyses are based on the same observations, and share
similar underlying models and data assimilation techniques. Therefore, it seems
more appropriate to allow for a discrepancy between the reanalyses and the actual
climate as well. Let vr represent the output from reanalysis r, then consider the
following framework
vr
iid N   ; 2v (6.22a)
yH =  +v (6.22b)
v  N
 
0; 2v

(6.22c)
Like the models, we assume that each reanalysis is an equally valid representation of
the Earth system. This is equivalent to assuming that the reanalyses are exchange-
able with one another. Therefore, they are modelled as a random sample from a
normal distribution with expectation  and variance 2v . The actual climate is mod-
elled as the expectation of the reanalyses plus a discrepancy V . The discrepancy is
assumed to be independent of , and of the departures of the individual reanalyses.
As before, it is convenient to express our judgements about the prior uncertainty
associated with the discrepancy 2V relative to the spread in the reanalyses 
2
v , so
let
2V = 
2
v
2
v (6.23)
Once again, the default assumption might be v = 1. Assuming that the model
underlying the reanalysis performs well, and that observations are plentiful and
assimilated at short time intervals, then one might expect that the resulting anal-
ysis will closely reect the observed climate. Even if observations are sparse, then
provided that the underlying model simulates all of the relevant processes well, it
should still be hoped that the analysis will be a good approximation of the actual
climate. However, if observations are sparse and some important processes are not
well represented, then the analysis is likely to reect any discrepancy between the
climate of the underlying model and the actual climate. Therefore, it is important
to make a realistic assessment of how informative the reanalyses are for the actual
climate by careful specication of v or 
2
v .
The parameters  and 2v can be estimated similarly to the parameters of the hier-
archical frameworks in Chapters 4 and 5. Vague prior distributions are assumed for
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both
  N  a ; b 1  (6.24a)
v  Gamma (cv; dv) (6.24b)
where v = 
 2
v . The default choices for the hyper-parameters are a = 0, b = 10
 6
and cv = dv = 10
 3. The conditional posterior distributions of  and and v are
 j v; v  N

Nvvv: + ba
Nvv + b
; (Nvv + b)
 1

(6.25a)
v j v;   Gamma
 
cv +
Nv
2
; dv +
PNv
j=1 (vj   )2
2
!
(6.25b)
where v = (vj 8 j), Nv is the number of reanalyses and v: =
P
vj=Nv.
So now we have one framework that relates the models to the actual climate, and
another that relates the reanalyses to the actual climate. This leaves us with a
problem in combining evidence, since we eectively have two competing estimates
of the actual historical climate
yH j x = +H and yH j v =  +V
Provided that the two estimates are judged to be independent, then we can consider
the estimate from reanalysis to be simply a normalised likelihood based only on
observations (Berger, 1985, pages 271-277). In that case, a simple application of
Bayes' theorem provides a solution. The posterior estimate of yH from the climate
models can be treated as the prior for the actual climate so that
Pr (yH j x;v) / Pr (v j yH) Pr (yH j x)
where Pr (v j yH) is the likelihood of the reanalyses given the actual climate, and
Pr (yH j x) is the posterior distribution of the actual climate given the models. This
is analagous to Equation D.2, or the integral over the nal two terms in Equation 6.19
with respect to the parameters  and . Therefore, to t the full framework using
reanalysis data, rst
1. Specify the scaling factor v;
2. Obtain N samples from the joint posterior of the reanalysis parameters (,
2v), as described above;
then proceed exactly as described in the previous section, substituting samples of 
for z and 2V = 
2
v
2
v for 
2
z .
167
6. How to relate multi-model ensembles to the actual climate
(a)
 0
 2
 4
 6
 8
10
12
14
16
18
cy
clo
ne
s 
m
o
n
th
−
1
(b)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
cy
clo
ne
s 
m
o
n
th
−
1
Figure 6.5.: (a) The posterior mean of the expected value of the reanalyses (); and
(b) the square root of the posterior mean spread in the reanalyses (
p
2v)
6.8. Results
The analysis in Chapter 5 showed that there was no robust evidence of an emergent
relationship in the track density of extra-tropical cyclones. While there did appear to
be an emergent relationship present in the full ensemble, a closer inspection revealed
that it was inuenced by three outlying models. Therefore, the analysis of the North
Atlantic storm track will be brief and will focus on the exchangeable ensemble which
excludes the outlying models.
Bracegirdle and Stephenson (2013) studied the eect of emergent constraints in the
CMIP5 multi-model ensemble on near surface temperature in the Arctic. The mech-
anisms underlying the emergent relationship noted in both the CMIP3 and CMIP5
ensembles are at least partially understood in terms of the simulation of sea ice
thickness and extent (Holland and Bitz, 2003). There is reason to expect an emer-
gent relationship of negative sign over most of the Arctic, particularly where sea
ice forms on a seasonal rather than a permanent basis. This dataset provides an
excellent opportunity to compare projection methods that include emergent rela-
tionships. In particular, the framework proposed here will be contrasted with the
framework of Tebaldi et al. (2005).
6.8.1. The North Atlantic storm track
Climatologies of extra-tropical cyclones are usually derived from reanalysis data
rather than directly from observations. Only version 2 of the NOAA Twentieth
Century Reanalysis (Compo et al., 2011) currently includes any kind of uncertainty
estimate. However, that dataset is based only on surface pressures, and so is un-
suitable for storm tracking which is often performed on the relative vorticity above
the boundary layer. Therefore, multiple reanalysis datasets are combined in order
to estimate the observational uncertainty, as described in Section 6.7. The available
global reanalysis datasets are summarised in Table 6.1. The ERA-15 and ERA-40
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Figure 6.6.: (a) The posterior mean of the bias between the expected values of the
models and the reanalyses (   ); and (b) the p-value of the expected value of
the reanalyses () in the the posterior distribution of the historical climates of the
models included in the exchangeable ensemble.
Centre Reanalysis Record length Resolution Assimilation
scheme
ECMWF ERA-15 1979/01 - 1993/12 2.5 x 2.5 L31 ECMWF
Operational
ECMWF ERA-40 1957/01 - 2002/12 1.1 x 1.1 L60 3DVAR
ECMWF ERA-Interim 1979/01 - 0.8 x 0.8 L60 4DVAR
JMA JRA-25 1979/01 - 2004/12 1.1 x 1.1 L40 3DVAR
JMA JRA-55 1958/01 - 2012/12 0.5 x 0.5 L60 4DVAR
NCEP Climate Forecast 1979/01 - 2010/12 0.5 x 0.5 L64 3DVAR
System Reanalysis
NCEP-NCAR Reanalysis (R-1) 1948/01 - 2.5 x 2.5 L28 3DVAR
NCEP-DOE Reanalysis (R-2) 1979/01 - 2.5 x 2.5 L28 3DVAR
NASA MERRA 1979/01 - 0.5 x 0.7 L72 GEOS IAU
NOAA 20th Century Reanalysis 1908/01 - 1958/12 2.0 x 2.0 L28 Ensemble
Version 1 Kalman Filter
NOAA 20th Century Reanalysis 1871/01 - 2012/12 2.0 x 2.0 L28 Ensemble
Version 2 Kalman Filter
Table 6.1.: Details of the available global reanalyses. Resolution is in degrees, Lxx
indicates number of vertical levels. The data in this table were gathered from the
references given in the text and supplemented by information from Dee et al. (2014).
products have been superseded by ERA-Interim (Dee et al., 2011). Similarly, the
NCEP-NCAR and NCEP-DOE reanalysis products have been superseded by the
NCEP Climate Forecast System Reanalysis (CFSR) (Saha et al., 2010). The JRA-
55 dataset was not available in time for inclusion in this thesis, therefore the JRA-25
(Onogi et al., 2007) dataset was included instead. This leaves four reanalysis prod-
ucts for inclusion in the analysis: ERA-Interim, JRA-25, NCEP CFSR and NASA
MERRA (Rienecker et al., 2011). The cyclone climatologies from these datasets
were compared by Hodges et al. (2011) who concluded that the storm tracks were
well represented in all four datasets in the Northern Hemisphere. Therefore, it seems
reasonable to judge that these four datasets are exchangeable and can be used as
an alternative to observations, as described in Section 6.7. The posterior mean es-
timates of the expectation () and spread (
p
2v) of the reanalyses are shown in
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Figure 6.7.: (a) The posterior mean of the historical discrepancy (H); and (b) the
square root of prior uncertainty about the historical discrepancy (
q
2H ).
Figure 6.5. The spread is largest in the most active part of the storm track between
Newfoundland and Iceland and beyond. This is unsurprising since Hodges et al.
(2011) noted that although agreement was very good for the strongest storms, there
was more variation in the weaker systems which dominate the cyclone counts.
The natural variability in the Earth system, quantied by 2Ha and 
2
Fa, must also
be estimated. Ideally the historical uncertainty 2Ha would be estimated from a
long time series of observations. However, annual track density statistics were not
available, so the estimates of the internal variability simulated by the models 2H
and 2F were substituted instead.
Since no robust evidence of an emergent constraint was found in Chapter 5,  is
set to 0 unless otherwise stated. For this analysis, the scaling factor  is xed at
1, implying that the models are judged to be exchangeable with the actual climate.
This judgement is perhaps too strong, but it is likely to be the most common choice
in practice. At the very least,  = 1 satises the intuition that our uncertainty
about the actual climate response is at least as great as the spread of responses
simulated by the models. However, if the observed climate lies well outside of the
range of historical climates simulated by the models, then it is dicult to conclude
that the models are exchangeable with the actual climate. The observed climate, as
approximated by the expected value of the reanalyses (), lies within the spread of
historical climates simulated by the models over most of the North Atlantic domain
(Figure 6.6b), despite large biases between the historical climate of the ensemble,
and the reanalyses. (Figure 6.6a). Therefore, the judgement that  = 1 seems
reasonable.
The posterior mean of the historical discrepancy H = yH    is small over most
of the study area (Figure 6.7a). Note the change in sign between the discrepancy
H , and the bias     (Figure 6.6a). The dierence in magnitude between the
discrepancy and the bias (yH   ) is equal to the shrinkage of the estimate of the
actual climate away from the observations and towards the ensemble (Figure 6.8a).
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Figure 6.8.: The posterior means of (a) the shrinkage of actual climate yH away
from the expected climate of the reanalyses and towards the expected climate of the
ensemble (yH   ); (b) the information ratio I (Section 6.4). I > 0:5 indicates that
yH is estimated to lie closer to the expected climate of the models  than the mean
of the reanalyses .
Shrinkage of more than one cyclone per month occurs near Newfoundland, Iceland,
and south west of the United Kingdom. Large shrinkages occur wherever large biases
  (Figure 6.6a) coincide with large values of the information ratio I (Figure 6.8b).
So despite large biases, very little shrinkage occurs over Eastern Europe, because
the models are not at all informative compared to the reanalyses (I < 0:1). Whereas
near Newfoundland and Iceland, the spread in the reanalyses is large (Figure 6.5b)
compared to the prior uncertainty about the historical discrepancy (Figure 6.7b),
so large shrinkages occur. This is likely to be due dierences in the number of weak
cyclones identied in the reanalyses (Hodges et al., 2011).
Since no emergent constraint is included, the projected response of the actual climate
yF   yH is simply the expected response of the ensemble (Figure 6.9). The standard
error of the projected response is of a similar magnitude to the response over most
of the study region (Figure 6.10a). Only in the Mediterranean basin is the signal
strong enough to be considered signicant at the 10% level (not shown) once the
uncertainty about the discrepancy between the ensemble and the actual climate is
accounted for. The standard error of the climate response that we might experience
is more than 40%, and often more than 60%, larger than the standard error of
the actual climate response over most of the study region (Figure 6.10b). This
agrees with the conclusion of Chapter 3 where we found that the internal variability
was large compared to the dierences between the models over much of the North
Atlantic.
In Chapter 5, no evidence of a robust emergent relationship was found. The eect of
including an emergent relationship in the projected response is small over most of the
region (Figure 6.11a). However, dierences of more than one cyclone per month oc-
cur where large incidental emergent constraint estimates (Figure 5.5a) coincide with
large historical discrepancies (Figure 6.7a). In the full ensemble, a weak emergent
relationship was noted in the sub-tropics due to the inuence of three outlying mod-
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Figure 6.9.: The posterior mean of the actual climate response yR.
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Figure 6.10.: (a) The standard error of the actual climate response yR; and (b) the
ratio of the standard error of the climate response that we might experience due to
natural variability yRa to that of the actual climate response yR.
els. However, the projected response from the full ensemble, including an emergent
constraint, is not as dierent from the actual response projected by the exchangeable
ensemble with no emergent constraint as might be expected (Figure 6.11b). This
is due to a combination of factors. First of all, the expected responses of the mod-
els diers between the two ensembles (Figure 6.12a). The three inuential models
noted in Chapter 5 all simulate strong decreases in cyclone activity in the subtropics,
causing a negative bias in the expected response of the ensemble . This partially
cancels the eect of including the emergent relationship (Figure 6.12b). As a re-
sult, the eect of predicting from the full ensemble including the spurious emergent
constraint is not large. However, cancellation in this way might not always occur.
Therefore, care must still be taken to understand the physical mechanisms behind
any apparent emergent relationships. Only when a relationship is well understood
should it be used for projection.
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Figure 6.11.: The dierence between the posterior mean of the projected response
yR estimated (a) with an emergent constraint from the exchangeable ensemble, and
(b) with an emergent constraint from the full ensemble, and the estimate without
an emergent constraint from the exchangeable ensemble in Figure 6.9.
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Figure 6.12.: The posterior mean of (a) the dierence between the expected response
 of the full ensemble and that of the exchangeable ensemble; and (b) the dier-
ence between the projected response yR including an emergent constraint, and the
expected response of the ensemble , both estimated from the full ensemble.
6.8.2. Arctic near surface temperature
An extended version of the CMIP5 surface temperature dataset analysed by Brace-
girdle and Stephenson (2013) is considered in this section. The mean climates over
30 winters (December-January-February) are compared between December 1975 and
January 2005 from the historical scenario, and between December 2069 and January
2099 from the RCP4.5 scenario. The ve year shift in the historical period compared
to Bracegirdle and Stephenson (2013) provides slightly better compatibility with the
latest observation and reanalysis datasets. Several of these datasets begin in 1979
when satellite observations become prevalent. A total of 216 runs from 37 CMIP5
models are included in the full ensemble, 128 runs of the historical scenario and 88
of the RCP4.5 scenario. The number of runs available from each model is listed in
Table 6.2.
The full ensemble was thinned in order to satisfy the judgement of exchangeability
between the model outputs. Unless otherwise stated, the same model is included
from each modelling centre as in Chapter 4. Several models were excluded from
the analysis of the North Atlantic storm track due to badly displaced storm tracks.
Those models are reinstated for the analysis of Arctic surface temperature, although
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Table 6.2.: Number of realisations available from each model for the historical and
future scenarios. Models highlighted in red are included in the exchangeable ensem-
ble.
Runs
Modelling centre Model Historical RCP4.5
RHm RFm
CSIRO-BOM ACCESS1.0 1 1
CSIRO-BOM ACCESS1.3 3 1
BCC BCC-CSM1.1 3 1
BCC BCC-CSM1.1(m) 3 1
BNU BNU-ESM 1 1
CCCMA CanESM2 5 5
NCAR CCSM4 6 6
NSF-DOE-NCAR CESM1(BGC) 1 1
NSF-DOE-NCAR CESM1(CAM5) 3 3
NSF-DOE-NCAR CESM1(WACCM) 4 1
CMCC CMCC-CM 1 1
CMCC CMCC-CMS 1 1
CNRM-CERFACS CNRM-CM5 10 1
CSIRO-QCCCE CSIRO-Mk3.6.0 10 10
ICHEC EC-EARTH 8 9
LASG-CESS FGOALS-g2 5 1
FIO FIO-ESM 3 3
NOAA GFDL GFDL-CM3 5 1
NOAA GFDL GFDL-ESM2G 1 1
NOAA GFDL GFDL-ESM2M 1 1
NASA GISS GISS-E2-H 6 5
NASA GISS GISS-E2-R 6 6
NIMR/KMA HadGEM2-AO 1 1
MOHC HadGEM2-CC 3 1
MOHC HadGEM2-ES 4 4
INM INM-CM4 1 1
IPSL IPSL-CM5A-LR 6 4
IPSL IPSL-CM5A-MR 3 1
IPSL IPSL-CM5B-LR 1 1
MIROC MIROC5 5 3
MIROC MIROC-ESM 3 1
MIROC MIROC-ESM-CHEM 1 1
MPI-M MPI-ESM-LR 3 3
MPI-M MPI-ESM-MR 3 3
MRI MRI-CGCM3 3 1
NCC NorESM1-M 3 1
NCC NorESM1-ME 1 1
Total 128 (63) 88 (40)
several are subsequently excluded in the thinning process. Results from some ad-
ditional models are included that were not contained in the cyclone track density
data analysed by Zappa et al. (2013b) and in the preceding chapters. The com-
plete list of models and details of their major components are given in Table 6.3.
Three models were submitted from the combined eorts of the NSF-DOE-NCAR.
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Figure 6.13.: (a) The posterior mean of the expected value of the reanalyses ();
and (b) the square root of the posterior spread in the reanalyses (
p
2v)
The CESM1(CAM5) variant was selected as it includes a more recent version of the
CAM atmosphere model. Two variants of the NCC model were available for sur-
face temperature. The basic NorESM1-M version was selected since many models do
not yet include the interactive ocean bio-geochemistry module that dierentiates the
more complex variant. The ACCESS models supersede the CSIRO-Mk3.6.0 model,
however all of the major components in the ACCESS models are borrowed from
other models. Therefore, none of the models submitted by CSIRO were included.
The two models submitted from the CMCC are both based on an old atmosphere
component and a very old ocean component. They also lack a full land surface
model, therefore neither model was included. The BNU-ESM and FIO-ESM models
were also excluded since they use outdated and low resolution versions of the CAM
atmosphere included in the CESM1 model. The NCAR CCSM4 model has also
been superseded by the CESM1 model, and so was not included either. This leaves
an ensemble of 104 runs from 15 models, 63 runs from the historical scenario and
41 from the RCP4.5 scenario. The models and runs included in the thinned ensem-
ble are indicated in Table 6.2. All the analysis that follows relates to the thinned
ensemble unless otherwise stated.
Estimating the observation and sampling uncertainty
Unlike extra-tropical cyclones, surface temperature is often studied directly from
observational data rather than from reanalyses. Several analyses of global tem-
perature observations exist, however none are entirely suitable for use here. The
NASA GISS dataset (Hansen et al., 2010) does not include any explicit estimate
of the uncertainty in the analysis. The NOAA MLOST dataset (Vose et al., 2012)
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does include a basic estimate of the analysis uncertainty. However, the uncertainty
estimate is limited to the eect of sparsity in the observations, and SST bias ad-
justments. The HadCRUT4 analysis (Morice et al., 2012) includes a sophisticated
assessment of the uncertainty underlying the observations. However, the analysis is
provided as anomalies from a reference period rather than as absolute temperatures.
Furthermore, no spatial inlling takes place, so coverage is poor in the Arctic where
observations are very sparse. Since none of the observational analyses have both the
spatial coverage and uncertainty assessment required for combination with model
data, reanalysis data is once again used. The same four reanalyses are used as in
Section 6.8.1, namely: ERA-Interim, JRA-25, NASA MERRA and NCEP CFSR.
The posterior mean estimates of the expectation () and spread (
p
2v) of the re-
analyses are shown in Figure 6.13. The reanalyses agree well over the oceans in
the mid-latitudes, because the large heat capacity of the ocean means that surface
temperature is quite stable there. In the Arctic (above 66N), the spread between
the reanalyses is greater since observations are very sparse, and the representation
of sea ice and other complex physical processes are critical.
For consistency with the cyclone track density analysis, the same approach is used
to estimate the sampling uncertainty 2Ha and the natural variability 
2
Fa. The esti-
mates of the internal variability simulated by the models, 2H and 
2
F , are substituted
for the sampling uncertainty and natural variability.
Fitting the full framework
The default vague priors were used throughout and no diculties were encoun-
tered. Once again, the Gibbs samplers converged very quickly with little or no
burn-in period evident. However, small but signicant autocorrelation was visible
for up to 2,000 samples, particularly in the expectation climate parameters  and .
Therefore, only every 2,000th sample was retained, after a burn-in period of 20,000
samples. Posterior estimates were based on 10,000 samples after thinning. In this
conguration, each grid box required approximately 143 seconds of compute time
using the Fortran implementation of the framework. Projecting surface tempera-
ture in the Northern Hemisphere above 45N involved tting the model to 2,592 grid
boxes. This required a total of just over 100 hours of compute time, which was
achieved in a little over one day by splitting the work between multiple CPU cores.
Once again, we adopt the default assumption that the prior uncertainty about the
ensemble discrepancy is equal to the model uncertainty ( = 1).
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Figure 6.14.: (a) The posterior mean of the historical discrepancy (H); and (b) the
square root of the prior uncertainty about the historical discrepancy (
q
2H ).
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Figure 6.15.: The posterior means of (a) the shrinkage of the observed climate to-
wards the expected climate of the ensemble (yH   ); (b) the information ratio I
(Section 6.4). I > 0:5 indicates that yH is estimated to lie closer to the expected
climate of the models  than the mean of the reanalyses .
Combining models and observations
The historical discrepancy H between the expected climate of the ensemble  and
the estimate of the actual climate yH is fairly uniform at 2-4K or less over most
of the Arctic Ocean (Figure 6.14a). However, dierences exceeding 6K occur in
the Greenland Sea and Denmark Strait, and in the Barents Sea they may exceed
10K. As in previous studies (e.g., Bracegirdle and Stephenson, 2012, Figure 5d), the
models are generally too cold compared to the actual climate. The expected climate
of the reanalyses  lies within the spread of the historical model climates at all but
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a handful of scattered grid points (not shown). Therefore, the judgement that the
prior uncertainty about the historical discrepancy 2H is equal to the model spread
2 ( = 1) seems reasonable. The prior uncertainty about the historical discrepancy
2H is fairly uniform above 60N. The exception is the North Atlantic, where the
prior uncertainty is much larger along the ice edge between the Labrador sea and
the Barents sea (Figure 6.14b).
The information ratio is small (I < 0:1) over the mid-latitude oceans where the
reanalyses are in good agreement (Figure 6.15b). Over the land and in the Arctic
it is larger (0:2 < I < 0:4), but rarely exceeds 0:5. Therefore, the shrinkage of the
estimate of the actual climate yH away from the reanalyses  and towards the models
 is generally small, less than 1K over most of the Arctic and less than 0.5K elsewhere
(Figure 6.15a). Given the known deciencies in the models' representation of the
cryosphere, we might not believe large adjustments towards the ensemble climate.
However, observation uncertainty in the Arctic is large, so some adjustment seems
appropriate. If we held strong beliefs that the models should be even less informative
for the historical climate, then these could be incorporated by setting the scaling
factor  > 1.
The projected temperature response
The projected temperature response yR = yF yH is fairly uniform at high latitudes,
4-6K between 60-75N, and 6-8K over most of the Arctic Ocean (Figure 6.16). The
strongest response occurs in the north of the Barents Sea, east of Svalbard, where
the response may exceed 12K. The expected response of the models is reinforced by
a weak positive emergent relationship in this region (Figure 6.18a). The standard
error of the projected response tends to increase with latitude (Figure 6.17a). At
high latitudes the models are less informative for the climate response, due to the
diculty in representing the complex processes associated with snow and ice cover.
Like the expected response, the standard error is also largest in the north of the
Barents Sea. The standard error of the climate response that we might experience
yRa is less than 5% greater than that of the expected climate response over most of
the Arctic and Atlantic Oceans (Figure 6.17b). Over land where temperatures are
more variable, the posterior standard error for the response of the actual climate
increases by 5-40% when natural variability is included.
Over most of the Arctic Ocean, the projected response incorporating an emergent
relationship is at least 0.5-1.0K lower than a comparable projection without an emer-
gent constraint (Figure 6.19a). In some regions, the projected response including
the emergent constraint may be more than 2K lower. The largest dierences tend to
coincide with the strongest emergent constraints (Figure 6.18a), since the historical
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Figure 6.16.: The posterior mean of the actual climate response
yR.
(a)
0
1
2
3
4
5
6
7
Ke
lv
in
(b)
1.00
1.05
1.10
1.20
1.40
1.60
2.20
Figure 6.17.: (a) The standard error of the actual climate response yR; and (b) the
ratio of the standard error of the climate response that we might experience due to
natural variability yRa to that of the actual climate response yR.
discrepancy is fairly uniform (Figure 6.14a). The projection including an emergent
constraint actually predicts a more intense warming where a weak positive emergent
relationship is estimated in the Barents and Kara seas.
Qualitatively, the emergent relationships estimated from the full and exchangeable
ensembles are in good agreement (Figure 6.18). Quantitatively, the exchangeable en-
semble estimates a much stronger negative correlation over most of the Arctic ocean,
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Figure 6.18.: The posterior mean of the emergent constraint  from (a) the exchange-
able ensemble; and (b) the full ensemble.
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Figure 6.19.: The dierence between the posterior mean estimates of the projected
response yR from (a) the exchangeable ensemble with and without an emergent
constraint; and (b) the exchangeable ensemble and the full ensemble both including
an emergent constraint.
and a weaker positive correlation over the Barents and Kara seas. This suggests that
the choice of models included in the exchangeable ensemble may be inuencing the
estimation of the emergent constraint, and hence the projected response.
The dierence between the projected responses of the exchangeable and full ensem-
bles is shown in Figure 6.19b. In the Arctic ocean, the projected response from
the exchangeable ensemble is up to 1.75K lower than that from the full ensemble.
This agrees with the stronger negative correlation estimated by the exchangeable
ensemble (Figure 6.18). However, the projected warming from the exchangeable
ensemble is up to 2.5K greater than from the full ensemble in the Barents sea. The
dierences in the projected response can be decomposed into the dierence in the
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Figure 6.20.: The dierence between the
posterior mean estimates of the expected
response of the ensemble  from the ex-
changeable ensemble and the full ensem-
ble.
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Figure 6.21.: As for Figure 6.22, but for a
grid box in the Barents Sea (41.3E,71.3N).
expected responses of the ensembles () and the dierence in the estimated response
discrepancies (R)
yr   yr = ( +R)  ( +R)
= (   ) + (R  R)
where  indicates an estimate from the full ensemble. To the north of the Barents
Sea, part of the dierence in the projected response yR is due to a dierence in
the expected response  (Figure 6.20). Several of the models in the exchangeable
ensemble simulate very strong responses in this region. Therefore the expected
warming  is up to 1.5K greater than in the full ensemble. Elsewhere however,
dierences in the response discrepancy R dominate the change in the projected
response due to the dierence in the estimated emergent relationships (Figure 6.18).
In the south and west of the Barents sea, the emergent relationship in the exchange-
able ensemble is inuenced by the extreme cold bias and small warming simulated
by FGOALS-g2 (Figure 6.21) A detailed examination of the model climates re-
vealed that a small number of models were inuencing the estimate of the emergent
relationship throughout the Arctic Ocean and the Kara Sea (Figure 6.22). The
CSIRO-Mk3.6.0, FGOALS-g2, and IPSL-CM5B-LR models simulate strong cold bi-
ases in the historical period, and weaker than average warming in the RCP4.5 future
scenario. In contrast, MIROC-ESM and MIROC-ESM-CHEM tend to be relatively
warm in the historical scenario, and simulate above average warming in the future.
In the Kara sea, the two outlying groups of models induce a strong positive emergent
relationship in the full ensemble, since the other models exhibit little or no correla-
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Figure 6.22.: The model mean climate response (xFm:   xHm:) plotted against
the model mean historical climates (xHm:) for grid boxes (a) in the Kara Sea
(86.3E,73.8N) (b) in the Arctic Ocean (176.3W,76.3N). Data points in red indi-
cate the models belonging to the exchangeable ensemble. The dashed lines are
the emergent relationships estimated by ensemble regression. The black lines are
computed using the full ensemble, the red lines using the exchangeable ensemble.
tion (Figure 6.22a). Over the rest of the Arctic ocean, the remaining models tend
to be negatively correlated (Figure 6.22b). The outlying models act to neutralise
this correlation in the full ensemble. FIO-ESM also stands out as simulating con-
sistently weak warming across the Arctic. However, its inuence is limited because
its historical climate tends to agree well with the rest of the ensemble.
With the exception of FGOALS-g2, all of the models identied above as inuential
were excluded from the exchangeable ensemble. However, most of them were in-
cluded in the analysis of Bracegirdle and Stephenson (2013). There they would have
been even more inuential due to the smaller ensemble size (22 models compared to
37 here). This explains the dierences between the estimated emergent constraints
in the full and exchangeable ensembles, and why the full ensemble more closely re-
sembles the estimate of Bracegirdle and Stephenson (2013). In the older CMIP3
ensemble, a weak positive emergent relationship was evident over the whole of the
Arctic ocean, as opposed to the negative relationship evident in CMIP5 (Bracegir-
dle and Stephenson, 2013). The inuential models in the CMIP5 ensemble tend to
induce a positive emergent relationship (Figure 6.22), and were all excluded from
the exchangeable ensemble due to either low resolution or outdated model compo-
nents. This might explain the reversal in sign of the emergent constraint over the
Arctic Ocean between CMIP3 and CMIP5. There is reason to expect an emergent
relationship anywhere that sea ice forms on a seasonal rather than permanent ba-
sis. Therefore, it seems reasonable to accept the exchangeable ensemble as more
consistent with our physical understanding.
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Figure 6.23.: The dierence between the posterior mean estimates from the frame-
work developed here and the maximum likelihood estimates by ensemble regression,
of (a) the projected response of the actual climate (yR); and (b) the emergent con-
straint ()
6.8.3. Comparison with other methods including emergent
constraints
In this section, we briey compare projections of near surface temperature from
the framework developed in this thesis, with other frameworks that include the
estimation of emergent constraints.
Ensemble regression
The ensemble regression method proposed by (Bracegirdle and Stephenson, 2012)
was also tted to the surface temperature data from the exchangeable ensemble,
and the mean of the reanalyses  used to project the response of the actual climate.
The estimate of the emergent constraint  diers by less than 0.01 over most of the
study area (Figure 6.23b). This is in sharp contrast to the cyclone track density data
in Chapter 5. However, the internal variability simulated by the models is small
compared to the model uncertainty for surface temperature (not shown), so this
agrees with the theoretical arguments in Chapter 5. The estimates of the expected
value of the actual climate response yR are also very close over most of the region
(Figure 6.23a). Dierences of up to 0.5K are visible where the shrinkage away from
the reanalysis was large in Figure 6.15a. If the models were more informative for the
actual climate, then the shrinkage would be greater and the dierences between the
projections would grow. Since we made the default assumption that  = 1 in the
earlier analysis, the standard errors were also similar, within 10% over more than
85% of the study area (not shown).
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Figure 6.24.: The dierence between the posterior mean estimates from the frame-
work developed here and that of Smith et al. (2009), of (a) the historical climate
(yH); and (b) the emergent constraint ().
The framework of Tebaldi et al. (2005) and Smith et al. (2009)
The univariate version of the framework described by Smith et al. (2009) and dis-
cussed in Section 6.5.2 was also tted to the surface temperature data analysed in
Section 6.8.2. This is identical to the framework of Tebaldi et al. (2005) except
that here all the parameters are estimated from the data, whereas the degrees of
freedom of the t distribution were previously held xed. This framework does not
allow multiple runs to be included from each model. Therefore, model uncertainty
cannot be separated from internal variability. Rather than select one run from each
model, the model mean climates xsm: were used. This will reduce the impact of
internal variability on the estimation of the emergent constraint and should ensure
a fair comparison with the posterior uncertainty about the actual climate yH and
climate response yR. These frameworks also do not allow sampling uncertainty to
be separated from measurement error in the observations. Therefore, the combined
uncertainty due to internal variability estimated from the models and observation
uncertainty estimated from the reanalysis was substituted for 2z in Equation 6.14,
estimated as described in Section 6.8.2, in order to ensure a fair comparison. Vague
priors were used for all the parameters. Once again, the burn-in period was found
to be very limited, but autocorrelation was extensive. Therefore, the same burn-in
and thinning strategies were employed as for the framework in this chapter. The
rst 20,000 samples were discarded, after which every 2,000th sample was kept until
10,000 samples were obtained from the joint posterior distribution of the parameters.
In Section 6.8.2, the posterior mean estimate of the actual historical climate yH
was several degrees warmer than the expected historical climate of the models 
(Figure 6.14a). The posterior mean estimate yH from the framework of Smith et al.
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Figure 6.25.: (a) The dierence between the posterior means of the projected climate
response (yR) estimated from the framework developed here and that of Smith et al.
(2009); and (b) the ratio of the posterior standard error of the climate response (yR)
estimated from the framework developed here and that of Smith et al. (2009).
(2009) is several degrees colder than the estimate from the framework developed
here, i.e., closer to the mean climate of the models (Figure 6.24a). This agrees
with the ndings of Lopez et al. (2006) that the historical climate tended to be
heavily inuenced by the models in the framework of Tebaldi et al. (2005). The
estimate of the emergent constraint is very similar over most of the study area
(Figure 6.24b). However, the robustness added by the t distributed model departures
does improves the estimates in some regions, notably in the west of the Barents
Sea. From Figure 6.21 we noted that FGOALS-g2 had a strong inuence on the
estimate of the emergent constraint in the exchangeable ensemble. The inuence of
the outlying model is reduced using the method of Smith et al. (2009), so that the
expected negative emergent relationship is estimated.
In the previous section, the projected warming of the actual climate yR including an
emergent constraint was smaller over most of the Arctic than without an emergent
constraint(Figure 6.19a). As expected, the estimate from the framework of Smith
et al. (2009) lies somewhere between the two estimates over most of the study area
(Figure 6.25a). The spatial structure of the dierence compared to the framework in-
cluding an emergent constraint is very similar, but the magnitude is smaller. Finally,
the standard error of the projected climate response from the framework developed
here is more than three times that estimated by the framework of Smith et al. (2009)
over most of the study area (Figure 6.25b). This agrees with the theoretical argu-
ments in Section 6.5.2 and the ndings of Lopez et al. (2006) that the uncertainty
about the climate response from the framework of Tebaldi et al. (2005) will not span
the full range of climate responses simulated by the models.
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6.9. Summary
In this chapter, a new Bayesian framework has been developed for combining in-
formation from ensembles of climate models and from observations. The proposed
framework is based on the concept of a discrepancy between the expected climate of
an ensemble of climate models and the actual climate, introduced by Rougier et al.
(2013) and Chandler (2013). By comparing those two frameworks we have shown
that the \truth plus error" and \exchangeable" approaches will yield identical infer-
ences about the actual climate, provided that the ensemble discrepancy is assumed
to arise from a symmetric distribution.
The proposed framework incorporates several important extensions to existing meth-
ods. By incorporating all the initial conditions runs available from each climate
model, internal variability can be separated from model uncertainty. Chapter 5
showed that this was essential in order to avoid biased estimates of any emergent
relationship that might be present. The formulation proposed here shows how emer-
gent relationships can be interpreted as providing constraints on the discrepancy
between the expected response of the ensemble, and the actual climate response.
This is more exible than the usual interpretation of emergent constraints, which
assumes that the actual climate is jointly exchangeable with the actual climate.
The framework proposed here also separates the eects of observation uncertainty
and sampling uncertainty. The process of combining models and observations results
in shrinkage of the posterior estimate of the actual historical climate towards the
expected historical climate of the models. The shrinkage depends on how informative
the models are for the actual climate compared to the uncertainty due to observation
and sampling uncertainty. In the presence of an emergent relationship, the posterior
estimate of the actual climate response will also experience a shrinkage towards
the expected response of the ensemble. The analysis of the cyclone track density
data also highlights the fact that our uncertainty about the response of the actual
climate due to sampling uncertainty may be almost as great as that due to model
discrepancy.
Unfortunately, most observation data does not currently include estimates of the
associated uncertainty. Instead, a simple method was proposed and demonstrated
for substituting reanalysis data, and estimating our uncertainty about the observed
climate from the spread in the reanalyses. Reanalysis data should not be confused
with observations. However, it may be the only reasonable source for many climate
variables that are indirectly observed, or for which observations are sparse in either
space or time. The method proposed integrates easily with the general framework.
It should also be applicable to almost any other analysis requiring a ready estimate
of the uncertainty associated with the observed climate.
187
6. How to relate multi-model ensembles to the actual climate
6.10. Discussion
Expressing our beliefs about how informative the models are for the actual climate
relative to how informative they are for a new model seems natural. In the analysis
presented here, we examined the position of the observations (reanalyses) in the
distribution of the modelled climates as a check that our judgements about the
prior uncertainty associated with the historical discrepancy were reasonable. If
the observations lie in the tails of the distribution of modelled climates at a large
number of grid boxes, then we would be forced to conclude that the models were less
informative for the actual climate than our prior judgement suggested. Care must
be taken when interpreting such results, since this simple test does not account
for sampling uncertainty, measurement error, or correlations between grid boxes.
However, it is important to ensure that our judgements about the discrepancies are
reasonable, or we risk incorporating too much information from the models and
obtaining biased inferences for the actual climate.
The comparison with the framework proposed by Rougier et al. (2013) showed that
the simpler framework was also compatible with the inclusion of emergent con-
straints. The idea that the future discrepancy between a climate model and the
actual climate might be correlated with the historical discrepancy due to persistence
of the historical discrepancy (i.e., bias) was discussed by Rougier (2007). However,
the framework presented here represents the rst attempt to explicitly interpret
emergent constraints (correlations between the response and the historical state) in
terms of model discrepancy. In fact, the basic form of the joint covariance matrix for
the discrepancies proposed by Chandler (2013, Equation 4.2) includes the possibility
of persistence but excludes the possibility of an emergent constraint.
The assumption that the expectation of the historical discrepancy is zero is rea-
sonable provided that we have no prior intuition about the sign of the discrepancy
(Chandler, 2013). In the case of the Arctic temperature analysis in Section 6.8.2, we
have reason to expect a positive discrepancy, since the models are known to under-
estimate sea ice thickness. Therefore it might have been sensible to incorporate this
knowledge into the analysis by specifying a positive value for E (H). Choosing an
appropriate value might require a careful elicitation exercise involving one or more
experts on the processes involved. Alternatively, if data were already available from
another ensemble, then this could be used as the basis for a more informed choice.
This might involve specifying additional judgements about the similarity of the two
ensembles (e.g., Rougier et al., 2009).
The comparison of the frameworks proposed by Rougier et al. (2013) and Chandler
(2013) revealed that identical inferences about the actual climate can be obtained
from very dierent assumptions. This was further demonstrated in the comparison
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between the framework developed here and the \truth plus error" approach proposed
by Tebaldi et al. (2005). The form of the estimates of the response of the actual
climate are very similar, despite the fact that Tebaldi et al. (2005) make no explicit
assumption that the emergent constraint should apply to the actual climate response
as well as to the model responses. The posterior estimates of the actual climate
response dier primarily due to dierences in the posterior estimates of the actual
historical climate. The assumption by Tebaldi et al. (2005) that the actual climate
corresponds to the central tendency of the ensemble leads to more weight being
given to the models than the observations when the two are combined (Lopez et al.,
2006). This eect would be avoided by the inclusion of an ensemble discrepancy
following the generalised \truth plus error" method of Chandler (2013).
The additional robustness imparted by the assumption of t distributed model de-
partures by Tebaldi et al. (2005) proved to be advantageous in the analysis of Arctic
temperature. In the Barents Sea, the impact of the heavily biased FGOALS-g2
model was reduced so that the emergent relationship was correctly estimated. The
assumption of t distributed departures could be easily incorporated into the hierar-
chical framework developed in Chapter 5, in order to achieve similar robustness to
outlying models.
The results on combining models and observations highlight the role of observa-
tion and sampling uncertainty in climate projection, particularly in the presence of
emergent relationships. The eect of observation error on projections incorporat-
ing emergent constraints has also been recognised by Bhend and Whetton (2013).
However, that study considered only observation uncertainty, and assumed that the
actual climate was jointly exchangeable (\statistically indistinguishable") with the
actual climate. Observation and sampling uncertainty can be dicult to separate.
Here we estimated the sampling uncertainty from the climate models. Ideally, this
would be estimated from a long time series of observations. Provided that a prior
estimate of the observation uncertainty is available, it is still possible to separate
the two sources of uncertainty.
One of the innovations introduced in this chapter was the use of reanalysis data in
order to estimate the observation uncertainty. For some variables, such as cyclone
track density, this may be the only option. Due to the small number of reanalyses
available, there may be considerable uncertainty associated with the estimate of their
spread. Consequently, the observation uncertainty may be over estimated. However,
until more observation data sets include realistic assessments of the associated un-
certainties, estimation from reanalyses oers an alternative to ignoring observation
uncertainty or relying entirely on prior judgements. Another concern is that re-
analyses are also subject to initial condition uncertainty, although the short time
steps between data assimilation mean this should be limited. If ensembles of initial
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condition members were available for each reanalysis, then this additional source
of uncertainty could be estimated separately. However, only the NOAA twentieth
century reanalysis (Compo et al., 2011) currently includes multiple members.
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7. Conclusion
This chapter summarises the main results contained in this thesis, suggests possible
directions for further development, and reects upon the broader implications for
the design and analysis of future multi-model climate change experiments.
7.1. Summary
In Chapter 3, it was shown that a simple two-way ANOVA framework can be used to
estimate the expected response of an ensemble of climate models, under the assump-
tion that the models all simulate the same response. The simplifying assumption
that all models simulate the same internal variability was proposed in order to esti-
mate the internal variability despite the small initial condition ensembles simulated
by each model. Statistical F tests were used to show that if the internal variability
is large compared to the dierences between the responses simulated by the models,
then the models can be assumed to all simulate the same response. If the models
all simulate the same response, then it can be argued that there is no reason to
expect any discrepancy with the actual response, and the expected response of the
ensemble is a good estimate of the actual response.
In Chapter 4, it was argued that multi-model ensembles should be thinned in order
to remove the eect of dependence between the outputs of models that share com-
mon components. Once thinned to obtain a subset of the models that are judged
to be exchangeable, the ensemble can be treated as a random sample from some
unknown distribution. A Bayesian hierarchical framework was proposed in order
to quantify the structural uncertainty present when the models do not all simulate
the same historical climate, or future climate response. The structural uncertainty
was separated from the uncertainty due to internal variability using the simplifying
assumption proposed in Chapter 3.
In Chapter 5, it was argued that emergent relationships apply only to the dierences
between the expected climates simulated by the models, and not to departures due
to internal variability. It was shown that if the internal variability is large compared
to the model uncertainty in the historical scenario, then estimates of emergent con-
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straints obtained by simple linear regression will be biased. The proposed Bayesian
hierarchical framework was extended to estimate an emergent constraint while ac-
counting for the eect of internal variability. A conditional cross-validation approach
was proposed in order to test the robustness of any emergent relationship.
In Chapter 6, the uncertainty about the relationship between the expected climate
response of an ensemble of climate models and the actual climate response was repre-
sented as a random discrepancy. It was shown that if the discrepancy is assumed to
by symmetrically distributed, then the inferences about the actual climate response
will be identical, regardless of whether a \truth plus error" or an \exchangeable"
approach is used. Emergent constraints were reinterpreted as constraints on the ex-
pected value of the discrepancy between the expected response of the ensemble and
the actual response. Measurement error in the observations and sampling uncer-
tainty about the actual historical climate were incorporated, and shown to play an
important role in the estimation of the constrained response. The idea of an ensem-
ble of reanalyses was introduced, and a simple method for estimating observation
uncertainty from reanalysis data was also proposed.
7.2. Directions for further development
The simplifying assumption that climate models all simulate the same internal vari-
ability allows internal variability to be separated from model uncertainty. It is
dicult to reliably estimate the internal variability simulated by each model indi-
vidually due to the small number of initial conditions runs available. Alternatively,
the internal variability simulated by each model could be estimated by analysing
time series rather than relying only on 30-year averages. The simplest approach
might be to assume a common linear trend and independent time steps (e.g., Buser
et al., 2009; Tebaldi and Sanso, 2009), or a more exible approach could be taken.
The resulting model specic variances could be treated as arising from some common
distribution and related to the natural variability of the Earth system through dis-
crepancy terms, analogous to the treatment of the expected climates of the models
(similar to the general approach proposed by Chandler, 2013).
The denition of an emergent constraint used in this thesis is perhaps the simplest
possible, i.e., linear dependence between the climate change response and the histor-
ical state of a single variable. The framework proposed here could be easily extended
the estimation of non-linear emergent relationships (as suggested by Bracegirdle and
Stephenson, 2012), or to the simultaneous estimation of multiple climate variables
(e.g., Tebaldi and Sanso, 2009; Buser et al., 2010). This might include the estima-
tion of correlations and emergent relationships between any or all of the variables
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of interest (Karpechko et al., 2013).
The estimation of local eects, such as emergent constraints, could benet from
smoothing over regions larger than the individual grid boxes in order to reduce the
risk of biased projections due to the estimation of spurious emergent constraints.
Simply aggregating grid boxes is unlikely to be wholly eective, since the spatial
pattern of the climate change signal, as well as its magnitude, may vary between
models. Furrer et al. (2007b) represented the spatial structure of the climate change
response in each model as a combination of spatial basis functions. The coecients
associated with the basis functions for each model were assumed to be drawn from
a common multi-variate distribution. This approach would t well with the general
methodology proposed here.
In this thesis, judgements about how informative the climate models are for the
actual climate were restricted to prior assessments based on how informative the
models are for each other. In principle, a prior distribution could be specied for
the variance of the historical discrepancy based on the model uncertainty, and up-
dated using the observations. This approach would also benet from smoothing over
multiple grid boxes. The same spatial basis function approach described above could
be adapted to estimate how informative the models are for the historical climate,
allowing for variations due to latitude, altitude, land versus ocean, and snow and ice
cover, etc. However, this would not explicitly constrain how informative the models
are for the actual climate response. It might be possible to assess how informative
the models are for the climate response by analysing long paleo-climate simulations.
Further research is required on methods to estimate how informative climate models
are for the Earth system.
Measurement error combined with sampling uncertainty determines how informative
the observations are for the actual climate. Where no estimate of the measurement
error is available, a simple method for estimating it from reanalysis data was sug-
gested. This method could easily be applied to multiple observation data sets, but
for many variables reanalysis data may be the only option. While observations can
be considered independent from climate model output, every reanalysis product has
a climate model at its core. Accounting for possible dependences between reanalysis
and climate model output is an area for further research, if this multi-reanalysis
approach is to be more widely adopted.
7.3. Designing multi-model ensembles
The issue underlying many of the problems addressed in this thesis, in particular
model dependence, is really the design of multi-model ensembles. The demand for
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probabilistic projections of climate change and the massive computational expense
of producing multi-model ensembles mean that this issue is now attracting wider
recognition (Katz et al., 2013; Sandgathe et al., 2013). For instance, theoretical
attempts have been made to quantify the value of including additional models,
(Berliner and Kim, 2008). However, most studies are still limited to the post-hoc
interpretation of ensembles of opportunity.
The ensemble thinning approach advocated in this thesis, and by Rougier et al.
(2013), suggests possible improvements to the design of future multi-model ensem-
ble experiments. The importance of accounting for internal variability in model
projections has been demonstrated repeatedly throughout this thesis. Daron and
Stainforth (2013) suggest that an even wider range of initial conditions should be
explored. If each centre submitted results from only one model, then the compu-
tational resources previously allocated to model variants could be used to perform
additional initial condition runs. Alternatively, each centre could nominate a canon-
ical model for each group of experiments. Researchers could then be encouraged to
analyse only the outputs from the canonical models, in order to reduce the impact
of model dependence.
Ultimately, the design of multi-model ensembles is limited by the diculty of dening
a model space from which dierent model designs could be sampled systematically.
Given the fact that large perturbed physics ensembles can yield a larger spread of
outcomes than multi-model ensembles (Murphy et al., 2004; Stainforth et al., 2005),
should the role of the multi-model ensembles be re-evaluated? There are specic
questions that could be answered using properly designed multi-model ensembles,
e.g., the uncertainty due to the choice of grid from a well dened class of grids.
Using statistical emulation techniques (e.g., O'Hagan, 2006; Rougier et al., 2009;
Sexton et al., 2012; Williamson et al., 2013), it might be possible to combine results
from designed multi-model ensembles with perturbed physics ensembles, in order to
better quantify the eects of structural uncertainty.
7.4. Adoption of statistical methods for climate
projection
The adoption of statistical methods for making inferences about future climate
change has been slow. It is to be hoped that the development of frameworks that
address the issues of model dependence and model inadequacy, such as the one
proposed in this thesis, will be welcomed by the climate science community. How-
ever, the perceived complexity of such frameworks may still present a barrier to
acceptance. Even when the computer code required to perform the necessary es-
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timation has been made available (e.g., Tebaldi et al., 2005; Smith et al., 2009),
adoption has not been widespread. Chandler (2013) derived explicit expressions for
the posterior mean and variance of the actual climate, under the assumption that all
components were normally distributed with known variances. Rougier et al. (2013)
achieved the same goal using the second order Bayes Linear methodology proposed
by Goldstein and Woo (2007). Whether or not these simpler analytic solutions are
more readily accepted remains to be seen. The potential for statistical methods to
quantify and reduce uncertainty about projections of future climate has been clearly
demonstrated. However, continued and closer co-operation between statisticians and
climate scientists is required in order to fully realise the benets.
7.5. Conclusion
This thesis has proposed new frameworks for making inferences about future climate
change based on the outputs of an ensemble of climate models, and observations of
the recent climate. The most sophisticated framework is able to separate structural
uncertainty from internal variability, provide unbiased estimates of emergent con-
straints, quantify the contributions of both sampling uncertainty and measurement
error, and account for both model dependence and model inadequacy.
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A. Background to the analysis of
variance frameworks
A.1. Derivation of the two-way framework with
interactions
The log-likelihood of the two-way framework with interactions (Eqn. 3.4) is
` (;x) /  N::
2
log 2   1
22
MX
m=1
X
s2fH;Fg
NsmX
r=1
(xsmr     m   s   sm)2
Maximum likelihood estimates of the parameters are obtained by maximising the
log-likelihood with respect to all the parameters simultaneously, subject to the con-
straints that
PM
m=1 m = 0, H = 0, Hm = 0 8 m = 1; : : : ;M and
PM
m=1 Fm = 0.
This is equivalent to taking the partial derivative of the log likelihood with respect
to each parameter, setting each equation equal to zero, and solving the resulting set
of simultaneous equations with the help of Lagrange multipliers to ensure that the
constraints are met. Solving those equations yields the following estimates
^ =
1
M
MX
m=1
xHm: (A.1a)
^m = xHm:   ^ 8 m = 1; : : : ;M (A.1b)
^F =
1
M
MX
m=1
xFm:   1
M
MX
m=1
xHm: (A.1c)
^Fm = xFm:   xHm:   ^F 8 m = 1; : : : ;M (A.1d)
and
s2 = ^2 =
1
N::
MX
m=1
X
s2fH;Fg
NsmX
r=1
(xsmr   x^smr)2
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however, the maximum likelihood estimate of 2 is known to be biased (Davison,
2003), an unbiased estimate is given by
s2 = ^2 =
1
N::   P
MX
m=1
X
s2fH;Fg
NsmX
r=1
(xsmr   x^smr)2 (A.2)
where P = 2M is the number of mean parameters to be estimated and x^smr are the
tted values given by
x^smr = ^+ ^m + ^s + ^sm = xsm: (A.3)
The sampling variances of the parameter estimates are derived by taking the variance
of the maximum likelihood estimates in Equation A.1
var (^) =
2
M2
MX
m=1
1
NHm
(A.4a)
var (^m) =
2
NHm

M   2
M

+ var (^) 8 m = 1; : : : ;M (A.4b)
var

^F

=
2
M2
MX
m=1
N:m
NHmNFm
(A.4c)
var (^Fm) = 
2

M   2
M

N:m
NHmNFm
+ var

^F

8 m = 1; : : : ;M (A.4d)
and
var (x^smr) =
2
Nsm
(A.5)
The residuals are
esmr = xsmr   x^smr = xsmr   xsm: (A.6)
and their sampling variance is
var (esmr) = 
2

1  1
Nsm

(A.7)
so the standardised residuals are given by
e0smr =
esmrp
var (esmr)
(A.8)
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A.2. Derivation of the two-way framework
The log-likelihood of the two-way framework (Equation 3.5) is:
` (;x) /  N::
2
log 2   1
22
MX
m=1
X
s2fH;Fg
NsmX
r=1
(xsmr     m   s)2
subject to the constraints that
PM
m=1 m = 0, H = 0. The maximum likelihood
estimates of the parameters are derived in the same way as for the framework with
interactions in the previous section
^ =
1
M
MX
m=1

x:m:   NFm
N:m
^F

(A.9a)
^m = x:m:   NFm
N:m
^F   ^ 8 m = 1; : : : ;M (A.9b)
^F =
1PM
m=1wm
MX
m=1
wm (xFm:   xHm:) (A.9c)
where
x:m: =
X
s2fH;Fg
NsmX
r=1
xsmr and wm =
NHmNFm
N:m
Once again, 2 is also unknown and must be estimated, so it is replaced by the
estimate s2 from Equation A.2 with P = M + 1 and tted values x^smr given by
x^smr =
8<:x:m:   NFmN:m ^F if s = H;x:m: + NHmN:m ^F if s = F: (A.10)
The sampling variances of the parameter estimates are derived by taking the variance
of the the maximum likelihood estimates in Equation A.9
var (^) =
2
M2
0@ 1
w:
 
MX
m=1
NFm
N:m
!2
+
MX
m=1
1
N:m
1A (A.11a)
var (^m) =
2
N:m

M   2
M

+
2
M2
MX
m=1
1
N:m
+
2
w:
 
NFm
N:m
  1
M
MX
m=1
NFm
N:m
!2
(A.11b)
var

^F

=
2
w:
(A.11c)
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where w: =
PM
m=1wm and
var (x^smr) =
8<:
2
N:m
+ 
2
w:

NFm
N:m
2
if s = H;
2
N:m
+ 
2
w:

NHm
N:m
2
if s = F:
(A.12)
The residuals are given by
esmr = xsmr   x^smr =
8<:xHmr   x:m: + NFmN:m ^F if s = H;xFmr   x:m:   NHmN:m ^F if s = F: (A.13)
and their sampling variances are
var (esmr) =
8<:
2   2
N:m
  2
w:

NFm
N:m
2
if s = H;
2   2
N:m
  2
w:

NHm
N:m
2
if s = F:
(A.14)
and the standardised residuals are given be Equation A.8, substituting from Equa-
tions A.13 and A.14.
A.3. Derivation of the one-way framework
The log-likelihood of the one-way framework (Equation 3.7) is
` (;x) /  N::
2
log 2   1
22
MX
m=1
X
s2fH;Fg
NsmX
r=1
(xsmr     s)2
with the constraint that H = 0. The maximum likelihood estimates of the param-
eters are derived in the same way as the two-way frameworks
^ =
1
NH:
MX
m=1
NHmxHm: (A.15a)
^F =
1
NF:
MX
m=1
NFmxFm:   1
NH:
MX
m=1
NHmxHm: (A.15b)
(A.15c)
The internal variability 2 is also unknown and must be estimated, so it is replaced
by the estimate s2 from Equation A.2 with P = 2 and tted values x^smr given by
x^smr = ^+ ^s =
MX
m=1
NsmX
r=1
xsmr
Ns:
= xs:: (A.16)
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The sampling variances of the parameter estimates are obtained by taking the vari-
ance of the maximum likelihood estimates in Equation A.15
var (^) =
2
NH:
(A.17a)
var

^F

=
2
NF:
+
2
NH:
(A.17b)
and
var (x^smr) = var (xs::) =
2
Ns:
(A.18)
The residuals are
esmr = xsmr   x^smr = xsmr  
MX
m=1
NsmX
r=1
xsmr (A.19)
and their sampling variance is
var (esmr) = 
2

1  1
Ns:

(A.20)
and the standardised residuals are given be Equation A.8, substituting from Equa-
tions A.19 and A.20.
A.4. Estimator biases
If the ensemble expected climate response F is estimated using the two-way frame-
work but the \true" framework includes model specic response departures Fm,
then the bias of the estimate is given by
E

^F   F

= E
 
1
w:
MX
m=1
wm (xFm:   xHm:)
!
  F
=
1
w:
MX
m=1
wm E (xFm:   xHm:)  F
=
1
w:
MX
m=1
wm ([+ m + F + Fm]  [+ m])  F
=
1
w:
MX
m=1
wmFm (A.21)
If the ensemble expected climate response F is estimated using the one-way frame-
work but the \true" framework includes model specic historical and response de-
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partures m and Fm, then the bias of the estimate is given by
E

^F   F

= E
 
1
NF:
MX
m=1
NFmxFm:   1
NH:
MX
m=1
NHmxHm:
!
  F
=
1
NF:
MX
m=1
NFm E (xFm:)  1
NH:
MX
m=1
NHm E (xHm:)  F
=
1
NF:
MX
m=1
NFm [+ m + F + Fm]  1
NH:
MX
m=1
NHm [+ m]  F
=
1
NF:
MX
m=1
NFmm   1
NH:
MX
m=1
NHmm +
1
NF:
MX
m=1
NFmFm (A.22)
If the ensemble expected climate response F is estimated using the framework with
interactions but the \true" framework does not include any model specic departures
m or Fm, then the bias of the estimate is given by
E

^F   F

= E
 
1
M
MX
m=1
(xFm:   xHm:)
!
  F
=
1
M
MX
m=1
E (xFm:   xHm:)  F
=
1
M
MX
m=1
([+ F ]  [])  F
= 0 (A.23)
so the estimate from the framework with interactions is unbiased even if the models
all simulate the same historical climate and climate response.
If the ensemble expected climate response F is estimated using the two-way frame-
work but the \true" framework does not include any model specic departures m
or Fm, then the bias of the estimate is given by
E

^F   F

= E
 
1
w:
MX
m=1
wm (xFm:   xHm:)
!
  F
=
1
w:
MX
m=1
wm E (xFm:   xHm:)  F
=
1
w:
MX
m=1
wm ([+ F ]  [])  F
= 0 (A.24)
so the estimate from the two-way framework is unbiased even if the models all
simulate the same historical climate.
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A.5. The relationship between f 2 and 	
Let F be a random variable with non-central F distribution with 1 and 2 degrees
of freedom and non-centrality parameter . The expectation of F is
E (F ) =
2 (1 + )
1 (2   2) (A.25)
Then for F = 2
1
f 2 with xed degrees of freedom 1 and 2
E
 
f2

=
1 + 
2   2
Then assuming a balanced ensemble, i.e., Nsm = N 8 s;m, we have
 = N(M   1)	2=2
from Equation 3.11, with 1 = M   1 and 2 = N::   2M = 2MN   2M so that
E
 
f 2

=
2(M   1) +N(M   1)	2
2(2MN   2M   2)
and in the limit as M !1
E
 
f 2

=
M   1
M
2 +N	2
4(N   1)  4=M 
2 +N	2
4(N   1)
and in the limit as N !1
E
 
f 2
  1
2(N   1) +
N
N   1
	2
4
 	
2

4
(A.26)
and from Equation 3.16 we have
 = 2N(M   1)	2
with 1 = M   1 and 2 = N::   2 = 2MN   2 so that
E
 
f2

=
(M   1) + 2N(M   1)	2
(2MN   2)  2
and in the limit as M !1
E
 
f 2

=
M   1
M
1 + 2N	2
2(N   2=M) 
1 + 2N	2
2N
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and in the limit as N !1
E
 
f 2
  1
2N
+	2  	2 (A.27)
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B. Background to the hierarchical
framework
B.1. Derivation of the full conditional
distributions
The ensemble components are assumed to have the following distributions (Equa-
tion 4.3)
xHmr
iid N  + m ;  1H 
xFmr
iid N  + m +  + m ;  1F 
m
iid N  0 ;  1 
m
iid N  0 ;  1 
with the following prior distributions for the mean parameters (Equation 4.2
  N  a ; b 1 
  N  a ; b 1 
and the following priors for the precision parameters (Equation 4.4)
H  Gamma (cH ; dH)
F  Gamma (cF ; dF )
  Gamma (c ; d)
  Gamma (c ; d)
The likelihood of the hierarchical model is
Pr (x j ;) / NH:=2H exp
 
 H
2
MX
m=1
NHmX
r=1
(xHmr     m)2
!

NF:=2
F exp
 
 F
2
MX
m=1
NFmX
r=1
(xFmr     m      m)2
!
(B.1)
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where x = (xsmr 8 s;m; r) are the model runs,  = (1; : : : ; M ; 1; : : : ; M) is the
vector of random eects, and  =
 
; ; 2H ; 
2
F ; 
2
; 
2


is the vector of parameters.
The prior probability of the random eects, conditional on the parameters is
Pr ( j ) / M=2 exp
 
 
2
MX
m=1
(m   0)2
!
M=2 exp
 
 
2
MX
m=1
(m   0)2
!
(B.2)
and the prior probabilities of the parameters are
Pr () / exp

 b
2
(  a)2

exp

 b
2
(   a)2

 cH 1H exp ( dHH)  cF 1F exp ( dF F )  c 1 exp ( d)  c 1 exp ( d)
(B.3)
so that the joint posterior of the parameters is given by
Pr (; j x) / Pr (x j ;) Pr ( j ) Pr ()
up to a constant of integration. The full conditional distributions of the parameters
are found by selecting the terms in Pr (; j x) which include a particular parameter
and simplifying. For example
Pr (j : : :) / exp
 
 H
2
MX
m=1
NHmX
r=1
(xHmr     m)2 
F
2
MX
m=1
NFmX
r=1
(xFmr     m      m)2   b
2
(  a)2
!
/ exp
 
 H
2
MX
m=1
NHmX
r=1
 
2   2 (xHmr   m)

 
F
2
MX
m=1
NFmX
r=1
 
2   2 (xFmr   m      m)
  b
2
 
2   2a
!
/ exp

 1
2

(NH:H +NF:F + b)
2
 2
 
H
MX
m=1
NHm (xHm:   m) + F
MX
m=1
NFm (xFm:   m      m) + ba
!

#!
which we recognise as having the quadratic form of a normal distribution, so that
j : : :  N
 
ba + H
PM
m=1NHm (xHm:   m) + F
PM
m=1NFm (xFm:   m      m)
b +NH:H +NF:F
;
(b +NH:H +NF:F )
 1 (B.4)
The posterior distributions of the remaining parameters are derived in the same way,
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so that
j : : :  N
 
ba + F
PM
m=1NFm (xFm:     m   m)
b +NF:F
; (b +NF:F )
 1
!
(B.5)
mj : : :  N

HNHm (xHm:   ) + FNFm (xFm:        m)
NHmH +NFmF + 
;
(NHmH +NFmF + )
 1 (B.6)
mj : : :  N

FNFm (xFm:     m   )
NFmF + 
; (NFmF + )
 1

(B.7)
H j : : :  Gamma
 
cH +
NH:
2
; dH +
PM
m=1
PNHm
r=1 (xHmr     m)2
2
!
(B.8)
F j : : :  Gamma
 
cF +
NF:
2
; dF +
PM
m=1
PNFm
r=1 (xFmr     m      m)2
2
!
(B.9)
j : : :  Gamma
 
c +
M
2
; d +
PM
m=1 (m   0)2
2
!
(B.10)
j : : :  Gamma
 
c +
M
2
; d +
PM
m=1 (m   0)2
2
!
(B.11)
B.2. Equivalence of cross-validation methods
Suppose that we wish to predict some outcome ~x of running a new model j, then
the predictive distribution is
Pr (~x j x) =
Z

Pr

~x j ~;

Pr

~ j 

Pr ( j x) d (B.12)
The p-value required for cross-validation is Pr (~x > xo j x), where xo is the observed
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output of the model. However, it is more convenient to consider the alternative
p-value Pr (~x  xo j x) = 1  Pr (~x > xo j x), which is given by
Pr (~x  xo j x) =
Z ~x=xo
~x= 1
Z

Pr

~x j ~;

Pr

~ j 

Pr ( j x) dd~x (B.13)
=
Z

Pr

~x  xo j ~;

Pr

~ j 

Pr ( j x) d (B.14)
Note that in Smith et al. (2009), the probability integral transformation U is actually
U = Pr

~x  xo j ~;

. So the cross validation method described in Section 4.6.3
is equivalent to Equation B.13 and the method of Smith et al. (2009) is equivalent
to Equation B.14. In either case, we do not know the posterior distribution of
the parameters Pr ( j x), we only have N samples from it. So Equation B.13 is
approximated by computing N samples of ~x from Pr

~x j ~;

, one for each sample
from Pr ( j x), and then calculating
Pr (~x  xo j x)  1
N
NX
n=1
I
 
~x(n)  xo (B.15)
and Equation B.14 is approximated by computing Pr

~x  xo j ~;(n)

for each of
the N samples from Pr ( j x), and then calculating
Pr (~x  xo j x)  1
N
NX
n=1
Pr

~x  xo j ~;(n)

(B.16)
which is equivalent to Equation B.15 since ~x(n)  xo with probability Pr

~x  xo j ~;(n)

.
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hierarchical framework
C.1. Derivation of the full conditional
distributions
The ensemble components are assumed to have the following distributions
xHmr
iid N  + m ;  1H 
xFmr
iid N  + m +  + m ;  1F 
m
iid N  0 ;  1 
m j m iid N

m ; 
 1
j

with the following prior distributions
  N  a ; b 1 
  N  a ; b 1 
  N  a ; b 1 
H  Gamma (cH ; dH)
F  Gamma (cF ; dF )
  Gamma (c ; d)
j  Gamma
 
cj ; dj

where a = a = a = 0 and b = b = b = 10
 6 and cH = cF = c = cj = dH =
dF = 10
 3 and d = dj = 10 1. The likelihood of the extended hierarchical model
is given by
Pr (x j ;) / NH:=2H exp
 
 H
2
MX
m=1
NHmX
r=1
(xHmr     m)2
!

NF:=2
F exp
 
 F
2
MX
m=1
NFmX
r=1
(xFmr     m      m)2
!
(C.1)
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where x = (xsmr 8 s;m; r) are the model runs and  = (1; : : : ; M ; 1; : : : ; M) is the
vector of random eects, and  =
 
; ; ; 2H ; 
2
F ; 
2
; 
2


is the vector of parameters.
The prior probability of the random eects, conditional on the parameters is
Pr ( j ) M=2 exp
 
 
2
MX
m=1
(m   0)2
!

M=2
j exp
 
 j
2
MX
m=1
(m   m)2
!
(C.2)
and the prior probability of the parameters is
Pr () / exp

 b
2
(  a)2

exp

 b
2
(   a)2

exp

 b
2
(  a)2

 cH 1H exp ( dHH)  cF 1F exp ( dF F )  c 1 exp ( d) 
cj 1
j exp
  djj
(C.3)
so that the joint posterior of the parameters is given by
Pr (; j x) / Pr (x j ;) Pr ( j ) Pr ()
up to a constant of integration. The full conditionals distributions are found by the
same method outlined in Appendix B, so that
j : : :  N
 
ba + H
PM
m=1NHm (xHm:   m) + F
PM
m=1NFm (xFm:   m      m)
b +NH:H +NF:F
;
(b +NH:H +NF:F )
 1 (C.4)
j : : :  N
 
ba + F
PM
m=1NFm (xFm:     m   m)
b +NF:F
; (b +NF:F )
 1
!
(C.5)
j : : :  N
0@ba + jPMm=1 mm
b + j
PM
m=1 
2
m
;
 
b + j
MX
m=1
2m
! 11A (C.6)
mj : : :  N

HNHm (xHm:   ) + FNFm (xFm:        m) + jm
NHmH +NFmF +  + 2j
; 
NHmH +NFmF +  + 
2j
 1
(C.7)
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mj : : :  N

FNFm (xFm:     m   ) + jm
NFmF + j
;
 
NFmF + j
 1
(C.8)
H j : : :  Gamma
 
cH +
NH:
2
; dH +
PM
m=1
PNHm
r=1 (xHmr     m)2
2
!
(C.9)
F j : : :  Gamma
 
cF +
NF:
2
; dF +
PM
m=1
PNFm
r=1 (xFmr     m      m)2
2
!
(C.10)
j : : :  Gamma
 
c +
M
2
; d +
PM
m=1 (m   0)2
2
!
(C.11)
jj : : :  Gamma
 
cj +
M
2
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j +
PM
m=1 (m   m)2
2
!
(C.12)
C.2. Derivation of the full conditional
distributions for cross-validation
If the joint posterior distribution of the parameters Pr (; j x) had a closed form,
then it would be simple to add the conditional cross validation procedure in to the
marginal procedure in Chapter 4
1. Compute the posterior distribution of the parameters having excluded all the
runs from model j, i.e., Pr (; j xm6=j);
2. Compute the required marginal posterior predictive probabilities from Chap-
ter 4;
3. Update the posterior of the parameters using only the historical runs from
model j
Pr (; j xm6=j;xHj) / Pr (xHj j ;) Pr (; j xm6=j)
4. Compute the conditional posterior predictive probability Pr
gxFj: > xFj: j xm6=j;xHj
dened in Section 5.4.3.
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However, we only have N samples from the joint posterior Pr (; j xm6=j) and
knowledge of the full conditionals. In order to update for xHj, a new set of full con-
ditionals must be derived and N new samples obtained from the updated posterior,
including thinning and a second burn-in period to allow the chains to converge to
their new stationary distributions.
The full conditional distributions for sampling from
Pr (; j xm6=j;xHj) / Pr (xm6=j;xHj j ;) Pr ( j ) Pr ()
are derived by the same method as in Appendix C. Without loss of generality,
assume that j = M so that there are runs from M models in the historical scenario
and M   1 models in the future scenario, then
j : : :  N
 
ba + H
PM
m=1NHm (xHm:   m) + F
PM 1
m=1 NFm (xFm:   m      m)
b +NH:H +NF:F
;
(b +NH:H +NF:F )
 1 (C.13)
where NH: =
PM
m=1NHm and NF: =
PM 1
m=1 NFm
j : : :  N
 
ba + F
PM 1
m=1 NFm (xFm:     m   m)
b +NF:F
; (b +NF: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 1
!
(C.14)
j : : :  N
0@ba + jPM 1m=1 mm
b + j
PM 1
m=1 
2
m
;
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j
M 1X
m=1
2m
! 11A (C.15)
mj : : :  N

HNHm (xHm:   ) + FNFm (xFm:        m) + jm
NHmH +NFmF +  + 2j
; 
NHmH +NFmF +  + 
2j
 1
form = 1; : : : ;M   1
(C.16)
M j : : :  N

HNHm (xHm:   )
NHmH + 
; (NHmH + )
 1

(C.17)
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mj : : :  N

FNFm (xFm:     m   ) + jm
NFmF + j
;
 
NFmF + j
 1
for m = 1; : : : ;M   1 (C.18)
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2
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m)2
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2
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2
!
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c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2
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2
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framework
D.1. The posterior distribution of the actual
historical climate
In Equation 6.19 of Section 6.6, it was shown that the joint posterior of the historical
climate of the Earth system and the parameters relating to the ensemble can be
factorised as
Pr (yHa; yH ;; j x; z) = Pr (yHa; yH j ; z) Pr (; j x)
where x are the model outputs, z is the observations,  = (1; : : : ; M ; 1; : : : M) is
the vector of random eects, and  = (; ; ) is the vector of parameters.
The distribution of interest is the marginal posterior distribution of the actual his-
torical climate yH
Pr (yH j x; z) =
Z Z
Pr (yHa; yH ;  j x; z) dyHad
the random eects  and the remaining parameters are neglected for brevity. By the
application of Bayes' rule and the law of conditional probability, the joint posterior
can be decomposed as follows
Pr (yHa; yH ;  j x; z) = Pr (yHa; yH j ; z) Pr ( j x)
/ Pr (; z j yHa; yH) Pr (yHa; yH) Pr ( j x)
/ Pr (z j yHa; yH ; ) Pr ( j yHa; yH) Pr (yHa; yH) Pr ( j x)
/ Pr (z j yHa) Pr ( j yHa; yH) Pr (yHa; yH) Pr ( j x)
since the observations z are independent of yH and  given knowledge of the histor-
ical climate that we experienced yHa (Figure 6.1). Then applying Bayes' rule and
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factorising once more yields
Pr (yHa; yH ;  j x; z) / Pr (z j yHa) Pr (yHa; yH j ) Pr ( j x)
/ Pr (z j yHa) Pr (yHa j yH ; ) Pr (yH j ) Pr ( j x)
/ Pr (z j yHa) Pr (yHa j yH) Pr (yH j ) Pr ( j x) (D.1)
since yHa is independent of  given yH (Figure 6.1).
Integrating Equation D.1 over yHa and  yields
Pr (yH j x; z) / Pr (z j yH) Pr (yH j x) (D.2)
The rst term, Pr (z j yH), is the likelihood of the observations given the actual his-
torical climate. The second term, Pr (yH j x), is the posterior distribution of the ac-
tual historical climate given only the model outputs. These are easily obtained from
Equation D.1 by noting that Pr (z j yHa) is simply Equation 6.6, and Pr (yHa j yH)
is given by Equation 6.4a. Since both components are normally distributed, we can
immediately write
Pr (z j yH)  N
 
yH ; 
2
Ha + 
2
z

(D.3)
Similarly, Pr (yH j ) in Equation D.1 is simply Equation 6.1b. The second term,
Pr ( j x), is the marginal posterior distribution of the expected climate of the en-
semble . We assume that Pr ( j x) is known (e.g., from Equation C.4 in Ap-
pendix C.1), and well approximated by
 j x  N  ; 2
Since both Pr (yH j ) and Pr ( j x) have normal densities, we can immediately
write
Pr (yH j x)  N
 
 ; 
2
 + 
2
H

(D.4)
The posterior distribution of the actual historical climate given both the model
outputs and the observations is then easily obtained from Equations D.2, D.3 and
D.4
Pr (yH j x; z)  N

yjx + zjyz
yjx + zjy
;
 
yjx + zjy
 1
where
zjy =
 
2Ha + 
2
z
 1
and yjx =
 
2 + 
2
H
 1
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D.2. Obtaining identical inferences from dierent
assumptions
It can be shown that the frameworks proposed by Rougier et al. (2013) and Chan-
dler (2013), reviewed in Chapter 2, will produce identical inferences about the actual
climate, provided that identical distributional assumptions are made for key com-
ponents. The goal is to make inferences about the climate of the Earth system Y ,
given the data from the models X, and the observations Z. The distribution of
interest is
Pr (Y j X; Z) =
Z
Pr (Y;M(X) j X; Z) dM(X) (D.5)
The Rm, W , U and B terms are all treated as zero mean random departures, and
so are neglected for brevity. In the framework proposed by Rougier et al. (2013),
the joint posterior of the actual climate Y and the model consensus M (X) can be
decomposed as follows
Pr (Y;M(X) j X; Z) / Pr (X; Z j Y;M(X)) Pr (Y;M(X))
/ Pr (Z j X; Y;M(X)) Pr (X j Y;M(X)) Pr (Y;M(X))
/ Pr (Z j Y ) Pr (X j M(X)) Pr (Y;M(X))
/ Pr (Z j Y ) Pr (X j M(X)) Pr (Y j M(X)) Pr (M (X)) (D.6)
The rst step is a simple application of Bayes' theorem, and the second line follows
from the law of conditional probability. The simplications in the third line are most
easily understood from Figure 6.3. From the graph, it is clear that Z is independent
of X and M (X) given Y , and similarly X is independent of Y given M (X). The
nal line follows from the law of conditional probability. The decomposition for the
generalised \truth plus error" framework of Chandler (2013) diers only in the nal
line where
Pr (Y;M(X) j X; Z) / Pr (Z j Y ) Pr (X j M(X)) Pr (M (X) j Y ) Pr (Y ) (D.7)
which follows by applying the law of conditional probability in the opposite direction.
The two factorisations share two common terms. The Pr (Z j Y ) term is simply
the likelihood of the observations, given the actual climate (Equations 2.14a and
2.16a). The Pr (X j M(X)) term is the likelihood of the model outputs, conditional
on the model consensus (Equations 2.14c and 2.16c). It is reasonable to suppose
that we would make the same judgements about both likelihoods regardless of which
framework we adopt. The remaining terms in the posterior decompositions dier
between the two frameworks. The Pr (Y j M(X)) and Pr (M (X) j Y ) terms specify
our judgements about the discrepancies U and B, respectively. The Pr (M (X)) and
216
D. Background to the full framework
Pr (Y ) terms are the prior probabilities assigned to the model consensus and the
actual climate. Both Rougier et al. (2013) and Chandler (2013) specify symmetric
discrepancies and vague priors for M (X) and Y as the default choices. If identical
symmetric distributions are specied for Pr (Y j M(X)) and Pr (M (X) j Y ), and
uniform priors are assumed for M (X) and Y , then the inferences obtained from the
two frameworks will be identical.
D.3. The alternative parameterisation of Tebaldi
et al. (2005)
The alternative parameterisation of Tebaldi et al. (2005) including the extension by
Smith et al. (2009) is
xHm  N
 
yH ; 
 1
m

xFm j xHm  N
 
xHm + yR +  (xHm   yH) ; (m) 1

m
iid Gamma (k ; l)
z j yH  N
 
yH ; 
 1
z

Normal priors are assumed for yH , yR and , and Gamma priors for , k and l. The
joint posterior distribution of the parameters is given by
Pr (yH ; yR;; j x) /  1=2z exp

 1
2
z (z   yH)2

 
MY
m=1
 1=2m
!
exp
 
 1
2
MX
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m (xHm   yH)2
!
M=2
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 1=2m
!
exp
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2
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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!

lk
  (k)
M  MY
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 l
MX
m=1
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!
exp

 byH
2
(yH   ayH )2

exp

 byR
2
(yR   ayR)2

exp

 b
2
(  a)2

c 1 exp ( d) kck 1 exp ( dkk) lcl 1 exp ( dll)
up to a constant of integration, where x = (xsmr 8 s;m; r) are the model runs and
 = (1; : : : ; M) is the vector of model specic precisions, and  = (; ; k; l) is
the vector of parameters. The full conditional distributions are found by the same
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method outlined in Appendix B, so that
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The conditional distributions of k and l do not take the form of any standard prob-
ability distributions. Instead, a Metropolis step can be used to update those param-
eters, as described by Smith et al. (2009).
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