Abstract-Sensor nodes are small and low-cost portable devices that are connected wirelessly to form a wireless sensor network. Sensor nodes are typically powered by a chemical battery source that has a load-dependent finite lifetime. Most applications require wireless sensor networks to operate reliably for an extended period of time beginning with their deployment. To ensure both the longevity of a wireless sensor network via power management techniques and development of a selfpowered sensor node, it is important to understand a sensor node's operational energy consumption. It is well understood that wireless sensor network lifetime has a strong functional dependence on sensor node lifetime. This paper presents the development of a stochastic model to capture the expected energy consumption of a schedule-driven sensor node per cycle of operation by utilizing renewal theory, random stopping criteria, and Wald's inequality. The model captures the expected energy consumed due to generic operation of a schedule-driven sensor node when an external event occurs (i.e., node level activities) and energy consumed due to carrier sense multiple access/collision avoidance medium access control protocol (i.e., retransmission attempts, channel listening, and other network level activities). The stochastic energy model is used to compute the expected lifetime and cycle lifetime of the sensor node. This paper also computes the deterministic energy bounds corresponding to the minimum and maximum energy consumption of a sensor node per cycle of operation. Analytical and numerical model validations are performed and presented.
known as a wireless sensor network (WSN). Wireless sensor networks have found vast application in science, engineering, and in new consumer applications [1] [2] [3] . Most WSN applications require operation over extended periods of time beginning with their deployment [2] , [3] . Hence, network lifetime is critical for most applications and is a primary consideration in the design, development, and deployment of an energy constrained WSN.
Sensor nodes in a WSN should perform four essential tasks: sense events, perform quick local information processing of sensed events, receive relay packets from other sensor nodes in the network, and wirelessly exchange locally processed packets (or relay packet) with the base station or with other sensor nodes in the network. Each task has a power consumption per-unit time and an additional cost when switching between tasks. In addition, there are number of other considerations that must also be taken into account when computing the energy consumption associated with each task. These considerations include number of events occurring and detected by a sensor node during a fixed active time period, the duration of each event, event-information processing time, total communication time including number of retransmissions, etc. Therefore, an accurate and rigorous sensor node lifetime model is essential for network lifetime estimation, as a strong dependency exists between the network lifetime and the sensor node lifetime [4] . An inaccurate estimation of sensor node lifetime may lead to an unreasonable estimation of network lifetime. Therefore, it is essential to obtain a representative sensor node lifetime model that accounts for all important sensor node level and network level considerations.
Determining the expected value and the variance of the energy consumed by a sensor node enables:
• Lifetime determination of a battery-powered sensor node which in turn enables lifetime computation of a battery powered WSN [5] , [6] .
• Enhancement or fine tuning of the design and development of self-powered sensor nodes or WSN prior to fabrication, development, and deployment in a real-world environment [7] , [8] .
• Development of power management strategies to extend the operational lifetime of a battery powered WSN post deployment [9] [10] [11] .
• Optimization of WSN deployment with respect to maximizing network lifetime [12] [13] [14] , minimizing latency [15] , and other application specific constraints.
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• Design and development of energy-aware routing protocols [16] [17] [18] [19] . The remainder of the paper is organized as follows: a literature review associated with a single sensor node energy and lifetime modeling is presented in Section II. Contributions of this paper that advance the state of the art are also presented in Section II. Section III describes sensor node operational states and modeling assumptions. Section IV presents expresssions to be used to compute the expected sensor node lifetime based on expected energy consumed per cycle of operation by utilizing renewal theory, random stopping criteria, and Wald's inequality. Deterministic lifetime bounds are developed in Section V. Stochastic operation of a sensor node by transitioning between identified states based on modeling assumptions and frequency of event occurrence is presented in Section VI. In Section VII, expressions used to compute the expected value and variance of the random time that a sensor node spends in each state is derived, except for the communication state. Section VII presents the computation of the expected value and variance of the transmission time based on the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) medium access control (MAC) protocol. The formulations to compute the expected value and variance of the cycle period and cycle energy are derived in Section IX. Analytical and numerical model validation are presented in Section X. Finally, conclusions and future research activities are discussed in Section XI.
II. RELATED WORK AND CONTRIBUTIONS
A wide range of WSN literature discusses modeling and simulation efforts directed towards network energy consumptions and lifetime estimation [14] , [20] [21] [22] . Despite, a strong functional dependency between the WSN lifetime and the sensor node lifetime that constitute the network [4] , only limited literature on sensor node energy consumption and lifetime models, simulation, and experimental studies can be found in the WSN literature [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Markov and semiMarkov theories have been commonly used to model the operational behavior of sensor nodes. The related work presented here focuses mainly on schedule-driven sensor nodes energy and lifetime models based on contention-based MAC protocol. Many researchers have recognized the unique operating environment and platform present in WSNs and proposed many MAC protocols specifically for them. They are not covered in this paper because they are not within the scope. However, a brief discussion is presented on two general classifications for WSN MAC protocols: scheduled protocols and unscheduled, or random, protocols.
Scheduled MAC protocols attempt to organize nearby sensor nodes so their communications occur in an orderly way. The most common scheduling method organizes sensor nodes using time division multiple access (TDMA) where each sensor node utilizes a dedicated time slot. Organizing sensor nodes require knoweldge about network topology, data content, and duty cycling to reduce collisions and manage retransmissions. This is achieved by developing synchronization [33] and efficient slot allocation [34] schemes. TDMA is managed by a centralized system and has issues in terms of scalability due to fixed time allocation and the requirements of time synchronization. Alternatively, unscheduled protocols attempt to conserve energy by allowing sensor nodes to operate independently (distributed control system). While collisions and idle listening may occur and cause energy loss, the unscheduled MAC protocols typically do not share their state information, thereby reducing the complexity of having any centralized infrastructure support to perform synchronization, which in turn enhances scalability. CSMA/CA is an example of unscheduled or random access MAC protocol. CSMA/CA enables sensor node to access all available wireless bandwidth in its neighborhood in an asneeded manner. In addition, CSMA/CA performs well under asymmetric traffic compared to TDMA.
A schedule-driven sensor node has two main operational states: sleep and active. The duration of a schedule-driven sensor node remains in sleep and active states constitutes a cycle period, denoted as T cycle . A fraction of an active time duration over a cycle period is referred to duty-cycle, denoted as d. Henceforth a schedule-driven sensor node will be referred to as a sensor node, unless mentioned otherwise.
Mini et al. [23] applied a Markov chain to analyze the energy dissipation behavior per sensor node in a network setup. Each sensor node is assumed to have six distinct power modes and transitions over different modes with given probabilities. Despite the detailed power mode consideration, this work is performed in an ns-2 [35] simulation environment.
Chiasserini et al. [24] , in their work, model the behavior of a single sensor node as a discrete time Markov chain (DTMC) by considering only two operations of the sensor node, namely, sleep and active states. Another DTMC model is used to capture the dynamics resulting from the interaction between the sensor node and its neighboring sensor nodes. Thus, two DTMC models based on the CSMA/CA mechanism with handshaking are utilized to evaluate the sensor node performance in terms of energy consumption and data delivery delay. The two DTMC models required numerical computation to solve for the stationary probabilities. One of the modeling assumptions included infinite buffer capacity, as a result a data packet is never lost while traveling through the network. This prolongs the active state of the sensor until the buffer is empty (i.e., all the data is successfully transmitted). This is a very strict limitation because, in practice, if the data is not successfully transmitted within a pre-defined maximum number of retransmission attempts, it is dropped. Overall solving for stationary probabilities of two DTMC models made the approach complex.
Yener et al. [25] developed a three state Markov chain to capture the operational states of a sensor node, namely, off, sense/receive, and transmit. In this work, independent transition probability matrices are developed to capture different operating scenarios of a sensor node in a network environment. Steady state probabilities are determined for each scenario to optimize the network power consumption subject to coverage and connectivity constraints. Even though, this work is based on a Markov model of a sensor node, it is not focused on computing the expected value and variance of the energy consumed per cycle of operation.
A multi-dimensional Markov process is used to describe the stochastic operation of a sensor node between sleep state and full active state in [29] . The paper did compute the expected energy consumed by a sensor node per cycle but failed to capture the dynamics of CSMA/CA protocol. In addition, the paper did not discuss the impact of retransmission on the expected energy consumed per cycle, nor did it present any validation (theoretical, experimental, or simulation) of the proposed model.
Jung et al. [26] developed a semi-Markov process to describe the stochastic process of a sensor node operating on a CSMA/CA MAC protocol and computed the expected value of the energy consumed by a sensor node per cycle of operation, which in turn was used to compute the expected value of the sensor node lifetime. Jung et al. [26] argued that the time a sensor node spends in each identified state is a random variable and cannot be well approximated via an exponential distribution as is usually assumed in the Markov process. The paper computes the steady-state probabilities to estimate the expected energy consumed by a sensor node in each state. Despite the detailed modeling effort, this work (1) did not capture the relaying operational characteristic of a sensor node; (2) assumed a fixed event duration, which is a highly restrictive assumption in practice; and (3) the back-off delay due to CSMA/CA MAC protocol is based on simulation estimates rather than on an analytical expression. The model was validated with a MATLAB Wireless Sensor Node Platform Lifetime (MATSNL) Package. Jung et al. [26] semiMarkov energy and lifetime model for a sensor node operating on a CSMA/CA MAC protocol is a well-cited publication. Therefore, for fair validation, the model performance presented in [26] will be compared with the model performance presented in this paper for different d values.
In addition to the usage of Markov and semi-Markov models to estimate the expected energy and lifetime of a sensor node, other modeling, simulation, and experimental techniques have been utilized. Other modeling techniques include leveraging established MAC protocols to capture the sleep/active dynamics of a sensor node [32] ; energy modeling of the sensor node core components based on current and voltage information [28] ; and energy modeling based on division of the duty-cycle period into smaller cycle intervals [36] . The efforts associated with the simulation of sensor node power consumption include simulation studies in ns2 [35] , nesC [37] , TOSSIM [38] , and adapting petri Nets to model a sensor node to accurately estimate the energy consumption [30] .
Though experimetal studies are limited, Nguyen et al. [27] and Shnayder et al. [38] studied sensor node lifetime based on measured energy in each component of the node. The components of the sensor node considered in the experiment include sensors, processor, flash memory, and transceiver (i.e., radio).
Based on above discussions, the contributions of this paper in the area of sensor node energy and lifetime modeling by taking into consideration both node level and network activities is significant. The main contributions include: 
III. SENSOR NODE OPERATION
The cycle period, T cycle , of the sensor node considered in this paper comprises sleep and active time periods corresponding to SLEEP and ACTIVE states, respectively. During the SLEEP state, the sensor node is dormant consuming very little power. During the ACTIVE state, the sensor node senses the environment for the occurrence of a sensing event, processes the sensed event, potentially receives a relay event from other sensor nodes, and transmits the processed event information or relay event to the base station or to another sensor node. After each ACTIVE state, the sensor node enters the SLEEP state of the next cycle of operation.
A. Sensor Node States
In this research, six different operational states of a sensor node are established. Therefore, the operational state space S of a sensor node is S = {S 0 , S 1i , S 1e , S 1r , S 2 , S 3 } where S 0 represents the SLEEP state; S 1i represents the ACTIVE state when no event is detected (i.e., idle state); S 1e represents the ACTIVE state when only a sensing event occurs; S 1r represents the ACTIVE state when only a relay event occurs (i.e., a sensor node has received a packet from a neighboring sensor node); S 2 represents the ACTIVE state during which the sensed event is processed; and S 3 represents the ACTIVE state during which information is transmitted.
Each state in S has a certain associated power consumption per-unit time, which discharges the sensor node battery. Let P 0 , P 1i , P 1e , P 1r , P 2 , P 3 be the power consumed by the sensor node per-unit time in their respective states (as shown in Table I ). In Table I , Rx stands for receiver and Tx stands for transmitter. In addition, two transition energies are considered. The transition energy consumed from S 0 to S 1i , is denoted as E tr1 and transition energy consumed from S 1i to S 1r , 
B. Modeling Assumptions
The energy formulation of a sensor node is based on the following assumptions:
1) The time duration a sensor node spends in the sleep state is fixed, denoted as T S 0 . 2) Two types of events are considered: a sensing event and a relay event. Both of the events are independent.
3) The arrival of both of the events are modeled as a
Poisson process whose distribution function is given as f e = λ k e k! e −λ e , where λ e is the average event arrival rate and k is the number of occurences of an event. In the case of the sensing event, λ e = λ S E and for the relay event λ e = λ R E . Here λ S E and λ R E are average sensing event and relay event arrival rates, respectively. Since the event generation has a Poisson model, the inter-event arrival time is exponentially distributed with mean 1/λ S E for the sensing event and 1/λ R E for the relay event.
4) The sensor node processes the sensed event and transitions to the transmission state (i.e., no local storage of procesed information is considered). 5) The sensor node radio transmits a packet of information at a fixed transmission power level. 6) Each operation cycle of a sensor node is independent and identically distributed (i.e., the operation of a sensor node is described by a common probability transition matrix). 7) The communication between sensor nodes is based on CSMA/CA MAC protocol. 8) The maximum number of retransmissions, denoted as N max ReT x , allowed per packet is set to a user defined upper limit. The packet is considered dropped if it is not transmitted successfully within N max ReT x attempts. 9) During transmission of a packet, retransmission is observed because of packet collision due to hidden node or packet error rate (PER) at the receivers end. 10) The number of retransmissions is modeled as a truncated
Poisson process.
IV. SENSOR NODE ENERGY CONSUMPTION AND LIFETIME
There exist numerous sensor node lifetime definitions for wireless sensor networks [4] [20] . In this paper, the cycle lifetime, N li f e , and lifetime, T li f e , of a sensor node are defined below.
The cycle lifetime (N li f e ) of a sensor node is defined as the maximum number of cycle periods that a sensor node remains functional under the stopping criteria,
where E bat is the total energy of a sensor node battery; E cycle,k is the energy consumed by the sensor node during the k−th cycle of operation; and E thr is the minimum battery energy required to maintain communication with the base station or with other sensor nodes (i.e., below which viable communication is not possible and the sensor node is considered dead). Mathematically, the cycle lifetime of a sensor node is expressed as follows:
Here n is the number of cycle periods (or cycles of operation). The lifetime of a sensor node (T li f e ) is defined as the sum of cycle periods over which the sensor node remains functional, such as,
where T cycle,k is the duration of the k−th cycle of operation.
The terms E cycle,k , N li f e , T cycle,k and T li f e are all random variables. The definition of a renewal process [39] , [40] states: A process involving a sequence of non-negative intervals that are independent and identically distributed random variables, is a renewal process, if the process probabilistically starts over after each interval. Assumption 7 in Section III.B and the definition of a renewal process, justifies the application of renewal theory to (1) and (3). In (1) and (3), the term N li f e is an integer-valued random variable. The value of N li f e is governed by the stopping rule in (1). The random stopping criteria [39] , [40] , and the Wald's inequality [41] , [42] are used to rigorously evaluate (1)−(3) to obtain expected values E[·] presented in (4) and (5) . For details of the derivation to obtain (4) and (5), refer to [43] .
Here x refers to the greatest integer ≤ x. The values of E[T cycle ] and E[E cycle ] are computed using the probability distribution governing the stochastic operation of a sensor node.
V. DETERMINISTIC LIFETIME BOUNDS
As per the definition of N li f e , the maximum number of cycle periods that a sensor node remains functional is a random variable because the value of N li f e depends on the energy comsumed over each cycle period. In this section, energy and lifetime bounds are established by (i) describing the best-case scenario where all the cycles have the least (minimum) energy consumption, thereby defining an upper bound on a sensor node lifetime; and (ii) describing the worst-case scenario where all the cycles have the maximum energy consumption, thereby defining a lower bound on a sensor node lifetime. For the states defined earlier, a generic expression describing an energy consumption of a sensor node per cycle of operation is:
where f lag(S) and f lag(R) are indicator functions that indicate occurrences of a sensing event and a relay event, respectively. The value of f lag(S) is 1 if a sensing event occurs and 0 otherwise. Similarly, the value of f lag(R) is 1 if a relay event occurs and 0 otherwise. Here
are the random time durations a sensor node spends in its respective states.
A. An Upper Bound
Over a single operational cycle, a sensor node may transition between six different states (as mentioned earlier) before reentering the sleep state.
Consider a scenario where a deployed sensor node spends a fixed time duration in the sleep state and then transitions to the active state. Assume that no sensing event occurs during the active time period and the sensor node stays idle for a predefined fixed time duration before checking for a relay event (which is not present) immediately before transitioning back to the sleep state. This operational behavior accounts for least (minimum) energy consumption per cycle of operation, denoted as E min cycle , and can be considered as the best-case scenario for battery life. If the subsequent cycles exhibit the same operational pattern, the sensor node lifetime will be the maximum. Although this behavioral pattern is unlikely, it defines an upper bound on the load-dependent operational lifetime of a sensor node.
This particular operational behavior of a sensor node leads to (from (6)),
and
where T A is the maximum time duration a sensor node spends in S 1i when no events occur. The deterministic upper bound on the cycle lifetime N U B li f e satisfies,
Therefore, the sensor node cycle lifetime upper bound is
Substitute (8) and (10) in (3) and simplify to obtain the deterministic upper bound on the sensor node lifetime:
B. A Lower Bound
Consider a scenario in which a sensor node enters all six states defined in S and expends time (i.e., maximum energy) in each state before returning to the sleep state. Suppose that a sensor node transitions to the active state after spending a fixed time duration in the sleep state. When initially active in the S 1i state, the sensor node monitors the environment for a sensing event, which we assume occurs immediately prior to the expiration of pre-defined maximum idle time period T A , after which the sensor node transitions to the S 1e state. The sensed event is then immediately processed after transitioning to the state S 2 . The sensor node also receives a relay event in S 1r state. Finally, the sensor node transitions to the transmission state S 3 and attempts to transmit both packets of information generated by the sensing and relay events. Each packet is successfully transmitted after a maximum number of retransmission attempts. This operational cycle behavior of a sensor node utilizes maximum energy consumption, denoted as E max cycle , and is considered a worst-case scenario for battery life. If the subsequent cycles exhibit the same operational pattern, the sensor node lifetime will be minimum and would define a lower bound on the load-dependent operational lifetime of the sensor node. Thus, (12) and
where
, and T max S 3 are the maximum time durations a sensor node spends in S 1e , S 2 , S 1r , and S 3 , respectively.
Let N L B li f e denote the lower bound on the cycle lifetime of a sensor node. Given the above worst-case scenario, the minimum number of cycles of operation satisfies,
Therefore, the sensor node cycle lifetime lower bound is
Substitute (13) and (15) in (3) and simplify, to obtain the deterministic lower bound on the sensor node lifetime, Given the deterministic bounds, E E cycle , E N li f e , and E T li f e are computed in the following sections. Fig. 1 shows the stochastic operation of a sensor node. Let I S = {0, 1i, 1e, 1r, 2, 3} denote the index for the possible state of the sensor node. Based on modeling assumptions and the frequency of event occurrence, the sensor node transitions to a next particular state S k , k ∈ I S from its present state with a transition probability p i j , i = j . Here i is the present state of the sensor node and j is the next state of the sensor node. The amount of time a sensor node spends in each state, except for the sleep state, T S 0 (assumption 1), is a random variable with mean value μ S k and variance σ 2 , k ∈ I S depend on the probability distribution used to describe the stay of the sensor node in each state.
VI. STOCHASTIC OPERATION OF A SENSOR NODE
The initial state of a sensor node is S 0 . After fixed time duration T S 0 , the transition of the sensor node from S 0 to any particular state during an active time period depends on event occurrence. In case of an event (sensing or relay), a sensor node can transit to any one of the two states: (i) S 1e with probability α or to S 1r with probability (1 − α)β. Here α = 1 − e −λ S E T A is the probability that at least one sensing event occurs during an active time period and β = 1 − e −λ RE T A is the probability that at least one relay event occurs during an active time period. In the case of no event, the sensor node transitions from S 0 to S 1i with probability 1 − (α + β − αβ) and stays in S 1i for a predefined duration T A before returning back to S 0 with probability 1.
If the sensor node is in S 1e , it will next transition to S 2 with probability 1. If the sensor node is in S 1r , it will next transition to S 3 with probability 1. Similary, if the sensor node is in S 2 , it will transition to S 3 with probability 1 after processing the sensed event. Once, the sensor node enters S 3 , it will transition to S 0 with probability 1 upon successful transmission of data or after a maximum number to retransmission attempts is reached (i.e., packet is dropped). The stochastic operation of the sensor ndoe is summarized using the probability transition matrix P in (17),
The entries of the matrix P must satisfy the following constraints: 0 ≤ p i j ≤ 1, i, j ∈ S and j ∈S p i j = 1, i ∈ S and i = j .
In this section, the expressions for μ S k and σ 2 S k corresponding to their respective states in S are computed, except for the transmission state S 3 . The expected value and variance of the random time that a sensor node spends in S 3 are presented in Section VIII.
A. Sleep State (S 0 )
By assumption 1, a sensor node stays in the state S 0 for a fixed time duration of T S 0 . Therefore,
B. Idle State (S 1i )
After T S 0 seconds in the sleep state, the sensor node enters the active time period. In the active time period, the sensor node spends a certain amount of time in the idle state S 1i , denoted as T S 1i , until an event occurs. The length of time a sensor node stays in the idle state S 1i depends on (i) the occurrence of an event; and (ii) the time of event occurrence. The occurrence of an event is modeled as per assumption 3. An event can occur at any time during the active time period T A . As per the property of the Poisson process, the time of occurrence of an event within any time interval is uniformly distributed. Suppose a single event (sensing or relay) occurs during the interval [t A , t A + T A ] where t A is the time instant a sensor node enters the active time period. Since the arrival of the event is uniformly distributed over [t A , t A + T A ], the random variable T S 1i , conditioned on the occurrence of at least a single event is described by a uniform probability distribution. Therefore,
where τ is the time instant an event occurs over
If no event occurs during the T A time period, the sensor node stays idle for a predefined fixed time duration before transitioning back to the sleep state. The expected value and the variance of T S 1i when no event occurs, are:
and 
D. Processing State (S 2 )
Once the sensing process of a sensor node is complete, it enters the processing state S 2 . A processor of a sensor node takes a random amount of time to process the sensed event.
The random processing time, denoted as T 2 , is described by an exponential distribution with parameter κ, where κ is the average processing rate [26] , [44] . Therefore,
E. Relay State (S 1r )
The expected time the sensor node stays in the relay state is expressed as:
where (i) L is the length of the packet in bits (assumed to be fixed) to be received; (ii) R is the transmission rate in Mbps; (iii) T S I F S is the Short Inter-Framed Space (SIFS) duration; and (iv) T AC K is the time taken to acknowledge the receipt of a relay event. As per [45] , (26) is not random; here μ S 1r is always a fixed known quantity and σ 2 S 1r = 0. Table II summarizes expressions for μ S k and σ 2 S k of the random amount of time T S k , k ∈ I S , a sensor node spends in each state during a single cycle of operation. Note that the bottom row in Table II provides expressions for the expected value and the variance of the random time the sensor node spends in the transmission state S 3 , which is developed in the following section.
VIII. COMPUTATION OF THE EXPECTED VALUE (μ S 3 ) AND THE VARIANCE (σ 2 S 3 ) OF THE TRANSMISSION TIME (T S 3 )
The amount of time that a sensor node spends in the transmission state S 3 , denoted as T S 3 , to transmit a packet of fixed length L at a fixed transmission rate R is: where T MAC is defined as the time from the instant the sensor node starts trying to send a packet until the beginning of its successful transmission. T MAC is a random variable as it depends on a back-off process of the MAC protocol and the number of retransmission attempts, denoted as N ReT x . Hence T S 3 is also a random variable. To compute the expected value and the variance of T S 3 , take the expectation and variance on both sides of (27) to obtain:
To compute E[T MAC ] and V ar[T MAC ], the random back-off scheme of the CSMA/CA MAC protocol is utilized. A flow diagram describing the CSMA/CA MAC protocol is presented in Fig. 2 . A sensor node in the transmission state, before making the decision to transmit a packet, undergoes a random back-off process (features of the CSMA/CA protocol). During this process, the sensor node monitors the transmission channel to minimize the probability of collision with packets being transmitted by other sensor nodes sharing the same channel. At the end of the back-off process, the sensor node makes a transmission attempt. If the transmission attempt is unsuccessful due to either PER at the receiver end or due to packet collision due to a hidden sensor node, 1 the sensor node repeats the back-off process before making another transmission attempt of the same packet. This procedure is repeated until the packet is successfully transmitted or the maximum number of allowable retransmission attempts is reached. Each retransmission attempt is assumed to be an independent process [45] . Therefore the total back-off delay (i.e., T M AC , depends on N max ReT x and N ReT x per packet). During the back-off process, a sensor node tries to gain access to a transmission medium to transmit a packet. However, at a given time instant, only one sensor node can access the medium. When the medium is accessed by another sensor node to transmit its own packet, the medium is considered busy. Alternatively, if the medium is available, it is considered idle. In the case of a busy medium, the transmission of the ongoing packet could either be successful or unsuccessful. Thus, the transmission medium can be busy due to a successful transmission or due to an unsuccessful transmission of the ongoing packet. The medium becomes available after the packet is successfully transmitted or dropped. 
A. The Expected Value and the Variance of Number of Mediums Observed per Packet for the m−th Transmission Attempt
At the start of the m−th transmission attempt, a sensor node uniformly selects a back-off time value B m ∈ [0, 1, . . . , W m − 1] for which,
Here W m = 2 m−1 CW min is the size (in terms of slots) of the contention window during the m−th transmission attempt and CW min = 32 is the minimum size of the contention window. A contention window is a time period during which a sensor node will try to access the transmission channel and will attempt to transmit a packet. The selected value of B m is assigned to a back-off time counter which is decremented by 1 as long as the medium is sensed idle, "frozen" when the medium is sensed busy, and reactivated when the medium is sensed idle again for more than a distributed inter frame space (DIFS). The sensor node attempts transmission of a packet when the back-off time counter reaches zero. Fig. 3 illustrates the channel access process. Consider two sensor nodes A and B sharing the same wireless transmission channel. At the end of a successful packet transmission by sensor node A (indicated by the receipt of an ACK signal), sensor node A waits for a DIFS and randomly selects a backoff time equal to 10 for this example, before transmitting its next packet. The back-off counter of sensor node A is decremented as the medium is observed to be idle. Note that sensor node B attempts to transmit its own packet when the back-off time counter of the sensor node A is at 7 (as indicated in Fig. 3) . As a consequence, the medium is sensed busy by sensor node A, and the back-off time counter of sensor node A is frozen at value 7, until sensor node B has transmitted/dropped its packet and the medium is available again. In Fig. 3 , a successful transmission of the packet by sensor node B is observed. Once the sensor node B packet has been successfully transmitted, the back-off time counter of sensor node A has to wait for a DIFS before it reinitiates the decrement process (as indicated in the Fig. 3 ). Once the backoff time counter of sensor node A decreases to zero, it attempts the transmission of the packet. Observe that the decrement of the back-off time counter from 10 to 9 observes 1 idle medium while the decrement of the back-off time counter from 7 to 6 observes 1 idle medium and 1 busy medium. Therefore, during the k−th decrement for the m−th transmission attempt, a sensor node might observe a random number of medium instances. Let M k denote the number of mediums observed during the k−th decrement of the back-off time counter for the m−th transmission attempt. M k is a random variable. Let p t and (1− p t ) be the probabilities that a sensor node observes a busy medium and an idle medium, respectively.
Let M 1 , M 2 , . . . , M B m be a sequence of independent and identically distributed random variables each of mean 1, 2, . . . , B m ) , which characterize the observed mediums during the entire back-off process for the m−th transmission attempt. Then, M has a geometric distribution with parameter (1 − p t ) for which:
Therefore, the total number of mediums observed during an entire back-off process for the m−th transmission attempt for each packet is computed using (34)
In (34), M k and B m are random variables. As per the cummulative sum of random variables [42] , the expected value and variance of (34) are:
Given the expected value and the variance of the number of mediums observed per packet during the m−th transmission attempt, the expected value and variance of the medium duration can be computed.
B. Computation of E[T medium ] and V ar [T mediun ] for the m−th Transmission Attempt
Let t medium,k denote the time duration of the k−th medium during the m−th transmission attempt. It is comprised of three processes. The first process is that the k−th medium is empty, denoted as T empt y , and occurs with probability (1− p t ) . The second process is a busy medium due to successful transmission by neighboring sensor nodes with a random time duration, denoted as T succ , and occurs with probability p s . The third process is a busy medium due to an unsuccessful transmission by neighboring sensor nodes with a random time duration, denoted as T unsucc , and occurs with probability p u = 1 − p s . At any given time, since it is difficult to know which process is operative, a random variable t medium is represented as the weighted combination of the three processes as in (37),
By taking expectation and variance on both sides of (37), E[T medium ] and V ar [T mediun ] per packet for the m−th transmission attempt is expressed as: (38) and
Here T succ and T unsucc denote the average time length of a busy medium due to successful and unsuccessful packet transmission, respectively. For a constant packet length, T succ = [45] [46] [47] .
L R + T S I F S + T AC K + T D I F S and T unsucc = L R + T S I F S + T AC K T imeout as per
Given 
Equation (40) is an example of a random sum with both t medium and B T otal m independent random variables. Using the cummulative sum of random variables in [42] one obtains:
D. Computation of E[T MAC ] and V ar [T MAC ]
The MAC delay (i.e., T MAC ), incurred during a packet transmission as a function of N ReT x and N max ReT x is expressed in (43) . The random variable T MAC is defined as the weighted linear combination of each retransmission:
for N ReT x ∈ {0, 1, . . . , N max ReT x − 1}. The expression for C is derived as per a truncated geometric probability mass function in Appendix.
By taking expectation and variance on both sides of (43) and applying the additive law of expectation and variance leads to:
The expressions for E T MAC (N ReT x ) and V ar T MAC (N ReT x ) are obtained by taking expectation and variance on both sides of (44), respectively. A similar derivation yields: (45)-(48) are presented in [43] . Substitute (45) and (46) into (28) and (29), respectively, to obtain E[T S 3 ] and V ar[T S 3 ].
IX. COMPUTATION OF EXPECTED VALUES OF RANDOM VARIABLES T cycle AND E cycle
In a single cycle period, T cycle , a sensor node transitions from its present to its next state based on event occurrence probabilities (i.e., α and β). Therefore, the cycle period T cycle , can be represented as a summation of random duration T S k a sensor node spends in each state with event occurrence probabilities:
The random variable T S 1i can take two values depending on event occurrence: (i) T S 1i |NoEvent with probability (1 − (α + β − αβ)) and (ii) T S 1i |Event with probability (α + β − αβ). T S 1i |NoEvent correspond to the time duration a sensor node stays in S 1i when no event occurs (i.e., T A ). T S 1i |Event correspond to the time duration a sensor node stays S 1i when an event occurs and is a random variable. By taking these into consideration, (49) can be expressed as,
Here
and their values are summarized in Table II . Take expectation on both sides of (50) and simplify to obtain (51):
Similarly, taking the variance on both sides of (50) and simplifying yields (52):
Here σ S k V ar(T S k ) and their values are summarized in Table II . Utilizing (51) and (52), the expected value and the variance of the energy consumed by a sensor node per cycle of operation is expressed as:
In conclusion, formulations to estimate expected energy per cycle of operation and expected lifetime of a sensor using (4), (5), (51), and (53) have been established. In (51) and (53), observe that the range of values over which E[E cycle ] and E[T cycle ] can vary depends on event detection probability values (i.e., α and β) and duty-cycle d. For α = β = 0, (51) and (53) reduce to
and Alternatively, for α = β = 1, (51) and (53), after simplification, reduce to:
Comparing (13) and (57),
Similarly, by comparing (12) and (58),
Substituting (59) and (60) into (5) and (4), respectively, one
Numerical validation is summarized in Table IV Table IV ).
B. Energy and Lifetime Models Validation via MATLAB Simulation
The validation of the expected energy and lifetime models is performed by utilizing the MATSNL [26] package. The MATSNL package is modified to include (1) the energy consumption associated with the inclusion of the relay state in the simulation (i.e., capturing the relay event arrival rate), and (2) the dynamics of back-off delay as a function of N ReT x and N max ReT x . The parameters in Table III These parameters, along with probability distributions describing the event arrival rates and other variables of interest (described earlier), are used in the modified MATSNL simulation package. Fig. 4 shows the model estimates of E[E cycle ], as a function of event detection probability for different d values along with simulation estimates. To obtain the expected simulation estimate of the energy consumed by the sensor node per cycle period, 100 simulation runs are performed to compute the mean and standard deviation values. Observe in Fig. 4 , that the model initially overestimates the expected energy consumption per cycle period compared to simulation estimation. As the value of d increases, the model tends to underestimates the expected energy consumption per cycle period compared to the simulation estimate. Given this observation, note that the model estimation of the expected energy stays within the simulation confidence interval. In addition, Fig. 4 also shows the confidence interval computed on model estimates using (54). The model and simulation confidence intervals are in agreement. The model confidence interval captures the individual contribution from each state that a sensor node transitions during a cycle of operation. This is one of the main contributions of the paper that is never reported in WSN literature to the best of the authors' knowledge. Fig. 5 shows the expected cycle lifetime estimated using both model and simulation. In Fig. 5 , a zoomed-in plot is included to highlight the fact that the cycle lifetime model estimate also stays within the simulation cycle lifetime confidence interval along with model confidence interval. A similar observation is made for the model and simulation lifetime estimates as shown in Fig. 6 For sensor node operation, the communication of information is the most energy consuming part of the operation, as it depends on network level activities (discussed in Section VIII). The longer the sensor node stays in state S 3 , it is expected to consume more energy; thereby increasing the sensor node energy consumption per cycle period. The impact of N max ReT x on E[E cycle ] and E[N life ] is evaluated. Fig. 7 shows that as the number of retransmission attempts (upper bounded by N max ReT x ) increases, the value of E[E cycle ] also increases. This results in a decrease in the expected cycle lifetime of the sensor node as shown in Fig. 8 . These observations highlight the facts, that E[E cycle ] is (1) sensitive to N max ReT x and (2) while deploying sensor nodes in field or while developing power management strategy, this parameter needs to be optimally selected to maximize the lifetime of deployed sensor nodes in the field.
C. Model Comparison
The performance of the expected energy and lifetime models is compared with the Jung et al. [26] models. Jung et al. [26] presented a formulation to compute the expected energy and lifetime of a schedule-driven sensor node by using semiMarkov process theory. They identify five different operational states that a sensor node assumes during a single cycle of operation. For details on derivation of the formulation of the Jung et al. models, refer to [26] .
Figs. 9-11 shows the numerical comparison of the expected energy and lifetime models obtained from both the models. Observe in Fig. 9 that E[E cycle ] value computed using Jung et al. [26] model is less than E[E cycle ] value computed using the model discussed in this paper (referred to as Agarwal et al. Energy Model in Fig. 9 ). This behavior is expected because the formulation in [26] : (1) did not consider the relaying operational characteristic of a sensor node; (2) assumed fixed event duration, which is a too restrictive assumption in practice; and (3) modeled the back-off delay via simulation rather than developing an analytical expression that captures the dynamics of the back-off process and MAC delay, i.e., network level activities. It is for the same reasons, E[N life ] and E[T life ] estimates obtained using the models presented in this paper in Figs. 10 and 11 , respectively, are less compared to the estimates obtained using the Jung et al. model [26] . Figs. 9-11 highlights that the energy and lifetime models developed in this paper rigorously captures the energy consumption sources during different operational states of the sensor compared to the models in [26] . This rigor is important in accurate lifetime estimation of a sensor node, as it directly impacts the lifetime of a WSN.
In summary, both analytical and numerical performance evaluation of the models presented in this paper demonstrate the impact of different parameters on sensor node expected energy consumption per cycle of operation. This in turn impacts the cycle lifetime and lifetime of the sensor node. The parameters to which the sensor node models are sensitive includes (1) event occurence frequency and event dectection probability, (2) d, and (3) MAC delay as a function of N ReT x and N max ReT x . This section also demonstrated that the expected energy and expected lifetime models are bounded by deterministic bounds. Finally these parameters and analysis can be utilized to improve sensor node design and WSN design.
XI. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
Sensor nodes are powered using resource constraint batteries with a load-dependent finite lifetime. Therefore, it is important to develop accurate and rigorous sensor node energy consumption and lifetime models. These models would enable realistic estimate of wireless sensor network lifetime, as a strong functional dependency exists between wireless sensor network lifetime and sensor node lifetime. In addition, a rigorous energy model will support design and development of self-powered sensor nodes or WSN prior to fabrication, and deployment. In this paper, the stochastic operation of a sensor node is captured using semi-Markov theory. Expected energy per cycle of operation and expected lifetime models along with deterministic bounds are established by utilizing renewal theory, random stopping criteria, and the Wald's inequality. The models take into consideration both node and network level activities. The expected energy and expected lifetime models presented in this paper are validated analytically and numerically via a MATLAB simulation. Besides validation, the performance of the models presented in this paper is compared with the Jung et al. [26] models.
As part of future research directions, the following activities are planned: (1) relaxing the fixed sleep state duration and evaluating its impact on the expected energy consumption per cycle; (2) leveraging the modeling effort presented in this paper to support an efficient design of self-powered sensor nodes; (3) extending the sensor level modeling effort to network level by developing a network lifetime model for different sensor node layouts, and (4) developing power management strategies based on energy consumption information across the network.
APPENDIX EXPRESSION FOR C IN EQUATION (43)
Under the assumption that each attempted transmission is an independent process and has a fixed probability of being successful p s and of being unsuccessful p u , the random variable N ReT x ∈ {0, 1, . . . , N max ReT x −1} has a truncated geometric probability mass function expressed in general as [39] : 
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