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 要  旨 
近年，半正定値計画問題や二次錐計画問題などの錐線形計画がよく研究されている．錐線形計
画においては双対ギャップがある場合，最適値は存在するが最適解が存在しない場合など，通常
の線形計画にはありえない状況が起こる場合がある．もし錐線形計画に内点許容解がある場合に
は，双対ギャップがなく，双対問題には最適解が存在することが知られている． 
面削減法とは，内点許容解がない錐線形計画問題が与えられたときに，錐をある面に制限するこ
とにより，内点許容解を持つ問題に変換しようとするものである．しかし，面削減法は数値誤差
に弱い手法である．これに対し，Lourenço，Muramatsu，Tsuchiyaは削減方向の計算時に，主
問題と双対問題の両方に内点許容解が存在するような新しい定式化(LMT)を用いることを提案し
ている．LMTは，従来の計算法よりも数値的に安定して解けることが期待される． 
本論文の目的は，LMTにより削減方向を計算することが，どの程度有用なのかを数値計算によ
り確認すること，また，面削減法の実装において数値誤差に対する弱さを克服できないのか検討
することである． 
結果として，主問題が強実行可能かつ双対問題が弱実行可能な半正定値計画問題について，削
減方向の計算に従来の定式化と LMT のどちらを用いても概ね正しい削減方向が計算できること
や，面削減法の方がその他の方法よりも安定して解くことができることなどが判明した． 
また，弱実行不可能な半正定値計画問題について，既存のソルバをそのまま用いるよりも面削
減法を用いた方が適していることや，削減方向の計算には LMT の方が適していることなどが判
明した． 
加えて，実行可能だが双対ギャップが存在する半正定値計画問題について，面削減法は解くの
に適しているとは断言できないことや，削減方向の計算方法は，解くことができる問題数には関
係が無いことなどが判明した． 
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1 はじめに
1.1 背景および研究内容
近年，半正定値計画問題や二次錐計画問題などの錐線形計画がよく研究されている．例
えば，田村・村松は文献 [1]において
効率的解法の存在と適用範囲の広さの点で，錐線形計画は線形計画に通じる
ものがあり，「21世紀の線形計画」とよばれることがある
と述べており，同文献内では半正定値計画問題に対する主双対内点法や半正定値計画問題
の組合せ最適化への応用例が紹介されている．
しかし，錐線形計画においては双対ギャップがある場合，最適値は存在するが最適解が
存在しない場合など，通常の線形計画にはありえない状況が起こる場合がある．
もし錐線形計画に内点許容解がある場合には，文献 [1]にて
主問題 (4.2)に内点許容解が存在し，かつ，双対問題 (4.5)に許容解が存在す
れば，最適値は一致し，双対問題には最適解が存在する．
と述べられている通り，双対ギャップがなく，双対問題には最適解が存在することが知ら
れている．しかしながら，現実には内転許容解が無い問題を解かなければならないことが
しばしばある．
面削減法とは，内点許容解がない錐線形計画問題が与えられたときに，錐をある面に制
限することにより，内点許容解を持つ問題に変換しようとするものである．例えば，自己
双対形の問題の解は，ある 2つの変数の値によって 2通りに場合分けできることは一般的
である．それらの変数が実際に取りうる値のパターンとしては 3通りが考えられるが，残
りの 1通りは実行可能なのか不可能なのかがよく分からないものとして考えられていた．
そういった場合に面削減法を用いることで，実行可能か否かが不明な最適化問題の実行可
能性を判定できるようになる．
面削減法はWolkovitczらにより，初めて凸計画問題に対して提案された．続いて，Waki
and Muramatsu により，錐線形計画問題に対する面削減法が提案された．
面削減法は，制限する面を精度よく指定しないと，初期の問題の実行可能解が失われた
り，逆に実行可能解がないのに実行可能になってしまったり，ということが起こりうる．
Permenter ら [2]は面削減法の数値計算を行っているが，うまく計算できない場合が多数
あることが報告されている．面削減法は数値誤差に弱い手法であると言える．
これに対し， Lourenco，Muramatsu，Tsuchiya(LMT)[4] は削減方向の計算時に，主問
題と双対問題の両方に内点許容解が存在するような新しい定式化を用いることを提案して
いる．前述の通り，主問題と双対問題の両方に内点許容解が存在する場合には，主問題と
双対問題の最適値は一致し，両方に最適解が存在する．また，主問題と双対問題の双方に
内点許容解が存在することは，主双対内点法が収束するための条件でもある．したがって，
この新しい定式化は，従来の計算法よりも数値的に安定して解けることが期待される．
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本論文の目的は，LMT らの新しい定式化により削減方向を計算することが，どの程度
有用なのかを数値計算により確認すること，また，面削減法の実装において数値誤差に対
する弱さを克服できないのか検討することである．
本論文では一貫して錐線形計画問題として半正定値計画問題を用いる．半正定値計画問
題は錐線形計画問題の中でも，特に重要な位置を占めているからである．
1.2 構成
本稿の構成は，以下の通りである．第 2章では，本稿を読むうえで必要になる知識につ
いて述べる．第 3章では，弱実行可能な半正定値計画問題に対して行った実験について述
べる．第 4章では，弱実行不可能な半正定値計画問題に対して行った実験について述べる．
第 5章では，実行可能だが双対ギャップが存在する半正定値計画問題に対して行った実験
について述べる．そして第 6章では，本研究の結論を述べる．
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2 基礎知識
2.1 錐線形計画
定義 1 集合K  Rnの任意の要素 x 2 Kが，任意の  > 0に対して x 2 Kを満たすと
き，Kを錐と呼ぶ．また，凸集合である錐を凸錐，閉集合かつ凸集合であるような錐を閉
凸錐と呼ぶ．
今，集合K  Rnを非空な閉凸錐，xを決定変数として，以下の最適化問題を考える：8>><>>:
min hc;xi
s:t: hai;xi = bi (i = 1; : : : ;m)
x 2 K．
(1)
ただし，h:; :iは内積を表す．(1)式において，c 2 Rn，ai 2 Rn (i = 1; : : : ;m)，bi 2 R (i =
1; : : : ;m)である．(1)式のように，目的関数が線形であり，条件が線形制約および錐制
約のみで構成されるような最適化問題を錐線形計画問題という．(1)式において，内積が
aTi x (i = 1; : : : ;m)であるとき，
A =
26664
aT1
aT2
...
aTm
37775 ; b =
26664
b1
b2
...
bm
37775
とおけば，(1)式は以下のように変形できる：8>><>>:
min cTx
s:t: Ax = b
x 2 K．
(2)
(2)式の双対問題を考えると，スラック変数 sおよび決定変数 y，双対錐Kを用いて以下
のように記述することができる：8>><>>:
max bTy
s:t: s = c  ATy
s 2 K;y 2 Rm．
(3)
ここで，K := s 2 RnjsTx  0; 8x 2 K	 である．
(1)式において，Kの内点であり，かつ許容解であるような点を内点許容解と呼ぶ．ま
た，(2)式において，Kの内点であり，かつ許容解であるような点を内点許容解と呼ぶ．
このとき，以下の定理が成り立つ：
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定理 1 主問題と双対問題の両方に内点許容解が存在する場合，主問題と双対問題の最適
値が一致し，最適解が存在する．
証明は文献 [1]を参照．
以上のような錐線形計画問題は，問題の形によって通常の線形計画問題として扱うこと
ができる場合がある．また，特殊な場合として，二次錐計画問題，半正定値計画問題と呼
ばれる問題に分類できることがある．以下，この 3つの場合について説明する．
2.1.1 線形計画問題
Rnにおける第 1象限を考える．今，(2)式におけるKとして第 1象限をとる，すなわち
K := fx 2 Rnjxi  0 (i = 1; : : : ; n)g であるとする．このとき，最適化問題は次のように
書くことができる： 8>><>>:
min cTx
s:t: Ax = b
x  0．
(4)
Kは閉凸錐であるから，(4)式は錐線形計画問題である．また，(4)式の形は等式標準形と
なっている．したがって，錐Kとして第 1象限を取った場合，(2)式は線形計画問題とし
て扱うことができる．
(4)式の双対問題を考えると，以下のようになる：(
max bTy
s:t: ATy  c． (5)
2.1.2 2次錐計画問題
集合H(N)を，以下のように定義する (N は自然数)：
H(N) def=
8<:x 2 RN jx1 
vuut NX
i=2
x2i
9=; : (6)
このとき，H(N)は閉凸錐である．このようなH(N)をN 次元空間の 2次錐と呼ぶ．今，
N =
Pp
i=1Niを満たすような自然数Ni (i = 1; : : : ; p)を考えると，(6)式のN 次元ベクト
ル xは以下のように分解できる：
x = (x1;x2; : : : ;xp) ; xi 2 RNi (i = 1; : : : ; p)． (7)
このとき，集合Hを以下のように定義する：
H def= fx = (x1;x2; : : : ;xp) jxi 2 H(Ni) (i = 1; : : : ; p)g． (8)
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また，(2)式において錐KをHに置き換えた式を考えると，以下のようになる：8>><>>:
min cTx
s:t: Ax = b
x 2 H．
(9)
Hは閉凸錐であるから，(9)式は錐線形計画問題である．このように，錐KとしてHを
用いた錐線形計画問題を 2次錐計画問題という．
2.1.3 半正定値計画問題
n n実正方行列Xおよび任意のベクトル y 2 Rnに対して，
yTXy  0
が成り立つとき，Xを半正定値行列という．
今，Snを n n実対称行列の集合，Sn+を n n半正定値行列の集合とする．ここで，
8X; Y 2 Sn; X  Y def= trXY =
nX
j=1
nX
i=1
XijYij (10)
と定義すると，C 2 Sn，Ai 2 Sn(i = 1; : : : ;m)，bi 2 R(i = 1; : : : ;m) を用いて以下のよ
うな最適化問題を構築できる：8>><>>:
min C X
s:t: Ai X = bi (i = 1; : : : ;m)
X 2 Sn+．
(11)
ここで，(11)式の双対問題は以下のように表される：8>>>>>>><>>>>>>>:
max
mX
i=1
biyi
s:t: S = C  
mX
i=1
yiAi
S 2 Sn+．
(12)
(11)式のように，決定変数が半正定値行列であるような錐線形計画問題を半正定値計画問
題という．半正定値計画問題の効率的な解法として，主双対内点法 1と呼ばれる手法が存
在する．本稿では錐線形計画のうち，特にこの半正定値計画について，後述の面削減法お
よび錐拡大法の実装を試みている．
以上のような錐線形計画問題の解法の一つに，問題を自己双対形と呼ばれる形へと変換
する方法が存在する．
1詳細は文献 [1]を参照
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2.1.4 自己双対形
錐線形計画において，行列 A 2 Rnn，ベクトル c 2 Rn，決定変数 x 2 Rn，閉凸錐
K  Rnおよびその双対錘Kを用いて，次の形で表される最適化問題を，自己双対形と
いう： 8>><>>:
min cTx
s:t: Ax+ c 2 K
x 2 K．
(13)
ただし， A =  AT である．任意の線形計画問題は自己双対形に変換できる (証明：[1])．
任意の錐線形計画問題もまた自己双対形に変換できる．今，錐線形計画問題の主問題を
(2)式，双対問題を (3)式として，以下の同次システムを考える：8>>>><>>>>:
Ax  b = 0
 ATy   s+ c = 0
bTy   cTx   = 0
(x; s;y; ; ) 2 K K  Rm  R+  R+．
(14)
R+は非負の実数全体を表す．このとき，以下の定理が成り立つ．
定理 2 同次システム (14)式は，自己双対形の錐線形計画問題である．
(証明) (14)式より，以下の等式を考える．
264 A 0 0  b 00  I  AT c 0
 cT 0 bT 0  1
375
2666664
x
s
y


3777775 =
264 00
0
375 (Iは恒等行列)
,
264 0 A  b 0 0 AT 0 c  I 0
bT  cT 0 0  1
375
2666664
y
x

s

3777775 =
264 00
0
375
,
264 0 A  b AT 0 c
bT  cT 0
375
264 yx

375 =
264 0s

375
上式は，(13)式において A =
264 0 A  b AT 0 c
bT  cT 0
375，x =
264 yx

375，c = 0 とおき，Kを
Rm KR+，Kを f0g  K R+ とおいた場合の形になっている． ■
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このとき，目的関数値は常に 0であり，こういった場合には (14)式のように条件式の
みを記述することがある．このような自己双対形の問題を，自己双対同次モデルという．
定理 3 同次システム (14)式の解 (x; y; s; ; )に関して以下が成り立つ．
1.  > 0 ^  = 0のとき，x

， 1

(s;y)がそれぞれ主問題 (2)式および双対問題 (3)式の
最適解となる．
2.  = 0 ^  > 0のとき，bTy > 0 _ cTx < 0が成り立つ．bTy > 0のとき，主問題の
許容解が存在しないため，主問題は実行不可能となる．また，cTx < 0のとき，双
対問題の許容解が存在しないため，双対問題は実行不可能となる．
(証明) まず， および の取りうる値を示す．次に，1.および 2.が成り立つことを証明
する．
同次システム (14)式において  と の積を考えると，
 = 
 
bTy   cTx
=  (hb;yi   hc;xi)
= hb;yi   hc;xi
= hAx;yi   hs+ ATy;xi
=  hs;xi
=  sTx
となる．ここで，，は共に非負であり，sTxもまた非負であるから， = 0となる．
よって， と の取りうる値は 8>><>>:
 > 0 ^  = 0
 = 0 ^  > 0
 =  = 0
の 3通りである．
1.  > 0 ^  = 0
このとき，x

，1

(s;y)がそれぞれ主問題 (2)式および双対問題 (3)式の最適解となるこ
とを示す．実際，
x

= x
とおけば，x 2 Kおよび  > 0より，
x

2 K
10
である．よって，
x 2 K．
また，(14)式より
Ax = b
であり，これと  > 0より
Ax = b
である．したがって，xは主問題の許容解であり，その目的関数値は
cTx

となる．一方，
s

= s
とおけば，hs; xi = 1
2
hs;xi  0より
s 2 K
である．また，
y

= y
とおけば，
y 2 Rm
である．(14)式より
s = c   ATy
であるので，
s = c  AT y
である．よって s; yは双対問題の許容解であり，その目的関数値は
bTy

となる．今， = 0であるから，(14)式より
cTx = bTy
である．即ち
cTx

=
bTy

．
したがって，主問題と双対問題の目的関数値が等しいため，(x; s; y)は主問題および双対
問題の最適解となる．
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2.  = 0 ^  > 0
このとき，
bTy > 0 _ cTx < 0
が成り立つことを示す．実際，
bTy  0 ^ cTx  0
であると仮定すると，
bTy   cTx  0
であり，(14)式および  > 0より
bTy   cTx > 0
であることと矛盾する．
bTy > 0のとき，主問題に許容解 xが存在すると仮定する．このとき， = 0より
Ax = 0
であるが，
0 < bTy = (Ax)y = 0
となり矛盾が生じる．したがって，主問題は実行不可能となる．また，cTx < 0のとき，
双対問題に許容解 yが存在すると仮定すると， = 0より
s+ AT y = 0
であるが，
0 > cTx =
 
s+ AT y
T
x = 0
となり矛盾が生じる．したがって，双対問題は実行不可能となる．
■
注 1 定理 3において， =  = 0のとき，主問題および双対問題は実行可能性を判定で
きない場合がほとんどである．しかし，近年， =  = 0の場合に後述の面削減法を用い
て実行可能性を判定する手法が研究されている．
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2.2 錐線形計画問題の実行可能性について
本稿では，後述の実験において最適化問題の実行可能性を判定している．その際，扱う
問題を「実行可能」「実行不可能」の 2種類だけではなく，更に詳しく分類しているため，
以下にその定義を示す．
n n実正方行列Xおよび任意の非ゼロベクトル y 2 Rnに対して，
yTXy > 0
が成り立つとき，Xを正定値行列という．
n n実行列Xに対して，そのノルムを
kXkF def=
p
trXTX
と定義する．また，nn実行列の集合A，Bの距離，dist(A，B)を以下のように定義する：
dist(A，B) def= inf fkA BkF jA 2 A，B 2 Bg．
今，主問題 (P )として (11)式，その双対問題 (D)として (12)を考える．また，Sn++を
n n正定値行列の集合とする．このとき，(P )および (D)の実行可能性を，以下のよう
に定義する．
 
定義 2 主問題 (P )について，
(P )が強実行可能 def, 9 X 2 Sn++，Ai  X = bi (i = 1; : : : ;m)
(P )が弱実行可能 def, (P )が実行可能 ^強実行可能でない
(P )が強実行不可能 def, dist  Sn+，fX : AiX = bi (i = 1; : : : ;m)g > 0
(P )が弱実行不可能 def, (P )が実行不可能 ^強実行不可能でない  
定義 3 双対問題 (D)について，
(D)が強実行可能 def, 9 S 2 Sn++，S +
mX
i=1
yiAi = C
(D)が弱実行可能 def, (D)が実行可能 ^強実行可能でない
(D)が強実行不可能 def, dist
 
Sn+，
(
S : S +
mX
i=1
yiAi = C
)!
> 0
(D)が弱実行不可能 def, (D)が実行不可能 ^強実行不可能でない 
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注 2 半正定値計画問題における弱実行不可能の定義は定義 2および定義 3の通りである
が，一般的な錐線形計画問題における弱実行不可能な場合の例として，以下の図 1のよう
な場合が考えられる．
図 1: 弱実行不可能な場合の例
出典：文献 [12] p.6
図 1において，Kは錐である．また，Aはアフィン空間を表す．このとき，許容領域の条
件はA \Kである．
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2.3 面削減法
2.3.1 面削減法
集合K  Rnを非空な閉凸錐とする．集合F  Kが以下を満たすとき，F をKの面で
あるという：
8x;y 2 K;

x+ y
2
2 F ) x;y 2 F

． (15)
ここで，s 2 Kについて s? := x 2 RnjxTs = 0	 と定義する．s?は超平面と言われる．
今，錐線形計画問題 (2)の実行可能性が判明していないとする．ここで，(2)式の実行可
能領域を含むような s?を考える．このとき，Kの任意の要素x，yおよびK\ s?  Kに
対して
x+ y
2
2 K \ s? )

x+ y
2
T
s = 0
, 1
2
(x+ y)T s = 0
, 1
2
 
xTs+ yTs

= 0
, xTs+ yTs = 0
, xTs = 0 ^ yTs = 0 (... xTs  0 ^ yTs  0)
, x;y 2 K \ s?
であるから，K\ s?は (15)式を満たす．よって，K\ s?はKの面である．ここで，Kを
面K \ s?に置き換えると，(2)式は次の問題に書き換えることができる：8>><>>:
min cTx
s:t: Ax = b
x 2 K \ s?．
(16)
s?は条件式 Ax = bのすべての解を含んでいるため，(2)式と (16)式は同じ最適解を持
つ．また，K\ s?  Kであるから，K\ s?はKよりも小さくなっている．このような s
を削減方向と呼ぶ．次に (16)式について新たに s?を考え，面K \ s?を新たな面に置き
換えると，同じ最適解を保ったまま更に面を小さくすることができる．これを新しい s?
が存在しなくなるまで繰り返すことで，最終的に構成した問題の実行可能性を判定するこ
とができる可能性がある．
このように，最適化問題の面を小さくすることで内点許容解を持つ問題に変換する手法
を面削減法という．
2.3.2 半正定値計画問題に対する面削減法の適用
半正定値計画問題に対して，面削減法を適用することを考える．今，最適化問題として
(11)式および (12)式が与えられているとする．このとき，削減方向W を用いて (12)式に
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面削減法を適用することを考える．錐 Sn+の双対錐は Sn+となるため，Sn+は自己双対錐で
ある．また，fWg?がアフィン集合 fS j S = C  Pmi=1 yiAigを含むための条件は，
S W = C W  
mX
i=1
yiAi W
= 0
より，
C W = 0 ^ Ai W = 0 (i = 1; : : : ;m)
となることである．以上より，W は以下の条件式を満たす：8>><>>:
C W = 0
Ai W = 0 (i = 1; : : : ;m)
W 2 Sn+; W 6= O．
(17)
(17)式を満たすW が求められたと仮定し，それを用いて (12)式を置き換えると，以下の
式が導ける： 8>>>>>>><>>>>>>>:
max
mX
i=1
biyi
s:t: S = C  
mX
i=1
yiAi
S 2 Sn+ \ fWg?．
(18)
2.3.1節より，(18)式の実行可能領域は (12)式と等しい．
以上より，半正定値問題に面削減法を適用することができた．これは面削減法の 1反復
である．理論的には，これを再帰的に繰り返すことで，最終的に内点許容解を得るか，あ
るいは実行不可能であることの証拠を得ることになる．しかし，面削減法を数値計算とし
て再帰的に計算することは大変難しく，そのような文献は見当たらない．本研究でも，1
反復だけすることを目指す．
以下の節では，面削減法の 1反復における各計算についてより詳しく述べる．
2.3.3 削減方向の計算
実際に (17)式の条件を満たすような削減方向W を求める場合，以下のような最適化問
題を考えることは自然である：8>>>>>>><>>>>>>>:
min O W
s:t: C W = 0
Ai W = 0 (i = 1; : : : ;m)
I W = 1
W 2 Sn+．
(19)
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ここで，Iは恒等行列である．(19)式の解は，それ自体が削減方向W となっている．以
下では，この最適化問題を解いて削減方向を求める手法を「naive定式化」と呼ぶことに
する．
一方，文献 [4]では削減方向を求める方法として，(19)式とは異なる以下のような定式
化を用いている： 8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
min
X;t;w
t
s:t:   C  (X   tI) + t  w = 0
I X + w = 126664
A1 X
A2 X
...
Am X
37775  t
26664
A1  I
A2  I
...
Am  I
37775 = 0
(X; t; w) 2 Sn+  S1+  S1+．
(20)
(20)式において，求める削減方向はXである．以下では，この最適化問題を解いて削減
方向を求める手法を「LMT定式化」と呼ぶことにする．(20)式の双対問題は，以下のよ
うになる： 8>>>>>>>>>>><>>>>>>>>>>>:
max
y1;y2;y3
y2
s:t: y1C   y2I  
mX
i=1
yi3Ai 2 Sn+
1  y1 (1 + C  I) + I 
 
mX
i=1
yi3Ai
!
 0
y1   y2  0．
(21)
ここで，
t =
1
I  I + 1，w =
1
I  I + 1，X =
I
I  I + 1
とおけば，(t; w;X)は (20)式の内点許容解である．実際，
 C  (X   tI) + t  w =  C 

I
I  I + 1  
I
I  I + 1

=  C O
= 0，
I X + w = I  I
I  I + 1 +
1
I  I + 1
=
I  I + 1
I  I + 1
= 1，
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Ai 

I
I  I + 1

  1
I  I + 1Ai  I =
Ai  I
I  I + 1  
Ai  I
I  I + 1 (i = 1; : : : ;m)
= 0
となり，(20)式の条件を満たす．また，(y1; y2;y3) = (0; 1;0)とおけば，(y1; y2;y3)は
(21)式の内点許容解である．実際，
y1C   y2I  
mX
i=1
yi3Ai = 0C   ( 1)I  
mX
i=1
0Ai
= I 2 S+n，
1  y1 (1 + C  I) + I 
 
mX
i=1
yi3Ai
!
= 1  0 (1 + C  I) + I 
 
mX
i=1
0Ai
!
= 1  0，
y1   y2 = 0  ( 1)
= 1  0
となり，(21)式の条件を満たす．以上より，(20)式と (21)式には両方内点許容解が存在
する．このとき，定理 1より，(20)式と (21)式の最適値は一致し，両方に最適解が存在
する．また，主問題と双対問題の双方に内点許容解が存在することは，主双対内点法が収
束するための条件でもある．一方，naive定式化では，内点許容解があることは保障され
ていない．したがって，naive定式化よりも数値的に安定して解くことができることが期
待される．
2.3.4 小さな問題の生成
削減方向が得られた場合に面削減法を適用して，新たな最適化問題を得る方法について
説明する．例として，(11)式から構成した (19)式より削減方向W が得られたとする．そ
の際，(12)式に面削減法を適用して，新たな最適化問題を得る．
まず，W を固有値分解すると，以下のように表せる：
W = QQT． (22)
(22)式において，は対角要素に固有値を持つ行列であり，Qは直交行列である．ここで，
およびQをブロック行列を用いて表現すると，以下のように書ける：
W =
h
Q1 Q2
i " 1 O
O 2
#"
QT1
QT2
#
． (23)
(23)式において，1はその値がほとんど 0である固有値を対角要素に持ち，2はそれ以
外の固有値を対角要素に持つとする．また，Q1，Q2はそれぞれ 1，2に対応する固有
18
ベクトルを列として持つ．W を (23)式を用いて変形する際，1と 2の境界 (W のラン
ク)は以下のように決定する．
ランク決定のルール 
今，n n行列W を固有値分解して行列を得られたとする．また，pをの対角要
素を昇順に並べた n次ベクトル，aをW の最大の固有値とする．このとき，求めたい
ランク rは，pi (i = 1; : : : ; n  1)と an i (i = 1; : : : ; n  1)を i = 1から昇順に比較し
ていき，初めて
p(i) >
a
n  i (24)
を満たした時の iであるとする．(24)式を満たすような iが存在しない場合，r = n 1
とする． 
以降，このルールをAO法と呼ぶ．1の要素が 0であると考えると，(23)式は次のよう
に書ける：
W =
h
Q1 Q2
i " O O
O 2
#"
QT1
QT2
#
= Q22Q
T
2． (25)
(25)式および (19)式より，以下が導ける：
W  S = 0 , Q22QT2  S = 0
, 2 QT2 SQ2 = 0 (... X  Y = trXY )．
ここで，C = QT2 SQ2とおくと，Cは半正定値である．i(2 2) > 0，cii(2 C)  0より，
2  C =
rX
i=1
icii  0．
これが 0となるのは，すべての iについて cii = 0のときのみである．対角要素がすべて 0
となる半正定値行列はOのみであるから，C = O．したがって，
QT2 SQ2 = O (26)
である．また，(12)式における条件式より，"
QT1
QT2
#
S
h
Q1 Q2
i
=
"
QT1
QT2
#
C
h
Q1 Q2
i
 
mX
i=1
yi
"
QT1
QT2
#
Ai
h
Q1 Q2
i
,
"
QT1 SQ1 Q
T
1 SQ2
QT2 SQ1 Q
T
2 SQ2
#
=
"
QT1CQ1 Q
T
1CQ2
QT2CQ1 Q
T
2CQ2
#
 
mX
i=1
yi
"
QT1AiQ1 Q
T
1AiQ2
QT2AiQ1 Q
T
2AiQ2
#
となる．これと (26)式より，以下の 2式が導ける：
QT1 SQ1 = Q
T
1CQ1  
mX
i=1
yiQ
T
1AiQ1
mX
i=1
yiQ
T
2Ai = Q
T
2C (
... Q2はフルランク行列)．
(27)
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(27)式を用いて (12)式を変換すると，以下のようになる：8>>>>>>>>>>>><>>>>>>>>>>>>:
max
mX
i=1
biyi
s:t: ~S = ~C  
mX
i=1
yi ~Ai
~S 2 Sn+
mX
i=1
yiQ
T
2Ai = Q
T
2C．
(28)
(28)式において， ~S = QT1 SQ1， ~C = QT1CQ1， ~Ai = QT1AiQ1である．
以上より，(12)式に面削減法を適用して，より小さな最適化問題 (28)式を得ることが
できた．
2.3.5 錐拡大法
今，(17)式より削減方向W が求められたとする．このとき，W およびパラメータを
用いて (11)式を以下の形に置き換える：8>><>>:
min C  (X + W )
s:t: Ai  (X + W ) = bi (i = 1; : : : ;m)
(X + W ) 2 Sn+， 2 R．
(29)
W は (17)式より求めたものであるので，C W = 0，Ai W = 0が成り立つ．したがっ
て，(29)式は次の形に変形できる：8>>>><>>>>:
min C X
s:t: Ai X = bi (i = 1; : : : ;m)
~X = X + W
~X 2 Sn+， 2 R．
(30)
(30)式のように，元の問題よりも錐の範囲を拡大して解を求める手法を，錐拡大法と呼
ぶ．(30)式の双対問題は，以下のようになる：8>>>>>>><>>>>>>>:
max
mX
i=1
biyi
s:t: S = C  
mX
i=1
yiAi
S 2 Sn+ \ fWg?．
(31)
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(31)式は，(18)式と等しい．よって，錐拡大法を適用した問題を解くことで，面削減法を
1反復適用した問題の解を得られることが予想される．錐拡大法は，半正定値計画問題の
意味では内点許容解を回復しない．(31)式には，正定値である許容解は存在しないのであ
る．しかし，双対問題 (30)式は実行可能領域が広がっており，内点許容解が存在する可
能性がある．一般に，双対ギャップのある問題では，主問題も双対問題も弱実行可能であ
ることが知られている．このような場合に，双対問題の内点許容解を回復する手法は有効
かもしれない．
(30)式および (31)式では求めた削減方向W をそのまま用いているが，前節で示してい
る通り，W は (25)式のように変形できる．本稿の実験では，求めたW をそのまま用いる
場合と (25)式を用いて変形する場合の 2通りについて，それぞれ錐拡大法を適用して結
果を比較している．
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3 実験1：弱実行可能な場合
3.1 実験内容
本実験の目的は，以下の 3点である．
 弱実行可能な半正定値計画問題に対して面削減法および錐拡大法を適用し，問題の
実行可能性を正確に判定できるか否かを調べる．
 弱実行可能な半正定値計画問題の削減方向を求める際，(19)式と (20)式のどちらが
適しているかを調べる．
 弱実行可能な半正定値計画問題に対して，面削減法および錐拡大法のどちらの手法
が適しているかを調べる．
そこで，(11)式が強実行可能，(12)式が弱実行可能であるような半正定値計画問題をラン
ダムに生成し，面削減法および錐拡大法を用いて実行可能性を判定し，その結果を比較，
考察した．
3.1.1 実験の手順
1つの半正定値計画問題を解く場合，まず始めに与えられた問題を naive定式化または
LMT定式化に変形し，ソルバを用いて削減方向を求める．2.3.3節および 2.3.4節より，半
正定値計画問題に面削減法および錐拡大法を適用する際には，共通する削減方向を用いて
よい．よって，求めた削減方向を用いて面削減法または錐拡大法を適用し，問題を解く．
面削減法を用いて半正定値計画問題を解く手順を，以下に示す．
1. 求めた削減方向を用いて，与えられた問題の双対問題に面削減法を適用し，(28)式
に変形する．
2. (28)式をソルバを用いて解く．
本実験では，手順 1で (28)式に変形する際の反復は 1回のみ行った．
錐拡大法を用いて半正定値計画問題を解く手順を，以下に示す．
1. 求めた削減方向を用いて，与えられた問題の双対問題に錐拡大法を適用し (30)式に
変形する．
2. (30)式をソルバを用いて解く．
問題に錐拡大法を適用する場合，求めた削減方向をそのまま用いる場合と，(25)式を用い
て変形してから用いる場合の 2通りが考えられる．本稿では，以降，求めた削減方向をそ
のまま用いる場合を「錐拡大法 (1)」，(25)式を用いて変形する場合を「錐拡大法 (2)」と
表記する．
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3.1.2 問題の生成方法
以下の方法では，主問題が強実行可能，双対問題が弱実行可能であるような半正定値問
題をランダムに生成する．生成する半正定値問題の主問題および双対問題は，それぞれ
(11)式，(12)式であるとする．また，行列のサイズはN，等式の数はm，実行可能な行
列のランクは r < N であるとし，乱数は区間 (0，1)で一様分布したものを用いた．
まず，以下の方法により ~Ai (i = 1; : : : ;m)，bi (i = 1; : : : ;m)， ~Cを生成する．
Algorithm 1 Calculate ~Ai(i = 1; : : : ;m)，bi(i = 1; : : : ;m)， ~C
R r  r乱数行列
~X = RTR
~S = RTR
~C = ~S
y  r次乱数ベクトル
for i = 1 to m do
~Ai =
 
R +RT

=2
bi = ~Ai  ~X
~C = ~C + yi ~Ai
end for
ここで，求めた ~Ai (i = 1; : : : ;m)，bi (i = 1; : : : ;m)， ~Cを用いて，以下のような最適化
問題 ( ~P )および ( ~D)を考える：
( ~P )
8>><>>:
min ~C X
s:t: ~Ai X = bi (i = 1; : : : ;m)
X 2 Sr+
(32)
( ~D)
8>>>>>>><>>>>>>>:
max
mX
i=1
biyi
s:t: ~S = ~C  
mX
i=1
yi ~Ai
~S 2 Sn+．
(33)
このとき，(32)式および (33)式は共に強実行可能な半正定値計画問題となっている．
次に，以下のようにAi (i = 1; : : : ;m)，Cを生成する：
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Algorithm 2 Calculate Ai(i = 1; : : : ;m)，C
Q N N 直交行列
O1  (N   r) (N   r)零行列
O2  (N   r) r零行列
O3  r  (N   r)零行列
for i = 1 to m do
Ai = Q
T
"
O1 O2
O3 ~Ai
#
Q
end for
C = QT
"
O1 O2
O3 ~C
#
Q
以上で生成したAi (i = 1; : : : ;m)，bi (i = 1; : : : ;m)，Cを用いて半正定値問題を生成
すると，主問題が強実行可能，双対問題が弱実行可能な問題が生成できる．
3.1.3 実験詳細
本実験では，上記の生成方法においてN = 10かつ r = 3の場合，r = 6の場合，r = 9
の場合の 3通り，N = 20かつ r = 3の場合，r = 6の場合，r = 9の場合の 3通り，計
6通りの場合についてランダムに 100問ずつ半正定値問題を生成した．そして，naiveと
LMT，2通りの方法で削減方向を計算し，面削減法と錐拡大法 (1)(2)を用いて生成した問
題の実行可能性を判定した．
3.1.4 実験環境
本稿の実験は，すべて以下の環境にて行った．
OS Mac OS X 10.10.5
CPU Intel Core i5 2.6GHz
メモリ 8GB
ソルバ SDPT3-4.0 on MATLAB 8.5.0.197613(R2015a)
OPTION version=NT, predcorr=1
3.2 結果
3.2.1 削減方向の計算
6通りの問題，計 600問について，naiveと LMTをそれぞれ用いて削減方向を計算し
た結果を，以下の表 1に示す．表 1内の数字は，削減方向の計算時に許容解を得ること
ができた問題の数を表している．表 1が示す通り，naiveと LMTのどちらを用いた場合
も，本実験で生成した全ての問題について，削減方向の計算時に許容解を得ることができ
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表 1: 削減方向の計算結果
N = 10 N = 20
naive LMT naive LMT
r=3 100 100 100 100
r=6 100 100 100 100
r=9 100 100 100 100
た．よって，弱実行可能な問題について面削減法および錐拡大法を適用する場合，naive
と LMTのどちらを用いる場合でも，少なくとも削減方向は求めることができると考えら
れる．
3.2.2 N = 10の場合
r = 3の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 99問，実行可能と回答しなかった問題 (その他と表記)は 1問であった．錐拡大法 (1)
を適用して実行可能と回答した問題は 98問，実行可能と回答しなかった問題は 2問であっ
た．錐拡大法 (2)を適用して実行可能と回答した問題は 96問，実行可能と回答しなかった
問題は 4問であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答し
た問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大法 (1)を適用して
実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡
大法 (2)を適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1
問であった．これらの結果を以下の表 2に示す．表 2より，N = 10かつ r = 3のとき，面
表 2: 実行結果 (N = 10; r = 3)
naive LMT
実行可能 その他 実行可能 その他
面削減法 99 1 99 1
錐拡大法 (1) 98 2 99 1
錐拡大法 (2) 96 4 99 1
削減法，錐拡大法 (1)，錐拡大法 (2)のうちどの手法を適用した場合の結果にも大きな差
が無く，ほとんどの問題を実行可能と判定できていることが分かる．また，naiveとLMT
を比較すると，若干 LMTの方が実行可能と判定できた問題数が多いが，その差は僅かで
あり，LMTの方が優れているとは明言できないと考えられる．したがって，N = 10かつ
r = 3のときは naiveと LMT，および面削減法と錐拡大法 (1)(2)，どの組み合わせを用い
ても大きな差は無く，弱実行可能な半正定値計画問題の実行可能性を，概ね正しく判定す
ることができると考えられる．
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r = 6の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 93問，実行可能と回答しなかった問題は 7問であった．錐拡大
法 (2)を適用して実行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0
問であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は
100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実行可
能と回答した問題は 17問，実行可能と回答しなかった問題は 83問であった．錐拡大法
(2)を適用して実行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0問
であった．これらの結果を以下の表 3に示す．表 3より，N = 10かつ r = 6のとき，面
表 3: 実行結果 (N = 10; r = 6)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 93 7 17 83
錐拡大法 (2) 100 0 100 0
削減法と錐拡大法 (2)を用いた場合には，全ての問題を実行可能と判定できていることが
分かる．しかし，錐拡大法 (1)を用いた場合，削減方向の計算に LMTを用いると，naive
を用いた場合と比較して実行可能性を正しく判定することができた問題数が大きく減少
していることが分かる．よって，N = 10かつ r = 6のとき，面削減法と錐拡大法 (2)は錐
拡大法 (1)よりも実行可能な半正定値計画問題を解くのに適しており，錐拡大法 (1)を用
いる場合には LMTよりも naiveの方が弱実行可能な半正定値計画問題の実行可能性を判
定するのに適していると考えられる．
r = 9の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 94問，実行可能と回答しなかった問題は 6問であった．錐拡大法 (1)を適用して実行
可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大法
(2)を適用して実行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0問
であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は 100
問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実行可能と
回答した問題は 45問，実行可能と回答しなかった問題は 55問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 70問，実行可能と回答しなかった問題は 30問であっ
た．これらの結果を以下の表 4に示す．表 4より，N = 10かつ r = 9のとき，面削減法を
用いた場合にはほとんどの問題を実行可能と判定できており，特に LMTを用いた場合に
は 100問全ての実行可能性を正しく判定することができていることが分かる．しかし，錐
拡大法 (1)および錐拡大法 (2)を用いた場合，削減方向の計算に LMTを用いると，naive
を用いた場合と比較して実行可能性を正しく判定することができた問題数が大きく減少
していることが分かる．よって，N = 10かつ r = 6のとき，面削減法は錐拡大法 (1)と錐
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表 4: 実行結果 (N = 10; r = 9)
naive LMT
実行可能 その他 実行可能 その他
面削減法 94 6 100 0
錐拡大法 (1) 99 1 45 55
錐拡大法 (2) 100 0 70 30
拡大法 (2)よりも弱実行可能な半正定値計画問題の実行可能性を正しく判定するのに適し
ており，面削減法を用いた場合，若干ではあるが LMTを用いて削減方向を求めた方が弱
実行可能な半正定値計画問題の実行可能性を正しく判定することができる確率が高いと
考えらえれる．しかし，錐拡大法 (1)および錐拡大法 (2)を用いる場合には LMTよりも
naiveの方が弱実行可能な半正定値計画問題の実行可能性を判定するのに適していると考
えられる．
3.2.3 N = 20の場合
r = 3の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 92問，実行可能と回答しなかった問題は 8問であった．錐拡大法 (1)を適用して実行
可能と回答した問題は 98問，実行可能と回答しなかった問題は 2問であった．錐拡大法
(2)を適用して実行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0問
であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は 91
問，実行可能と回答しなかった問題は 9問であった．錐拡大法 (1)を適用して実行可能と
回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 95問，実行可能と回答しなかった問題は 5問であっ
た．これらの結果を以下の表 5に示す．表 5より，N = 20かつ r = 3のとき，錐拡大法
表 5: 実行結果 (N = 20; r = 3)
naive LMT
実行可能 その他 実行可能 その他
面削減法 92 8 91 9
錐拡大法 (1) 98 2 99 1
錐拡大法 (2) 100 0 95 5
(1)および錐拡大法 (2) を適用した場合の結果には大きな差が無く，ほとんどの問題を実
行可能と判定できていることが分かる．面削減法を用いた場合は naiveと LMTのどちら
を用いた場合も，錐拡大法 (1)(2)の双方より実行可能性を正しく判定することができた問
題数が若干少ないが，それでも 9割以上の問題の実行可能性を正しく判定することができ
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ている．したがって，N = 20かつ r = 3のときは naiveと LMT，および面削減法と錐拡
大法 (1)(2)，どの組み合わせを用いても大きな差は無く，弱実行可能な半正定値計画問題
の実行可能性を概ね正しく判定することができると考えられる．
r = 6の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であった．錐拡大
法 (2)を適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問
であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は 100
問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実行可能と
回答した問題は 16問，実行可能と回答しなかった問題は 84問であった．錐拡大法 (2)を
適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問であっ
た．これらの結果を以下の表 6に示す．表 3より，N = 20かつ r = 6のとき，面削減法を
表 6: 実行結果 (N = 20; r = 6)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 99 1 16 84
錐拡大法 (2) 99 1 99 1
用いた場合は全ての問題を，錐拡大法 (2)を用いた場合には，ほとんど全ての問題を実行
可能と判定できていることが分かる．しかし，錐拡大法 (1)を用いた場合，削減方向の計
算に LMTを用いると，naiveを用いた場合と比較して実行可能性を正しく判定すること
ができた問題数が大きく減少していることが分かる．よって，N = 20かつ r = 6のとき，
面削減法と錐拡大法 (2)は錐拡大法 (1)よりも実行可能な半正定値計画問題の実行可能性
を正しく判定するのに適しており，錐拡大法 (1)を用いる場合にはLMTよりも naiveの方
が弱実行可能な半正定値計画問題の実行可能性を判定するのに適していると考えられる．
r = 9の問題に対して naiveを用いた結果，面削減法を適用して実行可能と回答した問
題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実
行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0問であった．錐拡大
法 (2)を適用して実行可能と回答した問題は 100問，実行可能と回答しなかった問題は 0
問であった．また，LMTを用いた結果，面削減法を適用して実行可能と回答した問題は
100問，実行可能と回答しなかった問題は 0問であった．錐拡大法 (1)を適用して実行可
能と回答した問題は 51問，実行可能と回答しなかった問題は 49問であった．錐拡大法
(2)を適用して実行可能と回答した問題は 99問，実行可能と回答しなかった問題は 1問で
あった．これらの結果を以下の表 7に示す．表 3より，N = 20かつ r = 9のとき，面削
減法を用いた場合は全ての問題を，錐拡大法 (2)を用いた場合にも，ほとんど全ての問題
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表 7: 実行結果 (N = 20; r = 9)
naive LMT
実行可能 その他 実行可能 その他
面削減法 100 0 100 0
錐拡大法 (1) 100 0 51 49
錐拡大法 (2) 100 0 99 1
を実行可能と判定できていることが分かる．しかし，錐拡大法 (1)を用いた場合，削減方
向の計算に LMTを用いると，naiveを用いた場合と比較して実行可能性を正しく判定す
ることができた問題数が大きく減少していることが分かる．よって，N = 20かつ r = 9
のとき，面削減法と錐拡大法 (2)は錐拡大法 (1)よりも実行可能な半正定値計画問題の実
行可能性を正しく判定するのに適しており，錐拡大法 (1)を用いる場合には LMTよりも
naiveの方が弱実行可能な半正定値計画問題の実行可能性を判定するのに適していると考
えられる．
3.2.4 ソルバの終了条件の変更
N = 10かつ r = 6，N = 10かつ r = 9，N = 20かつ r = 6，N = 20かつ r = 9の 4
通りの場合において，弱実行可能な半正定値計画問題に対して LMTと錐拡大法 (1)を用
いた場合に，「その他」と判定された問題が多いことについて考える．例えば，N = 10か
つ r = 6の問題で「その他」と判定された 83問の内訳は，「lack of progress in infeas」と
いうエラーで止まった問題が 41問，「progress in duality gap has deteriorated」というエ
ラーで止まった問題が 42問であった．今回用いたソルバ，SDPT3の内部では反復を繰り
返して解を求めているが，双方ともに，何らかの数値の進捗が見られなくなって終了して
いる．そこで，LMTを用いて削減方向を計算する際にソルバの終了条件を変更し，新し
く得られた削減方向を用いて再度錐拡大法 (1)を適用する実験を行った．終了条件は，既
定値である 10 8から 10 10，10 12の 2通りに変化させた．その結果を以下の表 8～表 11
に示す． 表 8はN = 10かつ r = 6の場合の結果を，表 9はN = 10かつ r = 9の場合の
表 8: 終了条件変更 (N = 10; r = 6)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 83 11
実行可能と判定した問題数 17 80 81
結果を，表 10はN = 20かつ r = 6の場合の結果を，表 11はN = 20かつ r = 9の場合
の結果を，それぞれ表している．表 8～表 11より，終了条件の変更を行った 4通りの全て
の場合において，終了条件が 10 10のときには実行可能性を正しく判定することができた
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表 9: 終了条件変更 (N = 10; r = 9)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 92 10
実行可能と判定した問題数 45 92 92
表 10: 終了条件変更 (N = 20; r = 6)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 98 23
実行可能と判定した問題数 16 92 95
表 11: 終了条件変更 (N = 20; r = 9)
終了条件 10 8 10 10 10 12
許容解取得数 (削減方向計算時) 100 99 26
実行可能と判定した問題数 51 93 96
問題数が既定値のときに比べて増加していることが分かる．しかし，100問近く実行可能
性を正しく判定することができるようになる場合もあれば，80問程度までしか実行可能
性を正しく判定することができる問題数が増加しない場合もあり，終了条件を厳しくした
としても面削減法と比較すると安定性に欠けると考えられる．また，条件を 10 12に変更
したときは，実行可能性を正しく判定することができた問題数は条件が 10 10のときと比
べて変化が無いか，あるいは僅かに増加しているのに対し，削減方向を計算する際に許容
解を得ることができた問題数が大きく減少していることが分かる．以上より，以下の 2点
が考えられる．
 弱実行可能な半正定値計画問題にLMTを用いて錐拡大法 (1)を適用する場合，削減
方向を計算する際にソルバの終了条件を既定値よりも厳しくした方が，安定して問
題の実行可能性を正しく判定することができる．
 弱実行可能な半正定値計画問題に対して，たとえ削減方向の計算時にソルバが許容
解を返さなくても，最終的に得られている解を用いて錐拡大法 (1)を適用してよい．
3.2.5 ソルバをそのまま用いる場合
N = 10かつ r = 3，6，9の場合，およびN = 20かつ r = 3，6，9の場合の 6通りにつ
いて，面削減法や錐拡大法を適用せず，ソルバをそのまま用いて実行可能性を判定した結
果を以下の表 12に示す．表 12中の数字は，正確に実行可能性を判定することのできた問
題数を表している．表 12より，面削減法および錐拡大法を用いない場合でも，ほぼ全て
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表 12: 実行結果 (sdpt3据え置き)
r = 3 r = 6 r = 9
N = 10 96 100 100
N = 20 95 99 100
の問題の実行可能性を正確に判定できていることが分かる．表 2～7の結果と比較しても，
各手法を用いた場合と同等かそれ以上に正確に実行可能性を判定できていることが分か
る．よって，弱実行可能な問題に対してソルバとして SDPT3を用いる場合，実行可能性
の判定という点では，面削減法および錐拡大法は適用せず，ソルバをそのまま用いた方が
よいと考えられる．
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4 実験2：弱実行不可能な場合
4.1 実験内容
本実験の目的は，以下の 3点である．
 弱実行不可能な半正定値計画問題に面削減法および錐拡大法を適用することが，既
存の手法と比較して有効か否かを調べる．
 弱実行不可能な半正定値計画問題の削減方向を求める際，(19)式と (20)式のどちら
が適しているかを調べる．
 弱実行不可能な半正定値計画問題に対して，面削減法および錐拡大法のどちらの手
法が適しているかを調べる．
そこで，文献 [5]の実験に使用されたものと同じ弱実行不可能な半正定値計画問題を，面
削減法および錐拡大法 (1)，錐拡大法 (2)を用いて実行可能性を判定する実験を行った．そ
して，その結果を文献 [5]の結果と比較した．文献 [5]では弱実行不可能な問題の他，弱実
行不可能か強実行不可能か不明な問題についても同様の実験を行っているが，本稿では弱
実行不可能な問題のみ扱うこととする．
削減方向の計算法および面削減法，錐拡大法 (1)，錐拡大法 (2)を用いて半正定値計画
問題を解く方法は，実験 1と同様のものを用いた．
4.1.1 文献 [5]の実験内容
文献 [5]では，以下の 2項目：
 Ai (i = 1; : : : ;m)が clean/messy
 m = 10=20
の順列，すなわち 4通りの条件についてそれぞれ 100問ずつ弱実行不可能な半正定値計画
問題を生成し，複数のソルバを用いて実行可能性を判定している．そして，ソルバごと
に 100問中何問の実行可能性を正しく判定することができたのか，結果を比較している．
ここで，「clean」とは文献 [5]におけるアルゴリズム 2および 3を用いて生成されたデータ
セットAi (i = 1; : : : ;m)を表す．また，「messy」とはデータセット「clean」を文献 [5]に
おけるMessing stepを用いて変化させたデータセットAi (i = 1; : : : ;m)を表しており，一
般にmessyの方が難しい問題と言われている．以下の表 13に，生成した問題の場合分け
についてまとめた．
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表 13: 場合分け
生成した問題 Ai (i = 1; : : : ;m) m
弱実行不可能
clean
10
20
messy
10
20
4.2 結果
4.2.1 削減方向の計算
naiveおよび LMTのそれぞれについて，表 13の場合分け 1通りにつき 100問，計 400
問の削減方向を計算した結果を，以下の表 14，表 15に示す． 表 14は，m = 10および
表 14: 削減方向の計算結果：naive
m = 10 m = 20
clean messy clean messy
許容解取得 0 0 0 0
実行不可能 79 98 77 97
表 15: 削減方向の計算結果：LMT
m = 10 m = 20
clean messy clean messy
許容解取得 100 100 100 100
実行不可能 0 0 0 0
m = 20の問題について naiveを適用した結果，許容解を得た問題の数および実行不可能
と判定された問題の数を表している．naiveを用いた場合はどの問題においても削減方向
の計算時に許容解を得ることができず，ほとんどの問題でソルバに実行不可能と回答され
た．表 15は，m = 10およびm = 20の問題について LMTを適用した結果，許容解を得
た問題の数および実行不可能と判定された問題の数を表している．LMTを用いた場合は，
全ての問題で許容解を得ることができた．
ソルバに実行不可能と回答された場合，返される削減方向はソルバが実行不可能と判断
した時点での計算結果である．このとき，最適化問題の等式条件を満たした解は返されて
いない．よって，表 14および表 15より，naiveと LMTを比較すると，naiveより LMT
の方が安定して削減方向を求められていると考えられる．
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4.2.2 面削減法および錐拡大法の適用
得られた削減方向を用いて，与えられた問題を (28)式および (30)式に変形し，前述の
400問に対して面削減法および錐拡大法 (1)，錐拡大法 (2)を適用して解いた結果を以下の
表 16，17に示す． 表 16および表 17内の数字は，各手法を各問題に適用した結果，実行
表 16: 実行不可能と判定された問題の数 (m = 10)
naive LMT
clean messy clean messy
面削減法 100 100 100 100
錐拡大法 (1) 84 60 100 97
錐拡大法 (2) 76 36 100 96
表 17: 実行不可能と判定された問題の数 (m = 20)
naive LMT
clean messy clean messy
面削減法 32(68) 24(76) 100 100
錐拡大法 (1) 85 63 100 100
錐拡大法 (2) 59 22 100 99
不可能と判定された問題の数を表している．また，表 17における ()内の数は，その条件
においてソルバが実行可能だと判定した問題の数を表している．
表 16，17より，naiveと LMTの結果を比較すると，m = 10のとき，面削減法を用い
た場合は naiveとLMTの結果に差はない．しかし，錐拡大法 (1)および錐拡大法 (2)を用
いた場合は，どちらの場合においても実行不可能と判定された問題の数は明らかに LMT
の方が多い．また，m = 20のとき，面削減法，錐拡大法 (1)，錐拡大法 (2)のいずれを用
いた場合においても，実行不可能と判定された問題の数は明らかに LMTの方が多い．加
えて，naiveを用いた場合，面削減法を適用すると実行可能だと判定してしまい，弱実行
不可能な問題を正確に判定できていないことが分かる．以上より，弱実行不可能な問題に
面削減法，錐拡大法 (1)(2)を適用する場合は，naiveよりも LMTの方が優れていると考
えられる．
表 16，17より，面削減法と錐拡大法 (1)，錐拡大法 (2)を比較すると，naiveを用いた場
合，m = 10のときは面削減法では cleanおよびmessyどちらの場合でも全ての問題の実
行可能性を正しく判定することができているのに対し，錐拡大法 (1)および錐拡大法 (2)
では cleanとmessyどちらの場合も全ての問題の実行可能性を正しく判定することができ
ていない．よって，m = 10のときに naiveを用いる場合は，錐拡大法 (1)(2)よりも面削
減法の方が優れていると考えられる．しかし，m = 20のとき，面削減法を用いると半分
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以上の問題で実行可能な問題だと判定してしまっており，問題を正確に判定できた数は錐
拡大法 (1)が最も多い．よって，m = 20のときに naiveを用いる場合は，錐拡大法 (1)が
最も優れていると考えられる．LMTを用いた場合，mの値に関わらずいずれの手法でも
ほとんど全ての問題の実行可能性を正しく判定することができているが，m = 10のとき
の錐拡大法 (1)(2)，およびm = 20のときの錐拡大法 (2)では，messyの場合に数問だけ
ではあるが実行可能性を正しく判定できていない問題が存在する．よって，LMTを用い
た場合は，mの値に関わらず錐拡大法 (1)(2)よりも面削減法の方が優れていると考えら
れる．
4.2.3 文献 [5]との比較
文献 [5]で用いられたソルバは SEDUMI，SDPT3，MOSEK，および SEDUMIに Per-
menter and Parrio[7]のアルゴリズムを用いたもの (以下，PP+SEDUMIと表記)の 4種
類である．それぞれのソルバによる実行結果を，以下の表 18に示す．表 18は，m = 10
表 18: 文献 [5]の実行結果 (弱実行不可能な問題)
m = 10 m = 20
clean messy clean messy
SEDUMI 0 0 1 0
SDPT3 0 0 0 0
MOSEK 0 0 11 0
PP+SEDUMI 100 0 0 0
およびm = 20の場合に各ソルバが実行不可能と回答した問題の数を表している．表 18
より，文献 [5]で用いられているソルバでは，ほとんどの場合，生成した問題の実行可能
性を正しく判定することができないことが分かる．特に，問題が弱実行不可能かつmessy
な場合は，どのソルバでも 1問も実行可能性を正しく判定することができていないことが
分かる．また，文献 [5]では SDPT3の仕様が明記されていなかったため，本実験の仕様
で同様の実験を行った．しかし，結果は表 18のものと変わらなかった．
一方，表 16および 17で示している通り，LMTを用いた面削減法および錐拡大法 (1)(2)
では，cleanの場合，どの手法を用いた場合も，mの値に関わらず，100問中 100問の実
行可能性を正しく判定することができている．messyの場合，面削減法を用いた場合はm
の値に関わらず 100問全てを，錐拡大法 (1)(2)を用いた場合もmの値に関わらず，少な
くとも 96問以上は実行可能性を正しく判定することができている．以上より，LMTを用
いた場合は，文献 [5]で用いられている 4つのソルバよりも，弱実行不可能な半正定値計
画問題の実行可能性を判定する場合において優れていると考えられる．
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4.2.4 ソルバの終了条件の変更
表 16および表 17より，削減方向の計算に naiveを用いた場合は LMTを用いた場合に
比べて，実行可能性を正しく判定することができた問題数が少ない．そこで，naiveを用
いて削減方向を計算する際にソルバの終了条件を変更し，新しく得られた削減方向を用い
て再度実験を行った．行った実験は，m = 10の場合の錐拡大法 (1)および (2)，m = 20
の場合の面削減法，錐拡大法 (1)および (2)の 5通りである．終了条件は，既定値である
10 8から 10 10に変化させた．その結果を以下の表 19および表 20に示す． 表 19および
表 19: 終了条件の変更 (naive，m = 10)
10 8 10 10
clean messy clean messy
錐拡大法 (1) 84 60 84 60
錐拡大法 (2) 76 36 0 22
表 20: 終了条件の変更 (naive，m = 20)
10 8 10 10
clean messy clean messy
面削減法 32 24 32 24
錐拡大法 (1) 85 63 85 63
錐拡大法 (2) 59 22 59 22
表 20内の数字は，各条件で実行可能性を正しく判定することができた問題数を表してい
る．また，削減方向を計算する際，終了条件を変更しても許容解を得ることができた問
題は 1問も無かった．表 19および表 20が示す通り，再度実験を行った全ての場合におい
て，終了条件を変更しても実行可能性を正しく判定することができた問題数は増加しな
かった．特に，m = 10のとき，錐拡大法 (2)を用いると，実行可能性を正しく判定する
ことができた問題数は clean，messy共に減少している．以上より，弱実行不可能な半正
定値計画問題に対して naiveを用いる場合，削減方向を計算する際に終了条件を厳しくし
ても，実行可能性を正しく判定することができる問題数は増加しないと考えられる．
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5 実験3：双対ギャップが存在する場合
5.1 実験内容
本実験の目的は，以下の 3点である．
 実行可能だが双対ギャップが存在する半正定値計画問題に対して面削減法および錐
拡大法を適用し，問題の実行可能性を正確に判定できるか否かを調べる．
 実行可能だが双対ギャップが存在する半正定値計画問題の削減方向を求める際，(19)
式と (20)式のどちらが適しているかを調べる．
 実行可能だが双対ギャップが存在する半正定値計画問題に対して，面削減法および
錐拡大法のどちらの手法が適しているかを調べる．
そこで，文献 [6]のアルゴリズム 1.0.3において述べられている，実行可能であるが双対
ギャップが存在する半正定値計画問題を作成する手法を用いて半正定値計画問題を 100問
生成し，面削減法および錐拡大法 (1)(2)を用いて解く実験を行った．
削減方向の計算法および面削減法，錐拡大法 (1)，錐拡大法 (2)を用いて半正定値計画
問題を解く方法は，実験 1と同様のものを用いた．
5.1.1 問題の生成方法
行列の次元が n，データセット数がm，双対ギャップが gであるような半正定値問題を
生成する．このとき，生成する問題を (11)式であるとする．
まず，以下の 2式を満たすように自然数 r1，r3，pを決定する：
r1 + r3 + 1 = n
p  r3．
決定した r3および pを用いて，A1; : : : ; Apを以下のように決定する：
Ai (i = 1; : : : ; p) =
"
O O
O Sr3+
#
．
次に，Ap+1; : : : ; Amを以下のように決定する：
Ai (i = p+ 1; : : : ;m) =
264 O O (Ai)13O (Ai)22 
(Ai)
T
13  
375．
ここで，は任意の要素を持つブロック行列であり，(Ai)13は線形独立である．また，あ
る i 2 fp+ 1; : : : ;mgについて (Ai)22  Oである．最後に，Cおよび bi (i = 1; : : : ;m)を
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以下のように決定する：
C =
264 O O OO pg O
O O O
375， bi = Ai  C (i = 1; : : : ;m)．
5.1.2 生成した問題
今回の実験で用いた問題は，上記の生成方法において
n = 10，m = 10，r1 = 5，p = 4，g = 100
として生成した問題 100問である．
5.2 結果
5.2.1 面削減法および錐拡大法の適用
面削減法および錐拡大法 (1)(2)を用いて，生成した問題 100問を解いた結果を以下の表
21および表 22に示す．表 21および表 22は，面削減法，錐拡大法 (1)，錐拡大法 (2)を用
表 21: naive(双対ギャップあり)
実行可能 実行不可能 その他
面削減法 15 0 85
錐拡大法 (1) 53 0 47
錐拡大法 (2) 57 0 43
表 22: LMT(双対ギャップあり)
実行可能 実行不可能 その他
面削減法 4 2 94
錐拡大法 (1) 58 32 10
錐拡大法 (2) 34 1 65
いた場合に各問題を実行可能，実行不可能と判定した数，およびそのどちらとも判定しな
かった問題の数 (その他と表記)を表している．表 21が示す通り，naiveを用いた場合，錐
拡大法 (1)および錐拡大法 (2)では約半分の問題の実行可能性を正しく判定することがで
きているのに対し，面削減法では 15問しか実行可能性を正しく判定することができてい
ない．また，表 22が示す通り，LMTを用いた場合，錐拡大法 (1)では約半分の問題の実
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行可能性を正しく判定できているのに対し，錐拡大法 (2)では約 3割，面削減法では 4問
しか実行可能性を正しく判定することができていない．以上より，双対ギャップの存在す
る実行可能な問題の実行可能性を判定する場合には，面拡大法よりも錐拡大法，特に錐拡
大法 (1)の方が優れていると考えられる．しかし，錐拡大法 (1)を用いた場合であっても，
LMTを用いた場合は実行不可能と判定した問題が 32問存在していたり，そもそも 100問
中最大で 58問しか正確な判定ができていないため，錐拡大法が双対ギャップが存在する
実行可能な問題の実行可能性を判定するのに適しているとは断言できないと考えられる．
5.2.2 ソルバをそのまま用いる場合
生成した問題 100問に対し，面削減法および錐拡大法を適用せずにソルバをそのまま用
いて解く実験を行った．その結果，100問全ての問題の実行可能性を正しく判定すること
ができた．これより，実行可能だが双対ギャップが存在する半正定値計画問題の実行可能
性を判定する場合は，面削減法および錐拡大法を適用せずにソルバをそのまま用いた方が
よいと考えられる．
5.2.3 双対ギャップ
本実験で生成した問題は，100問全てに双対ギャップが存在し，その値は 100である．し
かし，面削減法を用いると，主問題と双対問題の最適値が一致する．また，5.1.1節より，
今回生成した双対問題の目的関数値は 0である．よって，双対問題の目的関数値 0に合わ
せて，主問題の目的関数値も 0になると考えられる．したがって，問題を解いた際に最
終的に得られた主問題と双対問題の目的関数値の差，すなわち双対ギャップが 0に近けれ
ば，実行可能性を判定するという点とは別に，最適値を求めるという点においては，その
問題に対してうまく各手法を適用できていると考えられる．そこで，生成した問題に対し
て面削減法，錐拡大法 (1)および (2)を適用して解いた場合に得られた目的関数値と双対
ギャップを，naiveと LMTの 2通りについて調べた．結果を，以下の表 23～25に示す．
表 23: 目的関数値の誤差が 10 8以下の問題数：主問題
naive LMT
面削減法 0 0
錐拡大法 (1) 57 36
錐拡大法 (2) 100 100
表 23内の数字は，各手法において求めた主問題の目的関数値の誤差が 10 8以下であった
問題数を表している．表 24内の数字は，各手法において求めた双対問題の目的関数値の
誤差が 10 8以下であった問題数を表している．表 25内の数字は，各手法において双対
ギャップの値が 10 8以下であった問題数を表している．
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表 24: 目的関数値の誤差が 10 8以下の問題数：双対問題
naive LMT
面削減法 0 0
錐拡大法 (1) 57 55
錐拡大法 (2) 100 100
表 25: 双対ギャップが 10 8以下の問題数
naive LMT
面削減法 0 0
錐拡大法 (1) 57 35
錐拡大法 (2) 100 100
表 23～表 25より，錐拡大法 (2)を用いた場合は主問題と双対問題，両方の目的関数値
を全ての問題で正しく求められていることが分かる．他の 2つの手法は程度の差はあれ錐
拡大法 (2)よりも明らかに目的関数値を正しく求められている問題数が少なく，特に面削
減法を用いた場合は，1問も正しい値を求められていない．以上より，実行可能であるが
双対ギャップが存在する半正定値計画問題の目的関数値を求める場合には，錐拡大法 (2)
を用いた方がよいと考えられる．
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6 結論
本稿では，面削減法と錐拡大法 (1)，錐拡大法 (2)の計 3つの手法を用いて，主問題が
強実行可能かつ双対問題が弱実行可能な半正定値計画問題，弱実行不可能な半正定値計画
問題，実行可能だが双対ギャップが存在する半正定値計画問題を解いた．そして，3つの
手法を適用して得られた結果を，それぞれの結果および他のソルバを適用して得られた結
果と比較した．その結果として，主問題が強実行可能かつ双対問題が弱実行可能な半正定
値計画問題について，以下の 3点が判明した．
 naive定式化とLMT定式化のどちらを用いても，概ね正しい削減方向が計算できて
いる．
 錐拡大法を適用する場合，削減方向の計算には naive定式化を用いた方が安定して
問題を解くことができる．
 面削減法の方が，錐拡大法よりも安定して解くことができる．
また，弱実行不可能な半正定値計画問題について，以下の 3点が判明した．
 既存のソルバよりも面削減法および錐拡大法の方が適している．
 削減方向の計算には，LMT定式化の方が適している．
 面削減法と錐拡大法のどちらがより適しているとは明言できない．
加えて，実行可能だが双対ギャップが存在する半正定値計画問題について，以下の 4点が
判明した．
 面削減法よりも，錐拡大法 (1)および錐拡大法 (2)の方が適している．
 しかし，面削減法および錐拡大法のどちらを適用した場合も，解くのに適している
とは断言できない．
 削減方向の計算方法は，解くことができる問題数には関係が無い．
 目的関数値を求める場合，錐拡大法 (2)が適している．
今後の課題としては，実行可能だが双対ギャップが存在する半正定値計画問題の実行可
能性を判定することができるような手法を考えること，より多くの多様な問題を解くこと
などが挙げられる．
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