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INTRODUCTION A` L’E´QUATION DE BURGERS STOCHASTIQUE
ET A` LA BURGULENCE
TAKFARINAS KELAI¨ & SERGEI KUKSIN
Re´sume´. Cet article propose une introduction a` l’e´quation de Burgers visqueuse stochastique
unidimensionnelle pe´riodique, perturbe´e par une force ale´atoire de type bruit blanc en temps,
et suffisamment re´gulie`re en espace. Nous prouvons des re´sultats classiques sur l’existence et
l’unicite´ des solutions, nous e´tudions leur re´gularite´ et nous discutons leurs proprie´te´s quand
le temps tend vers l’infini ou quand la viscosite´ ν tend vers ze´ro. La dernie`re limite de´crit la
turbulence dans l’e´quation de Burgers, nomme´e burgulence par U. Frisch. Notre article sert d’in-
troduction e´le´mentaire aux me´thodes modernes de l’analyse des e´quations aux de´rive´es partielles
stochastiques.
Table des matie`res
1. Introduction 1
2. Estimations de la force ξω 3
3. Proble`me de Cauchy 5
4. Principe du maximum de Kruzˇkov 9
5. Loi de la solution u et les deux semi groupes de Markov 11
6. Convergence faible de mesures 15
7. Bornes supe´rieures pour les normes Sobolev de u 16
8. Bilan de l’e´nergie et bornes infe´rieures 18
9. E´chelle d’espace 20
10. Lemmes de re´currence et L1-contraction 22
11. Les mesures stationnaires et la me´thode de Bogoliubov-Krylov 23
12. L’unicite´ de la mesure stationnaire et la proprie´te´ de me´lange 24
13. Fonction de structure 27
14. Spectre de l’e´nergie 29
15. Appendice A : Le processus de Wiener standard 30
16. Appendice B : Les temps d’atteinte et d’arreˆt, et la proprie´te´ de Markov forte 30
17. Notation 31
Re´fe´rences 31
1. Introduction
On se propose d’e´tudier les proprie´te´s qualitatives de l’e´quation de Burgers visqueuse stochas-
tique avec une force ale´atoire ηω :
(B)
{
ut(t, x) + u(t, x) ux(t, x)− ν uxx(t, x) = ηω(t, x),
t ≥ 0, x ∈ S1 = R/Z.
Ici ν ∈ (0, 1] est la viscosite´. On suppose que pour tout t ≥ 0 :∫
S1
ηω(t, x)dx =
∫
S1
u(0, x)dx = 0.
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D’ici et d’apre`s (B), on a pour tout t ≥ 0∫
S1
u(t, x)dx = 0.
On note H l’espace de Hilbert de´fini par
H = {v ∈ L2(S1) :
∫
S1
v(x)dx = 0},
muni de la norme usuelle et du produit scalaire de L2 qu’on notera || · || et 〈·, ·〉, et de la base
Hilbertienne {ek(x), k ∈ Z∗} avec
(1.1)
{
es =
√
2 cos(2πsx)
e−s =
√
2 sin(2πsx)
s ∈ N⋆.
Notons que si u(x) =
∑
s∈Z∗
us es(x) alors
(1.2) u(x) =
∑
s∈Z∗
ûse
2iπsx, ûs = û−s =
(√
2
)−1
(us−i u−s) pour tout s ∈ N⋆.
Dans la suite, on donne ηω de la forme :
(1.3) ηω(t, x) = ∂tξ
ω(t, x), et ξω(t, x) =
∑
s∈Z∗
bsβ
ω
s (t)es(x),
ou` bs ∈ R et βωs sont des processus de Wiener standard inde´pendants (appendice A), de´finie sur
un espace de probabilite´ standard (Ω,F ,P) [17], [28]. Pour tout m ≥ 0, on pose
(1.4) Bm =
∑
s∈Z∗
|s|2mb2s ≤ +∞.
Nous supposerons toujours que B0 < ∞. On appelle la force ale´atoire ηω le Bruit blanc dans
l’espace H et ξω le processus de Wiener dans H. On dit que uω est une solution de (B), (1.3), si
uω(t, x) − uω(0, x) +
∫ t
0
(u(s, x) ux(s, x)− ν uxx(s, x)) ds = ξω(t, x)− ξω(0, x),
pour tout t ≥ 0, x ∈ S1, et pour tout ω /∈ Q, ou` Q est un ensemble ne´gligeable (C’est-a`-dire,
Q ∈ F tel que P(Q) =0).
L’e´quation (B), (1.3) est un mode`le populaire en physique the´orique moderne [2]. Nous e´tudions
le proble`me de Cauchy relatif a` (B), ainsi que les proprie´te´s qualitatives de ses solutions. A`
savoir, dans les sections 2-6, nous prouvons les proprie´te´s d’existence et d’unicite´ des solutions
de (B) et discutons les processus de Markov correspondants. Puis, dans les sections 7-8, nous
obtenons des bornes supe´rieures et infe´rieures pour les normes Sobolev des solutions, lesquelles
sont asymptotiquement pre´cises quand ν → 0. Dans la section 9, nous de´duisons de ces estimations
que l’e´chelle d’espace pour les solutions de (B) est e´gale a` ν. Les re´sultats des sections 7-9 sont base´s
sur les the`ses [5], [8] (voir aussi [4], [7]), ou` les me´thodes sugge´re´es dans [21], [22] pour e´tudier
l’e´quation de Ginzburg-Landau complexe, sont applique´es a` (B). Dans les sections 10-12, nous
e´tudions les proprie´te´s de me´lange de l’e´quation de Burgers, utilisant l’approche du couplage de
Do¨blin et suivant [7], [23]. Enfin, dans les sections 13-14, on montre que les estimations des sections
7-8 entraˆınent que le spectre de l’energie des solutions de (B) est de la forme de la loi de Kolmogorov
[13], Ek ∼ k−2. La`, nous suivons [8], [7], ou` la de´rivation heuristique du spectre, sugge´re´e dans [1],
est rigoureusement justifie´e, ceci e´tant base´ sur les re´sultats des sections pre´ce´dentes.
Cet article est base´ sur les notes de cours pour la seconde anne´e de Master de Mathe´matiques
Fondamentales a` l’universite´ de Paris Diderot, donne´ par S. K lors des anne´es universitaires
2012/2013 et 2014/2015.
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2. Estimations de la force ξω
Pour T > 0, notons par XT l’espace de Banach C(0, T ;H), muni de la norme ||ξ||XT =
sup
t∈[0,T ]
||ξ(t)||.
The´ore`me 2.1. Il existe une ensemble ne´gligeable Q ∈ F tel que si ω /∈ Q, alors pour tout T > 0
nous avons ξω ∈ XT . De plus, il existe α(T,B0) > 0, C′(T,B0) > 0, et pour chaque p ≥ 1, il
existe C(p, T,B0) > 0 telle que
E[eα||ξ
ω(t)||2 ] ≤ C′,(2.1)
E[ sup
t∈(0,T )
||ξω(t)||]p ≤ C.(2.2)
Si ω ∈ Q, alors on rede´finit ξω par ξω = 0. Ainsi ξω ∈ XT pour tout ω.
De´monstration. E´tape 1 : troncature. Fixons T > 0 et posons pour tout N ∈ N :
H(N) = vect{ej, |j| ≤ N} ⊂ H et ξNω(t, x) =
∑
|s|≤N
bsβ
ω
s (t)es(x).
Alors ξNω est un processus ale´atoire continu dans H(N) 1. Pour t ≥ 0, on a
||ξNω(t)||2 =
∑
|s|≤N
b2sβ
ω
s (t)
2
Maintenant on va estimer les moments exponentiels de sup
t∈(0,T )
||ξNω(t)||. On a imme´diatement pour
tout α > 0 :
E[eα||ξ
Nω(T )||2 ] = E
[
e
α
∑
|s|≤N
b2sβ
ω
s (T )
2
]
=
∏
|s|≤N
E[eαb
2
sβ
ω
s (T )
2
],
car les processus {βs} sont inde´pendants. Comme βs(T ) = N (0,
√
T ), nous avons que
E[eαb
2
sβ
ω
s (T )
2
] =
1√
2πT
∫
R
eαb
2
sx
2
e−
x2
2T dx =
1√
1− 2Tαb2s
, si α <
1
2Tb2s
.
En notant bmax = sups≥1 |bs|, on obtient que
(2.3) E[eα||ξ
Nω(T )||2 ] = e
− 12
∑
|s|≤N
ln(1−2Tαb2s)
, si α <
1
2Tb2max
.
Comme pour tout |x| ≤ 12 nous avons − ln(1− x) ≤ 2x, alors (2.3) implique
(2.4) E[eα||ξ
Nω(T )||2 ] ≤ e
∑
|s|≤N
2Tαb2s
= e2TαB
(N)
, si α <
1
2Tb2max
,
avec B(N) =
∑
|s|≤N
b2s ≤ B0. Or, pour tout p ≥ 1 et α > 0 il existe C(p, α) > 0 telle que pour
chaque x ≥ 0, on a xp ≤ Ceαx2 . Donc, en utilisant l’ine´galite´ (2.4), nous obtenons
E[||ξNω(T )||p] ≤ C(p, T,B0).
Par l’ine´galite´ de Doob (15.1) (appendice A), cette ine´galite´ implique que :
(2.5) E[ sup
t∈(0,T )
||ξNω(t)||]p ≤ C′(p, T,B0), pour p > 1.
L’ine´galite´ pour p = 1 suit de (2.5) avec p = 2.
E´tape 2 : passage a` la limite. Pour N < M, conside´rons
ξMN := ξ
Mω − ξNω =
∑
N<|s|≤M
bsβ
ω
s es.
1. C’est a` dire, pour presque tout ω, l’application t 7−→ ξNω(t) ∈ H(N) est continue.
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Comme E||ξMN (t)||2 =
∑
N<|s|≤M
b2s, alors par l’ine´galite´ de Doob, nous avons
(2.6) E
[||ξMN ||2XT ] = E
[
sup
t∈[0,T ]
||ξMN (t)||2
]
≤ 4
∑
N<|s|≤M
b2s.
On conside`re l’espace de Hilbert L2 = L2(Ω;X
T ). Par (2.6), pour N < M, on a ||ξMω− ξNω||2
L2
≤
4
∑
N<|s|≤M
b2s. Comme
∑
b2s = B0 < ∞, alors {ξMω} ⊂ L2 est une suite de Cauchy et ξMω →
ξω ∈ L2 quand M → +∞. Comme la convergence dans L2 implique la convergence p.p pour
une sous-suite, alors, il existe un ensemble ne´gligeable QT tel que ξMjω → ξω dans XT pour une
sous-suite Mj → +∞ et ω /∈ QT . Soit Q = Q1 ∪Q2 ∪ · · · . Par le proce´de´ diagonale de Cantor, on
construit une suite Mj → +∞ telle que ξMjω → ξω =:
∑
s∈Z∗
bsβ
ω
s es dans X
T , T = 1, 2, · · · et pour
tout ω /∈ Q.
En utilisant cette convergence, la relation (2.4) et le the´ore`me de Beppo-Levi, on obtient
l’ine´galite´ (2.1). De meˆme, (2.5) et le the´ore`me de Beppo-Levi nous donnent (2.2). 
Dans la suite, on de´signe par Hm l’espace de Sobolev de´fini par
Hm = {v ∈ H, v(m) ∈ H},
ou` u(m) := ∂mx u repre´sente la de´rive´e faible en x a` l’ordre m de u. On munit H
m du produit
scalaire homoge`ne
〈u, v〉m =
∫
S1
u(m)(x)v(m)(x)dx,
On note par || · ||m la norme associe´e au produit scalaire. Notons que ∂x : Hm+1 → Hm est un
isomorphisme et ||∂kxu||m = ||u||m+k, pour tout m, k ∈ N.
Si u ∈ H alors u s’e´crit dans la base trigonome´trique (1.1) comme u(x) = ∑
s∈Z∗
uses(x), et la
norme de u dans Hm est
||u||2m = (2π)m
∑
s∈Z∗
|s|2m|us|2.
On utilise cette caracte´risation pour de´finir Hm pour tout m ≥ 0 :
Hm = {u ∈ H, ||u||m <∞}.
Pour m < 0, on de´finit Hm comme le comple´te´ de H par rapport a` la norme || · ||m.
On rappelle l’injection de Sobolev :
(2.7) Hm →֒ Ck(S1)⇐⇒ m > k + 1
2
,
et que l’espace Hm pour m > 12 est une alge`bre Hilbertienne :
(2.8) ||uv||m ≤ cm||u||m||v||m.
Pour T > 0, on note par XTm l’espace de Banach C(0, T ;Hm) muni de la norme ||u||XTm =
sup
t∈[0,T ]
||u(t)||m. Avec ces notations, on a le the´ore`me suivant :
The´ore`me 2.2. Soit m ∈ N et supposons que Bm < ∞. Alors pour chaque ω ∈ Ω et pour tout
T > 0 nous avons ξω ∈ XTm, et il existe α(T,Bm) > 0 telle que
E[eα||ξ
ω(T )||2m ] ≤ C′m,(2.9)
E[ sup
t∈(0,T )
||ξω(t)||m]p ≤ C′′m, ∀p ≥ 1,(2.10)
pour des constantes convenables C′m(T,Bm) > 0, C
′′
m(p, T,B0) > 0.
Ici, comme pour le the´ore`me 2.1, nous avons modifie´ ξω sur un ensemble ne´gligeable.
La de´monstration est similaire a` celle du the´ore`me 2.1.
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3. Proble`me de Cauchy
Dans cette section on e´tudie le proble`me aux limites pe´riodique (B), (1.3) avec la condition
initiale.
(3.1) u(0, x) = u0(x).
3.1. Pre´liminaires. Soit m ∈ N. On conside`re l’e´quation de la chaleur
(CH)
{
vt(t, x) − νvxx(t, x) = ξt(t, x), ξ ∈ XTm
v(0, x) = u0(x).
On dit que v ∈ XTm est une solution de (CH) si pour tout t ∈ [0, T ] :
v(t)− ν
∫ t
0
vxx(s)ds = u0+ξ(t).
Le lemme suivant est un re´sultat e´le´mentaire des e´quations aux de´rive´es partielles paraboliques.
Pour le de´montrer, on de´compose la force ξ et v dans la base trigonome´trique (1.1) et on retrouve
les coefficients de Fourier de v.
Lemme 3.1. Soit m ≥ 0 et T > 0. Alors pour tout ξ ∈ XTm et u0 ∈ Hm, il existe une unique
solution v ∈ XTm de (CH). De plus l’application Hm × XTm → XTm, (u0, ξ) 7−→ v est line´aire et
continue.
3.2. De´composition des solutions de (B). On e´crit maintenant une solution u de (B), (3.1)
comme
u(t, x) = w(t, x) + v(t, x),
ou` v est la solution de (CH). Ainsi, w ve´rifie l’e´quation de Burgers perturbe´e :
(BP)
{
wt − νwxx + 12 ((w + v)2)x = 0,
w(0) = 0.
L’avantage de se ramener de l’e´quation (B) a` (BP) est le fait que tous les coefficients de cette
dernie`re sont re´guliers. Dans la suite on re´sout l’e´quation (BP). On commence par deux lemmes
qui portent sur des ine´galite´s fonctionnelles.
Lemme 3.2. (ine´galite´ de Gagliardo-Niremberg [29])
Pour tout (m, (r, q)) ∈ N∗ × [1,∞]2 et β ∈ [0,m− 1], il existe C(β, q, r,m) > 0 telle que
(3.2) |w(β)|r ≤ C||w||θm|w|1−θq , θ(β, q, r,m) =
β + 1q − 1r
m+ 1q − 12
.
Lemme 3.3. Soit m ∈ N∗, q ∈ [1,∞] et w ∈ Hm+1. Alors, il existe C(m) > 0 telle que
(3.3) |〈∂2mx w, ∂xw2〉| ≤ C||w||1+θm+1|w|2−θq , θ(m, q) =
m+ 2q − 12
m+ 1q +
1
2
,
De´monstration. Par la formule de Leibniz, nous avons
(3.4) |〈∂2mx w, ∂xw2〉| ≤ C(m)
m∑
n=0
∫
|w(n)w(m−n)w(m+1)|dx.
Nous majorons l’inte´grale du membre de droite de (3.4) par l’ine´galite´ de Ho¨lder. On obtient∫
|w(n)w(m−n)w(m+1)|dx ≤ |w(n)|p1 |w(m−n)|p2 ||w||m+1,
avec 1p1 +
1
p2
= 12 . D’ou` en utilisant (3.2) avec m := m+ 1, et r = n puis r = m− n, nous avons∫
|w(n)w(m−n)w(m+1)|dx ≤ C||w||1+θm+1|w|2−θq ,
ou` θ = θ(n, q, p1,m + 1) + θ(m − n, q, p2,m + 1) = m+
2
q
− 12
m+ 1
q
+ 12
. De cette dernie`re ine´galite´ et de la
relation (3.4), on de´duit (3.3). 
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The´ore`me 3.1. Soit m ≥ 1, Bm < ∞, T > 0 et v ∈ XTm. Alors il existe une unique solution
w ∈ XTm de (BP) et il existe Cm(T, ν, ||v||XTm) > 0 telle que
(3.5) ||w(t)||XTm +
∫ T
0
||w(t)||2m+1dt ≤ Cm.
De´monstration. E´tape 0 : unicite´. Soient w′, w′′ ∈ XTm solutions de (BP) et v ∈ XTm. Alors w :=
w′ − w′′ ve´rifie l’e´quation
wt − νwxx = 1
2
((w′ + w′′ + 2v)w)x, w(0) = 0.
En prenant le produit scalaire L2 de cette e´quation avec w, et en faisant des inte´grations par
partie, nous obtenons
1
2
d
dt
||w(t)||2 + ν||w(t)||21 = −
1
2
∫
(w′(t) + w′′(t) + 2v(t))w(t)wx(t)dx.
En utilisant l’ine´galite´ de Cauchy-Schwarz puis l’injection de H1 dans L∞, et l’ine´galite´ de Young,
le membre a` droite est majore´ par∫
|(w′(t) + w′′(t) + 2v)w(t)wx(t)|dx ≤ ||(w′(t) + w′′(t) + 2v(t))w(t)|| · ||wx(t)||
≤ C( C
2ν
||w(t)||2 + ν
2C
||w(t)||21).
Donc ddt ||w(t)||2 ≤ C1||w(t)||2. Comme w(0) = 0, le lemme de Gronwall implique que ||w(t)||2 =
0. D’ou` l’unicite´.
E´tape 1 : estimations a` priori. Supposons que v ∈ XTm et que w ∈ XTm est la solution de (BP) et
montrons d’abord l’ine´galite´ (3.5), ou` a` gauche, m est remplacer par m = 0. Apre`s avoir multiplie´
(BP) par w et inte´gre´ en espace, le membre de gauche s’e´crit comme∫
(wt − νwxx)wdx = 1
2
d
dt
||w(t)||2 + ν||w(t)||21,
et le membre de droite devient
−1
2
∫
((w + v)2)xwdx =
1
2
∫
(w2wx + v
2wx + 2vwwx)dx =
1
2
∫
(v2wx + 2vwwx)dx.
Par l’ine´galite´ de Cauchy-Schwarz puis celle de Young, et utilisant (2.7) avec k = 0, nous obtenons
que le terme a` droite est borne´ par
ν
4
||w(t)||21 + c||v||4XT1 +
ν
4
||w(t)||21 + c||v||2XT1 ||w(t)||
2, c = c(ν).
Donc, on a
d
dt
||w(t)||2 + ν||w(t)||21 ≤ c1||v||2XT1 ||w(t)||
2 + c2||v||4XT1 .
Par le lemme de Gronwall, il en re´sulte que
(3.6) ||w(t)||2 ≤ tc2||v||4XT1 e
c1||v||
2
XT1
t ≤ c0(T ), 0 ≤ t ≤ T.
Maintenant, on va utiliser (3.6) pour estimer ||w(t)||m.Multiplions l’e´quation dans (BP) par w(2m).
Alors, par une inte´gration par parties en espace, nous obtenons
1
2
d
dt
||w(t)||2m + ν||w(t)||2m+1 ≤
∣∣∣∣〈 dmdxm (w(t) + v(t))2, dm+1dxm+1w(t)〉
∣∣∣∣
≤
∣∣∣〈w2(t)(1), w(t)(2m)〉∣∣∣︸ ︷︷ ︸
=:I1
+ 2
∣∣∣〈(wv)(t)(m), w(t)(m+1)〉∣∣∣︸ ︷︷ ︸
=:I2
+
∣∣∣〈v2(t)(m), w(t)(m+1)〉∣∣∣︸ ︷︷ ︸
=:I3
.
Par (3.3) (avec θ = θ(m, 2)), nous avons
|I1| ≤ C1||w(t)||1+θm+1||w(t)||2−θ , θ =
2m+ 1
2m+ 2
.
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L’ine´galite´ de Young applique´e au membre a` droite de cette ine´galite´ implique que
I1 ≤ ν
4
||w(t)||2m+1 + C
′
1||w(t)||c
′
1 .
Nous avons aussi
I2 ≤ ν
4
||w(t)||2m+1 + C
′
2(||v||XTm)||w(t)||c
′
2 , I3 ≤ ν
4
||w(t)||2m+1 + C
′
3(||v||XTm )||w(t)||c
′
3 .
Pour estimer I2 = 2〈wv(t), wx(t)〉m, on utilise (2.8) et (3.2) :
2〈wv(t), wx(t)〉m ≤ C||wv(t)||m||w(t)||m+1 ≤ C1||w(t)||m||v(t)||m||w(t)||m+1
≤ Cm||v(t)||m||w(t)||1− mm+1 ||w(t)||1+
m
m+1
m+1 ,
et on conclut par l’ine´galite´ de Young. De manie`re similaire, on de´rive une estimation du meˆme
type pour I3. En utilisant (3.6), on a
(3.7)
1
2
d
dt
||w(t)||2m +
ν
4
||w(t)||2m+1 ≤ C
′
(||v||XTm )c0(T )c
′
.
Finalement, l’inte´gration de cette relation sur [0, T ] permet de conclure a` la validite´ de (3.5) pour
tout m ≥ 1.
E´tape 2 : approximation de Galerkin. Pour tout N ∈ N, soit
H(N) = vect{ej, |j| ≤ N} ⊂ H,
et {wN} la suite des solutions approche´es de Galerkin du proble`me (BP) de´finie par
wN (t) =
∑
|s|≤N
αs(t)es,
ou` les αs(t) sont a` de´terminer. En effet, en substituant w
N dans l’e´quation de (BP) et en prenant
le produit scalaire L2 dans les deux membres de l’e´galite´ avec ej , |j| ≤ N, nous obtenons une EDO
de la forme :
(3.8)
dαj
dt
(t) = −(2πj)2αj(t) + Pj(α(t), t), αj(0) ≡ 0, |j| ≤ N,
ou` Pj(α, t) est un polynoˆme fini en α = (αk)|k|≤N et en (vk(t))k∈Z∗ . Donc, Pj(α, t) est une fonction
lisse en α et continue en t, on conclut a` l’existence d’une unique solution wN ∈ C1([0, TN [;H(N))
de (3.8) , ou` TN est le temps maximal d’existence.
Exactement comme dans l’e´tape 1, on montre que wN ve´rifie l’ine´galite´ (3.5) et donc ||wN (t)||
est borne´ uniforme´ment en N . En particulier lim sup
t→TN
||wN (t)|| <∞ ce qui implique que TN = T .
E´tape 3 : Convergence. En utilisant l’e´quation (BP), on trouve que {wN} est borne´ dans l’espace
de Hilbert
Wm = {u ∈ L2(0, T ;Hm+1) : ut ∈ L2(0, T ;Hm−1)}.
Comme Wm ⋐ L2(0, T ;H
m) [24, The´ore`me 5.1], alors il existe une sous-suite
{
wNj
}
qui converge
vers w ∈ Wm faiblement dans Wm et fortement dans L2(0, T ;Hm). On proce`de comme dans
[24] pour ve´rifier que w est solution de (BP) et satisfait bien les estimations a` priori. De plus,
Wm ⊂ XTm [25], donc w ∈ XTm.
La suite {wN} est borne´e dans XTm et Hm est relativement compact dans Hm−1. Comme
{∂twN} est borne´ dans L2(0, T ;Hm−1), alors la suite {wN} est e´quicontinue dans Hm−1. Donc,
par le the´ore`me d’Ascoli, {wN} est pre´compact dans XTm−1, et
{
wNj
}
converge vers w dans XTm−1
(Nous utiliserons cette convergence plus tard). 
Remarque 1. Une version simplifie´e de cet argument nous montre que pour tout T > 0, m ≥ 1,
v ∈ XTm et z ∈ XTm−1, l’e´quation line´aire
(3.9)
{
wt − νwxx + (vw)x = z,
w|t=0 = 0,
admet une unique solution w ∈ XTm ve´rifiant :
(3.10) ||w||XTm ≤ C||z||XTm−1 , C = C(ν, T, ||v||XTm).
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3.3. Existence et unicite´ pour Burgers. D’apre`s le lemme 3.1 et le the´ore`me 3.1 on peut
e´noncer le re´sultat suivant :
The´ore`me 3.2. Pour tout T > 0 m ≥ 1, u0 ∈ Hm et ξ ∈ XTm il existe une unique solution u
dans XTm de (B), (1.3),(3.1). De plus, u satisfait
(3.11) || u ||2XTm +
∫ T
0
|| u(t)||2m+1dt ≤ Cm, Cm = Cm(T, ν, || u0 ||m, ||ξ||XTm) > 0
3.4. Analyticite´ du flot. De´sormais, nous e´tudions la re´gularite´ de l’application
Hm ×XTm → XTm, (u0, ξ) 7−→ u
ou` u est la solution de (B), (3.1) avec η = ∂tξ.
Conside´rons l’e´quation de la chaleur
(3.12) wt − νwxx = z, w|t=0 = 0.
Par la remarque 1, si m ≥ 1 et z ∈ XTm−1 alors (3.12) a une unique solution w ∈ XTm et
(3.13) ||w||XTm ≤ C||z||XTm−1 , C = C(m, ν, T ).
Soit m ≥ 1 et notons par XTm,0l′ensemble{w ∈ XTm : w(0) = 0}, et soit L l’application de´finie par
L : XTm+1,0 ∩ C1(0, T ;Hm−1)→ XTm−1, w 7−→ wt − νwxx.
Par (3.13), l’application L−1 : XTm−1 → XTm,0 est une immersion continue. On de´finit l’espace
ZTm = L−1(XTm−1) muni de la norme ||w||ZTm = ||Lw||XTm−1 qui est un espace de Banach. Cet
espace s’injecte continuˆment dans XTm,0 et L de´finit une isome´trie entre ZTm et XTm−1.
Conside´rons l’e´quation (BP) avec v ∈ XTm. Par le the´ore`me 3.1 la solution w ∈ XTm. Donc,
∂x((w + v)
2) ∈ XTm−1 et w = L−1
(− 12∂x((w + v)2)) ∈ ZTm. E´crivons (BP) comme
(3.14) Φ(w, v) = 0, Φ(w, v) = w +
1
2
L−1 ◦ ∂x((w + v)2).
Notons que pour chaque v ∈ XTm l’e´quation Φ(w, v) = 0 posse`de une unique solution w ∈ ZTm.
Lemme 3.4. Pour tout T > 0 et m ≥ 1, Φ de´finit une application analytique de ZTm ×XTm dans
ZTm.
De´monstration. L’application XTm → XTm, w 7−→ (v+w)2 est analytique car polynomiale et conti-
nue [10]. Comme ZTm →֒ XTm,0 alors l’application
ZTm ×XTm → ZTm, (w, v) 7−→ (v + w)2 7−→ ∂x((w + v)2) 7−→ L−1 ◦ ∂x((w + v)2)
est aussi analytique. Donc Φ est analytique. 
Pour tout (w, v) ∈ ZTm×XTm, la diffe´rentielle de Φ en w ∈ ZTm e´value´e en h ∈ ZTm est l’application
dwΦ(w, v)(h) : Z
T
m → ZTm, telle que dwΦ(w, v)(h) = h+ L−1 ◦ ∂x(w + v)h [10]. Cette application
est continue par le lemme 3.4.
Lemme 3.5. Pour tout T > 0, m ≥ 1 et (w, v) ∈ ZTm ×XTm, dwΦ est un isomorphisme de ZTm.
De´monstration. Il est clair que pour tout w, h, g ∈ ZTm et v ∈ XTm, on a dwΦ(h) = g si et seulement
si
(3.15) ht − νhxx + ∂x(w + v)h = Lg.
Comme (w + v, Lg) ∈ XTm × XTm−1, la remarque 1 implique qu’il existe une unique solution
h ∈ XTm,0 de (3.15) et que l’application XTm → XTm,0, Lg 7−→ h est continue. 
Finalement, par les lemmes 3.4 et 3.5, et la version analytique du the´ore`me des fonctions
implicites [27, Appendix B], nous obtenons que l’unique solution w ∈ ZTm de l’e´quation Φ(w, v) = 0
est une fonction analytique de v ∈ XTm. Comme nous avons e´crit la solution u de l’e´quation de
Burgers comme u = v + w, on a par le lemme 3.1, le
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The´ore`me 3.3. Soit m ≥ 1 et T > 0. Si u est la solution de (B),(3.1) avec η = ∂tξ, alors
l’application M : Hm ×XTm → XTm, (u0, ξ) 7−→ u est analytique. En particulier M est continue.
On munit l’espace Hm ×XTm de la norme :
|||(f, h)||| = ||f ||Hm + ||h||XTm .
Proposition 3.1. l’application M du the´ore`me 3.3 est localement Lipschitzienne 2.
De´monstration. Soit m ≥ 1 et T > 0. Nous notons par HmC l’espace de Sobolev complexe (la
complixification de l’espace Hm). On de´finit XTCm et Z
TC
m comme les analogues complexes des
espaces XTm et Z
T
m.
En utilisant la version analytique complexe du the´ore`me des fonctions implicites [27, Appendix
B], nous trouvons que si w′ ∈ ZTCm , v′ ∈ XTCm et Φ(w′, v′) = 0 (cf. (3.14)) alors w′ est une
fonction analytique de v′, et il existe ε = ε(v′) > 0 telle que l’application v′ 7−→ w′(v′) ve´rifiant
Φ(w′(v′), v′) = 0 se prolonge en une application analytique complexe :
Φ : Bεv′ := {v ∈ XTCm : ||v − v′||XTCm < ε} → ZTCm ,
qui est borne´e en norme par une constance K(v′) > 0. De plus, nous pouvons choisir ε =
ε(||v′||XTCm ) et K = K(||v′||XTCm ) telles que ε,K soient des fonctions continues positives. Donc,
il existe ε˜, K˜ ∈ C(R+,R+) tels que l’application M du the´ore`me 3.3 se prolonge en une applica-
tion analytique complexe :
(3.16) M : OC → XTCm ,
ou` OC = {u0 ∈ HmC : || Imu0 ||m ≤ ε˜(||Reu0 ||m)} × {ξ ∈ XTCm : || Im ξ||XTCm ≤ ε˜(||Re ξ||XTCm )},
et telle que ||M(u0, ξ)||XTCm ≤ K˜(|| u0 ||HmC + ||ξ||XTCm ). Chaque couple (u0, ξ) ∈ Hm × XTm se
plonge dans OC ⊂ HmC × XTCm avec son voisinage complexe de rayon ε˜(|||(u0, ξ)|||). Donc, par
l’analyticite´ de (3.16) et l’ine´galite´ de Cauchy [16, Section VII.A], nous avons que pour tout
u0 ∈ Hm et ξ ∈ XTm :
||dM(u0, ξ)||Hm×XTm,XTm ≤ min
(
ε˜(|| u0 ||m), ε˜(||ξ||XTm)
)−1
K˜(|| u0 ||HmC + ||ξ||XTCm ).
Donc, Mt est localement Lipschitzienne. 
Pour t ∈ [0, T ] et m ≥ 1, nous notons par Mt l’application
(3.17) Mt : Hm ×XTm → Hm, (u0, ξ) 7−→ u(t) =M|t=const.
Elle est analytique par le the´ore`me 3.3.
Parfois, on notera
u(·; u0, ξ) =M(u0, ξ)
la solution de (B), (3.1) avec η = ∂tξ, et on notera
uω(·; u0) =M(u0, ξω)
la solution de (B), (1.3), (3.1).
4. Principe du maximum de Kruzˇkov
Le but de cette section est d’estimer u, ux et u
+
x := max(0, ux), en se basant sur la me´thode de
Kruzˇkov [19]. Commenc¸ons avec un lemme e´vident.
Lemme 4.1. Si f ∈ C1(S1;R) telle que ∫
S1
f(x)dx = 0 et f ′(x) ≤ c∗ pour tout x. Alors |f |∞ ≤ c∗
et |f ′|1 ≤ 2c∗.
Le the´ore`me suivant nous fournit des estimations portant sur u+x (t), u(t) dans L∞, et sur ux(t)
dans L1.
2. C’est a` dire, il existe une fonction C ∈ C(R+;R+) telle que pour tout u0 u
′
0 ∈ H
m et ξ, ξ
′
∈ XTm :
||M(u0, ξ)−M(u
′
0, ξ
′
)||
XTm
≤ C(max(|||u0, ξ|||, |||u
′
0, ξ
′|||)|||(u0, ξ)− (u
′
0, ξ
′
)|||.
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The´ore`me 4.1. Soit B4 < ∞, T > 0, t ∈ [0, T ] et u(t, x) solution de (B), (3.1) avec η(t, x) =
∂tξ(t, x), ξ ∈ XT4 et u(0) ∈ H1. Alors, il existe C(T ) > 0 inde´pendante de u0 et de ν ∈ (0, 1], telle
que pour tout θ ∈ (0, T ]
sup
θ≤t≤T
| u+x (t, ·)|∞ ≤ Cθ−1(1 + ||ξ||XT4 ),(4.1)
sup
θ≤t≤T
(| u(t, ·)|∞ + | ux(t, ·)|1) ≤ Cθ−1(1 + ||ξ||XT4 ).(4.2)
De´monstration. Pour simplifier les notations, nous supposons que T = 2. Supposons d’abord que
u(0) ∈ H4. Alors, le the´ore`me 3.2 implique que u ∈ XT4 . On se propose d’e´crire la solution u de
(B), (1.3),(3.1) comme
u = ξ + v.
Par conse´quent, v est solution de
(4.3) vt + uux−νvxx = νξxx.
On de´rive cette e´quation par rapport a` x et on multiplie par t, on trouve
(4.4) tvtx + t(u
2
x+uuxx) = νtvxxx + νtξxxx.
On pose w := tvx et on re´e´crit (4.4) comme
(4.5) (wt − vx) + t u2x+(t u ξxx + uwx) = νwxx + νtξxxx.
Maintenant, on conside`re la fonction w(t, x) sur le cylindre Q = [0, 2] × S1. Comme w|t=0 = 0
et
∫
w(x)dx = 0 alors, soit w est identiquement nulle, soit w atteint son maximum M > 0 en
(t1, x1) ∈ Q avec t1 > 0. Si w est identiquement nulle alors vx(t, x) ≡ 0, et v(t, x) = 0 sur Q.
D’ou` (4.1) et (4.2). Maintenant, supposons que w atteint son maximum M > 0 en (t1, x1) ∈ Q et
notons
(4.6) K := max(1, max
0≤t≤2
|ξ(t, ·)|C3(S1)).
Alors
K ≤ max(1, C||ξ(t, ·)||XT4 ) <∞, C > 0
De´montrons que
(4.7) M ≤ 9K.
Par un raisonnement par l’absurde, supposons que M > 9K. Comme ξ, u ∈ XT4 , on trouve de
l’e´quation (4.5) que wt, wx, wxx ∈ C(Q) [12]. Alors les conditions d’optimalite´ impliquent que
(4.8) wt ≥ 0, wx = 0 et wxx ≤ 0 au point (t1, x1).
Par (4.8) et (4.5), on a au point (t1, x1), la relation
−vx + t u2x+t u ξxx ≤ νtξxxx.
On multiplie cette dernie`re ine´galite´ par t et en utilisant le fait que w(t1, x1) = M et t
2 u2x =
(w + tξx)
2, nous avons au point (t1, x1),
(4.9) −M + (M + tξx)2 + t2 u ξxx ≤ νt2ξxxx.
Comme t ≤ 2, par (4.6) on a
(4.10) |t∂jxjξ| ≤ 2K, j = 0, . . . , 3.
De plus,
(4.11) (M + tξx)
2 ≥ (M − 2K)2, au point (t1, x1),
car M > 2K. De plus,
∫
S1
tv(x)dx = 0 et tvx = w ≤M , alors le lemme 4.1 implique que |tv| ≤M ,
ce qui entraˆıne
(4.12) |t u | ≤ |tξ|+M ≤ 2K +M, ∀(t, x) ∈ Q,
et
|t2 u ξxx| = |(t u)(tξxx)| ≤ (2K +M)(2K), ∀(t, x) ∈ Q.
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Comme νt2ξxxx ≤ 4K, alors en utilisant (4.12), on en de´duit que
−M + (M − 2K)2 ≤ 2K(2K +M) + 4K,
Cette dernie`re relation implique que M < 6K +2. Comme M > 9K et K ≥ 1 alors 6K +2 < 9K.
D’ou` la contradiction, et (4.7) est e´tabli.
Comme t ux = w+ tξx etM ≤ 9K, alors pour tout (t, x) ∈ Q, on a t ux ≤ 11K. Donc, u satisfait
(4.1) si u(0) ∈ H4. Encore une fois, le lemme 4.1 implique que
t| u |∞, t| ux |1 ≤ 22K ≤ 22(1 + ||ξ||XT4 ),
c’est-a`-dire, u satisfait (4.2) si u(0) ∈ H4.
Maintenant, supposons que u(0) ∈ H1 est montrons que la solution u ∈ H1 de (B) ve´rifie bien
(4.1) et (4.2). Choisissons une suite {uj(0)}j∈N ∈ H4 qui converge vers u(0) dans H1. Pour chaque
j ∈ N, uj(0) de´finit une solution uj ∈ H4 de (B) qui satisfait (par ce qui pre´ce`de) (4.1) et (4.2).
Par conse´quent, pour tout x ∈ S1
(4.13) | u+x (t, x)| ≤ | u+x (t, x)− uj+x (t, x)| + C(1 + ||ξ||XT4 ), C > 0.
Par le the´ore`me 3.3 avec m = 1,
(4.14) uj(t, ·)→ u(t, ·) dans H1.
D’ici {ujx(t, x)} converge (a` extraction d’une sous-suite) vers ux(t, x) p.p en x. En passant a` la
limite dans (4.13) quand j → +∞ nous obtenons que | u+x (t, x)| ≤ C(1 + ||ξ||XT4 ) p.p, et (4.1) est
ve´rifie´e.
La convergence (4.14) et le fait que (4.2) est vrai pour uj implique que (4.2) reste vrai pour
u . 
Par le the´ore`me 2.2 et le the´ore`me 4.1, nous avons imme´diatement le :
Corollaire 4.1. Si B4 < ∞ et u(0) ∈ H1, alors pour tout p ≥ 1 et 0 < θ ≤ T, il existe
C(p, T,B4) > 0 telle que
E[ sup
θ≤t≤T
| u+x (t, ·)|p∞] ≤ Cθ−p,
E[ sup
θ≤t≤T
(| u(t, ·)|p∞ + | ux(t, ·)|p1)] ≤ Cθ−p.
5. Loi de la solution u et les deux semi groupes de Markov
Soit (X,BX) et (Y,BY ) deux espaces mesurables. Par exemple,X et Y sont deux sous-ensembles
ferme´s d’espaces de Banach, munis de leurs tribus Bore´liennes [28]. Soit F : X → Y une application
mesurable. Notons par P(X,BX) (resp. P(Y,BY )) l’espace des mesures de probabilite´s sur (X,BX)
(resp. (Y,BY )). Rappelons [28] que F de´finit l’application
F∗ : P(X,BX)→ P(Y,BY ), m 7−→ F ◦m,
ou` pour tout Q ∈ BY : (F ◦m)(Q) = m(F−1(Q)). L’application F∗ est line´aire dans le sens ou` :
(5.1) F∗(am1 + (1− a)m2) = aF∗(m1) + (1− a)F∗(m2),
pour tout m1,m2 ∈ P(X,BX) et a ∈ [0, 1].
Lemme 5.1. [28] Soient X et Y deux espaces de Banach se´parables et µ ∈ P(X). Alors, il existe
une variable ale´atoire ς : Ω→ X telle que sa loi, note´e D(ς), est e´gale a` µ. De plus, si F : X → Y
est une application mesurable, alors F ◦ µ = D(F ◦ ς).
Soit m ≥ 0. On munit l’espace de Banach se´parable XTm de sa tribu Bore´lienne B : = BXTm .
On note par P(XTm) l’espace des mesures de probabilite´ Bore´liennes sur (XTm,B), et par Cb(XTm)
l’espace des fonctions continues et borne´es sur XTm muni de la norme de convergence uniforme
[11]. On rappelle (the´ore`me 2.2) que si Bm < ∞, m ≥ 1, alors ξω de´finit une variable ale´atoire
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ξ : Ω → XTm. Sa loi, note´e D(ξω), est la mesure π = ξ ◦ P, c’est-a`-dire, la mesure telle que pour
tout Q ∈ B(XTm) : π(Q) = P{ω : ξω ∈ Q}. Alors, pour tout f ∈ Cb(XTm), on a
〈f, π〉 :=
∫
XTm
f(ξ)π(dξ) =
∫
Ω
f(ξω)P(dω) = E[f(ξω)],
(voir [28]). Soit f ∈ (XTm)∗, c’est-a`-dire, f est une forme line´aire continue sur XTm. Comme les
processus {βs} sont inde´pendants, alors
f ◦ π = D
(
f
(∑
s∈Z∗
bsβ
ω
s (t)es(x)
))
= D
(∑
s∈Z∗
bsf(β
ω
s (t)es(x))
)
= π1 ⋆ π2 ⋆ · · · .
Ici πj = D
(
bjf(ejβ
ω
j )
)
et ⋆ est la convolution des mesures. Comme les πj sont des mesures
Gaussiennes alors f ◦ π l’est aussi [28]. C’est a` dire, π est une mesure Gaussienne dans l’espace de
Banach XTm [6], [20]. Comme πj de´pend seulement de f, bs et de la loi de β
ω
s alors
(5.2) π de´pend seulement de la suite {bk, k ∈ Z∗}.
Notons qu’on peut obtenir (2.9) comme conse´quence du ce´le`bre the´ore`me de Fernique qui affirme
que si µ est une mesure Gaussienne dans un espace de Banach X , alors il existe un re´el positif α
tel que ∫
X
e(α||x||X)µ(dx) <∞ (voir [6], [20]).
Soit Bm <∞, m ≥ 1. Conside´rons le proble`me de Cauchy (B), (1.3), (3.1). Soit m0 ∈ P(Hm)
et uω0 ∈ Hm une variable ale´atoire inde´pendante de ξω, telle que D(uω0 ) = m0 (lemme 5.1). Alors
P(Hm ×XTm) ∋ D(uω0 , ξω) = m0 ×D(ξω).
On note dans la suite D(ξω) par π. On supposera π fixe´ et on e´tudie la de´pendance de la loi de la
solution uω(t, x) du proble`me de Cauchy par rapport a` m0. On de´signe par u
ω(t; uω0 ) la solution
issue de uω0 a` l’instant t, et on construit l’application S
∗
t de´finie par :
S∗t : P(Hm)→ P(Hm), m0 7→ Mt ◦ (m0 × π) := D(uω(t; uω0 )),
(cf. the´ore`me 3.3 et (3.17)). L’application S∗t est line´aire (cf. (5.1)).
Lemme 5.2. Soient u˜ω une solution de (B) avec η˜ω = ∂tξ˜
ω , ξ˜ω(t, x) =
∑
s∈Z∗
bsβ˜
ω
s (t)es(x), et
{β˜ωs (t), s ∈ Z∗} sont des processus de Wiener standard inde´pendants. Soit u˜ω(0) = u˜ω0 ∈ Hm une
variable ale´atoire inde´pendante de ξ˜ω telle que D(u˜ω0 ) = m0. Alors D(u˜(t)) = S∗t (m0), pour tout
t ∈ (0, T ).
De´monstration. Par le the´ore`me 3.3, nous avons u˜ω(t) = Mt(u˜ω0 , ξ˜ω), et par le lemme 5.1, nous
obtenons que D(u˜(t)) =Mt ◦ D(u˜ω0 , ξ˜ω). E´tant donne´ (5.2) et comme u˜ω0 est inde´pendante de ξ˜ω,
alors
D(u˜ω0 , ξ˜ω) = D(u˜ω0 )×D(ξ˜ω) = m0 × π.
Donc, D(u˜(t)) =Mt ◦ (m0 × π) = S∗t (m0). 
Si u0 := v ∈ Hm est inde´pendante de ω, alors D(u0) = δv ∈ P(Hm) est la mesure de Dirac et
S∗t (δv) = D(u(t; v)). On conside`re l’application
Σ : R+ ×Hm → P(Hm), (t, v) 7→ S∗t (δv) = D(u(t; v)) = Σt(v).
Elle est appele´e : la fonction de transition de Markov.
The´ore`me 5.1. S∗0 = Id et pour tout t1, t2 ≥ 0 :
(5.3) S∗t1 ◦ S∗t2 = S∗t1+t2 .
On dit que {S∗t }t≥0 est le semi groupe de Markov dans P(Hm) de l’e´quation (B).
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De´monstration. La premie`re affirmation est e´vidente. Pour de´montrer la dernie`re, on fixe t1, t2 ≥ 0
et on pose µi := D(uω(ti; uω0 )) pour i = 1, 2. Notons v(t, x) = u(t1 + t; uω0 ). Alors v ve´rifie le
proble`me de Cauchy {
vt + vvx − νvxx = η˜ω,
v(0, x) = v0,
ou` η˜ω(t, x) = ηω(t1 + t, x) et v0 = u(t1; u
ω
0 ). C’est a` dire,
η˜ω(t, x) = ∂t(ξ
ω(t1 + t, x)) = ∂t(ξ
ω(t1 + t, x)− ξω(t1, x)) := ∂t(ξ˜ω(t, x)).
et
ξ˜ω(t, x) =
∑
s∈Z∗
bs(β
ω
s (t+ t1)− βωs (t1))es(x).
Comme {βωs } sont des processus de Wiener standards inde´pendants alors {βωs (t+t1)−βωs (t1)} l’est
aussi (appendice A). Ainsi, nous avons que D(ξ˜ω) = D(ξω). La variable ale´atoire vω0 = u(t1, uω0 )
ne de´pend que de uω0 et (ξ
ω(t), 0 ≤ t ≤ t1). Par conse´quent, elle est inde´pendante des incre´ments
(ξω(t1 + t) − ξω(t1), t ≥ 0) (qui sont inde´pendants de uω0 et des (ξω(t), 0 ≤ t ≤ t1)). Donc, par le
lemme 5.2, on a que
D(v(t2)) = S∗t2(µ1) = S∗t2 ◦ S∗t1(m0).
Comme D(v(t2)) = D(u(t1 + t2); u0) = S∗t1+t2(µ1), alors nous obtenons (5.3). 
Notons par Lb(H
m) l’espace vectoriel des fonctions borne´es sur Hm, et pour tout t ≥ 0,
conside´rons l’application St : Cb(Hm)→ Lb(Hm) de´finie par
(5.4) Stf (v) := E[f(u(t; v)], f ∈ Cb(Hm), v ∈ Hm.
Par de´finition de St, on a
(5.5) Stf (v) = 〈f,D(u(t; v))〉 = 〈f,Mt ◦ (δv × π)〉 = 〈f,Σt(v))〉.
The´ore`me 5.2. Soit m ≥ 1 et t ≥ 0. Alors
(1) St(Cb(Hm)) ⊂ Cb(Hm).
(2) L’application St est line´aire et positive.
(3) L’application St : Cb(Hm)→ Cb(Hm) est continue et sa norme est e´gale a` 1.
(4) Pour tout f ∈ Cb(Hm) et µ dans P(Hm) nous avons que
(5.6) 〈Stf, µ〉 = 〈f, S∗t (µ)〉.
De´monstration. 1) Si f ∈ Cb(Hm) alors par (5.4) :
Stf(v) = E[f(u(t; v)] = E[f ◦Mt(v, ξω)].
Si vn → v dans Hm alors pour chaque ω, f ◦Mt(vn, ξω)→ f ◦Mt(v, ξω) dans Hm (car f ◦Mt est
continue). Alors, par le the´ore`me de convergence domine´e de Lebesgue : Stf(vn)→ Stf(v), donc
Stf ∈ Cb(Hm).
2) La line´arite´ et la positivite´ de St sont e´videntes.
3) La relation St1 = 1 ou 1(u) = 1 pour tout u est triviale. Soit f dans Cb(Hm) et notons par
d = ||f ||. Alors
−d1 ≤ f ≤ d1.
En utilisant la positivite´ de St et cette relation nous avons que −d1 ≤ Stf ≤ d1, d’ici ||Stf || ≤ ||f ||.
Donc |St|Cb,Cb ≤ 1, et St est continue. Finalement, comme St1 = 1 alors |St|Cb,Cb = 1.
3) Nous avons
〈f, S∗t (µ)〉 = 〈f,Mt ◦ (µ× π)〉 = 〈f ◦Mt, µ× π〉.
Puis par le the´ore`me de Fubini :
〈f ◦Mt, µ× π〉 =
∫
Hm
∫
Hm
(f ◦Mt)(v, ξ)π(dξ)︸ ︷︷ ︸
(Stf)v
µ(dv) = 〈Stf, µ〉.

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On de´montre dans ce qui suit que la famille d’ope´rateurs {St, t ≥ 0} forment un semi groupe.
The´ore`me 5.3. Nous avons S0 = Id et pour tout t1, t2 ≥ 0
(5.7) St1 ◦ St2 = St1+t2 .
On dit que {St}t≥0 est le semi groupe de Markov dans Cb(Hm) de l’e´quation (B).
De´monstration. Soit t1, t2 > 0, f ∈ Cb(Hm) et v ∈ Hm. Par le the´ore`me 5.2, on a (St1+t2f)v =
〈f, S∗t1+t2(δv)〉 et par le the´ore`me 5.1 〈f, S∗t1+t2(δv)〉 = 〈f, S∗t1 ◦ S∗t2(δv)〉. Encore une fois par
le the´ore`me 5.2 〈f, S∗t1 ◦ S∗t2(δv)〉 = 〈St1f, S∗t2(δv)〉 = 〈St2 ◦ St1f, δv〉. Finalement (St1+t2f)v =
(St2 ◦ St1f)v. 
The´ore`me 5.4. (Relation de Kolmogorov-Chapman)
Pour tout t1, t2 ≥ 0, m ≥ 1 et v ∈ Hm, on a
(5.8) Σt1+t2(v) =
∫
(Σt2(u)) Σt1(v) (du) .
Ici, l’inte´grale de droite est l’inte´grale de la fonction u 7−→ Σt2(u) ∈ P(Hm) par rapport a` la
mesure Σt1(v) [9]. Alors, pour tout f ∈ Cb(Hm) :
(5.9) St1+t2f(v) = 〈Σt1+t2(v), f〉 =
∫
〈Σt2(u), f〉Σt1(v)(du).
De´monstration. L’inte´grale a` droite de (5.9) est e´gale a`
∫
St2f(u)Σt1(v)(du) = (St1 ◦ St2f) (v).
Alors, (5.9) est une conse´quence de (5.7). Comme les termes a` gauche et a` droite de (5.9) sont les
inte´grales d’une fonction arbitraire f ∈ Cb(Hm) par rapport aux deux mesures de´finies dans (5.8),
alors (5.8) est une conse´quence de (5.9).

Le the´ore`me 5.4 peut eˆtre ge´ne´ralise´ :
Proposition 5.1. Pour tout t1, t2 ≥ 0, m ≥ 1 et v ∈ Hm, si f ∈ Cb(Hm) et Φ est une fonction
borne´e et mesurable sur Xt1m , alors
(5.10) E[Φ(u(τ ; v)|τ∈[0,t1])f(u(t1 + t2; v))] = E[Φ(u(τ ; v)|τ∈[0,t1])〈Σt2(u(t1; v)), f〉].
Notons que (5.10) est e´gale a` (5.9) si Φ ≡ 1.
De´monstration. Nous raisonnons comme dans la de´monstration du the´ore`me 5.1. Conside´rons des
espaces de probabilite´ (Ωi,Fi,Pi) , i = 1, 2, et (Ω,F ,P) = (Ω1×Ω2, ,F1×F2,P1×P2). Soit {βωis ,
s ∈ Z∗}, i = 1, 2, des processus de Wiener standard inde´pendants de´finies sur (Ωi,Fi,Pi) , i = 1, 2.
Pour t1, t2 ≥ 0 et ω = (ω1, ω2) ∈ Ω, on pose :
βωs (t) =
{
βω1s (t), 0 ≤ t ≤ t1
βω1s (t1) + β
ω2
s (t− t1), t1 ≤ t ≤ t2,
qui sont des processus de Wiener standard inde´pendants. On choisit cette forme de {βωs , s ∈ Z∗}
pour la force ξ (voir (1.3)). Dans ce cas, pour 0 ≤ t ≤ t1, la solution uω(t; v) = uω1(t; v) ne de´pend
pas de ω2, et pour t1 ≤ t ≤ t2, l’e´quation pour uω(t; v) de´pend seulement de ω2. Donc,
uω(t1 + t; v) = u
ω2(t; uω1(t1; v)),
et l’inte´grale a` gauche de (5.10) s’e´crit :∫
Ω
Φ(uω(τ ; v)|τ∈[0,t1])f(u
ω(t1 + t2; v)P(dω)
=
∫
Ω1
∫
Ω2
Φ(uω1(τ ; v)|τ∈[0,t1])f(u
ω1,ω2(t1 + t2; v)P1(dω1)P2(dω2)
=
∫
Ω1
(∫
Ω2
f(uω2(t2; u
ω1(t1; v))P2(dω2)
)
Φ(uω1(τ ; v)|τ∈[0,t1])P1(dω1)
=
∫
Ω
〈Σt2(u(t1; v)), f〉Φ(uω(τ ; v)|τ∈[0,t1])P(dω).
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Et (5.10) est ve´rifie´. 
Le the´ore`me 5.1 et (5.9) impliquent que pour 0 < t1 < t1+ t2 et pour chaque donne´e initiale u
ω
0
inde´pendante de la force ηω de la forme (1.3), la loi de la solution u(t1+ t2; u0) est une fonction qui
de´pend seulement de la loi de u(t1; u0). On appelle cela : la proprie´te´ de Markov. C’est la raison
pour laquelle il est plus facile d’e´tudier l’e´quation de Burgers stochastique avec une force ηω qui
est un bruit blanc plutoˆt qu’avec une autre force ale´atoire.
6. Convergence faible de mesures
On rappelle ici quelques re´sultats sur la notion de convergence faible de mesures [3], [11], [28].
Soit X un espace de Banach se´parable, OX ⊂ X un ferme´ (par exemple, OX = X). On note
L(OX) := {f ∈ Cb(OX) : Lip(f) <∞},
ou` Lip(f) de´signe la constante de Lipschitz de f. L’espace L(OX) muni de la norme
||f ||L = ||f ||L(X) := ||f ||+ Lip(f)
est un espace de Banach non se´parable [11],[23].
De´finition 6.1. On dit qu’une suite {µn} ⊂ P(OX) converge faiblement vers µ ∈ P(OX), et on
note µn ⇀ µ, si et seulement si
∀f ∈ Cb(OX) : 〈µn, f〉 → 〈µ, f〉.
La convergence µn ⇀ µ n’implique pas la convergence de µn(Q) vers µ(Q), Q ∈ B(OX).
Pourtant
(6.1) µn(Q) ≥ lim
n→+∞
supµn(Q), si Q est ferme´ et µn ⇀ µ (voir [3], [11], [28]).
De´finition 6.2. Si µ et ν sont des e´le´ments de P(OX), alors la distance Lipschitz-duale (ou
Lip-duale) entre µ et ν est de´finie par
||µ− ν||∗L(X) := sup
||f ||L(X)≤1
(〈f, µ〉 − 〈f, ν〉).
Le the´ore`me suivant duˆ a` Kantorovitch caracte´rise la convergence faible de mesures par la
distance Lipschitz-duale [11].
The´ore`me 6.1. Soit X un espace de Banach se´parable, OX ⊂ X un ferme´. Alors
(1) (P(OX), || · ||∗L(X)) est un espace me´trique complet.
(2) Si {µn} ⊂ P(OX) et µ ∈ P(OX) alors
µn ⇀ µ⇐⇒ ||µn − µ||∗L(X) → 0.
The´ore`me 6.2. Pour tout t ≥ 0 et m ≥ 1, l’application S∗t : P(Hm) → P(Hm) est faiblement
continue, c’est-a`-dire, si µn ⇀ µ alors S
∗
t µn ⇀ S
∗
t µ.
De´monstration. Soit µn ⇀ µ et f ∈ Cb(Hm). On a par (5.6) : 〈S∗t µn, f〉 = 〈µn, Stf〉 et 〈S∗t µ, f〉 =
〈µ, Stf〉. Comme Stf ∈ Cb(Hm), on a 〈µn, Stf〉 → 〈µ, Stf〉. Donc, S∗t µn ⇀ S∗t µ. 
De´finition 6.3. Soit M un ensemble de mesures de P(OX).
(1) M est dit tendu, si pour tout ε > 0, il existe un compact Kε ⊂ OX tel que
µ(Kε) ≥ 1− ǫ, ∀µ ∈M.
(2) M est dit faiblement relativement compact, si toute suite {µn} ⊂M admet une sous-suite
faiblement convergente dans P(OX).
Le the´ore`me suivant duˆ a` Prokhorov caracte´rise les ensembles de mesures faiblement relative-
ment compact [3], [11], [28].
The´ore`me 6.3. Un ensemble de mesures M ⊂ P(OX) est tendu si et seulement si M est faible-
ment relativement compact.
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7. Bornes supe´rieures pour les normes Sobolev de u
Dans la suite nous supposerons toujours que B4 <∞.
Le but de cette section est d’estimer l’espe´rance mathe´matique des normes E[|| u(t)||2m], m ≥ 1,
de la solution u(t) de (B) uniforme´ment en ν ∈ (0, 1] et en u0 ∈ H1.
On se donne u ∈ XTm solution de (B), et on rappelle brie`vement la formule d’Itoˆ [14], [17], [26].
Soit f une fonction sur Hm de classe C2. Alors la formule d’Itoˆ implique que 3
(7.1)
d
dt
E[f(u(t))] = E
[
df(u(t))L(u(t)) +
1
2
∑
s∈Z∗
b2sd
2f(u(t))(es, es)
]
,
ou` L(u) = ν uxx− uux . La relation (7.1) est une e´galite´ formelle. Elle devient une affirmation
rigoureuse si on suppose des restrictions sur f [23, Appendix A7]. Nous discuterons cela plus tard.
Soit x ∈ R+, on note par ⌈x⌉ la partie entie`re par exce`s de x :
⌈x⌉ = min{l ∈ N : l ≥ x}.
The´ore`me 7.1. Soit T > θ > 0,m ≥ 1 et ν ∈ (0, 1]. Si B⌈m⌉ <∞, alors il existe Cm(θ,B⌈m⌉, B4) >
0 telle que pour tout u0 ∈ H1, la solution u de (B), (1.3), (3.1) satisfait
(7.2) E[|| u(t)||2m] ≤ Cmν−(2m−1), ∀θ ≤ t ≤ T.
De´monstration. Par Cmj , c
′
m, C
′
mj , . . . etc, nous notons des constantes positives qui ne de´pendent
que de m, θ, B4 et B⌈m⌉. On supposera d’abord que m ∈ N∗.
i) En premier lieu, nous pre´sentons une preuve base´e sur une application formelle de la formule
(7.1) et nous expliquerons plus tard comment convertir cet argument en une preuve rigoureuse.
Supposons d’abord que u0 ∈ Hm, alors la solution u = uω ∈ XTm (cf. the´ore`me 3.2) pour chaque
ω.
On applique (7.1) a` la fonction f(u) = || u ||2m = 〈(−∆)m u, u〉. On a df(u)v = 2〈(−∆)mu, v〉 et
d2f(u)(es, es) = 2〈(−∆)mes, es〉 = (2πs)2m〈es, es〉 = (2πs)2m, donc (7.1) s’e´crit comme
(7.3)
d
dt
E[|| u ||2m] = −E[〈(−∆)m u, ∂x u2〉]− 2νE[〈(−∆)m u, (−∆)u〉] +B
′
m,
ou` B
′
m = (2π)
2mBm =
∑
s∈Z∗
b2s(2πs)
2m.
Par le lemme 3.3 (avec q =∞), et le fait que | u |∞ ≤ | ux |1, nous avons
(7.4) |E[〈(−∆)m u, ∂x u2〉]| ≤ CmE[|| u ||α+1m+1| ux |2−α1 ], α =
2m− 1
2m+ 1
.
L’ine´galite´ de Ho¨lder applique´e au membre a` droite avec p = 2m+12m , et le corollaire 4.1 impliquent
que pour tout θ′ := θ2 ≤ t ≤ T :
E[| ux |2−α1 || u ||α+1m+1] ≤
(
E[| ux |(2−α)qm1 ]
) 1
qm
(
E[|| u ||2m+1]
) 1
p ≤ Cm
(
E[|| u ||2m+1]
) 2m
2m+1 .
On pose Xj(t) = E[|| u ||2j ], j ∈ N∗. D’apre`s les estimations pre´ce´dentes, la relation (7.3) s’e´crit
(7.5)
d
dt
Xm(t) ≤ B′m − 2νXm+1(t) + CmXm+1(t)
2m
2m+1 , θ′ ≤ t ≤ T.
Comme pre´ce´demment, l’ine´galite´ (3.2) (avec θ(m,∞, 2,m + 1)), celle de Ho¨lder et le corollaire
4.1 impliquent que :
Xm(t) ≤ Cm1Xm+1(t)
2m−1
2m+1 (E[| ux |a1 ])b ≤ Cm2Xm+1(t)
2m−1
2m+1 ,
pour des constantes convenables a, b > 0, si θ′ ≤ t ≤ T . Alors
(7.6) Xm+1(t) ≥ Cm3Xm(t)
2m+1
2m−1 , θ′ ≤ t ≤ T.
La relation (7.5) s’e´crit pour tout θ′ ≤ t ≤ T :
(7.7)
d
dt
Xm(t) ≤ B′m −Xm+1(t)
2m
2m+1
(
2νXm+1(t)
1
2m+1 − Cm
)
.
3. Dans le sens ou` la relation (7.1) est l’espe´rance de la formule d’Itoˆ.
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Fixons β > 1 et supposons que
(7.8) ∃t∗ ∈ (2θ′, T ] tel que Xm(t∗) > βν−(2m−1) =: Y.
Soit s = t∗ − t, s ∈ [0, t∗]. Alors, nous avons de (7.7) :
(7.9)
d
ds
Xm(s) ≥ −B′m +Xm+1(s)
2m
2m+1
(
2νXm+1(s)
1
2m+1 − Cm
)
.
Si Xm(s) > Y, alors par (7.6)
2νXm+1(s)
1
2m+1 − Cm ≥ 2ν
(
Cm3Xm(s)
2m+1
2m−1
) 1
2m+1 − Cm
≥ 2C
1
2m+1
m3 β
1
2m−1 − Cm := Km(β).
Choisissons β0 ≫ 1 telle que Km(β) > 1 pour tout β > β0. Alors, d’apre`s (7.6) et (7.9), si
Xm(s) > Y on de´duit que
(7.10)
d
dt
Xm(s) ≥ −B′m +Xm+1(s)
2m
2m+1Km(β) ≥ −B′m + C
2m
2m+1
m3 Xm(s)
2m
2m−1Km(β) > 0,
ou` la dernie`re ine´galite´ est valide si β0 ≫ 1. D’apre`s (7.8) et (7.10), nous obtenons que
(7.11) la fonction s 7−→ Xm(s) est croissante sur [0, t∗] et est minore´e par Y.
En effet, supposons que la fonction n’est pas minore´e par Y partout, et trouvons le premier temps
s1 tel que que Xm(s1) = Y. Par (7.8), s1 > 0. Donc
d
dsXm(s)|s=s1 ≤ 0, et ceci contredit (7.10).
Comme Xm > Y, alors s 7−→ Xm(s) est croissante par (7.10).
Par (7.11), (7.9) et (7.10), nous avons pour tout s ∈ [0, t∗] :
d
dt
Xm(s) ≥ −B′m + C
2m
2m+1
m3 Xm(s)
2m
2m−1Km(β) ≥ 1
2
C
2m
2m+1
m3 Xm(s)
2m
2m−1Km(β),
si β0 ≫ 1. Cette dernie`re ine´galite´ implique que
d
dt
(
Xm(s)
−1
2m−1
)
≤ − C
2m
2m+1
m3
2(2m− 1)Km(β) =: −Cm4Km(β).
En inte´grant cette dernie`re relation en temps entre 0 et s et en utilisant (7.11), on a
Xm(s)
−1
2m−1 ≤ −Cm4Km(β)s+Xm(0)
−1
2m−1 ≤ −Cm4Km(β)s+ β
−1
2m−1 ν.
Comme ν ≤ 1, nous pouvons trouver un s′ ∈ (0, t∗] tel que Xm(s′)
−1
2m−1 = 0, si β0 ≫ 1. D’ou` la
contradiction, car Xm(s
′)
−1
2m−1 > 0. Donc, (7.8) est fausse si β est suffisamment grand. Ainsi, nous
obtenons (7.2) avec Cm = β, si u0 ∈ Hm.
ii) Supposons que u0 ∈ H1. Alors il existe une suite {uj0}j∈N ⊂ Hm qui converge fortement vers
u0 dans H
1. Par le the´ore`me 3.3, pour chaque ω, la solution u(t, uj0) converge fortement dans H
1
vers la solution u(t; u0) pour tout 0 ≤ t ≤ T. Par i), la relation (7.2) est de´ja` ve´rifie´e pour les
solutions u(t, uj0). Pour N ∈ N, notons par ΠN le projecteur de Galerkin tel que
ΠN (u(x)) =
∑
|s|≤N
uses(x),
et conside´rons la fonction fN(u) = f (ΠN (u(x))) ∧N, f(u) = || u ||2m. Alors :
a) fN ∈ Cb(H1) et fN ≥ 0,
b) fN(u) →
N→+∞
f(u) ≤ ∞, pour tout u ∈ H1.
Par i), a) et le the´ore`me de convergence domine´e de Lebesgue, nous avons
E[fN (u(t; u0)] = lim
j→+∞
[fN (u(t; u
j
0))] ≤ c
′
mν
−(2m−1), ∀N ∈ N.
En utilisant cette relation et le lemme de Fatou, nous obtenons
E[|| u(t; u0)||2m] ≤ lim
N
inf E[fN (u(t; u0)] ≤ c′mν−(2m−1).
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iii) La de´monstration du the´ore`me est finie, si m ∈ N∗. Maintenant, on suppose que m ≥ 1 et
m /∈ N∗. Alors, il existe j ∈ N∗ et s ∈ (0, 1) tels que m = j + s et ⌈m⌉ = j + 1. Par l’ine´galite´
d’interpolation et celle de Ho¨lder, nous avons
E
[|| u ||2m] ≤ E [|| u ||2j+1]s E [|| u ||2j ]1−s .
Comme (7.2) est e´tablie pour m = j et m = j + 1, alors le terme de droite de cette ine´galite´ est
majore´ par Cmν
−((2[j+1]−1)s+[2j−1][1−s]) = Cmν
−(2m−1).
iv) Il reste a` justifier l’application de la formule de Itoˆ (7.1). D’abord, soit u0 ∈ Hm+2 et Bm+2 <
∞. Soient {uN , N ≥ 1} les approximations de Galerkin pour u. Elles convergent faiblement vers u
dans l’espaceXTm+2 et fortement dansX
T
m+1, pour tout ω (cf. preuve du the´ore`me 3.1). Conside´rons
l’e´quation satisfaite par uN :
(7.12) ∂t u
N +ΠN
(
uN uNx
)− ν uNxx = ∂tΠNξω.
C’est une e´quation stochastique dans R2N telle que l’e´quation libre qui lui est associe´e posse`de
une fonction de Lyapunov quadratique || uN ||2. Alors, la formule d’Itoˆ applique´e a` (7.12) avec la
fonctionnelle quadratique f(u) = || u ||2m implique la relation (7.3) avec u = uN et B′m remplace´
par
∑
|s|≤N
b2s(2πs)
2m, voir [18].
Utilisant le lemme de Fatou, nous passons a` la limite dans (7.12) et obtenons (7.2) si u0 ∈ Hm+2
et Bm+2 <∞.
Finalement, si u0 ∈ H1 et Bm < ∞, alors nous approchons u0 par {uj0} ⊂ Hm+2, et pour
j = 1, 2, ..., nous de´finissons la suite {bjs, s ∈ Z∗} par la relation : bjs = bs si |s| ≤ j, sinon bjs = 0.
Il est clair que Bm+2{(bjs}) < +∞ pour chaque j. On de´finit ξjω utilisant la suite bjs. Par les
re´sultats de la section 2, il existe une suite n1, n2, ... telle que ξ
njω converge p.p vers ξω dans XTm
quand nj tend vers +∞. Alors u(·, unj0 , ξn
jω) converge p.p vers u(·, u0, ξω) dans l’espace XTm (voir
le the´ore`me 3.3). Ainsi, la relation (7.2) est justifie´e pour les solutions u(·, unj0 , ξn
jω). Nous passons
a` la limite nj → +∞ (cf. ii)) pour obtenir le re´sultat.

Par le the´ore`me 7.1,
(7.13) si B4, B⌈m⌉ <∞, m ≥ 1, u0 ∈ H1 et t > 0, alors P(u(t, u0) ∈ Hm) = 1.
Corollaire 7.1. Sous les conditions du the´ore`me 7.1, pour tout m, k ≥ 1, il existe C(k,m, θ) > 0
telle que
(7.14) E
[|| u(t)||km] ≤ Cν− k2 (2m−1), ∀t ≥ θ.
De´monstration. i) Supposons d’abord que m ∈ N∗. Pour N∗ ∋ s > m et par le lemme 3.2, nous
avons
E
[|| u(t)||km] ≤ CE [|| u(t)||kλm(s)s | u(t)|k(1−λm(s))∞ ] , λm(s) = 2m− 12s− 1 ,
ou` C = C(m, k, s) > 0. Choisissons s suffisamment grand tel que kλm(s) < 2. Par l’ine´galite´ de
Ho¨lder, le terme de droite est borne´ par
C′E
[|| u(t)||2s] kλm(s)2 E [| u(t)|a∞]b ,
avec C′(m, k, s), a(m, k, s), b(m, k, s) > 0. Donc, en utilisant (7.2), nous obtenons (7.14).
ii) Si m n’est pas un entier, alors nous raisonnons comme dans l’e´tape iii) de la de´monstration
du the´ore`me 7.1.

8. Bilan de l’e´nergie et bornes infe´rieures
Si dans l’identite´ d’Itoˆ (7.1) on prend f(u(t)) = 12 || u(t)||2, alors pour tout t ≥ 0
1
2
d
dt
E[|| u(t)||2] + νE[|| u(t)||21] =
1
2
B0.
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On inte`gre cette e´galite´ entre T ≥ 1 et T + σ (σ > 0) :
(8.1)
1
2
E[|| u(T + σ)||2]− 1
2
E[|| u(T )||2] + ν
∫ T+σ
T
E[|| u(s)||21]ds =
σ
2
B0
La relation (8.1) est appele´e bilan de l’e´nergie. Le terme 12E[|| u(t)||2] est appele´ l’e´nergie de u(t),
et E[|| u(s)||21] est le taux de dissipation de l’e´nergie.
Le the´ore`me suivant nous donne une encadrement du taux de dissipation de l’e´nergie.
The´ore`me 8.1. Soit B4 < ∞ et u(t) = u(t; u0), u0 ∈ H1. Alors, il existe σ0(B0, B4) > 0 telle
que pour tout σ ≥ σ0 et T ≥ 1 :
1
4
B0 ≤ ν
σ
∫ T+σ
T
E[|| u(s)||21]ds ≤
3
4
B0,
uniforme´ment en 0 < ν ≤ 1.
De´monstration. Par la relation de Kolmogorov-Chapman (5.8) et le corollaire 4.1 avec T = θ = 1
et p = 2, et en e´crivant t ≥ 1 comme t = τ + 1, τ ≥ 0, nous avons
(8.2) E
[|| u(t)||2] = ∫
H1
|| u ||2Στ+1(u0)(d u) =
∫
H1
〈|| u ||2,Σ1(w)〉︸ ︷︷ ︸
=E[|| u(1;w)||2]
Στ (u0)(dw) ≤ C(B4).
Soit σ ≥ 2C(B4)B0 =: σ0. Alors de (8.2), on obtient
1
2σ
E[|| u(T )||2] ≤ 1
4
B0,
1
2σ
E[|| u(T + σ)||2] ≤ 1
4
B0.
D’ou` le re´sultat par (8.1). 
Notation 8.1. Fixons T ≥ 1 et σ ≥ σ0. Si ξω(t) est un processus ale´atoire re´el, on pose
〈〈ξω〉〉 = 〈〈ξω〉〉T,σ = 1
σ
∫ T+σ
T
E[ξω(t)]dt.
Avec cette notation, l’ine´galite´ du the´ore`me 8.1 a pour expression
1
4
B0ν
−1 ≤ 〈〈|| u ||21〉〉 ≤
3
4
B0ν
−1.
Le the´ore`me suivant fournit un encadrement pour 〈〈|| u ||2m〉〉.
The´ore`me 8.2. Soit m ∈ N∗, Bm <∞, σ ≥ σ0 > 0, T ≥ 1 et u0 ∈ H1. Il existe Cm(σ0) > 1 tel
que la solution u = u(t; u0) satisfait :
(8.3) C−1m ν
−(2m−1) ≤ 〈〈|| u ||2m〉〉 ≤ Cmν−(2m−1),
uniforme´ment en 0 < ν ≤ 1.
De´monstration. L’ine´galite´ a` droite´ de (8.3) suit du the´ore`me 7.1, et pour m = 1, l’ine´galite´ a`
gauche est de´ja` e´tbalie. Maintenant, soit m ∈ N et m ≥ 2. Par l’ine´galite´ (3.2) , on a
|| ux || ≤ c|| ux ||
1
2m−1
m−1 | ux |
2m−2
2m−1
1 , c > 0.
Donc, en utilisant l’ine´galite´ de Ho¨lder (applique´e a` l’inte´grale 1σ
∫
Ω
∫ T+σ
T
···dtP(dω)) et le corollaire
4.1, nous avons
〈〈|| u ||21〉〉 ≤ c〈〈|| u ||2m〉〉
1
2m−1 〈〈| ux |21〉〉
2m−2
2m−1 ≤ Cm〈〈|| u ||2m〉〉
1
2m−1 .
C’est-a`-dire :
〈〈|| u ||2m〉〉 ≥ C1−2mm 〈〈|| u ||21〉〉2m−1.
Donc, d’apre`s les the´ore`mes 7.1 et 8.1, on obtient (8.3). 
Corollaire 8.1. Sous les conditions du the´ore`me pre´ce´dent, pour tout m ∈ N∗ et k ≥ 1, il existe
C(k,m, σ0) > 0 telle que
(8.4) C−1ν−m+
1
2 ≤ 〈〈|| u ||km〉〉
1
k ≤ Cν−m+ 12 .
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De´monstration. Apre`s moyennisation danss (7.14), l’ine´galite´ de droite dans (8.4) est imme´diate.
Si k ≥ 2, alors l’ine´galite´ de gauche est une conse´quence de l’ine´galite´ de Ho¨lder et de (8.3).
Maintenant, par l’ine´galite´ de Ho¨lder, on a
〈〈|| u ||2m〉〉 = 〈〈|| u ||
2
3
m|| u ||
4
3
m〉〉 ≤ 〈〈|| u ||m〉〉 23 〈〈|| u ||4m〉〉
1
3 .
Alors, par (8.4) avec k = 2 et k = 4,
〈〈|| u ||m〉〉 ≥ 〈〈|| u ||2m〉〉
3
2 〈〈|| u ||4m〉〉−
1
2 ≥
(
ν−m+
1
2
C(2,m, σ0)
)3 (
C(4,m, σ0)ν
−m+ 12
)−2
=: C−1ν−m+
1
2 ,
et (8.4) est e´tablie pour k = 1. Finalement, pour k ∈ (1, 2), l’ine´galite´ de gauche dans (8.4) est
une conse´quence de celle avec k = 1 et de l’ine´galite´ de Ho¨lder. 
Conside´rons l’espace de probabilite´
(Q, T , ρ) :=
(
[T, T + σ]× Ω,L× F , dt
σ
× P
)
,
ou` σ ≥ σ0, T ≥ 1, et L est la tribu Bore´lienne sur [T, T + σ]. Avec cette notation, nous avons le
corollaire suivant :
Corollaire 8.2. Pour tout m ∈ N∗, il existe α(m,σ0), C(m,σ0) > 0 telles que
(8.5) ρν,m := ρ
(
αν−m+
1
2 ≤ || uω(t)||m ≤ α−1ν−m+ 12
)
≥ C(m,σ0),
uniforme´ment en 0 < ν ≤ 1.
De´monstration. Soient ε > 0 et Yε = {(t, ω) ∈ Q : || uω(t)||m ≤ ε}. Le corollaire 8.1 (avec k = 1
et k = 2) implique que
C(1,m, σ0)
−1ν−m+
1
2 ≤
∫
Yε
|| uω(t)||mdρ+
∫
Q\Yε
|| uω(t)||mdρ
≤ ε+
(∫
Q
|| uω(t)||2mdρ
) 1
2
(ρ(Q\Yε))
1
2 ≤ ε+ C(2,m, σ0)ν−m+ 12 (ρ(Q\Yε))
1
2 .
On choisit ε = εν =
1
2C(1,m, σ0)
−1ν−m+
1
2 , et on note par Y = Yεν . Alors
(8.6) ρ (|| uω(t)||m > εν) = ρ(Q\Y ) ≥
(
1
2
(C(1,m, σ0)C(2,m, σ0))
−1
)2
:= C′m.
Soit α−1 ≥ 2C(1,m, σ0). D’apre`s (8.6), (8.4) (avec k = 1) et l’ine´galite´ de Tchebychev, nous avons
ρν,m = ρ
(
|| uω(t)||m ≥ αν−m+ 12
)
− ρ
(
|| uω(t)||m ≥ α−1ν−m+ 12
)
≥ C′m − αC(1,m, σ0).
Maintenant, on choisit α de sorte que le membre de droite soit strictement positif, ce qui implique
(8.5). 
9. E´chelle d’espace
Soit uν une fonction de´rivable sur S1 de moyenne nulle, de´pendant du parame`tre 0 < ν ≪ 1
Notons par M := | uν |∞. Soit γ ≥ 0. En physique, on dit que l’e´chelle d’espace de uν est e´gale a`
νγ s’il existe des points y ∈ S1, tels que les incre´ments u(y+ νγ)− u(y) de u sont de l’ordre de M ,
et pour tout γ′ > γ, u(y + νγ)− u(y) est toujours tre`s petit par rapport a` M.
Soit v une fonction telle que v(x) =
∑
s∈Z∗
v̂se
2iπsx ∈ C∞(S1), non identiquement nulle. On
conside`re la fonction pe´riodique uν(x) = v(x⌈ν−γ⌉), γ ≥ 0, ou` ⌈·⌉ est la fonction partie entie`re par
exce`s. Il est facile de ve´rifier que l’e´chelle d’espace de uν est e´gale a` νγ . Notons par ûνs , s ∈ Z∗, les
coefficients de Fourier de uν , et soit ks :=
s
⌈ν−γ⌉ . Alors, pour tout s ∈ Z∗ : ûνs = v̂ksχ{ks∈Z∗}, ou`
χ{ks∈Z∗} est la fonction indicatrice de l’ensemble {ks ∈ Z∗}.
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E´crivons le nombre d’onde s pour uν(x) en utilisant l’e´chelle logarithmique de base ν−1 :
s = sν(α) = ⌈ν−α⌉, α > 0,
alors α = α(s) est de l’ordre ln sln ν−1 . Soit γ0 > γ. Comme v ∈ C∞, alors il est facile de ve´rifier que
(9.1) si α ≥ γ0 et s = sν(α), alors ∀N ∈ N∗, ∃CN > 0 telle que |ûνsν(α)| ≤ CN |sν(α)|−N ,
pour chaque ν, et CN ne de´pendant pas de ν ∈ (0, 1) (mais de´pend a priori de γ0).
De plus, nous avons aussi
(9.2) si γ0 < γ alors (9.1) n’est pas valide pour tout 0 < ν ≤ 1.
Pour ve´rifier (9.2), on peut choisir α = γ.
Cette discussion motive la de´finition suivante
De´finition 9.1. Soit 0 < ν ≤ 1 et
(9.3) uν(x) =
∑
s∈Z∗
ûνse
2iπsx ∈ C1(S1).
(1) Alors, l’e´chelle d’espace de uν est e´gale a` νγ , γ ≥ 0, si on a les deux affirmations suivantes :
i) (9.1) est satisfaite pour tout γ0 > γ.
ii) si γ > 0, alors (9.2) est satisfaite.
(2) Soient t ≥ 0, x ∈ S1, ω ∈ Ω et uνω(t, x) un champ ale´atoire continue en temps t, C1 en
espace x, et de valeur moyenne nulle. On repre´sente uνω comme dans (9.3) avec ûνs =
ûνωs (t). Alors l’e´chelle d’espace de u
νω est e´gale a` νγ , γ ≥ 0, si les conditions i) et ii) sont
ve´rifie´es avec |ûνs | remplace´ par 〈〈|ûνs |2〉〉
1
2 .
Soit u(t, x) une solution de (B) repre´sente´e par sa se´rie de Fourier (9.3) avec ûs = û
νω
s (t), cf.
(1.2). Par conse´quent,
|| u ||2m = 2
∞∑
k=1
|ûk(t)|2k2m.
Comme ûk =
∫
S1
u(x)e−2iπkx, alors par une inte´gration par partie, nous trouvons que
|ûk(t)| ≤ 1
2πk
| ux |1, k ≥ 1.
Donc, par le corollaire 4.1, si u(t, x) est une solution de (B), alors
(9.4) E[|ûk(t)|2] ≤ Ck−2, t ≥ 1.
The´ore`me 9.1. Supposons que Bm <∞ pour tout m ∈ N∗. Alors, pour chaque u0 ∈ H1, l’e´chelle
d’espace de u = u(t; u0) est e´gale a` ν. C’est-a`-dire, pour tout γ0 > 1 et N ∈ N∗ :
(9.5) 〈〈|ûk|2〉〉 ≤ CNk−N , si k = ⌈ν−γ⌉, γ > γ0, ν ∈ (0, 1],
ou` CN = CN (γ0) > 0 ne de´pend ni de ν, ni de γ. Par contre, si γ0 < 1, alors (9.5) n’est pas vrai
pour tout γ ≥ γ0 et ν ∈ (0, 1], avec une certaine constante CN = CN (γ0) > 0.
De´monstration. Par le the´ore`me 8.2 on peut e´crire
〈〈|ûk|2〉〉 ≤ Cmν(kν)−2m.
Si k = kν = ⌈ν−γ⌉, γ ≥ γ0 > 1, nous obtenons que
〈〈|ûk|2〉〉 ≤ Cmν(ν1−γ)−2m ≤ Cmk−2m
γ0−1
γ0 , pour tout m ∈ N∗,
d’ou` (9.5). Maintenant, supposons (9.5) avec γ0 < 1 et e´crivons 〈〈|| u ||2m〉〉 comme :
〈〈|| u ||2m〉〉 = 2
∑
1≤k≤ν−γ0
〈〈|ûk|2〉〉k2m︸ ︷︷ ︸
=:J
+ 2
∑
k>ν−γ0
〈〈|ûk|2〉〉k2m︸ ︷︷ ︸
=:L
.
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Majorons les deux termes du membre de droite. Soit k > ν−γ0 . Alors, nous pouvons e´crire k =
⌈ν−γ⌉, γ ≥ γ0. La relation (9.5) implique 〈〈|ûk|2〉〉 ≤ CN (γ0)k−N pour tout N ∈ N. Choisissons
N = 2m+ 2, nous avons
L ≤ C(γ0)
∑
k>ν−γ0
k−2 ≤ C′(γ0)νγ0 .
Aussi, par le the´ore`me 8.2 :
J ≤ ν−2γ0
∑
1≤k<ν−γ0
(k)2m−2〈〈|ûk|2〉〉 ≤ ν−2γ0〈〈|| u ||2m−1〉〉 ≤ cν−2m−2γ0+3.
D’ici,
(9.6) 〈〈|| u ||2m〉〉 ≤ Cm(γ0)ν−2m−2γ0+3, ν ∈ (0, 1].
D’apre`s le the´ore`me 8.2 et (9.6), on a pour tout 1 ≥ ν > 0 : cmν−(2m−1) ≤ Cm(γ0)ν−2m−2γ0+3,
ceci implique que γ0 ≥ 1. La contradiction implique que γ0 ≥ 1. 
10. Lemmes de re´currence et L1-contraction
On rappelle que nous supposons B4 <∞.
Lemme 10.1. Soit Bm <∞, m ≥ 1 et T > 0. Alors pour tout ǫ > 0, il existe γǫ,T > 0 telle que
P(||ξ||XTm < ǫ) ≥ γǫ,T .
C’est un re´sultat classique sur la the´orie des mesures Gaussiennes dans les espaces de Banach
[6, the´ore`me 3.6.1], [20, section 2, corollaire 1.1].
Lemme 10.2. Soit u0 dans H
1. Pour tout ǫ > 0, il existe Tǫ = Tε(|| u0 ||1) > 0 et δǫ =
δǫ(|| u0 ||1) > 0 telles que
(10.1) P(|| u(Tǫ; u0)|| < ǫ) ≥ δǫ.
De´monstration. Supposons d’abord que ξ = 0, u0 ∈ H1 et notons u0(t) = u(t; u0, 0). On multiplie
par u0 l’e´quation dans (B) et on inte`gre par parties en espace, nous obtenons
1
2
d
dt
|| u0(t)||2 = −ν|| u0x(t)||2 ≤ −ν|| u0(t)||2.
Donc, en utilisant le lemme de Gronwall, nous obtenons que || u0(t)||2 ≤ e−2νt|| u0 ||2. Par conse´quent,
il existe un Tǫ = Tǫ(|| u0 ||) > 0 tel que || u0(Tǫ)|| ≤ ǫ2 . Par la proposition 3.1, l’application M est
Lipschitzienne sur les sous-ensembles borne´s de H1 × XTε1 . Donc, il existe γǫ = γǫ(|| u0 ||1) > 0
tel que si ||ξ||XT1 ≤ γǫ alors || u0(Tǫ) − u(Tǫ; u0, ξ)||1 ≤ ǫ2 . Ceci implique que si ||ξ||XT1 ≤ γǫ alors|| u(Tǫ; u0, ξ)|| < ǫ, et par le lemme 10.1 avec m = 1, on a P(||ξ||XT1 ≤ γǫ) =: δε > 0. D’ou`
(10.1). 
Lemme 10.3. (Re´currence)
Pour tout u0 dans H
1 et ε > 0, on a
(10.2) π(T, ε) := P( inf
t∈[0,T [
|| u(t; u0)|| ≥ ǫ) →
T→+∞
0,
ou` la convergence est uniforme en u0 .
Dans la suite on note par
BRm(v) = {u : ||u− v||m ≤ R}.
De´monstration. Par l’ine´galite´ de Tchebychev et le corollaire 4.1, on a pour une constante c0 > 0
et pour tout R > 0 : P(|| u(1; u0)|| ≥ R) ≤ c−10 R. Si R = 2c0, alors P(|| u(1; u0)|| ≤ R) ≥ 12 .
Par la relation de Kolmogorov-Chapman (5.8) applique´e a` la fonction caracte´ristique de Bε0(0),
et par (10.1), nous avons que
P(|| u(1 + Tε; u0)|| < ε) ≥
∫
BR0 (0)
P(|| u(Tε; v)|| < ε)Σ1(u0)(dv) ≥ 1
2
δε, ∀ u0 ∈ H1.
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Alors
(10.3) P(|| u(1 + Tε; u0)|| ≥ ε) ≤ 1− 1
2
δε, ∀ u0 ∈ H1.
On note par T j = j(1 + Tǫ), par Qj l’e´ve`nement {|| u(T j)|| ≥ ε} et par QN =
N⋂
i=1
Qi. Nous avons
que QN = {ω ∈ QN−1 : || u(TN )|| ≥ ε}. En utilisant la relation de Kolmogorov-Chapman sous la
forme (5.10), ainsi que (10.3), nous obtenons :
P(QN ) = E[χ{u(τ ;u0)|τ∈[0,TN−1]∈QN−1}P(|| u(1 + Tε; u(TN−1; u0)|| ≥ ε)]
≤ (1− 1
2
δε)E[χ{u(τ ;u0)|τ∈[0,TN−1]∈QN−1}] = (1−
1
2
δε)P(Q
N−1).
Donc, nous avons par re´currence que P(QN ) ≤ (1 − 12δε)N . Finalement, comme π(T, ε) ≤ P(QN )
si T ≥ TN , nous obtenons (10.2) en passant a` la limite N → +∞. 
Lemme 10.4. (L1-contraction)
Pour j = 1, 2, fixons uj(0) ∈ H1, et soit ξ ∈ XT1 . Conside´rons la solution uj(t) = u(t; uj(0), ξ) ∈
H1. Alors
| u1(t)− u2(t)|1 ≤ | u1(0)− u2(0)|1, ∀t ≥ 0.
De´monstration. Soit w = u1− u2. Alors w ve´rifie
(10.4)
{
wt +
1
2 (w(u1+u2))x − νwxx = 0,
w(0) = u1(0)− u2(0) =: w0.
Soit le proble`me de Cauchy conjugue´ :
(10.5)
{
φt +
1
2 (u1+u2)φx + νφxx = 0,
φ(T, x) = φT (x),
ou` t ∈ [0, T ], φT (x) ∈ C0 et |φT |∞ = 1. La the´orie des e´quations parabolique implique qu’il existe
une unique solution φ au proble`me (10.5), et cette solution satisfait le principe du maximum :
|φ(t)|∞ ≤ 1 pour tout t ∈ [0, T ] [12].
Apre`s avoir multiplie´ par φ l’e´quation en w dans (10.4), inte´gre´ par parties sur [0, T ]× S1 puis
en utilisant l’e´quation en φ dans (10.5), on obtient que |〈w(T ), φT 〉| = |〈w0, φ(0)〉|. Donc, nous
avons
(10.6) |〈w(T ), φT 〉| ≤ |w0|1 =: K,
car |φ(0)|∞ ≤ 1. Soit ǫ > 0 et χǫ la fonction de´finie par
χǫ(t) =

−1, t ≤ −ǫ,
1
ǫ t, − ǫ ≤ t ≤ ε,
1, t ≥ ǫ,
alors χǫ(t) →
ǫ→0
sgn(t) pour chaque t, et si φǫT = χǫ(w(T, x)), alors φ
ǫ
T est continue et |φεT |∞ = 1.
Donc, par (10.6) et en utilisant le the´ore`me de convergence domine´e, nous avons
|w(T )|1 = |
∫
w(T, x) sgn(w(T, x))dx| = lim
ε→0
|
∫
w(T, x)φǫT (x)dx| ≤ K.

11. Les mesures stationnaires et la me´thode de Bogoliubov-Krylov
On rappelle que nous supposons B4 <∞.
De´finition 11.1. Soit µ ∈ P(Hm),m ≥ 1.
(1) µ est dite mesure stationnaire de (B) si pour tout t ≥ 0 : S∗t µ = µ. C’est-a`-dire, si
D(u0) = µ alors D(u(t; u0)) ≡ µ.
(2) Une solution u(t) de (B) telle que D(u(t; u0)) ≡ µ est dite solution stationnaire.
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Le but de cette section est de de´montrer l’existence d’une mesure stationnaire de (B), (1.3),
(3.1) par la me´thode de Bogoliubov-Krylov.
The´ore`me 11.1. Il existe une mesure stationnaire µ ∈ P(H1).
De´monstration. On note par u(t) = u(t; 0) la solution de (B) issue de u0 = 0, et par µ(t) :=
D(u(t)). Notons que S∗θ (µ(t)) = D(u(t+ θ)) = µ(t+ θ) pour tout t, θ ≥ 0.
Conside´rons l’ansatz de Bogoliubov-Krylov. C’est-a`-dire, pour tout T ≥ 1 de´finissons mT ∈
P(H2) par
mT (·) = 1
T
∫ 1+T
1
µ(s)(·)ds.
Par le the´ore`me 7.1 (avecm = 2), on sait qu’il existe une constante C > 0 telle que E[|| u(t)||22] < C
pour chaque t ≥ 1. L’ine´galite´ de Tchebychev implique que µ(t)(BR2 (0)) = P(|| u(t)||2 ≤ R) ≥
1− CR−1 si t ≥ 1. Donc, nous avons
(11.1) mT (B
R
2 (0)) =
1
T
∫ 1+T
1
µ(s)(BR2 (0))ds ≥ 1−
C
R
, ∀R > 0.
De plus, par le the´ore`me de Rellich-Kondrachev, BR2 (0) est compact dans H
1. Alors, par (11.1),
nous obtenons que l’ensembleM = {mT } est tendu dans P(H1). Par le the´ore`me 6.3, cet ensemble
est faiblement relativement compact. Donc, la suite {m1,m2, . . .} ⊂M admet une sous-suite {mjk}
qui converge faiblement vers une limite µ ∈ P(H1).
Il reste a` prouver que µ est stationnaire. Calculons S∗θ (mjk), pour tout θ > 0. Comme S
∗
t est
line´aire et ve´rifie S∗θ (µ(t)) = µ(t+ θ), nous avons
S∗θ (mjk) =
1
jk
∫ 1+jk
1
S∗θ (µ(t))dt =
1
jk
∫ 1+jk
1
µ(t+ θ)dt =
1
jk
∫ 1+jk+θ
1+θ
µ(t)dt
= − 1
jk
∫ 1+θ
1
µ(t)dt︸ ︷︷ ︸
:=I
+
1
jk
∫ jk+1
1
µ(t)dt︸ ︷︷ ︸
=mjk
+
1
jk
∫ 1+jk+θ
jk+1
µ(t)dt︸ ︷︷ ︸
:=K
.
Or, pour tout f ∈ Cb(H1), les termes|〈K, f〉| et |〈I, f〉| sont borne´s par 1jk |f |∞θ et limjk→+∞|〈I, f〉| =
lim
jk→+∞
|〈K, f〉| = 0. De plus, comme mjk ⇀ µ et S∗θ est faiblement continue (cf. the´ore`me 6.2), en
passant a` la limite dans l’e´galite´ ci dessus, on a finalement S∗θµ = µ. 
La mesure stationnaire du the´ore`me 11.1 est aussi lisse que la force ηω dans (B) :
Proposition 11.1. Soit Bm < ∞, m ≥ 1. Alors la mesure stationnaire µ est supporte´e par
l’espace Hm : µ(Hm) = 1.
De´monstration. Si Bm < ∞ alors par (7.13), µ(s)(Hm) = 1 pour tout s > 0, et mT (Hm) = 1
pour tout T ≥ 1. Comme Hm est un sous-ensemble ferme´ de H1 et mjk ⇀ µ dans H1, alors
µ(Hm) = 1 (cf. (6.1)). 
Plus particulie`rement, nous avons aussi le
Corollaire 11.1. Si Bm <∞ pour tout m ≥ 1, alors µ(C∞) = 1.
12. L’unicite´ de la mesure stationnaire et la proprie´te´ de me´lange
On renvoie a` [23, p.101-103], pour le cadre classique du couplage de Do¨blin. Il est remarquable
que le couplage de Do¨blin s’applique a` l’e´quation de Burgers avec des modifications minimales ;
nous expliquerons cela dans cette section. Par contre, pour les e´quations aux de´rive´es partielles
stochastiques plus complexes, l’ide´e de Do¨blin est plus de´licate a` appliquer ; elle s’emploie avec
des modifications plus profondes [23, Section 3].
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Nous supposerons toujours que B4 < +∞. Conside´rons deux copies d’e´quation de Burgers de
conditions initiales u′, u′′ ∈ H1. C’est-a`-dire :
(12.1)
{
(u1)t + u1(u1)x − ν(u1)xx = η, u1(0) = u′,
(u2)t + u2(u2)x − ν(u2)xx = η, u2(0) = u′′,
avec u′ et u′′ des variables ale´atoires inde´pendantes de η. Soit u1(t) = u1(t, u
′) et u2(t) = u2(t, u
′′).
Alors
U(t) = (u1(t), u2(t))
est solution de (12.1) telle que
U(0) = (u′, u′′) =: U0.
Si π1 et π2 sont les ope´rateurs de´finies par :
π1(u1, u2) = u1, π2(u1, u2) = u2,
alors πj ◦ D(U(t)) = D(uj(t)), j = 1, 2. On dit que la mesure D(U(t)) ∈ P(H1 × H1) est un
couplage des mesures D(u1(t) et D(u2(t) (voir [23] pour cet important concept).
En re´pe´tant le sche´ma de la de´monstration du lemme 10.3, nous avons le
Lemme 12.1. Pour tout ε > 0 et U0 ∈ H1 ×H1 : P(inft∈[0,T ] ||U(t)|| ≥ ε) →
T→∞
0, uniforme´ment
en U0.
Lemme 12.2. Soit m ≥ 1. Il existe C(ν) > 0 telle que si u′, u′′ ∈ H1 et | u′ |1, | u′′ |1 ≤ 1m , alors
pour tout t ≥ 1, on a : ||Σt(u′)− Σt(u′′)||∗L(H1) ≤ Cm−
2
5 .
De´monstration. Par l’ine´galite´ (3.2), nous avons
|| u1(t)− u2(t)||1 ≤ c| u1(t)− u2(t)|θ1|| u1(t)− u2(t)||1−θ2 , θ =
2
5
, c > 0.
Donc, pour tout f ∈ Cb(H1) tel que ||f ||L(H1) ≤ 1, on a∣∣∣〈Σt(u′), f〉 − 〈Σt(u′′), f〉∣∣∣ = |E(f(u1(t))− f(u2(t)))| ≤ E[|| u1(t)− u2(t)||1]
≤ cE[| u1(t)− u2(t)|θ1|| u1(t)− u2(t)||1−θ2 ].(12.2)
Comme | u1(0)− u2(0)|1 ≤ 2m , alors | uω1 (t)− uω2 (t)|1 ≤ 2m pour tout ω (voir lemme 10.4). De plus,
(α− β)1−θ ≤ α1−θ + β1−θ pour tout α, β ≥ 0, alors le membre de droite de (12.2) est borne´ par
c(
2
m
)θ(E[|| u1(t)||1−θ2 ] + E[u2(t)||1−θ2 ]).
Par le the´ore`me 7.1 et l’ine´galite´ de Ho¨lder, on a E[|| uj(t)||1−θ2 ] ≤ C2(ν−3)
1−θ
2 , j = 1, 2 et C2 > 0.
Donc,
|〈Σt(u′), f〉 − 〈Σt(u′′), f〉| ≤ Cν− 32 (1−θ)m−θ, si ||f ||L(H1) ≤ 1,
et on obtient le re´sultat e´nonce´. 
Proposition 12.1. Pour tout u′, u′′ ∈ H1,
||Σt(u′)− Σt(u′′)||∗L(H1) ≤ d0t , ∀t ≥ 0,
ou` t 7−→ d0t est une fonction positive inde´pendante de u′ et u′′, telle que limt→+∞d
0
t = 0.
De´monstration. On note dt(u
′, u′′) = ||Σt(u′) − Σt(u′′)||∗L(H1) = sup
||f ||L≤1
〈Σt(u′), f〉 − 〈Σt(u′′), f〉.
On a pour tout f ∈ Cb(H1)
〈Σt(u′), f〉 − 〈Σt(u′′), f〉 = E[f(u1(t))− f(u2(t))] = E[F (U(t))] =: g(t;U0).
ou` on a note´ f(u1) − f(u2) par F (U), U = (u1, u2). Donc dt s’e´crit comme sup
||f ||L≤1
g(t;U0) et
g(t;U0) ≤ dt. Soit m ≥ 1 et Om = {u ∈ H1 : |u|1 ≤ 1m}. Conside´rons le temps d’atteinte pour
Uω(t) dans l’ensemble Om ×Om :
τωm,t = inf{s ∈ [0, t] : Uω(s) ∈ Om ×Om} (cf. appendice B).
26 TAKFARINAS KELAI¨ & SERGEI KUKSIN
i) Comme | uj |1 ≤ || uj || pour tout j = 1, 2, le lemme 12.1 implique que P(τm,t ≥ t− 1) tend vers
0, uniforme´ment en U0, quand t tend vers +∞.
ii) Si τm,t < t alors U(τm,t) ∈ Om ×Om.
iii) Comme g(t;U0) ≤ dt, en utilisant le lemme 12.2, on obtient que si U0 ∈ Om × Om alors
g(t;U0) ≤ Cm− 25 , t ≥ 1.
Par la proprie´te´ de Markov forte (16.1), E[F (U(t))] = E[g(t− τm,t;U(τm,t)]. Donc
(12.3) E[F (U(t))] = E[χ{τm,t≤t−1}g(t− τm,t;U(τm,t))] + E[χ{τm,t≤t−1}g(t− τm,t;U(τm,t))],
ou` χ· est la fonction caracte´ristique. Par ii) et iii), si τm,t ≤ t − 1 alors U(τm,t) ∈ Om × Om et
g(t− τm,t;U(τm,t)) ≤ Cm− 25 . Comme |F (U(t))| ≤ 2, alors (12.3) implique que
|E[F (U(t))]| ≤ Cm− 25 + 2P{τm,t > t− 1} =: d0t .
Soit ε > 0. On choisit m = mε de sorte que Cm
− 25
ε ≤ 12ε. Par i), nous avons 2P{τm,t > t − 1} ≤
1
4ε, si t ≥ tmε,ε est suffisamment grand. Finalement, E[F (U(t))] ≤ ε pour tout t ≥ tmε,ε, et
dt(u
′, u′′) ≤ d0t →t→+∞ 0. 
The´ore`me 12.1. La mesure stationnaire µ donne´e par le the´ore`me 11.1 est unique. De plus, pour
tout λ dans P(H1) :
(12.4) lim
t→+∞
||S∗t λ− µ||∗L(H1) = 0,
uniforme´ment en λ. En particulier, pour tout u0 ∈ H1, on a lim
t→+∞
||Σt(u0) − µ||∗L(H1) = 0 uni-
forme´ment en u0 .
La proprie´te´ (12.4) est dite de me´lange et u(t) est dit processus me´langeant.
De´monstration. Soit µ la mesure stationnaire construite par l’ansatz de Bogoliubov-Krylov (The´ore`me
11.1) et µ1 une autre mesure stationnaire. Si la relation (12.4) est vraie alors ||µ1 − µ||∗L(H1) =
||S∗t µ1−µ||∗L(H1) →t→+∞ 0 et par conse´quent µ1 = µ. A` pre´sent, de´montrons la relation (12.4). Soit
f ∈ Cb(H1) tel que ||f ||L ≤ 1 et Xt := |〈f, S∗t λ〉 − 〈f, µ〉| = |〈f, S∗t λ〉 − 〈f, S∗t µ〉|. Nous avons
〈f, S∗t λ〉 = 〈Stf, λ〉 =
∫
H1
Stf(u)λ(du) =
∫
H1
∫
H1
Stf(u)λ(du)µ(du
′).
De meˆme,
〈f, S∗t µ〉 =
∫
H1
∫
H1
Stf(u
′)µ(du′)λ(du).
Ainsi,
Xt ≤
∫
H1
∫
H1
|Stf(u)− Stf(u′)|λ(du)µ(du′).
Par la proposition 12.1, l’inte´grande |Stf(u)− Stf(u′)| = |〈Σt(u′)−Σt(u′′), f〉| est borne´e par d0t .
Par conse´quent, Xt ≤ d0t . Donc, nous avons (12.4) dans la limite t→ +∞. 
L’analyse de la proposition 12.1 implique que
||Σt(u′)− Σt(u′′)||∗L(L1) ≤ Ct−
1
13 , ∀t ≥ 0,
voir [7], [8]. Alors la solution u(t) est un processus alge´briquement me´langeant. Or, si la force η
de´finie dans (1.3) est non-de´ge´ne´re´e :
(12.5) bs 6= 0, si |s| ≤ n∗,
avec n∗ ∈ N∗ convenable, alors u(t) est un processus exponentiellement me´langeant :
(12.6) ||Σt(u′)− Σt(u′′)||∗L(L1) ≤ Ce−ct, ∀t ≥ 0.
Le the´ore`me 3.1.7 de [23] implique (12.6) si n∗ = n∗(ν) est suffisamment grand (par exemple, si
bs 6= 0, ∀s), et la me´thode de´veloppe´e dans [15] implique (12.6) avec un certain n∗ qui ne de´pend
pas de ν. La relation (12.6) entraˆıne que le processus uω(t) est ”bien ergodique”. Pou illustrer,
prenons f ∈ Cb(H1) et conside´rons le processus f(u(t)). On peut de´montrer que f(u(t)) satisfait
INTRODUCTION A` L’E´QUATION DE BURGERS STOCHASTIQUE ET A` LA BURGULENCE 27
la loi forte des grands nombres et le the´ore`me central limite [23, Section 4]. Le proble`me reste
ouvert si la relation (12.6) est vraie avec des constantes c et C qui ne de´pendent pas de ν ∈ (0, 1].
13. Fonction de structure
La fonction de structure est l’un des objets principaux de la the´orie de la turbulence hydrodyna-
mique [13]. Pour un ”fluide unidimensionnel” qui est de´crit par l’e´quation de Burgers, la fonction
de structure est de´finie comme suit :
De´finition 13.1. Si u de´signe la solution de l’e´quation de Burgers alors sa fonction de structure
de degre´ p > 0 est
(13.1) Sp(l) = 〈〈
∫
S1
| u(x+ l)− u(x)|pdx〉〉, l ∈ (0, 1].
The´ore`me 13.1. Soit Bm <∞ pour tout m ∈ N∗, ν ∈ (0, c∗], ou` c∗ ≤ 1 une constante qui de´pend
seulement de B1, B2, . . . .
(1) Soit p > 0. Il existe cp > 0 telle que
(13.2) Sp(l) ≤
{
cpl
p, si p ∈ (0, 1),
cpl
pν1−p, si p ≥ 1, pour tout l ∈ (0, 1] et ν ∈ (0, 1].
(2) Il existe des constantes c1, c2 > 0, et pour chaque p > 0, il existe c
′
p(c1, c2) > 0 telle que
(13.3) Sp(l) ≥
{
c′pl
p, si p ∈ (0, 1),
c′pl, si p ≥ 1, pour tout l ∈ [c1ν, c2] et ν ∈ (0, c∗].
De´monstration. 1) Si p ≥ 1, alors
Sp(l) ≤ 〈〈
∫
| u(x+ l)− u(x)|dx ·max
x
| u(x+ l)− u(x)|p−1〉〉.
Par l’ine´galite´ de Ho¨lder, on a
Sp(l) ≤ 〈〈
(∫
| u(x + l)− u(x)|dx
)p
〉〉1/p︸ ︷︷ ︸
=:I
〈〈max
x
| u(x+ l)− u(x)|p〉〉(p−1)/p︸ ︷︷ ︸
=:J
.
D’une part, remarquons que la moyenne de x 7→ u(x+ t)− u(x) est nulle, donc par le lemme 4.1∫
| u(x+ l)− u(x)|dx ≤ 2
∫
(u(x+ l)− u(x))+dx ≤ 2 sup
x
(ux)
+ · l,
et I ≤ 2l〈〈[supx(ux)+]p〉〉1/p. Donc, d’apre`s le corollaire 4.1, on obtient que I ≤ cpl. D’autre part,
J ≤ 〈〈lp| ux |p∞〉〉(p−1)/p.
De l’ine´galite´ (3.2) (avec θ(0, 1,∞,m− 1)) et celle de Ho¨lder, on obtient
〈〈lp| ux |p∞〉〉
p−1
p ≤
[
clp〈〈|| u ||
2p
2m−1
m | ux |a1〉〉
] p−1
p
≤ clp−1〈〈|| u ||2m〉〉
p−1
2m−1 〈〈| ux |b1〉〉c,
pour certaines constantes a, b, c > 0. Maintenant, enutilisant le corollaire 4.1 et le the´ore`me 8.2,
on obtient que
J ≤ c′lp−1ν−(p−1).
Finalement Sp(l) ≤ cplpν1−p, si p ≥ 1.
Si p ∈ (0, 1), alors nous obtenons par l’ine´galite´ de Ho¨lder et par (13.2) avec p = 1 :
Sp(l) ≤ 〈〈
∫
| u(x+ l)− u(x)|dx〉〉p = S1(l)p ≤ (c1l)p.
Ceci ache`ve la preuve de (13.2).
2) Notons par Q1 l’e´ve´nement dans (8.5) avec m = 1. Alors ρ(Q1) ≥ C(1, σ0). Soit M > 0 et
Q2 = {(t, ω) ∈ Q1 : | uω+x (t)|∞ + | uωx (t)|1 + ν
3
2 || uω(t)||2 + ν 52 || uω(t)||3} ≤M}.
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Par le corollaire 4.1, (8.4) et l’ine´galite´ de Tchebychev :
ρ(Q2) ≥ C(1, σ0)− C1M−1 ≥ 1
2
C(1, σ0),
pour tout ν ∈ (0, c∗] et si M est suffisamment grand.
Soit (t, ω) ∈ Q2 et notons v(x) := uω(t, x). Pour e´tablir (13.3), nous montrons que v satisfait
(13.4)
∫
|v(x + l)− v(x)|pdx ≥ Clmin(1,p), l ∈ [c1ν, c2], p > 0,
uniforme´ment en ν ∈ (0, 1], ou` C = C(c1, c2, p) > 0.
D’abord, supposons que p ≥ 1. Notons que
αν−1 ≤
∫
|vx|2dx ≤ |vx|∞|vx|1 ≤M |vx|∞,
ou` α est de´finie dans le corollaire 8.2. Donc
(13.5) |vx|∞ ≥ αM−1ν−1 =: α2ν−1,
uniforme´ment en ν. Comme |v+x |∞ ≤M , alors |v+x |∞ ≤ 12α2ν−1, si ν ≤ 12α2M−1 =: c∗. Ainsi, par
(13.5), on a
|v+x |∞ ≤
1
2
α2ν
−1, et |v−x |∞ ≥ α2ν−1, si ν ∈ [0, c∗].
Notons par z = z(t, ω) = min{x ∈ [0, 1) : v−x (x) ≥ α2ν−1} : z est une fonction mesurable bien
de´finie sur Q2, si ν ∈ [0, c∗].
Nous avons
(13.6)
∫
|v(x + l)− v(x)|pdx ≥
∫ z
z− l2
|
∫ x+l
x
v−x (y)dy −
∫ x+l
x
v+x (y)dy|pdx.
Par le lemme 3.2, on a | uxx |∞ ≤ C2|| u ||
1
2
2 || u ||
1
2
3 , ce qui implique que |vxx|∞ ≤ C2Mν−2. Donc,
dans l’intervalle [x, x + α3ν], α3 > 0, nous avons
v−x ≥ α2ν−1 − α3C2Mν−1 =
3
4
α2ν
−1,
si α3 =
α2
4C1M
. Supposons que l ≥ α3ν. Comme v+x ≤M , alors∫ x+l
x
v−x (y)dy ≥
∫ x+α3ν
x
v−x (y)dy ≥
3
4
α2α3, et
∫ x+l
x
v+x (y)dy ≤Ml.
Donc, en utilisant (13.6), nous obtenons que∫
|v(x+ l)− v(x)|pdx ≥
∫ z
z− l2
|3
4
α2α3 −Ml|pdx ≥ l
2
(
1
2
α2α3
)p
,
pourvu que l ∈ [α3ν, α2α34M ] et ν ∈ [0, c∗]. Ainsi, la relation (13.3) est e´tablie avec c∗ = 12α2M−1,
c1 = α3 et c2 =
α2α3
4M , si p ≥ 1.
Maintenant, supposons que p ∈ (0, 1). Soit f une fonction arbitraire positive. Nous pouvons
l’e´crire comme f = f
2−2p
2−p f
p
2−p . Donc, d’apre`s l’ine´galite´ de Ho¨lder, nous avons
(∫
f
)2−p ≤(∫
f2
)1−p (∫
fp
)
. Par conse´quent,∫
|v(x + l)− v(x)|pdx ≥
∫ (
(v(x+ l)− v(x))+
)p
dx
≥
(∫ (
(v(x+ l)− v(x))+
)2
dx
)p−1(∫ (
(v(x+ l)− v(x))+
)
dx
)2−p
.
Comme v+x ≤ M , alors (v(x+ l)− v(x))+ ≤ Ml. De plus, p − 1 < 0, donc le premier terme du
membre de droite de cette dernie`re ine´galite´ est minore´ par
(
M2l2
)p−1
.
Remarquons que la fonction v(·+ l)− v(·) est de moyenne nulle. Par conse´quent∫
(v(x+ l)− v(x))+ dx = 1
2
∫
|v(x+ l)− v(x)|dx,
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et utilisant (13.4) avec p = 1, nous obtenons que le second terme est minore´ par Cl2−p. Finalement,
(13.4) est e´tabli pour p ∈ (0, 1). 
14. Spectre de l’e´nergie
De´finition 14.1. On appelle l’e´nergie de nombre d’onde k correspondant a` la solution u de
l’e´quation de Burgers, la grandeur :
(14.1) Ek =
1
2k(M −M−1)
∑
M−1k≤|n|≤Mk
1
2
〈〈| un |2〉〉.
ou` M est une constante positive inde´pendante de ν. La fonction k 7−→ Ek est le spectre de l’e´nergie.
Le the´ore`me 9.1 dit que si k est supe´rieur au seuil critique e´gal a` ν−1, alors le spectre de
l’e´nergie de´croˆıt plus vite que n’importe quelle puissance ne´gative de k, et que cela n’est pas valide
si k ≪ ν.
Dans cette partie, nous continuons l’e´tude du spectre de l’e´nergie Ek quand k . ν
−1.
The´ore`me 14.1. Soit M dans (14.1) suffisament grand, et c1, c2 > 0 les constantes du the´ore`me
13.1, alors il existe c3, c4 > 0 telles que pour tout k satisfaisant la condition
(14.2) c−12 ≤ k ≤ (c1ν)−1,
nous avons
(14.3) c3k
−2 ≤ Ek ≤ c4k−2.
De´monstration. On pre´cise que les constantes C, Ck, . . .etc, de cette preuve ne de´pendent pas de
M. La relation (9.4) implique que 〈〈| uk |2〉〉 ≤ Ck−2. Notons que cette relation entraˆıne la seconde
ine´galite´ de (14.3). Maintenant, nous ve´rifions la premie`re. Comme 〈〈| uk |2〉〉 ≤ Ck−2, alors
(14.4)
∑
|n|≤M−1k
|n|2〈〈| un(t)|2〉〉 ≤ CM−1k,
et
(14.5)
∑
|n|≥Mk
〈〈| un(t)|2〉〉 ≤ C′M−1k−1,
Posons S =
∑
|n|≤Mk
|n|2〈〈| un(t)|2〉〉. Comme | sin(α)| ≤ |α|, alors
(14.6)
S ≥ k
2
π2
∑
|n|≤Mk
sin2(
nπ
k
)〈〈| un |2〉〉 = k
2
π2
∑
n∈Z∗
sin2(
nπ
k
)〈〈| un |2〉〉 −
∑
|n|>Mk
sin2(
nπ
k
)〈〈| un |2〉〉
 .
Notons que par l’identite´ de Parseval, nous avons
|| u(·+ y)− u(·)||2 = 4
∑
n∈Z∗
sin2(nπy)| un |2.
Donc, (14.6) et (14.5) impliquent que
(14.7) S ≥ k
2
π2
1
4
〈〈|| u(·+ 1
k
)− u(·)||2〉〉 −
∑
|n|>Mk
〈〈| un |2〉〉
 ≥ k2C1S2( 1
k
)− CM−1k.
Comme k satisfait (14.2), alors par (14.7) et (13.3) (p = 2, l = 1k ), nous avons
(14.8) S ≥ k2C1c′2k−1 − C
′
M−1k = k(C′′ − C′M−1).
Notons que
Ek ≥ E−k =
1
4k3M3
∑
M−1k≤|n|≤Mk
|n|2〈〈| un(t)|2〉〉.
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Donc, en utilisant (14.8) et (14.4), on obtient que
Ek ≥ 1
4k3M3
S − ∑
|n|≤M−1k
|n|2〈〈| un |2〉〉
 ≥ C′′ − C′M−1 − CM−1
4k2M3
> k−2M−3C3, C3 > 0
si M ≫ 1. D’ou` la premie`re ine´galite´ de (14.3).

En ignorant les constantes multiplicatives devant les puissances de ν, les physiciens e´crivent le
segment [c−12 , c
−1
1 ν
−1] comme [ν0, ν−1] et l’appellent la zone inertielle. Alors, le the´ore`me 14.1 dit
que dans la zone inertielle l’e´nergie Ek se comporte comme k
−2. De meˆme, on appelle le segment
[ν−1,+∞) la zone dissipative, et dans ce cas, le the´ore`me 13.1 se traduit par le fait que dans
cette zone, l’e´nergie de´croˆıt plus vite que toute puissance ne´gative de k. On renvoie a` [7] pour une
assertion plus forte, qui justifie plus rigoureusement la de´finition de ces zones.
15. Appendice A : Le processus de Wiener standard
Soit C(R+) l’espace des fonctions continues de´finies sur R+ = [0,+∞[, muni de la distance :
d(u, v) =
+∞∑
n=1
2−n
max
0≤t≤n
|u(t)− v(t)|
1 + max
0≤t≤n
|u(t)− v(t)| ,
(C(R+), d) est un espace me´trique complet et se´parable. Soit B la tribu Bore´lienne de C(R+) et soit
(Ω,F ,P) un espace probabilise´ standard [11]. Par exemple, Ω = [0, 1] muni de la tribu Bore´lienne
F et de la mesure de Lebesgue.
Conside´rons l’application mesurable w : (Ω,F)→ (C(R+) ,B), ω 7−→ wω, telle que :
(1) wω(0) = 0,
(2) pour tout 0 ≤ t1 ≤ . . . ≤ tN , la variable ale´atoire ω 7−→ (wω(t1), . . . , wω(tN )) ∈ RN est
Gaussienne,
(3) pour chaque t ≥ 0, E[wω(t)] = 0 et E[wω(t)2] = t, et
(4) si 0 ≤ t1 ≤ t2 ≤ t3 ≤ t4 , alors les variables ale´atoires w(t4)− w(t3) et w(t2)− w(t1) sont
inde´pendantes.
On appelle une telle application mesurable sur (Ω,F ,P), un processus de Wiener standard.
Notons que si on pose w˜(t) = w(t˜ + t) − w(t˜) pour t˜ ≥ 0 fixe´, alors w˜ de´finit aussi un processus
de Wiener standard. Il est connu qu’on peut construire une famille de´nombrable w1, w2, . . . de
processus de Wiener standard inde´pendants [14], [20].
La ce´le`bre ine´galite´ maximale de Doob [14], [17], [28], applique´e a` un processus de Wiener
standard w(t) dit que
(15.1) E[
(
sup
0≤t≤T
|w(t)|2
)p
] ≤
(
p
p− 1
)p
E[
(|w(t)|2)p], ∀p > 1.
L’ine´galite´ (15.1) reste vraie si |w(t)| = (w1(t)2 + . . .+ wN (t)2)1/2 , et w1, . . . , wN sont des pro-
cessus de Wiener standard inde´pendants.
16. Appendice B : Les temps d’atteinte et d’arreˆt, et la proprie´te´ de Markov
forte
Soit t,m ≥ 0, Bm < ∞ et u(t) ∈ Hm, une solution de (B). Soit Q ⊂ Hm un sous-ensemble
ferme´, et une constante T > 0. Notons
τ = τωQ,T = inf{0 ≤ t ≤ T : uω(t) ∈ Q}.
Ici, τ = T si uω(t) /∈ Q pour t ≤ T. On appelle τ le temps d’atteinte (dans l’ensemble ferme´ Q).
C’est un cas particulier du temps d’arreˆt [14], [26], [17]. Notons que τ = 0 si Q = Hm, et que
τ = T si Q = ∅.
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L’importance de ces concepts vient de la proprie´te´ des processus de Markov, qu’on appelle :
proprie´te´ de Markov forte. Nous la formulons pour une solution u(t) = uω(t; uω0 ) de (B), ou` u0 est
une variable ale´atoire dans H1 inde´pendante de ξω et telle que E[|| u0 ||1] < ∞. Soit T1 ≥ T et
f ∈ Cb(Hm), alors
(16.1) E[f(u(T1)] = E[ST1−τωQ,T f(u(τ
ω
Q,T ))].
Ici, la fonction Stf(v) est de´fini dans (5.4) ou` nous avons remplace´ t par T1−τωQ,T , et v par u(τωQ,T ).
Notons que si τ = T et u(0) = const, alors (16.1) co¨ıncide avec la proprie´te´ de Kolmogorov-
Chapman (5.9).
17. Notation
Soit x ∈ S1, p ∈ [1,∞] et m ∈ R. Pour une fonction u(x), nous notons par | u |p sa norme dans
l’espace de Lebesgue Lp(S
1), et par || u ||m sa norme de Sobolev homoge`ne d’ordre m. Si m = 0,
nous e´crivons || u || := || u ||0 = | u |2.
Soit λ > 0. Nous de´signons par λ ≫ 1 (resp. λ ≪ 1) si λ est suffisamment grand (resp. λ est
suffisamment petit).
L’abbreviation p.p de´signe ”presque partout”.
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