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1 Introduzione 
Da un  punto di vista concettuale il progetto di questa tesi riguarda una specifica 
applicazione dell'ampio concetto di analisi in frequenza.
Per  comprendere  l'importanza  dell'analisi  in  frequenza  di  un  segnale  è 
sufficiente ricordare che l'intera teoria delle telecomunicazioni poggia sulla trattazione 
dei segnali nel dominio della frequenza. La posizione e l'ampiezza di una portante, la 
larghezza  di  banda di  un  segnale  modulato,  la  quantità  di  rumore  presente  su  un 
canale,  le distorsioni  armoniche sono soltanto  alcune delle  informazioni  emergenti 
dall'osservazione dello spettro di un segnale. In diversi settori della scienza e della 
tecnologia,  poi,  occorre  assolutamente  visualizzare  ed  elaborare  il  segnale  per 
consentire l'estrazione dell'informazione desiderata.
Nel  corso  dell'evoluzione  delle  telecomunicazioni  in  generale  il  tradizionale 
approccio analogico è stato sempre più affiancato  da quello digitale, caratterizzato da 
una  sempre  crescente   validità  di  prestazioni  ottenibili  in  presenza  di  determinate 
condizioni.
Nell'affrontare e sviluppare l'argomento della tesi riguardante gli analizzatori di 
spettro  a  FFT,  si  è  messo  costantemente  in  evidenza  questo  ormai  inevitabile 
passaggio,  ponendo l'accento  in  modo  particolare  sulle  motivazioni  e  sui  vantaggi 
conseguenti.
Da un punto di vista strettamente progettuale,  poi, l'obiettivo di questa tesi è 
duplice:  la  realizzazione  di  due  funzioni,  riadattabili  e  gestibili  autonomamente  o 
anche in  cascata,  di  cui  una  che  consenta  di  calcolare  la  Trasformata  Discreta  di 
Fourier di  una sequenza discreta di  campioni,  mediante l'algoritmo di Fast Fourier 
Transform, e l'altra che permetta di visualizzare graficamente, mediante Gnuplot, le 
ampiezze di un vettore costituito da elementi in generale complessi. L'uso di queste 
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due  funzioni  in  cascata  rientra  nella  realizzazione  di  una  simulazione  di  un 
analizzatore  di  spettro  a  FFT  e,  in  particolare-  sia  pur  con  le  dovute  ipotesi 
semplificative adottate-  degli ultimi due stadi della catena progettuale. 
Conseguentemente  l'impostazione  della  tesi  prevede  una  distinzione  in  due 
grandi  parti:  una prima parte che sottolinea e affronta i  temi da un punto di vista 
teorico e analitico, e la seconda  che affronta l'effettiva implementazione del progetto e 
soprattutto i risultati ottenuti.
Dopo  una  parte  introduttiva  riguardante  le  tecniche  in  generale  di 
rappresentazione  ed  analisi  spettrale,  il  lavoro  della  tesi  descrive  analiticamente  e 
approfonditamente  gli  strumenti  che  sono presenti  nella  catena dell'analizzatore  di 
spettro  a  FFT,  ma  che  non  vengono  implementati  dal  codice  C++  scritto.  Viene 
successivamente fornita un'ampia descrizione degli analizzatori di spettro e delle loro 
diversificazioni e definizioni.
Dopo questa preliminare parte  di presentazione introduttiva e di inquadramento, 
viene fornita una dettagliata descrizione, sotto tutti i punti di vista, degli analizzatori 
di  spettro  digitali,  nei  quali  rientrano  gli  analizzatori  di  spettro  a  FFT.  In questa 
sezione vengono forniti  i  princìpi primari   teorici  e di funzionamento della DFT e 
della FFT che sono alla base degli analizzatori di spettro a FFT.
La tesi rimane, comunque, pur sempre legata agli aspetti di applicazione pratica 
e  di  collocazione  in  ambito  realizzativo  del  progetto  creato.  Infatti,  vengono 
sottolineati i settori di applicazione dell'analizzatore di spettro a FFT e in particolare 
quello  riguardante  l'editing  sonoro,  al  quale  viene  fatto  costantemente  riferimento 
nella  realizzazione  del  programma,  e  che  risulta  essere  una  naturale  applicazione 
realizzativa dell'analizzatore a FFT.
Prima dell'analisi nel dettaglio del progetto, viene sottolineata la differenza, sia 
da un punto di vista analitico che realizzativo, concernente gli aspetti afferenti i due 
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grandi ambiti di realizzazione: gli analizzatori spettrali analogici e quelli digitali. Di 
questi vengono sottolineati i vantaggi, gli svantaggi, i punti di forza, ma anche i punti 
di criticità, delle loro realizzazioni.
E dopo aver  sottolineato  tutti  questi  aspetti  teorico-pratici  realizzativi,  viene 
finalmente presentato il progetto nel dettaglio, sottolineandone gli strumenti impiegati, 
sia software che hardware, le doverose semplificazioni fatte, corredando il tutto con 
una panoramica esaustiva sulle verifiche di funzionamento e sui risultati raggiunti e 
mettendo  in  evidenza  in  particolar  modo  alcuni  parametri  giudicati  basilari  per 
tracciare e sottolineare alcuni risultati. 
Nella  parte  riguardante  l'analisi  del  progetto,  vengono  in  via  preliminare 
descritte distintamente le due funzioni,  e successivamente viene sottolineato il  loro 
utilizzo simultaneo, come blocchi di  realizzazione  in cascata presenti  nella catena 
realizzativa dell'analizzatore di spettro a FFT. 
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2 Tecniche di analisi spettrale
In questo capitolo  viene offerta  una panoramica  sulle  principali  tecniche,  sia 
analitiche  che strumentali,  che effettuano  una  completa  analisi  dello  spettro  di  un 
segnale, intesa come capacità di valutare le frequenze contenute in un generico segnale 
tempo  variante.  Di  ciascuna delle  metodologie  sotto  menzionate,  inoltre,  verranno 
evidenziati gli aspetti positivi e negativi.
Il  modo  più  immediato  e  forse  più  naturale  per  analizzare  i  segnali,  per 
caratterizzare dispositivi e circuiti  e per confrontare grandezze e parametri  di vario 
tipo, è senza dubbio quello di ricorrere a una visualizzazione nel dominio del tempo 
mediante  l'oscilloscopio  che  risulta  conveniente  in  molte  circostanze  come,  ad 
esempio,  nelle  misure  di  tempi  di  salita  o  dei  tempi  di  discesa,  dei  tempi  di 
assestamento,  ecc..  D'altronde,  è  facile  verificare che la  visualizzazione  nel  tempo 
fornisce una “visione d'insieme” del segnale, nella quale tutte le diverse componenti 
armoniche presenti sono sommate e visualizzate contemporaneamente.
L'analisi nel dominio delle frequenze ha, invece, il  vantaggio di consentire la 
visualizzazione di ogni singola componente del segnale. Pertanto, oltre a misurare la 
frequenza  e  l'ampiezza  del  segnale  primario,  permette  di  osservare,  per  esempio, 
direttamente  i  prodotti  della  distorsione,  le  bande  laterali  della  modulazione  e  le 
conversioni di  frequenza,  e, di conseguenza, di offrire importanti  informazioni  non 
acquisibili mediante l'analisi nel dominio del tempo, ma ad essa complementari.
In numerosi ambiti e applicazioni, infatti, le misure nel dominio della frequenza 
giocano  un  ruolo  di  primaria  importanza.  Tra  di  essi  è  possibile  citare  le 
comunicazioni senza fili, nel cui ambito è fondamentale verificare che i sistemi radio 
non abbiano emissioni spurie o comunque fuori dalla banda assegnata, al fine di non 
interferire con altri sistemi operanti a quelle frequenze.
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Un'altra applicazione di notevole interesse è il monitoraggio spettrale. Agenzie 
ed Enti governativi, infatti, allòcano differenti frequenze per vari servizi radio, come 
ad esempio per la radiodiffusione televisiva, per i sistemi di telefonìa radiomobile, per 
le  comunicazioni  di  emergenza,  ed  altre  applicazioni.  In tale  ambito,  infatti,  è  di 
fondamentale importanza che i vari sistemi operino alle frequenze assegnate e stiano 
all'interno della banda allocata. 
Un'altra  applicazione  molto  importante  è  il  rilevamento  di  interferenze 
elettromagnetiche (EMI, termine col quale si intende indicare qualsiasi emissione non 
voluta proveniente da irradiatori sia intenzionali che non intenzionali). ([1]) 
L'evoluzione  delle  tecniche  di  analisi  spettrale  è  essenzialmente  legata  al 
passaggio dal mondo analogico a quello digitale, e quindi all'applicazione del teorema 
del campionamento e alle sue dirette conseguenze nella  discretizzazione dei sistemi. 
Ciò ha comportato l'acquisizione di strumenti e di componenti che hanno permesso di 
modificare  l'approccio  all'analisi  spettrale,  di  utilizzare  e  di  riadattare  i  diversi 
strumenti della catena del sistema. 
2.1 Cenni sulle varie tecniche analitiche di rappresentazione spettrale
Al fine di ottimizzare le prestazioni in relazione alle diverse esigenze, le varie 
tecniche vengono applicate in base ai diversi segnali e ai sistemi trattati. Sebbene di 
solito  si  parli  di  “dominio  della  frequenza”  al  singolare,  in  realtà  esistono  diversi 
domìni, ciascuno descritto matematicamente da una specifica trasformata mediante la 
quale  è possibile  analizzare in  modo ottimale  una precisa tipologia di  segnale.  Di 
seguito  si  ricordano brevemente  le  trasformate  utilizzate  senza,  però,  analizzare  le 
relative proprietà e le ipotesi alla base della loro trattazione:
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2.1.1 Serie di Fourier 
Utilizzata per trattare segnali periodici e applicata a sistemi oscillanti, la serie di 
Fourier ([2]) è definita come:
dove y(t)  è  la  generica  funzione  periodica  di  periodo  T  sviluppabile  in  una  serie 
costituita da un termine costante A0 e da una somma di infinite sinusoidi, e, posto 
ω=2πf, le frequenze fn=nf0 sono multiple intere della frequenza fondamentale f0 = 1/T 
della funzione data. Le ampiezze An e Bn sono calcolabili secondo le seguenti formule:
2.1.2 Trasformata di Fourier 
Le funzioni  aperiodiche  possono  essere  concepite  come  funzioni  periodiche 
allorchè il periodo tenda a crescere fino all'infinito ([2]). Allora la distanza fra due 
righe dello spettro a righe tende a zero e lo spettro diventa a bande continue. La serie 
di Fourier si trasforma in un integrale che assume il nome di Trasformata di Fourier 
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T
A y t dt
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00
2 ( )cos(n )
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nA y t t dtT
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00
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T
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che  rappresenta  la  distribuzione  continua  delle  frequenze  presenti  in  un  segnale 
aperiodico. Ecco che ad un segnale x(t) nel tempo viene associato un segnale X(f) in 
frequenza:
e,  viceversa,  ad  un  segnale  in  frequenza  X(f)  viene  associato  un  segnale  x(t)  nel 
tempo:
2.1.3 Trasformata di Laplace 
Utilizzata  nei  circuiti  elettronici  e  nei  sistemi  di  controllo,  si  definisce 
trasformata di Laplace della funzione f(t) la funzione F(s) così definita ([3]):
dove s=σ+jω=σ+j2πf.
2.1.4 Z-trasformata 
Data una sequenza x(n), la sua Trasformata Zeta bilatera X(z) ([4]) è definita 
come:
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2( ) ( ) j ftx t X f e dfpi
+ ∞
− ∞
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0
( ) { }( ) ( )stF s L f s e f t dt
+ ∞
−
= = ∫
2( ) ( ) j ftX f x t e dtpi
+ ∞
−
− ∞
= ∫
dove n è un numero intero e z è complesso.
Inoltre, z è definita come:
dove A indica il modulo di z e ϕ la fase in radianti.
Se x(n) è definita soltanto per n>0 o n=0 si parla di trasformata unilatera.
Se nella definizione di Trasformata zeta si pone z=ejω e in generale consideriamo x(n) 
una  sequenza  di  numeri  complessi  otteniamo  la  Trasformata  di  Fourier  a  tempo 
discreto  (DTFT)  ([5]).  Poichè,  infatti,  |ejϕ|=1,  la  DTFT  è  la  valutazione  della 
trasformata zeta sul cerchio unitario del piano complesso.
La  trasformata  zeta  è  ampiamente  utilizzata  nei  segnali  discreti  e 
nell'elaborazione numerica dei segnali.
2.1.5 Wavelet 
Oltre alle citate trasformate si segnalano, senza definirle (peraltro non esiste un 
modo univoco per definirle) e analizzarle, le Trasformate Wavelet, spesso paragonate 
alle Trasformate di Fourier. La differenza principale è che le Wavelet sono localizzate 
sia nel tempo che in frequenza, mentre la Trasformata di Fourier standard (a differenza 
della  Trasformata  di  Fourier  a  tempo  breve,  o  STFT,  localizzata  nel  tempo  e  in 
frequenza) è localizzata solo in frequenza. Si preferiscono di solito alla STFT perchè 
caratterizzate  da una migliore  rappresentazione  del  segnale,  e alla  stessa FFT,  più 
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( ) { ( )} ( ) n
n
X z Z x n x n z
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(cos sin )jz Ae A jφ φ φ= = +
complessa  computazionalmente,  e  sono  impiegate  maggiormente  nell'elaborazione 
digitale delle immagini e nella compressione dei segnali.
Oltre a queste tecniche analitiche,  brevemente accennate, ci si soffermerà nel 
cap.3 maggiormente sulla trattazione della Trasformata Discreta di Fourier (DFT) e 
sulla Trasformata veloce di Fourier (FFT), direttamente impiegate nel progetto svolto. 
2.2 Generalità sui filtri
All'interno di uno schema di funzionamento di un sistema di analisi spettrale, sia 
esso analogico che digitale, una importante considerazione la meritano i filtri per il 
loro ruolo svolto all'interno della catena progettuale.
Lo  scopo  principale  del  loro  impiego  è  quello  della  gestione  del  range  di 
frequenze  utilizzate,  con  le  conseguenti  importanti  operazioni  di  taglio,  di 
amplificazione,  di  elaborazione  e,  in  generale,  di  purificazione  del  segnale  al  loro 
ingresso.
Non ci si soffermerà sulle definizioni canoniche dei filtri analogici, ma, invece, 
verrà  posta  attenzione  sull'uso  di  filtri  digitali  e  sui  modelli  impiegati  perché 
strettamente attinenti al progetto realizzato.
Per completezza, comunque, si ricorda che nell'elaborazione di segnali elettrici 
un filtro analogico può essere definito come un sistema lineare stazionario (SLS) a 
tempo continuo, realizzato con componenti passivi (resistenze, induttanze, capacità),- 
e in questo caso si parla di filtri passivi, non consumanti potenza- e con componenti 
attivi  (amplificatori  operazionali)-  e  in  questo  caso  si  parla  di  filtri  attivi  che 
consumano potenza-.
Si ricordano, inoltre, brevemente le classiche funzioni dei filtri analogici: Passa 
Basso che consente il passaggio di frequenze più basse e conseguente taglio di quelle 
alte, Passa Alto che riveste un ruolo complementare al Passa Basso e quindi consente 
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il passaggio delle alte frequenze e il taglio di quelle basse, Passa Banda che permette il 
passaggio di una certa banda di frequenze richiesta in base alle esigenze ed Elimina 
Banda che invece ha come funzione quella di eliminare una certa banda frequenziale.
Si ricordano brevemente i vantaggi derivanti dal loro utilizzo ([6]):
esistenza di metodologie di progetto semplici e consolidate (filri di Butterworth, 
Chebishev, Bessel, ellittici);
realizzazione veloce e semplice con componenti discreti ed in piccole quantità;
possibilità di realizzazione con componenti passivi (senza consumo di potenza), 
come per esempio lo splitter ADSL.
Allo stesso modo si ricordano in generale gli svantaggi più evidenti derivanti dal loro 
impiego:
evidenza  di  prestazioni  poco  stabili  nel  tempo  e  sensibili  alle  variazioni  di 
temperatura;
richiesta di componenti di qualità per progetti critici;
aumento dei costi per la loro realizzazione in grandi quantità;
difficoltà di realizzazione con tecniche elettroniche d'integrazione a elevatissima 
densità  (VLSI,  Very  Large  Scale  Integration),  tipicamente  più  di  100000 
transistori  per  chip;  come  esempio  di  tale  difficoltà  valga  la  difficile 
realizzazione di una induttanza in un circuito integrato.
2.3 Filtri digitali 
La  costante  esigenza  di  prestazioni  differenti  e  l'impiego  del  teorema  del 
campionamento  con conseguente  virata  verso  il  mondo  digitale,  hanno favorito  la 
spinta verso la digitalizzazione dei filtri.
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Mediante  un  DSP  (Digital  Signal  Processor),  infatti,  è  stata  consentita 
l'emulazione  di  un  filtro  analogico  con  vantaggi  quali  la  programmabilità,  la 
versatilità, la stabilità, le potenzialità e i costi notevolmente ridotti. 
Nel caso dell'analizzatore di spettro a FFT, come si vedrà meglio in seguito, esso 
riveste un ruolo molto importante nella catena di realizzazione di tale strumento.
Un filtro digitale è un SLS a tempo discreto ([7]). La relazione imgresso-uscita 
di un SLS a tempo discreto è comunemente scritta nella forma di una convoluzione 
discreta riportata nella seguente equazione:
dove x(n) è il segnale discretizzato in ingresso al sistema, y(n) l'uscita del sistema e 
h(n) la risposta impulsiva del sistema, definita come l'uscita del SLS a tempo discreto 
all'impulso discreto d'ingresso, che caratterizza completamente il SLS.
Conseguentemente  si  definisce  la  risposta  in  frequenza  H(f)  come  la 
Trasformata di Fourier della risposta impulsiva h(n), come riassunto dalla seguente 
relazione:
e dalla sua inversa:
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dove T è il periodo.
La risposta in frequenza, vista come funzione di fT, è periodica di periodo 1.
Per i sistemi a dati campionati,  includendo i sistemi digitali,  si è soliti utilizzare il  
dominio Z; in tal caso la risposta diventa:
con k intero.
Quando si menzionano i filtri digitali è bene ricordare che le frequenze significative fT 
risiedono nell'intervallo [-1/2 , +1/2] e che, quindi, a bassa frequenza corrispondono 
valori prossimi a fT≈0  e ad alta frequenza, invece, valori prossimi a fT≈±1 /2.
Le  conseguenze  significative  della  classificazione  dei  filtri  digitali  sono 
facilmente intuibili:
Filtri Passa Basso: lasciano passare le basse frequenze ( fT≈0 ) ed attenuano 
fortemente le alte frequenze ( fT≈±1 /2. );
Filtri Passa Alto: lasciano passare le alte frequenze ( fT≈±1 /2. ) ed attenuano 
fortemente le basse frequenze ( fT≈0 );
Filtri Passa-Banda: lasciano passare le medie frequenze, attenuano fortemente 
sia le basse ( fT≈0 ) che le alte ( fT≈±1 /2. ) frequenze.
I filtri didatticamente analizzati sono non causali e quindi non fisicamente realizzabili. 
Dal  punto  di  vista  matematico  questo  dipende  dal  fatto  che  la  loro  risposta  in 
frequenza  è  identicamente  nulla  su  intervalli  di  frequenze  di  misura  non  nulla 
(condizione di Paley-Wiener). Per questo motivo i filtri reali, dovendo essere causali,  
16
(z) { ( )} ( ) k
k
H Z h k h k z
+ ∞
−
= − ∞
= = ∑
avranno necessariamente una risposta in frequenza che si annulla eventualmente solo 
in punti isolati.
I filtri digitali solitamente possono essere implementati e simulati  su macchine 
digitali  (microprocessori  o  processori  specializzati  come  i  DSP)  consentendo  di 
emulare il  comportamento dei filtri  analogici;  il  vantaggio rispetto  a questi  ultimi, 
però, è duplice:
essi possono essere riprogrammati via software sullo stesso hardware;
è possibile  modificare in tempo reale i  coefficienti  dei filtri,  ottenendo in tal 
modo filtri “adattativi”.
2.3.1 Filtri FIR e IIR
I principali tipi di filtri digitali sono i filtri FIR (Finite Impulse Response) e IIR 
(Infinite Impulse Response) ([7]). Tecnicamente un filtro FIR è un sistema Lineare 
Tempo  Invariante  (LTI)  causale  con  risposta  finita  all'impulso;  la  funzione  di 
trasferimento di un filtro FIR risulta essere un polinomio in z-1 . Con filtri IIR, invece, 
intendiamo  quella  sottoclasse  dei  sistemi  LTI  causali  con  risposta  anche  infinita 
all'impulso, dotati di una funzione di trasferimento razionale in z-1.
Nelle applicazioni pratiche il  filtro FIR è da preferire a quello IIR dove vi sia 
richiesta di fase lineare, altrimenti, se la distorsione in fase è tollerabile, è preferibile 
l'uso di filtri IIR perché comportano un minor numero di parametri, meno memoria e 
minor complessità computazionale.
Un sistema LTI causale a tempo discreto è detto filtro FIR se la risposta h(n) 
all'impulso unitario è finita nel senso che h(n)=0 per n<0 e per n>M per un opportuno 
M>0.  Il  rapporto  ingresso-uscita  è  allora  descritto  dalla  seguente  equazione  alle 
differenze finite:
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Passando alle trasformate z e applicando la proprietà della traslazione temporale, 
si ottiene:
dove
e X(z) e Y(z) sono le trasformate z rispettivamente di x(n) e y(n). Si osservi che H(z) è 
un polinomio in z-1.
Si accenna brevemente alle caratteristiche più interessanti dei filtri FIR:
un filtro FIR è sempre causale e stabile; ciò può essere rilevato dal fatto che H(z) 
è un polinomio in z-1  ,  e quindi ha un solo polo in z=0, di  fatto interno al 
cerchio di raggio 1.
un  filtro  FIR  può  avere  fase  lineare:  se  la  funzione  h(n)  è  simmetrica  o 
antisimmetrica rispetto a (M-1)/2 (cioè h(k)=H(M-1-k) oppure h(k)=-h(M-1-
k)), allora la fase H(ejɷ) è lineare. 
Un filtro IIR, invece, è un sistema LTI causale tale che la relazione ingresso-uscita 
verifica la seguente equazione ricorsiva alle differenze finite:
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Come si evidenzia dalla formula, la funzione di trasferimento H(z) di un filtro IIR 
è :
La presenza di poli distinti da 0 comporta che, se il filtro è causale, la risposta 
h(n) all'impulso unitario è nulla per n<0, ma risulta diversa da 0 per infiniti n positivi: 
la fase di questi filtri non può mai essere lineare.
In generale, contrariamente a quanto accade per i filtri FIR, un filtro IIR può non 
essere stabile; inoltre, mentre esistono filtri FIR con fase lineare, la fase di un filtro IIR 
non è mai lineare.
Questi  svantaggi  sono  compensati  in  vari  casi  dalla  maggiore  semplicità 
realizzativa  dei  filtri  IIR  rispetto  ai  filtri  FIR  e  dalle  migliori  caratteristiche  di 
attenuazione a parità di ordine delle equazioni.
Fra le più comuni applicazioni dei filtri IIR e FIR si ricordano i filtri Comb e i 
filtri Notch (a intaglio).
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2.3.2 Modelli AR, MA, ARMA 
Classi  di  filtri  Tempo  Discreto  particolarmente  importanti  sono  quelle  dei 
processi  AR  (Auto  Regressive,  auto  regressivi),  MA  (Moving  Average,  a  media 
mobile) e ARMA (Auto Regressive Moving Average) ([6]).
Detti x(n) e y(n) rispettivamente gli ingressi e le uscite al filtro, per descriverli si 
fa riferimento all'equazione alle differenze:
Si distinguono le diverse situazioni:
se tutti i coefficienti bm=0, eccetto b0 , allora y(n) è definito processo AR;
se tutti i coefficienti ak=0 allora y(n) è un processo MA;
se sia N che M non sono pari a 0, allora y(n) è definito ARMA.
Tale  classe  si  basa  sull'impiego di  tre  blocchi  fondamentali:  moltiplicatore  di  una 
costante, ritardo elementare (un campione) e sommatore a due ingressi. 
I filtri MA, per esempio, vengono molto utilizzati nell'analisi dei dati finanziari 
per rimuovere le fluttuazioni di breve periodo.
La  forma  più  generale  di  un  filtro  MA  di  ordine  M è  quella  descritta  dalla 
seguente equazione e dalla Figura 2-1:
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Figura 2-1: filtro MA di ordine M
La funzione è evidentemente quella di effettuare la media pesata (con pesi b0, b1,...bM) 
degli ultimi M+1 campioni del segnale d'ingresso.
Fra le caratteristiche importanti dei filtri MA si ricordano quelle secondo le quali 
essi sono sempre FIR e sempre stabili per qualunque scelta dei coefficienti. 
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La forma più generale di un filtro AR, invece, è la seguente (Figura 2-2):
Figura 2-2: filtro AR di ordine N
Il sistema è descritto dall'equazione:
L'uscita  all'istante  n  dipende  dall'ingresso  nello  stesso  istante  e  da  N  valori 
precedenti dell'uscita stessa; da ciò si ottiene, quindi, una relazione ricorsiva.
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Caratteristiche fondamentali di un filtro AR sono:
la  risposta  impulsiva  che  va  calcolata  in  maniera  ricorsiva  e  fissando  delle 
opportune condizioni iniziali;
la condizione sempre verificata per la quale la risposta impulsiva non ha durata 
finita; da ciò deriva la proprietà per la quale i filtri AR sono sempre IIR;
la stabilità di un filtro AR che dipende dai valori dei coefficienti a1, a2,...aN e da 
ciò la proprietà per la quale essi non sono sempre stabili;
il  vantaggio  dei  filtri  AR sui  filtri  MA consistente  nella  realizzazione  dello 
stesso  tipo  di  filtraggio  con  un  numero  minore  di  componenti  elementari 
(moltiplicatori, ritardi, sommatori).
Collegando in cascata un filtro MA ed un filtro AR (nell'ordine) si ottiene un filtro 
ARMA, descritto dalla già citata equazione:
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Si ottiene il conseguente schema di riferimento (forma diretta prima, Figura 2-3):
Figura 2-3: forma diretta prima di un filtro ARMA
Si distinguono, quindi, M+N ritardi, M+N moltiplicatori, M+N sommatori.
Essendo il filtro ARMA un sistema lineare stazionario, esso non dipende dall'ordine di 
connessione e pertanto è possibile scambiare la parte AR con quella MA, ottenendo lo 
schema equivalente (forma diretta seconda, Figura 2-4):
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Figura 2-4: forma diretta seconda di un filtro ARMA
Si distinguono max(M,N) (massimo fra M e N) ritardi  (quindi  minore degli  M+N 
ritardi della forma diretta prima), M+N moltiplicatori e M+N sommatori.
Per la presenza della parte AR, la risposta impulsiva di un filtro ARMA si calcola 
ricorsivamente e per questo motivo si applicano ai sistemi ARMA le considerazioni 
fatte per i filtri AR e cioè:
sono filtri IIR con risposta impulsiva di durata infinita;
sono filtri non sempre stabili: infatti la stabilità dipende dai coefficienti della 
parte AR e non da quelli della parte MA.
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2.3.3 Criteri di progettazione dei filtri digitali 
Di seguito si fa cenno alle problematiche e alle caratteristiche che si riscontrano in 
fase  di  progetto  di  un  filtro  digitale  e  che  costituiscono  un'analisi  importante  in 
considerazione della presenza di tali filtri nella catena di implementazione del progetto 
considerato in questo lavoro.
Sintetizzando, la progettazione di filtri digitali richiede tre fasi principali ([7]):
specificazione delle proprietà desiderate del filtro (ad esempio la frequenza di 
taglio  per  un  filtro  passa  basso);  poiché  i  filtri  ideali  non  sono  realizzabili, 
bisognerà accontentarsi di una approssimazione e la specifica dovrà riguardare il 
livello di errore che si ritiene di poter tollerare;
determinazione di un filtro che soddisfa le specifiche stesse; nel caso di filtri FIR 
basterà, ad esempio, determinare i coefficienti che definiscono la sua risposta 
all'impulso; in un filtro IIR basterà determinare i coefficienti dell'equazione alle 
differenze finite che lo caratterizzano oppure determinare i poli e gli zeri della 
funzione di trasferimento;
realizzazione  del  sistema  con  una  rete  a  precisione  finita,  con  eventuale 
implementazione su un DSP o su un circuito programmabile; è di particolare 
interesse in questa fase riuscire a controllare gli effetti della quantizzazione dei 
coefficienti del filtro imposti dall'uso di aritmetica a precisione finita.
Per  quanto  riguarda  le  specifiche  del  filtro,  esse  possono  essere  sicuramente 
fornite  attraverso  uno  schema  di  tolleranza  i  cui  elementi  principali-  nel  caso 
esemplificato  di  filtro  passa  basso,  per  esempio-  si  riferiscono  al  guadagno.  In 
particolare,  definite  ɷbp e  ωbs come  rispettivamente  le  frequenze  che  definiscono 
condizioni  di  accettabilità  per  la  banda  passante  e  la  banda  di  transizione,  si  fa 
riferimento alla condizione: 
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dove ωT è la frequenza di taglio e ωF la frequenza di stop del filtro. In alternativa si può 
dare un vincolo sulla dimensione Δω= ωF -ωT della banda di transizione.
Altro vincolo è fornito  dalle dimensioni massime permesse alle oscillazioni  in 
banda passante e in banda proibita  (rispettivamente  δp e  δs);  esse sono usualmente 
definite deviazioni e sono espresse dalla seguente formula:
e
dove Ap  denota l'oscillazione in banda passante,  mentre As  denota l'attenuazione in 
banda proibita.
Tutte  le  frequenze  specificate  devono  essere  riferite  alla  frequenza  di 
campionamento ωc ed in particolare devono essere inferiori a ωc/2 così da soddisfare il 
criterio di Nyquist.
Una tecnica di progettazione comunemente utilizzata è quella mediante finestre. 
Essa si basa sull'idea di approssimare un filtro desiderato, eventualmente non causale e 
con risposta  all'impulso  hd(n)  di  durata  infinita,  azzerando hd(n) al  di  fuori  di  una 
finestra temporale di ampiezza N, nella speranza che l'approssimazione sia tanto più 
buona quanto più la dimensione N della finestra è grande.
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Senza addentrarci nella trattazione analitica, ci si limiterà ad elencare le finestre 
WN(n) comunemente utilizzate:
Finestra rettangolare, data da:
Finestra triangolare (o Bartlett), definita da:
Finestra di Hanning, definita da:
Finestra di Hamming, data da:
Oltre  a  queste,  Kaiser  ha  proposto  una  famiglia  di  finestre  kN(n,ωa), 
parametrizzata da ωa. 
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Nel caso, per esempio di progetto di un filtro FIR, le varie finestre si possono 
riassumere graficamente nella Figura 2-5.
Figura 2-5: finestre comunemente usate per il progetto di filtri FIR
La progettazione mediante finestre richiede quindi, di operare due scelte:
1.  il tipo di finestra;
2. la dimensione N dell'intervallo.
Le scelte progettuali sono legate alle seguenti considerazioni:
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la massima ampiezza delle oscillazioni in banda passante e in banda proibita che 
dipende dal tipo di finestra, ma non da N;
l'ampiezza della banda di transizione che è inversamente proporzionale ad N, 
con coefficiente di proporzionalità dipendente dal tipo di finestra.
2.4 Analizzatori di spettro
Dopo  aver  esaminato  le  principali  tecniche  analitiche  che  sono  alla  base 
dell'analisi spettrale, e taluni strumenti quali i filtri viene ora descritto l'analizzatore di 
spettro, strumento che consente l'analisi dello spettro di segnali. In questo paragrafo 
essi  vengono  presentati,  classificati  e  successivamente  suddivisi  per  tipologie  e 
caratteristiche.
Nel cap.3 ci si soffermerà maggiormente e dettagliatamente sull'analizzatore di 
spettro a FFT riguardante il progetto svolto. L'analisi dei vantaggi e degli svantaggi e 
le differenze in termini di prestazioni delle varie tipologìe, infine, vengono rimandate 
al cap.4.
L'analizzatore  di  spettro  può  esser  considerato  il  duale  nel  dominio  della 
frequenza  dell'oscilloscopio,  operante,  invece,  nel  dominio  del  tempo  ([8]). 
L'interazione  dei  due  strumenti  complementari  consente,  quindi,  di  effettuare  una 
analisi  completa  dei  segnali,  una  gestione  e  una  elaborazione  ottimale 
dell'informazione associata ad essi nell'uno e nell'altro dominio. 
Come già sottolineato, se da un lato la visualizzazione nel dominio del tempo è 
il modo più immediato e naturale che consente una “visione d'insieme” del segnale, 
dall'altro l'analisi in frequenza permette di visualizzare ogni singola componente del 
segnale.
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Il  passaggio  dal  dominio  del  tempo  a  quello  delle  frequenze,  inoltre,  non 
comporta  nessuna  perdita  di  informazione  sul  segnale,  ma  solo  una  sua  diversa 
rappresentazione. Pertanto, si può affermare che il dominio delle frequenze, pur forse 
meno congeniale di quello del tempo, è in molti casi più utile per lo studio di segnali e 
l'applicazione di dispositivi.
Così,  ad  esempio,  la  visualizzazione  all'oscilloscopio  di  un  segnale  con  più 
armoniche non sarà quasi mai in grado di evidenziare le diverse componenti né tanto 
meno  le  rispettive  ampiezze.  Invece,  l'uso  di  un  analizzatore  di  spettro  produrrà 
informazioni complete sul segnale. Basti pensare, ad esempio, al caso di un segnale 
con  disturbo  ad  alta  frequenza  o  ad  un  piccolo  segnale  sinusoidale  affogato  nel 
rumore, in cui solo l'analisi in frequenza permette di far luce sulle varie componenti 
presenti. 
L'origine dell'analisi spettrale può farsi risalire a Robert Bunson (1811-1899) e a 
Gustav Kirchoff (1824-1887) che svilupparono l'idea che lo spettro della radiazione 
luminosa, emessa da una sostanza quando viene sollecitata (ad esempio riscaldandola), 
ne caratterizzava la composizione chimica e le sue proprietà.
Anche  se  sul  momento  nessuno  probabilmente  si  rese  conto  della  grande 
rilevanza di questa scoperta, qualche tempo dopo essa dette origine a quella che oggi è 
comunemente  chiamata  analisi  spettrale e  la  cui  espressione  matematica  è  senza 
dubbio la trasformata di Fourier (sviluppata antecedentemente all'idea di  Bunson e 
Kirchoff).
Un  notevole  e  determinante  contributo  all'argomento  fu  offerto,  circa 
cinquant'anni più tardi, da due brillanti ricercatori: R.B. Blackman e J. W. Tukey che 
pubblicarono il famoso metodo autocorrelativo che consentiva di ricavare lo spettro di 
potenza di un segnale tramite una stima della funzione di autocorrelazione dei dati 
osservati.
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E' comunque l'introduzione, appena dieci anni più tardi, della trasformata veloce 
di Fourier (FFT), accreditata a J. W. Cooley e J. W. Tukey, che segna l'avvento dei 
metodi di stima diretti dello spettro dei segnali.
2.4.1 Parametri principali di un analizzatore di spettro 
Un analizzatore di spettro, analogico o digitale, è completamente caratterizzato 
quando si  conoscono alcune grandezze.  Di  seguito  di  esse viene brevemente  fatto 
cenno ([8]),  definendole,  anche perchè concettualmente esse vengono riproposte in 
numerosi contesti in questo lavoro di tesi. Tuttavia non verranno approfonditamente 
analizzate:
Range di frequenza  : è definito come l'estensione della banda di frequenza nella 
quale  lo  strumento  riesce  ad  eseguire  misure  con  l'incertezza  specificata;  in 
particolare, gli analizzatori di spettro a supereterodina hanno range di frequenza 
molto estesi: si va da pochi KHz (limite inferiore di banda) fino a diverse decine 
di GHz (limite superiore di banda). Gli analizzatori di spettro digitali coprono un 
intervallo  di  frequenza  che  va  dalla  continua  a  qualche  centinaio  di  KHz, 
raramente addirittura a qualche GHz;
Sensibilità  : è la minima ampiezza che il segnale in ingresso deve avere per poter 
essere  analizzato;  in  altre  parole,  è  una  indicazione  sulla  capacità  dello 
strumento  di  rilevare  e  distinguere  segnali  di  piccola  ampiezza.  Essa  è 
normalmente specificata in dBm e può assumere valori anche <-140 dBm, ossìa 
esistono strumenti in grado di rilevare segnali di potenza pari a 10 e-14 milliwatt. 
Essa è in massima parte limitata dal rumore generato dalla circuiterìa interna 
dell'analizzatore;
Risoluzione in frequenza  : è la capacità dello strumento di distinguere (risolvere) 
armoniche dello spettro del segnale in esame che sono distinte, ma più o meno 
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prossime tra loro. Nel caso di analizzatore di spettro analogico la risoluzione è in 
massima parte determinata dalla “forma” della risposta in frequenza del filtro IF 
(Frequenza Intermedia), ossia dalla sua ampiezza di banda e dalla sua selettività. 
In generale, nel caso analogico, i problemi di risolvibilità di due armoniche sono 
tanto  più  seri  quanto  più  l'ampiezza  di  un'armonica  è  ridotta  in  confronto  a 
quella dell'armonica ad essa più prossima. In questi casi, infatti,  le armoniche 
più  piccole  possono  essere  letteralmente  sommerse  dalle  code  laterali  delle 
repliche della risposta del filtro IF dovute alle armoniche più grandi. Nel caso 
degli analizzatori di spettro digitali- come sarà più volte ricordato nella tesi- la 
risoluzione in frequenza coincide ovviamente con la risoluzione in frequenza 
della FFT da esso implementata:  ΔF=fc/N=1/(NTc),  dove fc è la frequenza di 
campionamento,  N  è  il  numero  di  campioni  acquisiti,  Tc=1/fc il  periodo  ci 
campionamento.  In  generale  la  risoluzione  aumenta  (ΔF  diminuisce) 
all'aumentare del termine NTc  che è il tempo di osservazione, e ciò può essere 
ottenuto  riducendo  la  frequenza  di  campionamento  fc o  aumentando  N. 
Entrambe  queste  operazioni  possono  essere  regolate  in  modo  manuale 
sull'analizzatore e non sono naturalmente a costo zero. Infatti, un aumento di N 
rallenta  l'elaborazione  FFT,  mentre  una  riduzione  di  fc può  comportare  la 
comparsa dell'aliasing;
Distorsione  : è un indice dell'alterazione introdotta dallo strumento sullo spettro 
del  segnale  sotto  esame  ed  è  generata  dalle  non  linearità  dei  circuiti  che  il 
segnale attraversa. Per l'analizzatore di spettro analogico lo stadio più critico a 
questo riguardo è il  mixer,  mentre  nell'analizzatore di  spettro digitale  le  non 
linearità sono introdotte dagli stadi di precondizionamento analogici e dall'ADC. 
Il modo più comune di dare le specifiche di distorsione è quello di quantificare 
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le ampiezze della seconda e della terza armonica spurie introdotte nello spettro 
per un dato livello del segnale d'ingresso;
Range dinamico di ingresso  : è l'elongazione dell'intervallo di sensibilità dello 
strumento, ossia la differenza tra le ampiezze di segnale massima e minima che 
lo strumento è in grado di rilevare distintamente nel dominio delle frequenze. 
Esso,  normalmente  dato  in  dB,  è  limitato  inferiormente  dal  rumore  totale 
generato all'interno dello strumento e superiormente dalla sua distorsione. Per 
l'analizzatore di spettro digitale il range dinamico è limitato dalle caratteristiche 
del convertitore A/D cui si aggiungono gli effetti negativi di rumore e di non 
linearità  dell'oscilloscopio  (caso  strumento  'all  in  one',  analizzatore-
oscilloscopio).  Ogni  tecnica  che  sia  in  grado  di  ridurre  il  rumore  di  fondo 
permette di incrementare il range dinamico; così, ad esempio, un incremento del 
numero di campioni per la FFT, permetterà che la potenza totale di rumore si 
spalmerà su un numero maggiore di uscite FFT;
Incertezza (sia in frequenza che in ampiezza) di misura  : in ambedue i casi le 
specifiche sono date sia per misure assolute che per misure relative. Le prime 
sono quelle eseguite con un singolo marker e sono, ad esempio, le misure di 
potenza di una portante RF, le misure di frequenza della stessa, ecc.. Le seconde 
sono quelle  eseguite  utilizzando  due  marker  contemporaneamente  (misure  di 
distorsione o di distanza di armoniche o sub-armoniche della portante). Anche in 
questo caso, un'attenta analisi delle diverse componenti di incertezza può portare 
a  una  riduzione  dell'incertezza  complessiva  dello  strumento  (senza  dover 
ricorrere  ad  analizzatori  di  spettro  con  bande  di  errore  minore  e  quindi  più 
costosi). 
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2.4.2 Princìpi di funzionamento e applicazioni
Come già accennato precedentemente, mentre l'oscilloscopio esamina il segnale 
attraverso  una  finestra  (gate)  nel  dominio  del  tempo,  l'analizzatore  di  spettro  lo 
esamina attraverso una finestra nel dominio delle frequenze. Appare evidente come 
l'oscilloscopio riproduca la forma d'onda così come si presenta fisicamente,  mentre 
l'analizzatore riporta una serie di stretti impulsi che rappresentano le frequenze e le 
ampiezze della frequenza fondamentale e delle sue armoniche.
E' importante sottolineare, comunque, che oggi sul mercato è possibile trovare 
analizzatori  di  spettro  stand-alone o  strumenti  all-in-one  che fungono oltre  sia  da 
oscilloscopi che da analizzatori di spettro.
Le diverse tipologie di analizzatore di spettro e il loro funzionamento, come si 
legge  in  §2.4.3,  dipendono  innanzitutto  dalla  distinzione  delle  due  grandi  aree  di 
evoluzione: analogica e digitale. Da esse, come è facilmente intuibile, discende tutta 
una serie di strumenti d'utilizzo, sia analitici che fisici, che distinguono i loro impieghi 
e i loro principi di funzionamento ([8]). Ad esempio, gli analizzatori di spettro digitali 
si  basano sul teorema del  campionamento,  sull'acquisizione,  sulla  manipolazione  e 
sull'elaborazione  di  dati  campionati,  su  strumenti  quali  la  Trasformata  Discreta  di 
Fourier (DFT) o sulla Trasformata Veloce di Fourier (FFT), sui filtraggi digitali e su 
strumenti e princìpi prettamente riguardanti la sfera digitale.
Viceversa,  gli  analizzatori  di  spettro  analogici  utilizzano  nozioni  e  strumenti 
attinenti al mondo analogico, quali l'impiego della Trasformata Continua di Fourier 
(TCF), del PLL (Phase Locked Loop), dei filtri analogici canonici (Passa Banda, Passa 
Basso, ecc..), ecc..
In altre parole si ha a che fare con due modi di vedere ed affrontare le situazioni 
diverse, selezionati, come sarà evidente nel corso della Tesi, in base alle particolari 
esigenze, alle situazioni di lavoro ed agli utilizzi che si presentano.
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Le applicazioni degli analizzatori di spettro, come è facilmente intuibile, sono 
molto disparate ([9]); le più importanti riguardano lo studio e l'analisi armonica dei 
segnali  nel campo delle telecomunicazioni in generale, ma molteplici  sono gli altri 
settori  disciplinari  nei quali  l'analisi  spettrale trova applicazione: per esempio negli 
azionamenti elettrici (per i costruttori di apparecchi elettronici, per esempio, si pensi 
alla  verifica  dello  spettro  di  emissione  dei  segnali  spuri  nel  rispetto  di  normative 
stringenti), nella geofisica, nella medicina, ecc..; l'impiego, dunque, è molto vasto. E' 
di  fondamentale  importanza  l'applicazione  nelle  tecniche  delle  radiodiffusioni  (per 
esempio  si  pensi  all'  importanza  del  controllo  del  contenuto  spettrale  dei  segnali 
trasmessi per evitare interferenze con altri sistemi che operano nelle stesse bande o in 
bande adiacenti di frequenza), nella trasmissione dati e nella telemetrìa, consentendo 
essi il progetto di canali di trasmissione, la determinazione dell'influenza del rumore e 
di  effettuare  tutta  una  serie  di  misure  necessarie  per  progettare  e  produrre 
apparecchiature secondo le rigide specifiche di numerosi standard di trasmissione. A 
titolo di esempio, fra le loro applicazioni, si citano:
misure di livello, di bande passanti e di frequenze di un segnale, analogico o 
digitale;
analisi della purezza spettrale di una sorgente;
misure di modulazione di ampiezza e di frequenza;
misure di modulazione di impulsi;
misure su sistemi di comunicazione;
misura  delle  oscillazioni  parassite  o  della  distorsione  armonica  e  da 
intermodulazione di un amplificatore;
misure  relative  al  rapporto  segnale-rumore  (SNR)  nella  caratterizzazione  dei 
dispositivi in generale;
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Utilizzando  con  l'analizzatore  un  tracking  generator1 (che  normalmente  viene 
proposto  opzionalmente  all'apparecchiatura),  si  possono  misurare  anche  bande 
passanti di filtri, frequenza di risposta di amplificatori e rapporti di onde stazionarie. 
1 Un tracking generator è una sorgente di segnale la cui frequenza di uscita si sposta in sincronismo con la frequenza generata 
dall'oscillatore locale dell'analizzatore di spettro.
37
2.4.3 Classificazione, tipologìe e suddivisione analogica/digitale 
Gli analizzatori di spettro che si dividono in due categorie principali, sono legati 
a diversi sistemi operativi e costruttivi. La prima si avvale di un sistema interamente 
analogico,  mentre  la  seconda,  oggetto  del  progetto  svolto,  una  volta  acquisito  il 
segnale analogico, lo campiona per poi elaborarlo numericamente mediante algoritmi 
che implementano la Fast Fourier Transform (FFT). Gli analizzatori di spettro, inoltre, 
si diversificano anche per il tipo di segnale osservato: transitorio o periodico.
Una preliminare distinzione è sicuramente quella riguardante:
analizzatori di spettro real time;
analizzatori di spettro sweep-tuned.
Prima di elencare le differenze esistenti fra le due tipologie, è bene accennare 
alla  natura  dei  segnali  che  vengono trattati  ed  impiegati,  che  è  una  informazione 
determinante il ricorso ad una tipologia piuttosto che ad un' altra.
Generalmente, se si utilizzano segnali con spettro tempo-variante (segnali non 
stazionari), occorre misurare idealmente lo spettro istantaneo la cui misura deve essere 
eseguita contemporaneamente e in tempi molto brevi; viceversa, se vengono impiegati 
segnali  con spettro tempo-invariante (segnali stazionari  o quasi stazionari)  allora si 
può eseguire una scansione di frequenza, mediante un filtro a banda stretta e a sintonia 
variabile  sull'intera gamma scelta;  conseguentemente le ampiezze delle componenti 
spettrali a ciascuna frequenza sono misurate mediante un rivelatore di inviluppo.
Le due esigenze legate al tipo di segnale hanno portato allo sviluppo delle due 
tipologie di analizzatori di spettro sovracitate.
In generale:
l'analizzatore  real  time  misura  simultaneamente  l'ampiezza  delle  varie 
componenti dello spettro del segnale; tale operazione avviene in tempi brevi ed è 
quindi possibile analizzare spettri tempo-varianti (transitori);
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l'analizzatore sweep-tuned esegue una scansione in frequenza dello spettro; tale 
operazione avviene in tempi lunghi nei quali si possono analizzare solo segnali 
con spettro invariante.
Alla  prima  categoria  appartengono  gli  analizzatori  di  spettro digitali  a  FFT e  gli 
analizzatori di spettro analogici a banco di filtri.
Nella seconda, esclusivamente analogica, rientrano gli analizzatori di spettro con 
filtro a sintonìa variabile e quello a supereterodina.
Il  progetto  svolto  è  basato  sull'implementazione  di  un  analizzatore  di  spettro 
digitale  a  FFT,  e  pertanto  la  sua  analisi  e  la  sua  descrizione  verranno 
approfonditamente trattate nei capitoli successivi.
In  questo  capitolo,  riservandomi  di  effettuare  successivamente  un  confronto 
diretto  in  termini  di  prestazioni,  di  aspetti  positivi  e negativi  sulle  varie tipologie, 
vengono  elencate  sinteticamente  le  principali  caratteristiche  delle  altre  forme  di 
analizzatori di spettro. 
Analizzatore di spettro con   filtro a sintonìa variabile   ([10]), ([11]): rientra negli 
sweep-tuned e quindi si basa sulla scansione dell'intero spettro del segnale da 
analizzare  mediante  un  unico  filtro  opportunamente  accordato  che  esamina 
un'ampia gamma di frequenze e la cui sintonìa è fatta variare elettronicamente 
mediante un comando in tensione, talvolta esterno allo strumento. Detta sintonìa 
è regolata tramite un generatore di rampa che può essere impiegato anche per 
comandare l'asse orizzontale di un dispositivo di visualizzazione (per esempio 
un tubo a raggi catodici del tipo di quelli usati per gli oscilloscopi analogici) . Il 
sistema permette larghezze di banda più ristrette (alta risoluzione), ma richiede 
un tempo assai lungo per l'analisi. L'uscita del filtro, opportunamente trattata per 
rilevarne  l'ampiezza  mediante  un  rivelatore  d'inviluppo,  può  essere  inviata 
sull'asse  verticale  dello  stesso  display  in  modo  da  ottenere  la  desiderata 
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visualizzazione dello spettro di ampiezza. La rampa ottenuta dal generatore di 
scansione stabilisce il tempo di filtraggio e regola il valore della frequenza che 
di  volta  in  volta  è  analizzata.  Nel  tempo  T,  necessario  per  scandire  tutto  il 
display, viene analizzata una gamma di frequenze che vanno da f1min a f1max, dove 
f1 è la frequenza a cui è centrato il filtro.
In sintesi, le sue principali caratteristiche progettuali riguardano:
1. utilizzo di un unico filtro Passa Banda con frequenza centrale regolabile;
2. copertura completa dell'intervallo di frequenze di interesse;
3. impiego di un rivelatore per misurare l'inviluppo del segnale in uscita dal 
filtro.
Analizzatore di  spettro  a supereterodina ([12]):  questa  soluzione  prevede un 
filtro  Passa  Banda a  frequenza  intermedia  fIF fissa,  ed  una  modulazione  del 
segnale da analizzare, in modo che il suo spettro si sposti  lungo l'intero asse 
delle  frequenze.  In pratica,  l'effetto  della  modulazione  è  di  traslare  ciascuna 
componente dello spettro alla frequenza fIF mediante un segnale modulante di 
tipo  sinusoidale  con frequenza  variabile  linearmente  nel  tempo.  Il  campo  di 
frequenze  richieste  all'oscillatore  locale  per  la  corretta  modulazione  è 
generalmente compreso fra fomin e fomax, dove:
1. fomin è il  valore di frequenza che trasla a fIF la componente a più bassa 
frequenza dello spettro del segnale;
2. fomax è  il  valore  di  frequenza  che  trasla  a  fIF la  componente  a  più  alta 
frequenza superiore dello spettro del segnale.
Analiticamente, definita fs la frequenza della generica componente dello spettro 
del  segnale,  risulta  fs=f0-fIF,  dove  f0 è  la  frequenza  dell'oscillatore  locale 
impiegato nell'analizzatore.
In particolare, fsmin=fomin-fIF e fsmax=f0max-fIF.
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Le principali caratteristiche progettuali di questo analizzatore attualmente molto
diffuso si riassumono in:
1. utilizzo di un unico filtro Passa Banda con frequenza centrale costante;
2. uso di un miscelatore per implementare la tecnica supereterodina;
3. impiego di un rivelatore per misurare l'inviluppo del segnale in uscita dal 
filtro.
Analizzatore  di  spettro  a  banco  di  filtri ([12]):  esso,  come  accennato 
precedentemente,  fa  parte  degli  analizzatori  di  spettro  real  time  ed  effettua 
l'analisi spettrale di un segnale inviato in ingresso a n filtri passa banda, le cui 
bande passanti coprono l'intero campo delle frequenze d'interesse. Ogni filtro è 
centrato alla frequenza di interesse per recuperare il solo contenuto informativo 
nella singola banda desiderata e quindi ognuno di essi risponde con un segnale 
di ampiezza proporzionale alla componente corrispondente alla propria banda 
passante. Le uscite dei filtri sono inviate a dei rivelatori che convertono i segnali 
AC  (sinusoidi)  in  segnali  DC  che  vengono  visualizzati  mediante  strumenti 
indicatori. Il rivelatore è un circuito costituito da un dìodo e da un parallelo RC 
(rivelatore di picco), che fornisce in uscita un segnale continuo proporzionale 
all'ampiezza  del  segnale  AC.  Se  nello  strumento  sono  presenti  n  filtri  con 
larghezza di banda B, l'intervallo di frequenza analizzabile risulta pari ad nB. Le 
bande dei filtri, però, devono essere parzialmente sovrapposte essendo i fronti 
della risposta a pendenza finita. Ovviamente più stretta è la banda passante B di 
ogni  singolo  filtro  e  migliore  è  la  risoluzione  dell'analizzatore.  Le uscite  di 
questi filtri vengono trattate con opportuni rivelatori per ottenere le ampiezze 
delle componenti spettrali, che vengono infine visualizzate proprio in funzione 
delle frequenze centrali delle bande dei filtri. Come si capirà meglio nel cap.4, 
nell'ambito della strumentazione di misura l'implementazione analogica per la 
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realizzazione di un analizzatore di spettro in tempo reale trova scarso impiego e 
ad essa viene preferita la soluzione digitale, basata sulla FFT.
In sintesi, le principali caratteristiche progettuali di questo analizzatore sono:
1. impiego di filtri passa banda fissi;
2. presenza  di  una  minima  sovrapposizione  tra  le  risposte  di  due  filtri 
adiacenti;
3. uso di rivelatori per misurare l'ampiezza dell'uscita “sinusoidale” dei filtri.
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3 Analizzatori di spettro a FFT
In questo capitolo verranno descritte approfonditamente le tecniche analitiche e 
computazionali  che sono alla  base dell'analizzatore di  spettro numerico  a FFT del 
quale  verrà  analizzato  lo  schema  di  funzionamento  e  ne  saranno  sottolineate  le 
principali  applicazioni  rimandando  volutamente  al  capitolo  successivo  l'analisi  dei 
vantaggi e degli svantaggi derivanti dal suo utilizzo. Infatti, nel cap.  4 essi saranno 
messi a confronto con quelli riguardanti le altre tipologie di analizzatori di spettro.
3.1 Trasformata Discreta di Fourier (DFT)
La DFT (Discrete Fourier Transform) è uno strumento matematico che consente 
di trasformare una successione di N numeri complessi x0,x1,...,xN-1 in una successione 
di N numeri complessi X0,X1,...,XN-1 ([13]).
Nell'analisi di Fourier la DFT è un particolare tipo di trasformata nonché un caso 
particolare della trasformata zeta. Essa in generale converte una collezione finita di 
campioni  equispaziati  di  una  funzione  in  una  collezione  di  coefficienti  di  una 
combinazione  lineare  di  sinusoidi  complesse,  ordinate  al  crescere  della  frequenza. 
Analogamente  alla  trasformata  continua  di  Fourier,  la  DFT  è  un  modo  per 
rappresentare  una  funzione  (la  cui  variabile  è  spesso  il  tempo)  nel  dominio  delle 
frequenze.  Le  frequenze  delle  sinusoidi  della  combinazione  lineare  (periodica) 
prodotta dalla trasformata sono multipli interi di una frequenza fondamentale, il cui 
periodo è la lunghezza dell'intervallo di campionamento. 
La trasformata discreta di Fourier si differenzia dalla trasformata di Fourier a 
tempo discreto per il  fatto che la funzione in ingresso e la funzione prodotta sono 
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successioni finite, e può quindi essere considerata come una trasformata per l'analisi di 
Fourier di funzioni su un dominio limitato e discreto.
Diversamente dalla trasformata continua di Fourier, pertanto, la DFT richiede in 
ingresso una funzione discreta i cui valori sono in generale complessi e non nulli, ed 
hanno una durata limitata. Ciò rende la DFT ideale per l'elaborazione di informazioni 
su un elaboratore elettronico. In particolare essa è ampiamente utilizzata nel campo 
dell'elaborazione numerica dei segnali e nei campi correlati per analizzare le frequenze 
contenute in un segnale, per risolvere equazioni differenziali alle derivate parziali, per 
operare in  ambiti  dove è  richiesta  una computazione  digitale  e  per  compiere  altre 
operazioni, come la convoluzione o la moltiplicazione di numeri interi molto grandi. 
Alla base di questi impieghi, come verrà ampiamente affrontato, c'è la possibilità di 
calcolare in modo efficiente la DFT, usando gli algoritmi per trasformata veloce di 
Fourier (FFT).
3.1.1 Definizione
La  successione  di  N  numeri  complessi  x0,x1,...xN-1 è  trasformata  nella 
successione  di  N  numeri  complessi  X0,  X1,...,XN-1 dalla  DFT secondo  la  formula 
([13]):
La trasformata  è spesso rappresentata  dal  simbolo  F,  usato come  X=F{x} o 
F{x} o Fx.
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La DFT descrive  completamente  la  trasformata  di  Fourier  a  tempo  discreto 
(DTFT, Discrete Time Fourier Transform) di una successione periodica con periodo 
N,  che  possiede  uno  spettro  di  frequenze  discreto.  Inoltre,  fornisce  campioni 
equidistanti di lunghezza finita della DTFT. Si tratta della correlazione incrociata della 
successione in ingresso e la sinusoide complessa di frequenza k/N.
Come  per  l'analogo  discreto  della  formula  per  i  coefficienti  della  serie  di 
Fourier, si considera la seguente relazione, inversa della trasformata di Fourier discreta 
(abbreviata talvolta in IDFT, Inverse Discrete Fourier Transform):
Una descrizione semplice di queste equazioni è quella secondo la quale i numeri 
complessi Xk rappresentano l'ampiezza e la fase di diverse componenti sinusoidali del 
segnale in ingresso xn. La DFT calcola gli Xk dati gli xn, mentre la IDFT calcola gli xn 
come somma delle componenti sinusoidali (1/N)Xk e (2πikn/N) di frequenza k/N cicli per 
campione. Scrivendo le equazioni in questa forma, si utilizza la formula di Eulero per 
esprimere le sinusoidi  in termini  esponenziali  complessi,  che sono più semplici  da 
manipolare. Esprimendo gli Xk in forma polare, si può così ottenere l'ampiezza delle 
sinusoidi Ak e la fase φk da modulo e argomento di Xk rispettivamente:
   
e
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Si noti che i fattori di normalizzazione che moltiplicano DFT e IDFT (qui 1 e 
1/N) e i segni degli esponenti sono delle convenzioni e possono essere differenti in 
alcuni testi.
Gli unici requisiti di queste convenzioni sono che DFT e IDFT devono avere 
esponenti di segno opposto e che il prodotto dei fattori deve essere 1/N. Un fattore di 
normalizzazione (1/N)1/2 sia per DFT che per IDFT rende le trasformate unitarie, cui 
conseguono alcuni vantaggi nella trattazione teorica, mentre sul piano pratico nelle 
operazioni numeriche è possibile effettuare le normalizzazioni un'unica volta come 
nelle espressioni qui esposte.
E' da notare che la trasformata discreta di Fourier è direttamente implementabile 
su un calcolatore in quanto richiede un numero finito di operazioni, al contrario della 
serie e della trasformata di Fourier che richiedono il calcolo di integrali o di somme di 
serie. Tuttavia, il calcolo della DFT non viene comunque mai implementato secondo 
la definizione qui data, ma si preferisce utilizzare algoritmi ottimizzati che richiedono 
uno  sforzo  computazionale  minore.  Il  calcolo  della  DFT,  infatti,  supponendo 
precalcolati,  ossìa  già disponibili  in  memoria,  i  termini  esponenziali  presenti  nella 
formula,  richiede  N  moltiplicazioni  complesse  e  N-1  addizioni  complesse.  Se  si 
considera  che  un'addizione  complessa  richiede  in  realtà  due  addizioni  reali  e  una 
moltiplicazione complessa richiede quattro moltiplicazioni reali e due addizioni, per 
ogni  valore di  k  sono richieste  complessivamente  8N-2 operazioni  reali.  Poichè  k 
assume valori tra 0 e N-1, il numero complessivo di operazioni da compiere per il 
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calcolo della DFT di una sequenza periodica di periodo N è, per N molto grande, di 
circa 8N2. 
Il tutto si abbrevia dicendo che il calcolo della DFT ha complessità di calcolo 
O(N2), cioè richiede un numero di operazioni proporzionali a N2, e per un valore di N 
elevato ben si comprende la necessità di ricorrere a strumenti di calcolo meno onerosi.
La DFT,  infine,  può anche essere  espressa  in  forma  matriciale  attraverso  la 
cosiddetta matrice di Fourier. Inoltre, può essere generalizzata consentendo traslazioni 
nel tempo di un fattore a e/o in frequenza di un fattore b. In tal caso viene detta DFT 
generalizzata o GDFT, e condivide le stesse proprietà della DFT tradizionale:
Spesso  si  usa  traslare  di  un  fattore  ½,  ottenendo  ad  esempio  per  a=1/2  un 
segnale che è antiperiodico nel dominio della frequenza, cioè Xk+N= -Xk.
3.1.2 Proprietà 
In questo  paragrafo  verranno  elencate  le  principali  proprietà  analitiche  della 
DFT senza ricorrere, tuttavia, alle dimostrazioni. Date Xk e Yk  le DFT di xn e yn , ora 
evidenziamo tali proprietà che  sono ricorrenti da un punto di vista applicativo ([13]):
Teorema di Plancherel secondo cui:
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Teorema di Parseval secondo cui:
Periodicità:
 
Traslazione: 
distinguendo, rispettivamente, la traslazione circolare della trasformata Xk e
quella di xn e dove e2πinm/N è un termine di fase lineare con m intero.
Senza però esplicitarle, si citano in aggiunta le importanti  proprietà di:
convoluzione circolare;
correlazione incrociata;
linearità:     
simmetria:
funzione pari;
funzione dispari:
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ortogonalità.
3.2 Fast Fourier Transform (FFT):definizione e proprietà
La  Trasformata  di  Fourier  veloce  (spesso  indicata  come  FFT,  Fast  Fourier 
Transform) è un algoritmo ottimizzato per calcolare la DFT e la sua inversa IDFT.
Il  grosso  vantaggio  della  FFT,  come  già  evidenziato,  è  la  riduzione  della 
complessità  computazionale  nell'eseguire  la  DFT. La complessità  della  trasformata 
veloce di Fourier risulta essere, infatti, O(Nlog2 N), cioè un numero proporzionale ad 
Nlog2N. Ci si rende conto presto del vantaggio in termini di velocità di calcolo; si noti, 
a titolo esemplificativo, che per N=1024, N2=1048576 mentre Nlog2 N=10240; quindi, 
per N=1000, il numero di operazioni necessario viene ridotto di un ordine 100.
Di seguito si dimostra sinteticamente e matematicamente l'effettiva e sensibile 
riduzione in termini di onerosità computazionale ([14]).
Per semplicità ci si restringe al caso in cui N è potenza di due e N=2M, con M 
intero.
Applicando la formula della DFT si deve calcolare, quindi, l'espressione:
Se si separano le componenti  pari e quelle dispari della sommatoria, tenendo 
conto che:
si ha:
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Ovvero la FFT di ordine 2M si può calcolare con due FFT di ordine M e M 
moltiplicazioni per una costante complessa. Detta C(n) la complessità della FFT di 
ordine n si ottiene C(n)=2 C(n/2) +O(n), e quindi C(n)=O(nlogn).
Poichè l'antitrasformata discreta di Fourier è praticamente uguale alla DFT, ma 
con l'esponente di segno opposto e 1/N a fattore, qualsiasi algoritmo FFT può essere 
facilmente invertito.
Prima di analizzare nel dettaglio gli algoritmi utilizzati- primo fra tutti quello di 
Cooley-Tukey- è bene sottolineare l'importanza dell'applicazione della FFT in vasti 
campi. In generale essa è di grande importanza per una grande varietà di applicazioni, 
dall'elaborazione  di  segnali  digitali  alla  soluzione  di  equazioni  differenziali  alle 
derivate parziali e agli algoritmi per moltiplicare numeri interi di grandi dimensioni 
grazie  al  basso  costo  computazionale.  Oltre  all'applicazione  diretta  nel  caso  degli 
analizzatori  di  spettro  numerici  considerati  nel  progetto,  la  FFT  è  strettamente 
correlata con altre trasformate, quale la DCT (Discrete Cosine Transform). Questa è 
alla base di molte delle tecniche di compressione con perdita dei segnali audio (AAC, 
Vorbis, WMA, MP3), delle immagini (JPEG) e dei video (MPEG, DV).
3.3 Osservazione su fc e legami FFT/DFT/frequenza 
In  questo  paragrafo  vengono  fatte  delle  importanti  osservazioni  riguardanti 
l'utilizzo della FFT, raffrontato alla DFT ([15]). 
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Nel caso della  DFT, se noi  ipotizziamo che la sequenza x(n) viene generata 
campionando  un  segnale  analogico  ad  una  certa  frequenza  di  campionamento  fc, 
calcolando le DFT ripetute su finestre temporali adiacenti di N campioni consecutivi 
della sequenza, si avranno dei precisi vincoli sulla Banda B del segnale x(t) che per la 
condizione di Nyquist dovrà essere B≤ fc/2.
Utilizzando la  FFT, invece,  ipotizzando di  operare alle  medesime condizioni 
(stesso elaboratore, stessa frequenza di clock e stesso N), si otterrà una frequenza di 
campionamento massima f* per operare in tempo reale che sarà ≈100 fc.
Una  delle  applicazioni  importanti  della  FFT,  che  riguarda  direttamente 
l'applicazione dell'analizzatore a FFT e, quindi, il progetto svolto, è quella riguardante 
il legame in termini frequenziali con lo spettro di una sequenza data.
Supponiamo di  avere a disposizione  una sequenza x(n),  con n=0,..,N-1,  e di 
voler calcolare di questa sequenza aperiodica la trasformata di Fourier:
Immaginiamo ora di volerla calcolare non per infiniti valori di f, ma soltanto per 
un numero finito di punti equispaziati nell'intervallo [0, 1/T].
Strategicamente si periodicizzerà con periodo N la sequenza data, ottenendo:
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Calcolando  la  trasformata  discreta  di  Fourier  Zk,  con  k=0,...,N-1,  di  questa 
sequenza z(n), si ricava la relazione che lega X(f) a Zk  :
A questo punto si può calcolare la X(f) in N punti,  ossìa per le N frequenze 
equispaziate in [0,1/T]:
A  livello  pratico,  però,  il  numero  di  campioni  N  risulta  essere  spesso 
insufficiente per ottenere una adeguata stima dell'andamento di X(f).
Quello  che  di  solito  si  fa  è  il  ricorso  all'operazione  di  zero-padding o 
riempimento con zeri. Esso consiste nell'ottenere il segnale z(n) dalla ripetizione di 
una sequenza finita di durata N' semplicemente formata dagli N campioni della x(n) 
con, in aggiunta, N' -N campioni nulli, ottenendo perciò:
Il  passo  successivo  è  quello  di  calcolare  la  trasformata  discreta  ricavando, 
quindi, N'>N valori di X(f):
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dove saranno fk=k/N'T.
Il  vantaggio  applicativo  immediato  è  che  aggiungendo molti  campioni  nulli, 
ossìa aumentando N', si aumenta l'ordine della FFT e, di conseguenza, si aumenta la 
risoluzione  dell'analisi  spettrale  x(n)  aperiodica  e  di  durata  finita  originaria 
migliorando, quindi, la stima dell'andamento di X(f).
3.4 Algoritmo di Cooley-Tukey
Prima di esporre la trattazione dell'algoritmo di Cooley-Tukey è bene fare alcune 
importanti  considerazioni.  Come  in  precedenza  sottolineato,  la  FFT  permette  di 
ridurre  il  numero  di  operazioni  da  compiere  (in  particolare  il  numero  delle 
moltiplicazioni)  per  il  calcolo  della  DFT.  Gli  algoritmi  della  FFT  si  basano  sul 
principio fondamentale della decomposizione del calcolo della DFT di una sequenza 
lunga N in DFT via via più piccole ([16]). Il modo in cui il principio è implementato 
conduce ad una varietà di algoritmi differenti. In generale, le principali categorie di 
algoritmi usate sono le seguenti:
algoritmi con decimazione nel tempo  : il loro nome deriva dal fatto che ad ogni 
passo  del  procedimento  di  progressiva  riduzione  in  trasformazioni  sempre 
minori, la sequenza x(n) è decomposta in successive sequenze più piccole: ciò 
che  varia  da  un  algoritmo  all'altro  è  la  modalità  tramite  la  quale  questa 
procedura viene eseguita;
algoritmi con decimazione in frequenza  : in modo del tutto simmetrico rispetto ai 
precedenti, decompongono la sequenza dei coefficienti X(k) in sotto-sequenze 
53
( ) ' , 0,1,..., ' 1k kX f f N Z k N= = = −
via via sempre più piccole, sino ad arrivare ad una unità di decomposizione 
base prestabilita;
algoritmo di Goertzel  : sfrutta la periodicità dei coefficienti Wnk per incrementare 
l'efficienza del calcolo, basandosi sul fatto che WN-kN=ej(2π/N)Nk=ej2πk=1.
L'ultimo  è,  in  realtà,  un  algoritmo  a  sé  stante  e,  comunque,  nell'ambito 
dell'implementazione al calcolatore risulta molto meno usato rispetto ai primi due (che 
in realtà sono famiglie di algoritmi).
La trattazione dell'algoritmo di Cooley-Tukey esposta qui di seguito, per motivi 
puramente di comodità, fa riferimento alla decimazione nel tempo. Nella realtà tale 
algoritmo si applica in modo del tutto duale anche come decimazione in frequenza. 
Come più volte sottolineato, l'algoritmo di Cooley-Tukey è il metodo più diffuso 
per  implementare la  FFT.  Tale metodo (e  in  generale  l'idea di  una trasformata  di 
Fourier veloce) fu reso popolare da una pubblicazione di James William Cooley e 
John  Wilder  Tukey nel  1965,  ma  in  seguito  si  scoprì  che  i  due  autori  avevano 
indipendentemente reinventato un algoritmo noto a Carl Friedrich Gauss nel 1805 (e 
successivamente riscoperto in molte altre forme illimitate).
L'algoritmo di Cooley-Tukey si basa sulla decomposizione ricorsiva del vettore 
da  trasformare  (di  lunghezza  N=2S)  fino  a  ottenere  un  insieme  di  N  vettori  di 
lunghezza  1,  la  cui  trasformazione  è  banale  (del  tipo  F1=f1 ).  Il  primo  passo 
dell'implementazione consisterà evidentemente nel determinare quali siano le coppie 
di  dati  da  porre  in  ingresso  a  ciascuno  stadio  della  catena  butterfly,  come  viene 
definito lo schema d'implementazione. 
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Più precisamente il principio guida dell'algoritmo di Cooley-Tukey è quello del 
“divide et impera” che prevede la divisione e trasformazione in due segmenti di n/2 ad 
ogni passo, ed è quindi ottimizzato solo per dimensioni che siano potenze di due; ma, 
in  generale,  ne può essere utilizzata  qualsiasi  fattorizzazione  (come era noto sia a 
Gauss che a Cooley e Tukey). Questi casi sono chiamati rispettivamente casi radice di  
2 e radice mista (e le altre varianti hanno i propri nomi, ossìa si riferiscono ai numeri 
delle radici, per es. radice di 4). Anche se l'idea di base è ricorsiva, la gran parte delle  
implementazioni  tradizionali  riorganizzano  l'algoritmo  per  evitare  la  ricorsione 
esplicita.  Inoltre,  poichè  l'algoritmo  di  Cooley-Tukey spezza  la  DFT in  DFT più 
piccole,  può essere  arbitrariamente  combinato  con qualsiasi  altro  algoritmo  per  la 
DFT. Sono illustrate di seguito due delle più comuni implementazioni.
3.4.1 Decimazione nel tempo “Radix-2” 
Il principio di decimazione nel tempo è meglio illustrato considerando il caso 
speciale in cui N è un intero potenza di 2, cioè N=2S. Siccome N è un intero pari,  si 
può considerare il calcolo di X(k) separando x(n) in due sequenze da N/2 punti, una 
contenente i punti pari di x(n) (xp(n)) e l'altra contenente i punti dispari di x(n) (xd(n)):
x(n)=xp(n)+xd(n)
La sequenza trasformata X(k) può quindi essere scritta come:
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con WN=e-j2π/N.
Indicando evidentemente:
n=2r indici pari
n=2r+1 indici dispari
si ottiene che:
Si osserva ora che si possono riscrivere i coefficienti W come segue:
dalla quale infine si ricava:
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dove G(k) ed H(k), DFT su N/2 punti, sono due sequenze periodiche di periodo k di 
lunghezza N/2 campioni.
In questo modo abbiamo calcolato due DFT su N/2 punti, rendendosi necessarie 
2(N/2)2 moltiplicazioni e circa 2(N/2)2 addizioni complesse; a queste si aggiungono le 
operazioni  per  combinare  le  due  DFT,  cioè  N  moltiplicazioni  complesse  per  il 
prodotto con WNk degli N valori H(k) ed N addizioni complesse per G(k)+Wnk  H(k). 
Per semplificare un pò il  conto,  si  può considerare una moltiplicazione  complessa 
seguita da una addizione complessa come una unica operazione complessa: in questo 
modo  si  passa  da  N2 operazioni  svolte  nel  caso  del  calcolo  diretto,  a  N+2(N/2)2 
operazioni con 1 decimazione sola. Ciò significa che se calcolassimo la trasformata su 
8 campioni, passeremmo da 64 operazioni complesse a 40.
3.4.2 Diagramma butterfly (“a farfalla”) Radix-2 
Per i calcoli finora descritti esiste un diagramma (detto butterfly) che consente di 
ottenere il campione trasformato X(k) sfruttando il fatto che sono sempre gli H(k) ad 
essere moltiplicati per il relativo coefficiente. Da notare che il fattore moltiplicativo 
Wnk viene sempre posto sui rami diagonali per i campioni uscenti dal primo blocco di 
trasformazione (da k=0 a k=3),  mentre viene posto sui rami orizzontali  per i  rami 
campioni uscenti dal secondo blocco di trasformazione (da k=4 a k=7). Di seguito, in 
Figura 3-6 viene riportato lo schema butterfly che calcola due trasformate su blocchi 
da 4 campioni ciascuna:
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Figura 3-6: Schema di calcolo del primo step del Diagramma Butterfly “Radix-2” su 8 
campioni
Significativo è il fatto che gli elementi da G(4) a G(7), così come quelli da H(4) 
ad H(7) non vengono riportati nel diagramma , in quanto le due trasformate calcolate 
hanno periodicità di N/2, e perciò si ha che G(0)=G(4), G(1)=G(5), ecc...
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Ora, essendo N una potenza di 2, possiamo continuare a dividere le sequenze 
temporali xp(n) ed xd(n) nuovamente a metà, seguendo lo stesso criterio adottato in 
precedenza.  In  generale  è  possibile  iterare  questo  procedimento  in  modo  da 
suddividere ulteriormente il calcolo in DFT di N/8, N/16, ecc..(si ricorda che è stato 
supposto N=2S). Si può effettuare una suddivisione per un totale di s=log2 (N) stadi 
successivi fino ad ottenere lo stadio base in cui la DFT è calcolata su solo 2 punti. Il 
metodo di calcolo della DFT su solo 2 campioni è il cosiddetto schema Butterfly base, 
come in Figura 3-7:
Figura 3-7: Schema Butterfly su 2 campioni (Schema base)
Per ridurre il numero di moltiplicazioni complesse di un fattore 2, tenendo conto 
che:
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si ha una struttura di “Butterfly equivalente” che risulta semplificata (Figura 3-8), in 
quanto  basta  fare  una  sola  moltiplicazione  complessa  e  poi  cambiare  di  segno al 
risultato quando serve. A livello di calcolo esplicito perciò, ogni Butterfly richiede 1 
moltiplicazione e 2 addizioni complesse:
Figura 3-8: Schema di Butterfly semplificato su 2 campioni 
In  termini  di  operazioni  complesse  svolte,  essendo  N=2k al  più  si  avrà  un 
numero di successivi dimezzamenti pari a s=log2 (N) che sono proprio pari al numero 
di passi necessari per eseguire la FFT. Dato che ad ogni passo al massimo saranno 
necessarie N/2 moltiplicazioni, allora la FFT richiederà al massimo (N/2)log2N contro 
le N2 richieste nel calcolo della DFT.
Per sottolineare il guadagno in termini di complessità si può far riferimento allo 
specchietto in Figura 3-9:
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Figura 3-9: Schema della complessità computazionale dell'algoritmo “Radix-
2” per N termini  
Perciò questo tipo di algoritmo ha una complessità computazionale logaritmica, 
anzichè la quadratica del calcolo diretto. Tutto ciò, come già affermato, comporta un 
enorme risparmio in  termini  di  operazioni.  Oltretutto  possiamo guadagnare ancora 
qualcosa considerando che ogni stadio Butterfly può essere ulteriormente semplificato.
Mettendo  insieme  tutti  i  passi  del  calcolo  sin  ad  ora  descritti,  vediamo  il 
diagramma che rappresenta l'intero schema di calcolo FFT per una sequenza numerica 
di 8 campioni (Figura 3-10)
Si può evidenziare che al fine di avere i campioni in uscita dalla trasformata 
ordinati  nel  tempo,  prima  di  effettuare  il  calcolo  vero  e  proprio,  bisogna inserire 
nell'algoritmo una fase di memorizzazione dei dati in ingresso a disposizione invertita 
di bit.
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Figura 3-10: Schema di calcolo completo FFT su 8 campioni
3.4.3 Bit reversal 
Nell'algoritmo Radix-2 di Cooley-Tukey per la FFT una considerazione merita 
la tecnica del riordinamento iniziale dei campioni detta Bit Reversal. Le DFT sulle 
coppie di campioni, infatti, sono calcolate sui dati in ingresso già riordinati mediante 
questa tecnica.
Si tratta di eseguire tanti shift circolari quanti sono i numeri dei bit della parola 
binaria che rappresenta l'indice del campione al fine di invertirne completamente la 
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posizione; in altre parole, il bit più significativo diventa quello meno significativo e 
viceversa.
La tecnica di riordinamento citata è riassunta graficamente in Figura 3-11:
Figura 3-11: Bit reversal
nella  quale  n0,n1,n2  sono  i  bit  della  parola  binaria  che  rappresenta  l'indice  del 
campione.
Come si nota, i primi 4 sono quelli a indice pari e i successivi 4 sono quelli di 
indice dispari (suddivisione tra pari e dispari).
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3.4.4 Decimazione nel tempo “Radix-4” 
Quando il numero di campioni N da trasformare è una potenza di quattro, con 
N=4S, è possibile implementare l'algoritmo di Cooley-Tukey in modo da aumentare 
l'efficienza  del  calcolo  (ovviamente  l'impiego  del  Radix-2  continua  ad  essere 
possibile),  seguendo la cosiddetta  decimazione nel  tempo Radix-4 (come al solito, 
comunque, esiste dualmente quella in frequenza).
Il procedimento iterativo di scomposizione svolto ad ogni passo è analiticamente 
riassunto nella  Figura 3-12. Da notare che il processo si arresta quando si arriva ad 
ottenere N/4=4:
Figura 3-12: Algoritmo “Radix-4” su N campioni
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Il principio d'applicazione prevede la decomposizione della sequenza degli N 
campioni  in  4  sotto-sequenze  del  tipo  x(4n),  x(4n+1),  x(4n+2),  x(4n+3),  per 
n=0,1,...,N/4-1.
L'ultima (o comunque quella a livello più basso) decomposizione della sequenza 
prevede il calcolo della DFT su gruppi di 4 campioni. 
Come nel  caso del  bit  reversal  per  il  Radix-2,  anche nel  caso del  Radix-4 i 
campioni vengono riordinati secondo una tecnica definita “base 4 digit reversal”.
Lo schema di calcolo della FFT mediante Radix-4 è riassunto in Figura 3-13:
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Figura 3-13: Schema di calcolo della FFT mediante “Radix-4”
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Teoricamente  il  primo step  del  calcolo  è  quello  che  effettua  4  DFT su  N/4 
campioni;  essendo  queste  trasformate  periodiche  di  periodo  N/4,  è  possibile 
riutilizzare le uscite di questo stadio intermedio come ingresso per gli stadi successivi 
per  calcolare  i  campioni  in  frequenza  finali,  ovvero  X(k),  X(k+N/4),  X(k+N/2), 
X(k+3N/4).
Ciò che accade nella pratica, invece, è che vengono calcolate N/4 trasformate da 
4  campioni  ciascuna  (proprio  come  le  N/2  DFT  su  2  campioni  del  Radix-2)  e, 
successivamente, i loro campioni d'uscita sono ricombinati negli stadi successivi al 
fine di ottenere la sequenza X(k).
L'espressione che consente le ricombinazioni dei campioni è definita Radix-4 
butterfly,  ognuna  delle  quali  implica  12  addizioni  complesse  e  3  moltiplicazioni 
complesse (poiché WN0=1). Le addizioni in realtà possono diventare 8 grazie ad un 
accorgimento pratico nei calcoli. Inoltre, valgono sempre le relazioni tra i coefficienti 
del tipo:
quindi è possibile svolgere anche in questo caso una forma semplificata di butterfly. 
Osservando che WN44kn=WN/4kn, si ottiene lo schema butterfly per il Radix-4 come in 
Figura 3-14:
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Figura 3-14 : Diagramma Butterfly per “Radix-4”
Facendo  un  rapido  riepilogo  sui  calcoli  che  questo  tipo  di  algoritmo  comporta  e 
considerato che ogni stadio butterfly necessita di 3 moltiplicazioni  complesse ed 8 
addizioni complesse, si ottengono:
68
Rispetto al caso del Radix-2, quindi, si è in grado di arrivare al risultato finale in un 
numero di passi che è esattamente la metà del caso precedente. Si è, inoltre, appena 
calcolato che la decimazione nel tempo Radix-4 richiede lo stesso numero di addizioni 
complesse  del  Radix-2,  ma  solo  il  75% delle  moltiplicazioni  complesse  usate  dal 
precedente  algoritmo.  Questo  è  il  motivo  che  lo  rende  uno  degli  algoritmi  di 
trasformazione più largamente usati.
3.5 Analizzatore di spettro a FFT: schema e funzionamento 
Dopo aver  classificato  le  varie  tipologie  di  analizzatori  di  spettro,  in  questo 
paragrafo verrà descritto dettagliatamente l'analizzatore di spettro a FFT, oggetto del 
progetto di tesi  esposto in seguito.  Come già accennato, l'analizzatore di spettro in 
questione rientra nella tipologia degli analizzatori di spettro real time digitali, che lo 
contraddistingue dai più diffusi di tipo analogico. In questo capitolo saranno analizzati 
in  modo  esauriente  i  princìpi  di  funzionamento,  l'architettura,  la  descrizione  dei 
componenti della catena del sistema e le sue principali applicazioni. L'analisi di quelli 
che sono i vantaggi e gli svantaggi derivanti dalla sua applicazione saranno esaminati 
nel cap. 4.
Il principio base su cui poggia tutto l'impianto dell'analizzatore di spettro a FFT 
è  quello  secondo  cui  un  segnale  viene  acquisito  nel  dominio  del  tempo, 
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successivamente viene convertito in forma numerica mediante le consuete tecniche di 
campionamento ed infine viene trasformato nel dominio della frequenza utilizzando la 
tecnica della  FFT.  Lo stadio  ultimo  è quello  della  visualizzazione  grafica del  suo 
contenuto d'interesse frequenziale.
Sinteticamente, lo schema di un analizzatore di spettro digitale è riconducibile a 
quattro  blocchi  fondamentali,  (  Figura  3-15)  che  saranno di  seguito  analizzati  nel 
dettaglio ([8]) : 
Figura 3-15: Schema a blocchi di un Analizzatore di spettro digitale
Si distinguono, quindi, i vari blocchi specifici:
un blocco di  precondizionamento  analogico,  costituito  essenzialmente  da  un 
blocco formato da un attenuatore, da un amplificatore e da filtri di preselezione 
(Passa Basso con funzioni anti-aliasing, Passa Banda per la preselezione della 
banda  di  interesse,  Passa  Alto  per  l'eliminazione  della  componente 
continua,...);
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un blocco  conversione il  cui elemento principale è un ADC che, pur avendo 
generalmente la stessa velocità di quello usato in un oscilloscopio,  possiede 
una risoluzione decisamente più alta;
un blocco  di  elaborazione  numerica che è il cuore del sistema da un punto di 
vista analitico, nel quale risiedono le operazioni di filtraggio (ad esempio le 
eventuali finestre di pesatura di Hanning, di Hamming, di Kaiser, di tipo flat-
top,  ecc..),  le operazioni  di implementazione della DFT mediante la FFT e, 
inoltre,  i  vari  calcoli  sullo  spettro  (valore efficace delle  singole armoniche, 
valore efficace del “tappeto” di rumore oppure per il calcolo della distorsione 
armonica ecc.);
un  display,  costituito  da  una  serie  di  componenti  che  consentono  la 
visualizzazione sullo schermo dell'ampiezza, eventualmente anche in dB, del 
contenuto armonico del segnale in funzione della frequenza.
Come  già  ricordato,  per  quanto  riguarda  le  portate  in  frequenza  di  questi 
strumenti, gli analizzatori FFT vanno dalla continua fino ad alcune centinaia di KHz.
Alle  considerazioni  fatte  sui  blocchi  dell'analizzatore  di  spettro  bisogna 
aggiungere sicuramente il fatto che generalmente il sistema può basarsi su uno o più 
(generalmente due) canali d'ingresso e che possono esserci alcuni blocchi opzionali 
come: 
un generatore del segnale di stimolo, per l'analisi della risposta in frequenza dei 
circuiti;
un dispositivo di memorizzazione su disco.
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3.5.1 Analisi di funzionamento e dei componenti principali 
Dopo aver introdotto genericamente lo schema a blocchi di un analizzatore a 
FFT, in questo paragrafo l'architettura dello  strumento viene descritta  in modo più 
dettagliato  e  particolareggiato,  passando  poi  ad  analizzare  le  funzioni  e  le 
caratteristiche  di  ogni  componente  del  sistema.  Lo  schema  base  di  riferimento 
considerato per la descrizione di un analizzatore di spettro a FFT e- sia pure con le 
dovute ipotesi semplificative- adottato per il progetto svolto, è quello di Figura 3-16: 
([10]) :
Figura 3-16: Schema base di un Analizzatore di spettro a FFT
In esso, oltre al segnale d'ingresso (input), si distinguono i blocchi di filtraggio 
Passa Basso (LPF), di  digitalizzazione (ADC), di  moltiplicazione cosinusoidale,  di 
filtraggio digitale, di calcolo della FFT e di visualizzazione grafica finale mediante 
display digitale.
E'  possibile  sviluppare  ulteriormente  la  parte  interna  dello  schema  omettendo 
l'ingresso e la parte di visualizzazione finale evidenziando ulteriori blocchi, come in 
Figura 3-17, ([17]) 
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Figura 3-17: Schema esteso di un Analizzatore di spettro a FFT    
nella quale, rispetto allo schema base di Figura 3-16 viene evidenziata la frequenza di 
campionamento  fc nella  fase  di  digitalizzazione  mediante  ADC  (A/D),  viene 
esplicitato  il  segnale  cosinusoidale  con  exp(j2πnf0/fc),  viene  suddivisa  la  fase  di 
filtraggio digitale in una di filtraggio di decimazione più una di finestratura (w(n)) e 
viene fatta precedere al blocco di calcolo della FFT una fase di memorizzazione con 
un buffer.
Come già anticipato, riferendoci allo schema completo in Figura 3-17, viene ora 
descritto  il  funzionamento  della  catena blocco per  blocco,  premettendo che alcune 
informazioni su certi passaggi vengono omesse in quanto considerate nozioni date per 
acquisite.
Nello stadio iniziale viene considerato un generico segnale x(t) analogico che 
nel suo percorso viene fatto passare, prima del blocco relativo al filtro Passa Basso 
(LPF), per un blocco opzionale, ossia per un circuito adattatore di ingresso composto 
da un attenuatore variabile seguìto da un amplificatore a guadagno fisso. Tale blocco, 
peraltro, non compreso nello schema riportato e più importante per gli analizzatori di 
spettro  analogici,  può  essere  in  linea  di  massima  considerato  uno  stadio  di 
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preparazione  per  le  fasi  successive.  Pertanto,  ci  si  limita  a  menzionarlo  senza 
analizzarlo nel dettaglio.
Ben più importante è senza dubbio lo stadio successivo incontrato dal segnale 
x(t), ossia quello del blocco analogico del filtro Passa Basso (LPF).
Tale blocco ha la funzione essenziale di protezione dal fenomeno dell'aliasing (è 
perciò un filtro anti-aliasing analogico); il suo compito, quindi, è quello di limitare il 
contenuto in frequenza del segnale di ingresso in modo che la massima frequenza 
presente  nel  segnale  d'ingresso,  successivamente  inviato  al  convertitore  A/D,  sia 
minore della metà della frequenza di campionamento a cui opera il convertitore. Così 
facendo, pertanto, poiché ad un campionamento del segnale di ingresso nel dominio 
del tempo corrisponde una replica del suo spettro nel dominio della frequenza, l'effetto 
della  sovrapposizione  delle  varie  repliche  dello  spettro  (aliasing)  viene  ad  essere 
minimizzato.
Si  noti  che  la  frequenza  di  campionamento  fc nel  blocco  del  convertitore 
analogico-digitale e conseguentemente la frequenza di taglio del filtro anti-aliasing, 
dovrebbero essere commisurate alla banda B del segnale x(t) da analizzare. Se si ha un 
segnale  del  quale  conosciamo  la  banda  e  quindi  la  massima  frequenza  fB da 
considerare nel  suo spettro,  il  teorema di Nyquist  ci  obbliga a campionare ad una 
frequenza a fc>2fB per non alterare il contenuto frequenziale dello spettro del segnale.
Nella pratica, vengono analizzati segnali con bande diverse, il che obbligherebbe 
a cambiare di volta in volta la frequenza di campionamento del A/D e, di conseguenza, 
la frequenza di taglio del filtro anti-aliasing che lo precede. In sostanza, si dovrebbe 
disporre  di  un  banco  di  filtri  Passa  Basso  e  di  un  convertitore  A/D  a  frequenza 
variabile, come indicato in Figura 3-18.
Figura 3-18: Banco di filtri LPF e pre-campionamento a frequenza variabile
Una simile soluzione è evidentemente costosa, considerate le elevate prestazioni 
richieste  ad  un  buon  filtro  anti-aliasing  (piattezza  nella  banda  passante,  forte 
attenuazione in banda oscura, banda di transizione molto stretta,...).
Una alternativa valida è quella di dimensionare la conversione con riferimento 
alla massima banda analizzabile, fBmax, fissando quindi al valore fBmax la frequenza di 
taglio dell'unico filtro anti-aliasing e la frequenza di campionamento del convertitore 
A/D ad un valore di poco superiore a 2fBmax,  e facendo seguire a quest'ultimo una 
operazione di “decimazione”, eseguita sul segnale campionato, cioè per via numerica 
e non più per via analogica, come evidenziato in Figura 3-19 ([17]).
75
                                                       frequenza fissa             passo variabile
Figura 3-19: Schema a blocchi della fase di decimazione a passo variabile 
Infatti,  a  valle  del  convertitore  A/D l'intervallo  di  frequenza  esplorato  dalla 
analisi spettrale corrisponde a [0;fBmax].
Si supponga, allora, di dover analizzare un segnale con banda fB<fBmax, sia ad 
esempio fB=fBmax/8. Poichè la frequenza di campionamento è fissata al valore fc=2fBmax, 
si possono fare alcune considerazioni.
Quando si effettuerà la DFT essa fornirà i campioni di tale spettro (equispaziati 
in frequenza con spaziatura pari a fc/N dove N è il numero di campioni), e buona parte 
delle operazioni verrà sprecata per calcolare dei campioni che sono nulli. Sicuramente 
sarebbe meglio poter posizionare tutti gli N campioni nell'intervallo di interesse, cioè 
laddove si estende la banda del segnale.
E'  proprio  questo  lo  scopo  dell'operazione  di  decimazione  (o  comunque  di 
filtraggio digitale) che, effettuata sulla sequenza dei campioni a valle del A/D, produce 
una riduzione della banda di frequenze di osservazione, lasciando, però, inalterato il 
numero e la spaziatura dei campioni dello spettro prelevati.
In pratica,  se  la  sequenza in  uscita  dal  convertitore A/D viene decimata  con 
fattore di decimazione pari a 8, la banda di analisi che prima si estendeva fino a fBmax 
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ora  si  estende  fino  a  fB'=fBmax/8  proprio  come  se  in  origine  il  segnale  fosse  stato 
campionato alla sua frequenza di Nyquist 2fB'. In generale, la fase di decimazione deve 
essere sempre preceduta da una fase di filtraggio numerico Passa Basso con frequenza 
di taglio pari a fB: ciò perché, per effetto dell'allargamento dello spettro dovuto alla 
decimazione,  le varie repliche dello  spettro potrebbero sovrapporsi,  manifestandosi 
ancora  una  volta  il  fenomeno  dell'aliasing.  Eliminando,  o  più  realisticamente, 
attenuando fortemente tutte le componenti frequenziali presenti oltre fB' , si minimizza 
tale fenomeno, concentrandosi così sulla vera banda di interesse, che si estende fino a 
fB e non oltre.
In realtà, sebbene sia conveniente pensare alle due fasi di filtraggio Passa Basso 
e decimazione come logicamente distinte, esse sono eseguite in un unico passo da un 
filtro numerico ad hoc, noto come filtro di decimazione.
Naturalmente il  filtro  di decimazione dovrà essere in  grado di  variare le sue 
caratteristiche (frequenza di taglio del filtraggio Passa Basso e fattore di decimazione), 
dovrà cioè essere “a passo variabile”. Ciò non rappresenta un problema visto che si 
tratta  di  un filtro numerico di tipo FIR o IIR per il  quale variare le caratteristiche 
significa variare il  valore dei coefficienti,  ossìa,  in  ultima analisi,  variare il  valore 
contenuto in alcuni registri  di memoria.  Ben diverso sarebbe stato il  discorso se il 
filtro di decimazione fosse stato di tipo analogico: in tal caso, infatti, per variare le sue 
caratteristiche si sarebbe dovuto agire su dei parametri fisici del circuito (resistenza, 
capacità,  induttanza,  guadagno di  un amplificatore,...),  cosa ben più complicata  da 
attuare.
In  conclusione,  il  complesso  costruito  da  “filtro  anti-aliasing  analogico  a 
frequenza fissa-convertitore A/D a frequenza fissa- filtro numerico di decimazione a 
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passo  variabile”,  costituisce  un  modo  notevolmente  economico  di  adeguare  la 
frequenza di campionamento alla banda del segnale da analizzare.
La massima banda di analisi è legata alla frequenza di campionamento a cui può 
operare il convertitore A/D: più alta è tale frequenza di campionamento, maggiore sarà 
la banda di analisi massima (un centinaio di KHz per gli analizzatori FFT). Alla luce 
di quanto detto,  a valle  del filtro  di  decimazione si  ritrova l'effettiva frequenza di 
campionamento  fc,  alla  quale  far  riferimento  nelle  successive  considerazioni.  La 
presenza del filtro di decimazione offre anche la possibilità di  concentrare l'analisi 
solo su di una porzione di spettro, effettuando uno “zoom” (analisi di una porzione di 
spettro) sullo spettro del segnale relativamente ad un prefissato intervallo di frequenza. 
Considerando  un  segnale  con  uno  spettro  come  quello  di  Figura  3-20 e 
supponendo di voler fare uno zoom sulla parte di spettro compresa fra la frequenza 
zero e la frequenza fmax,, si può pensare di eseguire un filtraggio numerico Passa Basso 
che  elimini  le  componenti  frequenziali  oltre  fmax,  seguìto  da  una  decimazione  che 
allarghi la porzione di spettro selezionata sull'intero intervallo (0, fc/2).
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 Figura 3-20: Spettro iniziale del segnale prima del filtro LPF e della 
decimazione
Per  effetto  del  filtraggio  numerico  Passa  Basso  e  della  decimazione,  senza 
considerare l'operazione di moltiplicazione per exp[j2πnf0/fc], si ottiene (Figura 3-21):
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Figura 3-21: Spettro del segnale successivo alla fase di LPF e di decimazione
D'altra  parte,  non necessariamente  la  porzione  di  spettro  su cui  effettuare  lo 
zoom  inizia  a  frequenza  zero.  Ad  esempio,  si  può  avere  una  situazione  del  tipo 
mostrato in Figura 3-22.
In tal caso si può sfruttare una relazione matematica che lega un segnale nel 
dominio del tempo e la sua trasformata nel dominio della frequenza: moltiplicare nel 
dominio  del  tempo  una sequenza  di  campioni  per  un  esponenziale  del  tipo  exp(-
j2πf0/fc) equivale nel dominio della frequenza a traslare lo spettro verso sinistra di una 
quantità pari a f0 (teorema del ritardo di frequenza). La presenza di un blocco in grado 
di produrre la sequenza exp(-j2πnf0/fc), con f0 selezionabile in modo da sceglierla pari 
alla frequenza di inizio della banda su cui effettuare lo zoom (f0=fmin nel caso di Figura
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3-22), permette di eseguire la moltiplicazione nel dominio del tempo tra tale sequenza 
e quella del segnale campionato in uscita dal convertitore A/D, traslando lo spettro del 
segnale in modo che fmin coincida con lo zero. Successivamente l'azione del filtro di 
decimazione elimina le componenti a frequenza maggiore di fmax ed espande su tutto 
l'intervallo (0,fc/2) la porzione di spettro rimanente. Il risultato finale è che ora tutti gli 
N campioni calcolati dalla FFT saranno allocati nella banda selezionata (Figura 3-23).
Il  procedimento  finora  descritto  è  spesso  chiamato  “analisi  della  banda 
selezionabile” (Band selectable Analysis o BSA) ed è riassunto dalle  Figura 3-22 e 
Figura 3-23 ([17]):
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Figura 3-22: Spettro iniziale del segnale prima dell'analisi della banda selezionabile
dopo  il  prodotto  per  exp(-j2πnf0/fc),  il  filtraggio  Passa  Basso  e  la  decimazione  si 
ottiene (Figura 3-23):
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Figura 3-23: Spettro del segnale dopo l'analisi della banda selezionabile
Una  volta  eseguita  la  decimazione  della  sequenza  da  trasformare,  il  passo 
successivo  è  la  finestratura.  Il  calcolo  della  FFT,  infatti,  opera  su  sequenze  di 
lunghezza N finita, mentre i campioni in uscita dal A/D e poi in uscita dal filtro di 
decimazione arrivano in continuazione. Occorre, quindi, selezionare dei blocchi di N 
campioni  alla  volta.  Tale  operazione  di  segmentazione  è  chiamata  “finestratura”, 
(definita  w(n)  nello  schema  di  Figura  3-17),  che,  nella  sua  forma  più  semplice, 
consiste  nel  moltiplicare  la  sequenza  in  uscita  dal  filtro  di  decimazione  per  una 
finestra  rettangolare  di  lunghezza  N,  cioè  per  una  sequenza  di  N  impulsi  unitari 
RN(n)=w(n), con n compreso fra 0 e N-1, del tipo mostrato in Figura 3-24. 
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 Figura 3-24: finestra rettangolare RN(n)=w(n) formata da N impulsi unitari
La trasformata  WR(f)=RN(f)  della  finestra  rettangolare,  in  ampiezza  e  fase,  è 
rappresentata in Figura 3-25; nel diagramma d'ampiezza i primi due zeri si ottengono 
in  corrispondenza  di  +2π/N e  -2π/N,  mentre  l'ampiezza  massima  è  pari  a  N.  Nel 
diagramma di fase gli zeri sono in 0, ±π/2,±π,..., mentre i valori di fase sono compresi 
fra ±π(1-1/N) :
Figura 3-25: Trasformata di Fourier WR(f) (ampiezza e fase) della finestra rettangolare di 
Figura 3-24
Il  numero  di  punti  N determina  la  “spaziatura  spettrale”,  cioè  la  distanza  tra  due 
successivi campioni dello spettro calcolati dalla FFT, che è pari a fc/N .
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Legato  all'impiego  della  finestratura  è  il  concetto  di  leakage (dispersione 
spettrale).  In  termini  prettamente  teorici  il  leakage  è  un  errore  causato  dal 
cambiamento dei limiti  d'integrazione, dall'infinito al finito, dell'integrale di Fourier 
([11]), ([20]). 
A livello pratico, nel caso della FFT, il leakage nasce dal fatto che le sequenze 
sulle quali si applicano la DFT mediante la FFT sono sequenze finite o troncate. Nel 
caso di sequenze periodiche si ricorda che il troncamento di una sequenza in un punto 
non multiplo del periodo introduce una forte discontinuità nel dominio del tempo e 
porta poi a lobi laterali nel calcolo dello spettro nel dominio della frequenza. Questi 
lobi  laterali  sono  responsabili  di  componenti  in  frequenza  addizionali  che  sono 
denominate leakage.
Nel caso dell'analizzatore, poiché non è possibile misurare un segnale per un 
tempo infinito, lo strumento cambia i limiti dell'integrazione regolandoli sulla durata 
del tempo che impiega a raccogliere un blocco di campioni denominato time-record. 
La FFT richiede che, in questo intervallo, il segnale si ripeta più volte nel tempo.
Genericamente  si  può  dire  che  se  l'insieme  delle  repliche  ha  un  andamento 
identico a quello del segnale originario non si avranno problemi di leakage. Se, invece, 
ciò  non  accade,  per  ridurre  l'effetto  del  leakage,  si  rende  necessario  l'uso  di  una 
opportuna finestratura.
Se il time-record contiene un numero intero di cicli di una forma d'onda, come 
per esempio un'onda sinusoidale, la forma d'onda è detta periodica nel time-record. 
Come  conseguenza  di  questa  caratteristica  i  valori  assunti  dalla  forma  d'onda  in 
corrispondenza  degli  estremi  del  time-record  sono  uguali  e,  se  gli  intervalli  di 
osservazione sono consecutivi, i punti alle estremità combaciano perfettamente. In tali 
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condizioni  l'integrale  di  Fourier  può  essere  calcolato  accuratamente  giacchè,  per 
quante volte il time-record si ripeta inalterato, il leakage non compare.
Se, invece, la forma d'onda nel time record non è periodica, allora sarà presente 
l'errore dovuto al leakage. Il caso di time-record consecutivi con valori dei campioni 
assunti in corrispondenza delle estremità non coincidenti, equivale a sovrapporre un 
segnale a gradino alla forma d'onda in esame. Poichè un gradino istantaneo contiene 
un numero infinito di frequenze, queste si sovrapporranno a quelle del segnale sotto 
analisi invalidando il risultato.
Questo effetto è appunto molto evidenziato nel dominio della frequenza. Infatti, 
per una sinusoide, invece di avere una linea sottile, lo spettro si allarga (dilata) in un 
vasto range di frequenze.
Nel caso dell'analizzatore a FFT di Figura 3-17, poiché la finestratura equivale a 
moltiplicare nel dominio del tempo la sequenza in uscita dal filtro di decimazione, 
chiamiamola d(n), per la sequenza RN(n), la FFT fornisce in realtà i campioni della 
trasformata di d(n)RN(n), cioè i campioni della convoluzione fra D(f) e RN(f), dove 
RN(f)=WR(f) è  la  trasformata  di  RN(n)  e  D(f)  è  la  trasformata  di  d(n).  L'effetto 
complessivo di ciò può essere compreso considerando la Figura 3-26 e la Figura 3-27 
([17]).
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Figura 3-26: spettro complessivo senza finestratura
Figura 3-27: spettro complessivo finestrato
La Figura 3-26 e la  Figura 3-27 ci aiutano anche a capire intuitivamente quali 
dovrebbero essere le caratteristiche desiderabili in una finestra al fine di minimizzare 
l'effetto  della  dispersione  (leakage).  Precisamente,  sarebbe  auspicabile  che  la 
trasformata  della  finestra  si  riduca  il  più  possibile  ad  un  impulso,  cioè  il  lobo 
principale sia il più stretto possibile e i lobi secondari siano i più bassi possibili. Per 
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tali scopi, per esempio, una finestra rettangolare potrebbe risultare non adatta, per cui 
si considerano in generale vari tipi di finestre, indicate con delle sequenze w(n), con 
n=0,1,...,N-1, i cui valori sono scelti opportunamente.
Alla luce di quanto detto,  appare sensata quella che è la soluzione usuale al 
problema del  leakage: forzare la  forma d'onda a zero alla  fine del  time-record.  In 
questo modo essa sarà sempre la stessa e non ci saranno discontinuità quando il time-
record viene replicato. E questo può essere effettuato proprio moltiplicando il time-
record  per  una  funzione  finestra.  Chiaramente  la  forma  della  finestra  risulterà 
fondamentale e influenzerà i dati, ma soprattutto dovrà essere scelta in modo tale da 
non introdurre essa stessa una discontinuità.
Proprio l'impiego di finestrature per ridurre l'effetto del leakage e migliorare i 
risultati  nel  dominio  della  frequenza,  consente  qualitativamente  di  inquadrare  il 
fenomeno  del  leakage.  L'ipotesi  di  partenza  è  quella  di  considerare  una  generica 
sequenza  finita  q(n)  come  un  prodotto  di  due  sequenze  di  lunghezza  infinita:  la 
sequenza originale e la sequenza finestra. Si ricordi a questo punto che ad un prodotto 
nel dominio del tempo corrisponde una convoluzione nel dominio della frequenza e 
che risulterà chiaro che al crescere della lunghezza L lo spettro della finestra è sempre 
più  concentrato  sull'origine.  Pertanto,  la  dispersione  spettrale  potrà  essere  ridotta 
aumentando la lunghezza della finestra. Tale strada, ovviamente prettamente teorica, 
non sarà in genere praticabile in quanto la lunghezza della finestra non potrà eccedere 
il numero di punti su cui si valuta la DFT con la FFT, ma serve a comprendere meglio 
la relazione fra leakage e impiego della finestratura.
Prima  di  esaminare  l'utilizzo  di  alcune  finestre,  alcune  delle  quali  già 
menzionate nella analisi dei filtri nel cap.2, è d'obbligo ricordare ancora la seguente 
88
osservazione:  l'algoritmo  FFT opera  su una porzione  del  segnale  di  ingresso ed  è 
basato sull'assunto che tale porzione sia ripetuta nel tempo, cioè non opera sul segnale 
originario, bensì su di un segnale periodico “fittizio”, ricavato a partire dal segnale 
originario, come riportato in Figura 3-28.
Figura 3-28: modo di operare dell'algoritmo FFT
Nel caso specifico esaminato  in  Figura 3-28 non emerge alcun problema,  in 
quanto il segnale è di tipo transitorio e la finestra di analisi lo riesce a considerare per 
intero. Diversamente vanno le cose se il segnale è periodico già di per sé.
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Si  consideri,  ad  esempio,  ciò  che  avviene  nel  caso  di  un'onda  sinusoidale, 
procedimento illustrato in Figura 3-29 e  Figura 3-30.
Figura 3-29: caso di un segnale di ingresso periodico nella finestra di osservazione
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 Figura 3-30 :caso di un segnale di ingresso non periodico nella finestra di osservazione
Se  la  finestra  di  osservazione  contiene  un  numero  esatto  di  periodi  della 
sinusoide  (il  segnale  viene  detto  “periodo nella  finestra  di  osservazione”),  le  cose 
vanno ancora bene.
Se,  invece,  il  segnale non è periodico  nella  finestra  di  osservazione,  la  FFT 
calcolerà  lo  spettro  di  un  segnale  “fittizio”  molto  distorto  rispetto  alla  sinusoide 
originale. 
Le  diverse  finestre  utilizzate  solitamente  hanno  vantaggi  differenti  ed  è 
importante scegliere quella corretta per ogni misurazione ([17]).
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Una  delle  soluzioni  considerate  è  l'impiego  della  già  citata finestra 
rettangolare,  detta  anche  “finestra  uniforme”  in  quanto  pesa  uniformemente  i 
campioni del segnale. Essa fornisce la migliore risoluzione in frequenza ed un'elevata 
accuratezza  in  ampiezza,  ma  in  sostanza  può essere usata  solamente  se  il  segnale 
misurando è periodico nel time-record, condizione, tuttavia, che si riscontra assai di 
rado con i segnali reali. 
Impiegando tale finestra si può notare come, nel caso di segnale non periodico 
nella finestra di osservazione, il suo utilizzo fornisca uno spettro che non permette di 
distinguere i due toni ad ampiezza minore, i quali vengono completamente oscurati dal 
fenomeno  di  dispersione  spettrale.  Per  ridurre  tale  problema  si  possono  utilizzare 
finestre di tipo diverso, finestre, cioè, che non pesano uniformemente i campioni del 
segnale, ma lo fanno in maniera particolare.
Nella Figura 3-30, nella quale viene considerata la situazione di una sinusoide 
che non sia periodica nella finestra di osservazione, si nota che la maggior parte dei 
problemi sono localizzati agli estremi della finestra di osservazione, laddove il segnale 
subisce delle  brusche discontinuità,  mentre  invece nella  parte centrale  la  sinusoide 
sembra essere buona. Se si potesse fare in modo che la FFT ignori ciò che succede agli 
estremi della finestra di osservazione e se si considerasse solo ciò che sta al centro, il 
risultato sicuramente migliorerebbe. 
Quanto detto può ottenersi moltiplicando il segnale per una funzione finestra che 
si mantenga piatta al centro e si annulli agli estremi, situazione evidenziata nelle sue 
diverse fasi in Figura 3-31.
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Figura 3-31: effetto della finestratura nel dominio del tempo
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Diversi sono  comunque i tipi di finestra utilizzabili. Uno dei più comuni, che 
poi  è  quello  utilizzato  nell'esempio  precedente,  è la  finestra di  Hanning,  definita 
dalla seguente notazione matematica:
e che si  presenta al  modo seguente nel  dominio del tempo e in  quello  della 
frequenza (Figura 3-32 e Figura 3-33):
Figura 3-32: finestra di Hanning nel tempo 
(n= 0,1,...,N-1)
Figura 3-33: finestra di Hanning in frequenza 
(zeri per f=2/N, (2+1)/N,..)
La finestra  di  Hanning,  ([20]),  caratterizzata  quindi  da  uno spettro  con lobi 
laterali poco pronunciati, generalmente si usa nel caso di segnali periodici e di rumore 
e non per segnali  transitori.  Essa determina ancora un errore di leakage qualora la 
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durata del time-record non sia multiplo del periodo del segnale, ma, grazie proprio alla 
modesta  ampiezza  dei  lobi  laterali  del  suo  spettro,  le  ampiezze  delle  armoniche 
introdotte sono estremamente inferiori a quelle che possono essere determinate dalla 
finestra rettangolare (o da assenza di finestrature).
Un'osservazione  comunque  da  fare  è  che  se  lo  spettro  della  sequenza  da 
analizzare  è  sufficientemente  piatto,  sia  in  ampiezza  che  in  fase,  il  legame tra  lo 
spettro della sequenza pre finestratura ed il segnale finestrato risultano proporzionali 
con costante di proporzionalità pari all'area sottesa dallo spettro della finestra. Questo 
è senz'altro verificato per i cosiddetti segnali autofinestrati, cioè per i segnali aventi 
durata inferiore o al più uguale alla lunghezza del tempo in analisi, qualora si adoperi 
la  finestra  rettangolare.  Infatti,  in  tali  ipotesi  la  sequenza  troncata  coincide  con la 
sequenza  da  analizzare  (prima  della  finestratura)  e  la  convoluzione  restituisce  lo 
spettro del segnale di interesse.
Si  noti  che  sono i  segnali  autofinestrati  i  segnali  transitori,  aventi  durata in 
campioni inferiore o al più uguale a quella del segmento d'analisi; ciò spiega il largo 
impiego della finestra rettangolare per l'analisi spettrale di segnali transitori.
Un terzo tipo di finestra comunemente utilizzato è la “finestra a testa piatta” 
(flat-top window). Essa è comunemente impiegata quando si vuol misurare in modo 
accurato l'ampiezza dello spettro.
Questa  finestratura  provoca  una  perdita  di  risoluzione  in  frequenza,  ma, 
paragonata alla finestratura di Hanning, fornisce una migliore accuratezza in ampiezza 
ed è quindi preferibile qualora questa maggiore accuratezza sia richiesta. 
L'impiego della finestra flat-top permette di minimizzare un effetto spiacevole 
che può presentarsi con la finestra di Hanning (e anche con altre finestre) ([17]). Per 
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capirlo,  si  ricorda che l'effetto  della  finestratura su di  un singolo tono è quello di 
trasformare  lo  spettro  del  tono,  costituito  da una  riga,  nello  spettro  della  finestra, 
formato da un lobo principale e da tanti lobi secondari. Trascurando l'effetto di questi 
ultimi, la situazione si presenta come in Figura 3-34, nella quale si distingue un caso 
favorevole e uno sfavorevole:
 Figura 3-34: esempio di caso favorevole e sfavorevole della finestratura 
Poichè la FFT preleva campioni di tale spettro, può capitare il caso favorevole in 
cui  questo campione (un pallino  più marcato)  cade esattamente  al  centro del  lobo 
principale della finestra, oppure quello meno favorevole in cui il campione (pallino 
più marcato) cade lontano dal centro. Se ciò che interessa misurare tramite l'analisi in 
frequenza  è  l'ampiezza  del  tono,  nei  due  casi  il  risultato  della  misura  sarà 
completamente differente. La soluzione può essere quella di ricorrere ad una finestra il 
cui  spettro  presenti  un  lobo principale  molto  piatto  (finestra  a  testa  piatta),  come 
mostrato in Figura 3-35 nella quale la finestra flat-top è confrontata con la finestra di 
Hanning:
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Figura 3-35: confronto tra finestra di Hanning e finestra a testa piatta (flat-top)
Come già detto, molte sono le funzioni finestra disponibili nella pratica, ma le 
tre finora esaminate (rettangolare, Hanning, flat-top), le cui caratteristiche in Figura 3-
36, Figura 3-37 e Figura 3-38 vengono sintetizzate, sono quelle più comuni per misure 
di tipo generale ([20]).
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Figura 3-36: finestra rettangolare (schema riassuntivo)
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Figura 3-37: finestra di Hanning (schema riassuntivo)
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Figura 3-38: finestra flat-top (schema riassuntivo)
Definendo u(n), con n compreso al solito fra 0 e N-1, la sequenza in uscita dalla 
fase di finestratura, risulta chiaro che prima di affrontare la fase di calcolo della FFT, 
si dovrà essenzialmente tenere conto del fatto che per il calcolo della FFT di un blocco 
di N campioni occorre un tempo ben preciso.
Se  tale  tempo  è  minore  del  periodo  di  campionamento,  cioè  del  tempo  che 
intercorre tra il prelievo di due campioni successivi del segnale, si può continuare ad 
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ignorarlo.  In  tale  ipotesi  si  sarebbe  teoricamente  in  grado  di  ottenere  una  nuova 
trasformata ad ogni nuovo campione acquisito (Figura 3-39), ([17]).
 Figura 3-39: calcolo di una nuova trasformata ad ogni campione acquisito
In realtà, però, una simile potenza di calcolo sembra un po' eccessiva, visto che 
in tal modo riusciremmo ad ottenere migliaia di trasformate al secondo, sicuramente 
molte più di quante la mente umana possa realizzare. Inoltre, a causa della complessità 
dell'algoritmo  FFT,  sarebbe  necessario  un  computer  molto  veloce  e  quindi  molto 
costoso per produrre un tal numero di trasformate al secondo.
Una soluzione più logica è quella di premettere al blocco di calcolo della FFT un 
buffer, cioè una memoria di accumulo per i campioni del segnale: quando il buffer è 
pieno,  cioè  quando  è  terminata  la  raccolta  degli  N  campioni,  il  suo  contenuto  è 
trasferito al processore che calcola la FFT. Ciò ci consente di calcolare la trasformata 
di un blocco di N campioni, mentre si sta completando la raccolta del nuovo blocco. 
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Se  il  calcolo  della  trasformata  richiede  meno  tempo  di  quello  necessario  per  il 
riempimento del buffer, allora si dice che il calcolo avviene “in tempo reale” (Figura
3-40).
In caso contrario, sebbene il buffer sia pieno, il suo contenuto non può essere 
trasferito  al  processore FFT perchè il  calcolo  dell'ultima  trasformata  non è ancora 
terminato, cosicché i nuovi campioni del segnale non possono essere memorizzati nel 
buffer e vanno persi: si dice allora che il calcolo avviene “non in tempo reale” (Figura
3-41).
Figura 3-40: calcolo in tempo reale
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Figura 3-41: calcolo non in tempo reale
Terminata  la  fase  di  buffering,  la  sequenza  che  ora  definiamo  y(n)  deve 
affrontare la fase del calcolo della DFT mediante l'algoritmo di FFT che di fatto opera 
il passaggio dal dominio del tempo a quello della frequenza. Se in ingresso al blocco 
della FFT la sequenza di campioni è y(n), con n=0,1,...N-1, dopo la fase di calcolo 
della DFT mediante FFT si otterrà in uscita la risposta spettrale discreta Y(k), con 
k=0,1,2,...,N-1.
 Essendo  Y(k)  una  grandezza  complessa,  essa  fornisce  informazioni  sia 
sull'ampiezza  che  sulla  fase  del  segnale.  Di  queste,  però,  viene  comunemente 
utilizzata soltanto l'informazione relativa all'ampiezza.
 Negli  analizzatori  utilizzati  per  eseguire  misure  di  rete,  infatti,  la  fase 
rappresenta lo sfasamento introdotto dal circuito in esame. Quando si esegue, invece, 
la misura dello spettro del segnale, l'informazione di fase risulta abbastanza ambigua 
perchè  in  dipendenza  dalla  posizione  relativa  del  segnale  nel  record  di  campioni 
acquisiti.  Traslando  la  finestra  di  acquisizione  nel  tempo  si  produrrà  una 
corrispondente  variazione  della  fase.  La  ripetizione  della  misura  dello  spettro 
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produrrà,  quindi,  risultati  differenti  ad ogni misura,  a meno che non si  sincronizzi 
l'acquisizione mediante il circuito di trigger.
Questa espressione, come detto, calcolata mediante l'algoritmo di FFT, fornisce 
una versione campionata dello spettro del segnale, ossìa restituisce i valori, in termini 
di modulo e fase, che lo spettro assume in corrispondenza di determinate frequenze 
equispaziate. Ovvero, la DFT di una sequenza di durata finita può essere interpretata 
come campionamento in frequenza dello spettro della sequenza.
Infatti, come sarà evidenziato successivamente in modo più rigoroso, esiste un 
legame ben preciso fra l'indice k dei termini in uscita dal blocco del calcolo della DFT 
mediante la FFT, e la frequenza f ([18]). 
Diversamente dalla ipotesi che di solito viene fatta, nella seguente osservazione 
fatta in generale e a livello teorico, viene considerato l'asse delle frequenze completo, 
da  quelle  negative  a  quelle  positive,  originando  una  simmetrìa  rispetto  alla 
componente in zero (DC). Innanzitutto si deve notare che se per il segnale che è stato 
campionato l'asse dei tempi si estende da 0 a T (T al solito è il tempo di osservazione,  
di acquisizione dei campioni)) con passo Tc (Tc è il periodo di campionamento), l'asse 
delle frequenze spettrali dei termini in uscita dalla FFT si estenderà da -fnyquist a +fnyquist, 
evidenziando  un intervallo  simmetrico  e  uno spettro  bilatero,  ossìa  con frequenze 
positive  e  negative,  con  passo  Δf=1/T  che  rappresenta  la  risoluzione  spettrale. 
Dunque,  la  risoluzione  spettrale,  cioè  la  distanza  in  frequenza  tra  due  campioni 
adiacenti distinguibili, dipende inversamente dal tempo di osservazione T. Per avere 
una buona risoluzione in frequenza, cioè Δf piccolo, si dovrà osservare il segnale x(t) 
per  un  tempo  di  osservazione  T  abbastanza  lungo.  Inoltre,  per  il  teorema  del 
campionamento,  la  frequenza  di  Nyquist,  ossìa  la  massima  frequenza  spettrale 
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ricostruibile da un segnale campionato con frequenza di campionamento fc, è pari a 
fnyquist=fc/2. Pertanto, la massima frequenza spettrale osservabile dipende direttamente 
dalla  frequenza  di  campionamento  fc e,  dunque,  inversamente  dall'intervallo  di 
campionamento  Tc.  Per  osservare lo  spettro  del  segnale su un ampio  intervallo  di 
frequenza  [-fnyquist +fnyquist],  bisogna  utilizzare  una  frequenza  di  campionamento  fc 
sufficientemente elevata o, corrispondentemente, un intervallo di campionamento Tc 
sufficientemente breve.
Nel caso poi dell'utilizzo dell'algoritmo di FFT, il numero di campioni N deve 
essere una potenza di 2 per l'ottimizzazione del calcolo, e pertanto un numero pari.
Supponiamo ora di voler calcolare la FFT di un segnale x(t), campionato nel tempo e 
noto mediante N suoi campioni, ossìa mediante valori numerici acquisiti in particolari 
istanti  di  tempo.  Si  può considerare  che  i  campioni/punti  siano stati  prelevati  nel 
dominio  del  tempo  [xi(t)=x(ti)=xiTc con  i=0,1,...,N-1],  con  passo  o  intervallo  di 
campionamento Tc e dunque su un tempo di osservazione T=NTc=fc/N , dove fc è la 
frequenza  di  campionamento.  Per  il  vettore  xi(t)  possiamo  considerare  un  asse 
temporale ti(i)=iTc. La FFT del vettore xi(t) di N punti dovrà fornire un vettore Xi(f), 
sempre di N punti, dal quale sia possibile ricavare lo spettro discreto Xk(f) del segnale. 
Considerando teoricamente uno spettro bilaterale ed essendo l'asse delle frequenze per 
Xk(f) simmetrico rispetto all'origine e corrispondente a un intervallo [-fnyquist, +fnyquist] 
con spaziatura Δf, il vettore delle frequenze per Xk(f) legato a fk(k) sarà costituito da 
N+1  punti  appartenenti  all'intervallo  [-(N/2)Δf,  -((N/2)-1)Δf,...,-Δf  ,0,  +Δf  ,...,  +
((N/2)-1)Δf, +(N/2)Δf]. Date le proprietà di simmetrìa della trasformata di Fourier di 
un segnale reale, degli N+1 punti di Xk(f) solo (N/2)+1 sono indipendenti  (i valori 
dello spettro per frequenze negative possono essere ricavati dai corrispondenti valori 
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per  le  frequenze  positive,  eseguendo il  calcolo  del  numero  complesso  coniugato). 
Tuttavia, la FFT fornisce un vettore Xi(f) di N punti spettrali dei quali (N/2)+1 sono 
strettamente  necessari  alla  ricostruzione  dello  spettro  Xk(f)  (punti  indipendenti), 
mentre i rimanenti (N/2)-1 sono ridondanti. 
In generale, infatti,  in presenza di uno spettro reale di un segnale simmetrico 
attorno alla componente continua DC, la maggior parte degli strumenti per l'analisi in 
frequenza  visualizza  solo  la  metà  positiva  dello  spettro  ([20]). Di  conseguenza  le 
informazioni  relative  alle  componenti  negative  sono  trascurate  perchè  considerate 
ridondanti.
In uno spettro a doppio lato, quindi, metà energia è contenuta nelle frequenze 
positive, mentre l'altra metà è contenuta in quelle negative. Quindi, per convertire dal 
doppio al singolo lato dello spettro della potenza bisogna scartare la seconda metà 
dell'array e moltiplicare ogni suo punto per 2 ad eccezione della componente continua 
DC. 
Nella realtà si preferisce visualizzare il tutto considerando solo le frequenze non 
negative, applicando, quindi, strettamente la definizione di DFT e “traslando” tutto lo 
spettro di fc/2 corrispondente all'indice kmax=N/2.
Praticamente, il quadro che si presenterà sarà così sintetizzabile: sfruttando le 
proprietà descritte, ci si concentrerà sull'asse dell'indice dei campioni k da 0 a kmax 
dove kmax sarà proprio pari a (N/2). Ogni campione sarà distante Δf dal suo adiacente, 
con  Δf=1/T=1/NTc=fc/N che, come già detto, rappresenta la risoluzione spettrale. Il 
legame da un punto di vista frequenziale sarà immediato, infatti ad ogni campione sarà 
associata la frequenza fk, con k da 0 a kmax. La frequenza k-esima fk sarà fk=k Δf (con k 
fra  0  e  kmax);  perciò  lo  spettro  andrà  da  f0(k=0)=0  (corrispondente  alla  continua), 
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f1(k=1)=1Δf=1/T=1/NTc=fc/N,  f2(k=2)=2Δf=2/T=2/NTc=2fc/N,...,  fino  a 
fmax=fnyquist=kmax Δf= ((N/2))Δf)=((N/2)) 1/T= ((N/2)) 1/NTc= ((N/2))fc/N=fc/2; fmax sarà, 
quindi, l'ultima frequenza significativa rappresentabile.
Come sarà evidenziato successivamente nell'analisi del progetto (cap.5), spesso, 
come nel  caso della  FFTW, si  preferisce traslare  lo  spettro  nella  rappresentazione 
partendo dal termine in 0, non considerando i termini negativi. Ciò comporterà una 
simmetrìa rispetto alla fmax=fc/2 e pertanto, degli N termini totali,  si considereranno 
significativi  quelli  che  vanno  da  k=0  a  kmax=N/2,  mentre  verranno  considerati 
ridondanti i termini che vanno da ((N/2)+1) a N-1.
Ricordando sempre che i  termini  X(f)  risultanti  sono complessi,  si  evidenzia 
subito  che in  ampiezza  ci  sarà  simmetrìa  rispetto  al  termine  in  fmax e  in  fase una 
evidente antisimmetrìa rispetto sempre al termine in fmax. In altre parole, sarà |X(fmax 
+1)|=|(Xfmax -1)| , mentre la fase (X(fmax +1)) = -fase (X(fmax -1))|. 
La  Δf,  come  già  sottolineato,  fornisce  l'espressione  della  risoluzione  in 
frequenza  della  DFT,  cioè  fornisce  informazioni  sulla  distanza  fra  i  campioni  di 
frequenza  adiacenti  e  distinguibili.  Tale  relazione  è  equivalente  a  quella  che  si 
otterrebbe  con  N filtri  aventi  banda  Δf=1/T  (T:  periodo  di  osservazione,  ossìa  la 
lunghezza del time record che contiene il segnale acquisito nel dominio del tempo). 
Quindi, dalla relazione di Δf si può facilmente notare che la risoluzione in frequenza 
può  essere  migliorata  o  aumentando  il  numero  dei  campioni  N  o  diminuendo  la 
frequenza di campionamento.
Come evidenziato  nell'ultimo  stadio in  Figura 3-17, quindi,  la  sequenza Y(f) 
sarà  poi  quella  che  effettivamente  dovrà  essere  visualizzata  in  maniera  opportuna 
mediante display. Da un punto di vista della rappresentazione utilizzata, usualmente si 
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visualizzano le ampiezze della  sequenza ottenuta sull'asse delle  ordinate  e le varie 
scansioni frequenziali sull'asse delle ascisse i cui criteri di visualizzazione, ovvero i 
limiti frequenziali dalla DC al limite superiore fissato, ecc.., sono stati ampiamente 
approfonditi.  Per quanto riguarda la visualizzazione delle ampiezze,  è possibile,  in 
realtà,  tramite  le  semplici  relazioni  matematiche,  visualizzare  le  potenze  delle 
componenti, lo spettro di ampiezza di picco, oppure visualizzare le diverse quantità in 
Volt o in altre unità di misura come in dB, ecc....
Si è già anche fatto cenno al fatto che si preferiscono le visualizzazioni delle 
ampiezze  piuttosto  che  delle  fasi,  in  quanto  è  ad  esse  che  sono  associate  le 
informazioni spettrali utili.
Riguardo  a  ciò,  è  utile  osservare  che  il  range  di  frequenza  e  la  risoluzione 
sull'asse-x dello spettro dipendono dalla frequenza di campionamento e dal numero di 
punti acquisiti. Il numero di punti di frequenza o linee significativi e non ridondanti, 
equivale a N/2 +1 dove N è il numero di campioni del segnale acquisiti nel dominio 
del tempo.
Come  si  è  già  notato,  si  preferisce  far  cominciare  lo  spettro  dalla  linea  di 
frequenza a 0 Hz, cioè dalla  DC; secondo quanto sopra riportato,  l'ultima linea di 
frequenza TEORICA, considerando N campioni, è quella corrispondente a k=N-1, e 
quindi f=(N-1) Δf=(N-1)fc/N.
Nella  realtà,  senza  però  considerare  lo  zero-padding,  l'ultimo  termine 
significativo è per kmax =N/2, in corrispondenza del quale, rispettando la condizione di 
Nyquist, si ottiene fmax=fkmax=kmaxΔf=fc /2. Fino a questo termine, considerando o meno 
lo  zero-padding,  gli  elementi  sono  significativi  e  contribuiscono  alla  valida 
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visualizzazione del risultato finale. Dal termine kmax+1 , senza considerare lo zero-
padding, i termini sono ridondanti, non significativi, e quindi trascurabili.
Il k'-esimo termine, con 0≤k'≤kmax, sarà legato alla frequenza fk'=k'Δf=k'fc/N.
Tali  linee di frequenza possono anche essere chiamate frequenze bins o FFT 
bins perchè, come detto, si può pensare a una FFT come un set di filtri paralleli di 
larghezza  di  banda Δf centrata  ad ogni  incremento  di  frequenza dalla  componente 
continua DC fino alla frequenza fmax=fc/2.
I  calcoli  per  l'asse  delle  frequenze  dimostrano  che  la  frequenza  di 
campionamento  determina  il  range  della  frequenza  o  la  larghezza  di  banda  dello 
spettro e che per una data frequenza di campionamento il numero dei punti acquisiti 
nel  dominio  del  tempo  determina  la  risoluzione  in  frequenza.  Per  incrementare  la 
risoluzione in frequenza per un dato range di frequenza, ad una fissata frequenza di 
campionamento, si incrementano il numero dei punti acquisiti. 
Come già  è  stato  evidenziato,  trascurando nella  visualizzazione  le  frequenze 
negative e, quindi, traslando lo spettro di fc/2, si considera, pertanto, lo spettro ottenuto 
dalla  FFT  compreso  fra  DC  e  la  frequenza  massima  fN-1=(N-1)Δf=(N-1)fc/N e 
simmetrico  rispetto,  appunto,  alla  frequenza  fc/2.  Ma  per  le  considerazioni  sulla 
ridondanza  di  certi  termini,  ben  si  comprende  il  fatto  che  l'analizzatore  numerico 
evidenzierà solamente la prima metà dei punti  N della FFT, essendo ridondante la 
seconda  metà  dello  spettro.  Il  numero  effettivo  di  bins  (campioni  di  frequenza), 
pertanto, è pari a N/2+1 (da 0 a N/2), che corrispondono alla gamma di frequenze da 0 
a fc/2. Il bin 0 rappresenta il livello DC presente nel segnale d'ingresso. Addirittura, 
poi,  non  tutti  gli  N/2+1  punti  sono  significativi,  poiché  il  filtro  Passa  Basso 
(antialiasing)  d'ingresso  comincia  a  tagliare  anche prima  di  fc/2.  Ad esempio per 
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N=1024, il numero di bins è 512, ma vengono generalmente visualizzati solo 400 
campioni dello spettro.
Variando la  frequenza  di  campionamento  è  possibile  variare  la  frequenza  di 
analisi  (span)  dell'analizzatore.  In  tal  modo  non  sarebbe  possibile  visualizzare  lo 
spettro  di  segnali  con  frequenze  vicine  a  quella  superiore  dello  strumento  e  con 
risoluzione elevata.
E' proprio questo il motivo per cui, per ovviare a ciò, in riferimento a Figura 3-
17,  sulla  sequenza  digitalizzata  x(n)  in  uscita  dal  A/D,  è  necessario  eseguire  una 
operazione di espansione (zoom) con la moltiplicazione della sequenza  per un segnale 
sinusoidale numerico exp(j2πnf0/fc); ciò, infatti, consente di ottenere la riduzione della 
frequenza del segnale alla quale si è già accennato (cfr.§3.5.1, caso  Figura 3-23). In 
questo modo è possibile aumentare la risoluzione, ottenendo span con larghezza di 
banda anche inferiori ad 1 Hz.
Gli analizzatori di spettro a FFT, in sintesi, consentono di ottenere una migliore 
risoluzione  in  frequenza  ed  una  maggiore  velocità  rispetto  ad  un  analizzatore  a 
supereterodina (a parità di banda di frequenze).
L'analizzatore  a  FFT  può  essere  usato  come  analizzatore  di  reti  (network 
analyzer)  se  provvisto  di  generatore  per  il  segnale  di  stimolo,  costituito  da  un 
convertitore D/A che provvede alla conversione di segnali memorizzati su memoria 
RAM o generati da un DSP.
Per l'analisi delle caratteristiche del generatore si può far riferimento alla citata 
equivalenza fra questo strumento e quello basato su un banco di filtri. Il segnale di 
stimolo, se è una sinusoide pura, deve quindi assumere le frequenze di ognuno degli n 
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valori osservabili, in modo da poter eseguire un numero di misure pari al numero di 
bins.
Se, invece, si sollecita il circuito con un segnale costituito da più componenti 
sinusoidali,  ognuna  di  frequenza  pari  a  quella  centrale  dei  filtri,  è  possibile 
determinare la risposta in frequenza con una sola misura. In questo caso il segnale 
generato è detto segnale pseudo-random o rumore random periodico (PRN), ed è, con 
la differenza che è periodico, equiparabile ad un segnale di rumore (la somma di un 
numero elevato di componenti sinusoidali può essere considerata come un segnale di 
rumore bianco).
Per  l'analisi  di  reti  non lineari  il  segnale  PRN non può essere  usato,  ma  si 
utilizza  un  segnale  di  rumore  random  (non  pseudorandom).  Le  reti  non  lineari 
introducono, infatti, una distorsione, con una conseguente alterazione dei risultati della 
misura. Con un segnale random questi effetti vengono mediati poiché sono diversi per 
ogni misura, mentre nel caso di PRN il segnale, e quindi gli effetti distorcenti, sono gli 
stessi in ogni ciclo di misura e quindi non possono essere eliminati con l'operazione di 
media.
Fra i parametri comunemente analizzati, è utile soffermarsi sul range dinamico, 
definito come l'intervallo massimo nel quale può variare il segnale d'ingresso.
Ad esempio,  se l'uscita di  un determinato trasduttore varia fra un minimo di 
1mV e un massimo di 1V, il range dinamico è di 60 dBm.
Il range dinamico di un analizzatore di spettro è una misura dell'ampiezza del 
rapporto  (Vmax/Vmin)  dello  spettro  creato  da  un  segnale  sinusoidale  applicato  in 
ingresso. Quindi maggiore è il numero di bit del convertitore A/D, maggiore sarà la 
dinamica dello strumento.
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Gli analizzatori di spettro più comuni hanno generalmente una risoluzione pari a 
12 o 16 bit, mentre nel caso di acquisizione ed elaborazione del segnale tramite schede 
di acquisizione per personal computer, si possono raggiungere risoluzioni fino a 24 bit 
che corrispondono ad una dinamica teorica massima pari a 144 dB.
3.6 Cenni  sull'impiego  dell'analizzatore  di  spettro  a FFT nell'editing  
sonoro
In  generale  le  applicazioni  dell'analizzatore  a  FFT  riguardano  quei  campi 
d'interesse  dove  è  necessario  lavorare  con  sistemi  digitali  ed  elaborare  segnali  in 
tempo  reale,  il  tutto  gestendo  comunque  la  limitata  disponibilità  di  banda,  come 
ricordato, di un centinaio di KHz. L'analisi in tempo reale può essere definita come 
l'analisi  che considera tutto  il  segnale in maniera equa,  per tutto  il  tempo e senza 
perdita di informazioni; a ciò i puristi aggiungono che l'analisi deve essere fatta “al 
tempo“ della misura.
Pertanto,  in  linea  di  massima le  applicazioni  dell'analizzatore a FFT sono le 
stesse delle altre tipologie di analizzatori di spettro con le limitazioni accennate.
Una particolare segnalazione, però, merita la crescente diffusione delle tecniche 
digitali  che ha, inoltre, permesso l'impiego esponenziale dell'analizzatore di spettro 
numerico nel campo del trattamento, dell'elaborazione e dell'editing sonoro, nel campo 
dell'acustica e delle vibrazioni in generale. La visualizzazione precisa e la gestione 
delle armoniche di un segnale sonoro, sotto tutti i punti di vista, hanno consentito di 
ottenere  tutti  gli  intuibili  vantaggi  derivanti  da  tale  applicazione:  possibilità  di 
intervento e di modifica sul segnale stesso, migliorìa della qualità del segnale con un 
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aumento del SNR, riproducibilità ottimale,  gestione simultanea di più fonti  sonore, 
ecc.. Da ciò risulta evidente un ormai consolidato impiego in questo campo.
L'analisi fatta su una banda, quella sonora, comunque limitata, la necessità di 
fornire risposte finite ed efficienti in tempo reale, lo sfruttare l'utilizzo delle tecnologie 
digitali  e  informatiche  in  questo  settore  ormai  indispensabili,  si  sposano,  quindi, 
perfettamente con le peculiarità ed anche coi vincoli di tale strumento.
Ovviamente il  suo uso in campo sonoro non deve essere inteso in termini di 
creazione,  quanto  piuttosto  in  termini  di  controllo  e  di  monitoraggio.  Del  resto 
l'analizzatore in questo campo si può definire come uno strumento che può dare delle 
conferme,  non  delle  certezze.  Infatti,  per  esempio,  serve  per  capire  con  rigore 
scientifico la risposta in frequenza delle macchine coinvolte nel processo di creazione 
musicale (amplificatori, effettistica in generale,...) o delle sale.
Un  problema  tipico  che  potrebbe  riscontrarsi  al  momento  è  quello  relativo 
all'immissione, in ingresso ad un oggetto, di tutte le frequenze allo stesso livello; a 
quel punto, sotto il profilo tecnico, si ha bisogno di sapere se saranno in risposta tutte 
con  pari  livello  o  il  segnale  in  uscita  verrà  timbricamente  modificato.  E  se  ciò 
avvenisse si avrebbe bisogno di sapere come e con quale relazione.
Altro esempio concreto potrebbe essere quello riguardante la costruzione di uno 
studio di mastering: se si sa che nell'amplificatore entrano esattamente tutte le bande 
di frequenze,  allo stesso livello,  potrebbe essere interessante avere una valutazione 
precisa e scientifica per capire se il sistema casse-regìa audio apporti delle colorazioni. 
Oppure in fase di mixaggio di una traccia sonora, potrebbe essere necessario avere la 
conferma che il segnale che esce dalla mia scheda audio trovi riscontro in quello che si 
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sente  oppure  sarebbe  agevole  poter  valutare  con  precisione  dove  intervenire  con 
l'equalizzatore per risolvere un problema di ronzìo su una traccia registrata.
Insomma, gli usi in questo settore sono molteplici e ciò che balza agli occhi in 
modo lampante è sicuramente il vantaggio di un'analisi in tempo reale che consenta di 
intervenire istantaneamente, o quasi, per poter modificare al meglio le diverse risposte 
che l'operatore si aspetta.
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4 Confronto fra analizzatori di spettro analogici e digitali 
e cenni su altri tipi
Il panorama tecnologico moderno negli  ultimi  anni è andato incontro ad una 
sempre maggiore digitalizzazione dei processi e delle strutture che compongono un 
qualsiasi sistema d'informazione. In questo capitolo verrà tracciato un confronto fra gli 
analizzatori  analogici  e  quelli  digitali,  evidenziando  le  esigenze  costruttive  di 
realizzazione dell'una e dell'altra struttura, e con esse i vantaggi, gli svantaggi e gli 
aspetti positivi dei loro schemi realizzativi.
L'analizzatore di spettro analogico ha sicuramente pregi che quelli digitali non 
hanno ancora (quale,  per esempio,  la possibile gestione di bande elevatissime o di 
ampi range dinamici), che a tutt'oggi lo rendono insostituibile per le misure su segnali 
di  altissima frequenza dell'ordine delle decine di GHz, come sono quelli  ricorrenti 
nelle applicazioni radio cellulari e satellitari.
Infatti, le applicazioni più importanti di questo strumento riguardano lo studio e 
l'analisi armonica dei segnali; l'impiego è dunque fondamentale nelle tecniche delle 
radiodiffusioni, nella trasmissione dati e nella telemetrìa ([11]). Detto strumento, ad 
esempio,  consente di  verificare,  in  generale,  con grande precisione  la  larghezza di 
banda  ed  il  livello  del  segnale  emesso  da  una  sorgente,  analogica  o  numerica, 
permettendo  dunque  il  progetto  dei  canali  di  trasmissione,  la  determinazione 
dell'influenza del rumore, ecc..
In linea generale le tecnologie digitali, sia pur con le limitazioni riguardanti la 
banda esaminabile,  presentano,  invece,  sicuramente  vantaggi  evidenti  in  termini  di 
costi, di facilità di implementazione, di versatilità e di stabilità. Attualmente nei loro 
campi d'applicazione si preferiscono di gran lunga ai modelli  realizzativi  analogici, 
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richiedenti  una  sempre  maggiore  accuratezza  dei  componenti,  un  più  arzigogolato 
schema realizzativo e una catena di elementi più difficile da gestire. Non trascurabile è 
poi  la  sempre  più  facile  interagibilità  dei  modelli  digitali  con  le  tecnologie 
informatiche, con conseguente maggior controllo del sistema, una maggiore gestione 
delle varie fasi dei processi e una migliore riproduttività da un punto di vista grafico. 
Non  a  caso  il  progetto  affrontato  in  questa  tesi  è  un  esempio  di  connubio  fra 
analizzatori  numerici  e  linguaggi  informatici.  Appare  evidente,  quindi,  come  tutti 
questi  siano  fattori  non  di  poco  conto  in  considerazione  delle  sempre  maggiori 
esigenze di precisione ed affidabilità richieste in fase di progettazione.
Seguendo lo schema di classificazione precedentemente adottato nel cap.2, una 
prima diversificazione va sicuramente  fatta  fra le due tipologie di  analizzatori:  gli 
analizzatori real time, ai quali appartengono quelli numerici (e comunque anche un 
modello analogico), e quelli sweep tuned ai quali appartengono i modelli analogici.
In generale gli analizzatori  real time digitali  sono sicuramente più veloci, ma 
hanno  il  problema  di  dover  decidere  in  fase  di  realizzazione  il  numero  dei  filtri 
impiegati,  che  nei  vari  casi  può  essere  sovradimensionato  o  sottodimensionato, 
presentando in realtà qualche problema di versatilità in certe situazioni e certi ambiti.  
In altri,  invece,  essi  sono efficacemente  impiegati:  per  esempio  sono utilizzati  per 
analizzare i moderni segnali a radiofrequenza che hanno un'alta dinamica e impulsi 
non ripetitivi. La caratteristica principale dei real time è proprio quella di monitorare i 
segnali  in  tempo  reale;  ciò  implica,  quindi,  che  l'analisi  debba  essere  eseguita 
velocemente, e per fare ciò, come nel caso degli analizzatori numerici, esso effettua 
l'analisi del segnale utilizzando l'elaborazione del segnale digitalizzato in tempo reale 
(DSP)  e  non  nella  post  acquisizione.  Alla  luce  di  quanto  detto  e  della  banda 
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esaminabile  delle  frequenze  udibili  ridotta,  appaiono  evidenti,  come  già 
precedentemente sottolineato, i vantaggi derivanti dalla sua applicazione nell'ambito 
sonoro e in fase di registrazione diretta, che costituisce una classica situazione in cui la 
risposta  ai  vari  suoni  emessi  dagli  strumenti  deve essere acquisita  in  tempo reale, 
manipolata ed elaborata in tempi strettissimi per poter offrire una risposta in termini 
sonori sempre adeguata e rispondente alle esigenze che si richiedono: pulizia, qualità, 
ampiezza della risposta, monitoraggio del rumore, ecc..
La tecnologia analogica degli analizzatori di spettro sweep tuned reca con sé i 
suoi aspetti positivi, ma anche quelli negativi; l'utilizzo, per esempio, dell'operazione 
di  mixaggio  sotto  un  solo  filtro,  che  pian  piano analizza  il  segnale  frequenza  per 
frequenza, evidenzia, infatti, che se da un lato si ha un'ottima risoluzione in frequenza 
stringendo la banda di questo filtro, dall'altro, invece, si ha una maggiore lentezza in 
fase realizzativa in quanto poi, per eseguire l'intera scansione del segnale, è richiesto 
molto più tempo. 
Analizzando le singole tecniche di realizzazione degli analizzatori di spettro si 
possono tracciare di ognuna le caratteristiche positive e negative.
4.1 Analizzatore di spettro a supereterodina
Nel caso degli analizzatori sweep tuned a supereterodina, per esempio, si devono 
segnalare  alcune importanti  limitazioni;  ai  fini  della  risoluzione,  la  risposta  ideale 
(impulso) si ha per una certa banda B, anche se possono insorgere dei problemi per B 
troppo piccola.  Infatti,  quando un impulso  attraversa  un  filtro  avente  larghezza  di 
banda insufficiente, subisce una attenuazione in ampiezza ed un incremento in durata.
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La  visualizzazione  di  un  impulso  distorto  di  questo  tipo  rappresenta 
essenzialmente una perdita di sensibilità (ampiezza minore di quella effettiva) ed una 
perdita  di  risoluzione.  Negli  analizzatori  di  spettro  vengono  comunque 
automaticamente controllati i valori di T e B in modo da limitare i valori d'errore entro 
la fascia ammissibile per le prestazioni dello strumento.
Nel caso in cui il segnale sia un'onda continua, l'impulso riproduce la curva di 
risposta stazionaria del blocco IF (amplificatore+filtro a frequenza intermedia). Infatti, 
considerando  il  filtro  IF  a  frequenza  fissa  ed  il  segnale  d'ingresso  a  frequenza 
variabile, il segnale all'inizio della misura è esterno alla banda del filtro, quindi inizia 
la sovrapposizione tra le due curve con conseguente aumento del livello del segnale in 
uscita dal filtro, fino a raggiungere il valore massimo per poi decrescere.
Se  la  variazione  di  frequenza  del  segnale  è  sufficientemente  lenta,  sul 
visualizzatore verrà riprodotta la curva di risposta del filtro. Essendo la banda IF molto 
piccola, sul visualizzatore apparirà una riga. Se invece la scansione è troppo veloce, il 
filtro non ha il tempo di rispondere al segnale e si verificano due inconvenienti:
l'ampiezza visualizzata è inferiore a quella che si avrebbe con tempi di scansione 
maggiori;
la frequenza è traslata verso destra.
Se, invece, la frequenza di scansione è troppo elevata, l'amplificatore d'uscita non 
ha  tempo  sufficiente  per  raggiungere  la  piena  ampiezza  in  corrispondenza  della 
frequenza del  segnale d'ingresso ad onda continua,  prima che venga modificata  la 
frequenza in esame.  Ciò si  traduce nella visualizzazione di una curva di ampiezza 
minore e di larghezza di banda apparente maggiore di quella effettiva.
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Nel  caso  in  cui  il  segnale  d'ingresso  non  sia  ad  onda  continua,  la  risposta 
dell'analizzatore cambia arrivando, sotto certe ipotesi  di  impulso molto piccolo,  ad 
essere  dipendente  più  dalla  caratteristica  del  segnale  che  non  da  quella 
dell'analizzatore.
Altri fattori che inficiano la risoluzione sono: la modulazione di frequenza residua 
e la linearità dell'oscillatore locale che danno luogo alla stessa visualizzazione che si 
avrebbe  nel  caso  di  un  segnale  d'ingresso  modulato  in  frequenza.  L'instabilità  è 
evidente  soprattutto  quando  sullo  schermo  compare  l'immagine  di  un  segnale  che 
apparentemente si  sta spostando in frequenza,  ma,  che,  in  realtà,  nasconde il  vero 
problema che è quello della deriva dell'oscillatore. Per eliminare questo inconveniente, 
in genere, si fa ricorso ad un oscillatore locale con un circuito PLL, anche se il PLL 
non consente variazioni veloci su bande larghe. 
I  vantaggi  della  soluzione  supereterodina  sono,  per  esempio,  ([11])  quelli 
riguardanti l'uso del solo filtro a frequenza intermedia fissa che consente di risolvere il 
problema della  perdita  di  risoluzione  alle  alte  frequenze;  cambiando la  sua banda, 
inoltre,  è  possibile  ottenere  diverse  risoluzioni.  A ciò  si  aggiunge il  fatto  che  gli 
amplificatori che lavorano in frequenza possono esibire elevate prestazioni e, come già 
osservato, possono scandire ampi campi di frequenze. 
Questo filtro possiede una frequenza centrale costante che determina l'assenza di 
problemi associati ai filtri sintonizzabili.
Sebbene  gli  analizzatori  di  spettro  a  supereterodina  abbiano  delle  buone 
prestazioni, ([1]) essi limitano la loro applicazione all'analisi del modulo dello spettro, 
perdendo definitivamente  l'informazione  sulla  fase.  Per  questo  motivo  negli  ultimi 
anni sono stati  progettati  dei nuovi analizzatori  che permettono di effettuare anche 
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questo  tipo  di  analisi.  Essi  effettuano,  infatti,  la  digitalizzazione  del  segnale  nel 
dominio  del  tempo  come gli  analizzatori  a  FFT,  ma possono analizzare  segnali  a 
frequenza  più  elevata,  tipicamente  nell'intervallo  RF,  campionando  il  segnale  a 
frequenza  intermedia.  Questo  tipo  di  analizzatori,  inoltre,  permette  di  effettuare 
ulteriori analisi anche nel dominio della modulazione. 
4.2 Analizzatore di spettro a banco di filtri
Il vantaggio principale di questo tipo di analizzatore real time analogico, come in 
([10]),  è  costituito  dal  fatto  che  tutte  le  componenti  spettrali  vengono  valutate  e 
visualizzate contemporaneamente, di qui il suo utilizzo per segnali non stazionari. Il 
principale inconveniente di questi analizzatori è, invece, rappresentato dal fatto che 
per  ottenere  una  buona  risoluzione  in  frequenza  in  una  gamma  di  frequenze 
abbastanza  ampia,  occorrerebbe  utilizzare  un  numero  elevato  di  filtri  a  banda 
sufficientemente  stretta.  Pertanto  si  comprende  pienamente  come  nell'ambito  della 
strumentazione di misura questa implementazione analogica per la realizzazione di un 
analizzatore  di  spettro  real  time  trovi  scarso  impiego  e  ad  essa  si  preferisca  la 
soluzione digitale, basata sulla FFT.
Come  si  legge  in  ([1]) e  ([11]), ogni  filtro  dell'analizzatore  è  centrato  alla 
frequenza di interesse al fine di recuperare il solo contenuto informativo nella singola 
banda  desiderata.  Tuttavia,  se  il  numero  di  componenti  di  interesse  aumenta  a 
dismisura  (come  nel  caso  di  segnali  transitori)  non  è  opportuno  ritenere  di  poter 
eseguire numerose operazioni di filtraggio in tempi diversi, per poi collezionare queste 
informazioni come unico risultato di misura; tale risultato potrebbe, infatti, essere uno 
specchio poco fedele del segnale in analisi.
120
Si sa, infatti,  che i segnali  transitori,  in quanto dotati  di banda illimitata,  sono 
caratterizzati da un numero teoricamente infinito di componenti spettrali.
Quindi,  solo  nell'ipotesi,  abbastanza  verosimile,  che  queste  componenti  siano 
trascurabili da un certo valore di frequenza in poi, si può ritenere che lo spettro del 
segnale sia contenuto in un campo finito di frequenze.
Relativamente a questa soluzione, si osserva che i filtri Passa Banda lavorano in 
parallelo.  La banda passante di ciascun filtro,  ossìa la risoluzione in frequenza del 
filtro, è tale da evitare eventuali sovrapposizioni con le bande adiacenti.
A valle dei filtri sono presenti rilevatori che restituiscono un segnale continuo di 
valore pari al valore efficace del segnale al loro ingresso. In ingresso al multiplexer 
che raggruppa i vari filtri, quindi, vi saranno vari livelli di tensione, ciascuno dei quali 
rappresenta l'ampiezza dello spettro del segnale di ingresso in una ben precisa banda 
di  frequenze.  Il  generatore  di  scansione  stabilisce  per  ogni  istante  di  tempo  quale 
uscita dei rivelatori deve essere visualizzata.
Visualizzare  lo  spettro  di  un  segnale  significa  operare  su  un  diagramma 
frequenze-ampiezze; operando una scansione orizzontale dello schermo (come negli 
oscilloscopi)  occorre,  quindi,  creare  una  corrispondenza  tra  tempo  di  scansione  e 
valori  di  frequenze  di  analisi.  Per  l'analizzatore  in  questione  ciò  si  traduce 
nell'abilitare, tramite lo stesso generatore di scansione, l'uscita di ciascun rivelatore in 
istanti di tempo differenti; è possibile così creare una corrispondenza tra questi istanti 
e le frequenze centrali dei filtri il cui rivelatore è stato abilitato nel medesimo istante.
Questo  strumento  è  particolarmente  indicato  per  l'analisi  dei  segnali  le  cui 
caratteristiche spettrali evolvono nel tempo, in quanto, come già osservato, consente il 
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prelievo contemporaneo di tutte le informazioni dello spettro con un ridotto tempo di 
misurazione dell'analisi in tempo reale.
Le  prestazioni  di  questo  tipo  di  analizzatore  dipendono  dalla  banda  dei  filtri 
utilizzati: più essa è stretta più lo strumento è in grado di risolvere segnali prossimi tra 
loro in frequenza. D'altro canto, diminuendo la banda dei filtri è necessario aumentare 
il numero dei filtri da utilizzare per coprire lo stesso intervallo di frequenze; inoltre, 
ogni filtro è costoso e lo è ancora di più se esso è a banda stretta ed opera a frequenze  
sufficientemente  elevate.  Purtroppo,  però,  i  filtri  peggiorano  in  risoluzione 
all'aumentare della frequenza, cosicchè non è perseguibile la strategia di realizzare un 
analizzatore di spettro real time in un range di frequenze molto ampio, non solo per i 
costi, ma anche per la qualità del risultato. Di conseguenza è necessario un opportuno 
compromesso tra l'esigenza di avere una buona risoluzione in frequenza ed un costo 
contenuto.
Quanto  detto  spiega  il  perchè  questa  soluzione  non  è  molto  diffusa  e  le  sue 
realizzazioni trovano giustificazione soltanto in alcune applicazioni specifiche. 
4.3 Analizzatore di spettro con filtro a sintonìa variabile
Per quanto riguarda, invece, la soluzione degli analizzatori di spettro con un unico 
filtro a sintonìa variabile, rientranti negli sweep-tuned, ([10]), evidenzia, come punto 
di forza,  la sua semplicità  realizzativa,  ma,  contemporaneamente,  risalta i  suoi lati 
deboli:  infatti,  non  è  possibile  realizzare  un  filtro  a  sintonia  variabile  con  banda 
sufficientemente  stretta  su  un'ampia  gamma  di  frequenze  e  per  tale  motivo  si 
potrebbero ottenere solo gamme di frequenze limitate  e con risoluzione non molto 
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stretta.  Inoltre,  poiché la larghezza di banda del filtro  dipende dalla  sua frequenza 
centrale, la risoluzione in frequenza dell'analisi non sarebbe costante. 
Questo tipo di analizzatore, come già detto, ([11]) indubbiamente evita l'utilizzo 
di numerosi filtri impiegando un solo filtro e traslandolo in frequenza sull'intero range 
di frequenze analizzabili. Ma presenta alcuni problemi realizzativi: innanzitutto se il 
segnale in ingresso presenta una variazione di energia su un intervallo di frequenze, in 
un momento in cui il filtro non è sintonizzabile su quelle frequenze lo strumento non 
sarà in grado di rilevarla e quindi non la misurerà. Per ridurre questo problema sarebbe 
auspicabile  aumentare  la  velocità  di  spazzolata  del  fltro  (sweep).  Purtroppo non è 
possibile rendere la velocità della spazzolata arbitrariamente veloce a causa del tempo 
di risposta del filtro.
Le prestazioni di questo analizzatore, impiegato quasi esclusivamente per segnali 
stazionari,  sono  fortemente  limitate  dall'impossibilità  di  mantenere  costante  la 
risoluzione del filtro sull'intero campo di frequenze di analisi. In particolare, maggiore 
è la frequenza centrale del filtro, meno spinta sarà la sua risoluzione. 
In definitiva, le problematiche evidenziate rendono questo tipo di architettura non 
adatta per l'analisi spettrale.
4.4 Analizzatore di spettro a FFT
Anche per  gli  analizzatori  a  FFT,  ampiamente  descritti  nel  cap.3,  è  possibile 
tracciare le caratteristiche positive e negative.  Di seguito ne viene fatto un elenco, 
comunque quasi sempre comparato agli analizzatori di spettro analogici del tipo sweep 
tuned.
Fra i vantaggi si ricordano, ([9]), ([11]), ([20]): 
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un aumento significativo della velocità di prestazione in generale che giustifica 
la  loro  catalogazione  fra  gli  analizzatori  real  time  ovvero  strumenti  che 
forniscono le risposte desiderate in tempo reale;
la  possibilità  di  caratterizzare  segnali  single  shot,  segnali  evidentemente  non 
ripetitivi, acquisiti con una singola scansione;
la possibilità di misurare fase e ampiezza di ogni singola armonica;
l'utilizzo di memoria digitale, caratteristica fondamentale della tecnica FFT, che 
permette all'analizzatore di sostituire strumenti come oscilloscopi o registratori 
di forme d'onda;
la possibilità di studiare anche fenomeni transitori, dovuta alla maggiore rapidità 
dell'analisi effettuata;
una elevata risoluzione in frequenza e la possibilità di ottenere molte più linee 
spettrali dal medesimo segnale di quanto non si possa ottenere con tecniche 
analogiche;  tutto ciò in un periodo di tempo molto più piccolo;
le possibilità di ottenere con precisione, utilizzando un analizzatore multi canale, 
le relazioni in modulo e fase fra ingressi ed uscite;
una  architettura  più  snella  e  più  facilmente  implementabile  con  l'ausilio  di 
processori efficienti e pochi strumenti  rispetto alle complesse strutture degli 
analizzatori analogici.
Come  si  è  accennato  in  precedenza,  si  segnalano  anche  alcuni  svantaggi,  o 
comunque delle limitazioni, alcune delle quali tipiche di sistemi operanti su segnali 
digitali ottenuti mediante la tecnica del campionamento di segnali analogici, nei quali, 
come  evidenziato  nel  cap.3,  bisogna  tener  conto  del  problema  dell'aliasing  e  del 
leakage che possono introdurre errori nello spettro:
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valori ridotti di sensibilità e di range dinamico;
l'introduzione  nell'elaborazione  numerica  dei  segnali  di  errori  legati  sia  al 
particolare algoritmo di trasformazione che al tipo di processore adottato (errori 
di troncamento e di arrotondamento);
limitazione della banda utile che è, come più volte ricordato, di alcune centinaia 
di  KHz,  a  causa  delle  restrizioni  dovute  ai  convertitori  A/D  nella  fase  di 
acquisizione del segnale. Vale la pena di ricordare come le prestazioni vengono 
influenzate da ciò: se, ad esempio, si ha la frequenza di campionamento fc=256 
KHz ed il numero dei campioni N=1024, la risoluzione in frequenza è pari a 
Δf=fc/N=250 Hz, cioè non è possibile risolvere linee spettrali al di sotto di 250 
Hz di banda.  Un modo per aumentare la  risoluzione,  come già accennato,  è 
quello di aumentare N, ma ciò comporta un aumento del tempo di elaborazione. 
Anche la riduzione di fc consente di aumentare la risoluzione, però a scapito di 
una  conseguente  riduzione  della  banda  utile  (fc/2).  Inoltre,  riducendo  fc 
bisognerebbe diminuire  anche la  banda del  filtro  antialiasing  d'ingresso.  Più 
conveniente, come già sottolineato nel cap.3, risulta invece l'esecuzione di un 
filtraggio digitale, da attuare prima della FFT. Questo filtraggio (decimazione) 
consente  di  ridurre  la  banda  del  segnale  e  di  diminuire  la  frequenza  di 
campionamento,  producendo in uscita  campioni  a frequenza fc/d  dove d è il 
fattore  di  decimazione.  Consente,  inoltre,  di  eliminare  l'errore  di  aliasing, 
relativamente alla frequenza di campionamento fc/d;
Alcuni  analizzatori  a  FFT,  inoltre,  consentono  anche  la  visualizzazione  dei 
segnali  nel  dominio  del  tempo come gli  oscilloscopi  digitali.  Essendo, però, 
orientati  all'analisi  spettrale,  questi  strumenti  campionano il  segnale con una 
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frequenza generalmente pari a 2.5 volte la massima frequenza utile e il basso 
numero di punti  che si  ottiene non consente una buona rappresentazione del 
segnale;  gli  oscilloscopi,  infatti,  usano  normalmente  un  numero  di  punti 
maggiore ed inoltre  elaborano il  segnale acquisito  per meglio  ricostruirne la 
forma d'onda.
4.5 Cenni su altri tipi di analizzatori di spettro
A  titolo  d'informazione,  in  ultima  analisi,  è  bene  sottolineare  che  diversi 
costruttori  di  srumentazione  di  misura  offrono  sul  mercato  anche  analizzatori  di 
spettro ibridi,  nei quali,  grazie ai  progressi  delle  tecnologie dei convertitori  A/D e 
degli elaboratori digitali, la conversione del segnale in forma numerica avviene dopo 
aver applicato il principio della supereterodina per traslare lo spettro. In questo modo 
tutta  l'elaborazione  a  frequenza  intermedia  avviene  in  forma  digitale,  anziché 
analogica, e ciò aumenta le prestazioni e la flessibilità del dispositivo, permettendo, 
per esempio, l'analisi mediante FFT. Questo approccio consente di associare all'elevata 
banda passante degli analizzatori di spettro tradizionali (fino alle decine di GHz) le 
migliori caratteristiche di velocità e risoluzione dell'analisi FFT.
Dopo aver descritto le varie tipologie di analizzatori di spettro analogici e digitali, 
le principali applicazioni e l'analisi relativa ai vantaggi e agli svantaggi legati alla loro 
applicazione, per completare le informazioni riguardanti le differenti tipologìe di tali 
strumenti bisogna far riferimento ad un ambito diverso da quello finora considerato, 
cioè l'ottica ([19]).
Parlando di spettro, infatti,  bisogna anche considerare l'analisi frequenziale che 
riguarda le frequenze in ambito ottico, legate alla definizione di lunghezza d'onda, e la 
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loro applicazione.  Rientrano in  questa  tipologia e sono degni  di  essere menzionati 
l'analizzatore di spettro elettronico alla Bragg e l'analizzatore di spettro ottico.
La struttura del primo riguarda un fascio laser che attraversa una lamina di quarzo 
sottoposta  a  un'onda elastica  (“acustica”),  prodotta  da un attenuatore piezoelettrico 
(PZT) comandato dal segnale di tensione di cui si vuole misurare lo spettro. Il fascio 
diffratto lascia il cristallo a un angolo che dipende dalla lunghezza d'onda dell'onda 
elastica (e dunque legata alla frequenza fs del segnale di comando del PZT). Legato 
agli angoli di incidenza, di rifrazione e di diffrazione, il fenomeno genera uno spettro 
che viene quindi visualizzato su un apposito sistema.
Legato alle leggi dell'ottica è anche il secondo tipo menzionato: l'analizzatore di 
spettro ottico. Esso è usualmente considerato nella forma sequenziale e nella forma 
parallela.  Nella  forma  sequenziale  si  considera  un  segnale  incidente  che  va  ad 
incontrare un prisma rotante alla cui uscita si trasmettono in successione su un unico 
rivelatore (fotodìodo) le diverse lunghezze d'onda generate. La forma parallela, invece, 
prevede, sempre considerando un segnale di partenza che incontra un prisma rotante, 
l'utilizzo di un array in un apposito sistema sul quale vengono “collezionate” tutte le 
diverse  lunghezze  d'onda  che  producono  lo  spettro  globale  (e  non  in  sequenza) 
derivante dalla visualizzazione di tutte le lunghezze d'onda interessate.
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5 Descrizione del progetto
In questo e nel capitolo successivo viene presentato il progetto software svolto. 
Di  esso  vengono  analizzati  gli  obiettivi  e  descritte  le  fasi  seguìte  per  arrivare  al 
risultato finale. Prima di una completa descrizione del software nel cap.6 , in questo 
capitolo sono delineate anche le ipotesi di lavoro di partenza seguìte, i modelli presi 
come  riferimento,  l'uso  dei  programmi  specifici  presi  in  considerazione  e  le 
semplificazioni utilizzate nella progettazione svolta.
5.1 Presentazione e obiettivi
L'obiettivo  del  progetto  svolto  è  essenzialmente  quello  di  costruire  le  due 
funzioni  principali  per  l'implementazione  di  un  analizzatore  a  FFT,  strumento 
hardware  ampiamente  descritto  (cap.3)  che  consente  un  certo  tipo  di  funzioni  e 
operazioni. L'obiettivo primario del progetto è proprio quello di simulare, sotto precise 
ed opportune  ipotesi  semplificative,  la  realizzazione  di  questo  strumento  fornendo 
come risultato finale la visualizzazione dei campioni in uscita dal calcolo della DFT 
mediante l'algoritmo di FFT. Ci si è concentrati in particolare sulla visualizzazione 
dell'ampiezza di questi  campioni.  Il motivo principale è che l'informazione relativa 
all'ampiezza dei campioni in uscita dal blocco della FFT nello schema di riferimento 
di un analizzatore di spettro a FFT, è probabilmente il dato più rilevante, soprattutto in 
specifiche applicazioni,  come, per esempio,  i campioni sonori raccolti in ambito di 
editing e di realizzazione in sede di studio di registrazione musicale. Come si è già 
sottolineato nel corso della Tesi, l'utilizzo in tale ambito dell'analizzatore di spettro a 
FFT è essenziale, permettendo esso la gestione globale del processo in tempo reale 
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con la conseguente possibilità di intervento sulle prestazioni in termini migliorativi e 
correttivi.
E'  stato più volte  sottolineato,  inoltre,  che questa  tipologia di  analizzatori  di 
spettro,  con  la  loro  matrice  digitale,  ben  si  presta  alle  odierne  esigenze  software 
essenziali ed inevitabili.
Altra  considerazione  fondamentale  è  quella  relativa  alla  modalità  di 
confezionamento del progetto:  le due funzioni  costruite  possono essere considerate 
indipendenti e riutilizzabili  grazie all'impiego parametrico dei valori cui esse fanno 
ricorso.  Nella  descrizione  del  software  nel  cap.6,  infatti,  esse  verranno  descritte 
separatamente,  e  soltanto  in  un  successivo  test  verranno  considerate  in  cascata 
applicandole effettivamente alla catena di realizzazione semplificata di un analizzatore 
di spettro a FFT. In altre parole, una delle due funzioni è un programma che calcola la  
DFT mediante la FFT di una sequenza di campioni in ingresso e l'altra è una funzione 
che visualizza graficamente una certa sequenza di dati forniti in ingresso. Impiegate 
insieme in sequenza esse realizzano proprio gli ultimi e più importanti  blocchi nel 
processo di implementazione di un analizzatore di spettro a FFT. 
5.2 Ipotesi di lavoro di partenza
Nella  realizzazione  del  progetto  svolto  sono  state  seguite  alcune  importanti 
ipotesi  di  lavoro  ed  alcune  importanti  semplificazioni.  La  maggior  parte  delle 
informazioni riguardanti le caratteristiche e le nozioni relative alle ipotesi di lavoro 
utilizzate  sono state  ampiamente  descritte  e  analizzate  in  linea  teorica  nei  relativi 
capitoli precedenti. Pertanto, viene semplicemente fatto l'elenco e solamente dato un 
cenno in quanto i contenuti delle informazioni si considerano già definiti ed acquisiti.
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Innanzitutto,  è  bene  ricordare  che  il  modello  di  riferimento  considerato  nel 
progetto è quello di  Figura 3-16, una versione più scremata ed essenziale di quella 
descritta in Figura 3-17.
Nella  Figura  3-16,  rispetto  alla  Figura  3-17,  vengono messi  in  risalto  i  due 
blocchi,  che in  pratica  vengono implementati  dalle  funzioni  generate  nel  progetto, 
costituenti  gli  ultimi  due  della  catena  di  realizzazione:  il  blocco  FFT e  il  blocco 
Display Digitale.
La Figura 3-16, più compatta ed ulteriormente scremata rispetto alla Figura 3-17 
, inoltre, evidenzia le ipotesi semplificative del progetto. In esso sono state trascurate 
le fasi di filtraggio LPF, di moltiplicazione per un segnale cosinusoidale e soprattutto 
la fase di filtraggio digitale, oltre alle altre differenze evidenziabili nella Figura 3-17. 
In  fase  di  test  è  stato  inizialmente  considerato  un  certo  segnale  di  input, 
campionato  ad  una  certa  frequenza  di  campionamento;  la  sequenza  discreta  dei 
campioni così ottenuta è stata direttamente posta in ingresso alla fase di calcolo della 
FFT e successivamente la sequenza ottenuta, dopo averne calcolato l'ampiezza di ogni 
elemento, è stata visualizzata sul display.
Le  ipotesi  semplificative  fatte,  quindi,  risultano  essere  abbastanza  nette  e 
precise. Ma ciò che si è voluto mettere in evidenza è proprio la creazione delle due 
funzioni relative al blocco FFT ed al blocco display digitale. 
Ulteriori funzioni che realizzino i blocchi trascurati nello schema di riferimento, 
unite  alle  due  realizzate  in  questo  progetto,  renderebbero,  quindi,  completa  la 
simulazione software dello schema generale di riferimento.
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Altri importanti rilievi riguardanti le ipotesi semplificative e di lavoro vengono 
soltanto  accennati  in  questo  paragrafo  in  quanto  direttamente  menzionate  nel 
prosieguo della trattazione. 
E'  bene  precisare,  innanzitutto,  che  per  il  blocco  FFT  è  stato  considerato 
l'algoritmo di Cooley-Tukey per calcolare la DFT mediante la FFT.
Inoltre, è importante ancora ricordare che la già menzionata indipendenza delle 
funzioni  realizzate  permette  in  fase  di  test  e  di  applicazione,  comunque,  di  poter 
utilizzare anche dati non necessariamente relativi ai blocchi a monte dello schema. In 
altre parole si può benissimo considerare i dati tabulati provenienti da una qualsiasi 
fonte  e  ritenerli  sequenza  d'ingresso  del  blocco  FFT;  successivamente,  calcolata 
l'ampiezza  di  ogni  termine,  è  possibile  visualizzare  sul  display digitale  i  risultati 
ottenuti.
5.3 Principali strumenti utilizzati
In questo paragrafo vengono descritti i principali strumenti utilizzati da un punto 
di vista software. Viene fatto riferimento, quindi, ai linguaggi informatici impiegati, ai 
sistemi adottati e agli ausili specifici dei quali è stato possibile far uso via Web.
C++  : è il linguaggio di programmazione informatico che è stato utilizzato per la 
stesura dei programmi in questo progetto; come noto, esso si pone come un 
miglioramento del linguaggio C dal quale deriva e col quale ha numerosissime 
affinità e parti in comune sotto tutti i punti di vista; 
Linux (Ubuntu)  :  è  il  sistema operativo  impiegato  nel  progetto  e  rappresenta, 
quindi,  l'ambito  informatico  globale  di  lavoro  nel  quale  il  progetto  è  stato 
implementato.  Una  distribuzione  Linux  (detta  più  spesso  distribuzione 
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GNU/Linux)  è  una  distribuzione  software  (una  collezione  di  programmi 
relativi ad uno o più campi di applicazione, selezionati e rilasciati come unico 
pacchetto) che include un kernel Linux (nucleo del sistema operativo Linux) ed 
un insieme variabile di applicazioni software, siano esse freeware, open source 
o commerciali, rilasciate sottoforma di pacchetti software inclusi, quasi sempre 
anche  appartenenti  al  progetto  GNU.  Molto  spesso  esse  includono  una 
particolare interfaccia grafica per l'utente (ambiente desktop, window manager) 
e  strumenti  software  che  guidano l'utente  nel  processo  di  installazione  del 
sistema  e  diverse  utilities  di  sistema,  conferendo,  dunque,  un'operatività  di 
base. Grazie all'impiego di tale sistema operativo, quindi, è stato possibile, per 
esempio,  usufruire  di  appositi  strumenti  per  poter  compilare  e  testare  i 
programmi  creati,  come  le  piattaforme  di  compilazione  C++  o  il  sistema 
Gnuplot di visualizzazione grafica utilizzati.  Attualmente esistono numerose 
distribuzioni Linux; nel progetto, in particolare, è stata impiegata la versione 
Ubuntu 12.04, dove Ubuntu rappresenta attualmente la distribuzione Linux più 
diffusa che è basata sul sistema Debian e che si propone di offrire un sistema 
operativo  completo  e  semplice  da  utilizzare  unitamente  alle  sue  derivate 
ufficiali;
FFTW3(FFTW)  :  è  la  libreria  software  in  C/C++  disponibile  sul  sito 
http://www.fftw.org/ utilizzata per la creazione della funzione che calcola la 
DFT mediante la FFT (ed anche la possibilità di effettuare la DCT (Discrete 
Cosine  Transform)  e  la  DST  (Discrete  Sine  Transform)).  In  particolare 
l'operazione può essere effettuata in una o più dimensioni (Trasformate mono o 
multi-dimensionali),  con arbitrarie misure dell'array d'ingresso, composto da 
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dati  reali  o  complessi.  FFTW è  un  software  free,  rilasciato  sotto  la  GNU 
(General Public License GPL), sicuramente adoperato per la maggior parte di 
quelle  applicazioni  che  effettuano  questa  operazione;  la  versione  impiegata 
nella compilazione del progetto è la 3.3.3, disponibile sia sul sito ufficiale di 
riferimento,  sia  mediante  download  diretto  dall'ubuntu  software  center  del 
sistema  operativo  Linux  (Ubuntu)  utilizzato.  Il  pacchetto  FFTW  è  stato 
sviluppato al MIT (Massachussets Institute of Technology) da Matteo Frigo e 
Steven G.  Johnson.  Il  sito  ufficiale  di  riferimento  è  provvisto  di  esaurienti 
sezioni nelle quali vengono fornite all'utente tutte le possibili risposte e tutti i  
mezzi necessari per l'utilizzo del software. In particolare si segnalano l'ampia 
sezione di documentazione,  completa  di  tutorial  facilamente consultabili,  la 
sezione FAQ (Frequently Asked Question) nella quale viene data risposta alle 
domande più comuni poste dagli utenti e la sezione download dalla quale poter 
direttamente scaricare il software;
Gnuplot  : è il programma che è stato utilizzato per la visualizzazione dei risultati 
ottenuti.  Esso  è,  infatti,  un  programma  per  la  realizzazione  di  grafici  di 
funzioni matematiche in due o tre dimensioni e per la rappresentazione grafica 
di  dati  grezzi.  Dotato  di  un'interfaccia  a  riga  di  comando  per  tracciare 
interattivamente i grafici a partire da dati e funzioni, esso supporta differenti 
formati  di  uscita,  includendo  driver  per  molte  stampanti,  (La)Tex,  (x)fdig, 
PostScript e altri.  L'output per X11 è fornito dal pacchetto gnuplot-x-11. E' 
disponibile per diversi sistemi operativi ed è in grado di esportare grafici nei 
più comuni formati  (tra cui PNG, EPS, SVG e JPEG). Il programma non è 
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correlato  al  progetto  GNU  e  non  utilizza  licenze  della  Free  Software 
Foundation.
I file di dati e le funzioni auto-definite possono essere manipolati attraverso un 
linguaggio  interno  simile  al  C.  E'  in  grado  di  effettuare  smussamenti,  
interpolazioni di spline o interpolazioni non lineari. Il programma, inoltre, è in 
grado di lavorare con numeri complessi ed è scaricabile nelle sue differenti e 
molteplici  versioni  direttamente  dal  sito  ufficiale  http://www.gnuplot.info , 
comodamente  consultabile  e provvisto di ricche ed esaurienti  sezioni  fra le 
quali si ricordano quelle di documentazione,  quelle dei tutorial  consultabili, 
quelle delle FAQ che racchiudono una serie di risposte alle domande spesso 
poste  dall'utente.  Inoltre,  sono  presenti  le  sezioni  demo  dove  è  possibile 
visualizzare esempi chiarificatori di applicazione del programma. La versione 
impiegata  per  il  progetto,  che  supporta  il  sistema  Linux  (Ubuntu),  è  stata 
scaricata direttamente dal terminale di Ubuntu ed è la versione gnuplot 4.4.3- 
Oubuntu3 (denominata anche versione 4.4 patchlevel 3, la cui ultima modifica 
risale al Marzo 2011). Tale versione è stata progettata e adattata per Linux 
3.2.0-41-generic, copyright (c) 1986-1993, 1998, 2004, 2007-2010; 
GNU Octave  :  è  un'applicazione  software per  l'analisi  numerica  in  gran parte 
compatibile con Matlab. Ha un insieme di funzionalità fornite per il calcolo 
matriciale  e,  sebbene  consenta  di  trovare  la  soluzione  numerica  di  sistemi 
lineari, non svolge calcolo simbolico o altre attività tipiche di un sistema di 
algebra  computazionale.  Il  progetto  primario  fu  concepito  nel  1988  presso 
l'Università del Texas e nel 1994 fu rilasciata la versione 1.0. L'ultima versione 
(la 3.6.4)  risale  al  febbraio 2013,  mentre  quella  utilizzata  nel  progetto è la 
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3.2.4, Copyright(C) 2009-John W.Eaton e altri, configurata per “X86-64-pc-
linux-gnu”.  Octave  è  rilasciato  sotto  licenza  GPL  e  quindi  può  essere 
liberamente copiato ed usato. Il programma gira sotto sistemi Unix e Linux, 
oltre che su Windows e MAC OS X. Il linguaggio di riferimento è il C++. 
Octave  è  scritto  in  conformità  dello  standard  POSIX  nel  linguaggio  C++ 
usando  le  librerie  Standard  Template  Library.  Il  sito  web,  dal  quale  è 
liberamente  scaricabile,  come  anche  direttamente  da  terminale  Linux,  è: 
www.gnu.org/software/octave. Esso è, inoltre, estendibile attraverso moduli o 
funzioni  scritte  dall'utente  e  può  lavorare  assieme  a  Gnuplot  e  Grace  per 
disegnare funzioni, grafici, tabelle, consentendo di salvarli o stamparli.
135
6 Descrizione del software
In  questo  capitolo  viene  descritto  dettagliatamente  il  software  che  è  stato 
implementato.
Il  progetto  ha  come  obiettivo  principale  quello  di  sviluppare  due  funzioni 
indipendenti,  riutilizzabili  e  riapplicabili  anche  in  altri  contesti,  oltre  a  quello 
principale che riguarda il progetto svolto. Le due funzioni sono state denominate fast e 
analizzatore,  e  rispettivamente  hanno  lo  scopo  di  calcolare,  di  una  sequenza  di 
ingresso, la DFT mediante la FFT e di visualizzare graficamente l'ampiezza di una 
sequenza  di  dati  in  ingresso  mediante  Gnuplot.  Entrambe  le  funzioni  sono  state 
concepite, quindi, per lavorare e gestire numeri complessi e, insieme, costituire i due 
ultimi e fondamentali stadi della catena di un analizzatore di spettro a FFT (Figura 3-
16 e Figura 3-17).
Gli esempi e i risultati  analizzati  in un secondo momento riguardano proprio 
l'utilizzo delle due funzioni insieme in una simulazione in C++ -sia pur con le dovute 
ed opportune semplificazioni sottolineate- di un analizzatore di spettro a FFT, nello 
spedifico utilizzato per l'elaborazione e la gestione di spettri sonori. 
Sempre  in  riferimento  alle  Figura 3-16 e  Figura 3-17, quindi,  si  supporrà di 
partire  da  sequenze  di  dati  che,  nel  caso  dell'analizzatore  a  FFT,  abbiano  già 
attraversato le fasi di conversione analogico-digitale, di modulazione, di finestratura e 
di  generico  filtraggio  digitale.  Si  supporrà,  pertanto,  di  acquisire  dati  in  formato 
numerico e di applicarli direttamente alle funzioni sviluppate. Ciò perchè, considerate 
le varie fasi della catena, le fasi fondamentali e cruciali dell'analizzatore a FFT sono 
proprio quelle riguardanti le due funzioni create. Quelle omesse, in realtà, risultano 
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essere  secondarie  nel  senso  che  apportano  modifiche  riguardanti  modulazione, 
filtraggi,  ecc..  che  migliorano  certamente  le  prestazioni,  ma  non ne  rappresentano 
l'ossatura e le fondamenta. In altre parole, senza le fasi omesse, l'analizzatore a FFT, 
sia  pur  molto  elementare,  funziona  ed  è  minimamente  completo;  senza  le  fasi 
sviluppate  dalle  funzioni  create,  qualsiasi  analizzatore  a  FFT non  potrebbe  essere 
definito tale. 
In generale, invece, le due funzioni sono adattabili a situazioni e fonti generiche, 
cioè alla lettura da un generico file  di  dati  o,  per esempio,  mediante un'opportuna 
acquisizione  nel  main,  alla  creazione,  al  calcolo  o  all'  immissione  diretta  di  una 
generica sequenza di dati della quale calcolare la FFT e, infine, visualizzazione grafica 
dell'ampiezza degli elementi in generale complessi.
Ecco perchè le funzioni sono indipendenti e adattabili autonomamente.
Di seguito le funzioni saranno descritte nel dettaglio, ma un esempio della loro 
completa applicazione sarà fatto nell'Appendice (cap.9), dove sarà anche sottolineato 
il  riferimento  alle  librerie  utilizzate  per  le  varie  istruzioni  delle  funzioni  e  del 
programma in generale.
6.1 La funzione 'fast'
L'ipotesi  fondamentale  di  lavoro  della  funzione  fast è  quella  di  avere  a 
disposizione  una  generica  sequenza  x(n),  con  n=0,...,N-1,  di  termini  in  generale 
complessi.
Data questa sequenza, la funzione ha l'obiettivo di calcolarne la DFT mediante 
l'algoritmo  di  FFT  e  in  particolare  l'algoritmo  di  Cooley-Tukey.  Essa  si  basa 
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essenzialmente sull'utilizzo della libreria FFTW3 in C++ . Come già evidenziato nella 
descrizione  teorica  della  FFT nel  cap.3,  tralasciando  il  legame  fra  l'indice  k  e  la 
frequenza f,  la libreria FFTW3, data una sequenza d'ingresso x(n),  con n=0,..,N-1, 
fornisce in uscita la sequenza y(k), con k=0,...,N-1, secondo la formula della DFT (cfr. 
§ 3.1.1) .
Questo nel dettaglio il testo della funzione:
    void  fast (int N, complex<double>* in, complex<double>* out)
      {
         fftw_plan p;
         p=fftw_plan_dft_1d(N,
                         reinterpret_cast<fftw_complex*>(&in[0]),
                         reinterpret_cast<fftw_complex*>(&out[0]),
                         FFTW_FORWARD, FFTW_ESTIMATE);
         fftw_execute(p);
         fftw_destroy_plan(p);
       }    
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Per quanto riguarda le caratteristiche essenziali della funzione, si nota:
l'utilizzo  del  tipo  void in  quanto  la  funzione  non  restituisce,  come  nel  caso 
dell'impiego dell'istruzione return, alcun valore al chiamante;
l'utilizzo base della libreria fftw3.h , che consente il calcolo della DFT mediante 
FFT  di  una  sequenza  in  generale  complessa  monodimensionale  (1d)  di 
lunghezza N (array monodimensionale); 
il passaggio dal main dell'indice N per valore, e per riferimento, attuato mediante 
l'utilizzo  di  puntatori,  il  passaggio  del  vettore  double  complesso  in e  del 
vettore complesso out che rappresenta esso stesso l'uscita della funzione. Tali 
caratteristiche  sono essenzialmente  quelle  che conferiscono alla  funzione  la 
proprietà di riutilizzabilità e riapplicabilità;
la dichiarazione, secondo le procedure della libreria  FFTW3 (corrispondente a 
fftw3.h),  del  piano  p,  alla  quale  segue  la  definizione  esplicita  che  prevede 
l'impiego per il calcolo della DFT di sequenze complesse monodimensionali di 
lunghezza N; il non utilizzo di vettori d'appoggio di tipo fftw_complex*, ma il 
diretto impiego del reinterpret_cast nella funzione. I risultati del calcolo della 
DFT sono memorizzati in ordine nell'array out, partendo dal termine in 0, che 
frequenzialmente corrisponde alla frequenza nulla;
l'uso  del  FFTW_FORWARD per  l'utilizzo  di  esponenziali  negativi  nella 
definizione della DFT impiegata ed infine l'uso del FFTW_ESTIMATE che non 
gestisce  tecnicamente  calcoli,  ma  costruisce  un  piano  ragionevolmente 
ottimale e sovrascrive gli array;
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una  volta  creato  e  definito  il  piano  p,  esso  viene  eseguito  (istruzione 
fftw_execute(p) ) e sucessivamente distrutto ( fftw_destroy_plan(p) ).
6.2 La funzione 'analizzatore'
Data una sequenza y(k), con k=0,1,..,N-1, in generale di numeri complessi, la 
funzione  analizzatore  ha  l'obiettivo  di  calcolare  l'ampiezza  di  ogni  elemento  della 
sequenza,  di  costruire  una  nuova  sequenza  formata  dai  moduli  calcolati  e  di 
visualizzarla graficamente, con opportuni settaggi, tramite Gnuplot.
La scelta dei settaggi e delle varie etichette grafiche dipendono, ovviamente, dai 
contesti in cui la funzione è applicata. Di seguito viene integralmente riportata, proprio 
nella versione elaborata per il progetto creato, la versione che visualizza le ampiezze 
non in dB:
void analizzatore (int L, complex<double>*x)
{
int m;
double vettore[L];
ofstream file;
file.open(“nomefile.dat”,ios_base::out);
file.close();
for(m=0;m<L;m++)
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{vettore[m]=abs(x[m]);
file.open(“nomefile.dat”,ios_base::app);
file<<vettore[m]<<endl;
file.close();
}
FILE*gp;
gp=popen(GNUPLOT,”w”);
if(gp==NULL)
{
printf(“errore apertura pipe\n”);)
}
fprintf(gp,”set xrange[0:NUM]\n”);
fprintf(gp,”set grid\n”);
fprintf(gp,”set autoscale y\n”);
fprintf(gp,”set title 'analizzatore di spettro FFT' \n”);
fprintf(gp,”set xlabel 'k indice FFT(fk=kfc/N=numero ∙k)' \n”);
fprintf (gp,”set xtics valore\n”);
fprintf(gp,”plot 'nomefile.dat' with steps\n”);
fprintf(gp”set terminal png \n”);
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fprintf(gp, “set output 'nomefile.png' \n”);
fflush(gp);
pclose(gp);
}
Per quanto riguarda la versione della funzione che visualizza le ampiezze in dB, 
essa, a partire da quella sovrascritta, prevede l'aggiunta di alcune righe. In riferimento 
alla  funzione,  di  seguito  sono riportati  i  frammenti  del  programma  coinvolti  e  le 
variazioni riguardanti la versione in dB, evidenziate in grassetto:
….
int m;
double vettore[L];
double array[L];
ofstream file;
….
….
for(m=0;m<L;m++)
{
vettore[m]=abs(x[m]);
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array[m]=20*log10(vettore[m]);
file.open(“nomefile.dat”,ios_base::app);
file<<array[m]<<endl;
file.close();
…..
Si noti che la versione in dB calcola in realtà anche i valori non in dB, ponendoli 
in vettore[m], visualizzando, però, soltanto quelli in dB, collocati in array[m].
Una osservazione  preliminare  è  d'obbligo fare:  nella  stesura della  funzione  i 
parametri  NOMEFILE,  NUM e  numero sono  denominati  genericamente.  Si 
riferiscono,  rispettivamente,  al  nome  che  si  vuole  attribuire  al  file  .dat  (e 
successivamente  .png)  che  rappresenta  il  file  dei  risultati  che  saranno visualizzati 
(NOMEFILE) ad un valore presumibilmente reale che è il limite superiore dell'asse 
delle  ascisse  del  grafico  (NUM),  e  un  valore  reale  risultato  della  frazione  fc/N 
(numero).
Dalla  funzione  si  possono evidenziare  alcune osservazioni  riguardanti  la  sua 
stesura:
l'utilizzo  del  tipo  void in  quanto  la  funzione  non  restituisce,  come  nel  caso 
dell'impiego dell'istruzione return, alcun valore al chiamante;
il  passaggio  dal  main  per  valore  dell'intero  che  viene  memorizzato  nella 
variabile L e  il  passaggio  per  riferimento  dell'array  complesso  che  è 
memorizzato nell'array x;
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il ciclo  for ,  dopo le consuete dichiarazioni di variabili,  nel quale viene posta 
nella posizione m-ma dell'array vettore l'ampiezza del corrispondente termine 
m-mo  complesso  dell'array  x.  Tale  file  di  risultati  viene  salvato 
automaticamente nel file nomefile.dat;
dichiarazione, apertura ed esecuzione di  pipe relativa alla visualizzazione con 
gnuplot. Viene, pertanto, fornita una serie di opportuni settaggi riguardanti il 
grafico  che  viene  ottenuto.  Come  facilmente  è  intuibile,  questa  serie  di 
istruzioni  può  essere  modificata  in  base  alle  esigenze  e  alle  caratteristiche 
dell'applicazione della funzione;
le istruzioni relative al salvataggio automatico del grafico ottenuto, in formato 
.png.
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7 Verifica del funzionamento e risultati numerici raggiunti
In  questo  capitolo  vengono  riportati  e  commentati  i  test,  le  verifiche  di 
funzionamento e i risultati raggiunti con l'applicazione del programma creato. Sono 
stati considerati tre brani musicali ai quali è stato applicato il programma. Con ciò si 
vuole  sottolineare  quella  che  è  certamente  una  delle  principali  applicazioni  delle 
funzioni create: l'audio digitale.
Per quanto riguarda i risultati, particolare attenzione è stata rivolta al parametro 
della  risoluzione e alle  caratteristiche e ai vantaggi derivanti dall'impiego della FFT. 
Rispettando i criteri ottimali della FFT, per il numero di campioni utilizzati sono stati 
considerati a livello implementativo valori di potenze di due. 
I brani ai quali si è fatto riferimento per i test sono:
l'inedito “Cloudy Rainbow”, brano strumentale di mia personale composizione 
presentato  all'esame  di  III  livello  di  chitarra  elettrica  presso  l'Accademia 
musicale Lizard di Fiesole. Sono stati considerati due casi differenti: l'utilizzo 
della base del brano (backing track) senza la parte della chitarra solista, ottenuta 
mediante il programma “Band in a Box”, e il brano , registrato in presa diretta, 
completo  di  parte  solista  di  chitarra.  Nelle  due  diverse  forme  sono  state 
impiegate due distinte frequenze di campionamento;
il  celebre  brano  “Soldier  of  fortune” (1974)  dello  storico  gruppo  dei  Deep 
Purple.
In particolare,  per le verifiche effettuate  sono stati  presi  in  considerazione dei 
frammenti  dei  brani  e  non le  composizioni  nella  loro  interezza.  Da un lato  viene 
simulata la gestione in ambito sonoro del trattamento di campioni di dati che viene 
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fatto a blocchi e non per sequenze e scansioni intere (differenza sostanziale con gli 
analizzatori  analogici  tradizionali);  dall'altro  ciò  risulta  essere  sufficiente  ad 
evidenziare i risultati e le proprietà desiderate.
Prima  di  descrivere  i  test  svolti,  è  bene  fare  un'ultima  considerazione:  sia  la 
funzione  fast  che analizzatore sono impostate per lavorare con numeri complessi; in 
realtà, nelle verifiche fatte vengono acquisiti e trattati campioni reali perchè campioni 
di un segnale acustico reale. 
7.1 Analisi della backing track del brano “Cloudy Rainbow”
L'analisi  della  backing  track  del  brano  “Cloudy  Rainbow”  è  stata  effettuata 
essenzialmente  per  mettere  in  evidenza  le  importanti  considerazioni  sul  parametro 
della risoluzione. Nello specifico sono state considerate due differenti situazioni: una 
che prevede l'impiego della tecnica dello Zero Padding (ZP) e una che non lo prevede. 
Per  entrambe  le  situazioni  è  stato  fatto  riferimento  al  foglio  CRSX128.dat, 
ottenuto  dalla  lettura  mediante  GNU  Octave  e  dalla  funzione  wavread  dei  primi 
N=128  campioni  del  canale  sinistro,  ricavati  alla  frequenza  di  campionamento  di 
fc=44.1 Khz e bps (bit per samples)=16.
Nella  sua  interezza  il  brano  in  questione  ha  una  durata  totale di  4'09''=249s. 
Utizzando Gnu Octave e la funzione wavread si ottiene una scomposizione digitale nel 
tempo  che  alla  frequenza  di  campionamento  fc=44.1  Khz  produce  un  numero  di 
campioni totale nel tempo di 11009354.
Prima di descrivere le due situazioni, è bene definire quello che nell'esempio col 
main nell'Appendice (cap.9) è il parametro dim: esso, manualmente fornito nel main, 
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rappresenta  la  dimensione  del  vettore  dei  dati  da  utilizzare in  considerazione  che 
quello stesso valore è poi passato “per valore” alle funzioni  fast e analizzatore  in 
quanto rappresenta la dimensione e la lunghezza alla base dei calcoli effettuati e delle 
istruzioni eseguite dalle due funzioni. Questo valore, a seconda delle situazioni che si 
vogliono mettere in evidenza e considerare, assume precise funzioni: per esempio, nel 
caso dim=dati-effettivamente-considerati (foglio ottenuto con Octave e wavread), si 
avrà il NON utilizzo dello ZP; nel caso dim > dati-effettivamente-considerati si avrà 
l'impiego  dello  ZP.  E'  chiaro  che  poi  questo  stesso  valore  può  essere  valutato 
diversamente, per esempio, con una scelta del limite superiore dell' xrange diverso da 
esso.
Nel caso  senza ZP, con riferimento alle funzioni  fast  e  analizzatore, sono stati 
presi in esame i parametri: dim=128 e xrange [0...32]. Pertanto, sono stati considerati 
interamente i 128 campioni letti,  visualizzando, però, soltanto i primi 33 risultati 
ottenuti  dal  programma  (sono  33  perchè  le  frequenze  vanno  da  f(0)=0  a 
f(32)=32·Δf  comprese).  I  risultati  interamente  ottenuti  (128  termini)  sono  stati 
collezionati  nel  file   baseCRSX128.dat  dal  quale  sono  stati,  appunto,  estratti  e   
visualizzati i 33 considerati. Il grafico ottenuto, baseCRSX128.png, viene riportato in 
formato .pdf (Figura 7-42):
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Figura 7-42: baseCRSX128.png (NO ZP)
Sono stati presi in considerazione la visualizzazione mediante gradini (steps) e i 
valori di ampiezza non in dB.
La versione in dB del grafico, denominata  baseCRSX128dB.png  e visualizzata 
mediante linespoints, viene di seguito riportata ( Figura 7-43):
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 Figura 7-43: baseCRSX128dB.png (NO ZP)
Dall' analisi dei grafici ottenuti e riportati nel caso senza ZP si possono mettere 
in evidenza alcuni risultati e fare alcune considerazioni:
sull'asse delle ascisse   è riportato l'indice k dei termini della FFT ed esplicitato il 
legame con le frequenze in funzione del parametro di risoluzione ottenuto;
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risoluzione  :  il  valore  di  risoluzione  ottenuto,  considerando  la  totalità  degli 
N=128  campioni,  è  Δf=1/NTc=44100/128=344.53125  Hz.  Da notare  che  la 
durata  del frammento  considerato è T=NTc=128/44100=2.9ms.  Ciò implica, 
pertanto,  la  possibilità  di  distinzione  di  due  campioni  qualsiasi  adiacenti, 
distanti appunto Δf;
frequenze visualizzate  : il range di frequenze esaminate è: fk=kΔf, con k=0,...,32. 
In particolare,  evidentemente,  sarà:  f(k=0)=0  Hz,  f(k=1)=344.53125 Hz=Δf 
Hz,...,..f(k=32)=11.025  Khz,  definendo  B=11.025  KHz  la  Banda 
effettivamente considerata nel frammento, formata dai 33 termini.
Tenendo conto, invece, dell'intera sequenza di N=128 elementi, si avrebbe 
fk=kΔf,  con  k=0,...127,  ottenendo  f(k=0)=0  Hz,...,  f(k=127)=(N-
1)fc/N=127∙44100/128=43.755469  KHz=B,  valore  prossimo  a  44.1  Khz=fc.  In 
realtà,  infatti,  se  teoricamente si  considerasse  anche il  termine per k=128 (  e 
quindi  la  componente  continua  +  128  termini),  si  otterrebbe  f(k=128)=fc  , 
definendo B'=B+  Δ  f =f  c una banda estesa e allargata.
peso e trascurabilità di alcune frequenze  : come è lecito aspettarsi, la componente 
di massima ampiezza è quella continua (per f=0); viceversa, dal grafico si può 
evidenziare che al  crescere di k il  contributo in termini  di  ampiezza risulta 
essere sempre minore. Successivamente sarà meglio esaminato questo aspetto ( 
cfr. §7.2) . Nel caso in esame ci si limita a evidenziare che l'indice k massimo 
considerato utile (kmaxutile) è dato da: kmaxutile=N/2=64, al  quale corrisponde la 
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frequenza  massima  utile  (fmax)  data  da: 
fmax=64•344.53125=22.05KHz=fNYQUIST=fc/2 . Ma già attorno ad un valore di k 
molto inferiore a 64 i valori iniziano ad essere trascurabili;
valori numerici con e senza dB  : da un punto di vista prettamente numerico è 
preferibile riportare i valori utili di riferimento, ottenuti nei casi di ampiezza in 
dB e non. Numericamente: ampiezza(k=0)=0.172552, ampiezza(1)=0.112211, 
ampiezza(2)=0.0603719.  In dB,  invece,  si  ha:  ampiezza(k=0)=-15.2616 dB, 
ampiezza(1)=-18.9993 dB, ampiezza(2)=-24.3833 dB.
Nel  caso con  ZP,  invece,  con  riferimento  sempre  alle  funzioni  fast  e 
analizzatore, sono stati considerati i parametri: dim=512 e xrange [0...32]. Pertanto, 
applicando proprio la tecnica dello ZP, sono stati valutati N=512 campioni, dei quali 
128 i termini effettivamente letti dal foglio CRSX128.dat, e 512-128=384 zeri.
Anche in questo caso i risultati (512 termini) dell'applicazione del programma 
(fast + analizzatore) sono stati inseriti nel foglio baseCRSX128ZP.dat e ne sono stati 
visualizzati soltanto i primi 33, includendo, quindi, anche la componente continua. Il 
relativo grafico, denominato  baseCRSX128ZP.png, viene riportato in .pdf (Figura 7-
44):
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Figura 7-44: baseCRSX128ZP.png (ZP)
Anche  in  questo  caso  sono  stati  presi  in  considerazione  la  visualizzazione 
mediante gradini (steps) e i valori di ampiezza non in dB.
La  versione  in  dB  del  grafico,  denominata  baseCRSX128ZPdB.png  e 
visualizzata mediante linespoints, viene di seguito riportata (Figura 7-45):
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Figura 7-45:baseCRSX128ZPdb.png (ZP)
Dall' analisi dei grafici ottenuti e riportati nel caso con ZP si possono mettere in 
evidenza alcuni risultati e fare alcune considerazioni:
sull'asse delle ascisse  è riportato l'indice k dei termini della FFT ed esplicitato il 
legame con le frequenze in funzione del parametro di risoluzione ottenuto;
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risoluzione  : il valore di risoluzione ottenuto è Δf1=1/NTc=44100/512=86.13 Hz. 
Da notare che la durata del frammento è stata ampliata a N=512 termini, ma, 
tenuto conto dell'inserimento dei termini nulli,  quella considerata effettiva e 
significativa  è  sempre  T=NTc=128/44100=2.9ms.  Ciò  implica,  pertanto,  la 
possibilità di distinzione di due campioni adiacenti distanti appunto Δf1<Δf del 
caso NO ZP;
frequenze visualizzate  : il range di frequenze esaminato è: fk=kΔf1 con k=0,...,32. 
In  particolare,  evidentemente,  sarà:  f(k=0)=0  Hz,  f(k=1)=86.13Hz=Δf1 
Hz,...,..f(k=32)=2.75625 Khz.
Anche  in  questo  caso,  considerando  invece  l'intera  sequenza  fino 
all'elemento N-1=511 (inglobando nei 512 termini, perciò, anche il termine a f=0), 
si  avrebbe  fk=kΔf1,  con  k=0,...511,  ottenendo  f(k=0)=0  Hz,..., 
f(k=511)=511∙86.13=44.01243KHz=B,  molto  vicino  a  fc.  Anche  in  tal  caso, 
pertanto,  se  si  considerasse  il  512-mo  elemento  per  k=512,  si  avrebbe 
f(k=512)=B'=512∙86.13=44.1KHz=B+Δf1=fc,  ottenendo  quindi  B'=B+  Δf  1 banda 
estesa e allargata  . 
peso e trascurabilità di alcune frequenze  : anche nel caso in esame, ovviamente, 
la  componente  d'ampiezza  di  peso maggiore è  quella  relativa  alla  continua 
(f=0), mentre, dall'analisi del grafico, si può mettere in evidenza il fatto che al 
crescere  dell'indice  k  i  termini  d'ampiezza  sono  effettivamente  meno 
significativi, ma non trascurabili come nel caso senza ZP. Questo si ha perchè 
154
il  kmaxutile=N/2=256  (al  quale  corrisponde  fmax=22.05KHz=fc/2=fNYQUIST). 
Pertanto, tenuto conto del valore di kmaxutile , i termini in ampiezza inizieranno 
ad essere effettivamente trascurabili per un valore << 256, ma anche >>32.
valori numerici  con e senza dB  : numericamente si riportano i primi valori di 
ampiezza  (con  e  senza  dB),  utili  a  tracciare  in  seguito  alcune  importanti 
differenze  e  a  fare  significative  considerazioni:  ampiezza(k=0)=0.177588, 
ampiezza(k=1)=0.173517,  ampiezza(2)=0.161096,  ampiezza(3)=0.140219, 
ampiezza(4)=0.11225,..., ampiezza(8)=0.057623. I corrispondenti valori in dB 
sono:  ampiezza(0)=-15.0118  dB,  ampiezza(1)=-15.2132  dB,  ampiezza(2)=-
15.8583  dB,  ampiezza(3)=-17.0639  dB,  ampiezza(4)=-18.9963 
dB,...,ampiezza(8)=-24.7881 dB.
A  questo  punto  dal  confronto  delle  due  diverse  situazioni  è  possibile  fare 
importanti considerazioni riguardanti il parametro della risoluzione. 
Se si considera il valore di Δf ottenuto nel primo caso e il valore Δf1 nel secondo 
caso, ne deriva che: Δf1/ Δf= 86.13/344.53125=1/4. Lo stesso rapporto è quello fra le 
dim  considerate:  128/512=1/4.  Aumentando,  quindi,  dim  di  4  volte  si  è 
conseguentemente migliorata la risoluzione 4 volte. Da un punto di vista numerico ciò 
emerge in modo lampante: trascurando la componente continua, nel caso senza ZP si 
ottiene per k=1 ampiezzaNOZP(1)=-18.9993 dB, alla quale corrisponde f(1)=344.53125 
Hz.  Nel  caso  con  ZP  si  ha  ampiezzaZP(4)=-18.9963  dB≈ampiezzaNOZP(1),  cui 
corrisponde fZP(4)=344.53125 Hz=fNOZP(1). Di conseguenza ben si evidenziano il ruolo 
e l'effetto dello ZP; in altre parole fra il passo 0 e 1 nel caso NO ZP si ha un certo  
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andamento  più  “approssimativo”  e  meno  particolareggiato.  Nel  caso  ZP,  per 
percorrere lo stesso passo e nell'approdare allo stesso valore d'ampiezza,  quindi,  si 
riescono a costruire dei valori d'ampiezza “intermedi” (nel caso fZP(2) e fZP(3)), utili a 
fornire  una  ricostruzione  più  precisa  e  particolareggiata  dell'andamento  sonoro  in 
risposta. Questa considerazione pone in risalto l'importanza applicativa dello ZP. Se si 
pensa, ad esempio, ad una fase di registrazione e di ricostruzione di editing sonoro, 
l'essere a conoscenza di maggiori “elementi intermedi” consente di ricostruire molto 
più  fedelmente  la  risposta  sonora  e,  di  conseguenza,  un  sempre  più  efficiente 
intervento  di  migliorìa  qualitativa  e  cioè,  per  esempio,  di  intervenire  molto  più 
selettivamente  mediante  filtri  su  componenti  indesiderate  da  eliminare  o  su 
componenti precise da esaltare, amplificare, ecc..
Ripetendo il ragionamento per un altro qualunque intervallo o blocco si ottiene: 
ampiezzaNOZP(2)=-24.3833 dB (alla quale si associa f(2)=689.062 Hz) che si ritrova, 
considerate  le  approssimazioni,  nel  caso ZP al  passo k=8.  Infatti,  ampiezzaZP(8)=-
24.7881 dB, alla quale si associa la stessa frequenza del caso NOZP, 689.062 Hz.
E' ovvio che le stesse considerazioni si possono fare analizzando graficamente i 
risultati  in  ampiezza  non in  dB.  Senza  ripetere il  ragionamento  fatto  nel  caso dei 
risultati in dB ed esaminando gli stessi intervalli prima considerati, qui di seguito ci si 
limita a menzionare i risultati che si ottengono: nel primo caso, per esempio, senza ZP 
si ottiene per k=1 ampiezzaNOZP(1)=0.112211, alla quale corrisponde f(1)=344.53125 
Hz.  Nel  caso  con  ZP,  si  ha  ampiezzaZP(4)=0.11225≈ampiezzaNOZP(1),  alla  quale 
corrisponde fZP(4)=344.53125 Hz=fNOZP(1).
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7.2 Analisi del brano “Cloudy Rainbow” con parte di chitarra 
L'analisi del brano “Cloudy Rainbow” con la parte solista di chitarra, registrata 
in presa diretta, è stata effettuata per mettere in evidenza le importanti proprietà e i 
relativi vantaggi derivanti dall'impiego della FFT.
Di questo strumento matematico si è ampiamente discusso nel cap.3 nel quale 
sono stati già sottolineati la sua importanza in termini computazionali ed analitici e il 
suo  vantaggio  essenziale-  risolvendo  la  DFT-  di  passare  dal  dominio  discreto 
temporale a quello discreto frequenziale. 
La  durata  totale del  brano  in  esame  è  di  4'09”=249s  e  la  sua  “lettura”, 
utilizzando GNU Octave e la funzione wavread, ha prodotto 1999200 campioni alla 
frequenza di campionamento fc=8 KHz.
Per  testare  il  programma  creato,  invece,  sono  stati  presi  in  considerazione 
soltanto i primi N=128 degli 1999200 campioni alla fc=8 KHz; è stato, quindi, preso in 
esame  un  frammento  di  durata  pari  a  T=128/8000=16ms,  sufficiente  per  validare 
quanto detto. 
Nell'analisi  è stato preso in considerazione il foglio  Crguitsx128.dat,  ottenuto 
dalla lettura mediante GNU Octave e dalla funzione wavread dei 128 campioni del 
canale sinistro a fc=8 KHz e bps=16.
Nel caso esaminato, con riferimento alle funzioni  fast e analizzatore, si è fatto 
uso dei parametri dim=128 e xrange [0...128]. Pertanto, sono stati valutati interamente 
i  128 campioni  letti,  visualizzando  altrettanti  128 risultati  ottenuti  dal  programma 
(indice k da 0 a 127) senza ricorrere, quindi, alla tecnica dello ZP. I risultati ottenuti 
sono  stati,  poi,  collezionati  nel  file  guitCRSX128.dat  il  cui  relativo  grafico, 
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guitCRSX128.png,  viene  riportato  in  formato  .pdf,  visualizzato  mediante  gradini 
(steps) e con i valori di ampiezza non in dB (Figura 7-46):
 Figura 7-46: guitCRSX128.png
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Prima di mettere in evidenza le importanti proprietà della FFT, si riporta qui di 
seguito  la  versione  in  dB  del  grafico,  denominata  guitCRSX128dB.png,  ottenuta 
ovviamente con le stesse caratteristiche e visualizzata mediante linespoints (Figura 7-
47):
 Figura 7-47:guitCRSX128dB.png
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A  questo  punto  è  bene  fare  alcune  osservazioni  emergenti  dal  grafico 
visualizzato:
risoluzione  :  la  risoluzione  che  si  ottiene  è:Δf=1/NTc=fc/N=8000Hz/128=62.5 
Hz. Rispetto ai valori ricavati negli esempi in §7.1 il valore di risoluzione è 
minore;  infatti,  si  è  migliorato  il  parametro  perchè,  a  parità  di  numero  di 
campioni  fissato (128), si  è diminuita  la fc.  In realtà va precisato che se si 
considera lo stesso frammento audio di durata T' e si agisce in due differenti 
situazioni con due distinte frequenze di campionamento fc'1 e fc'2, si ottengono 
due numeri di campioni dipendenti dalla frequenza di campionamento usata. 
Numericamente si avrebbe, per esempio: T'=249s, fc'1=44.1 KHz e fc'2=8 KHz 
(le  due  situazioni  già  riscontrate  negli  esempi  visti).  A  questi  valori 
corrisponderebbero  (proprio  per  le  frequenze  di  campionamento  usate)  un 
numero di campioni diversi, rispettivamente, N'1=11009354 e N'2=1999200. Si 
sono ricavati, quindi, da uno stesso frammento due diversi valori di campioni 
proprio perchè sono stati  utilizzati  due differenti valori di fc. Se si va ora a 
calcolare le risoluzioni, si ottengono rispettivamente: Δf'1=44100/11009354=4 
mHz, e Δf'2=8000/1999200=4 mHz. Si sono ottenuti, quindi, gli stessi valori di 
risoluzione.  Il motivo è quindi dovuto al fatto che:  a parità di  durata di un 
frammento, se si varia la frequenza di campionamento, il numero di campioni 
che si ottiene varierà proporzionalmente con la variazione della fc, lasciando 
inalterato il valore della risoluzione;
simmetrìa  : una importante proprietà che deriva dall'utilizzo della FFT è quello 
della simmetrìa spettrale che si ottiene rispetto ad un preciso valore dell'indice 
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k=N/2.  Nel  caso  dell'esempio  considerato  (0≤k≤127  e  N=128),  quindi,  il 
termine rispetto al quale si ottiene simmetrìa spettrale è per k=64=128/2. Da un 
punto di vista numerico, in corrispondenza di questo indice si ha un valore in 
ampiezza(k=64)=0.0057372, mentre in dB si ha: ampiezza(64)=-44.826 dB.
Da un punto di vista della frequenza,  all'indice k=64 si  associa una frequenza 
f(k=64)=64·62.5=4000  Hz=fc/2.  La  frequenza  così  ottenuta  rappresenta  proprio  la 
massima frequenza effettivamente rappresentabile fmax. Ciò è connesso all'utilizzo del 
teorema del campionamento. Se si definisce in generale Bu la gamma delle frequenze 
utile rappresentata, si avrà: 1/Tc≥2Bu  , ossìa fc≥2Bu  , e quindi Bu≤fc/2. Se si considera 
nel caso in esame la B' estesa anche al termine per k=128 (e quindi non fermandosi a 
k=127), si ottiene spettralmente una copertura frequenziale che va da 0 Hz (k=0) a 
128x62.5  Hz=8  KHz  (k=128),  e  sarà  Bu=B'≤ fc/2=4  KHz=f(k=64).  Sarà,  quindi, 
fNYQUIST=f(k=64)=4 KHz=fc/2 . La proprietà di simmetrìa implica che per 0≤f≤fc/2= fmax 
si hanno frequenze utili, mentre a fc/2<f<f(k=128) corrispondono frequenze ridondanti 
trascurabili, i cui valori d'ampiezza relativi risultano simmetrici a quelli rientranti nella 
Bu, e, pertanto, sono trascurabili perchè non apportano informazioni utili. Il vantaggio 
importantissimo che si ha, quindi, è quello di un notevole  risparmio di Banda, e, di 
conseguenza, risparmio sia in termini economici che in termini di memoria impiegata 
per l'allocazione dei termini.
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7.3 Analisi del brano “Soldier of fortune”
Il  terzo  test  effettuato  ha  riguardato  l'analisi  del  celebre  brano  “Soldier  of 
fortune” (1974) dello storico gruppo inglese dei Deep Purple. In questa analisi, oltre 
che  confermare  i  risultati  ottenuti  con  le  due  precedenti,  si  mettono  in  evidenza 
ulteriori caratteristiche che danno spunto per riflessioni ed importanti osservazioni.
La durata  totale del brano in questo caso è di 3'13”=193s e la sua “lettura”, 
utilizzando GNU Octave e la funzione wavread, produce 8511300 campioni in tale 
occasione del canale sia destro che sinistro, alla frequenza di campionamento fc=44.1 
KHz.
Interessante sottolineare che i primi 15021, corrispondenti a 0.34s di brano, sono 
campioni tutti nulli (silenzio introduttivo del brano).
Per testare il programma creato, invece, sono stati considerati,  degli 8511300 
campioni,  soltanto  i  primi  N=131072=217,  alla  fc=44.1  KHz;  è  stato,  quindi, 
considerato un frammento di durata pari a T=131072/441000=2.972s. 
E' stato così ottenuto il foglio soldier.dat, dalla lettura mediante GNU Octave e 
la funzione wavread degli N=131072 campioni del canale sinistro e destro, ricavati a 
fc=44.1 KHz e bps=16.
Per la fase di test,  invece, è stato, invece, considerato  il solo canale sinistro: 
infatti, la funzione fast, come già è stato sottolineato, calcolando la DFT mediante la 
FFT  di  un  array  monodimensionale,  lavora  con  una  sequenza  di  elementi 
monodimensionali; nella pratica ciò vuol dire che viene utilizzato un solo canale per 
volta.
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Nel caso considerato, con riferimento alle funzioni fast e analizzatore, sono stati 
fissati  i  parametri  dim=131072 e  xrange [0...131072].  Pertanto,  sono stati  valutati 
interamente  i  131072  campioni  letti,  visualizzando  altrettanti  N=131072  risultati 
ottenuti dal programma  senza ricorrere alla tecnica dello ZP. I risultati così ottenuti 
sono  stati  collezionati  nel  file  purple131072.dat  il  cui  grafico  purple131072.png, 
viene riportato in formato .pdf e visualizzato mediante gradini (steps) e con valori di 
ampiezza non in dB (Figura 7-48):
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Figura 7-48: purple131072.png (no dB)
Di  seguito  si  riporta  la  versione  in  dB  del  grafico,  denominata 
purple131072dB.png,  ottenuta  ovviamente  seguendo  gli  stessi  criteri  analitici  e 
visualizzata mediante linespoints (Figura 7-49):
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Figura 7-49: purple131072dB.png
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Facendo riferimento ai grafici riportati è possibile evidenziare alcune importanti 
proprietà e fare precise considerazioni:
risoluzione  : la risoluzione che si ottiene è:  Δf=1/NTc=44100/131072=0.336456 
Hz,  valore  del  tutto  considerevole  visto  che  consente  di  distinguere  due 
componenti frequenziali distanti “soltanto” 0.336456 Hz;
simmetrìa  :  i  grafici (sia in ampiezza che in dB) sono simmetrici  rispetto alla 
componente  all'indice  k=131072/2=65536  alla  quale  corrisponde  la 
f(k=65536)=fc/2=22.05  KHz,  in  corrispondenza  della  quale  si  ottiene 
ampiezza(k=65536)=0.605164  nel  caso  non  in  dB  e  ampiezza(k=65536)=-
24.3625 dB nel caso in dB. Per quanto indicato nel §7.2, la f(k=65536)=22.05 
KHz risulta essere anche la massima frequenza utile rappresentabile fmax;
ridondanza di componenti frequenziali  :  per quanto sopra evidenziato, le f≤ fmax 
sono considerate utili, mentre le f> fmax sono ridondanti e trascurabili. In realtà, 
come meglio emerge dal grafico in ampiezza non in dB (purple131072.png), le 
componenti frequenziali alle quali corrispondono valori d'ampiezza trascurabili 
rispetto  a  quelli  a  frequenze  più  basse  cominciano  molto  prima, 
indicativamente  attorno  ai  20  KHz. Questa,  in  effetti,  è  una  caratteristica 
propria degli analizzatori di spettro a FFT, come già sottolineato nel cap.3, che 
ulteriormente contribuisce in termini di efficienza di risparmio di banda e di 
memoria nella quale allocare le componenti;
peso delle frequenze più basse  : come si evidenzia nel grafico, e considerando le 
osservazioni  riguardo  alla  proprietà  di  simmetrìa,  a  frequenze  più  basse 
corrispondono concentrazioni di valori di ampiezza maggiori. In linea teorica 
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ciò nasce dal fatto che in genere il grosso della banda audio risiede alle basse 
frequenze;  le  alte  frequenze,  in  effetti,  arricchiscono  decisamente  gli  stessi 
brani,  ma  la  base  e  le  fondamenta  portanti  sono  da  ricercarsi  alle  basse 
frequenze. Per esempio, se si tagliasse ogni file .wav con un filtro Passa Basso 
a una certa frequenza di taglio variabile, ogni brano sarebbe comunque in linea 
di massima perfettamente distinguibile;
relazione fra banda B utilizzata e f  c: nel cap.3 è stato diffusamente riportato il 
fatto che nelle applicazioni pratiche la banda B di un analizzatore di spettro a 
FFT è, per motivi di efficienza del dispositivo, di centinaia di KHz. Come è 
stato evidenziato anche negli esempi riportati,  per N elevati la gamma delle 
frequenze considerata B è  ≈fc. Infatti, se si considera 0≤k ≤N-1 (N elementi 
considerati), si avrà f(k)=k∙Δf=k∙fc/N. Se k=N-1, si otterrà f(N-1)=(N-1)∙fc/N. 
Nel caso di N molto grande si ha f(N-1)=B≈ fc . Tutto ciò evidenzia, quindi, il 
forte legame fra banda B e frequenza di campionamento fc.  Se si prende in 
esame  la  Tabella  B-fc ([21]),  ciò  che  emerge  è  che  nell'ambito 
dell'elaborazione  dei  segnali  audio  e  dell'editing  sonoro  in  generale,  le  fc 
utilizzate rientrano proprio nella fascia frequenziale che va da pochi KHz a 
centinaia  di  KHz.  Pertanto,  la  B  di  un  analizzatore  di  spettro  rientra 
pienamente  nell'ambito  di  applicazione  delle  fc dell'editing  sonoro.  Perciò, 
come è stato sottolineato nel corso del lavoro di Tesi, la riflessione conferma 
che una naturale applicazione dell'analizzatore di spettro a FFT risulta essere 
proprio quello dell'audio digitale e in particolare dell'editing sonoro.
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Tabella B-fc:
Frequenza di 
campionamento
Utilizzo
8 000 Hz telefono e comunicazioni senza fili walkie-talkie
11 025 Hz
un quarto della frequenza di campionamento degli audio CD; utilizzata per 
audio a bassa qualità PCM, MPEG e per analisi audio della banda passante 
per i subwoofer
22 050 Hz
La metà della frequenza di campionamento degli  audio CD; utilizzata per 
audio a bassa qualità  PCM, MPEG e per  l'analisi  dell'energia  alle  basse 
frequenze. Utilizzabile per digitalizzare i precedenti formati audio analogici 
del XX secolo come ad esempio i 78 giri.
32 000 Hz
miniDV digital video camcorder, nastri video digitali con canali extra per le 
informazioni  audio  (es.  DVCAM con  4  Canali  per  l'Audio),  Digital  Audio 
Tape,  Digitales Satellitenradio tedesca,  compressione  audio  digitale 
NICAM, utilizzata per la televisione analogica in alcuni stati. Radiomicrofoni 
di alta qualità.
44 100 Hz
audio  CD,  utilizzata  spesso  con  la  compressione  audio  MPEG-1 per  la 
creazione  di  (VCD,  SVCD,  e  MP3).  Molte  apparecchiature  professionali 
utilizzano  (o  hanno  presente  come  opzione)  la  frequenza  di  44,1 kHz, 
inclusi mixer, equalizzatori, compressori, reverberi, crossover,  registratori e 
radiomicrofoni professionali.
47 250 Hz Frequenza del primo registratore commerciale PCM della Denon
48 000 Hz
Utilizzata per  Digital Audio Tape,  miniDV,  digitale terrestre, DVD e per la 
produzione di film.
50 000 Hz
Frequenza dei primi registratori  commerciali  degli  ultimi anni '70 da  3M a 
Soundstream
50 400 Hz
Frequenza  di  campionamento  utilizzata  dal  registratore  audio  digitale 
Mitsubishi X-80.
88 200 Hz produzione di un audio CD (multipla di 44 100 Hz).
96 000 Hz
DVD-Audio, alcune tracce DVD  LPCM, tracce audio del formato  BD-ROM 
(Disco Blu-ray) e HD DVD (High-Definition DVD).
176 400 Hz produzione di un audio CD (multipla di 44,100 Hz).
168
192 000 Hz
DVD-Audio, alcune tracce DVD  ,LPCM tracce audio del formato  BD-ROM 
(Disco Blu-ray) e HD DVD (High-Definition | DVD). Registratori e sistemi di 
editing in Alta definizione
2 822 400 Hz
SACD,  1-bit  sigma-delta  modulation processo  di  campionamento 
conosciuto come Direct Stream Digital, sviluppato da Sony in collaborazione 
con Philips
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8 Conclusioni
Il lavoro di questa Tesi si colloca nell'analisi di applicabilità di un analizzatore 
di spettro a FFT. E' stato giustamente posto l'accento sulla parte implementativa solo 
dopo aver descritto in maniera approfondita le basi analitiche alle quali il progetto fa 
riferimento. A conclusione del lavoro svolto si vuole nuovamente sottolineare il fatto 
che le funzioni progettate rappresentano gli ultimi e basilari stadi della catena dello 
schema di un analizzatore di spettro a FFT. Se da un lato si  è voluta  sottolineare 
questa precisa applicazione- confermata anche nel suo costante riferimento alla sua 
applicazione sonora-, dall'altro si è ribadito come le funzioni implementate, grazie alle 
modalità  implementative,  siano  indipendenti,  autonome  e  riutilizzabili,  e  possano 
consentire  il  loro  impiego,  anche  separatamente,  in  altri  contesti,  prescindendo 
addirittura dall'analizzatore di spettro.
Riguardo alla funzione  fast si è sempre sottolineato il fatto che essa sia stata 
impostata  per  il  funzionamento  con  array  monodimensionali.  Ovviamente  il 
programma, mediante opportune modifiche delle impostazioni, facilmente reperibili a 
livello sintattico nella documentazione relativa alla FFTW sul sito di riferimento, può 
essere comodamente impostata per funzionare con array multidimensionali.
Essendo utilizzato il linguaggio C++, il progetto svolto, inoltre, si presenta come 
alternativo all'impiego “diretto” di Matlab per ottenere le stesse risposte in termini di 
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grafici  e di  parametri;  unica  eccezione  consentita  è  stato  l'uso di  GNU Octave,  il 
corrispondente di Matlab per il sistema Linux.
Altra  importante  considerazione  da  fare  è  costituita  dal  fatto  che  i  risultati 
riportati  ben confermano e meglio  descrivono empiricamente  quanto evidenziato  a 
livello teorico nella prima parte. Inoltre, va sottolineato il fatto che nell'associazione 
col main del programma principale, per produrre i risultati e per testare in generale il 
programma, si è sempre fatto ricorso a fogli dati derivanti da operazioni a monte del  
procedimento, come per esempio l'acquisizione dei campioni sonori ottenuti mediante 
“lettura” del file in formato .wav. In realtà, come già esposto, mediante un'adeguata 
struttura  sintattica  del  main,  è  possibile  acquisire  manualmente  o  tramite  cicli  di 
operazioni, i fogli coi dati necessari per il funzionamento del programma.
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9 Appendice
Nell'appendice  viene  riportato  un  esempio  di  applicazione  completo  del 
programma elaborato,  ponendo l'accento sull'esempio  di  elaborazione del  main  del 
programma.  Nello  specifico  si  fa  riferimento  al  caso  già  segnalato  nella  verifica 
funzionamento  e  risultati  di  un  esempio  di  applicazione  dello  Zero  Padding  , 
analizzando la base del brano “Cloudy Rainbow” (cfr.§7.1).
Di seguito, senza riportare i commenti alle istruzioni, viene trascritto, quindi, il 
codice del main e di tutte quelle parti del programma, a cominciare dal riferimento alle 
librerie C++ impiegate e utilizzate insieme alle funzioni fast e analizzatore. Viceversa, 
il corpo delle due funzioni con tutti i riferimenti ai nomi attribuiti ai fogli .dat e ai 
grafici  .png  visualizzati,  vengono  omessi  in  quanto  il  tutto  è  stato  già  descritto 
precedentemente (cfr.§6.1, cfr.§ 6.2, cfr.§7.1). Per completezza, quindi, ci si limiterà a 
trascrivere  la  riga  d'intestazione  della  funzione  e,  ovviamente,  al  suo  richiamo 
sintattico nel main.
#include <fftw3.h>
#include <sstream>
#include <stdlib.h>
#include <math.h>
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#include <complex>
#include <iostream>
#include <fstream>
#define GNUPLOT “gnuplot-persist”
using namespace std;
double string_to_double (const std::string&s)
  {
     std::istringstream i(s);
     double  x;
        if (!(i>>x))
            return 0;
            return x;
 }
void fast (int N, complex <double>*in, complex <double>* out)
    {
         ….....
173
    }
void analizzatore (int L, complex <double>* x)
    {
        ….....
    }
int main ()
   {
      const int dim=512;
       int i;
       double real;
       complex <double> input[dim];
       complex <double> output[dim];
     ifstream fin;
     string line;
   fin.open (“CRSX128.dat”);
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    i=0;
    if (fin.is_open() )
       {
          while (fin.good ()&& (i<dim) )
                {
                   getline(fin,line);
                   real=string_to_double(line);
                   input[i]=complex<double> (real,0);
                   cout<<input[i]<<”\t”<<i<<endl;
                    i++;
                 }
                fin.close ();
                 }
                 else
                  {
                    cout<<”Unable to open file”;
                    return -1;
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                  }
                  while (i<dim)
                    {
                      input[i]=complex<double> (0,0);
                        cout<<input[i]<<”\t”<<i<<endl;
                       i++;
                     }
                    fast (dim,input,output);
              analizzatore (dim,output);
              fin.close ();
              return 0;
             }
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