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A new algorithm to find the shortest paths between all pairs of nodes is presented. This 
algorithm makes use of a dual cost transformation and of a particular data structure. Its worst 
case time complexity is of the order of the third power of the number of nodes, and its space 
complexity is linear with the number of arcs. A comparison with existing algorithms is presented. 
1. Introduction 
Shortest Path Problems are “possibly the most fundamental and important of all 
combinatorial optimization problems. A great variety of optimization problems can 
be formulated and solved as shortest path problems. In addition, a number of more 
complex problems can be solved by procedures which call upon shortest path 
algorithms as subroutines” (Lawler [13]). 
In particular shortest path analysis is a major analytical component of numerous 
quantitative transportation and communication models (Yaged [23], Nguyen [ 171, 
Florian [S]). In such models usually the shortest paths between all Origin-Destination 
pairs need to be determined many times, with different values of arc lengths. This 
fact together with the size of the networks involved (thousands of nodes and arcs) 
explains the increased interest for new shortest path codes, efficient from the point 
of view both of the number of operation involved (Time Complexity) and of the 
amount of storage required (Space Complexity). 
Notice that due to the particular structure of real life networks, which are very 
sparse and “almost” planar, the traditional Computational Complexity figures, 
based on worst case analysis, are often quite misleading. For instance in transpor- 
tation networks, in spite of their higher worst case Time Complexity, often label 
correcting algorithms dominate label setting methods, such as the Dijkstra 
algorithm (Dial et al. [4]). 
In this paper a new algorithm is proposed to find the shortest paths between all 
pairs of nodes. This algorithm compares favourably with the algorithms described 
in the literature both from the point of view of the Time Complexity and from the 
point of view of the Space Complexity. 
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The plan of the paper is the following: in Section 2, the Shortest Path Problem is 
described and some of the algorithms presented in the literature are discussed; in 
Section 3, the results on which the algorithm is based are given; finally in Section 4, 
the algorithm is presented together with some computational results. 
2. The shortest path problem 
Let us consider a network, with N= { 1,2, . . ..n} as the set of nodes, and 
A C_ {(i, j) : i E N, j E N} as the set of arcs; we denote by m the cardinality of A. The arcs 
are assumed to be directed, and for each (i, j) EA a length or cost c(i,j) is given. 
In N two subsets of nodes are distinguished, the subset “0” of the origins, and 
the subset “D” of the destinations. In most transportation networks 0 = D, that is 
every origin is also a destination. For the sake of simplicity it is assumed that the 
first no nodes are the origins, that is 0 = { 1,2, . . ., no}. 
Let us introduce the following notation. The Forward Star of node i is the set 
FS(i)={(i,j):jEN,(i,j)EA},iEN. 
A directed tree is an acyclic network which contains exactly one path from a node, 
called the root, to any other mode. A directed tree T is uniquely determined by its 
predecessor function p(j), je N; p(j) is the unique predecessor of j in T. For 
simplicity of notation, in the following by tree we mean a directed tree. Given a 
node, r, the Shortest Paths Tree (SPT), T(r), is the tree of the shortest paths between 
r and any other node; r is the root of T(r). We denote by c*(r,j) the length of the 
shortest path from r to j. 
We may consider two distinct shortest path problems. The first is to find, given a 
node r, the SPT, T(r). Usually we are interested only in the shortest paths between r 
and the nodes of D; but to restrict our consideration to D does not make the 
problem easier, then we will consider the problem to find the complete SPT. 
The second problem is to find the shortest paths between all pairs of nodes r and 
s, with r E 0 and s E D. If 0 = D = N this problem is the problem to find the shortest 
paths between all pairs of nodes. 
The algorithms to find a single SPT belong to either one of the two classes: Label 
Setting Methods and Label Correcting Methods. These algorithms, if applied 
repeatedly, once for each origin, may give the shortest paths between all Origin- 
Destination pairs. This last problem can also be solved by “matricial” methods, 
such as the algorithms due to Floyd [9] and based on a theorem of Warshall [22]. 
This algorithm, although quite efficient from the point of view of the Time 
Complexity: 0(n3), has a rather high Space Complexity: O(n’). This fact explains 
why this algorithm is of no practical use in applications. In fact, in real life models, 
usually rather sparse networks with a large number of nodes are considered; then 
m+n2, and algorithms with a O(m) Space Complexity, like the algorithms to find 
single SPT’s, are preferred. 
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Good surveys and analyses of shortest path algorithms are due to Dreyfus [6], 
Gilsinn and Witzgall [l I], Golden [12] and to Dial et al. [4]. In the following the 
structure of label setting and label correcting methods is described, and some 
problems arising in the implementation of label setting algorithms are discussed. 
2.1. Label setting methods 
Label Setting Methods originate from the well-known Dijkstra Algorithm 
(Dijkstra [5]), which is described next. In the following it will be referred to as 
algorithm LS (Label Setting). 
Algorithm LS 
Step 1. Setp(r)+-O,d(r)+O,d(j)e+m forj#r,NT+B, NPt{r},~+r. 
Step 2. For any v $ NP such that (u, v) E FS(u), if d(v) >d(u) + c(u, v) then set 
d(v)+d(u)+c(u,v),NTcNTU{v} andp(v)+u. 
Step 3. Stop if NT = 0. Else go to Step 4. 
Step 4. Find a node u for which d(u) = min {d(j) :j E NT}. Set NT&NT - {u} 
and NP+NPU (u}. Go to Step 2. 
The SPT T(r) is uniquely determined by the predecessor function p(j) supplied by 
the algorithm at termination. The name Label Setting derives from the fact that 
once node j is dropped from the set NT (the set of nodes with temporary label) its 
label d(j) becomes permanent, with c*(r,j) = d(j). NP is the current set of nodes 
with permanent label. 
Algorithm LS requires the assumption c(i,j)zO,(i,j)EA. It is known to have a 
0(n2) Time Complexity, that is the number of operations it performs in the worst 
case increases with the square of the number of nodes. The Space Complexity, if 
implemented without any modification, is linear with n and m. 
This algorithm, if used iteratively to find the SPT’s relative to all the origins, 
results in a procedure with an overall O(non2) Time Complexity. Clearly this figure 
becomes 0(n3) when 0 = N. 
The most expensive operation performed by LS is the determination of the node u 
which minimizes d(j) over NT. A naive implementation of this operation would 
require at each iteration a number of comparisons equal to the cardinality of NT 
(bounded by n), resulting into a poor overall performance of the algorithm. A clever 
and relatively unexpensive way to determine node u has been proposed by Dial [3], 
for the case of integer costs c(i,j). Dial’s implementation of LS is considered one of 
the most efficient shortest path codes. It will be referred to in the following as LSI. 
Algorith LSI is based on the following observation. Consider the current iteration 
of algorithm LS; for each j, NT it is d(j) = d(i) + c(i,j) for some ie NP. Then if 
c - max {c(i, j): (i, j) EA}, and u is the last node inserted into NP, it is: max - 
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d(u) 5 d(j) 5 d(u) + C,,,, j E NT. 
Hence, from one iteration to the next, the labels d(j), j E NT, can be uniquely 
represented mod (C,,, + 1). In LSl this is done making use of an array 
C,,,,, + 1, with: 
if d(j) = z mod(C,,,,, + l), for somej E NT, 
otherwise, 
k(z) of size 
(2.1) 
where Pz is a pointer to all nodes j E NT, for which d(j) = z mod(C,,,, + 1). All such 
nodes are linked together by means of a two-way linked list. The lists connected to 
the k array are updated at each iteration: nodes are deleted, moved or inserted. 
Let q, with d(q) = z mod(C,,,,, + l), be the last node deleted from NT. The entries 
of the k array are examined sequentially, starting from k(z), in order to find the 
minimum label node U. Let w be the first index for which k(w) = Pw #O; then the 
node pointed by Pw is U. If k(C,,,) is reached without finding such a node, the 
search is resumed from k(0). The algorithm terminates when all the entries of k are 
recognized as zero. 
The most expensive operation in LSl is the scanning of the k array, which usually 
is very sparse. Let C,= max{c*(r,j):jEN}, then the total number of checks, 
k(j) #O?, performed by LSl scanning the k array is C,. Actually this cost could be 
reduced if pre-sorted forward stars are used (Dantzig [25]). 
As for Space Complexity, LSl requires 2 m-arrays, 5 n-arrays and 1 C,,,-array. 
Namely, 1 n-array and 2 m-arrays are needed to store the forward stars of the nodes 
and the costs of the arcs; the functions p(j) and d(j) require 2 n-arrays; 2 n-arrays 
are required for the two-way linked lists connected to the k array; the headings of 
these lists are stored in the C,,, -array. For the sake of simplicity we do not 
distinguish between I-arrays and (I-t 1)-arrays. 
Two main difficulties arise in the implementation of LSl. The first comes from 
the fact that C,,,,, can be quite large, and in most problems is not known from the 
beginning. This is particularly true for transportation models, where, each time a 
shortest path problem is solved, the arc costs are recomputed. In these cases the 
storage requirement of the algorithm, in order to provide enough room for the k 
array, can be very high. 
The second difficulty derives from the fact that integer arc costs are required. If 
the costs are rationals, with h decimals, the congruence in (2.1) must be changed 
into: 
10hd(j)=zmod(lOhC,,,+ 1). (2.2) 
Clearly the Space Complexity of the algorithm increases exponentially with h. 
Improvements of LSl are represented by the algorithms of Van Vliet [21] and 
Denardo and Fox [2]. 
Van Vliet proposes a ‘Box Sort’ approach based on a matrix L, where row t 
contains pointers to the nodes j for which d(j)= t mod(C,,,,,+ 1). A vector of 
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pointers Q, for each t, points to the first empty element in row t of the matrix L. 
Van Vliet’s algorithm is quite efficient from the point of view of the running time; 
unfortunately it seems to be rather unpractical for large scale problems, since the 
number of elements required in each row of the matrix L may not be determined a 
priori. Then for large scale problems it is possible that the chosen size of L be 
insufficient and overwritings may happen. 
Denardo and Fox start from the following observation. Let 
Cmin = min{c(i, j): (i,j) EA}, and u be the last node inserted into NP; then any 
node j, with d(u) rd(j)ld(u) + Cmin, can be inserted into NP as well. In fact 
d(u) + c(u,j) ?d(u) + Cmin rd(j), and the labels of these nodes cannot further be 
improved. Hence the nodes can be packed together in buckets, where the largest 
difference between the labels of two nodes in the same bucket is not greater than 
Cmin. Denardo and Fox generalize this idea, making use of buckets of internal width 
larger than Cmin. Of course in this case particularly structured buckets are needed to 
find easily the minimum label node within a bucket. The use of buckets results into a 
decrease in the size of the k array. 
2.2. Label correcting methods 
The distinctive characteristic of Label Correcting Methods is that the labels are 
updated at each iteration. The main advantage of these methods, with respect to 
Label Setting ones, is that they do not require the non-negativity assumption on the 
arc costs. 
A typical Label Correcting algorithm, which is based on the Bellman [24] 
recursion d(j) -min{d(j), d(i) + c(i,j) : (i,j) EA}, is described next. 
Algorithm LC 
Step I. Set p(r)+O,d(r)+O,d(j)+- + 00 forj#r,NT+B and u+-r. 
Step 2. For any v such that (u, v) E FS(u), if d(v) >d(u) + c(u, v) then set 
d(v)cd(u)+c(u,v), p(v)+-u and NT+NTU{v). 
Step 3. 
Step 4. 
Stop if NT = 0. Else go to Step 4. 
Pick any node u E NT, set NTtNT - {u} and go to Step 2. 
The Time Complexity of LC strongly depends on the rule which is used to find the 
next node to be extracted from NT at Step 4. Depending on this rule, the number of 
operations performed by LC in the worst case grows from the order of n3 to the 
order of n2”, as pointed out by Lawler [13] and by Reingold and al. [20]. Then, at 
least in the worst case, LC is less efficient than LS. In spite of that, in most practical 
problems, good implementations of LC are faster than good implementation of LS. 
This is due to the fact that the actual number of operations performed by LC usually 
is far below the worst case figure (Dial et al. [4]). As for the Space Complexity, the 
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storage required is proportional to the number of nodes, n, and to the number of 
arcs, m; then, since in practical problems m >n, we may state that its Space 
Complexity figure is O(m). We do not enter into the implementation details since our 
interest is not focused on label correcting algorithms. Just recall that one of the most 
efficient algorithms derived from LC is the D’Esopo-Pape Algorithm (Pape [ 191). A 
slightly different algorithm particularly efficient when finding all the SPT’s is due to 
Pallottino [ 181. 
3. Cost transformation 
In this section some results, which will be used in the algorithm described in the 
next section, are presented (Gallo [lo]). 
Assume that, for a given root r, the SPT, T(r), has been determined, together 
with the shortest distances c*(r, j), j E N. Consider the problem to find the new SPT, 
T(s), with sfr. 
Define the new arc costs: 
/(i,j) = c(i,j) + c*(r, i) - c*(r,j). (3.1) 
Cost transformation (3.1) is a particular case of a cost transformation proposed 
by Edmonds and Karp [7] and by Nemhauser [16]. Let us denote by f*(s,j) the 
shortest distances between s and j with the new costs. The following proposition 
holds true. 
Proposition 3.1. If T(s) is a SPT with arc costs c(i, j) E A, then it is also a SPT when 
c(i,j) is replaced by 1(&j), for (i,j) E A. Moreover c*(s, v) = I*@, v) - c*(r,s) + c*(r, v) 
for any v EN. 
Proof. Let P be a path from s to v. Its total length with arc costs I(i,j) is: 
UP) = ,tlFEp W,j> = ( 
1. 
,Tcp ML0 + c*k 0 - c*(r, j)) 
= C(P) + c*(r,s) - c*(r, v) 
where C(P) is the cost of the path P with arc costs c(i,j). Then L(P) and C(P) differ 
by a constant which is independent of the particular path from s to v. Then if P is a 
shortest path from s to v with arc costs c(i,j), it is also a shortest path with the 
transformed costs. 0 
Proposition 3.2. We have !(i,j) 20, for each (i,j) E A. 
Proof. Assume 1(&j) <O for some (i, j) E A. Then c*(r,j) >c*(r, i) + c(i, j), which is 
not possible since c*(r, j) is the shortest distance between r and j. 0 
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From Propositions 3.1 and 3.2 it follows that, by means of cost transformation 
(3. l), the problem of determining T(s), with general arc costs, can be converted into 
an equivalent problem with non-negative arc costs. 
Cost transformation (3.1) has a direct Linear Programming interpretation. The 
problem of finding T(r) can be written as the problem of routing a minimum cost 
flow of value 1 from r to each HEN. The arcs with positive flow in the optimal 
solution of this problem define T(r), while the vector (c*(r, l), . . . . c*(r, n)) is an 
optimal solution for its dual. It is easy to verify that the costs /(ij) are the reduced 
costs corresponding to the optimal solution of the minimum cost flow problem. 
Consider now the Linear Programs corresponding to the problems of finding T(r) 
and T(s), with r#s. An optimal solution for the former is a dual feasible (primal 
unfeasible) solution for the latter: in fact (c*(r, l), . . ..c*(r. n)) is a feasible solution 
for the dual of both the problems. This L.P. interpretation of cost transformation 
(3.1) has been pointed out by Bazaraa and Langley [ 11. 
Proposition 3.3. We have 
L, = max{/*(s, v): VEN} = I*@, r) =c*(r,s) + c*(s,r). 
Proof. Clearly I(i,j) = 0 for any arc (i,j) E T(r), then /*(r, v) =0 for any v EN. 
Consider the shortest path from s to v, which passes through node r; its cost is given 
by /*(s, r) + I*(r, v) = /*(s,r), and represents an upper bound for I*@, v). Then 
I*@, v) I I*@, r), for any v EN. Since the equality holds for v = r, the first part of the 
proof is completed. Moreover from Proposition 3.1, it follows that 
I*@, r) = c*(s, r) + c*(r,s) - c*(r, r) = c*(s, r) + c*(r,s), 
and the proof is completed. q 
Propositions 3.1 to 3.3 are quite interesting from a computational point of view. 
Actually from Propositions 3.1 and 3.2 it follows that a Label Setting Algorithm 
can be used to find T(s) also when some of the costs are negative. A dual algorithm 
proposed by Bazaraa and Langley [l] based on this fact is not particularly appealing 
in itself, for, as pointed out in the preceding section, Label Correcting Algorithms 
usually perform better than Label Setting ones. But Proposition 3.3 provides us 
with some more information. In fact when nodes r and s are close enough it is 
reasonable to expect 
I *(s, r) Q C, = max { c*(s, j) : j E NJ, 
Then cost transformation (3.1) might result in a major reduction of the compu- 
tational effort needed by LSl to find T(s). Actually this fact will be exploited in the 
next section in order to devise a new Label Setting Algorithm to find the shortest 
paths between all pairs of nodes. 
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4. The algorithm 
In the present section first we describe an algorithm, LSM (Label Setting with 
Memory), which, given T(r), finds T(s),s#r. Then a procedure, imbedding LSM, to 
find the SPT’s from all the origins is illustrated. 
Algorithm LSM makes use of the transformed costs (3.1) and of a particular 
implementation technique which has been suggested by Proposition 3.3. 
As pointed out at the end of Section 3, when origins r and s are close enough, the 
effort needed by LSl to find T(s) is strongly reduced by cost transformation. Still a 
few problems remain to be solved in the implementation of LSl, for I*@, r) is not 
known a priori. This fact, together with the fact that quite often costs are not 
integer, leads to the need of an overdimensioned storage space. 
The following considerations suggest a new implementation philosophy which 
results in an algorithm different from LSl and from the other Label Setting 
Algorithms presented in Section 2. 
Let us consider Step 2 of LS. When node v is inserted into NT, three cases must be 
considered: 
(i) d(v) =d(u), that is I(u, v) = 0, which is not a rare case, since I(i,j) = 0 for all 
(i,j) E T(r) at least. In this case node v could be inserted immediately into NP, the set 
of permanent label nodes; in fact d(v) = I*@, v). 
(ii) d(u) <d(v) cr L,; in this case d(v) is just a candidate shortest distance between s 
and v, and node v must be inserted into NT. 
(iii) d(v) > L,; in this case d(v) cannot be the shortest distance between s and v. 
Then, at least from a theoretical point of view, node v does not have to be 
considered yet for insertion into NT. 
Notice that if LS is small, the probability of case (ii) is low, while the probability 
of case (i) is quite high. This is particularly true for nodes which are far away both 
from r and s. Actually this fact has been proved true in our experimentation. 
These considerations suggest the modification of LS by making use of a further 
set of nodes NQ, to store any node v for which case (i) occurs. The nodes for which 
either case (ii) or case (iii) holds are inserted into NT as in LS. Unfortunately it is not 
possible to make a distinction between case (ii) and case (iii), since we do not have an 
“a priori” knowledge of L,y. Then at Step 4 the set NQ is examined first. If NQ # 0, 
then a node u E NQ is moved to NP and its Forward Star is explored at Step 2. Only 
when NQ = 0 is the set NT considered and the search for its minimum label element 
performed. 
Notice that, although NT contains nodes with labels greater than L,, case (iii), 
the number of times NT needs to be scanned is not greater than the number of 
occurrences of case (ii). 
Algorithm LSM, which incorporates the preceding considerations, is described 
next. 
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Algorithm LSM 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
step 5. 
Set p(s) + 0, d(s) + 0, d(j) + + 00 for j f s, 
NT+--0, NQ+0, NP’-{s},u+s. 
For any v with (u, v) E FS(u), such that 
DV = d(u) + c(u, v) + c*(T, u) - c*(r, v) <d(v), 
set d(v) + DV, p(v) + u, and 
if DV=d(u), set NQeNQU{v} and NT+NT-{v}, 
otherwise, set NT+NT U {v}. 
If NQ=0 go to Step 4. Else, pick any node 
~ENQ, set NQ+-NQ-{u} and NP+-NPU{u}. 
Go to Step 2. 
If NT = 0, go to Step 5. Else, 
let d(u) = min {d(j) :j E NT}, and J= {j E NT : d(j) = d(u)}. 
Set NTtNT - J, NQtNQUJ and go to Step 3. 
Set c*(s,j)+d(j) + c*(r,j) - c*(r,s) for each j E N. 
STOP. 
Let us consider the Time Complexity of LSM. The algorithm performs n - 1 
iterations at most. At each iteration the labels of the nodes v for which (u, v) E FS(u) 
are updated, and, if NQ =0, the set NT is scanned to find the minimum label 
elements. Since the cardinality of the sets FS(u) and NT is bounded by n, the worst 
case Time Complexity is 0(n2). 
The algorithm requires 1 n-array and 2 m-arrays to store the network data (nodes, 
forward stars and costs), 3 n-arrays for p(j), d(j) and c*(r,j), j E N, and 2 n-arrays 
to maintain the two sets NQ and NT. It is not necessary to explicitly store the set 
NP. Notice that the same array which contained the shortest distances from node r 
at the beginning, will be used to store the shortest distances from node s at 
termination. Then LSM has a Space Complexity which is linear with n and m, and 
which is lower than the Space Complexity of the implementations of LS described in 
Section 2. 
Algorithm LSM can be imbedded in a procedure which finds the SPT’s from all 
the origins. A procedure of this type, ASPT (All Shortest Paths Trees), is described 
next. 
Procedure ASTP 
Step I. 
Step 2. 
Find T(1) and c*(l,j),j~ N, by means of LC. 
Set S+O- (1) and r+l. 
If s = 0 stop. 
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Step 3. Pick s E S by means of a “Selection Rule”. 
Set S&S- {s}. 
Step 4. Find T(s) and c*(s,j),j~ N, by means of LSM. 
Set r+s and go to Step 2. 
In order to perform the operations of Step 3, a “Selection Rule” must be defined. 
We give next two distinct Selection Rules: 
(i) “A Priori Selection Rule”: 
s=r+l. 
(ii) “Adaptive Selection Rule”: s is the node for which 
c*(r, s) = min{c*(r,j):jES}. 
The first rule assumes that the data defining the network are arranged in such a 
way that origins r and r + 1 are quite close, for r = 1,2, . . . , no - 1. Actually this can be 
obtained quite easily in most practical problems. For instance, in traffic equilibrium 
problems, the origins correspond to the zones into which the area under study has 
been partitioned; then it is enough to order the zones in such a way that zone r and 
zone rs 1 be coterminous. This can easily be done by inspection. 
The A Priori Selection Rule is probably the best when ASPT must be used several 
times on the same network. In this case a good ordering of the origins can be 
obtained by means of some heuristic algorithm for the Travelling Salesman 
Problem. 
The second rule is more sophisticated, but not much more expensive. In fact 
algorithm LSM can easily be modified to provide, together with T(s), the next node 
in S to be considered: only one check more at each iteration is needed. 
The Time Complexity of ASTP is 0 (n3); in fact LSM is called n - 1 times at most, 
and LC, which can be implemented in such a way to have a 0(n3) Time Complexity, 
is called just once. 
As for the Space Complexity, the arrays required by LSM, plus one to implement 
the set S, are enough. Notice that if the A Priori Selection Rule is used, the set S does 
not need to be explicitly stored. Algorithm ASPT compares favourably with 
matricial algorithms because of its linear Space Complexity, and with the repeated 
use of the LC (or any derived code) because of its less worst case Time Complexity. 
The advantages of ASTP with respect to algorithms derived from LS are twofold: 
(i) it does not require non-negative arc costs; 
(ii) the data structure it requires and the type of operations performed are simpler 
and much more efficient. 
A set of experiments has been performed in order to evaluate the performance of 
ASPT and to compare it with algorithms based on LC and on LS. Tables 1 and 2 
summarize some results obtained with the road networks of Winnipeg (WIN) and of 
Vancouver (VAN). In WIN1 and VAN1 the costs are the phisical distances, while in 
WIN2 and VAN2 the costs are taken to be the travel times. 
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Table 1 
n m n0 C max nq nt ntq 
WIN1 1040 2836 147 664 121401 7018 8977 
WIN2 1040 2836 147 724 119584 9589 10794 
VAN1 803 2181 150 720 87261 8706 10036 
VAN2 803 2181 150 1941 86652 7303 10645 
The results of Table 1 refer to the use of ASPT. By nq we denote the total number 
of nodes inserted directly into NQ at Step 2 of LSM; nt denotes the total number of 
times the set NT has been scanned to find its minimum label elements; ntq denotes 
the total number of nodes moved from NT to NQ at Step 4 of LSM. C,,, denotes 
the maximum cost of the arcs. 
In the experiments the A Priori Selection Rule has been used. The order of the 
origins in the Winnipeg network has been determined by direct inspection on the 
map. For the Vancouver network the order provided by the source data was 
accepted, even though it was not completely satisfactory. 
Notice that, as we expected, the probability of occurrence of case (i) seems to be 
very high. More than 90% of nodes have been assigned a permanent label without 
the need of performing the search for the minimum label element in NT. Of course 
we expect that the results strongly depend on the order of the origins. For instance 
we ran the algorithm on network WIN1 with a random order of the origins, getting 
a decrease in the value of nq from 121401 to 81866. 
In Table 2 ASPT is compared with two procedures which, in order to find all the 
SPT’s, use sequentially a label setting algorithm and a label correcting algorithm 
respectively. As label setting algorithm, LSl has been chosen, while as label 
correcting, we used the algorithm developed by Pallottino, which will be referred to 
as LC2. For the Vancouver network ASPT has been implemented by using the 
Table 2 
nlc time (sec.) 
WIN1 
ASPT I80882 28.5 
LC2 400282 48.5 
LSI 163269 33.4 
ASPT 180462 31.1 
WIN2 LC2 310197 37.7 
LSl 166843 37.7 
ASPT 147941 22.9 
VAN1 LC2 207499 23.8 
LSl 131887 30.9 
ASPT 145067 22.4 
VAN2 LC2 169398 20.0 
LSI 130495 38.4 
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vector NT for finding the minimum label; for the Winnipeg network ASPT has been 
implemented using a binary heap for finding the current minimum label. In the table 
nlc denotes the number of label corrections; the computer used is a CDC CYBER 
173/l. 
The results of Table 2 suggest that ASPT compares favourably with LSl and 
LC2. These results have been confirmed by other experiments performed on 
randomly generated networks. 
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