Estimating the proportion of true null hypotheses, π 0 , has attracted much attention in the recent statistical literature. Besides its apparent relevance for a set of specific scientific hypotheses, an accurate estimate of this parameter is key for many multiple testing procedures. Most existing methods for estimating π 0 in the literature are motivated from the independence assumption of test statistics, which is often not true in reality. Simulations indicate that most existing estimators in the presence of the dependence among test statistics can be poor, mainly due to the increase of variation in these estimators. In this paper, we propose several data-driven methods for estimating π 0 by incorporating the distribution pattern of the observed p-values as a practical approach to address potential dependence among test statistics. Specifically, we use a linear fit to give a data-driven estimate for the proportion of true-null p-values in (λ, 1] over the whole range [0, 1] instead of using the expected proportion at 1 − λ. We find that the proposed estimators may substantially decrease the variance of the estimated true null proportion and thus improve the overall performance.
Introduction
Estimating the proportion of true null hypotheses, π 0 , among a set of hypotheses to be tested, has attracted much attention in the recent statistical literature. Besides its apparent relevance in an overall assessment of all the hypotheses to be tested, the estimate of this proportion is needed in many multiple testing procedures. A reliable estimate of π 0 can eliminate the conservative bias of the Benjamini-Hochberg procedure [1] on controlling the false discovery rate and therefore increase the average power [2, 19, 26] . A good estimate of π 0 can also sharpen the Bonferroni-type familywise error-controlling procedures to improve the power and reduce the false negative rate [7, 9, 31] . Therefore, it is no surprise that there is an increasing literature on estimating π 0 .
Let m be the total number of tests and p 1 , . . . , p m be the observed p-values. For convenience, we denote the 'true-null p-values' as p-values corresponding to the true null hypotheses, and the 'false-null p-values' as p-values corresponding to the false null hypotheses. Noting that the false-null p-values are more likely to be small, for a reasonably large λ, the majority of p-values in (λ, 1] corresponds to true-null p-values. Schweder and Spjøtvoll [23] proposed a graphical method to estimate π 0 by determining λ as the breakdown point in the p-value plot where the false-null p-values tend to be counted in. Storey [26] proposed a similar estimator asπ 0 (λ) = W (λ)/(m(1 − λ)), where W (λ) = #{p i > λ} is the total number of p-values greater than λ, and 1 − λ is the expected proportion of true-null p-values in (λ, 1] over the whole range [0, 1] . This estimator is conservative and a bootstrap procedure on automatically choosing λ was discussed in [28] . Nettleton et al. [18] also contributed some work on the choice of λ. In addition, Storey and Tibshirani [27] introduced a smoothing spline estimator for π 0 , denoted byπ s 0 . Specifically, they first calculateπ 0 (λ) over a grid of λ ∈ R, for example, R = {0, 0.01, . . . , 0.95}, by some existing method and then estimate π 0 at f (0.9), where f (·) is the fitted natural cubic spline curve of (λ,π 0 (λ)). Langaas et al. [14] proposed some new estimators based on a non-parametric maximum-likelihood estimation of the p-value density, subject to the restriction that the density is decreasing or convex decreasing. In general, their estimatorπ c 0 , based on a convex decreasing density estimation, outperforms other estimators with respect to the mean-squared error (MSE). Other estimators for estimating the proportion of true null hypotheses include Hsueh et al. [10] and Ruppert et al. ' s [21] least-squares methods, Dalmasso et al. [6] and Lai's [13] moment-based methods, Wu et al. ' s [33] non-parametric method, Lu and Perkins's [15] resampling method, Cabrera and Yu's [3] empirical distribution method, Jiang and Doerge's [11] average estimate method, Tamhane and Shi's [29] mixture model method, Celisse and Robin's [4] cross-validationbased method, and Wang et al. ' s [32] sliding linear model method, among others.
Most existing methods for estimating π 0 in the literature are derived based on the assumption that the test statistics are independent or based on the assumption that the true-null p-values are independently and uniformly distributed on [0, 1] [8] . In either case, they rely on the fact that there is no clear pattern in the histogram of true-null p-values in (λ, 1], given a reasonably large λ. However, the independence assumption is often not true in reality, especially in microarray gene expression data, where it is common that genes are correlated with each other due to co-regulation. As seen in Figure 5 in [14] , simulations indicate that the performances of most existing estimators become rapidly worse when the dependence among test statistics is stronger. Moreover, we observe that although correlation among test statistics does not affect the estimation bias too much, it increases the variance. The increase in variance contributes to the major increase in the MSE ofπ 0 .
In this paper, we propose several data-driven methods for estimating π 0 by incorporating the distribution pattern of the observed p-values and hope this method may improve the estimation precision in the presence of dependence among hypothesis tests. Specifically, we use a linear fit to give a data-driven estimate for the proportion of true-null p-values in (λ, 1] over the whole range [0, 1] instead of using the expected proportion of 1 − λ under the independent assumption. The proposed estimators tend to have smaller variances compared to the existing methods and thus improve the overall performance. In Section 2, we present a motivating example and some explorations and key theorems. We propose new estimators for π 0 in Section 3, where the optimal choice of λ is also discussed. We then evaluate the proposed method through both simulation studies in Section 4 and real data analysis in Section 5. Finally, we conclude the paper with a brief discussion in Section 6. Downloaded by [Gazi University] at 01:24 04 November 2014
Motivation
In this section, we explore the p-value histogram when the test statistics are correlated with each other.
Motivating example
Consider a microarray experiment that has m genes with n arrays. We simulate each array x j = (x 1j , . . . , x mj ) T , j = 1, . . . , n, from a multivariate normal distribution with zero means and an m × m compound symmetric covariance matrix
Let m = 500 and n = 5. Letx i = n j=1 x ij /n denote the sample mean and
We use the following one-sample t-test
The p-value for this two-sided test is then evaluated at
where F(·) is the probability function of Student's t distribution with n − 1 degrees of freedom. In this simulation, we are interested in investigating the histogram shape of the generated p-values when ρ = 0, that is, when the genes are correlated with each other. Specifically, we use the following chi-square goodness-of-fit test to compare the pattern change in histograms between ρ = 0 and ρ = 0. We divide all the p-values into five equal-length bins and define the test statistic as
where O i is the observed frequency for bin i and E i is the expected frequency for the corresponding bin which is 100 in this example.
We should point out that, regardless of the dependence among p-values, the marginal distribution of the null p-values remains a standard uniform distribution. Thus, the expected frequency in each bin is always at 100. For ρ = 0, the null hypothesis that the p-values are a random sample from the uniform distribution on
is the upper αth-quantile of a chi-square distribution with four degrees of freedom. For non-zero ρ, we follow the same test procedure as that for ρ = 0 to investigate whether the histogram pattern changes along the magnitude of the correlation. We set α = 0.01 and report the total number of rejections based on 1000 simulations in Table 1 . When all the genes are independent of each other (i.e. ρ = 0), the total number of rejections is at the nominal significance level of the goodness-of-fit test. The number of rejections increases with ρ rapidly. For example, when ρ = 0.4, about two-thirds of simulations suggest a rejection of p-values being independent and uniformly distributed. Figure 1 displays nine typical histogram patterns for simulated p-values with ρ = 0.5, where all are rejected at the significant level α = 0.01 except for those in Histograms 3 and 4. Noting that E(O i ) stays the same for any ρ, the greater number of rejections for non-zero ρ is mainly caused by the increased variation in O i . Consequently, the p-value histogram is less likely to be flat and the pattern is more arbitrary than that coming from a random sample of the uniform distribution. Though arbitrary, we see that most simulated histograms tend to have some trend, either increasing or decreasing along the range (Figure 1 ). This implies that the estimation of the proportion of true nulls, π 0 , might be improved if we utilize the histogram pattern of the observed p-values.
To provide a more realistic example, we now simulate data from a multivariate normal distribution with a covariance matrix generated in a real data set [5] . Letˆ m×m be the generated covariance matrix. To mimic difference levels of covariance structure, we further defineˆ m×m (ρ) = (1 − ρ)diag(ˆ m×m ) + ρˆ m×m that scales the off-diagonal covariance by a Downloaded by [Gazi University] at 01:24 04 November 2014
. See Section 4 for the detailed description of the data. We then simulate data from a multivariate normal distribution with zero means and covariance matrix m×m (ρ). The remaining procedure is the same as before and we also report the total number of rejections in Table 1 . Once again, we observe that the total number of rejections increases with ρ rapidly.
Further exploration
In this section, we study the joint density of a pair of p-values. By Equation (1), it is easy to see that for any gene pair i and j, ( 
, where MVN represents a multivariate normal distribution, and
is the cdf of a standard normal distribution. Instead, when the SE is unknown and T i = √ nx i /s i is used for testing, the joint null distribution of (T i , T j ) is a bivariate t distribution [17, 25] . Note that the marginal distributions of Z i and Z j are N(0, 1) and the corresponding marginal distributions of p i and p j are uniformly distributed on [0, 1], respectively. Let z α be the αth quantile of a standard normal distribution. In the appendix, we prove the following lemma.
When ρ = 0, p 1 and p 2 are independent of each other by noting that
, and the density becomes sharper when ρ is larger ( Figure 2 ). The conditional density is symmetric only for p 1 
is right skewed with a mode less than p 1 . Conversely, for p 1 > 0.5, it becomes left skewed with a mode larger than p 1 .
For
be the total number of p-values in that interval. Then, we have the following.
The proof of Theorem 1 is straightforward by noting that var 
2 . This shows that O 1 follows a binomial distribution with parameters m and (b 1 − a 1 ). Furthermore, we can assume that the set of null p-values is a random sample from the standard uniform distribution. However, this assumption is violated when ρ = 0. For example, noting that
2 , which is m times larger than the expected value. This explains why the variations in O i increase rapidly along with the dependence strength among test statistics in Section 2.1.
New estimators for π 0
Our starting point is the same as that in [23, 26] . Since the p-values from false nulls are more likely to be small, the majority of p-values in (λ, 1] should correspond to true nulls when λ is reasonably large. Denote W (λ) = #{p i > λ} as the total number of p-values in (λ, 1], as defined in Section 1. Under the assumption that each true-null p-value is uniformly distributed on [0, 1], the expected proportion of true-null p-values in (λ, 1] over the whole range of [0, 1] equals 1 − λ. This implies that E(W (λ)) ≈ (1 − λ)mπ 0 , and thus a conservative estimate of π 0 is given aŝ
Note that the expectation ofπ 0 (λ),
, stays the same regardless of the dependence among the test statistics. Therefore, the estimator in Equation (3) is conservative under arbitrary levels of dependence. However, as mentioned in the previous sections, the variation ofπ 0 (λ) may increase rapidly with the dependence among test statistics and thus results in the poor performance of the estimator. In Panel A of Figure 5 in Section 5, we display the histogram of p-values from a study with the objective to identify the targets of the Arf gene on the Arf-Mdm2-p53 tumor suppressor pathway. The cDNA array data set was conducted in St Jude Childrens Research Hospital, and the p-values were generated in [20] . We note that the histogram of p-values is monotonically decreasing in its whole range For simplicity, we assume that a good choice of λ is available at this moment. Methods on choosing the optimal λ will be discussed later in Section 3.3. Let W 0 (λ) be the total number of true-null p-values in (λ, 1], and
be the proportion of true-null p-values in (λ, 1] over the whole range of [0, 1]. Throughout the paper, we take the integer part of mπ 0 whenever necessary. For a well-chosen λ such that only few of false-null p-values are greater than λ, we have W 0 (λ) ≈ W (λ). Therefore, by Equation (4),
When f (λ) is replaced by its expectation E(f (λ)) = 1 − λ, the estimator (5) is simplified to Equation (3), which is a good estimate of π 0 when the true-null p-values are independent of each other. Otherwise, as discussed in Section 2, 1 − λ can be a poor estimate of f (λ) since the pattern of histogram is less likely to be flat. This motivates us to consider new estimators of f (λ) for improving the estimation accuracy.
Estimation of f (λ)
In this section, we propose three estimators for f (λ). The first estimator is proposed by assuming that the pattern of true-null p-values is linear (see the solid line in Figure 3 ). Specifically, we 
where S 
Note that S 1 and S 2 are non-negative. In step (d), we have replaced the fitted negative values by zero to have more accurate estimates of S 1 and S 2 . Now withf 1 (x), we estimate π 0 byπ 01 
In the special case whenb = 0, we havef 1 (λ) = 1 − λ and soπ 01 (λ) reduces tô π 0 (λ) in Equation (3) . Note that K serves as a tuning parameter in the estimation. We found that K is not sensitive to the performance ofπ 01 (λ). Therefore, for simplicity we set K = 10 throughout the simulations.
Note that in practice, as shown in Figure 1 , the histogram of true-null p-values can be of other shapes such as unimodal or U-shaped. For this reason, we consider here two other estimators for f (λ): (i) treat the histogram of true-null p-values as flat in the unobservable range of [0, λ] (the dashed line in Figure 3 ). Specifically, we estimate f (λ) bŷ
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(ii) Or instead we take a retroflection in the unobservable range of [0, λ] when the slopeb is negative (the dotted line in Figure 3 ), which leads tô
Estimation of π 0
In this section, we construct new estimators for π 0 based on the proposed estimatesf i (λ), i = 1, 2, 3. We first use the observed p-values in (λ, 1] to test whether the linear pattern has a slope at 0. That is, we test the hypothesis
The purpose is to see if there is evidence that the tests are highly correlated with each other. Note that λ plays a role in the above testing problem. When λ is too small, more false null p-values are likely to be included in the left side of the interval (λ, 1] so that it may result in a higher rejection rate of H 0 . Instead, if λ is too large, the interval (λ, 1] will be not wide enough so that the testing result may be unreliable. In the following, we set λ = min(p med , 1 2 ) for testing the null hypothesis that b = 0, where p med is the median of observed p-values. More influence on the choice of λ will be discussed in Section 3.3.
If we do not reject H 0 at a significance level of α, we estimate π 0 by an existing method that performs well under the independence assumption. Recall that the convex density estimator of Langaas et al. [14] ,π c 0 , is considered to be a good choice in terms of both bias and variance [11, 14, 15, 18] . For this reason, we adoptπ c 0 if H 0 is not rejected. On the other hand, if we reject H 0 , we estimate π 0 by Equation (5) with proposedf i (λ) that aims to alleviate the impact of dependence in a certain sense. Specifically, we construct the following estimators for π 0 ,
whereπ 0i (λ) = W (λ)/(mf i (λ)) with i = 1, 2 or 3. Note that the significance level of α works as a tuning parameter. When α = 0, H 0 will never be rejected such thatπ new 0i (λ) is equivalent toπ c 0 . When α is large, H 0 is more likely to be rejected such that π 0 is more likely to be estimated bŷ π 0i (λ). We set α = 0.01 throughout the simulations. which leads to an increase in bias, but a decrease in variance. On the other hand, when λ → 1, the variance ofπ 01 (λ) will increase rapidly. In practice, to balance the trade-off between the bias and variance, it is desirable to estimate the optimal λ by minimizing the mean square error MSE(λ) = E(π 0 (λ) − π 0 ) 2 . Storey et al. [28] proposed a bootstrap algorithm for choosing the optimal λ under the assumption of independent test statistics. They first define the search set to be R = {0, 0.05, . . . , 0.95}. Then, for each λ ∈ R, they generateπ b 0 (b = 1, . . . , B) , the bootstrap version ofπ 0 (λ) in Equation (3) [18] proposed another algorithm for choosing the optimal λ by drawing the connection betweenπ 0 (λ) and the iterative procedure for estimating π 0 by Mosig et al. [16] . The above two procedures have a similar performance in practice (see Nettleton et al. [18] for more details).
In this section, we suggest an adaptive bootstrap algorithm for choosing the optimal λ for π 01 (λ). Similarly as in [28] 
Simulation study
In this section, we conduct simulation studies to evaluate the performance of the proposed estimators. As in Section 2.1, we consider an m-gene experiment with n arrays. We simulate each array
, where the covariance matrix m×m is simulated from a real data set described in [5] . The data set is from a cDNA microarray experiment where the objective is to identify differentially expressed genes in two human colon cancer cell lines, CACO2 and HCT116, and three human ovarian cancer cell lines, ES2, MDAH2774 and OV1063 (see [5] for more details). In total, 9600 genes were tested. After some preliminary work and proper normalization, the authors fitted an analysis of variance model to each gene to account for the multiple sources of variation including array, dye and sample effects. The sample covariance,ˆ 9600×9600 , is then computed from the fitted residualŝ 9600×20 , where 20 is the total number of residuals for each gene. We treat these 9600 genes as the population andˆ 9600×9600 as the true dependence structure among genes. Then, in each simulation, we draw a random sample of size m from the population to achieve a sub-covariance matrix m×m , with rows and columns corresponding to the selected genes. Set m = 1000. We consider two different sample sizes (n = 5 and 10) and two different proportions of true nulls (π 0 = 0.7 and 0.9). Let μ m = {μ 1 , . . . , μ m } T , where the first mπ 0 entries are set to be 0 that correspond to true null hypotheses, while the other entries are non-zero corresponding to false null hypotheses alternatively. We treat {μ i , i = mπ 0 + 1, . . . , m} as a random sample from . Since the mean standard deviation of all the genes is as small as 0.075 (Figure 4 ), we set c 1 = 0.05 and c 2 = 0.15 in simulations for having an appropriate range of the effect sizes. In the special case that all standard deviations are set to 1 as in [14] and many other papers, this corresponds to simulating {μ i , i = mπ 0 + 1, . . . , m} from U[ 2 3 , 1]. In each simulation, we simulate x j , j = 1, . . . , n, from the multivariate normal distribution MVN(μ m ,ˆ m×m ). We then use one-sample t-tests to test H i0 : μ i = 0 against H i1 : μ i = 0 as in Section 2.1 and compute the corresponding p-values from Student's t distribution with n − 1 degrees of freedom. With the simulated p-values, we use the following seven estimators to estimate π 0 : π b 0 : the bootstrap estimator in [28] , π s 0 : the smooth spline estimator in [27] , π c 0 : the convex density estimator in [14] , π m 0 : the moment-based estimator in [13] , π new 0i : the proposed estimators, i = 1, 2, and 3.
The moment-based estimator,π m 0 , is designed for n ≥ 4 and generally requires n ≥ 8 to have a comparable performance. For this reason, the performance ofπ m 0 is studied only for n = 10. To investigate the effect of different levels of dependency among tests on the performance of each considered estimator, we multiply the off-diagonal elements ofˆ m×m by a coefficient ρ to havê
Here, we let ρ = 0, 0.5 and 1. ρ = 0 corresponds to the case of independent test statistics, ρ = 0.5 corresponds to the half-level correlation structure among test statistics, and ρ = 1 corresponds to the full-level correlation structure among test statistics as those in the original covariance matrix. We keep all other settings the same as before and repeat the simulation 1000 times for each combination of settings. We report their means, SEs, and MSEs in Table 2 for n = 5 and in Table 3 for n = 10. Downloaded by [Gazi University] at 01:24 04 November 2014 Similarly as in [14] , we observed thatπ Specifically, when ρ is large, we tend to reject more null hypotheses so that the data-driven estimatorπ 03 (λ 03 ) is more likely to be used.
Finally, it is worth mentioning that if, in the experiment, there are many weakly differentially expressed genes with p-values larger than 0.5,b will be a negatively biased estimator of the true slope. Such a situation tends to reject H 0 more likely and thus leads to a more conservative estimate of π 0 . For this reason, we recommend the use ofπ new 03 when π 0 is reasonably large (e.g. π 0 ≥ 0.7) and/or most of the effect sizes are not too small.
Real data analysis
We use three real data sets to evaluate our proposed methods. The first data set is from the experiment described by Kuo et al. [12] . The objective of the experiment was to identify the targets of the Arf gene on the Arf-Mdm2-p53 tumor suppressor pathway [12, 24] . In this study, the cDNA microarrays were printed from a murine clone library available at St Jude Children's Research Hospital. Samples from reference and Arf -induced cell lines were taken at 0, 2, 4 and 8 h. At each time point, three independent replicates of cDNA microarray were generated. There were 5776 probe spots on each array. Only 2936 spots that passed a quality control of image analysis were used for differential expression analysis. The p-values used in our study were generated by Pounds and Cheng [20] where p-values were computed by permutation tests (see Panel A in Figure 5 for their histogram plot).
The second data set is the Estrogen data from Scholtens et al. and is described in the 'Estrogen 2 × 2 Factorial Design' vignette by Scholtens et al. [22] . The objective of the study was to investigate the effect of estrogen on the genes in ER+ breast cancer cells over time. The p-values of testing null hypothesis of no differential expression in the presence and absence of estrogen were used in our study (see Panel B in Figure 5 for their histogram plot). The third data set is the cancer cell line experiment described by Cui et al. [5] (see Section 4 for more details). The p-values of testing differential expression among these cell lines are calculated by two different methods: Cui et al.'s [5] shrinkage test (CHQBC) and Tong and Wang's [30] optimal shrinkage test (TW). The p-value histograms for these two methods are also presented in Figure 5 (Panels C and D). Table 4 reports the estimated value of π 0 for each data set by different methods. Note that the moment-based estimator,π m 0 , is not included due to insufficient sample sizes. For the data set 2, we observe a high degree of agreement among all estimators except that the smooth spline estimator,π provides an appropriate estimate for π 0 , or it cautions that the data sets may contain many weakly differentially expressed genes.
Conclusion
The performance of existing methods for estimating π 0 may be unsatisfactory when the dependence among test statistics is strong, mainly due to the increase of variation in the estimation. This motivated us to propose new estimators for π 0 that aims to alleviate the impact of certain dependence. Our proposed method is simple and flexible. Simulation study indicates that our new estimators, especially forπ new 03 , compare favorably with some of the existing methods under arbitrary dependence among test statistics. Specifically,π new 03 takes advantages of both the convex density estimator by Langaas et al. [14] for the independent case and the proposed data-driven estimator for the dependent case. More importantly, our proposed method has a general structure and can be further improved easily. For example, we can replaceπ c 0 in Equation (7) by a better estimator developed under the independence assumption, as well as replaceπ 0i (λ) by another better estimator developed under the dependence assumption whenever they are available.
Note that the proposed method fits the observed p-values in (λ, 1] by a simple linear curve. Hence, it may be still far from perfect. For instance, as mentioned in Section 4, the proposed estimators may be very conservative when there are many weakly differentially expressed genes with p-values larger than 0.5. Further research is warranted to propose better estimation in this direction. One way to overcome this problem is to fit the model by weighted least squares which assign proper increasing weights to N i 's to reduce the impact from these weakly differentially expressed genes. Other alternatives can be to fit a non-parametric regression model or to fit a natural spline curve toπ 0i (λ) on the search set R as in [27] . Downloaded by [Gazi University] at 01:24 04 November 2014
