Abstract: This paper describes a new approach to model discrete stochastic processes, called observable operator models (OOMs). The OOMs were introduced by Jaeger as a generalization of hidden Markov models (HMMs). The theory of OOMs makes use of both probabilistic and linear algebraic tools, which has an important advantage: using the tools of linear algebra a very simple and efficient learning algorithm can be developed for OOMs. This seems to be better than the known algorithms for HMMs. This learning algorithm is presented in detail in the second part of the article. 
Introduction
The theory of hidden Markov models (HMMs) was developed in the 1960's (Baum and Petrie, 1966) . In the 1980's this model became very popular in applications, first of all in speech recognition. Since then the hidden Markov models proved to be very useful in nanotechnology (Hunter, Jones, Sagar, and Lafontaine, 1995) , telecommunication (Shue, Dey, Anderson, and Bruyne, 1999) , speech recognition (Huang, Ariki, and Jack, 1990) , financial mathematics (Elliott, Malcolm, and Tsoi, 2002) and astronomy (Berger, 1997) .
The observable operator models (OOMs) were introduced by Jaeger as a generalization of HMMs (Jaeger, 1997 (Jaeger, , 2000b . HMMs have a structure of hidden states and emission distributions whereas the theory of OOMs concentrates on the observations themselves. In OOM theory the model trajectory is seen as a sequence of linear operators and not as a sequence of states. This idea leads us to the linear algebra structure of OOMs, which provides efficient methods in estimation and learning. The core of the learning algorithm has a time complexity of O(N + nm 3 ), where N is the size of the training data, n is the number of distinguishable outcomes and m is the model state space dimension which is the dimension of the vector space on which the observable operators act. Jaeger (2000a) presents a comprehensive study of the OOM learning algorithm.
Using OOMs instead of HMMs has advantages and disadvantages. In some cases the hidden states of HMMs can be interpreted in terms of the application domain. HMMs are widely known and have many applications including speech recognition. However, the class of OOMs is richer and combines the theory of linear algebra and stochastics. It seems that the training of OOMs can be done more effectively than that of HMMs. Moreover, the learning algorithm of OOMs is asymptotically correct, while the corresponding EM algorithms are not (Rabiner, 1989; Jaeger, 2000a) .
Our purpose is to model text sources by OOMs. For instance, we want to predict the next characters and words in a written text if the past is given. The future conditional probability distributions of characters with respect to the past P (b|a 0 a 1 . . . a k ) can be estimated from a sample of the text source and using these probabilities we can estimate the dimension of the OOM and the entries of observable operators. A practical application of this method can be found in Kretzschmar (2003) . Kretzschmar chose the novel "Emma" written by Jane Austin and divided it into two parts. The first half was used as a training sample and the second half as a test sample. In this example, the dimension of the trained OOM turned out to be 120.
In the literature there are few publicly available comparisons between OOMs and HMMs. Ghizaru (2004) investigated the OOM learning algorithm and the EM algorithm how they performed in the same learning task. In this experiment a speech database was used for training both the HMM and the OOM. Ghizaru found that hidden Markov models were unable to learn the provided data to any useful extent, even though the data seemed to have a good deal of internal structure. The reason of this phenomenon could be that the EM algorithm easily encounters a local minimum for a certain data set and is unable to move away from it. On the other hand, the OOM learning algorithm is not an iterative improvement algorithm, so local minima or slow running times don't induce any problems.
We outline the structure of the remainder of the paper. In Section 2 the main concepts of the OOM theory will be presented. It will turn out that the class of HMMs is a proper subclass of OOMs. In Section 3 the dimension of OOMs and the learning algorithm will be discussed. 
The observation probability matrix is B = {b j (k)}, i.e.
Finally, the initial state distribution of the Markov chain is π, so
Therefore, a hidden Markov model is given by the triple λ = (A, B, π). For the useful applications of HMMs we have to solve three basic problems:
1. Evaluation problem: Given the observation sequence y 1 , . . . , y n and the model λ = (A, B, π), how do we efficiently compute the probability P( 
For detailed description and solutions of these problems see Rabiner (1989) .
The OOMs as a Generalization of HMMs
The OOMs provide another point of view of of the HMM theory. When we use HMMs we consider a trajectory as a sequence of states whereas using OOM means that a trajectory is seen as a sequence of operators which generate the next outcome from the previous one.
In the followings we describe how a given HMM corresponds to an OOM in the sense that they generate the same observation process.
Let (X t ) t∈N be a Markov chain with a finite state space S = {s 1 , s 2 , . . . , s m } which is given by the initial distribution w 0 and the state transition probability matrix M . When the Markov chain is in state s j at time t, it produces an observable outcome Y t with timeinvariant probability. The set of the outcomes is O = {a 1 , a 2 , . . . , a n }. The distribution of the outcomes can be characterized by the emission probabilities
For every a ∈ O we define a diagonal matrix O a which contains the probabilities P( This HMM is uniquely characterized by the following matrices:
If we define the matrix T a = M
T O a then we obtain that P(Y 0 = a) = 1T a w 0 where 1 = (1, . . . , 1) denotes the m-dimensional row vector of units. This equation is valid for any observation sequence in the sense that
Therefore, the distribution of the process Y t is specified by the operators T a i and the vector w 0 in as much as they contain the same information as the matrices M , O a , and w 0 . So, an HMM can be seen as a structure (R m , (T a ) a∈O , w 0 ), where R m is the domain of the operators T a .
In our example we get the following structure:
Using this idea we get the definition of OOMs by weaker requirements. We use τ a instead of T a and µ instead of M T .
Definition 2 A m-dimensional observable operator model (OOM) is a triple
These conditions are less stringent because negative entries are allowed in w 0 and µ, which w 0 is a probability vector and µ is a stochastic matrix in the theory of HMMs. The third condition ensures that a non-negative value will be obtained when we compute probabilities in the OOM.
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Probability Clock
It has an obvious question whether there exist OOM which which cannot be modelled by a HMM. The next example is the answer to this question. Let's take an OOM with outcomes O = {a, b}. Let τ ϕ be the linear mapping which rotates R 3 by an angle ϕ around (1, 0, 0) and ϕ is not a rational multiple of 2π. τ a = ατ ϕ , where 0 < α < 1. Let τ b be an operator which projects every vector on the direction of w 0 . We have the following observable operators:
Note that every occurrence of b "resets" the process to a multiple of the initial vector w 0 . Therefore, only the conditional probabilities P( This process is called the probability clock. The probability clock cannot be modelled by an HMM, which shows that the class of OOMs is greater than the class of HMMs. This can be proved by means of convex analysis, see Jaeger (2000b) . This result provides an equivalent condition for an OOM to be an HMM.
Generating and Prediction with OOMs
Suppose that the distribution of the process (Y t ) t∈N is specified by the OOM A = (R m , (τ a ) a∈O , w 0 ). The task is to generate the paths of Y t . First, we have to generate Y 0 . The distribution of Y 0 is known: P(Y 0 = a) = 1τ a w 0 . At time 0 we make a random decision for the value of Y 0 according to these probabilities. Assume that an initial realization a i 0 , a i 1 , . . . , a i t−1 of the process is already known. Then we have the following expression for the conditional probabilities
where w t = τ a t−1 w t−1 /1τ a t−1 w t−1 . Hence, w t can be computed from w t−1 recursively. The prediction task is very similar to the generation task. After an initial realization a i 0 , a i 1 , . . . , a i t−1 we would like to know the probability of the occurrence of b at the next 46 Austrian Journal of Statistics, Vol. 36 (2007), No. 1, 41-52 step. This probability is calculated in Equation (1). Similarly, the probability of collective outcomes for multiple time steps can be computed as follows:
Learning OOMs from Data
In this section we follow the work of Jaeger (2000a) .
Assume that a sequence S = a 0 a 1 . . . a N is given which is a path of an unknown
The learning task is to find an OOMÃ from S which is as close to A as possible. To this end, we first have to determine the dimension m and then we have to estimate the observable operators τ a and the initial vector w 0 .
To determine the correct dimension of the OOM is very important because if the dimension is too low then the data are underexploited. If the dimension is too high then the data are overfitted and the model is too expensive from a computational point of view.
Determination of the OOM Dimension
The Dimension of a Stochastic Process
In this section the general notion of a stochastic process will be introduced, which has a close connection with the dimension of the OOM of the process.
To define the dimension of a stochastic process we need some notations. Let O * denote the set of all finite sequences whose elements come from O and the empty sequence (ε). To get a shorter form we write P(
we introduce the conditional probability function:
and g ε (a) = P(a|ε) = P(a) .
Let B denote the linear subspace spanned by the set {g b |b ∈ O * } in the linear space of
The next step is to define a linear function for every a ∈ O:
Equation ( 
Using Equation (3) we can compute probabilities of finite sequences:
These probabilities can be computed from the basis of B as the following theorem shows.
Theorem 1 (Jaeger, 2000b) 
This theorem states that the distribution of the process (Y t ) is uniquely characterized by the observable operators (t a ) a∈O so the following definition makes sense. 
Determination of the OOM Dimension
The following theorem shows the connection between the dimension of a process and the dimension of the ordinary OOM of this process. This will be the basic idea in the estimation procedure.
Theorem 2 (Jaeger, 2000b) a) If Y t is a process with finite dimension m, then an m-dimensional ordinary OOM of this process exists. b) A process Y t whose distribution is described by a k-dimensional OOM has a dimension m ≤ k.
The correct dimension of the OOM is equal to the rank of the matrix D. Therefore, we have to estimate the conditional probabilities d ij = P(o i |o j ) from the realization S = a 0 a 1 . . . a N then we have to estimate the true rank of the "noisy" matrixD.
Choosing the correct model dimension of the OOM is very difficult. This is also a very hard task in the HMM theory and it was recently solved. In real life usually the task is not to learn models with the true process dimension because empirical processes that are generated by complex physical systems are quite likely very high-dimensional (even infinite-dimensional). However, one can hope that only few of the true dimensions are responsible for most of the stochastic phenomena that appear in the data. Given finite data, then, the question is to determine m such that learning an m-dimensional model reveals m "significant" process dimensions.
We present a method proposed in Jaeger (2000a) 
where Unfortunately finding the "significant" processes dimension is closely related to the unsolved problem in numerical linear algebra of determining the distribution of singular values given the distribution of the matrix entries Jaeger (2000a) .
The efficiency of the presented procedure was investigated for the Probability Clock model in Jaeger (2000a, Subsection 9.3). Outcomes of several lengths N = 300, 1000, 3000, 10000, 30000 were generated and the model dimension was estimated for these lengths m = 1, 1, 2, 3, 3, respectively.
We remark that in this paper several additional simplifications of this estimation method are suggested. Another practical example of this procedure can be found in Kretzschmar (2003, p.29-31) . Here, the observed outcomes were generated by a three dimensional HMM. In this case the estimated model dimension coincides with the theoretical one.
Practical application of this method is the learning of the novel "Emma" written by Jane Austin Kretzschmar (2003) . It was divided into two parts. The first half was used as a training sample and the second half as a test sample. The text was simplified into letters and blanks (without punctuations), so 27 different symbols were left. A 120-dimensional OOM was trained.
Beyond these examples more statistical results using matrix perturbation theory related to this procedure are presented in this article.
Estimation of the Operators
For the estimation of the matrices τ a we introduce the so-called interpretable OOMs which will be very useful because their state space dimensions can be interpreted as probabilities of certain future outcomes.
Interpretable OOMs
Let (Y t ) t∈N be an m-dimensional stochastic process described by an m-dimensional OOM. (A i |b j ) ) i,j is nonsingular. Every OOM has characteristic events, see Jaeger (2000a) . Using  the characteristic events A 1 , . . . , A m we will construct an equivalent, interpretable OOM  A(A 1 , . . . , A m ) which describes the same process and has the property that the m state vector components represent the probabilities of the m characteristic events to occur.
We introduce some definition. We call an OOM A minimal-dimensional if the dimension of A is equal to the dimension of the stochastic process which it describes. Given two OOMs A and B, when are they equivalent in the sense that they describe the same distribution? The answer to this question is given in the following proposition: 
for all a ∈ O,
The proof can be found in Jaeger (2000b) . Now we turn to the construction of the equivalent, interpretable OOM. Define
The mapping is linear and bijective since the matrix
is nonsingular. Furthermore, preserves component sums of vectors. Hence, we obtain an OOM equivalent to A by putting
and the proof as well as the proof of the next key result can be found in Jaeger (2000a) .
Proposition 2 In an interpretable OOM
• τ b ω 0 = (P(bA 1 ), . . . , P(bA m )).
The Learning Algorithm
Assume that a sequence S = a 0 a 1 . . . a N is given which is a path of an unknown stationary process Y t . Furthermore, assume that the dimension of Y t is known to be m and the characteristic events A 1 , . . . , A m have already been selected. We would like to construct the interpretable OOM of the process.
In the first step, we estimate w 0 . Proposition 2 states that ω 0 = (P (A 1 ) , . . . , P(A m )). Therefore, a natural estimate of w 0 isw 0 = (P (A 1 ) , . . . ,P(A m )), wherẽ
where k is the length of events A i .
In the second step we estimate the operators τ a . According to Proposition 2 for any sequence b j it holds that
An m-dimensional linear operator is uniquely determined by the values it takes on m linearly independent vectors and this fact leads us to the estimation of τ a using (4). We estimate m linearly independent vectors
where l is the length of b j . We also estimate the results τ a v j = τ a (τ b j ω 0 ):
Thus we obtain estimates (ṽ j ,(τ a v j )) of m argument-value pairs (v j , τ a v j ). Finally, we can estimate τ a using the following elementary fact. We collect the vectors v j as columns in a matrixṼ and the vectors(τ a v j ) as columns in a matrixW a . Then we obtainτ a =W aṼ −1 . Instead of the sequence b j we can take collective events B j (1 ≤ j ≤ m) of some common length l to constructṼ ij =P(B j A i ) andW a =P(B j aA i ). We will call B j indicative events. Now, the learning algorithm is the following:
As for the selection of characteristic events, we first remark that if we are given infinite training data then we may choose indicative and characteristic events virtually arbitrarily such that almost surely we arrive at a perfect model estimate. On the other hand, in real life we deal with finite training data. In this case the particular choice of indicative and characteristic events is most important as it will determine the quality of the estimated model. Although the learning algorithm is asymptotically correct, the speed of the convergence and possible bounds of model quality for finite training data are dependent on the particular choice of the indicative and characteristic events.
In the current state of the OOM theory one cannot provide a method for optimal choice but there are some helpful rules:
• The characteristic and indicative events should occur in the data with roughly equal frequencies. This minimizes the average relative error inṼ andW a .
• The inversion of the matrixṼ should be as insensitive as possible against error in the matrix entries. So we have to be careful with the choice of R and U in the singular value decomposition of V = RSU T .
• The sequences a contained in A i should have high mutual correlation and members of different characteristic events should have low mutual correlation: if a 1 , a 2 ∈ A i and a 1 is likely to occur next, then so is a 2 .
• . This warrants that when we move the inspection window over S, at every position we get at least one count forṼ , thus we exploit S best.
More selection criteria and explicit constructions can be found in the following papers. Jaeger (2000a) deals with the connection between the unbiased estimation and the selection of indicative and characteristic events. Moreover, it provides a sufficient condition for characteristic events such that using these characteristic events the OOM estimated from data is interpretable. In Kretzschmar (2003) the characteristic events are chosen such that it minimizes the model variance arising from the pseudoinverse operationṼ −1 in the 3rd step of the learning procedure. Jaeger, Zhao, and Kolling (2006) provides a method to minimize the model variance by using reverse OOM. In contrast to the paper Kretzschmar (2003) , they minimize the varianceṼ itself.
Conclusions
In this paper we presented an introduction to the theory of Observable Operator Models (OOM). The OOMs appeared as the generalization of HMMs. OOMs form a deep connection between linear algebra and stochastic processes. Using the tools of linear algebra a very simple and efficient learning algorithm can be developed for OOMs, which seems to be better than the known algorithms for HMMs. It turned out that the class of HMMs is a strict subset of the class of OOMs. As an example, the Probability Clock model was mentioned which is an OOM but cannot be modelled by an HMM.
In the second part of the paper the learning algorithm for OOMs was presented in details. First, we have to determine the dimension of the OOM and second, we have to estimate the observable operators. The learning method seems to be simple but there are some still partially solved problems. For example, how the characteristic and indicative events should be chosen so that we get a computationally simple algorithm that converges fast enough to the "real" OOM in the background.
