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Resumo
Há várias doenças que acometem os citros, o Huanglongbing (HLB) é uma delas, considerada
a mais devastadora doença de citros no mundo. O objetivo deste trabalho é, a partir de
um estudo sobre a disseminação do HLB, propor e avaliar alguns modelos de controle.
Para isso, a dinâmica espaço-temporal da doença é analisada utilizando um sistema de
autômatos celulares, o qual permite estabelecer uma relação entre a incidência do HLB no
pomar e sua severidade na árvore primária por meio de um modelo chamado de bidifusão.
Em seguida, é feito um estudo do comportamento difusivo utilizando dados subjetivos por
meio de sistemas baseados em regras fuzzy e, a partir dos resultados obtidos, é proposta
uma forma de estimar o coeficiente de difusão para o problema fundamental de difusão
unidimensional. Finalmente, são propostos três modelos de controle para o HLB. No
primeiro modelo é proposto o controle em um talhão do pomar utilizando a teoria de
controle ótimo com uma variável, neste caso, ainda não é considerada a movimentação
de psilídeos de uma árvore a outra. No segundo modelo o controle é aplicado em todo o
pomar utilizando o método GRASP (Greedy randomized adaptive search procedure), para
isso considera-se um modelo discreto para o qual são impostas algumas condições que
devem ser satisfeitas. No terceiro caso é proposto um modelo alternativo de controle em
todo o pomar que considera taxas de transporte e utiliza a teoria de controle ótimo com
várias variáveis. Dentre os três modelos propostos, o modelo que utiliza o método GRASP,
apesar de não garantir a otimalidade, gerou os melhores resultados em termos de prática
agrícola. Algumas melhorias são sugeridas ao final do trabalho.
Palavras-chave: doenças de citros. Huanglongbing. difusão. bidifusão. autômatos celulares.
sistemas baseados em regras fuzzy. teoria de controle.
Abstract
There are several diseases that affect citrus, Huanglongbing (HLB) is one of them, con-
sidered the most devastating citrus disease in the world. The objective of this work is,
based on a study on the dissemination of HLB, to propose and evaluate some control
models. For this, the spatio-temporal dynamics of the disease is analyzed using a system
of cellular automata, which allows establishing a relationship between the incidence of
HLB in orchard and its severity in the primary tree through a model called bi-diffusion.
Then, a study of the diffusive behavior using subjective data through fuzzy rule-based
systems, and from the obtained results, a way of estimating the diffusion coefficient for
the fundamental problem of one-dimensional diffusion is proposed. Finally, three control
models are proposed for the HLB. In the first model is proposed the control in a plot of
orchard using the theory of optimal control with a variable, in this case, it is still not
considered the movement of psilids from one tree to another. In the second model the
control is applied throughout the orchard using the GRASP (Greedy randomized adaptive
search procedure), for this it is considered a discrete model for which some conditions
are imposed that must be satisfied. In the third case an alternative model of control is
proposed in the whole orchard that considers transport rates and uses the optimal control
theory with several variables. Among the three models proposed, the model that uses the
GRASP method, despite not guaranteeing optimality, generated the best results in terms
of agricultural practice. Some improvements are suggested at the end of the work.
Keywords: citrus diseases. Huanglongbing. diffusion. bi-diffusion. cellular automata. fuzzy
rule-based systems. control theory.
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Introdução
A citricultura é uma das atividades com maior destaque no agronegócio brasi-
leiro. Em 2016, além de ter produzido mais de 14,8 milhões de toneladas de laranjas, o que
representa cerca de 20% da produção mundial, o Brasil também foi responsável por 60%
da produção mundial de suco de laranja, ou seja, a cada cinco copos de suco de laranja
consumidos no mundo, três são produzidos no Brasil (FAO, 2017).
Somente o Cinturão Citrícula de São Paulo e Triângulo/Sudoeste Mineiro, que
ocupa uma área de 416 mil hectares, teve uma produção estimada em 245,31 milhões
de caixas de 40,8 kg na safra 2016/2017, sendo considerada a maior região produtora de
laranjas do Brasil e do mundo (FUNDECITRUS, 2017c).
Esse setor tem crescido consideravelmente nos últimos anos, gerando empregos
diretos e indiretos. Em contrapartida, estão as pragas e doenças que atingem os pomares
de laranjas. Dentre elas, destaca-se a doença Huanglongbing (HLB), também chamada
Greening ou Amarelão, principal ameaça à citricultura devido às suas características e
aos danos causados. Pode-se dizer que é uma das piores doenças para árvores de citros
no mundo, pois não há métodos curativos e seu crescimento e produção ficam muito
comprometidos, enquanto a doença continua a se espalhar pelo pomar se medidas de
controle não forem tomadas.
Diante da gravidade desta doença, o objetivo inicial deste trabalho foi estudar
sua dinâmica e alguns modelos matemáticos para seu controle, no entanto, no decorrer da
pesquisa, decidiu-se por não restringir o estudo somente para o HLB, estendendo para
outras doenças de citros, uma vez que tais modelos podem ser adaptados para tal. Isso
justifica a escolha do título do trabalho, bem como a elaboração do primeiro capítulo. De
qualquer forma, todos os modelos apresentados são abordados para o cenário do HLB.
Os objetivos gerais desta tese são:
a) fazer um estudo espaço-temporal do HLB utilizando um sistema de Autô-
matos Celulares;
b) fazer um estudo do comportamento difusivo clássico utilizando Sistemas
Baseados em Regras Fuzzy, e com isso, estimar o coeficiente de difusão para
o caso unidimensional;
c) propor alguns modelos de controle para o HLB.
Em resumo, esta tese está estruturada como ilustrado na Figura 1. Os dois
primeiros capítulos são os capítulos básicos para o desenvolvimento do trabalho e, por este
motivo, serão retomados em vários momentos no decorrer do texto. Os demais capítulos
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trazem modelagens sobre difusão e HLB, sendo o Capítulo 3 utilizando Autômatos Celulares,
o Capítulo 4 utilizando Sistemas Baseados em Regras Fuzzy, e o Capítulo 5 utilizando
a Teoria de Controle Ótimo e o método GRASP (Greedy randomized adaptive search
procedure).
Figura 1 – Ilustração da estrutura da tese.
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De forma mais detalhada, no Capítulo 1, são apresentadas as principais carac-
terísticas do HLB, tais como sinais, formas de transmissão, formas de controle, severidade
e incidência da doença.
No Capítulo 2, a teoria clássica de difusão é brevemente abordada. São apresen-
tadas duas formas de se obter a equação clássica unidimensional de difusão, bem como é
apresentado o problema fundamental de difusão e sua solução fundamental. Esses conceitos
são estendidos para dimensões maiores, e também trata-se a equação com convecção e fonte.
O leitor que se sentir confortável com tal assunto, poderá ir diretamento ao Capítulo 3.
No Capítulo 3, faz-se um estudo da dinâmica da doença, ainda sem qualquer
forma de controle, a fim de compreender melhor como se dá sua disseminação em um
pomar. Para isso, utiliza-se um sistema de Autômatos Celulares em dois cenários: primeiro,
para o estudo da severidade da doença em uma árvore do pomar, ou seja, como se dá
o espalhamento das manchas ao longo do tempo; segundo, para o estudo da incidência
da doença no pomar, ou seja, como se dá o espalhamento da doença no pomar ao longo
do tempo. Em ambos os cenários, considera-se o espalhamento segundo um processo de
difusão. Em seguida, é feito um estudo da relação entre a incidência da doença no pomar
e sua severidade na árvore primária, o que foi chamado de bidifusão.
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No Capítulo 4, é feito um estudo do comportamento difusivo de um grupo de
indivíduos utilizando um Sistema Baseado em Regras Fuzzy, ou seja, utilizando dados
linguísticos subjetivos chega-se à solução do problema fundamental de difusão apresentado
no Capítulo 2. A partir daí, diante da dificuldade de se obter parâmetros do problema,
propõe-se uma forma de estimar o coeficiente de difusão para a equação clássica de difusão
unidimensional utilizando a base de regras elaborada.
No Capítulo 5, são propostos três modelos matemáticos para o controle do HLB.
No primeiro modelo (Controle em um talhão), faz-se o controle da densidade de psilídeos
em um talhão do pomar, utilizando, para isso, a equação unidimensional de difusão e a
teoria de controle ótimo com uma variável, porém ainda não é considerado o deslocamento
dos psilídeos por entre as árvores do talhão. Neste modelo é utilizado o coeficiente de
difusão obtido via base de regras no Capítulo 4. No segundo modelo (Controle em um
pomar), considera-se a dinâmica populacional dos psilídeos e a dinâmica de espalhamento
dos mesmos por um fenômeno de difusão bidimensional, e então é aplicado um controle
pelo método GRASP (Greedy randomized adaptive search procedure), que considera um
modelo discreto no espaço e no tempo e a aplicação de fungicida em intervalos de tempo.
Este método não garante a otimalidade global, apenas local, todavia é capaz de fornecer
bons resultados em termos de aplicabilidade. Já no terceiro modelo (Modelo alternativo),
também considera-se a dinâmica populacional dos psilídeos e, além disso, o espalhamento
dos psilídeos ocorre a partir de um modelo envolvendo taxas de transporte, assim, é
aplicado um controle utilizando a teoria de controle ótimo com várias variáveis.
Finalmente, nas Considerações Finais, são feitos comentários acerca do que foi
desenvolvido nos capítulos, bem como são levantados alguns pontos para o aprimoramento
dos modelos apresentados como proposta de trabalhos futuros.
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1 A doença Huanglongbing (HLB)
O Huanglongbing (HLB), também chamado greening ou amarelão, é uma
doença de citros de rápida disseminação e graves consequências, sendo considerada a
mais devastadora doença de citros no mundo. Foi descoberta na Ásia cerca de cem anos
atrás, em seguida foi identificada na África do Sul, e mais recentemente atingiu os maiores
produtores da citricultura mundial: o estado de São Paulo, no Brasil, e o estado da Flórida,
nos EUA, em 2004 e em 2005, respectivamente (BOVÉ, 2006). As primeiras plantas com
sinais de HLB no Brasil foram descobertas em 2004 em regiões do Estado de São Paulo, em
2005 em Minas Gerais, e em 2007 no Paraná (BELASQUE JR et al., 2009). Na Figura 2 é
apresentado o mapa representativo das regiões afetadas pelo HLB no ano de 2010.
Figura 2 – Mapa representativo das regiões afetadas pelo HLB no ano de 2010.
Fonte: Fundecitrus (2017a).
Dados de 2017 indicam que a incidência de laranjeiras que apresentam os sinais
de HLB no Cinturão Citrícola de São Paulo e Triângulo/Sudoeste Mineiro foi de 16,73%, o
que corresponde a aproximadamente 32 milhões de plantas. Destas plantas, ao menos 29%
apresentam mais da metade da copa tomada (FUNDECITRUS, 2017b). O que é muito
preocupante, pois à medida que a severidade da doença aumenta, a produção das plantas
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doentes diminui bem como a qualidade dos frutos.
Neste capítulo são apresentados os aspectos gerais do HLB baseados em Bové
(2006), Fundecitrus (2017a) e demais trabalhos citados ao longo do texto.
1.1 Sinais
A principal característica de uma planta afetada por HLB é o aparecimento de
manchas amareladas nas folhas, chamadas mosqueadas (Figura 3(b)). Também é comum o
tamanho reduzido das folhas nos ramos, apresentando nervuras grossas e escurecidas. Os
frutos perdem qualidade, tornando-se pequenos e deformados, com sementes abortadas, e
não chegam a amadurecer (Figura 3(c)). Em estágios mais avançados, ocorre a queda de
folhas e frutos.
Figura 3 – Sinais do HLB: (a) árvore apresentando os primeiros sinais, (b) folhas mosque-
adas, (c) fruto assimétrico com sementes abortadas.
(a) Árvore
(b) Folhas (c) Fruto
Fonte: Fundecitrus (2017a).
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Uma árvore que começa a apresentar os primeiros sinais em um pomar sadio
pode ser facilmente identificada das demais devido à presença de um ou vários brotos
amarelos (Figura 3(a)). Uma brotação amarela é, portanto, um sinal precoce da doença.
Entretanto, esses sinais podem ser confundidos com outros problemas que também acome-
tem os citros, como clorose variegada dos citros (CVC), gomose e deficiência de alguns
nutrientes. É muito importante que o citricultor consiga diferenciar o HLB dessas doenças,
uma vez que ele é de rápida disseminação entre plantas vizinhas.
Embora a doença se espalhe pelo pomar durante o ano todo, existe um período
de incubação para o HLB, isto é, tempo entre a infecção da planta e o aparecimento
de sinais. Este período depende de alguns fatores como temperatura ambiente, idade da
planta, entre outros, sendo estimado entre 6 e 12 meses (BOVÉ, 2006). Isso significa que
pode haver plantas infectadas no pomar que ainda não apresentam sinais.
1.2 Agente causador e vetor transmissor
O agente causador do HLB é uma bactéria da espécie Candidatus (Ca.) Liberi-
bacter (L.) spp. que se apresenta em três formas: Ca. L. asiaticus, Ca. L. africanus e Ca.
L. americanus, associadas às formas asiática, africana e americana, respectivamente. No
Brasil, há registros da existência de Ca. L. asiaticus e Ca. L. americanus, sendo a Ca. L.
asiaticus a mais resistente.
Essa bactéria é transmitida por vetores, os psilídeos Trioza (T.) erytreae,
associados à forma africana da bactéria, e os psilídeos Diaphorina (D.) citri, associados às
formas asiática e americana. No Brasil, o vetor transmissor é o psilídeo asiático D. citri
Kuwayama, inseto que mede de 2 a 3 mm de comprimento. Na Figura 4(a) tem-se uma
foto deste inseto e na Figura 4(b) uma foto de seus ovos e ninfas.
Figura 4 – (a) Psilídeo asiático Diaphorina citri Kuwayam; (b) ovos e ninfas do psilídeo.
(a) Psilídeo (b) Ovos e ninfas
Fonte: Fundecitrus (2017a).
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As fêmeas do psilídeo se desenvolvem rapidamente, depositando até 800 ovos
por vida. Os ovos eclodem entre 2 e 4 dias, gerando as ninfas, cuja fase é dividida em cinco
ínstares num período de 11 a 15 dias. Dependendo da temperatura, o ciclo de vida total de
um psilídeo varia entre 15 e 47 dias (GRAFTON-CARDWELL; STELINSKI; STANSLY,
2013; ARTILES, 2017).
O psilídeo se alimenta da seiva da planta. Quando o inseto não infectivo suga
a seiva de uma planta infectada, ele se torna infectivo e, então, é capaz de transmitir a
bactéria a uma planta sadia. Quando a bactéria infecta a planta, multiplica-se em seu
sistema vascular, afetando o fluxo de seiva que leva água e nutrientes para todas as suas
partes. Deste modo, quando os primeiros sinais são identificados, toda a planta já foi
infectada.
Os psilídeos, quando perturbados ou naturalmente motivados a buscar novas
oportunidades de alimento, deslocam-se pela vizinhança sem qualquer direção específica.
Alguns experimentos permitem estimar uma distância de deslocamento. Nos estudos de
Kobori et al. (2010), alguns psilídeos puderam alcançar uma distância de 5,53 m em
três dias, sendo este valor cada vez menor com o passar do tempo, sugerindo que, após
encontrar um planta favorável, dificilmente os psilídeos se deslocarão novamente. Já nos
experimentos de Tomaseto (2012), alguns psilídeos puderam alcançar uma distância de
220 m em apenas um dia, enquanto que na presença de brotações essa distância foi de
45 m. Pode-se concluir, então, que os psilídeos preferem se instalar em brotações, podendo
deslocar-se rapidamente até encontrar um habitat favorável. Isso justifica a época de maior
incidência de psilídeos, que é na primavera e no verão, quando há mais brotações devido
às chuvas.
Para as modelagens feitas neste trabalho, serão considerados os resultados
obtidos por Gottwald, da Graça e Bassanezi (2007), nos quais os psilídeos deslocam-se
para as árvores nas adjacências uma distância de 25 a 30 m.
Tanto a bactéria como os psilídeos podem ser encontrados também na planta
Murraya (M.) paniculata, popularmente conhecida como falsa-murta ou murta-de-cheiro,
muito utilizada como cerca viva, o que contribui para a disseminação do vetor transmissor
e, consequentemente, da doença, no caso do vetor ser infectivo.
1.3 Controle e manejo da doença
Ainda não foi descoberta a cura para o HLB, sendo o manejo integrado a forma
de controle mais eficiente para impedir que árvores sadias sejam infectadas.
Se um pomar é sadio, medidas de quarentena devem ser aplicadas para preservá-
lo longe do HLB. Caso o pomar já tenha árvore(s) doente(s), deve-se evitar que o maior
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número possível de árvores sadias sejam infectadas. Em resumo, isto é feito eliminando
plantas infectadas, controlando os psilídeos e replantando mudas sadias.
Para que esse controle pudesse ser feito de forma mais eficaz, em outubro de
2008 foi publicada pelo Ministério da Agricultura a Instrução Normativa no 53, que dentre
suas normas, determina: (i) que seja feita a eliminação de pomares cuja incidência de HLB
seja superior a 28%; (ii) que seja feita a pulverização de inseticidas antes da erradicação
das plantas, de modo a reduzir a disseminção de psilídeos infectivos; (iii) que somente
sejam utilizadas mudas adquiridas em viveiros protegidos, para garantir que não estejam
infectadas; (iv) a proibição de comércio e trânsito de plantas hospedeiras, como a M.
paniculata; (v) que sejam feitas inspeções, no mínimo, trimestrais para detecção de plantas
com HLB.
Embora exista essa Instrução Normativa, alguns citricultores têm se mostrado
resistentes à eliminação das plantas. Contudo, somente a remoção de ramos com sinais
através da poda não é suficiente, pois a poda fará com que surjam novas brotações,
favorecendo o desenvolvimento de psilídeos infectivos, uma vez que toda a árvore já está
infectada (BELASQUE JR et al., 2009).
Pomares que são controlados, mesmo seguindo rigorosamente as recomendações
da Instrução Normativa, podem ser infectados por inóculos externos, ou seja, mesmo
que um citricultor faça corretamente o manejo de seu pomar, se propriedades vizinhas
infectadas por HLB não o fizerem, tornam-se fontes de inóculo, permitindo que psilídeos
infectivos migrem para os pomares sadios. Este fato levou a estudos que mostram uma maior
incidência de psilídeos nas plantas localizadas nas bordas dos pomares, e consequentemente,
maior incidência de plantas doentes, fenômeno chamado de “efeito de borda” (ULIAN,
2016). Nestes casos, uma alternativa pode ser utilizar um controle biológico, isto é, a
inserção de parasitoides naturais dos psilídeos.
A Tamarixia (T.) radiata é uma vespa parasitoide do psilídeo D. citri (Fi-
gura 5(a)). Medindo em torno de 1 mm, ela deposita seus ovos embaixo da ninfa de psilídeo,
geralmente no 3o ínstar, que servem de alimento para as larvas quando elas nascem (Fi-
gura 5(b)). Cada vespa é capaz de eliminar até 500 psilídeos (FUNDECITRUS, 2017a;
ARTILES, 2017). Uma observação feita em uma propriedade na Flórida (EUA), onde a T.
radiata foi inserida, mostrou que houve redução de 4 a 70% de psilídeos (GOTTWALD;
DA GRAÇA; BASSANEZI, 2007).
Esse método não é totalmente eficaz no combate ao HLB, mas é considerado
uma boa estratégia a ser usada em pomares vizinhos que não fazem o manejo de forma
adequada.
Pesquisadores do Vietnã, Japão e Austrália, de forma colaborativa, vêm discu-
tindo desde 2016 uma estratégia de controle alternativo por meio de interplantação de
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Figura 5 – (a) Vespa Tamarixia radiata; (b) vespa parasitando a ninfa do psilídeo.
(a) (b)
Fonte: Fundecitrus (2017a).
goiabeiras, as quais aparentemente inibem o vetor D. citri. No entanto, o efeito exato
ainda é desconhecido, e essas medidas não foram adotadas no Brasil (GOTTWALD; DA
GRAÇA; BASSANEZI, 2007).
Até o momento, sabe-se que o HLB não será erradicado, porém é possível
conviver com a doença desde que controlada.
1.4 Outros aspectos do HLB
Não há registros de que o HLB tenha provocado a morte direta de plantas
infectadas, todavia deixa-as debilitadas e improdutivas. Sabendo que uma árvore leva até
7 anos para começar a dar frutos, e sendo sua expectativa de vida produtiva superior a
15 anos, pomares podem se tornar economicamente inviáveis entre sete e dez anos após
o aparecimento dos primeiros sinais se medidas de controle não forem tomadas e por
este motivo o HLB é considerado uma doença rápida e devastadora (GOTTWALD; DA
GRAÇA; BASSANEZI, 2007).
Sabe-se que o HLB é mais devastador em árvores mais jovens, uma vez que
os psilídeos preferem brotações. Isso pode ser visto no gráfico da Figura 6, que mostra
as curvas de incidência de HLB em árvores com idade inicial de 0 a 2 anos, de 3 a 5
anos, de 6 a 10 anos, e acima de 10 anos. Note que em pomares jovens com até 5 anos,
sem quaisquer medidas de controle, a incidência da doença pode atingir mais de 50% em
aproximadamente 4 anos após o aparecimento dos primeiros sinais, já em pomares adultos
com mais de 6 anos, esse valor será atingido alguns anos mais tarde. Esse é um motivo
pelo qual citricultores são resistentes em eliminar plantas mais velhas que, apesar de
infectadas, ainda estão produzindo. Por outro lado, mostra também que sem a realização
de controle será muito difícil cultivar novos pomares jovens economicamente sustentáveis
(BASSANEZI; BASSANEZI, 2008).
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Figura 6 – Curvas de incidência de HLB (porção de árvores com sinais de HLB no pomar)
em função do tempo, em anos, em pomares formado por árvores com idade
inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e acima de 10 anos, sem
medidas de controle.
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Fonte: Adaptado de Bassanezi e Bassanezi (2008).
Sabe-se também que em árvores mais jovens a severidade da doença é maior.
Isso significa que após o aparecimento dos primeiros sinais em uma árvore infectada, o
espalhamento desses sinais é mais rápido em árvore mais jovens, tornando-as improdutivas
mais rapidamente. O gráfico da Figura 7 mostra que, após o aparecimento dos primeiros
sinais, árvores com idade inicial entre 0 e 2 anos, 3 e 5 anos, 6 e 10 anos, e acima de 10
anos, ficam com 100% de sua copa com sinais do HLB após aproximadamente 2, 4, 9 e 12
anos, respectivamente (BASSANEZI; BASSANEZI, 2008).
Figura 7 – Curvas de severidade de HLB (porção da copa da árvore com sinais) em função
do tempo, em anos, após o aparecimento dos primeiros sinais em árvores com
idade inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e acima de 10 anos.
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Fonte: Adaptado de Bassanezi e Bassanezi (2008).
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Observe que essas curvas, de incidência e de severidade, são todas logísticas. É
possível, por meio de um ajuste de curvas, obter as equações de incidência I e severidade
S da doença em função do tempo t, em anos, para cada faixa etária das árvores. A partir
daí, pode-se também determinar sua respectiva equação diferencial, a qual representa a
variação, de incidência e de severidade, em relação ao tempo.
Com base nos dados das curvas de incidência da Figura 6, fazendo um ajuste
de curvas (BASSANEZI, 2004), obtém-se as equações logísticas para as árvores com idade
inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e acima de 10 anos, com seus respectivos
coeficientes de determinação R2 iguais a 99,89%, 99,73%, 99,59% e 99,24%, apresentadas
na segunda coluna da Tabela 1. A partir dessas equações, pode-se chegar às equações
diferenciais, mostradas na terceira coluna desta mesma tabela.
Tabela 1 – Equações logísticas e equações diferenciais de incidência de HLB em um pomar
com árvores com idade inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e
acima de 10 anos.
Dados de incidência
Idade inicial da árvore Equação logística Equação diferencial
0´ 2 anos Iptq “ 11` 52, 33e´2,074t
dI
dt
“ 2, 074I p1´ Iq
3´ 5 anos Iptq “ 11` 41, 83e´0,9752t
dI
dt
“ 0, 9752I p1´ Iq
6´ 10 anos Iptq “ 11` 36, 36e´0,4689t
dI
dt
“ 0, 4689I p1´ Iq
acima de 10 anos Iptq “ 11` 35, 21e´0,3505t
dI
dt
“ 0, 3505I p1´ Iq
Veja que as equações diferenciais fornecem as taxas de crescimento de incidência
de HLB no pomar, a saber, 2,074, 0,9752, 0,4689 e 0,3505, para um pomar com árvores com
idade inicial entre 0 e 2 anos, 3 e 5 anos, 6 e 10 anos, e mais de 10 anos, respectivamente.
Fazendo outro ajuste de curvas com esses dados (BASSANEZI, 2004), obtém-se a velocidade
de crescimento (taxa) de incidência de um pomar em função da idade inicial de suas
árvores, apresentada na equação a seguir, com coeficiente de determinação R2 de 97,17%:
rIpiq “ 2, 2161e´0,179i (1.1)
em que rIpiq é a taxa de crescimento da incidência de um pomar com árvores de idade
inicial i, com i dado em anos.
Do mesmo modo, agora com base nos dados das curvas de severidade da Figura 7,
fazendo um ajuste de curvas (BASSANEZI, 2004), obtém-se as equações logísticas para
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as árvores com idade inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e acima de 10
anos, com coeficientes de determinação R2 iguais a 99,99%, 99,99%, 99,79% e 99,99%,
respectivamente, e as equações diferenciais, apresentadas na Tabela 2.
Tabela 2 – Equações logísticas e equações diferenciais de severidade de HLB para árvores
com idade inicial de 0 a 2 anos, de 3 a 5 anos, de 6 a 10 anos, e acima de 10
anos.
Dados de severidade
Idade inicial da árvore Equação logística Equação diferencial
0´ 2 anos Sptq “ 11` 3, 996e´3,577t
dS
dt
“ 3, 577S p1´ Sq
3´ 5 anos Sptq “ 11` 9, 627e´1,877t
dS
dt
“ 1, 877S p1´ Sq
6´ 10 anos Sptq “ 11` 17, 58e´0,83t
dS
dt
“ 0, 83S p1´ Sq
acima de 10 anos Sptq “ 11` 39, 78e´0,6933t
dS
dt
“ 0, 6933S p1´ Sq
Novamente, as equações diferenciais fornecem as taxas de crescimento de
severidade de HLB das árvores no pomar, a saber, 3,577, 1,877, 0,83 e 0,6933, para as
árvores com idade inicial entre 0 e 2 anos, 3 e 5 anos, 6 e 10 anos, e mais de 10 anos,
respectivamente. Fazendo outro ajuste de curvas com esses dados, obtém-se a velocidade de
crescimento (taxa) de severidade das árvores em função de sua idade inicial, apresentada
na equação a seguir, com coeficiente de determinação R2 de 96,25%:
rSpiq “ 3, 8793e´0,17i (1.2)
em que rSpiq é a taxa de crescimento da severidade das árvores com idade inicial i em um
pomar, com i dado em anos.
A Figura 8 mostra as curvas das taxas de crescimento de incidência e de
severidade de HLB, equações (1.1) e (1.2) respectivamente, em função da idade inicial das
árvores.
Observe que as taxas, tanto de incidência quanto de severidade, são decrescentes,
o que mostra que, quanto mais jovens são as árvores, mais rápida se dará a disseminação
da doença.
Além disso, quando um pomar já está severamente afetado com uma alta
porcentagem de plantas apresentando sinais, devido ao período de incubação, é provável
que todo o pomar já esteja tomado. Embora não seja uma regra, acredita-se que, quando
28% das árvores infectadas de um pomar apresentam sinais detectados por meio de inspeção
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Figura 8 – Taxas de crescimento de incidência e de severidade de HLB de um pomar em
função da idade inicial de suas árvores.
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visual, o pomar todo já está infectado, devendo ser totalmente erradicado (BELASQUE
JR et al., 2009).
Seria interessante se houvesse uma forma de estimar o número de plantas
doentes no ano seguinte em função do número de psilídeos infectivos observados no ano
atual, assim seria possível determinar o número de plantas afetadas no ano n` 1 como
resultado do número de psilídeos no ano n. Infelizmente, com os métodos de monitoramento
atuais, não há uma forma precisa de determinar uma relação como essa, e pesquisas acerca
disso vêm sendo feitas (ULIAN, 2016).
1.5 Considerações
Neste capítulo foram apresentadas informações gerais sobre a doença HLB,
como os sinais que as plantas infectadas apresentam, o que causa e como a doença é
disseminada, bem como possíveis medidas de controle. Essas informações são de suma
importância para a elaboração dos modelos apresentados nesta tese, por este motivo, no
decorrer do texto, é possível que algumas seções deste capítulo sejam retomadas.
No próximo capítulo é apresentada a teoria clássica de difusão.
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2 Teoria clássica de difusão
Quando partículas se deslocam microscopicamente de forma aleatória, levando
a um deslocamento macroscópico, é dito que esse movimento se dá por meio de um processo
de difusão. O comportamento de populações de indivíduos na natureza, o deslocamento
de células, moléculas, fungos e bactérias, entre outros motivaram o estudo dessa teoria.
O conceito de difusão pode ser entendido como a dispersão de um grupo de partículas,
inicialmente concentradas em um mesmo local, de modo que passam a ocupar as regiões ao
redor do local de concentração inicial. É um fenômeno pelo qual um grupo de partículas se
espalha de acordo com o movimento individual aleatório de cada partícula. Estes fenômenos
podem ser modelados por meio de equações de conservação.
Apesar de não existir uma definição exata para os conceitos de difusão e de
dispersão, alguns autores utilizam o termo difusão para o fenômeno de espalhamento
macroscópico de um grupo de partículas através do movimento microscópico aleatório de
cada partícula deste grupo, enquanto o processo de dispersão seria algo semelhante porém
em escalas maiores (EDELSTEIN-KESHET, 2005; KOT, 2001; MURRAY, 1989; OKUBO;
LEVIN, 2001). A fim de evitar confusões na leitura do texto, decidiu-se considerar difusão
e dispersão como o mesmo processo. Assim, em alguns momentos será utilizado o termo
difusão e em outros o termo dispersão, mas o leitor pode entender como o mesmo processo
para ambos os casos.
Neste capítulo, será apresentada a teoria clássica de difusão, que será abordada
no espaço unidimensional e em dimensões maiores. O conteúdo aqui apresentado foi
baseado nos trabalhos de Edelstein-Keshet (2005), Kot (2001), Murray (1989), Okubo e
Levin (2001), Bassanezi e Ferreira Jr (1988), e Ferreira Jr (2016), e servirá de apoio para
o desenvolvimento dos capítulos posteriores.
2.1 Difusão no espaço unidimensional
Considere, neste momento, que um grupo de partículas se move num espaço
unidimensional, como numa barra fina (EDELSTEIN-KESHET, 2005). Suponha que a
área da seção transversal desta barra é constante ao longo de todo o seu comprimento Ω.
Seja x uma posição qualquer na barra, isto é, x P Ω Ă R.
Será observada a concentração de tais partículas no intervalo entre x e x`∆x,
ou seja, o fluxo de partículas que entra em px, x`∆xq e o fluxo de partículas que sai de
px, x `∆xq. Este comportamento pode ser escrito em termos do número de partículas,
como observado na Figura 9.
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Figura 9 – Modelo compartimental da equação unidimensional de difusão.
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São definidas as seguintes variáveis:
ρpx, tq “ concentração de partículas em px, tq, isto é, número
de partículas por unidade de volume, na posição x,
no instante t;
Jpx, tq “ fluxo de partículas em px, tq, isto é, número de
partículas que atravessam uma unidade de área
em x, na direção positiva, no instante t.
Note que o único fluxo capaz de alterar a densidade populacional total é a
entrada ou saída de partículas através das seções transversais em x e em x`∆x, a saber,
Jpx, tq e Jpx`∆x, tq.
Para escrever o modelo compartimental apresentado na Figura 9 como uma
equação dimensionalmente correta é necessário considerar as seguintes quantidades:
A “ área da seção transversal da barra;
∆V “ elemento de volume de medida ∆V “ A∆x.
Cada termo da equação deve ter a mesma unidade que os termos da Figura 9,
ou seja, número por unidade de volume por unidade de tempo. O que leva a seguinte
equação:
B
Bt rρpx, tqA∆xs “ Jpx, tqA´ Jpx`∆x, tqA. (2.1)
Observe que, como o fluxo se dá na direção positiva de x (veja Figura 10), é de
se esperar que a população aumente com a entrada de partículas na posição x e diminua
com a saída de partículas na posição x`∆x; por este motivo os sinais em (2.1).
Agora, dividindo a equação (2.1) por A∆x, que por hipótese é constante,
obtém-se: Bρpx, tq
Bt “ ´
ˆ
Jpx`∆x, tq ´ Jpx, tq
∆x
˙
.
Fazendo ∆xÑ 0, isto é, uma “fatia muito fina”, chega-se à equação clássica de
conservação unidimensional:
Bρpx, tq
Bt “ ´
BJpx, tq
Bx . (2.2)
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Figura 10 – Ilustração do fluxo de partículas numa barra unidimensional.
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É importante, agora, definir o fluxo J . Como o deslocamento das partículas se
dá no sentido de alta concentração para concentração mais baixa, é aceitável supor que
esse fluxo depende da diferença das concentrações de partículas ρpx`∆x, tq´ ρpx, tq. Essa
hipótese vai de acordo com a Lei de Fick, a qual afirma que o fluxo dado pelo movimento
aleatório de partículas é aproximadamente proporcional ao gradiente da concentração de
partículas. Deste modo, pode-se escrever:
J “ ´D BρBx,
sendo D, com D ą 0, a constante de proporcionalidade, também chamada de coeficiente
de difusão.
Se D é uma constante e não depende de x ou de ρ, pode-se escrever (2.2) como:
Bρ
Bt “ D
B2ρ
Bx2 , (2.3)
que é a equação de difusão unidimensional clássica.
O coeficiente de difusão D indica o quão rápido o movimento se dá e, conse-
quentemente, depende do tamanho das partículas, do tipo de ambiente e da temperatura.
Sua unidade de medida é:
D “ pdistânciaq
2
tempo .
Isso implica nas seguintes observações:
a) a distância média pela qual a difusão se dá num dado tempo é proporcional
a
?
Dt;
b) o tempo médio para a difusão acontecer numa distância d é proporcional a
d2{D.
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A equação clássica de difusão, nesta seção, foi obtida utilizando a ideia de fluxo
de partículas. Há outras maneiras de se obter essa equação, e mais uma delas é apresentada
na próxima seção.
2.2 Outra abordagem: caminho aleatório
Seja um conjunto de partículas que se movem aleatoriamente com comprimento
médio ∆x para cada unidade de tempo τ ao longo do eixo x. Suponha que a probabilidade
de movimento para a esquerda, λe, e para a direita, λd, sejam iguais, isto é, λe “ λd “ 1{2,
como na Figura 11. O eixo x está subdividido em segmentos de comprimento ∆x. O
objetivo, aqui, é escrever uma equação discreta que descreva a mudança no número de
partículas localizadas em x.
Figura 11 – Partículas se movendo aleatoriamente para a esquerda e para a direita com
probabilidade λe e λd, respectivamente.
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Seja ρpx, tq o número de partículas dentro do segmento rx, x`∆xs no tempo t.
Então,
ρpx, t` τq “ ρpx, tq ` λdρpx´∆x, tq ´ λdρpx, tq`
λeρpx`∆x, tq ´ λeρpx, tq.
(2.4)
Fazendo a expansão da série de Taylor para esses termos, segue que:
ρpx, t` τq “ ρpx, tq ` BρBt τ `
1
2!
B2ρ
Bt2 τ
2 ` 13!
B3ρ
Bt3 τ
3 ` . . . ,
ρpx˘∆x, τq “ ρpx, tq ˘ BρBx∆x`
1
2!
B2ρ
Bx2 p∆xq
2 ˘ 13!
B3ρ
Bx3 p∆xq
3 ` . . . .
(2.5)
Substituindo (2.5) em (2.4) e usando a hipótese λe “ λd “ 1{2, obtém-se:
Bρ
Bt τ `
1
2!
B2ρ
Bt2 τ
2 ` 13!
B3ρ
Bt3 τ
3 ` . . . “ 12!
B2ρ
Bx2 p∆xq
2 ` 14!
B4ρ
Bx4 p∆xq
4 ` 16!
B6ρ
Bx6 p∆xq
6 ` . . . (2.6)
Observe que, como se trata de um movimento microscópico de partículas que
levará a um movimento macroscópico do conjunto de partículas, cada instante de tempo
se dá numa escala muito rápida, de modo que 1{2τ deve ser muito pequeno. Assim, é
conveniente tomar ∆x e τ tais que
p∆xq2
2τ “ D “ coeficiente de difusão.
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Agora, dividindo a equação (2.6) por τ e tomando τ Ñ 0 e ∆xÑ 0, segue que:
Bρ
Bt “
p∆xq2
2τ
B2ρ
Bx2
“ D B
2ρ
Bx2 ,
equação unidimensional de difusão clássica.
Para resolver esta equação, assim como nas demais equações diferenciais, são
necessárias as condições iniciais e de contorno, no caso de um domínio finito. Na próxima
seção, são definidas as condições inicais e de contorno, e também é resolvido o problema
fundamental de difusão.
2.3 Problema fundamental de difusão
Neste problema, suponha a dispersão de N0 inidivíduos colocados inicialmente
na origem, ou seja, uma condição inicial pontual. Utilizando a equação unidimensional de
difusão (2.3) sem fronteiras finitas, tem-se o seguinte modelo (FERREIRA JR, 2014):$’’’’’&’’’’’%
Bρ
Bt “ D
B2ρ
Bx2
ρpx, 0q “ N0δpxq, x P p´8,`8q
lim
xÑ˘8
Bρ
Bt px, tq “ 0 e limxÑ˘8 ρpx, tq “ 0
(2.7)
Por fronteira infinita entende-se que não há fluxo de indivíduos na fronteira
nem indivíduos muito distantes da origem.
A condição inicial ρpx, 0q “ N0δpxq não determina, de fato, a função densidade
no instante t “ 0. Aqui, o delta de Dirac δ não é considerado uma função, mas um símbolo,
o qual indica que no limite para tÑ 0, a densidade ρpx, tq satisfaz:
a) ρpx, tq ě 0;
b)
ż `8
´8
ρpx, tqdx “ 1;
c) lim
tÑ0
ż a
´a
ρpx, tqdx “ 1, para todo a ą 0.
A solução do problema (2.7), obtida numericamente para N0 “ 1 e D “ 0, 5, é
como apresentada na Figura 12.
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Figura 12 – Solução do problema fundamental de difusão.
Para obter uma solução analítica para o problema (2.7), será utilizada a teoria de
Análise de Dimensional (BARENBLATT, 1996; FERREIRA JR, 2014). A base considerada
neste caso é tN,L, T u, representando a densidade populacional, o deslocamento e o tempo,
respectivamente, e as dimensões das variáveis envolvidas são:
rN0s “ N ; rxs “ L;
rts “ T ; rρs “ NL´1;„Bρ
Bt

“ NL´1T´1;
„B2ρ
Bx2

“ NL´3;
rDs “ L2T´1.
Note que os seguintes parâmetros são adimensionais: ρN0?
Dt
e x?
Dt
. De modo que,
pelo Princípio de Similaridade (BARENBLATT, 1996; FERREIRA JR, 2014), pode-se
escrever:
ρ
N0?
Dt
“ f
ˆ
x?
Dt
˙
ñ ρpx, tq “ N0?
Dt
f
ˆ
x?
Dt
˙
,
em que f é uma função a ser determinada.
Calculando as derivadas de ρ:
Bρ
Bx “
N0
Dt
f 1
ˆ
x?
Dt
˙
,
B2ρ
Bx2 “
N0
Dt
?
Dt
f2
ˆ
x?
Dt
˙
,
Bρ
Bt “
´N0x
2t
?
Dt
?
Dt
f 1
ˆ
x?
Dt
˙
` ´N0
2t
?
Dt
f
ˆ
x?
Dt
˙
,
e substituindo-nas na equação do problema fundamental (2.7), tomando ξ “ x?
Dt
, obtém-
se:
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2f2pξq ` ξf 1pξq ` fpξq “ 0,
cuja solução é:
fpξq “ c exp
ˆ
´ξ
2
4
˙
,
sendo c a constante de integração.
Logo,
ρpx, tq “ N0?
Dt
c exp
ˆ´x2
4Dt
˙
.
Para determinar c, usa-se a hipótese
ż `8
´8
ρpx, tqdx “ N0, e obtém-se c “ 1?4pi .
E, portanto,
ρpx, tq “ N0?
4piDt
exp
ˆ´x2
4Dt
˙
, (2.8)
que é a solução fundamental do problema (2.7).
Observe que a solução (2.8) é uma curva gaussiana para cada t; assim, quanto
menor for o valor de t, mais alto será o pico, isto é, ρpx, tq, no limite tÑ 0, é uma função
de Dirac. A Figura 13 representa o comportamento da solução (2.8) para alguns valores
de t.
Figura 13 – Solução fundamental do problema (2.7) para t “ 1{2, t “ 1{4, e t “ 1{8.
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2.4 Difusão em dimensões maiores
Até aqui, foi feito um estudo para o movimento por difusão em uma dimensão.
Para obter a equação (2.3) em três dimensões, considere uma região retangular de volume
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∆V “ ∆x∆y∆z em R3, na qual há um movimento de entrada e saída de partículas por
todas e quaisquer faces.
Novamente, define-se:
ρpx, y, z, tq “ concentração de partículas em
px, y, zq no instante t.
É importante, agora, definir o conceito de fluxo em três dimensões. Para tal,
seja px0, y0, z0q P R3 um ponto arbitrário na região considerada. O fluxo será definido pela
contagem de partículas que atravessam, por unidade de tempo, uma área imaginária A
suspensa por px0, y0, z0q. Como a orientação é variada, a taxa com a qual as partículas
atravessam A também pode ser. De fato, a maior taxa se dá quando a direção do fluxo
predominante é ortogonal à área que está sendo atravessada. Com isso, pode-se definir
fluxo como um vetor diretor ~n cuja magnitude é dada por
| ~Jpx, y, z, tq| “ número líquido de partículas que
atravessam uma unidade de área
em px, y, zq por unidade de tempo
no instante t,
sendo ~n um vetor normal unitário para esse elemento de área que admite a maior passagem
de partículas.
Por questão de notação, sejam as componentes de ~J como segue:
~Jpx, y, zq “ pJx, Jy, Jzq.
Logo, a magnitude do fluxo ~J será:
| ~J | “ pJ2x ` J2y ` J2z q1{2
“ p ~J ¨ ~Jq1{2,
sendo ‘¨’ o produto escalar.
Dada alguma área A, essa definição de fluxo permite calcular o número de
partículas N que atravessam o local num dado tempo t. Se ~m é um vetor unitário
perpendicular a essa área, obtém-se:
N “ p ~J ¨ ~mqA∆t.
A equação de conservação deve garantir, como antes, a entrada ou saída local
por cada uma das seis faces. Uma vez que essas faces são paralelas aos planos coordenados,
é fácil determinar seus vetores normais e calcular o número de partículas que atravessam
cada face. Para ilustrar, veja a Figura 14.
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Figura 14 – Movimento de partículas na região retangular de volume.
A taxa líquida de mudança de concentração dentro do volume que resulta da
combinação de todos esses fatores é:
Bρ
Bt “
Jxpx0, y0, z0q ´ Jxpx0 `∆x, y0, z0q
∆x `
Jypx0, y0, z0q ´ Jypx0, y0 `∆y, z0q
∆y `
Jzpx0, y0, z0q ´ Jzpx0, y0, z0 `∆zq
∆z .
Analogamente ao que foi feito na Seção 2.1, toma-se os limites ∆xÑ 0, ∆y Ñ 0
e ∆z Ñ 0, obtendo:
Bρ
Bt “ ´
ˆBJx
Bx `
BJy
By `
BJz
Bz
˙
“ ´∇ ~J,
(2.9)
sendo ∇ ~J o divergente de ~J .
Essa quantidade pode ser descrita aproximadamente como a tendência líquida
das partículas deixarem um volume infinitesimal no ponto px, y, zq.
Novamente, pela Lei de Fick, o fluxo pode ser escrito como
~J “ ´D∇ρ,
sendo D o coeficiente de difusão.
De modo que, se D é constante, a equação (2.9) pode ser escrita como
Bρ
Bt “ ´∇p´D∇ρq
“ D∆ρ,
(2.10)
sendo ∆ρ o Laplaciano de ρ, o qual representa a combinação ∇.∇, também escrito como
∇2.
A equação (2.10) é equivalente a equação (2.3) para três dimensões.
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Note que a solução do problema fundamental de difusão para três dimensões
pode ser obtida de forma análoga ao que foi feito na Seção 2.3, ou seja, fazendo ρN0
Dt
“
g
ˆ
r?
Dt
˙
, de modo que a solução fundamental, nete caso, é:
ρpx, y, z, tq “ 1p4piDtq3{2 exp
ˆ
´ r
2
4Dt
˙
,
sendo r2 “ x2 ` y2 ` z2.
2.5 O problema de difusão com fonte e convecção
Tudo o que foi feito até aqui, foi para o caso mais simples de difusão, isto é,
somente a difusão de um grupo de indíviduos em relação à sua posição e ao tempo. É
razoável considerar que esse processo tenha algumas características particulares além de
somente difusão, como convecção e fonte. Aqui, o termo de convecção significa que as
partículas em um fluido em movimento assumem a velocidade deste fluido, participando
então do movimento, como partículas migratórias. A ação do vento é um exemplo de
convecção. Já a função fonte representa a produção ou perda de partículas, como, por
exemplo, a descarga de um poluente em um rio.
A nova equação pode ser obtida como feito na Seção 2.1, porém acrescentando
ao modelo compartimental da Figura 9 um termo de convecção e uma função fonte, como
na Figura 15.
Figura 15 – Modelo compartimental da equação unidimensional de difusão com convecção
e fonte.
 
taxa de variação 
de partículas em 
(𝑥, 𝑥 + ∆𝑥) por 
unidade de tempo 
taxa de entrada 
em (𝑥, 𝑥 + ∆𝑥) 
por unidade de 
tempo 
taxa de saída 
de (𝑥, 𝑥 + ∆𝑥) 
por unidade de 
tempo 
termo de 
convecção em 
(𝑥, 𝑥 + ∆𝑥) por 
unidade de 
tempo 
taxa de 
entrada/saída 
local por 
unidade de 
tempo 
= ± − − 
Novamente, sendo ρpx, tq a concentração de partículas em px, tq, e Jpx, tq o
fluxo de partículas em px, tq, e considerando A a área de seção transversal e ∆V o elemento
de volume de medida ∆V “ A∆x, chega-se à equação:
B
Bt rρpx, tqA∆xs “ Jpx, tqA´ Jpx`∆x, tqA´ vρpx, tqA˘ fpx, tqA∆x, (2.11)
sendo vρpx, tq o termo de convecção e fpx, tq a função fonte.
Dividindo a equação (2.11) por A∆x e fazendo ∆xÑ 0, obtém-se:
Bρpx, tq
Bt “ ´
BJpx, tq
Bx ´
Bvρpx, tq
Bx ˘ fpx, tq,
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sendo v a velocidade do fluido que atua sobre a densidade ρ.
Utilizando o fluxo J como na equação (2.1) e considerando a constante D o
coeficiente de difusão, v a velocidade do fluido, e f a função fonte, chega-se à equação de
difusão unidimensional clássica com fonte:
Bρ
Bt “ D
B2ρ
Bx2 ´
Bvρ
Bx ˘ f.
Em dimensões maiores, tem-se:
Bρ
Bt “ ´∇p´D∇ρq ´∇p~vρq ˘ f,
sendo ρ “ ρpx, tq, f “ fpx, tq, e ~v o campo de velocidade do fluido, com x P Rn e
~v : Rn Ñ Rn.
2.6 Considerações
Nas Seções 2.1 e 2.2 foram apresentadas duas formas de se obter a equação
clássica de difusão unidimensional. Em seguida, na Seção 2.3, foi apresentado o problema
fundamental de difusão e sua solução foi obtida utilizando Análise Dimensional. Esta
solução é muito importante e será utilizada nos Capítulos 4 e 5. Na Seção 2.4, analogamente
ao que foi feito na Seção 2.1, foi obtida a equação tridimensional de difusão, bem como
sua solução. A equação para o caso bidimensional e sua respectiva solução podem ser
obtidas de forma análoga, e fica a cargo do leitor. Na Seção 2.5 foi apresentada a equação
de difusão com convecção e fonte.
No capítulo seguinte é proposto um modelo para descrever a dinâmica do HLB
em um pomar utilizando Autômatos Celulares.
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3 Modelagem do HLB via autômatos
celulares
Modelos determinísticos de equações diferenciais, em geral, descrevem bem
fenômenos da natureza, contudo obter uma solução analítica e fazer uma análise qualitativa
do modelo nem sempre é uma tarefa simples. Uma alternativa diante desta dificuldade é
utilizar recursos computacionais, como simulações numéricas. Estas, por sua vez, permitem
visualizar de forma geral o problema, determinar parâmetros muitas vezes desconhecidos,
economizando recursos materiais e tempo.
Uma ferramenta que envolve simulação numérica são os Autômatos Celulares.
Em resumo, são modelos matemáticos discretos no tempo, no espaço e no estado, formados
por uma malha na qual cada célula desta malha, no passo de tempo t, assume um estado
determinado por regras bem definidas que tentam imitar leis biológicas, chamadas regras
de transição, que dependem do estado da própria célula e de suas células vizinhas no passo
imediatamente anterior t´ 1 (ERMENTROUT; EDELSTEIN-KESHET, 1993).
Esses modelos são muito convenientes para descrever a dinâmica de dispersão
de uma população. Na literatura há alguns trabalhos sobre modelagem de dispersão de
população utilizando autômatos celulares. Dentre eles, estão o trabalho de Mistro (1998),
no qual a autora elabora um modelo de dispersão de longo alcance de abelhas africanizadas
a partir de seu estoque energético de mel. Rodrigues (1998), com o objetivo de analisar
modelos matemáticos de dispersão populacional que considerassem o comportamento dos
indivíduos, estuda a influência do espaçamento e da alternância das plantas na dispersão de
insetos herbívoros em busca de regiões mais favoráveis. Para tal, supõe que os insetos têm
um comportamento de taxia, isto é, um movimento microscópico (curtas distâncias) que
leva, em conjunto, a um movimento macroscópico (longas distâncias). Peixoto (2005), com o
objetivo de estudar a Morte Súbita de citros, considera a distância que os pulgões alcançam
com ação do vento, e para a modelagem desse parâmetro, além dos autômatos celulares,
utiliza sistemas baseados em regras fuzzy. Também considera a atuação de um predador
natural desse pulgão, de modo que analisa um modelo presa-predador, com o objetivo de
investigar algum tipo de controle. Almeida e Macau (2011) estudam o espalhamento do
fogo, com e sem a ação do vento, utilizando autômatos celulares probabilísticos. Em um
trabalho mais recente, Diniz (2015) propõe um modelo de espalhamento do HLB num
pomar, no qual considera a invasão por psilídeos de regiões vizinhas, o controle mecânico
por meio da remoção de árvores infectadas com sinais, e replantio de mudas sadias, com o
objetivo de analisar a produtividade de um pomar com HLB.
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O objetivo deste capítulo é modelar a disseminação do HLB em um pomar
para melhor compreensão da dinâmica da doença. Para isso, será utilizado um sistema
de autômatos celulares considerando o espalhamento por difusão, como apresentado no
Capítulo 2. Inicialmente, a teoria de autômatos celulares será brevemente apresentada.
Em seguida, será feita a modelagem da dispersão de manchas causadas por HLB em uma
árvore, a modelagem do espalhamento da doença no pomar, com e sem a ação do vento, e
a modelagem integrada desses dois casos, chamada bidifusão.
3.1 Conceitos preliminares
O conteúdo apresentado nesta seção foi baseado nos trabalhos de Ermentrout
e Edelstein-Keshet (1993), Ilachinski (2001), von Neumann (1966) e Wolfram (1994).
A ideia de Autômato Celular (AC) foi inicialmente introduzida por John von
Neumann, em 1948, com o objetivo de modelar processos biológicos de auto-reprodução.
Em 1950, Stanislaw Marcin Ulam propôs a von Neumann a necessidade de se ter modelos
mais realistas para o estudo de sistemas mais complexos. Logo em seguida, em 1960, Arthur
Walter Burks completou e descreveu o trabalho de von Neumann e Ulam (ILACHINSKI,
2001).
Os AC são sistemas dinâmicos discretos no tempo, no espaço e no estado do
sistema, caracterizados por uma interação local. São considerados uma abordagem mais
simplificada para tratar de fenômenos complexos, de modo a entender a dinâmica de alguns
sistemas em física, química, biologia, geologia e outras ciências. Isso é possível pois um
AC permite modelar o desenvolvimento de estruturas e padrões de um fenômeno quando
regido por regras locais simples (ERMENTROUT; EDELSTEIN-KESHET, 1993).
Um AC consiste de um espaço celular determinado por uma malha discreta
de pontos. Pode ser representado por um vetor, no caso unidimensional, ou por uma
matriz, no caso bidimensional. Para este trabalho, será considerado exclusivamente o caso
bidimensional. Cada ponto desta malha é chamado de célula, ou seja, as células são os
elementos pi, jq da matriz que representa o espaço celular.
Os AC são compostos por três elementos fundamentais:
Estado celular: O estado celular é um valor discreto que indica uma característica que
cada célula pode assumir. Em um modelo de AC, cada célula pode assumir um único estado
num conjunto finito de estados, E “ t0, 1, 2, . . . , ku, k P Z`. Cada estado celular pode ser
indicado por um número, que poderá ser associado a uma cor para melhor visualização do
sistema.
Vizinhança: A vizinhança de uma célula pi, jq é um conjunto de células com as quais
a célula pi, jq interage. Pode assumir diversos formatos e tamanhos, embora os mais
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utilizados, no caso bidimensional, sejam a vizinhança de von Neumann e a vizinhança de
Moore. Veja na Figura 16 alguns exemplos de vizinhança em um sistema de AC.
Figura 16 – Exemplos de vizinhanças de uma célula em um sistema de AC. Sendo a célula
pi, jq de cor preta, e as células em cinza são sua vizinhança. (a) Vizinhança
de von Neumann de raio 1; (b) vizinhança de von Neumann de raio 2; (c)
vizinhança de Moore de raio 1; (d) vizinhança aleatória (não segue um padrão).
(a) (b) (c) (d)
Regras de transição: São um conjunto de funções responsáveis por determinar os novos
estados das células do espaço celular a cada iteração. São elaboradas com base na dinâmica
do problema a ser modelado e deve levar em consideração o estado atual da célula e o
estado atual das células da vizinhança.
De forma geral, em um sistema de AC todas as células são atualizadas simulta-
neamente, sendo que o estado de cada célula é atualizado sincronizadamente a cada passo
de tempo, conforme as regras de transição e os estados celulares de sua vizinhança. Ou
seja, o estado celular E de uma célula pi, jq na iteração t` 1 é uma função que depende
do estado celular da célula pi, jq na iteração t, da vizinhança da célula pi, jq na iteração t,
e da regra de transição do sistema. Em termos matemáticos, pode-se escrever:
Et`1pi, jq “ ϕ `Etpi, jq, V tpi, jq, RT˘ ,
sendo Etpi, jq o estado celular da célula pi, jq na iteração t, V tpi, jq a vizinhança da célula
pi, jq na iteração t, RT a regra de transição, e ϕ a descrição das possíveis mudanças.
É necessário definir quais serão os estados da borda da malha estabelecida, se
serão ou não fixos, ou seja, definir as condições de contorno; e também definir a condição
inicial do sistema, já que os estados dessas células serão utilizados nas atualizações do
modelo.
É importante destacar também que um modelo de AC, em geral, não tem
por objetivo fazer previsões, mas sim compreender o comportamento macroscópico do
fenômeno estudado por meio de regras microscópicas, como em uma experimentação. Os
AC, portanto, não devem ser vistos como substitutos dos modelos matemáticos tradicionais,
mas como uma ferramenta que pode auxiliar na formulação destes modelos (MISTRO,
1998).
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3.2 Modelagem do problema
Com base no processo de infecção por HLB de um pomar de laranjas sadias
apresentado no Capítulo 1, suponha que, inicialmente, um grupo de psilídeos, sendo ao
menos um deles infectivo, migra para uma árvore sadia do pomar, tornando-a infectada.
Após alguns meses, esta árvore, chamada árvore primária, começa a apresentar os primeiros
sinais ao mesmo tempo em que os psilídeos se reproduzem e migram para árvores nas
adjacências da árvore primária. Esse processo se repetirá até que todo o pomar esteja
infectado ou até que alguma medida de controle seja inserida.
Para simular este processo, serão considerados dois modelos: o primeiro modelo,
de difusão local, para representar a dispersão dos sinais do HLB na árvore primária; e o
segundo modelo, de difusão global, para representar a disseminação da doença no pomar.
Em seguida, será proposto um modelo de bidifusão.
3.2.1 Dispersão de sinais em uma árvore
Nesta subseção será feito um estudo da dispersão dos primeiros sinais em
uma árvore infectada por HLB, ou seja, o espalhamento de manchas amareladas. Será
considerada a dispersão espacial por meio de um modelo de AC de espalhamento por um
processo difusivo simples.
Seja a copa de uma árvore, vista por cima, o espaço celular. A matriz que
representa este espaço celular é quadrada de ordem 50. Logo, esta matriz contém 2500
células, de modo que cada célula pi, jq, com i, j inteiros variando de 1 a 50, representa
uma região Ri,j da árvore que pode ou não conter manchas.
O conjunto dos estados celulares é E “ t0, 1u, sendo que a célula com valor
0 indica a região da árvore que não contém manchas, e será representada pela cor verde; a
célula com valor 1 indica a região da árvore que apresenta manchas, e será representada
pela cor amarela.
A dispersão das manchas se dará em uma vizinhança de Moore de raio 1, ou
seja, a vizinhança contém 8 células. A regra de transição é a seguinte: a cada iteração,
25% das células da vizinhança com estado celular 0 (não contém manchas) assumirão o
estado celular 1 (contém manchas). Este valor foi escolhido de forma arbitrária para que o
processo de difusão pudesse ser visto por meio da simulação.
A primeira região a apresentar manchas, escolhida de forma arbitrária, é a
região R25,25, isto é, a célula p25, 25q assume o estado celular 1 como condição inicial.
As simulações foram feitas de modo que as iterações param quando toda a
copa da árvore apresentar manchas. Na Figura 17 é apresentada a dispersão das manchas
típicas de HLB na copa de uma árvore em algumas iterações.
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Figura 17 – Simulação do espalhamento de manchas causadas por HLB em uma árvore
nas iterações 0 (condição inicial), 1, 5, 10, 20, 30, 40 e 50.
Iteração 0 Iteração 1 Iteração 5 Iteração 10
Iteração 20 Iteração 30 Iteração 40 Iteração 50
Conforme a simulação feita, após 10, 20, 30, 40 e 50 iterações, a árvore já
continha manchas em, respectivamente, 6,1%, 21,3%, 48,9%, 80%, e 95,5% de sua copa.
Esses valores indicam a severidade do HLB na árvore, isto é, a porcentagem da árvore que
apresenta sinais do HLB, neste caso, manchas amareladas.
Observe que a variação da severeridade é proporcional à própria severidade, em
cada instante, e à quantidade da árvore que ainda não apresenta sinais da doença, isto é,
dS
dt
“ αSp1´ Sq,
sendo Sptq a severidade da doença na árvore na iteração t, e α a taxa de crescimento,
conforme visto no Capítulo 1.
Este é um modelo logístico, o qual permite fazer previsões da severidade da
doença ao longo do tempo por meio de sua solução, dada por:
Sptq “ 11` ae´αt ,
com a e α constantes positivas.
Fazendo um ajuste de curvas para os dados de todas as iterações da simulação
realizada, obtém-se a equação da severidade do HLB na árvore em função das iterações:
Sptq “ 11` 69, 76e´0,1375t ,
cujo gráfico correspondente pode ser visto na Figura 18. O coeficiente de determinação,
neste caso, é R2 “ 99, 89%.
Capítulo 3. Modelagem do HLB via autômatos celulares 47
Figura 18 – Curva de severidade do HLB em uma árvore cujos dados foram obtidos por
meio da simulação apresentada na Figura 17.
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Observe que a curva de severidade tem crescimento logístico, mesmo comporta-
mento da curva obtida por Bassanezi e Bassanezi (2008), mostrada na Seção 1.4, apesar
de terem sido obtidas por métodos distintos.
É importante destacar que as iterações, embora associadas ao tempo, ainda
não estão relacionadas a esta variável na simulação realizada. Isso será feito mais adiante,
na Seção 3.3, quando será considerado o tempo real na simulação, dado em anos.
3.2.2 Disseminação da doença no pomar
Como visto no Capítulo 1, a disseminação do HLB acontece com a dispersão
de psilídeos infectivos nas árvores do pomar. Apesar da preferência dos psilídeos por
brotações, isso será desconsiderado neste momento. A idade das árvores também não será
levada em consideração. Além disso, ainda não será aplicado qualquer tipo de controle,
uma vez que se quer analisar a dinâmica da doença para, então, pensar em inserir alguma
forma de controle.
Para a modelagem utilizando AC, seja um pomar formado por 2000 árvores
dispostas em 50 fileiras, chamadas talhões. Cada árvore pode ocupar uma área de até
7ˆ 7 m2. Os talhões são espaçados entre si por uma distância de 4 m, e dentro dos talhões
as árvores são dispostas lado a lado, como na Figura 19. Portanto, o espaço celular será
uma matriz de dimensão 40ˆ 50.
Cada célula representa uma árvore do pomar que pode ser sadia ou infectada.
Logo, o conjunto dos estados celulares é E “ t0, 1u, sendo que o estado celular 0 indica
uma árvore sadia, e o estado celular 1 indica uma árvore infectada que apresenta sinais.
Esses estados celulares, 0 e 1, serão associados às cores verde e amarela, respectivamente.
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Figura 19 – Ilustração de um pomar com 2000 árvores dispostas em um retângulo 40ˆ 50.
Ai,j indica a árvore A de posição pi, jq.
Com as hipóteses bem estabelecidas, serão feitas duas modelagens para a
disseminação da doença: a primeira considera o movimento natural dos psilídeos, e a
segunda, além do movimento natural, considera também a ação do vento.
3.2.2.1 Disseminação do HLB pelo movimento natural dos psilídeos
Agora, será modelada a disseminação do HLB no pomar somente pelo movi-
mento natural dos psilídeos, ainda sem a ação do vento.
Como visto no Capítulo 1, os psilídeos podem se deslocar naturalmente de 25
a 30 m, ou seja, até 4 árvores para cima ou para baixo, e até 3 árvores para a esquerda ou
para a direita (veja Figura 20(a)). Sabe-se que é mais fácil para um psilídeo se deslocar
para árvores mais próximas do que para as mais distantes, portanto, a vizinhança será
dividida em 4 subregiões, como na Figura 20(b).
Figura 20 – (a) Raio de alcance dos psilídeos de 30 m para determinar a vizinhança.
(b) Vizinhança aleatória com 4 subregiões.
(a) (b)
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A regra de transição foi escolhida de forma arbitrária de modo que a dispersão
pudesse ser vista por meio da simulação, assim sendo, a cada iteração:
- 50% das células da subregião 1 passarão do estado celular 0 para 1;
- 20% das células da subregião 2 passarão do estado celular 0 para 1;
- 10% das células da subregião 3 passarão do estado celular 0 para 1;
- 7% das células da subregião 4 passarão do estado celular 0 para 1.
Suponha uma infecção vinda de fora do pomar, com isso, a primeira árvore do
pomar a apresentar sinais está na borda. Escolhendo de forma arbitrária, seja a árvore
A25,1, isto é, a célula p25, 1q assume o estado celular 1 como condição inicial.
As simulações foram feitas de modo que as iterações param quando todas as
árvores do pomar estiverem infectadas apresentando sinais. A disseminação do HLB no
pomar em algumas iterações é apresentada na Figura 21. Destaca-se que as iterações ainda
não estão relacionadas ao tempo, dado em meses ou anos, por exemplo.
Figura 21 – Simulação da disseminação do HLB no pomar pelo movimento natural dos
psilídeos nas iterações 0 (condição inicial), 1, 5, 10, 15 e 20.
iteração 0 iteração 1 iteração 5
iteração 10 iteração 15 iteração 20
Após 5, 10, 15 e 20 iterações, respectivamente, 12,8%, 36%, 60,2% e 80,8% do
pomar estava infectado com árvores apresentando sinais. Esses valores indicam a incidência
do HLB no pomar, ou seja, a porcentagem de árvores infectadas que apresentam sinais no
pomar.
Veja que a variação da incidência é proporcional à própria incidência, em cada
instante, e à quantidade de árvores ainda não atingidas pela doença, ou se atingidas, ainda
não apresentam sinais, isto é,
dI
dt
“ βIp1´ Iq,
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sendo Iptq a incidência da doença no pomar na iteração t, e β a taxa de crescimento.
Este é um modelo logístico, o qual permite fazer previsões da incidência da
doença no pomar ao longo do tempo por meio de sua solução, dada por:
Iptq “ 11` be´βt ,
com b e β constantes positivas.
Fazendo um ajuste de curvas para os dados de todas as iterações da simulação
realizada, obtém-se a equação da incidência do HLB no pomar em função das iterações:
pptq “ 11` 27, 95e´0,2378t
cujo gráfico correspondente pode ser visto na Figura 22. O coeficiente de determinação,
neste caso, é R2 “ 98, 88%.
Figura 22 – Curva de incidência do HLB em um pomar sem a ação do vento cujos dados
foram obtidos por meio da simulação apresentada na Figura 21.
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Observe, mais uma vez, que a curva de incidência tem crescimento logístico,
mesmo comportamento da curva obtida por Bassanezi e Bassanezi (2008), mostrada na
Seção 1.4, apesar de terem sido obtidas por métodos distintos.
3.2.2.2 Disseminação do HLB pelo movimento natural dos psilídeos mais a ação do vento
A partir de agora, considera-se, além do movimento natural dos psilídeos, a
ação de um vento predominante para direção Nordeste.
Suponha que, com a ação do vento, os psilídeos podem voar em torno de 50
m, como na Figura 23(a). Assim sendo, a nova vizinhança será como na Figura 23(b),
dividida em 6 subregiões.
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Figura 23 – (a) Alcance de 50 m dos psilídeos, devido ao vento, para determinar a vizi-
nhança. (b) Vizinhança aleatória com 6 subregiões.
(a) (b)
Novamente, a regra de transição foi escolhida de forma arbitrária, sendo que
a cada iteração:
- 40% das células da subregião 1 passarão do estado celular 0 para 1;
- 35% das células da subregião 2 passarão do estado celular 0 para 1;
- 40% das células da subregião 3 passarão do estado celular 0 para 1;
- 40% das células da subregião 4 passarão do estado celular 0 para 1;
- 50% das células da subregião 5 passarão do estado celular 0 para 1;
- 20% das células da subregião 6 passarão do estado celular 0 para 1.
Mais uma vez, considere uma infecção vinda de fora do pomar. A primeira
árvore do pomar a apresentar sinais, escolhida de forma arbitrária, é a árvore A25,1, isto é,
a célula p25, 1q assume o estado celular 1 como condição inicial.
Novamente, as simulações foram feitas de modo que as iterações param quando
todas as árvores do pomar estiverem infectadas apresentando sinais. A disseminação do
HLB no pomar em algumas iterações é apresentada na Figura 24.
Pela simulação feita, após 5, 10, 15 e 20 iterações, respectivamente, 23,5%,
58,9%, 91,2% e 100% do pomar já estava infectado com árvores apresentando sinais.
Fazendo um ajuste logístico dos dados de todas as iterações, obtém-se a equação
de incidência do HLB no pomar em função das iterações neste caso:
pptq “ 11` 32, 01e´0,3569t ,
cuja curva correspondente é apresentada na Figura 25. O coeficiente de determinação,
neste caso, é R2 “ 99, 28%.
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Figura 24 – Simulação da disseminação do HLB no pomar pelo movimento natural dos
psilídeos e ação do vento nas iterações 0 (condição inicial), 1, 5, 10, 15 e 20.
iteração 0 iteração 1 iteração 5
iteração 10 iteração 15 iteração 20
Figura 25 – Curva de incidência do HLB em um pomar com a ação do vento cujos dados
foram obtidos por meio da simulação apresentada na Figura 24.
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É interessante, neste momento, fazer uma comparação entre os modelos de
disseminação do HLB no pomar com e sem a ação do vento. Os gráficos da Figura 26
mostram a incidência do HLB, com e sem a ação do vento (Figura 22 e Figura 25,
respectivamente).
Figura 26 – Curvas de incidência do HLB em um pomar pelo movimento natural de
psilídeos sem a ação do vento, e pelo movimento natural de psilídeos mais a
ação do vento.
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Note que, com a ação do vento, a disseminação da doença no pomar é mais
devastadora, o que é razoável esperar, uma vez que o fator vento auxilia no espalhamento
dos psilídeos e, consequentemente, na disseminação da doença.
Na seção seguinte, é proposto um modelo de bidifusão para a disseminação do
HLB em um pomar.
3.3 Bidifusão do HLB
O objetivo, agora, é estudar uma relação entre o aparecimento dos primeiros
sinais de uma árvore infectada e a disseminação da doença no pomar infectado a partir
desta árvore. Para isso, propõe-se um modelo de bidifusão.
Seja um modelo de bidifusão aquele que acopla simultaneamente dois modelos
de difusão. No caso deste trabalho, o modelo de dispersão de manchas por HLB na árvore
primária (Subseção 3.2.1) e o modelo de disseminação da doença no pomar (Subseção 3.2.2).
Será necessário adequar o tempo de iteração de ambos os modelos ao tempo real,
para isso, alguns tópicos do Capítulo 1 serão retomados. Na Seção 1.4, foram apresentadas
curvas de incidência do HLB (Figura 6) em um pomar e curvas de severidade do HLB
(Figura 7) em uma árvore. Para a simulação, suponha que o pomar é formado por árvores
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com idade inicial entre 3 e 5 anos. Com base nos dados das Figuras 6 e 7, as iterações
são ajustadas numericamente e, então, chega-se às Figuras 27 e 28 utilizando um sistema
de AC que mostra a severidade e a incidência do HLB na árvore primária e no pomar,
respectivamente, ao longo de 10 anos.
Figura 27 – Simulação da bidifusão do HLB em um pomar com árvores com idade inicial
de 3 a 5 anos, sendo S e I a severidade da doença na árvore primária e a
incidência da doença no pomar, respectivamente, no início de cada ano.
Árvore - Ano 0 Pomar - Ano 0 Árvore - Ano 1 Pomar - Ano 1
S “ 0, 04% I “ 0, 05% S “ 15, 32% I “ 4%
Árvore - Ano 2 Pomar - Ano 2 Árvore - Ano 3 Pomar - Ano 3
S “ 42, 36% I “ 15, 8% S “ 59, 84% I “ 24, 3%
Árvore - Ano 4 Pomar - Ano 4 Árvore - Ano 5 Pomar - Ano 5
S “ 91, 04% I “ 37, 65% S “ 99, 06% I “ 54, 3%
Árvore - Ano 6 Pomar - Ano 6 Árvore - Ano 7 Pomar - Ano 7
S “ 100% I “ 62, 65% S “ 100% I “ 79, 25%
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Figura 28 – Continuação da Figura 27.
Árvore - Ano 8 Pomar - Ano 8 Árvore - Ano 9 Pomar - Ano 9
S “ 100% I “ 93% S “ 100% I “ 99, 9%
A partir das simulações feitas, fazendo um ajuste de curvas, obtém-se as
equações (3.1) e (3.2), que indicam, respectivamente, a severidade do HLB na árvore
primária, Sptq, e a incidência do HLB no pomar, Iptq, em função do tempo t, dado em
anos:
Sptq “ 11` 324, 51e´2,1485t , (3.1)
Iptq “ 11` 240, 57e´1,1613t . (3.2)
As curvas correspondentes a essas equações são apresentadas na Figura 29, as
quais permitem fazer previsões acerca da disseminação da doença no pomar. Os coeficientes
de determinação obtidos foram R2 “ 99, 42% e R2 “ 98, 36% para a severidade e incidência,
respectivamente.
Figura 29 – Curvas de severidade do HLB na árvore primária, e de incidência do HLB
no pomar formado por árvores com idade inicial entre 3 e 5 anos, ambas em
função do tempo t (em anos).
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Na Tabela 3 são apresentados os valores, em forma de porcentagem, da seve-
ridade do HLB na árvore primária e da incidência do HLB no pomar, no início de cada
ano, ao longo de 10 anos simulados. Veja que, após um ano, a árvore primária apresenta
sinais em 15% de sua copa, enquanto apenas 4% do pomar está infectado. Sabe-se que é
possível identificar uma árvore infectada por meio de inspeção visual quando 15% de sua
copa apresenta sinais, ou seja, no momento em que o pomar ainda não foi comprometido.
Isso mostra que, se medidas de controle forem inseridas logo que os primeiros sinais da
doença forem identificados, talvez seja possível evitar que o pomar fique economicamente
inviável. Contudo, se medidas de controle não forem tomadas, os dados das simulações
mostram que após 5 anos, mais da metade do pomar estará tomado pela doença.
Tabela 3 – Valores da severidade do HLB na árvore primária e da incidência dessa doença
no pomar formado por árvores com idade inicial entre 3 e 5 anos no início de
cada ano.
Ano Severidade do HLB Incidência do HLB
0 0,04% 0.05%
1 15,32% 4%
2 42,36% 15,8%
3 59,84% 24,3%
4 91,04% 37,65%
5 99,06% 54,3%
6 100% 62,65%
7 100% 79,25%
8 100% 93%
9 100% 99,9%
10 100% 100%
Valores obtidos pela simulação da Figura 27.
Essas simulações também permitem concluir que em menos de um ano após o
aparecimento dos primeiros sinais na árvore primária, outras árvores já estarão apresentando
sinais. E devido ao período de incubação (6 a 12 meses), é possível que antes mesmo que a
árvore primária apresente sinais, a doença já tenha se espalhando para outras árvores, as
quais também apresentarão sinais após seu período de incubação.
Capítulo 3. Modelagem do HLB via autômatos celulares 57
3.4 Considerações
O objetivo deste capítulo foi visualizar a dinâmica do HLB em um pomar
utilizando AC. Foram feitas simulações (i) para o espalhamento de manchas causadas por
HLB em uma árvore; e (ii) para a disseminação do HLB no pomar. Para o segundo caso,
foi considerada a disseminação da doença somente pelo movimento natural dos psilídeos, e
também pelo movimento natural dos psilídeos mais a ação do vento.
Vale destacar que as simulações realizadas resultaram em curvas de severidade
e de incidência com crescimento logístico, mesma característica das curvas obtidas por
Bassanezi e Bassanezi (2008), mostradas na Seção 1.4, apesar de terem sido obtidas por
métodos distintos.
Também foi elaborado um modelo de bidifusão com o objetivo de analisar a
relação entre a severidade da doença em uma árvore infectada e a incidência da doença no
pomar infectado a partir desta árvore. Com isso, foi feita uma análise espacial e temporal
da disseminação do HLB com base nos dados apresentados no Capítulo 1. Foi possível
concluir que quando a árvore primária apresenta sinais em 15% de sua copa, 4% do pomar
está infectado. Isto mostra que é possível identificar a doença antes que o pomar esteja
totalmente comprometido, o que serve como motivação para que medidas de controle
sejam tomadas, o que será feito no Capítulo 5.
No capítulo a seguir é feito um estudo da equação clássica de difusão utilizando
Sistemas Baseados em Regras Fuzzy. Também é proposta uma maneira de estimar o
coeficente de difusão neste caso.
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4 Equação de difusão via sistema baseado em
regras fuzzy
No processo de modelagem de fenômenos reais é comum lidar com dados incertos
e imprecisos que, todavia, não deixam de ser importantes para o estudo desses fenômenos.
Uma vez que a matemática clássica inviabiliza o trabalho com esse tipo de dado, houve a
necessidade de buscar outras ferramentas que permitissem tal estudo. Tendo isso como
motivação, em 1965, o matemático Lotfi Asker Zadeh introduziu a Teoria dos Conjuntos
Fuzzy (ZADEH, 1965), com o intuito de estabelecer uma relação entre a matemática
clássica e a matemática que envolve termos linguísticos subjetivos. Esse foi o primeiro
passo para que muitos trabalhos na área fossem realizados.
Um ramo da Teoria de Conjuntos Fuzzy são os Sistemas Baseados em Regras
Fuzzy. Em resumo, esses sistemas consistem em um modelo elaborado a partir de regras
fuzzy do tipo “se estado - então resposta”, sendo estado e resposta definidos por variáveis que
assumem valores expressos qualitativamente por termos linguísticos e quantitativamente
por funções de pertinência fuzzy. Em outras palavras, esses sistemas têm a finalidade
de modelar fenômenos descritos por termos linguísticos subjetivos, ou seja, permitem
obter soluções para modelos matemáticos sem necessariamente se conhecer suas soluções
explícitas.
Dentre os trabalhos realizados nessa área, pode-se citar Ferreira (2011), a qual
elabora um sistema p-fuzzy utilizando ANFIS (Adaptative neuro-fuzzy inference system)
na modelagem de fenômenos descritos por equações diferenciais parciais. Bassani (2016)
propõe um modelo utilizando base de regras para diagnosticar e avaliar o risco de incidência
de doenças cardiovasculares. Pereira (2017) faz um estudo quantitativo do câncer de mama,
para o qual elabora modelos para classificação de nódulos de mama utilizando base de
regras, a fim de auxiliar no diagnóstico, tratamento e prevenção desta doença. Missio
(2011), Gomes (2009) e Silveira (2011) propõem um modelo SIR descrito por equações
diferenciais parciais, a primeira para a febre aftosa em bovinos e as duas últimas para a
dengue, nos quais os parâmetros foram estimados utilizando sistemas baseados em regras
fuzzy. Leite (2011) propõe soluções para o problema de difusão utilizando base de regras,
sistemas dinâmicos p-fuzzy, e também apresenta algumas aplicações desses resultados.
Neste capítulo, são apresentados alguns conceitos sobre a Teoria de Conjuntos
Fuzzy. Também é feita uma abordagem do comportamento difusivo utilizando um sistema
baseado em regras fuzzy, e então é proposta uma forma de estimar o coeficiente de difusão
para este caso.
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4.1 Conceitos preliminares
Nesta seção são apresentados os conceitos da Teoria de Conjuntos Fuzzy
necessários para o desenvolvimento deste capítulo. O leitor que desejar se aprofundar mais
no assunto pode consultar Barros e Bassanezi (2010), Bede (2013) e Pedrycz e Gomide
(1998).
4.1.1 Conjuntos fuzzy
Pode-se dizer que um conjunto fuzzy é uma classe de objetos cuja fronteira que
limita os elementos que pertencem ou não ao conjunto é desconhecida ou inderteminada.
Mais formalmente, define-se:
Definição 1 (Subconjunto fuzzy). Seja U um conjunto clássico. Um subconjunto fuzzy A
de U é caracterizado por uma função
ϕA : U Ñ r0, 1s,
pré-fixada, chamada função de pertinência de A.
O valor ϕApxq P r0, 1s indica o grau de pertinência com que o elemento x P U
está em A, ou seja, quanto mais próximo de 1 é o valor de ϕApxq, mais x pertence a A.
Os valores ϕA “ 0 e ϕA “ 1 indicam, respectivamente, a não pertinência e a pertinência
completa de x ao subconjunto fuzzy A.
Pode-se dizer ainda que um subconjunto fuzzy A de U é composto pelo conjunto
de pares ordenados A “ tpx, ϕApxqq , com x P Uu.
As operações com conjuntos clássicos podem ser estendidas também para
subconjuntos fuzzy. Elas são definidas a seguir.
Definição 2. Sejam A e B subconjuntos fuzzy de U , com funções de pertinência ϕApxq e
ϕBpxq, respectivamente. Então:
a) A é subconjunto fuzzy de B, A Ă B, se ϕApxq ď ϕBpxq, para todo x P U ;
b) A é igual a B, A “ B, se ϕApxq “ ϕBpxq, para todo x P U ;
c) a união entre A e B é o subconjunto fuzzy AYB de U cuja função de pertinência
é ϕAYBpxq “ max tϕApxq, ϕBpxqu, para todo x P U ;
d) a interseção entre A e B é o subconjunto fuzzy A X B de U cuja função de
pertinência é ϕAXBpxq “ min tϕApxq, ϕBu, para todo x P U ;
e) o complementar de A é o subconjunto fuzzy A¯ de U cuja função de pertinência
é ϕA¯pxq “ 1´ ϕApxq, para todo x P U .
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Como forma de ilustração, na Figura 30 tem-se exemplos da união, interseção
e complementar de subconjuntos fuzzy.
Figura 30 – Exemplo dos subconjuntos fuzzy (a) A, (b) B, (c) AYB, (d) AXB, (e) A¯.
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As funções de pertinência do conjunto vazio e do conjunto universo também
são definidas como seguem.
Definição 3. A função de pertinência do conjunto vazio é ϕHpxq “ 0, e a função de
pertinência do conjunto universo é ϕHpUq “ 1, para todo x P U .
Desta definição, tem-se H Ă A e A Ă U , para todo A.
Seguem outras definições importantes.
Definição 4 (Suporte). O suporte de um subconjunto fuzzy A é definido por
suppA “ tx P U : ϕApxq ą 0u ,
ou seja, é o conjunto clássico de todos os elementos x P U , cuja função de pertinência tem
valor diferente de zero.
Definição 5 (α-nível). Seja A um subconjunto fuzzy de U e seja α P r0, 1s. O α-nível de
A é o subconjunto clássico de U definido por
rAsα “ tx P U : ϕApxq ě α, 0 ă α ď 1u .
Assume-se que o nível zero de um subconjunto fuzzy A é o fecho do suporte de
A, isto é, rAs0 “ suppA.
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Definição 6 (Núcleo). Seja A um subconjunto fuzzy de U e seja α P r0, 1s. O núcleo de
A é o subconjunto clássico de U definido por
corepAq “ tx P U : ϕApxq “ 1u ,
ou seja, corepAq “ rAs1.
Definição 7 (Subconjunto fuzzy normal). Um subconjunto fuzzy A de U é dito normal
se existe x0 P A tal que ϕApx0q “ 1.
Definição 8 (Número fuzzy). Um subconjunto fuzzy A de U é chamado de número fuzzy
quando o conjunto universo no qual ϕA está definida é o conjunto dos números reais R, e
satisfaz às condições:
a) todos os α-níveis de A são não vazios, com 0 ď α ď 1;
b) todos os α-níveis de A são intervalos fechados de R;
c) o suporte suppA “ tx P U : ϕApxq ą 0u é limitado.
De forma geral, os números fuzzy representam situações que envolvem valo-
res numéricos imprecisos. Neste trabalho, são utilizados números fuzzy triangulares e
trapezoidais.
Definição 9. Um número fuzzy A é dito triangular se sua função de pertinência é da
forma
ϕApxq “
$’’’’’’’&’’’’’’’%
0 , se x ď a,
x´ a
b´ a , se a ă x ď b,
c´ x
c´ b , se b ă x ď c,
0 , se x ą c,
com a, b, c P R.
Deste modo, o número fuzzy triangular A é definido pelos números reais a, b e
c, e pode ser denotado por pa; b; cq.
Definição 10. Um número fuzzy A é dito trapezoidal se sua função de pertinência é da
forma
ϕApxq “
$’’’’’’’’’’&’’’’’’’’’’%
0 , se x ď a,
x´ a
b´ a , se a ă x ď b,
1 , se b ă x ď c,
d´ x
d´ c , se c ă x ď d,
0 , se x ą d,
com a, b, c, d P R.
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Deste modo, o número fuzzy trapezoidal A é definido pelos números reais a, b,
c e d, e pode ser denotado por pa; b; c; dq.
A Figura 31 traz um exemplo de um número fuzzy triangular e um número
fuzzy trapezoidal.
Figura 31 – Exemplo de (a) número fuzzy triangular A “ p1; 2; 3q e (b) um número fuzzy
trapezoidal B “ p1; 1, 5; 3; 4q.
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As operações aritméticas com números fuzzy são definidas a seguir.
Definição 11. Sejam A e B dois números fuzzy e λ um número real.
a) A soma dos números fuzzy A e B é o número fuzzy A ` B cuja função de
pertinência é
ϕA`Bpzq “
$&% supφpzqminrϕApxq, ϕBpyqs , se φpzq ‰ 00 , se φpzq “ 0 ,
sendo φpzq “ tpx, yq : x` y “ zu;
b) A diferença entre os números fuzzy A e B é o número fuzzy A´B cuja função
de pertinência é
ϕA´Bpzq “
$&% supφpzqminrϕApxq, ϕBpyqs , se φpzq ‰ 00 , se φpzq “ 0 ,
sendo φpzq “ tpx, yq : x´ y “ zu;
c) A multiplicação de λ por A é o número fuzzy λA cuja função de pertinência é
ϕλApzq “
$&% suptx:λx“zurϕApxqs , se λ ‰ 0χt0upzq , se λ “ 0 “
#
ϕApλ´1zq , se λ ‰ 0
χt0upzq , se λ “ 0
,
sendo χt0u a função característica de t0u;
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d) A multiplicação de A por B é o número fuzzy A.B cuja função de pertinência é
ϕA.Bpzq “
$&% supφpzqminrϕApxq, ϕBpyqs , se φpzq ‰ 00 , se φpzq “ 0 ,
sendo φpzq “ tpx, yq : x.y “ zu;
e) A divisão entre A e B é o número fuzzy A{B cuja função de pertinência é
ϕA{Bpzq “
$&% supφpzqminrϕApxq, ϕBpyqs , se φpzq ‰ 00 , se φpzq “ 0 ,
sendo φpzq “ tpx, yq : x{y “ zu.
De forma geral, sendo b qualquer uma das operações aritméticas definidas, os
α-níveis do conjunto AbB são dados por rAbBsα “ rAsα b rBsα, para todo α P r0, 1s.
Este resultado pode ser visto com mais detalhes em Pedrycz e Gomide (1998).
4.1.2 Lógica e relações fuzzy
Ao longo deste trabalho, aparecerão proposições do tipo “Se x é A e y é B,
então z é C ou z é D”. Para que se possa trabalhar com proposições deste tipo, será
necessário traduzí-las para uma linguagem matemática. Para isso, será preciso modelar
tanto os conectivos “e” e “ou” como também a condição “Se ... então ...”. Seguem, então,
as definições de t-norma e t-conorma, as quais estão associadas, respectivamente, aos
conectivos “e” e “ou”, e serão utilizadas mais adiante.
Definição 12 (t-norma). O operador binário ^ : r0, 1s ˆ r0, 1s Ñ r0, 1s é uma t-norma se
satisfizer as seguintes condições:
a) condição de fronteira: 1^ x “ x;
b) comutativtidade: x^ y “ y ^ x;
c) associatividade: x^ py ^ zq “ px^ yq ^ z;
d) monotonicidade: se x ď u e y ď v então x^ y ď u^ v.
Definição 13 (t-conorma). O operador binário _ : r0, 1sˆr0, 1s Ñ r0, 1s é uma t-conorma
se satisfizer as seguintes condições:
a) condição de fronteira: 0_ x “ x;
b) comutatividade: x_ y “ y _ x;
c) associatividade: x_ py _ zq “ px_ yq _ z;
d) monotonicidade: se x ď u e y ď v então x_ y ď u_ v.
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Observe que os operadores min e max são, respectivamente, uma t-norma
(min tx, yu “ x^ y) e uma t-conorma (max tx, yu “ x_ y).
Uma relação fuzzy, assim como os conjuntos fuzzy, é uma extensão da relação
clássica dos conjuntos clássicos para conjuntos fuzzy. Na teoria dos conjuntos fuzzy, uma
relação além de indicar se existe ou não uma associação entre dois objetos, também indica
o grau desta relação.
Definição 14 (Relação fuzzy). Uma relação fuzzy R sobre U1 ˆ U2 ˆ . . .ˆ Un é qualquer
subconjunto fuzzy de U1 ˆ U2 ˆ . . .ˆ Un. Assim, uma relação fuzzy R é definida por uma
função de pertinência ϕR : U1 ˆ U2 ˆ . . .ˆ Un Ñ r0, 1s.
Sendo ϕR a função de pertinência da relação fuzzy R, então o número fuzzy
ϕRpx1, x2, . . . , xnq P r0, 1s indica o grau com que os elementos xi estão relacionados segundo
R.
Um tipo de ralação fuzzy muito utilizado em sistemas fuzzy – assunto da
próxima seção – é o produto cartesiano, cuja definição é apresentada a seguir.
Definição 15. O produto cartesiano fuzzy dos subconjuntos fuzzy A1, A2, . . . , An de
U1, U2, . . . , Un, respectivamente, é a relação fuzzy A1, A2, . . . , An, cuja função de per-
tinência é
ϕA1,A2,...,Anpx1, x2, . . . , xnq “ ϕA1px1q ^ ϕA2px2q ^ . . .^ ϕAnpxnq,
sendo ^ o operador mínimo.
Se o produto cartesiano for formado por apenas dois conjuntos U1 ˆ U2, a
relação é chamada de relação fuzzy binária sobre U1 ˆ U2.
Definição 16. Seja R uma relação fuzzy binária sobre U , cuja função de pertinência é
ϕR. Então, para quaisquer x, y e z de U , a relação fuzzy R é
a) reflexiva se ϕRpx, xq “ 1;
b) simétrica se ϕRpx, yq “ ϕRpy, xq;
c) transitiva se ϕRpx, zq ě ϕRpx, yq ^ ϕRpy, zq;
d) antissimétrica se ϕRpx, yq ą 0 e ϕRpy, xq ą 0 implica x “ y.
4.1.3 Sistemas baseados em regras fuzzy
Um Sistema Baseado em Regras Fuzzy (SBRF) é um sistema que utiliza a
teoria de conjuntos fuzzy para produzir saídas a partir de entradas fornecidas, obedecendo
a regras estabelecidas. Neste caso, as entradas e saídas, bem como as regras, são modeladas
por variáveis linguísticas. Estas, por sua vez, assumem valores expressos qualitativamente
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por termos linguísticos e quantitativamente por uma função de pertinência, ou seja, são
subconjuntos fuzzy.
As regras fuzzy são proposições do tipo “se - então” que podem modelar
fenômenos descritos por termos linguísticos subjetivos. A modelagem de uma variável
linguística é feita por meio da construção de funções de pertinência para cada termo
linguístico associado. Na Figura 32, a variável linguística “Temperatura” assume os termos
linguísticos “Baixa”, “Média” e “Alta”, com funções de pertinência ϕBaixapxq “ p0; 0; 15; 20q,
ϕMédiapxq “ p15; 20; 25q e ϕAltapxq “ p20; 25; 40; 40q, respectivamente.
Figura 32 – Exemplo da variável linguística “Temperatura”.
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Um tipo de SBRF é o controlador fuzzy, cuja principal característica é que
cada saída representa a “ação” correspondente à “condição” da entrada do sistema. Assim,
um controlador fuzzy comanda as tarefas por meio de termos linguísticos, estes termos são
usados para transcrever a base de conhecimentos através de um conjunto de regras fuzzy,
chamado base de regras fuzzy. A partir dessa base de regras fuzzy, obtém-se a relação
fuzzy que produzirá a saída para cada entrada.
Um controlador fuzzy possui quatro módulos: módulo de fuzzificação; módulo
da base de regras; módulo de inferência fuzzy e módulo de defuzzificação. Estes módulos
funcionam como apresentado no esquema da Figura 33. Esta estrutura permite transformar
dados do domínio crisp em dados do domínio fuzzy, a partir daí, um método de inferência
é utilizado nas regras pré-estabelecidas e, então, é feita a transformação do domínio fuzzy
para o domínio crisp.
Módulo de fuzzificação
O módulo de fuzzificação é o processador de entrada. Neste estágio as entradas
crisp do sistema são modeladas por conjuntos fuzzy. É nesse momento que a consulta a
livros ou a um especialista é indispensável, pois com essas informações que será feita a
construção das funções de pertinência envolvidas.
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Figura 33 – Esquema geral de um controlador fuzzy.
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Fonte: Adaptado de Barros e Bassanezi (2010).
Módulo da base de regras
Neste módulo são definidas as relações entre as variáveis linguísticas de entrada
e de saída que serão utilizadas no módulo de inferência. Essas relações são as regras fuzzy
que são estabelecidas na forma de proposições fuzzy como, por exemplo:
“Se x1 é A1 e x2 é A2 e . . . e xn é An
Então y1 é B1 e y2 é B2 e . . . e ym é Bm”
sendo Ai, i “ t1, ..., nu, e Bj, j “ t1, ...,mu, as entradas e saídas, respectivamente. Nesta
etapa também é fundamental elaborar as regras com o auxílio de um especialista ou de
livros específicos que trazem características do modelo.
Módulo de inferência fuzzy
A máquina de inferência fuzzy executa a tomada de decisão com base nos
conjuntos fuzzy e na base de regras. Neste módulo são definidas as t-normas, t-conormas
e as regras de inferência que serão utilizadas para obter a relação fuzzy que modela a
base de regras. Neste trabalho, em particular, será utilizado o método de inferência de
Mamdani, que será apresentado na subseção seguinte.
Módulo de defuzzificação
O módulo de defuzzificação é a etapa final de um controlador fuzzy. É aqui
que se busca uma melhor representação crisp para o conjunto fuzzy obtido no módulo
de inferência. Dentre os diversos métodos de defuzzificação, o que será utilizado neste
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trabalho é o método do centro de gravidade. Este método pode ser interpretado como a
média ponderada numa distribuição de frequências, contudo, os pesos aqui são os valores
ϕBpyiq que indicam o grau de compatibilidade do valor yi com o conceito modelado pelo
conjunto fuzzy B.
As equações (4.1) e (4.2) apresentam o centro de gravidade GpBq para um
domínio discreto e um domínio contínuo, respectivamente:
GpBq “
řn
i“0 yiϕBpyiqřn
i“0 ϕBpyiq
, (4.1)
GpBq “
ş
R
yϕBpyqdyş
R
ϕBpyqdy . (4.2)
De forma sucinta, o centro de gravidade resulta na média das áreas de todas as
figuras que representam os graus de pertinência de um subconjunto fuzzy.
4.1.3.1 Método de inferência de Mamdani
O método de inferência de Mamdani é baseado na regra de composição de
inferência max-min da seguinte maneira:
a) Em cada regra Rj da base de regras fuzzy, a condicional “Se x é Aj então y
é Bj” é modelada pela aplicação ^ (mínimo);
b) O conectivo lógico “e” é modelado pela t-norma ^ (mínimo);
c) O conectivo lógico “ou” é modelado pela t-conorma _ (máximo).
A relação fuzzy M é o subconjunto fuzzy X ˆ Y cuja função de pertinência é
ϕRpx, yq “ max1ďjďrpϕRjpx, yqq “ max1ďjďrrϕAjpxq ^ ϕBjpyqs,
sendo r o número de regras que compõem a base de regras, e Aj e Bj os subconjuntos fuzzy
da regra j. Observe que M é a união dos produtos cartesianos fuzzy entre os antecedentes
e os consequentes de cada regra.
A título de ilustração, considere um controlador fuzzy com duas entradas, x e
y, e uma saída, z. Sua base de regras é como está no Quadro 4.1.
R1 : Se x é A1 e y é B1 então z é C1
R2 : Se x é A2 e y é B2 então z é C2
Quadro 4.1 – Ilustração da obtenção da relação R.
O método de Mamdani atua como apresentado na Figura 34. Sendo X e Y
números fuzzy, com N “ X ˆ Y , para o subconjunto de saída C tem-se a seguinte função
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de pertinência:
ϕCpzq “ sup
px,yq
trpϕA1pxq ^ ϕB1pyq ^ ϕC1pzqq _ pϕA2pxq ^ ϕB2pyq ^ ϕC2pzqqsu^“
ϕXpxq^ϕY pyq
‰(
“ sup
px,yq
trϕXpxq ^ ϕA1pxqs ^ rϕY pyq ^ ϕB1pyqs ^ ϕC1pzqu_
sup
px,yq
trϕXpxq ^ ϕA2pxqs ^ rϕY pyq ^ ϕB2pyqs ^ ϕC2pzqu
“ ϕCR1 pyq _ ϕCR2 pyq,
sendo CR1 e CR2 as saídas parciais das regras R1 e R2, respectivamente.
Figura 34 – Esquematização de um controlador fuzzy com duas entradas e uma saída
utilizando o método de inferência de Mamdani.
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Fonte: Adaptado de Barros e Bassanezi (2010).
De forma geral, o método de Mamdani resulta da união entre as saídas parciais
de cada regra, R1 e R2, sendo que cada saída parcial é obtida da seguinte maneira: é feita
a interseção das entradas com cada antecedente da regra e, em seguida, é feito o produto
cartesiano dessas interseções com os consequentes da regra, então a projeção desse produto
cartesiano é a saída parcial para o subconjunto fuzzy de entrada N .
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4.2 Comportamento difusivo via base de regras
A partir de agora, será feito um estudo do processo difusivo utilizando um
SBRF. É importante destacar que o tratamento dado não será como em um sistema dinâ-
mico, e o coeficiente de difusão D ainda é desconhecido. Assim sendo, o comportamento do
processo difusivo unidimensional será descrito por meio de termos linguísticos subjetivos.
Serão consideradas duas entradas, o tempo e a posição das partículas que se deslocarão
segundo uma difusão, e uma saída, a densidade populacional. As funções de pertinência
para cada termo linguístico bem como a base de regras foram escolhidas de acordo com o
comportamento geral de um processo de difusão unidimensional apresentado no Capítulo 2,
adaptadas do trabalho de Leite (2011), e são descritas a seguir.
Variável de entrada 1: Tempo
Considerando um grupo de partículas concentradas inicialmente num mesmo
ponto, a variável tempo, t , será o tempo de dispersão dessas partículas. Seja t P r0, 1{2s
assumindo os seguintes termos linguísticos: tempo baixíssimo (T1); tempo muito baixo
(T2); tempo médio baixo (T3); tempo baixo (T4); tempo pouco baixo (T5); tempo pouco
alto (T6); tempo alto (T7); tempo médio alto (T8); tempo muito alto (T9); tempo altíssimo
(T10). Suas respectivas funções de pertiência, apresentadas na Figura 35, são:
ϕT1 “ p0; 0; 0, 05; 0, 06q, ϕT6 “ p0, 25; 0, 26; 0, 3; 0, 31q,
ϕT2 “ p0, 05; 0, 06; 0, 1; 0, 11q, ϕT7 “ p0, 3; 0, 31; 0, 35; 0, 36q,
ϕT3 “ p0, 1; 0, 11; 0, 15; 0, 16q, ϕT8 “ p0, 35; 0, 36; 0, 4; 0, 41q,
ϕT4 “ p0, 15; 0, 16; 0, 2; 0, 21q, ϕT9 “ p0, 4; 0, 41; 0, 45; 0, 46q,
ϕT5 “ p0, 2; 0, 21; 0, 25; 0, 26q, ϕT10 “ p0, 45; 0, 46; 0, 5; 0, 5q.
Figura 35 – Funções de pertinência dos termos linguísticos da variável Tempo.
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Variável de entrada 2: Posição
A posição x das partículas será sua distância à origem, e está no intervalo
x P r´1, 1s. São considerados os seguintes termos linguísticos: posição altíssima negativa
(Xn5); posição alta negativa (Xn4); posição média alta negativa (Xn3); posição média
negativa (Xn2); posição baixa negativa (Xn1); posição baixa positiva (Xp1); posição média
positiva (Xp2); posição média alta positiva (Xp3); posição alta positiva (Xp4); posição
altíssima positiva (Xp5). Suas funções de pertiência, representadas na Figura 36, são:
ϕXn5 “ p´1;´1;´0, 8;´0, 7q, ϕXp1 “ p´0, 05; 0, 05; 0, 1; 0, 2q,
ϕXn4 “ p´0, 8;´0, 7;´0, 6;´0, 5q, ϕXp2 “ p0, 1; 0, 2; 0, 3; 0, 4q,
ϕXn3 “ p´0, 6;´0, 5;´0, 4;´0, 3q, ϕXp3 “ p0, 3; 0, 4; 0, 5; 0, 6q,
ϕXn2 “ p´0, 4;´0, 3;´0, 2;´0, 1q, ϕXp4 “ p0, 5; 0, 6; 0, 7; 0, 8q,
ϕXn1 “ p´0, 2;´0, 1;´0, 05; 0, 05q, ϕXp5 “ p0, 7; 0, 8; 1; 1q.
Figura 36 – Funções de pertinência dos termos linguísticos da variável Posição.
Posição da população
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
G
ra
u 
de
 p
er
tin
ên
cia
0
0.2
0.4
0.6
0.8
1
Xn5 Xn3Xn4 Xn1Xn2 Xp2Xp1 Xp3 Xp4 Xp5
Variável de saída: Densidade populacional
A variável de saída será a densidade populacional ρ P r0, 7{2s que assume
os seguintes termos linguísticos: densidade baixíssima (U1); densidade muito baixa (U2);
densidade baixa (U3); densidade média (U4); densidade média alta (U5); densidade alta
(U6); densidade muita alta (U7); densidade altíssima (U8). Suas funções de pertiência,
representadas na Figura 37, são:
ϕU1 “ p0; 0; 0, 2; 0, 3q, ϕU4 “ p0.8; 0.9; 1, 1; 1, 2q, ϕU7 “ p1, 7; 1, 8; 2, 2; 2, 3q,
ϕU2 “ p0, 2; 0, 3; 0, 5; 0, 6q, ϕU5 “ p1, 1; 1, 2; 1, 4; 1, 5q, ϕU8 “ p2, 2; 2, 3; 3, 5; 3, 5q.
ϕU3 “ p0, 5; 0, 6; 0, 8; 0, 9q, ϕU6 “ p1, 4; 1, 5; 1, 7; 1, 8q,
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Figura 37 – Funções de pertinência dos termos linguísticos da variável Densidade popula-
cional.
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Base de regras
A base de regras, apresentada na Tabela 4, foi elaborada de acordo com o
processo de difusão descrito no Capítulo 2, ou seja, inicialmente as partículas estão
agrupadas e, com o passar do tempo, vão se dispersando e se distanciando do ponto de
concentração inicial.
Tabela 4 – Base de regras do SBRF sem sistema dinâmico que descreve o comportamento
de difusão unidimensional.
Posição z Tempo T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
Xn5 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
Xn4 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
Xn3 U3 U3 U2 U2 U2 U2 U2 U2 U2 U2
Xn2 U6 U4 U3 U3 U3 U2 U2 U2 U2 U2
Xn1 U8 U7 U5 U4 U3 U3 U3 U3 U3 U3
Xp1 U8 U7 U5 U4 U3 U3 U3 U3 U3 U3
Xp2 U6 U4 U3 U3 U3 U2 U2 U2 U2 U2
Xp3 U3 U3 U2 U2 U2 U2 U2 U2 U2 U2
Xp4 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
Xp5 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
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Por exemplo:
Se t é baixo (T4) E x é média alta negativa (Xn3) Então ρ é muito baixa (U2),
Se t é muito baixo (T2) E x é baixa negativa (Xn1) Então ρ é altíssima (U8),
Se t é médio alto (T8) E x é altíssima positiva (Xp5) Então ρ é baixíssima (U1).
O método de inferência utilizado foi o método de Mamdani, e como método de
defuzzificação foi utilizado o centro de gravidade. O resultado pode ser visto na Figura 38.
Figura 38 – Comportamento da equação de difusão unidimensional utilizando SBRF sem
sistema dinâmico.
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Note que a solução foi obtida sem qualquer equação explícita, ou seja, apenas
descrevendo o comportamento difusivo utilizando termos linguísticos subjetivos. Na pró-
xima seção é apresentada uma forma de se obter o coeficiente de difusão D para a equação
unidimensional de difusão utilizando a solução obtida via base de regras.
4.3 O coeficiente de difusão via base de regras
O processo difusivo unidimensional, como descrito no Capítulo 2, envolve
algumas variáveis e parâmetros, em particular, o coeficiente de difusão D, o qual indica
quão rápido o movimento se dá. Este parâmetro, muito importante para o fenômeno
estudado, depende de alguns fatores como tamanho das partículas que se deslocam, o tipo
de ambiente e sua temperatura, e por este motivo, não é uma tarefa simples mensurá-lo.
A atribuição de valores para este tipo de parâmetro depende de estimativas,
previsões e pesquisas de campo, o que nem sempre é simples ou viável. Por outro lado,
sabendo que a teoria de conjuntos fuzzy lida com incertezas, esta foi escolhida como
ferramenta para estimar um valor adequado para o coeficiente D.
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O objetivo, aqui, é obter numericamente uma superfície que se assemelhe ao
máximo à solução da Figura 38 obtida via base de regras. Para isso, algumas simulações
são feitas variando os parâmetros envolvidos, até que seja encontrada uma solução viável.
Lembre, do Capítulo 2, que o problema fundamental de difusão no caso unidi-
mensional é dado por: $’’’’’&’’’’’%
Bρ
Bt “ D
B2ρ
Bx2 ,
ρpx, 0q “ N0δpxq, x P p´8,`8q,
lim
xÑ˘8
Bρ
Bt px, tq “ 0 e limxÑ˘8 ρpx, tq “ 0,
(4.3)
sendo ρpx, tq a função densidade na posição x e no tempo t, D o coeficiente de difusão, e
δpxq uma função delta de Dirac que determina o comportamento da condição inicial.
Fazendo simulações variando os valores dos parâmetros envolvidos, decide-se
por tomar N0 “ 31, δpxq “ 1?5pi exp
ˆ´x2
50
˙
e D “ 0, 88, o que resulta na solução
determinística apresentada na Figura 39(a). Ao lado, na Figura 39(b), está a solução
obtida pelo SBRF da seção anterior.
Figura 39 – Superfície da solução do problema fundamental de difusão, sendo: (a) solução
determinística; (b) solução utilizando SBRF.
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Note que o comportamento dessas superfícies é bem semelhante, e por isto, a
solução determinística encontrada é considerada viável. A título de comparação, veja na
Tabela 5 alguns valores de ρpx, tq para o modelo determinístico e para a solução obtida
via base de regras.
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Tabela 5 – Alguns valores da solução determinística e da solução via base de regras para
comparação.
Tempo Posição Densidade populacional Densidade populacionaldo modelo determinístico do modelo via SBRF
0 0 3,4935 3,1551
0 -1 0 0,1183
0,25 0 0,9814 1,001
0,4 0,3 0,6283 0,3997
0,5 1 0 0,1183
Considerando todos os pontos gerados pela solução via base de regras, chega-se
ao erro médio absoluto de 37,3%. Por se tratar de uma solução obtida por dados subjetivos,
o que em geral ocorre na realidade, é, portanto, um erro aceitável. Além disso, sabe-
se que, para um problema real, com mais informações e dados reais, mais próxima da
realidade a superfície poderia ficar, resultando em uma melhor aproximação da solução e,
consequentemente, um melhor valor para o coeficiente D.
É importante ressaltar que diante de qualquer modificação feita no SBRF, seja
nos subconjuntos fuzzy das funções de pertinência, seja na base de regras fuzzy, o valor do
coeficiente D obtido por este prodecimento poderá ser alterado, embora ainda possa ser
adequado.
4.4 Considerações
Neste capítulo foi introduzida a Teoria de Conjuntos Fuzzy, apresentando
algumas definições e sistemas baseados em regras fuzzy. Na Seção 4.2 foi feita uma
modelagem do comportamento difusivo utilizando um sistema baseado em regras fuzzy
com inferência de Mamdani segundo os conceitos apresentados no Capítulo 2. Em seguida,
na Seção 4.3, foi proposta uma maneira de se obter o coeficiente de difusão D para a
equação unidimensional de difusão. É interessante observar que a solução da equação
unidimensional de difusão foi obtida descrevendo o processo de difusão com variáveis
linguísticas, sem envolver diretamente cálculos matemáticos.
No próximo capítulo são apresentados três modelos de controle para a dissemi-
nação do HLB em um pomar.
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5 Modelos de controle para o HLB
Sabe-se que é possível descrever fenômenos da natureza por meio de modelos
matemáticos a fim de entender seu comportamento, entretanto, para alguns problemas
apenas este tipo de modelagem não é o suficiente. Existem fenômenos para os quais é
interessante que se possa controlar de alguma forma sua dinâmica. Como exemplo, suponha
que se quer controlar certo tipo de praga em uma lavoura. O objetivo, então, é reduzir
o números de pragas aplicando a menor quantidade de veneno, causando o menor dano
possível à plantação, ou seja, deseja-se fazer um controle de modo a minimizar a quantidade
de pragas, o custo e os danos. Outro exemplo é o tratamento quimioterápico, neste caso,
deseja-se reduzir o número de células tumorais, aplicando a menor quantidade possível de
drogas, reduzindo ao máximo o desconforto do paciente.
Esses tipos de controle, que minimizam um conjunto de variáveis, são chamados
de controle ótimo. Há vários trabalhos nessa área, como exemplo, Valentino (2009), que
apresenta um modelo matemático que descreve o crescimento da área foliar do feijoeiro
lesionada por fungos, para o qual propõe um controle ótimo linear e um não linear. Seu
objetivo é maximizar a produção e minimizar o custo, minimizando a quantididade de
fungicida utilizado a fim de evitar danos ao meio ambiente e à saúde humana. Zotin (1999)
propõe dois modelos de controle ótimo para uma situação agrícola sujeita ao ataque de
fungos. A autora busca otimizar a produção com o menor custo possível no combate à
praga, ou seja, minimizar a infestação ao final da colheita ao mesmo tempo em que otimiza
o uso do fungicida. Para isso, considera populações de fungos sensíveis e resistentes aos
fungicidas.
Integrando a teoria de controle ótimo com a teoria de conjuntos fuzzy, pode-se
citar o trabalho de Pereira (2013), que aplica a teoria de controle ótimo para resolver
problemas relacionados ao controle de pragas, nos quais a dinâmica que determina o
crescimento populacional ou a condição inicial é subjetiva, sendo modelada por conjuntos
fuzzy. Souza (2018a) propõe modelos de estoque e controle ótimo para peixes considerando
a piracema e a época de defeso. Acrescenta também incerteza aos parâmetros e à condição
inicial, gerando um limiar fuzzy de preservação. Souza (2018b) faz um estudo sobre a
proliferação de células tumorais sob tratamento quimioterápico e a influência da oncologia
integrativa nestes resultados. Para isso, propõe um modelo de controle ótimo considerando
um limiar noético. Também analisa parâmetros e condição inicial fuzzy, levando ao limiar
noético fuzzy.
Tem-se ainda o trabalho de Diniz (2016), o qual estudou teoricamente a
otimização de funções reais com parâmetros fuzzy, problemas variacionais com condições
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de contorno fuzzy e controle ótimo com condição de contorno fuzzy.
Neste capítulo, são propostos três modelos matemáticos para o controle do
HLB em um pomar. Na primeira seção, são apresentados os conceitos preliminares para o
desenvolvimento deste capítulo. Em seguida, na segunda seção, são propostos os modelos.
O primeiro modelo considera a função densidade dos psilídeos para o espalhamento dos
mesmos em um talhão do pomar, para isso, utiliza-se a teoria de controle ótimo para uma
variável; o segundo modelo considera a dinâmica populacional dos psilídeos e a dinâmica
do espalhamento dos mesmos em um pomar, utilizando, para isso, o método GRASP
(Greedy Randomized Adaptive Search Procedure); e o terceiro modelo considera taxas de
transporte e a dinâmica populacional dos psilídeos em cada árvore do pomar, utilizando a
teoria de controle ótimo com várias variáveis.
5.1 Conceitos preliminares
Nesta seção são apresentados os conceitos básicos necessários para o desenvol-
vimento deste capítulo. Na Subseção 5.1.1, são apresentados o problema básico de controle
ótimo e a teoria de controle ótimo com várias variáveis. Na Subseção 5.1.2, é apresentado
a teoria de controle não ótimo baseada na meta-heurística GRASP.
5.1.1 Teoria clássica de controle ótimo
Há várias formas de se inserir um controle em um modelo matemático, a
pergunta que se faz é “qual delas leva ao melhor controle?”. O controle que minimiza (ou
maximiza) um conjunto de variáveis, chamado controle ótimo, é considerado uma excelente
ferramenta de controle em termos matemáticos, uma vez que leva em consideração restrições
físicas ao mesmo tempo em que minimiza (ou maximiza) algum critério de desempenho.
Em um problema de controle ótimo, o comportamento do sistema é descrito
por uma variável de estado. Assume-se que é possível manipular o comportamento da
variável de estado inserindo uma função de controle adequada. Assim, o controle inserido
no sistema de equações diferenciais afetará a dinâmica do sistema de estados. O objetivo,
portanto, é ajustar tal controle para minimizar (ou maximizar) um determinado funcional,
responsável pelo desempenho do controle.
Nesta subseção, são apresentados os conceitos básicos da teoria de controle
ótimo, os quais foram baseados em Kamien e Schwartz (1991), Kirk (1970) e Pontryagin
et al. (1962). Essas referências ficam como sugestão para o leitor que desejar se aprofundar
um pouco mais no assunto.
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5.1.1.1 O problema básico de controle ótimo
Considere um fenômeno descrito pela equação diferencial
dx
dt
“ Gpt, xq. (5.1)
Suponha que se quer exercer um controle sobre este fenômeno, então reescreve-se
(5.1):
dx
dt
“ gpt, x, uq, (5.2)
sendo uptq a função controle, e a função g satisfazendo gpt, x, 0q “ Gpt, xq.
Suponha também que se deseja equilibrar o objetivo desejado com o custo
necessário para alcançá-lo. Para isso, pode-se considerar um funcional que fará esse papel.
Tal funcional, chamado funcional objetivo, é dado por:
Jpuq “ φpxptf qq `
ż tf
t0
fpt, xptq, uptqqdt, (5.3)
sendo t0 e tf o tempo inicial e o tempo final, respectivamente, e xptq o estado associado
ao controle uptq, dado pela equação (5.2). A função φpxptf qq atua como uma penalização
para o estado final.
Sabe-se que há diversas possibilidades para u capazes de manipular o compor-
tamento do estado x, contudo, para que esse controle seja ótimo, deve-se obter um controle
u que minimize (ou maximize) o funcional (5.3). Uma forma de se obter esse controle
ótimo será apresentada mais adiante. Em um primeiro momento, será definido o problema
básico de controle ótimo.
O problema básico de controle ótimo consiste em encontrar uma função de
controle uptq, contínua por partes, e a variável de estado associada xptq para minimizar
um funcional objetivo sob as restrições estabelecidas, isto é,
min
u
ż tf
t0
fpt, xptq, uptqqdt (5.4a)
sujeito a x1ptq “ gpt, xptq, uptqq,
xpt0q “ x0 e xptf q livre.
(5.4b)
Esse controle minimizador é chamado controle ótimo. A solução deste problema
é o par de funções u˚ptq e x˚ptq que satisfaz a restrição (5.4b) e minimiza o funcional
objetivo em (5.4a). Aqui, o termo xptf q livre significa que o valor final de x é irrestrito.
Note que a variável de controle u influencia o funcional objetivo diretamente, pela própria
variável u e, indiretamente, pela variável de estado x, que depende de u, sendo u o conjunto
de todos os controles admissíveis.
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Para este problema, as funções f e g devem ser continuamente diferenciáveis
em seus três argumentos. Além disso, assim como os controles são contínuos por partes, os
estados associados são diferenciáveis por partes.
Há outros tipos de problemas de controle ótimo, como em que o tempo final é
fixo ou o controle é limitado, no entanto, esses casos não serão apresentados, uma vez que
não serão utilizados neste trabalho.
Uma maneira de solucionar o problema do tipo (5.4) é resolver um conjunto de
condições necessárias que um controle ótimo e um estado associado devem satisfazer. Essas
condições foram introduzidas por Pontryagin em meados dos anos 1950, e são descritas a
seguir.
O Princípio Mínimo de Pontryagin estabelece as condições necessárias de
otimalidade para o problema de controle ótimo (5.4). Para auxiliar na resolução deste
problema, define-se o Hamiltoniano:
Hpt, x, u, λq “ fpt, x, uq ` λgpt, x, uq, (5.5)
sendo λ uma função adjunta.
Em termos do Hamiltoniano (5.5), as condições necessárias para que o controle
u˚ptq seja ótimo são:
λ1ptq “ Hxpt, x˚ptq, u˚ptqq, λptf q “ 0, (5.6a)
Hpt, x˚ptq, uptq, λptqq ě Hpt, x˚ptq, u˚ptq, λptqq, (5.6b)
para todo t P rt0, tf s.
Neste caso, a função adjunta λptq é similar a um multiplicador de Lagrange, e
seu papel é acrescentar restrições à função a ser minimizada.
A equação (5.6b), chamada Princípio Mínimo de Pontryagin, mostra que um
controle ótimo deve minimizar o Hamiltoniano (5.5). Para que isso aconteça, também é
necessário que Hu “ 0 para u˚, que é a condição de otimalidade.
As condições (5.6) podem ser enunciadas pelo seguinte teorema:
Teorema 1. Se u˚ptq é um controle ótimo para o problema (5.4), então existe uma função
λptq tal que:
fu ` λgu “ 0,
x1ptq “ gpt, x, uq,
λ1ptq “ ´pfx ` λgxq,
para todo t P rt0, tf s, com λptf q “ 0 (condição de transversalidade).
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A demonstração do Teorema 1 pode ser encontrada em Kamien e Schwartz
(1991).
Em termos do Hamiltoniano (5.5), o Teorema 1 se reduz a:
a) Condição de otimalidade:
BH
Bu “ 0, em u
˚;
b) Equação de estado:
dx˚
dt
“ BHBλ , xpt0q “ x0;
c) Equação adjunta:
dλ
dt
“ ´BHBx , λptf q “ 0;
com H “ Hpx˚ptq, u˚ptq, λptq, tq.
Como dito anteriormente, o Teorema 1 estabelece as condições necessárias
para que um controle uptq seja ótimo, por outro lado, essas condições, em geral, não são
suficientes. O teorema a seguir estabelece em qual situação as condições necessárias são
também suficientes.
Teorema 2. Sejam fpt, x, uq e gpt, x, uq funções continuamente diferenciáveis em seus
três argumentos e côncavas em u. Se as funções u˚ptq, x˚ptq e λptq, com λptq ě 0, @t, do
problema de controle ótimo (5.4) satisfazem as condições necessárias do Teorema 1, para
todo t P rt0, tf s, então as condições necessárias do Teorema 1 são também suficientes.
Novamente, a demonstração do Teorema 2 pode ser encontrada em Kamien e
Schwartz (1991).
Em resumo, resolver um problema de controle ótimo do tipo (5.4) é o mesmo
que resolver um problema com duas incógnitas, u˚ e x˚. Para isso, introduz-se a variável
adjunta λ, similar a um multiplicador de Lagrange e, então, atribui-se a informação da
equação de estado à minimização do funcional objetivo.
É importante mencionar que o problema de maximização é análogo, inclusive
nas condições necessárias. Neste caso, maximiza-se o Hamiltoniano e a inequação do
Princípio Mínimo de Pontryagin, agora Princípio Máximo de Pontryagin, é modificada,
isto é:
Hpt, x˚ptq, uptq, λptqq ď Hpt, x˚ptq, u˚ptq, λptqq,
para todo t P rt0, tf s.
A seguir, é apresentado um tipo de problema de controle ótimo com várias
variáveis.
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5.1.1.2 Controle ótimo com várias variáveis
Os métodos apresentados para resolução do problema de controle ótimo com
uma variável de controle e um estado associado podem ser estendidos para o problema de
controle ótimo com várias variáveis de controle e estados associados.
Considere um problema com n variáveis de estado, m variáveis de controle,
e uma função de penalização φ. Deseja-se maximizar um funcional com várias variáveis
sujeito a várias restrições, ou seja,
max
u1,...,um
φpx1ptf q, . . . , xnptf qq `
ż tf
t0
fpt, x1ptq, . . . , xnptq, u1ptq, . . . , umptqqdt (5.7a)
sujeito a x1iptq “ gipt, x1ptq, . . . , xnptq, u1ptq, . . . , umptqq,
xipt0q “ xi0 com i “ 1, . . . , n,
(5.7b)
sendo f e gi funções continuamente diferenciáveis em todas as variáveis.
Usando a notação vetorial, sejam ~xptq “ px1ptq, . . . , xnptqq, ~uptq “ pu1ptq, . . . , umptqq,
~x0ptq “ px10ptq, . . . , xn0ptqq, e ~gpt, ~x, ~uq “ pg1pt, ~x, ~uq, . . . , gnpt, ~x, ~uqq. Então, pode-se rees-
crever a equação (5.7) como:
max
~u
φp~xptf qq `
ż tf
t0
fpt, ~xptq, ~uptqqdt (5.8a)
sujeito a ~x 1ptq “ ~gpt, ~xptq, ~uptqq,
~xpt0q “ ~x0.
(5.8b)
Como são n estados, deve-se ter n funções adjuntas, uma para cada estado.
Para introduzir um vetor de funções diferenciáveis por partes ~λptq “ pλ1ptq, . . . , λnptqq,
define-se o Hamiltoniano:
Hpt, ~x, ~u,~λq “ fpt, ~x, ~uq ` ~λ ¨ gpt, ~x, ~uq,
sendo ‘¨’ o produto escalar de vetores.
Assumindo ~u ˚ um vetor de variáveis de controle ótimas e ~x ˚ o vetor de
variáveis de estado associadas, analogamente ao que foi feito anteriormente, as variáveis que
satisfazem as condições de otimalidade, a equação adjunta e a condição de tranversalidade
são obtidas para cada componente dos respectivos vetores. Isto é, ~u ˚ maximiza Hpt,~c, ~u, ~λq,
e ~u ˚, ~x ˚ e ~λ satisfazem:
a) Condição de otimalidade:
BH
Buk “ 0 em u
˚
k, para k “ 1, . . . ,m;
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b) Equação de estado:
dxi˚
dt
“ BHBλi “ gipt, ~x, ~uq, xipt0q “ xi0, para i “ 1, . . . , n;
c) Equação adjunta:
dλj
dt
“ ´BHBxj , λjptf q “ φp~xptf qq, para j “ 1, . . . , n;
com
Hpt, ~x, ~u, λq “ fpt, ~x, ~uq `
nÿ
i“1
λiptqgipt, ~x, ~uq.
Neste caso, φxj representa a derivada parcial na componente xj. Note que, se
φ ” 0, então λjptf q “ 0, para todo j, como no problema básico de controle ótimo (5.4).
Há outros tipos de problema de controle ótimo com várias variáveis que não
serão apresentados aqui, uma vez que não serão utilizados neste trabalho.
Como feito para o problema de controle ótimo com uma variável de controle
e um estado associado (5.4), resolver o problema de controle ótimo com várias variáveis
(5.8) resume-se em resolver um problema com duas incógnitas, ~u ˚ e ~x ˚, sendo que para
isso, introduz-se a variável adjunta ~λ, e então, atribui-se as informações das equações de
estado à maximização do funcional objetivo.
Na próxima subseção, é apresentada a teoria de controle não ótimo que utiliza
a meta-heurística GRASP.
5.1.2 Método GRASP
Nesta subseção, aborda-se brevemente a teoria de controle que utiliza a meta-
heurística GRASP. O conteúdo aqui apresentado é baseado em Feo e Resende (1995) e
Resende e Ribeiro (2010), referências sugeridas ao leitor que desejar ver mais detalhes
sobre o assunto.
Os métodos heurísticos são técnicas utilizadas para resolver problemas de
otimização, em que se busca soluções factíveis para o problema proposto. Em geral, esses
métodos não são capazes de garantir uma solução ótima, entretanto, são mais simples e
flexíveis, permitindo obter boas soluções para problemas mais complexos. Entre os métodos
heurísticos existentes está o GRASP.
A meta-heurística GRASP, Greedy Randomized Adaptive Search Procedure, é
um algoritmo comumente utilizado em problemas de otimização combinatória, que consiste
basicamente em duas fases: de construção e de busca local.
Na fase de construção, cria-se uma solução viável usando uma função gulosa,
que recebe este nome por procurar o melhor benefício de cada iteração. Na fase de busca
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local, procura-se melhorar a solução gerada na fase de construção. Isso é feito por meio
de sucessivas iterações que investigam a vizinhança da solução construída, substituindo a
solução atual por uma solução melhor, quando esta é encontrada na iteração.
A cada iteração da fase de construção, os elementos são atualizados, criando-se
uma lista restrita de candidatos, formada pelos melhores elementos avaliados. A busca da
melhor solução é feita pela seleção aleatória entre os elementos desta lista.
As duas fases, de construção e de busca, são repetidas por um número finito
de iterações, até que um critério de parada estabelecido seja satisfeito, e então, a melhor
solução é mantida como resultado. É importante destacar que a eficiência da busca local
depende da escolha adequada da vizinhança a ser explorada, do funcional a ser otimizado,
e da estrutura de dados.
Como exemplo, suponha que se deseja minimizar certo funcional, então constroi-
se uma solução viável e um algoritmo que escolhe aleatoriamente, num conjunto finito
de dados, elementos para esta solução, em seguida, faz-se uma busca local a partir desta
solução, a fim e obter a melhor solução local. As iterações terminam quando algum critério
de parada é satisfeito
Uma característica do método GRASP é seu baixo custo computacional. Além
disso, é um método construtivo, uma vez que privilegia a geração de uma solução inicial
de melhor qualidade, utilizando a busca local apenas para pequenas melhorias.
5.2 Modelos alternativos para controle do HLB
Nesta seção, são propostos três modelos de controle para o HLB. O primeiro
modelo utiliza a teoria de controle ótimo com uma variável para o controle dos psilídeos
em um talhão do pomar; o segundo modelo utiliza o método GRASP para o controle
dos psilídeos no pomar; e o terceiro modelo, um modelo alternativo, considera taxas de
transporte e a teoria de controle ótimo com várias variáveis para o controle dos psilídeos
no pomar.
Para os três modelos, considere um pomar formado por 2000 árvores dispostas
em 50 talhões, como no Capítulo 3. Suponha que um grupo de psilídeos foi identificado
em uma árvore desse pomar. Deseja-se, então, fazer um controle desses psilídeos por meio
da aplicação de um fungicida.
5.2.1 Controle em um talhão
O problema fundamental de difusão, visto na Seção 2.3, descreve a dispersão
unidimensional de um grupo de indivíduos. Note que o problema de disseminação do HLB
em um pomar é, em termos matemáticos, bidimensional. Por este motivo, o primeiro
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modelo proposto é para o controle de psilídeos em apenas um talhão do pomar, ou seja, um
caso unidimensional. O estudo da difusão no talhão é um primeiro enfoque para descrever
posteriormente a difusão em todo pomar (Veja 5.2.2).
Suponha que foram identificados psilídeos em uma árvore qualquer de um
talhão do pomar, logo, será aplicado fungicida por todo o talhão, porém cada árvore
deste talhão receberá uma quantidade de fungicida proporcional à sua densidade inicial de
psilídeos.
O problema fundamental de difusão visto na Seção 2.3 é dado por:$’’’’’&’’’’’%
Bρ
Bt “ D
B2ρ
Bx2
ρpx, 0q “ N0δpxq, x P p´8,`8q
lim
xÑ˘8
Bρ
Bt px, tq “ 0 e limxÑ˘8 ρpx, tq “ 0
(5.9)
sendo D o coeficiente de difusão e ρ a densidade de psilídeos que se deslocam ao longo de
x no decorrer do tempo t.
Como dito anteriormente, o problema fundamental de difusão (5.9) envolve
uma equação diferencial parcial. Como a teoria de controle ótimo apresentada na Subseção
5.1.1 foi desenvolvida para modelos de equações diferenciais ordinárias, será necessário
fazer uma adaptação do modelo de difusão com uma equação diferencial parcial para um
modelo com uma equação diferencial ordinária.
Lembre, ainda da Seção 2.3, que a solução fundamental do problema funda-
mental de difusão (5.9), obtida via Análise Dimensional, é:
ρpx, tq “ N0?
4piDt
exp
ˆ´x2
4Dt
˙
, (5.10)
e representa a densidade de psilídeos ρ na posição x no tempo t.
Pode-se reescrever a solução (5.10) para um valor fixo de x, x “ x¯, ou seja:
ρptq “ ρpx¯, tq “ N0?
4piDt
exp
ˆ´x¯2
4Dt
˙
, (5.11)
sendo x¯ uma constante.
Esta equação descreve o comportamento da densidade de psilídeos ρ na posição
x¯ ao longo do tempo t.
Da teoria de Cálculo Diferencial e Integral, sabe-se que a derivada da equação
(5.11) em relação a t descreve a variação da densidade de psilídeos ao longo do tempo t na
posição x¯, a qual é dada por:
ρ1ptq “ N0?
16piDt3
ˆ
x¯2
2Dt ´ 1
˙
exp
ˆ´x¯2
4Dt
˙
,
ρpt0q “ ρ0.
(5.12)
Capítulo 5. Modelos de controle para o HLB 84
A equação (5.12) é uma equação diferencial ordinária do tipo ρ1ptq “ Gpt, ρq,
e representa a variação dos psilídeos na posição x¯ ao longo do tempo t. Esta posição x¯
representa, neste modelo, uma árvore do talhão considerado.
O objetivo, agora, é inserir um controle u a fim de minimizar a densidade ρ,
ou seja, deseja-se minimizar tanto a variável de estado ρ, quanto a variável de controle
u. Dentre as diversas formas de controle existentes, a escolhida aqui é a aplicação de
fungicida. Sendo uptq o controle a ser inserido, considere que sua eficiência é proporcional
à densidade ρptq. Assim, pode-se escrever a equação de estado ρ1ptq “ gpt, ρ, uq como:
ρ1ptq “ N0?
16piDt3
ˆ
x¯2
2Dt ´ 1
˙
exp
ˆ´x¯2
4Dt
˙
´ c1ρptquptq,
ρpt0q “ ρ0,
sendo c1 ą 0 um parâmetro que pondera a influência do controle u sobre o estado ρ.
Para aplicar a teoria de controle ótimo, é necessário também escolher o funcional
objetivo a ser minimizado. Essa escolha será baseada no critério de desempenho do controle
aplicado, ou seja, deve-se considerar tanto a variável de estado ρ, quanto a variável de
controle u. Neste problema, especificamente, deseja-se um funcional objetivo que minimize
a função densidade ρ ao mesmo tempo em que diminua o custo envolvido para isso.
Entende-se por custo, neste caso, a quantidade de fungicida utilizada. Portanto, escolhe-se
o funcional objetivo:
Jpuq “
ż tf
t0
“
c2ρ
2ptq ` c3u2ptq
‰
dt,
com c2 e c3 constantes não negativas que equilibram a ação de ρ e de u no problema de
controle ótimo no intervalo de tempo rt0, tf s. Os termos ao quadrado em ρ e em u existem
para evitar problemas com relação a valores negativos dessas variáveis.
Assim, pode-se escrever o problema de controle ótimo como:
min
u
ż tf
t0
“
c2ρ
2ptq ` c3u2ptq
‰
dt (5.13a)
sujeito a ρ1ptq “ N0?
16piDt3
ˆ
x¯2
2Dt ´ 1
˙
exp
ˆ´x¯2
4Dt
˙
´ c1ρptquptq,
ρpt0q “ ρ0.
(5.13b)
O problema (5.13) significa que o objetivo é minimizar a densidade de psilídeos
ρ bem como a quantidade de fungicida u aplicada na árvore x¯ do talhão, no intervalo de
tempo rt0, tf s.
Utilizando o Princípio Mínimo de Pontryagin para resolver este problema,
tem-se:
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a) o Hamiltoniano:
H “ c2ρ2 ` c3u2 ` λ N0?16piDt3
ˆ
x¯2
2Dt ´ 1
˙
exp
ˆ ´x¯
4Dt
˙
´ λc1ρu,
b) a equação de estado:
ρ1ptq “ N0?
16piDt3
ˆ
x¯2
2Dt ´ 1
˙
exp
ˆ´x¯2
4Dt
˙
´ c1ρ˚u˚,
ρpt0q “ ρ0,
(5.14)
c) a equação adjunta:
λ1ptq “ ´BHBρ ñ λ
1ptq “ λc1u˚ ´ 2c2ρ˚,
λptf q “ 0,
(5.15)
d) a condição de otimalidade:
BH
Bu “ 0, para u
˚ ñ u˚ptq “ c1λρ
˚
2c3
, (5.16)
com ρ “ ρptq, u “ uptq.
Resolver o problema de controle ótimo (5.13) consiste em resolver as equações
(5.14), (5.15) e (5.16). No entanto, observe que as equações (5.14) e (5.15) devem satisfazer
condições em tempos diferentes, o que torna inviável a resolução de forma convencional. Por
este motivo será utilizado o método numérico de varredura Forward-Backward1 (LENHART;
WORKMAN, 2007). Neste método, em resumo, o cálculo de ρ é feito iterativamente de t0
a tf , o cálculo de λ é feito de trás para frente, de tf a t0, e o cálculo de u é feito a partir
da atualização de ρ e λ, a cada iteração.
Para as simulações do problema de controle ótimo (5.13) é preciso escolher
valores para os parâmetros N0, D, para os pesos c1, c2, c3, para os tempos t0, tf , e para a
condição inicial ρ0.
O parâmetro N0 foi escolhido de forma arbitrária, e o coeficiente de difusão D
considerado foi obtido no Capítulo 4.
Os pesos c1, c2, c3 foram escolhidos de forma empírica, de modo a obter a
estabilidade da função de estado ρ sob a ação da variável de controle u.
Supondo a aplicação de fungicida ao longo de um ano, tem-se t0 “ 0 e tf “ 1,
com t dado em anos.
Para a escolha da condição inicial ρ0 para cada x¯, isto é, a densidade inicial de
psilídeos em cada árvore do talhão, será utilizada novamente a solução (5.10). Suponha,
1 No método de varredura Forward-Backward, o método de Runge-Kutta de quarta ordem é utilizado
como ferramenta para a resolução das equações diferenciais ordinárias envolvidas.
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portanto, que os psilídeos foram identificados inicialmente na 20a árvore do talhão. Assuma
que, antes da aplicação do fungicida esses psilídeos se espalharam pelo talhão segundo a
equação unidimensional de difusão, assim tem-se que, na equação (5.10), se t “ 0 então
a curva ρpx, 0q mostra o comportamento inicial da densidade ρ ao longo do talhão. Em
outras palavras, quando t “ 0, para cada valor de x tem-se um valor para ρ. Este valor
ρpxi, 0q será a condição inicial ρ0 para cada árvore xi “ x¯ do talhão, com i inteiro variando
de 1 a 40. No entanto, observe que a solução (5.10) não está definida para t “ 0, por este
motivo, será considerado um valor para t próximo de zero, a saber, t “ 10´5.
Para facilitar a implementação do código, assuma que as 40 árvores estão
dispostas no intervalo real r´1, 1s. Com isso, a condição inicial, escolhida arbitrariamente
na 20a árvore, estará, agora, na posição 0 do intervalo r´1, 1s.
Na Figura 40 é mostrada a solução do problema de controle ótimo (5.13) e seu
controle associado para x¯ “ 0, 25, c1 “ 0, 8, c2 “ 2, 5, c3 “ 0, 3. Para esse x¯, com N0 “ 1 e
D “ 0, 88, tem-se ρ0 “ 0, 9428.
Figura 40 – Solução do problema de controle ótimo (5.13) para N0 “ 1, D “ 0, 88,
x¯ “ 0, 25, ρ0 “ 0, 9428, c1 “ 0, 8, c2 “ 2, 5, c3 “ 0, 3. O primeiro gráfico
mostra as curvas de estado ρ com e sem efeito de controle ao longo de 1 ano;
o segundo gráfico mostra a dinâmica ótima do controle.
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A sequência de Figuras 41, 42 e 43 mostra os gráficos da solução do problema
de controle ótimo (5.13) e seu controle associado ao variar os pesos c1, c2 e c3.
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Figura 41 – Solução do problema de controle ótimo (5.13) para N0 “ 1, D “ 0, 88,
x¯ “ 0, 25, ρ0 “ 0, 9428, c1 “ 0, 8, c2 “ 1, c3 “ 0, 3. O primeiro gráfico mostra
as curvas de estado ρ com e sem efeito de controle ao longo de 1 ano; o segundo
gráfico mostra a dinâmica ótima do controle.
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Figura 42 – Solução do problema de controle ótimo (5.13) para N0 “ 1, D “ 0, 88,
x¯ “ 0, 25, ρ0 “ 0, 9428, c1 “ 0, 8, c2 “ 2, 5, c3 “ 1. O primeiro gráfico mostra
as curvas de estado ρ com e sem efeito de controle ao longo de 1 ano; o segundo
gráfico mostra a dinâmica ótima do controle.
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Figura 43 – Solução do problema de controle ótimo (5.13) para N0 “ 1, D “ 0, 88,
x¯ “ 0, 25, ρ0 “ 0, 9428, c1 “ 1, 5, c2 “ 2, 5, c3 “ 0, 3. O primeiro gráfico
mostra as curvas de estado ρ com e sem efeito de controle ao longo de 1 ano;
o segundo gráfico mostra a dinâmica ótima do controle.
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Note que, tomando c2 menor (Figura 41) ou c3 maior (Figura 42), o controle
inicialmente é menor do que antes e, consequentemente, sua ação sobre a equação de estado
menos efetiva, já que ρ diminui, porém, menos do que comparado à primeira simulação.
Por outro lado, tomando c1 maior (Figura 43), embora a variação no controle seja pequena,
sua ação sobre a equação de estado é consideravelmente mais efetiva, uma vez que nota-se
uma diminuição maior em ρ do que anteriormente.
Observe que o modelo elaborado, bem como as simulações realizadas, foram
feitos para um valor específico de x, x “ x¯. É possível fazer simulações para cada uma das
40 árvores do talhão, cada qual com sua condição inicial obtida por seu respectivo ρ0, e
assim, obter uma superfície de solução para o problema de controle ótimo para um talhão
do pomar infectado por HLB. Na Figura 44(a) são apresentadas as curvas de cada árvore
do talhão com e sem a ação do controle, na Figura 44(b) tem-se a superfície resultante da
união destas curvas.
É importante observar que quanto mais próximo x está da origem, mais efetivo
é o controle. Isto justifica-se pois quanto maior for a condição inicial, maior deve ser o
controle inicial, já que há uma densidade maior de psilídeos a ser minimizada, e, como pode
ser visto na Figura 44, isso acontece justamento próximo à origem, quando a concentração
de psílideos é inicialmente maior.
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Figura 44 – (a) Curvas ρpxi, tq de cada árvore xi do talhão. À esquerda sem controle, à
direita com controle. (b) Superfície resultante da união das curvas ρpxi, tq de
cada árvore xi do talhão. À esquerda sem controle, à direita com controle.
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Note que este modelo não considera a dinâmica populacional de psilídeos, nem o
espalhamento para os demais talhões do pomar. Por este motivo, quase não se vê diferença
entre o modelo com controle e o modelo sem controle. Na subseção seguinte é proposto
um modelo mais aprimorado que utiliza o método GRASP para o controle.
5.2.2 Controle em um pomar
Com o objetivo de aprimorar o modelo proposto anteriormente, e diante da
dificuldade de se aplicar um controle ótimo em um problema bidimensional, propõe-se
agora um modelo de controle para a disseminação do HLB utilizando o método GRASP.
Uma vez que tanto a curva de severidade como a curva de incidência do HLB
têm crescimento logístico, como visto no Capítulo 1, considere que a dinâmica populacional
de psilídeos de cada árvore pi, jq do pomar tenha o mesmo comportamento, sendo descrita
pelo modelo discreto de Verhulst, dado por:
P t`1i,j “ P ti,j ` rP ti,j
ˆ
1´ P
t
i,j
K
˙
´ µP ti,j, (5.17)
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em que é P ti,j a população de psilídeos da árvore pi, jq no tempo t, r a taxa de crescimento
intrínseco, µ a taxa de mortalidade, e K a capacidade de suporte.
Considere também que o espalhamento dos psilídeos por entre as árvores do
pomar ocorra segundo a equação bidimensional discreta de difusão, obtida por diferenças
finitas centradas, dada por:
ρt`1i,j “ ρti,j `D
`
ρti´1,j ` ρti`1,j ` ρti,j´1 ` ρti,j`1 ´ 4ρti,j
˘
, (5.18)
sendo ρti,j a densidade populacional da árvore pi, jq no tempo t, e D o coeficiente de difusão.
Essas duas dinâmicas ocorrem simultaneamente sujeitas à seguinte condição:
assuma que os psilídeos de uma árvore somente migrarão para outra árvore do pomar
quando atingirem 50% de sua capacidade de suporte, ou seja, a equação (5.18) somente é
aplicada quando P ti,j ě 0, 5K. Isto pode ser justificado pois, como o crescimento é logístico,
P ti,j “ 0, 5K significa que os psilídeos estão no momento de crescimento máximo, que é o
ponto de inflexão do modelo.
Estabelecida a dinâmica de espalhamento dos psilídeos no pomar, e conse-
quentemente da doença, deseja-se então inserir algum controle que seja capaz de atuar
diretamente na população de psilídeos. Assim sendo, reescreve-se a equação (5.17) como:
P t`1i,j “ P ti,j ` rP ti,j
ˆ
1´ P
t
i,j
K
˙
´ µP ti,j ´ c1V ti,jP ti,j, (5.19)
sendo V ti,j o controle que será aplicada na árvore pi, jq no tempo t, e c1 ą 0 um parâmetro
que pondera a influência do controle V sobre a população P .
Tendo como objetivo minimizar tanto a população de psilídeos quanto a quan-
tidade de fungicida aplicada, define-se então a função objetivo a ser minimizada:
fpP, V q “ c2
nÿ
j“1
mÿ
i“1
P 2i,j ` c3
nÿ
j“1
mÿ
i“1
V 2j , (5.20)
sendo c2 e c3 constantes não negativas que equilibram a ação de P e V no problema de
minimização.
Algumas hipóteses acerca da aplicação do fungicida são estabelecidas:
a) a aplicação de fungicida é feita somente quando houver alguma árvore que
contenha ao menos 70% de sua capacidade de suporte com psilídeos, isto é,
o fungicida será aplicado quando P ti,j ě 0, 7K;
b) quando uma árvore satisfizer as condições para receber fungicida, este será
aplicado em todo o talhão que a contém, e também nos quatro talhões à
direita e à esquerda;
c) a aplicação de fungicida, respeitando as condições dos itens anteriores, será
feita a cada 15 dias, ao longo de um ano.
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A pergunta que se faz neste momento é “como saber a quantidade de fungicida
a ser aplicado?”. Isso será determinado pelo método GRASP.
Neste caso, define-se alguns valores reais no intervalo real r0, 1s que representam
a quantidade de fungicida V a ser aplicado. Note que a função controle considerada é uma
constante no intervalo r0, 1s. O algoritmo irá testar aleatoriamente todos estes valores no
modelo implementado, verificando ao final de cada simulação qual valor de V levou ao
menor valor para a função objetivo (5.20). Ao final das simulações, obtém-se a melhor
solução segundo o método aplicado.
Para as simulações do problema de minimização da função (5.20) é necessário
escolher valores para os parâmetros c1, c2 e c3, para os coeficientes r, µ, K e D, e para as
condições iniciais P 0i,j , sendo i, j inteiros, com i variando de 1 a 40, e j variando de 1 a 50.
Os valores de c1, c2 e c3 foram escolhidos empiricamente, de modo a obter
estabilidade do sistema. Os parâmetros r, µ, K e D foram escolhidos de forma arbitrária.
Destaca-se, neste momento, que o modelo em questão é bidimensional e, por este motivo,
não será utilizado o mesmo coeficiente de difusão D obtido no Capítulo 4, uma vez que foi
obtido para o caso unidimensional.
Suponha que inicialmente somente a árvore na posição p25, 1q contenha psilídeos,
numa proporção de 10% de sua capacidade de suporte K, ou seja, as condições iniciais
são P 025,1 “ 0, 1K e P 0i,j “ 0, para todo pi, jq ‰ p25, 1q.
Os gráficos das Figuras 45 e 46 mostram o comportamento dos psilídeos nas
árvores p25, 1q (condição inicial) e p22, 2q com e sem a ação do controle, bem como os
controles associados, para r “ 0, 2, µ “ 0, 02, K “ 1, D “ 0, 002, c1 “ 1, c2 “ 0, 5,
c3 “ 200 e P 025,1 “ 0, 1.
Observe, na Figura 45, que o controle, embora possa ser aplicado a cada quinze
dias, teve sua primeira aplicação somente após 1 mês. Isso ocorreu devido a uma condição
na aplicação de fungicida, a qual impõe que o fungicida será aplicado se a quantidade de
psilídeos for superior a 50% de sua capacidade de suporte, o que não ocorreu nos quinze
primeiros dias. Além disso, veja que a quantidade de fungicida aplicada, além de satisfazer
às restrições impostas, é proporcional à quantidade de psilídeos na árvore, devido à função
objetivo (5.20), por isso em alguns momentos a quantidade de fungicida é maior que em
outros.
Já na Figura 46, note que o controle iniciou logo após um mês, apesar dos
psilídeos aparecerem na árvore somente após 9 meses. Isso ocorre devido à condição na
aplicação de fungicida, que impõe que o fungicida seja aplicado em todo o talhão onde há
alguma árvore com psilídeos, ou seja, no talhão onde está a árvore p22, 2q foi identificada
alguma árvore em condições de receber fungicida após um mês do início do controle.
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Figura 45 – Solução do problema de controle para a árvore p25, 1q, com r “ 0, 2, µ “ 0, 02,
K “ 1, D “ 0, 002, c1 “ 1, c2 “ 0, 5, c3 “ 200 e P 025,1 “ 0, 1. O primeiro
gráfico mostra a dinâmica da população P25,1 com e sem efeito de controle ao
longo de 12 meses; o segundo gráfico mostra a dinâmica do controle.
Tempo (meses)
0 2 4 6 8 10 12
Po
pu
la
çã
o 
P
0
0.2
0.4
0.6
0.8
1
Sem controle
Com controle
Tempo (meses)
0 2 4 6 8 10 12
Co
nt
ro
le
 V
0
0.2
0.4
0.6
0.8
1
Figura 46 – Solução do problema de controle para a árvore p22, 2q, com r “ 0, 2, µ “ 0, 02,
K “ 1, D “ 0, 002, c1 “ 1, c2 “ 0, 5, c3 “ 200 e P 022,2 “ 0. O primeiro gráfico
mostra as curvas de estado P22,2 com e sem efeito de controle ao longo de 12
meses; o segundo gráfico mostra a dinâmica ótima do controle.
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Na Figura 47 é apresentada a vista por cima do pomar com e sem a ação do
controle ao final de 3, 6, 9 e 12 meses. As regiões em verde indicam as árvores que não
contêm psilídeos, as regiões em cinza indicam as árvores que contêm psilídeos. A escala de
cinza indica quão infestada de psilídeos a árvore está, isto é, quanto mais claro, menor a
porcentagem de psilídeos, quanto mais escuro, maior a porcentagem de psilídeos.
Figura 47 – Vista por cima do pomar com e sem a ação do controle ao final de 3, 6, 9 e 12
meses.
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A partir das simulações realizadas, conclui-se que após um ano, sem aplicação
de fungicida, 10,2% das árvores do pomar continham psilídeos, enquanto que, com a
aplicação de fungicida de acordo as condições descritas anteriormente, este valor foi de
2,8%.
É importante ressaltar que este método não garante a otimalidade, todavia
permite uma solução mínima local, que, como mostrado na Figura 47, retornou uma
solução que reduziu significativamente o número total de árvores com psilídeos ao final de
um ano.
A seguir, é proposto um modelo alternativo para o controle do HLB que
considera taxas de transporte.
5.2.3 Modelo alternativo
Sabe-se que a principal forma de disseminação do HLB é por meio do vetor
transmissor: o psilídeo infectivo. Pensando nisso, é proposto um modelo de controle ótimo
para a disseminação do HLB considerando a dinâmica populacional de psilídeos de cada
árvore do pomar. Para isso, serão consideradas as taxas de transporte de psilídeos de uma
árvore para outra, com base no trabalho de Takahashi (2004), a qual propôs um modelo
envolvendo taxas de transporte para estudar a propagação urbana e geográfica da dengue.
A autora discute alguns modelos que descrevem as dinâmicas vital e de dispersão do Aedes
aegypti e o efeito do transporte rodoviário numa rede de cidades sobre as dinâmicas de
propagação do Aedes aegypti e da dengue.
Para a formulação do modelo, seja novamente um pomar formado por 2000
árvores dispostas em 50 talhões, como na Figura 48.
Figura 48 – Disposição de 2000 árvores no pomar.
A1 A2 A3 . . . A50
A51 A52 A53 . . . A100
A101 A102 A103 . . . A150
... ... ... . . . ...
A1951 A1952 A1953 . . . A2000
Suponha que a dinâmica populacional de psilídeos de uma árvore i do pomar é
descrita pelo modelo de Verhulst mais o fluxo de psilídeos nesta árvore, ou seja:
dPi
dt
“ rPi
ˆ
1´ Pi
K
˙
´ µPi ` βini ´ βoutiloooooooomoooooooon
fluxo de psilídeos
da árvore i
, (5.21)
com Pipt0q “ Pi0, i “ 1, . . . , 2000.
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Para as 2000 equações diferenciais (5.21), Piptq é a população de psilídeos
da árvore i no instante t, r a taxa de crescimento intrínseco, µ a taxa de mortalidade,
K a capacidade de suporte, βini a quantidade de psilídeos que chega à árvore i, βouti a
quantidade de psilídeos que sai da árvore i.
É preciso, agora, determinar essas quantidades βini e βouti .
Como βini é a quantidade de psilídeos que chega à árvore i vindo das demais
árvores do pomar, pode-se pensar o seguinte: seja M1i a taxa de transporte da árvore 1
para a árvore i, M2i a taxa de transporte da árvore 2 para a árvore i, ..., M2000i a taxa
de transporte da árvore 2000 para a árvore i. Então βini pode ser escrito como:
βini “M1iP1 `M2iP2 ` ...`M2000iP2000 “
2000ÿ
j“1
MjiPj.
Analogamente, βouti é a quantidade de psilídeos que sai da árvore i para as
demais árvores do pomar, logo, Mi1 é a taxa de transporte da árvore i para a árvore 1,
Mi2 a taxa de transporte da árvore i para a árvore 2, ..., Mi2000 a taxa de transporte da
árvore i para a árvore 2000, então βouti pode ser escrito como:
βouti “Mi1Pi `Mi2Pi ` ...`Mi2000Pi “
2000ÿ
j“1
MijPi.
Observe que não há deslocamento de psilídeos de uma árvore para ela mesma,
logo, Mij ” 0 se i “ j.
Para determinar os valores das taxas Mij é necessário estabelecer a regra de
transporte de uma árvore i para uma árvore j.
Suponha que os psilídeos da árvore de posição pm,nq podem se deslocar para
qualquer árvore de sua vizinhança a uma taxa αk, como na Figura 49.
Figura 49 – Taxas de transporte αk de psilídeos da árvore de posição pm,nq para as demais
árvores na vizinhança.
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Isto significa, por exemplo, que a taxa de transporte da árvore de posição pm,nq
para a árvore de posição pm´ 1, n´ 1q é α1, a taxa de transporte da árvore na posição
pm,nq para a árvore na posição pm` 1, nq é α7, e assim por diante. Assuma que a taxa de
transporte para as árvores fora dessa vizinhança é zero.
Com base nas regras de transporte da Figura 49, constroi-se a Matriz de Taxas
de Transporte M “ pMijq, com i, j “ 1, . . . , 2000. Logo, cada elemento da Matriz de
Taxas de Transporte M representa a taxa de transporte de uma árvore para outra, a saber,
o elemento Mij é a taxa com que os psilídeos se deslocam da árvore i para a árvore j.
Por exemplo, o elemento M1,2 é a taxa de transporte da árvore A1 para a
árvore A2, neste caso, α5, conforme a disposição das árvores na Figura 48 e a regra de
transporte da Figura 49. De modo análogo, o elemento M3,2 é a taxa de transporte da
árvore A3 para a árvore A2, neste caso, α4; o elemento M53,103 é a taxa de transporte da
árvore A53 para a árvore A103, neste caso, α7; o elemento M52,100 é a taxa de transporte
da árvore A52 para a árvore A100, neste caso, 0; e assim por diante.
Observe, portanto, que a linha i dessa matriz é formada pelas taxas de saída
da árvore i para as demais árvores do pomar, enquanto a coluna j é formada pelas taxas
de entrada da árvore j vindo das demais árvores do pomar, com i, j “ 1, . . . , 2000.
Note que, como são 2000 árvores, a Matriz de Taxas de Transporte é uma
matriz quadrada de ordem 2000. Esta matriz pode ser vista no Anexo A.
Com a Matriz de Taxas de Transportes M estabelecida, o sistema (5.21) é
reescrito da seguinte forma:$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
dP1
dt
“ rP1
ˆ
1´ P1
K
˙
´ µP1 `
2000ÿ
j“1
Mj1Pj ´
2000ÿ
j“1
M1jP1,
dP2
dt
“ rP2
ˆ
1´ P2
K
˙
´ µP2 `
2000ÿ
j“1
Mj2Pj ´
2000ÿ
j“1
M2jP2,
...
dP2000
dt
“ rP2000
ˆ
1´ P2000
K
˙
´ µP2000 `
2000ÿ
j“1
Mj2000Pj ´
2000ÿ
j“1
M2000jP2000,
P1pt0q “ P1,0, P2pt0q “ P2,0, . . . , P2000pt0q “ P2000,0.
(5.22)
Duas considerações importantes devem ser feitas neste momento:
a) devido ao ciclo de vida do psilídeo ser muito pequeno comparado ao período
de incubação da doença na árvore, esse período é desconsiderado na dinâmica
populacional dos psilídeos;
b) segundo a dinâmica da doença, os psilídeos se estabelecem em uma árvore
enquanto ela puder lhes prover alimento, de modo que não saem de uma
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árvore à mesma taxa com que chegam. Ademais, pela dinâmica da doença, a
quantidade de psilídeos que sai de uma árvore infectada não é tão relevante
para o modelo, uma vez que isso ocorre quando a árvore já possui um alto
nível de concentração de psilídeos infectivos, por outro lado, a quantidade
de psilídeos que chega em uma árvore sadia é um valor a ser considerado,
pois, por menor que seja, é capaz de gerar uma nova infecção. Assim sendo,
conclui-se que a porção de psilídeos que sai das árvores deve ser bem menor
do que a quantidade de psilídeos que chega a uma árvore, assim, βini é
consideravelmente maior do que βouti , o que permite desconsiderar este
último termo do modelo.
Com isso, reescreve-se o sistema (5.22) como:$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
dP1
dt
“ rP1
ˆ
1´ P1
K
˙
´ µP1 `
2000ÿ
j“1
Mj1Pj,
dP2
dt
“ rP2
ˆ
1´ P2
K
˙
´ µP2 `
2000ÿ
j“1
Mj2Pj,
...
dP2000
dt
“ rP2000
ˆ
1´ P2000
K
˙
´ µP2000 `
2000ÿ
j“1
Mj2000Pj,
P1pt0q “ P1,0, P2pt0q “ P2,0, . . . , P2000pt0q “ P2000,0.
(5.23)
O sistema de equações diferenciais (5.23), é um sistema do tipo P 1i “ Gipt, Piq
que descreve a dinâmica populacional de psilídeos de cada árvore i do pomar, com
i “ 1, . . . , 2000. Deseja-se, agora, inserir algum controle neste sistema a fim de minimizar
tanto a variável Pi quanto o próprio controle. Deste modo, considere que a eficiência do
controle é proporcional à densidade Pi, assim, pode-se reescrever o sistema de estados
(5.23) como P 1i “ Gipt, Pi, uiq, isto é:$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
P 11 “ rP1
ˆ
1´ P1
K
˙
´ µP1 `
2000ÿ
j“1
Mj1Pj ´ c1P1u1,
P 12 “ rP2
ˆ
1´ P2
K
˙
´ µP2 `
2000ÿ
j“1
Mj2Pj ´ c1P2u2,
...
P 12000 “ rP2000
ˆ
1´ P2000
K
˙
´ µP2000 `
2000ÿ
j“1
Mj2000Pj ´ c1P2000u2000,
P1pt0q “ P1,0, P2pt0q “ P2,0, . . . , P2000pt0q “ P2000,0,
sendo ui o controle aplicado à árvore i e c1 ą 0 um parâmetro que equilibra a influência
do controle ui sobre a população Pi.
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Analogamente ao que foi feito para os modelos anteriores, escolhe-se um funci-
onal objetivo que minimize as populações Pi ao mesmo tempo em que diminua o custo
envolvido para isso, ou seja,
Jpu1, . . . , u2000q “
ż tf
t0
«
c2
2000ÿ
j“1
P 2j ptq ` c3
2000ÿ
j“1
u2jptq
ff
dt,
sendo c2 e c3 constantes não negativas que equilibram a ação de Pi e de ui no problema de
controle ótimo no intervalo de tempo rt0, tf s.
Portanto, o problema de controle ótimo agora é:
min
u1,...,u2000
ż tf
t0
˜
c2
2000ÿ
j“1
P 2j ptq ` c3
2000ÿ
j“1
u2jptq
¸
dt (5.24a)
sujeito a P 1i “ rPi
ˆ
1´ Pi
K
˙
´ µPi `
Aÿ
j“1
MjiPj ´ c1Piui,
Pipt0q “ Pi0,
(5.24b)
com i “ 1, . . . , 2000.
Utilizando o Princípio Mínimo de Pontryagin para resolver este problema,
tem-se:
a) o Hamiltoniano:
H “ c2
2000ÿ
j“1
P 2j ` c3
2000ÿ
j“1
u2j `λrPi
ˆ
1´ Pi
K
˙
´λµPi`λ
Aÿ
j“1
MjiPj ´λc1Piui,
b) a equação de estado:
P 1i “ rP ˚i
ˆ
1´ Pi˚
K
˙
` µP ˚i `
2000ÿ
j“1
MjiPj ´ c1P ˚i u˚i ,
Pipt0q “ Pi0,
(5.25)
c) a equação adjunta:
λ1i “ ´BHBPi ñ λ
1
i “ λ
„
r
ˆ
2Pi˚
K
´ 1
˙
` µ` c1u˚i

´ 2c2P ˚i ,
λiptf q “ 0,
(5.26)
d) a condição de otimalidade:
BH
Bui “ 0, para u
˚
i ñ u˚i ptq “ c1λiPi˚2c3 , (5.27)
com Pi “ Piptq, ui “ uiptq, i “ 1, . . . , 2000.
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Resolver o problema de controle ótimo (5.24) consiste em resolver as equações
(5.25), (5.26) e (5.27), para i “ 1, . . . , 2000. Novamente, será utilizado o método numérico
de varredura Forward-Backward (LENHART; WORKMAN, 2007).
Para as simulações do problema de controle ótimo (5.24) é preciso escolher
valores para os parâmetros r, µ e K, para os pesos c1, c2, c3, para os tempos t0, tf , e para
as condições iniciais Pi0, i “ 1, . . . , 2000.
Os pesos c1, c2, c3 foram escolhidos empiricamente, de modo a obter a estabili-
dade dos estados Pi sob a ação dos controles ui. Os parâmetros r, µ e K foram escolhidos
de forma arbitrária.
Supondo a aplicação de fungicida ao longo de um ano, tem-se t0 “ 0 e tf “ 12,
com t dado em meses.
Assuma que, inicialmente, somente a árvore A1201 (linha 25, talhão 1) contém
psilídeos, num valor de 10% de sua capacidade de suporte K, ou seja, as condições inicias
são P1201,0 “ 0, 1K e Pi0 “ 0, para todo i “ 1, . . . , 2000, com i ‰ 1201.
Suponha também que os psilídeos deslocam-se por entre as árvores exclusiva-
mente segundo as taxas de transporte da Matriz de Taxas de TransporteM. São escolhidas
seguintes valores para essas taxas: αk “ 0, 01, com k inteiro variando de 1 a 8.
Nas Figuras 50, 51 e 52 são apresentadas a solução do problema de controle
ótimo (5.24), respectivamente, para as árvores A1201 (árvore primária), A1355 (linha 28,
talhão 5) e A908 (linha 19, talhão 8), com r “ 2, 4, µ “ 0, 2 e K “ 1.
Na Figura 50, inicialmente há um aumento da população de psilídeos, o que
leva ao aumento da quantidade de fungicida aplicada. Em seguida, há a estabilização tanto
do controle quanto da população de psilídeos sob o efeito do controle. Ao final de 12 meses,
como chega ao término o período de controle, a quantidade de fungicida diminui até que
não seja mais aplicada, o que faz com que a população de psilídeos volte a aumentar. Isso
ocorre pois a simulação foi feita para um período de 12 meses, contudo, na prática seria
iniciado um novo controle logo que a quantidade de psilídeos começasse a aumentar.
Na Figura 51, que representa a dinâmica na árvore A1355 (linha 28, talhão 5),
observe que a população de psilídeos cresce rapidamente após 5 meses do início do controle
no pomar, e por este motivo, o controle não é aplicado no início do período (mês 0) como
ocorreu na árvore primária. Observe também que a aplicação de fungicida teve início após
aproximadamente 2 meses, quando foram identificados os primeiros psilídeos na árvore. O
mesmo ocorre na árvore A908 (linha 19, talhão 8), como pode ser visto na Figura 52. A
aplicação de fungicida teve início aproximadamente após 6 meses do início do controle no
pomar, e a população de psilídeos cresce rapidamente após 9 meses. Em ambos os casos,
ao final do período de aplicação, a população de psilídeos volta a aumentar uma vez que a
quantidade de fungicida diminui, como ocorreu com a árvore primária.
Capítulo 5. Modelos de controle para o HLB 100
Figura 50 – Solução do problema de controle ótimo (5.24) para a árvore A1551, com r “ 2, 4,
µ “ 0, 2, K “ 1, c1 “ 0, 8; c2 “ 1, 2; c3 “ 0, 9, P1201,0 “ 0, 1. O primeiro
gráfico mostra as curvas de estado P1551 com e sem efeito de controle ao longo
de 12 meses; o segundo gráfico mostra a dinâmica ótima do controle.
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Figura 51 – Solução do problema de controle ótimo (5.24) para a árvore A1355, com r “ 2, 4,
µ “ 0, 2, K “ 1, c1 “ 0, 8; c2 “ 1, 2; c3 “ 0, 9, P1355,0 “ 0. O primeiro gráfico
mostra as curvas de estado P1355 com e sem efeito de controle ao longo de 12
meses; o segundo gráfico mostra a dinâmica ótima do controle.
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Figura 52 – Solução do problema de controle ótimo (5.24) para a árvore A908, com r “ 2, 4,
µ “ 0, 2, K “ 1, c1 “ 0, 8; c2 “ 1, 2; c3 “ 0, 9, P908,0 “ 0. O primeiro gráfico
mostra as curvas de estado P908 com e sem efeito de controle ao longo de 12
meses; o segundo gráfico mostra a dinâmica ótima do controle.
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Nas Figuras 53 e 54 são mostradas a vista por cima do pomar com e sem a
ação do controle ao final de 3, 6, 9 e 12 meses. As regiões em verde indicam as árvores
que não contêm psilídeos, as regiões em cinza indicam as árvores que contêm psilídeos. A
escala de cinza indica quão infestada de psilídeos a árvore está, isto é, quanto mais claro,
menor a porcentagem de psilídeos, quanto mais escuro, maior a porcentagem de psilídeos.
Figura 53 – Vista por cima do pomar com e sem a ação do controle ao final de 3, 6, 9 e 12
meses.
Mês 3
Sem controle Com controle
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Figura 54 – Continuação da Figura 53.
Mês 6
Sem controle Com controle
Mês 9
Sem controle Com controle
Mês 12
Sem controle Com controle
Observe que quase não há diferença no pomar com e sem a ação do controle.
Para melhor avaliação do resultado obtido, foi calculada ao final de cada mês a porcentagem
de árvores com psilídeos no pomar, com e sem a ação do controle, e os valores encontrados
podem ser vistos na Tabela 6.
Note que, embora o controle esteja agindo diminuindo a população de psilídeos
nas árvores do pomar, não leva a uma diminuição significativa de árvores com psilídeos ao
longo dos 12 meses de controle, o que mostra que o controle aplicado não está impedindo
a disseminação da doença no pomar. Isso significa que, apesar da otimalidade, o controle
aplicado não é o mais adequado para o problema proposto.
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Tabela 6 – Porcentagem de árvores no pomar que contêm psilídeos, sem e com a ação do
controle, ao final de cada mês.
Porcentagem de árvores Porcentagem de árvores
Mês com psilídeos sem a com psilídeos com a
ação do controle ação do controle
0 0,05 0,05
1 0,65 0,65
2 1,15 1,15
3 2,10 2,05
4 3,05 2,95
5 4,10 4,05
6 5,55 5,20
7 7,30 7,00
8 9,00 8,70
9 11,15 10,75
10 13,30 12,90
11 15,45 15,10
12 17,65 17,45
5.3 Considerações
Neste capítulo foram propostos três modelos para o controle da disseminação
do HLB em um pomar.
Na Subseção 5.2.1, foi proposto um modelo para o controle da densidade de
psilídeos nas árvores de um único talhão do pomar. Para isso, foi elaborado um modelo
de controle ótimo com uma variável de controle e um estado associado, sendo o estado a
densidade populacional de psilídeos baseada na equação fundamental de difusão vista no
Capítulo 2.
Na Subseção 5.2.2, foi proposto um modelo de controle considerando a dinâmica
populacional de psilídeos e seu espalhamento no pomar por um processo difusivo. Para a
resolução deste modelo foi utilizado o método GRASP.
Na Subseção 5.2.3, foi proposto um modelo de controle ótimo com várias
variáveis, sendo as variáveis de estado a população de psilídeos de cada árvore do pomar.
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Neste modelo, foi considerado o espalhamento dos psilídeos segundo um modelo de taxas
de transporte.
Nos três modelos propostos o controle aplicado foi do tipo fungicida. No primeiro
modelo, o controle foi aplicado em um talhão, porém não foi considerada a movimentação
de psilídeos de uma árvore para outra, o que deixou o modelo muito distante da realidade.
A fim de aprimorar o controle, no terceiro modelo, considerou-se um controle específico
para cada árvore do pomar, o que na prática agrícola não é comum, além disso, o resultado
ao final de um ano de controle não reduziu significativamente o número de árvores com
psilídeos no pomar. Já no segundo modelo, resolvido via GRASP, a aplicação quinzenal
parece ser mais próxima da realidade e, apesar deste modelo não fornecer uma solução
ótima, a solução obtida (ótima local) parece adequada quando observada a diminuição de
árvores infectadas ao final de um ano de controle. Entretanto, este modelo também mostra
que somente a aplicação de fungicida não é suficiente para a erradicação da doença.
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Considerações Finais
Neste trabalho foram apresentados alguns cenários de dinâmica e controle da
doença HLB. Para que isso pudesse ser feito, os Capítulos 1 e 2 abordaram alguns conceitos
importantes, que serviram como apoio para o desenvolvimento dos demais capítulos. O
primeiro capítulo trouxe informações e dados acerca do HLB. Já no segundo capítulo,
foram apresentados conceitos sobre a teoria clássica de difusão, que por diversas vezes
foram retomados em capítulos posteriores.
No Capítulo 3 foi feito um estudo espaço-temporal da dinâmica do HLB
utilizando Autômatos Celulares. Uma análise da relação entre a incidência da doença
no pomar e sua severidade na árvore primária foi realizada. Essa análise mostrou que a
disseminação da doença no pomar pode ser estimada a partir da dispersão das manchas em
sua árvore primária. Além de permitir fazer este tipo de estimativa, esse estudo também
mostrou que se nenhuma medida de controle for tomada, o pomar rapidamente será
devastado pela doença, tornando-se, em poucos anos, um pomar economicamente inviável,
por outro lado, inserir medidas de controle logo que forem identificados os primeiros sinais
da doença pode evitar que todo o pomar seja comprometido.
No Capítulo 4 foi feito um estudo do comportamento difusivo utilizando um
Sistema Baseado em Regras Fuzzy. A partir da solução obtida, foi elaborada uma forma
de estimar o coeficiente de difusão, parâmetro geralmente difícil de se mensurar. Com isso,
mostrou-se que é possível fazer uma abordagem matemática a partir de dados incertos,
como os dados linguísticos subjetivos utilizados, ou seja, uma solução viável pode ser obtida
sem que seja utilizada explicitamente uma equação matemática, mesmo a matemática
sendo a principal ferramenta da teoria de conjuntos fuzzy.
No Capítulo 5, finalmente, foram propostos três modelos de controle para a
doença, para os quais algumas considerações são feitas.
No primeiro modelo foi feito o controle da densidade de psilídeos nas árvores
de um talhão do pomar. Para isso, foram considerados o problema fundamental de difusão
e a teoria clássica de controle ótimo com uma variável. Foi necessário fazer uma adaptação
do problema fundamental de difusão, uma vez que a teoria de controle ótimo utilizada não
abrange modelos de equações diferenciais parciais. Vale ressaltar que, para este modelo,
não foi considerada a dispersão dos psilídeos entre as árvores do pomar, nem sua dinâmica
populacional, o que deixou o modelo muito distante da realidade. A fim de aprimorar tal
modelo, propôs-se o segundo.
No segundo modelo foram consideradas a dinâmica populacional dos psilídeos
e a dinâmica de espalhamento dos mesmos segundo um fenômeno de difusão. Diante da
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dificuldade de se utilizar a teoria de controle ótimo neste caso, o problema foi resolvido
utilizando o método GRASP. Apesar de não se alcançar a otimalidade na solução, este
modelo apresentou bons resultados, mostrando que, ao final de um ano, o número total
de árvores com psilídeos era bem menor no modelo com controle do que no modelo sem
controle, ou seja, houve uma queda significativa na velocidade do espalhamento da doença
no pomar. Por outro lado, também foi possível notar que somente o controle dos psilídeos
por meio de fungicida não foi capaz de erradicar a doença, uma vez que é possível que ela
continue a se espalhar pelo pomar mesmo com velocidade reduzida.
O terceiro modelo foi proposto como um modelo alternativo. Neste caso foram
consideradas a dinâmica populacional dos psilídeos e a dinâmica do espalhamento dos
mesmos, sendo que esse espalhamento se deu segundo taxas de transporte de psilídeos de
uma árvore para outra. Neste modelo, embora o número de árvores com psilídeos ao final de
um ano tenha sido menor para o modelo com controle do que para o modelo sem controle,
essa queda não foi significativa a ponto de diminuir a velocidade de disseminação da doença.
Além disso, observe que para o problema de controle ótimo proposto foi considerado um
controle para cada árvore do pomar, o que não é prático nem viável pensando-se em um
pomar com 2000 árvores. Isso significa que nem sempre a solução ótima é a mais adequada
em termos de realidade.
Algumas observações podem ser feitas acerca dos modelos propostos. Veja que,
em todos os casos, a condição inicial considerada estava apenas em um ponto da malha,
ou seja, em uma única árvore do pomar, e, após o início da dinâmica, não se considerou
nenhuma outra entrada de psilídeos vindo de fora do pomar, o que não costuma ocorrer na
realidade. Embora as inspeções e as medidas de controle nas bordas sejam mais frequentes
para evitar o efeito de borda, ainda assim há casos em que novos focos surgem, e um novo
controle deve ser iniciado. Este é um ponto que pode ser melhorado, e fica como uma
sugestão de trabalho futuro.
Além disso, também não foram consideradas todas as características dos psi-
lídeos, como, por exemplo, sua preferência por brotações. Sabe-se que os psilídeos se
instalam em uma árvore que lhes provê alimento e somente quando esta não lhes é mais
atraente que eles migram para outras árvores. Este momento geralmente ocorre quando
a árvore já está em estado avançado da doença, e consequentemente, ocorre a queda da
população de psilídeos nesta árvore. Essa é uma consideração importante a se fazer na
elaboração da dinâmica populacional dos psilídeos para cada árvore do pomar, e também
fica como sugestão de trabalho futuro.
Veja que, quanto mais próximo da realidade, mais complexo o modelo fica, o que
muitas vezes torna inviável sua resolução. Por este motivo, os modelos foram apresentados
com essas restrições, todavia, nada impede que aprimoramentos sejam feitos. Ademais, a
forma como os modelos foram elaborados, permite que eles sejam adaptados para outras
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doenças de citros.
Por fim, diferentes abordagens também poderiam ter sido feitas, e ficam como
outras propostas para trabalhos futuros, como:
a) elaborar um sistema dinâmico p-fuzzy para o comportamento difusivo via
base de regras;
b) considerar parâmetros fuzzy nos modelos, como por exemplo, o coeficiente
de difusão D, uma vez que não é um parâmetro fácil de ser mensurado;
c) considerar outras formas de controle, como o controle biológico, que pode
ser feito inserindo uma população de vespas Tamarixia radiata no pomar.
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ANEXO A – Matriz de taxas de transporte
Para a construção da Matriz de Taxas de Transporte, M, da Seção 5.2.2,
considere o pomar formado por 2000 árvores dispostas em 50 talhões como na Figura 55.
Figura 55 – Disposição de 2000 árvores no pomar.
A1 A2 A3 . . . A50
A51 A52 A53 . . . A100
A101 A102 A103 . . . A150
... ... ... . . . ...
A1951 A1952 A1953 . . . A2000
Por hipótese, os psilídeos da árvore de posição pm,nq podem se deslocar para
qualquer árvore de sua vizinhança a uma taxa αk, como na Figura 56.
Figura 56 – Taxas de transporte αk de psilídeos da árvore de posição pm,nq para as demais
árvores na vizinhança.
 
(m-1,n-1) 
(m,n-1) 
(m+1,n-1) 
(m-1,n) 
(m,n) 
(m+1,n) 
(m-1,n+1) 
(m,n+1) 
(m+1,n+1) 
𝛼1 𝛼2 𝛼3 
𝛼6 𝛼8 
𝛼4 𝛼5 
𝛼7 
O que significa, por exemplo, que a taxa de transporte da árvore de posição
pm,nq para a árvore de posição pm ´ 1, n ´ 1q é α1, a taxa de transporte da árvore na
posição pm,nq para a árvore na posição pm` 1, nq é α7, e assim por diante. Assuma que a
taxa de transporte para as árvores fora dessa vizinhança é zero.
Com base nas regras de transporte da Figura 56, constroi-se a Matriz de Taxas
de Transporte M “ pMijq, i, j “ 1, . . . , 2000.
Cada elemento desta matriz representa a taxa de transporte de psilídeos de
uma árvore para outra, isto é, o valor de Mij é a taxa de transporte da árvore i para
a árvore j. Por exemplo, o elemento M1,2 é a taxa de transporte da árvore A1 para a
árvore A2, neste caso, α5, conforme a disposição das árvores na Figura 55 e a regra de
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transporte da Figura 56; o elemento M3,2 é a taxa de transporte da árvore A3 para a
árvore A2, neste caso, α4; o elemento M53,103 é a taxa de transporte da árvore A53 para a
árvore A103, neste caso, α7; o elemento M52,100 é a taxa de transporte da árvore A52 para
a árvore A100, neste caso, 0; e assim por diante.
Com isso, a Matriz de Taxas de Transporte será uma matriz quadrada de ordem
2000, dividida em 40ˆ 40 blocos, cada qual de ordem 50, como na Tabela 7.
Tabela 7 – Matriz de taxas de transporte dividida em blocos B1, B2, B3 e N .
1 2 3 4 5 6 7 8 9 10 . . . 37 38 39 40
1 B1 B2 N N N N N N N N . . . N N N N
2 B3 B1 B2 N N N N N N N . . . N N N N
3 N B3 B1 B2 N N N N N N . . . N N N N
4 N N B3 B1 B2 N N N N N . . . N N N N
5 N N N B3 B1 B2 N N N N . . . N N N N
6 N N N N B3 B1 B2 N N N . . . N N N N
7 N N N N N B3 B1 B2 N N . . . N N N N
8 N N N N N N B3 B1 B2 N . . . N N N N
9 N N N N N N N B3 B1 B2 . . . N N N N
10 N N N N N N N N B3 B1 . . . N N N N
... ... ... ... ... ... ... ... ... ... ... . . . ... ... ... ...
37 N N N N N N N N N N . . . B1 B2 N N
38 N N N N N N N N N N . . . B3 B1 B2 N
39 N N N N N N N N N N . . . N B3 B1 B2
40 N N N N N N N N N N . . . N N B3 B1
O bloco N é uma matriz nula de ordem 50, e os blocos B1, B2 e B3 são
construídos obdecendo às regras de transporte da Figura 56.
Nas Tabelas 8, 9 e 10 são apresentados os blocos B1, B2 e B3 da Matriz de
Taxas de Transporte.
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Tabela 8 – Bloco B1.
1 2 3 4 5 6 7 8 9 10 . . . 47 48 49 50
1 0 α5 0 0 0 0 0 0 0 0 . . . 0 0 0 0
2 α4 0 α5 0 0 0 0 0 0 0 . . . 0 0 0 0
3 0 α4 0 α5 0 0 0 0 0 0 . . . 0 0 0 0
4 0 0 α4 0 α5 0 0 0 0 0 . . . 0 0 0 0
5 0 0 0 α4 0 α5 0 0 0 0 . . . 0 0 0 0
6 0 0 0 0 α4 0 α5 0 0 0 . . . 0 0 0 0
7 0 0 0 0 0 α4 0 α5 0 0 . . . 0 0 0 0
8 0 0 0 0 0 0 α4 0 α5 0 . . . 0 0 0 0
9 0 0 0 0 0 0 0 α4 0 α5 . . . 0 0 0 0
10 0 0 0 0 0 0 0 0 α4 0 . . . 0 0 0 0
... ... ... ... ... ... ... ... ... ... ... . . . ... ... ... ...
47 0 0 0 0 0 0 0 0 0 0 . . . 0 α5 0 0
48 0 0 0 0 0 0 0 0 0 0 . . . α4 0 α5 0
49 0 0 0 0 0 0 0 0 0 0 . . . 0 α4 0 α5
50 0 0 0 0 0 0 0 0 0 0 . . . 0 0 α4 0
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Tabela 9 – Bloco B2.
51 52 53 54 55 56 57 58 59 60 . . . 97 98 99 100
1 α7 α8 0 0 0 0 0 0 0 0 . . . 0 0 0 0
2 α6 α7 α8 0 0 0 0 0 0 0 . . . 0 0 0 0
3 0 α6 α7 α8 0 0 0 0 0 0 . . . 0 0 0 0
4 0 0 α6 α7 α8 0 0 0 0 0 . . . 0 0 0 0
5 0 0 0 α6 α7 α8 0 0 0 0 . . . 0 0 0 0
6 0 0 0 0 α6 α7 α8 0 0 0 . . . 0 0 0 0
7 0 0 0 0 0 α6 α7 α8 0 0 . . . 0 0 0 0
8 0 0 0 0 0 0 α6 α7 α8 0 . . . 0 0 0 0
9 0 0 0 0 0 0 0 α6 α7 α8 . . . 0 0 0 0
10 0 0 0 0 0 0 0 0 α6 α7 . . . 0 0 0 0
... ... ... ... ... ... ... ... ... ... ... . . . ... ... ... ...
47 0 0 0 0 0 0 0 0 0 0 . . . α7 α8 0 0
48 0 0 0 0 0 0 0 0 0 0 . . . α6 α7 α8 0
49 0 0 0 0 0 0 0 0 0 0 . . . 0 α6 α7 α8
50 0 0 0 0 0 0 0 0 0 0 . . . 0 0 α6 α7
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Tabela 10 – Bloco B3.
1 2 3 4 5 6 7 8 9 10 . . . 47 48 49 50
51 α2 α3 0 0 0 0 0 0 0 0 . . . 0 0 0 0
52 α1 α2 α3 0 0 0 0 0 0 0 . . . 0 0 0 0
53 0 α1 α2 α3 0 0 0 0 0 0 . . . 0 0 0 0
54 0 0 α1 α2 α3 0 0 0 0 0 . . . 0 0 0 0
55 0 0 0 α1 α2 α3 0 0 0 0 . . . 0 0 0 0
56 0 0 0 0 α1 α2 α3 0 0 0 . . . 0 0 0 0
57 0 0 0 0 0 α1 α2 α3 0 0 . . . 0 0 0 0
58 0 0 0 0 0 0 α1 α2 α3 0 . . . 0 0 0 0
59 0 0 0 0 0 0 0 α1 α2 α3 . . . 0 0 0 0
60 0 0 0 0 0 0 0 0 α1 α2 . . . 0 0 0 0
... ... ... ... ... ... ... ... ... ... ... . . . ... ... ... ...
97 0 0 0 0 0 0 0 0 0 0 . . . α2 α3 0 0
98 0 0 0 0 0 0 0 0 0 0 . . . α1 α2 α3 0
99 0 0 0 0 0 0 0 0 0 0 . . . 0 α1 α2 α3
100 0 0 0 0 0 0 0 0 0 0 . . . 0 0 α1 α2
