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Re´sume´. Nous proposons deux me´thodologies permettant de mieux comprendre la
variabilite´ inter-individuelle de donne´es ce´re´brales d’Imagerie par Re´sonance Magne´tique
(IRM) fonctionnelle. Il s’agit de quantifier si le dendrogramme “moyen” est bien repre´sentatif
de la population initiale et d’identifier ses e´ventuelles sources d’instabilite´. La premie`re
me´thode permet d’identifier les re´seaux pouvant conduire a` des partitions instables du
dendrogramme “moyen”. La seconde approche permet d’identifier des sous-populations
homoge`nes de sujets pour lesquelles leurs dendrogrammes “moyen” associe´s est plus stable
que celui de la population initiale. Ces deux me´thodes seront illustre´es sur des donne´es
simule´es a` partir de donne´es ce´re´brales de connectivite´s intrinse`ques obtenues en IRM
fonctionnelle. Les deux approches propose´es pour de´tecter un re´seau instable ou bien
la pre´sence de sous-populations ont montre´ un bon comportement nume´rique lorsque le
niveau de bruit ne masque pas la structure des donne´es.
Mots-cle´s. Classification hie´rarchique, variabilite´ inter-individuelle, de´tection de
sources d’instabilite´.
Abstract. We propose two methodologies to better understand the inter-individual
variability of functional Magnetic Resonance Imaging brain data. The aim is to quantify
whether the ”average” dendrogram is representative of the initial population and to iden-
tify its possible sources of instability. The first method identifies networks that can lead to
unstable partitions of the ”average” dendrogram. The second approach identifies homoge-
neous sub-populations of subjects for whom their associated “average” dendrograms are
more stable than that of the original population. These two methods will be illustrated
on simulated data from intrinsic connectivity data obtained by functional MRI. The two
suggested approaches to detect an unstable network or the presence of sub-populations
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have shown good numerical behavior when the noise level does not mask the structure of
the data.
Keywords. Hierarchical clustering, inter-individual variability, detection of sources
of instability.
1 Introduction
L’e´tude de l’organisation fonctionnelle ce´re´brale a` l’e´tat de repos chez l’humain consiste
en l’e´tude de la synchronicite´ entre les signaux BOLD (Blood Oxygen Level Dependent)
de diffe´rents re´seaux ce´re´brales. L’e´tude de la synchronicite´ est re´alise´e a` l’aide du calcul
des coefficients de corre´lation de Pearson entre les signaux BOLD de toutes les paires
de re´seaux, re´sultant en des matrices de corre´lation de taille K × K pour K re´seaux
ce´re´brales. Il existe des bases de donne´es (de plusieurs centaines d’individus) regroupant
des structures 3D (de dimension S ×K ×K) qui rassemblent l’ensemble des matrices de
corre´lation Ms, s = 1, ..., S des S individus de la base.
Pour une base fixe´e (BIL&GIN, voir Doucet et al., 2011), un premier travail a consiste´
en une classification (ascendante) hie´rarchique des K re´seaux ce´re´brales, puis d’identifier
une partition en un nombre optimal de classes refle´tant au mieux l’organisation ce´re´brale
a` l’e´tat de repos. Plus pre´cise´ment, la me´thode consiste a` moyenner l’ensemble des trans-
forme´es de Fisher des matrices Ms de la manie`re suivante :
Mm = tanh
(∑S
s=1 arctanh(Ms)
S
)
.
Cette matrice est transforme´e en matrice de dissimilarite´s Dm : Dm = (1 − Mm)/2.
L’agre´gation des K re´seaux est ensuite re´alise´e via un algorithme de classification ascen-
dante hie´rarchique (me´thode de Ward) base´e sur Dm.
Afin de prendre en compte la variabilite´ inter-individuelle dans Doucet et al. (2011),
nous avons adapte´ la proce´dure du package R pvclust de Suzuki et al. (2006), qui permet
d’e´valuer l’incertitude des diffe´rentes partitions issues de la classification hie´rarchique
a` l’aide d’une p-value obtenue par re´e´chantillonnage. pvclust fournit une bootstrap
probability p-value (BP-value) et apre`s correction, une Approximately Unbiased p-value
(AU-value). Les AU-value sont calcule´s en utilisant les valeurs de bootstrap pre´conise´es
dans Suzuki et al. (2006) ; soit en utilisant de 50% a` 140% de l’e´chantillon. Ces p-values
indiquent a` quel point les diffe´rentes partitions sont supporte´es par les donne´es.
Nous avons notamment retenu, au sein d’une population de 439 sujets, une partition
“optimale” en 3 classes ayant respectivement des AU et BP-values de 100% (voir Figure 1).
Suzuki et al. (2006) recommandant d’utiliser les AU-values, les 3 classes retenues sont
alors parfaitement repre´sente´es par nos donne´es. Cependant, les AU-values repre´sentent
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la stabilite´ des classes base´es sur Mm et non pas la fre´quence empirique d’apparition de
ces classes a` travers les S sujets, appele´es fre´quences individuelles ci-apre`s. La Figure 1
illustre cet aspect. Nous pouvons voir l’e´volution des BP-value en fonction de la pro-
portion de sujets utilise´s dans l’e´chantillonnage, ainsi que la valeur re´elle des fre´quences
individuelles d’apparition d’une classe. Par exemple, pour une partition en 3 classes, nous
constatons que les BP-values toutes les trois de 100% alors que les fre´quences individuelles
d’apparition sont respectivement de 5%, 4% et 12% pour ces 3 classes.
Figure 1: Classification ascendante hie´rarchique issue de Mm (en haut). Evolution des
BP-value en fonction de la proportion d’individus e´chantillonne´s (en bas). En bleu, la
fre´quence individuelle des ”classes”. En vert, le BP-values. En rouge, les AU-values.
Nous proposons deux me´thodologies permettant de mieux comprendre la variabilite´
inter-individuelle des partitions construites a` partir de Mm :
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• la premie`re permettant d’identifier les re´seaux pouvant conduire a` des partitions
issues de Mm instables ;
• la seconde permettant d’identifier, a` travers la population, des sous-populations
homoge`nes de sujets maximisant la fre´quence individuelle d’apparition des classes
issues des partitions construites sur leurs matrices Mm associe´es.
2 Pre´sentation des approches propose´es
Conside´rons les S matrices individuelles K ×K de corre´lation Ms, s = 1, ..., S.
Dans l’introduction, nous avons indique´ comment obtenir la classification ascendante
hie´rarchique a` partir de la matrice “moyenne” Mm. On peut ainsi en de´duire K partitions
emboˆıte´es P jm, j = 1, . . . , K que l’on peut re´sumer par des vecteurs de taille K de´finis de
la manie`re suivante. Pour une partition en j classes, la ke`me composante de P jm vaut 1
si le re´seau k apparaˆıt dans la nouvelle classe cre´e´e en passant d’une partition en (j + 1)
classes a` une partition en j classes. Dans la suite, on notera
Pm = {P 1m, . . . , P jm, . . . , PKm }
avec P 1m = (1, . . . , 1) et P
K
m = (0, . . . , 0) par convention.
De la meˆme manie`re, pour chaque sujet s, on peut obtenir a` partir des matrices Ms
les partitions
Ps = {P 1s , . . . , P js , . . . , PKs } pour s = 1, . . . , S.
Pour chaque partition non triviale1 issues de Mm, nous allons chercher, parmi les
(K − 2) partitions non triviales de chaque sujet s, l’e´le´ment de Ps le plus proche de P jm
au sens de l’indice de Sorensen-Dice de´fini comme suit :
Cjs = 1− min
l=2,...,K−1
2(P jm)
′P ls
(P jm)′P jm + (P ls)′P ls
,
ou` la notation v′ de´signe la transpose´e du vecteur v. Un indice Cjs nul (resp. e´gal a` 1)
indique que les vecteurs P jm et P
j
s e´gaux (resp. ne partagent aucun re´seau commune).
Dans la suite, on appelle “pattern alternatif” a` P jm, note´ P˜
j, le (ou les) pattern(s) de
Ps le plus proche de P
j
m au sens de l’indice C
j
s (si ce pattern n’est pas e´gal au pattern
moyen P jm).
A partir de l’ensemble des P˜ j, il est alors possible de calculer un score Qk de participa-
tion pour chaque re´seau Rk. Qk repre´sente la fre´quence empirique (exprime´e en %) que le
re´seau Rk soit constitutif d’un pattern alternatif quel que soit le pattern moyen. Pour un
pattern moyen P jm, on de´finit F
j, comme e´tant le nombre de sujet unique exprimant un
1La partition en une classe (resp. en K classe) est conside´re´e comme triviale.
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P˜ j, et F jk le nombre de sujet unique exprimant un P˜
j contenant le re´seau k. La fre´quence
empirique d’un re´seau Rk est alors de´fini comme suit :
Qk =
∑K−2
j=1 F
j
k∑K−2
j=1 F
j
Par la suite, la fre´quence individuelle d’un pattern (moyen et alternatif) sera repre´sente´e
comme a` la Figure 2. Pour un pattern moyen P jm, il est possible de voir les patterns al-
ternatifs P˜ j associe´s, ainsi que leurs fre´quences d’apparition a` travers les S sujets.
Figure 2: Exemple de repre´sentation de la fre´quence individuelle des pattern moyens et
alternatifs. A gauche, P 17m et ses 2 patterns alternatifs P˜
17. A droite, P 20m et l’ensemble de
ses patterns alternatifs P˜ 20. Pour des raisons de lisibilite´, la fre´quence individuelle d’un
pattern est relative a` la fre´quence individuelle du pattern moyen. La couleur repre´nte la
dissimilarite´ entre un pattern alternatif et le pattern moyen associe´. Les P jm apparaissent
en violet et ont une fre´quence individuelle de 1. Le pourcentage en bleu dans le bandeau
de chaque graphe indique la fre´quence individuelle du pattern moyen a` travers les S sujets.
Remarque. Un pattern alternatif de P jm ne peut jamais eˆtre e´gal a` un pattern moyen
P lm d’un autre niveau que l 6= j.
2.1 Me´thode d’identification d’un re´seau instable
A partir du score de participation Qk de chaque re´seau Rk, il est possible d’identifier
parmi les K re´seaux celui qui sera dit “instable”, i.e. un re´seau qui ne sera pas stable vis
a` vis de Pm a` travers les sujets. Typiquement, un re´seau Rk∗ qui se “prome`me” sur le
dendrogramme associe´ a` Pm, sans avoir de rattachement fixe au sein des S dendrogrammes
individuels Ps, conduit a` un arbre moyen instable. Le re´seau montrant l’instabilite´ la plus
marque´e est obtenu par :
k∗ = arg max
k=1,...,K
Qk.
Par convention, si Q1 = · · · = QK , on conside`re qu’il n’y a pas de re´seaux instables.
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2.2 Me´thode d’identification de sous-populations de sujets
De´finissons tout d’abord les fre´quences individuelles des patterns moyen P jm du dendro-
gramme “moyen” Pm note´es F
j
m comme e´tant le nombre de sujet unique exprimant P
j
m.
La me´thodologie consiste a` se´lectionner de manie`re ite´rative les sujets appartenant au
pattern P j
∗
m tel que j
∗ = arg minj=2,...,K−1 Fj. A chaque ite´ration, les sujets se´lectionne´s
forment alors une nouvelle sous-population, et la nouvelle population courante est com-
pose´e des sujets non se´lectionne´s. Le crite`re d’arreˆt est l’obtention d’un arbre dans la
sous-population courante telle que ∀j, F jm = 1.
Cette proce´dure conduit ainsi a` extraire ite´rativement les sujets les plus stables du
dendrogramme “moyen” courant P courantm . Il est a` noter que par construction, P
courant
m
va varier en terme d’agencement et de composition de ses partitions. Finalement, nous
parviendrons a` identifier l’existence de sous-population de sujets ayant un pattern qui
diffe`re de manie`re constante en son sein, ou l’existence d’une sous-population n’ayant pas
de structure forte en terme de dendrogramme.
3 Etude du comportement nume´rique
Nous allons illustrer le bon comportement nume´rique des deux me´thodologies propose´es
sur des donne´es simule´es de “type IRM”.
• Dans la premie`re simulation, nous conside´rons une population de S sujets dont les
matrices de corre´lation Ms, s = 1, . . . , S sont “proches” (en terme de dendrogramme
“moyen”), excepte´es pour un re´seau Rk∗ qui est permute´e ale´atoirement pour chaque
sujet. L’objectif est ici de de´tecter ce re´seau instable qui rend le dendrogramme
“moyen” Pm peu repre´sentatif de la population des S sujets.
• Dans la seconde simulation, la population des S sujets est compose´e de deux sous-
populations de sujets homoge`nes (en terme de dendrogramme “moyen”). L’objectif
est ici d’identifier ces deux sous-populations.
Simulation des donne´es. Afin de cre´er des sujets “proches” dans la population (ou
sous-population), on se fixe une matrice de corre´lation M que l’on va “bruiter” avec un
bruit gaussien ε centre´ d’e´cart-type σ de la manie`re suivante : pour 1 ≤ i < l ≤ K,
M(i,l) = tanh(arctanh(M(i,l)) + ei,l) et M(l,i) = M(i,l),
ou` M(i,l de´signe l’e´le´ment (i, j) de la matrice M et ei,l est une re´alisation du bruit ε.
Diffe´rents niveaux σ de bruit ont e´te´ conside´re´s dans les simulations. Naturellement,
plus le niveau de bruit est e´leve´, moins la population (ou sous-population) ge´ne´re´e est
homoge`ne. Pour que l’e´tude par simulation ait de l’inte´reˆt, nous avons choisi de conside´rer
des valeurs de σ ou` le dendrogramme “moyen” est similaire au dendrogramme “moyen”
non bruite´.
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3.1 Simulation 1 : identification du re´seau instable
Dans cette partie, nous conside´rons tout d’abord un niveau de bruit σ = 0.03. Nous avons
ge´ne´re´ une population de S = 500 sujets a` partir de la matrice de corre´lation moyenne
Mm pre´sente´e dans l’introduction et permute´ ale´atoirement
2 le re´seau RN14. L’objectif
est de de´tecter RN14 comme e´tant le re´seau instable a` l’aide de la me´thodologie propose´e.
Dans le dendrogramme des donne´es initiales (non bruite´es et sans permutation ale´atoire
de le re´seau RN14), le re´seau RN14 est agre´ge´e avec le re´seau RN23. Nous pouvons voir sur
la Figure 3 (a` gauche) que la pre´sence des permutations (et du bruit) conduit le re´seau
RN14 a` changer de classe et se retrouve agre´ge´e avec le re´seau RN15. La Figure 3 (au
centre) nous indique quelle partition contient le plus de patterns alternatifs. Nous pou-
vons voir que les patterns P 20, P 22, P 23 et P 24 sont les plus affecte´s, ce qui n’est pas
surprenant puisque ces patterns sont ceux qui sont lie´s directement a` RN14 avant (pour
P 23) ou apre`s les permutations (pour les autres patterns). Enfin, la Figure 3 (a` droite)
montre que le re´seau ayant le plus grand score Qk est bien la re´gion instable (permute´e)
RN14 avec un score de 16.33. Notre me´thodologie permet donc bien de de´tecter le re´seau
instable conduisant a` l’instabilite´ du dendrogramme moyen. En sortant le re´seau RN14,
le nouveau dendrogramme moyen est alors bien plus stable avec seulement quelques pat-
terns alternatifs “non dominants” (dus a` la pre´sence du bruit). La fre´quence individuelle
minimum pour un pattern moyen e´tant atteint pour P 20m = 58.2%. Par comparaison,
la fre´quence individuelle minimum dans les donne´es initiale e´tait de P 22m = 10.4%. La
stabilite´ du dendrogramme moyen augmente alors d’un facteur 5.
La me´thodologie propose´e ayant pour but d’eˆtre applique´e a` des donne´es d’IRM, nous
avons voulu voir, a` l’aide de simulations, jusqu’a` quel niveau σ de bruit l’approche e´tait
capable de de´tecter le re´seau instable RN14. Nous avons alors conside´re´ des donne´es
ge´ne´re´es avec un niveau de bruit sigma variant entre 0 et 0.25. La Figure 4, montrant
l’e´volution des scores Qk en fonction de σ, permet de voir que le re´seau instable RN14 a
e´te´ correctement identifie´e jusqu’a` σ = 0.13. Par la suite, la me´thodologie se´lectionne le
re´seau RN15 qui est le re´seau partenaire de RN14 suite a` la permutation ale´atoire et ce
jusqu’a` σ = 0.19. Finalement, pour σ > 0.19, nous pouvons voir qu’il y alternativement
un quatuor de re´gions de´tecte´es comme instables par notre approche : RN14, RN15, RN23 et
RN31, l’approche propose´e n’est naturellement plus capable d’identifier correctement RN14
a` cause d’un bruit trop important dans les donne´es. Notons que lorsque σ devient grand (il
n’y a plus d’information/de structure commune dans les donne´es), tous les scores Qk vont
converger vers 1/k, i.e. chaque re´seau participe a` de tre`s nombreux patterns alternatifs.
3.2 Simulation 2 : identification de sous-populations homoge`nes
Dans cette partie, nous conside´rons un seul niveau de bruit σ = 0.01. Nous avons ge´ne´re´
une population de S = 500 sujets re´partis en deux sous-population A et B de 250 sujets
2i.e. permuter les valeurs de la ligne/colonne correspondante dans la matrice de corre´lation
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Figure 3: A gauche : dendrogramme “moyen” (construit a` partir de Mm) de la population
des S = 500 sujets ayant eu le re´seau RN14 permute´e ale´atoirement. En violet, le nume´ro
du pattern est indique´. Au centre : graphique de la fre´quence des “patterns alternatifs”
pour chaque partition du dendrogramme “moyen”. Une fre´quence de 1 indique un nombre
de sujets dans un “pattern alternatif” e´quivalent au nombre de sujets dans le “pattern
moyen”. La couleur indique la valeur de l’indice C. En bleu, la fre´quence du pattern
moyen. A droite : tableau des scores Qk pour chaque re´seau Rk.
chacune, ayant seulement quelques permutations de diffe´rence dans leurs dendrogrammes
respectifs, voir Figure 4. Nous pouvons e´galement noter l’impact du bruit sur les deux
sous-population A et B : le bruit conduit a` des partitions ayant une stabilite´ minimum de
73% (fre´quence individuelle) pour la sous-population A et de 68% pour la sous-population
B.
Avec l’ensemble des S = 500 sujets, la me´thode propose´e permet, au bout de 2
ite´rations, de retrouver convenablement les sous-populations A et B cache´es dans les
donne´es simule´es, voir la Figure 5.
• Le premier groupe identifie´ correspond a` la sous-population A et contient 209 sujets,
soit 84% de la sous-population initiale.
• Le second groupe, correspond a` la sous-population B contient elle 171 sujets, soit
68% de la sous-population initiale.
• Les 120 sujets restants ne sont pas associe´s aux sous-populations A et B a` cause
du bruit introduit dans les matrices individuelles lors de la ge´ne´ration du jeu de
donne´es.
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Figure 4: Evolution des scores Qk pour chaque re´seau Rk en fonction du niveau de bruit σ.
La ligne horizontale noire repre´sente le cas d’e´galite´ des scores (∀k,Qk = 1/K).
Nous remarquerons que la plus petite fre´quence individuelle pour un pattern moyen (voir
Figure 5) est de 93% pour les sous-populations A et B, et de 0% pour le groupe des
120 sujets restants. Cet index nous donne une piste pour identifier le nombre de groupes
(sous-populations) “cache´s”.
4 Bre`ve conclusion et perspectives
Les deux approches propose´es pour de´tecter un re´seau instable ou bien la pre´sence de sous-
populations ont montre´ un bon comportement nume´rique sur donne´es simule´es (lorsque
le niveau de bruit ne masque pas la structure des donne´es). Une perspective ne´cessaire
et naturelle est de combiner les deux approches afin de pouvoir de´tecter ces deux sources
d’instabilite´ du dendrogramme “moyen” et ainsi de mieux comprendre la variabilite´ inter-
individuelle dans les donne´es ce´re´brales de connectivite´s intrinse`que obtenues en IRM
fonctionnelle a` la base de ce travail.
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Figure 5: Les 2 dendrogrammes au centre correspondent aux sous-populations A et B
identifie´es par la me´thodologie propose´e, ayant respectivement 209 et 171 sujets sur les 250
initiaux. En bleu, la fre´quence individuelle des patterns moyens pour un bruit σ = 0.01.
En haut a` gauche de chaque dendrogramme, le nombre de sujet pour chaque niveau
de pattern. Les sous-populations A et B identifie´es sont homoge`nes : tous les sujets
expriment chaque pattern du dendrogramme, a` l’inverse de la population initiale (en
haut) et des 120 sujets restants (en bas).
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