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Abstract: In this paper, we prove that weak solutions of 3D stochastic primitive equations have exponen-
tial mixing property if the noise is sufficiently smooth and non-degenerate. With the help of uniqueness
of strong solution of 3D stochastic primitive equations, we obtain that all weak solutions which are limi-
tations of Galerkin approximations share the same invariant measure. In particular, the invariant measure
of strong solution is unique. The coupling method plays a key role.
AMS Subject Classification: Primary 60H30 Secondary 60H15.
Keywords: stochastic primitive equations; exponential mixing; coupling method.
1 Introduction
This paper concerns the ergodic theory of 3D stochastic primitive equations. The primitive equations
can well model the large-scale motion of the ocean. They are derived from the Navier-Stokes equations
with rotation, coupled with thermodynamics and salinity diffusion-transport equations. Beyond their
considerable significance in physical applications, the primitive equations have generated much interest
from the mathematics community due to their rich nonlinear, nonlocal character and their anisotropic
structure. For example, the mathematical study of the primitive equations originated in a series of articles
by Lions, Temam and Wang in the early 1990s (see [15, 16, 17, 18] and references therein), where they
set up the mathematical framework and showed the global existence of weak solutions. Cao and Titi [1]
developed an approach to deal with the L6-norm of the fluctuation v˜ of horizontal velocity and obtained
the global well-posedness of the 3D viscous primitive equations.
The addition of a stochastic noise to this physical model is fully natural as it represents external ran-
dom perturbations or a lack of knowledge of certain physical parameters. Along with the great successful
∗Corresponding author.
1
developments of deterministic primitive equations, the random situation has also been developed rapidly.
Guo and Huang [10] obtained the existence of universal random attractor of strong solution under the
assumptions that that the momentum equation is driven by an additive stochastic forcing and the ther-
modynamical equation is driven by a fixed heat source. Debussche, Glatt-Holtz, Temam and Ziane [5]
established the global well-posedness of strong solution to 3D stochastic primitive equations. Dong, Zhai
and Zhang [6] established the Freidlin-Wentzell’s large deviations for 3D stochastic primitive equations.
The purpose of this paper is to prove the exponential mixing property of weak solutions of 3D
stochastic primitive equations. There are several works about the ergodicity of 3D stochastic primitive
equations. We mention two of them which are relevant to our paper. Tachim Medjo [22] proved that
weak solutions of 3D stochastic primitive equations converges to the stationary solution exponentially
in the mean square under the conditions that the viscosity is large enough (bigger than L2−norm of the
stationary solution) and the covariance operator of the noise satisfies some exponential decay property.
Glatt-Holtz, Kukavica, Vicol and Ziane [9] established the existence of invariant measures of the strong
solution of 3D stochastic primitive equations. In this paper, we obtain two new results as follows:
1. The exponential mixing property holds for special weak solutions to 3D stochastic primitive equa-
tions. The viscosity is only assumed to be strictly positive, which relaxes the condition required
by [22]. Moreover, all weak solutions which are limits of Galerkin approximations share the same
stationary measure.
2. The invariant probability measure of the strong solution to 3D stochastic primitive equations is unique,
which supplements [9].
We adopt the coupling method introduced by Odasso [23] to establish the exponential ergodicity.
The key idea of the coupling method is to construct a coupling of Galerkin approximating solutions with
small initial data in an appropriate norm, which has the property that the probability of their meeting
has a uniform lower bound 3
4
(see Proposition 4.1). Compared with [23], we need to choose a small ball
in H3 instead of H2 because the nonlinear term −
∫ z
−1 ∇H · v(t, x, y, z′)dz′ ∂v∂z of 3D stochastic primitive
equations is one order higher than v∂v∂z of 3D stochastic Navier-Stokes equations. Furthermore, we have
to show that the exist time into this ball admits an exponential moment. During the proof process, we
have to deal with some high order Sobolev norm estimates, such as ‖ · ‖6, ‖ · ‖4
2
and ‖ · ‖4
3
. These are
highly non-trivial. To prove the uniqueness of invariant measures, the uniqueness of the strong solution
to 3D stochastic primitive equations plays an important role. It’s worth mention that such result has not
been established for 3D stochastic Navier-Stokes equations.
This paper is organized as follows. In Sect. 2, we introduce the mathematical framework of 3D
stochastic primitive equations and main results. In Sect. 3, we give the proof of weak solution to 3D
stochastic primitive equations. In Sect. 4, the exponential mixing property for Galerkin sequences from
H3 are proved. In Sect. 5, we show the uniqueness of stationary probability measure. The proof process
of two propositions in Sect. 4 is presented in Sect. 6.
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2 Preliminaries and the statement of main results
The 3D stochastic primitive equations under a stochastic forcing, in a Cartesian system, are written as
∂v
∂t
+ (v · ∇H)v + θ
∂v
∂z
+ f k × v + ∇HP − ν1∆v = σ1(v, T )
dW1
dt
, (2.1)
∂zP + T = 0, (2.2)
∇H · v + ∂zθ = 0, (2.3)
∂T
∂t
+ (v · ∇H)T + θ
∂T
∂z
− ν2∆T = σ2(v, T )
dW2
dt
, (2.4)
where the horizontal velocity field v = (v1, v2), the velocity θ, the temperature T and the pressure P are
unknown functions. f is the Coriolis parameter. k is vertical unit vector. ν1 and ν2 are the viscosity.
∇H = (∂x, ∂y) to be the horizontal gradient operator and ∆ = ∂2x + ∂2y + ∂2z to be the three dimensional
Laplacian. W1 and W2 are two independent cylindrical Wiener processes on H1 and H2, respectively.
The spaces H1 and H2 will be defined below. The spatial variable (x, y, z) belongs toM := T2 × (−1, 0).
As in [2], the boundary and initial conditions of (2.1) − (2.4) are given by
v, θ and T are periodic in x and y, (2.5)
(∂zv, θ) |z=−1,0= (0, 0), T |z=−1= 1, T |z=0= 0. (2.6)
(v, T ) |t=0= (v0, T0). (2.7)
Replacing T and P by T + z and P − z2
2
, respectively, then (2.1) − (2.7) is equivalent to the following
system
∂v
∂t
+ (v · ∇H)v + θ
∂v
∂z
+ f k × v + ∇HP − ν1∆v = σ1(v, T + z)
dW1
dt
, (2.8)
∂zP + T = 0, (2.9)
∇H · v + ∂zθ = 0, (2.10)
∂T
∂t
+ (v · ∇H)T + θ(
∂T
∂z
+ 1) − ν2∆T = σ2(v, T + z)
dW2
dt
, (2.11)
subject to the boundary and initial conditions
v, θ and T are periodic in x and y, (2.12)
(∂zv, θ) |z=−1,0= (0, 0), T |z=−1,z=0= 0, (2.13)
(v, T ) |t=0= (v0, T0). (2.14)
We still denote by T0 the initial temperature in (2.14), although it is now different from that in (2.7).
Inherent symmetries in the equations show that the solution of the primitive equations on T2× (−1, 0)
with boundaries (2.12)-(2.14) can be recovered by solving the equations with periodic boundary condi-
tions in x, y and z variables on the extended domain T2 × (−1, 1) := T3 and restricting to z ∈ (−1, 0).
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To see this, consider any solution of (2.8)-(2.11) with boundaries (2.12)-(2.14), we perform that
v(x, y, z) = v(x, y,−z), for (x, y, z) ∈ T2 × (0, 1),
T (x, y, z) = −T (x, y,−z), for (x, y, z) ∈ T2 × (0, 1),
P(x, y, z) = P(x, y,−z), for (x, y, z) ∈ T2 × (0, 1),
θ(x, y, z) = −θ(x, y,−z), for (x, y, z) ∈ T2 × (0, 1).
We also extend σ1 in the even fashion and σ2 in the odd fashion across T
2 × {0}. Hence, we consider the
primitive equations on the extended domain T3 = T2 × (−1, 1),
∂v
∂t
+ (v · ∇H)v + θ
∂v
∂z
+ f k × v + ∇HP − ν1∆v = σ1(v, T )
dW1
dt
, (2.15)
∂zP + T = 0, (2.16)
∇H · v + ∂zθ = 0, (2.17)
∂T
∂t
+ (v · ∇H)T + θ(
∂T
∂z
+ 1) − ν2∆T = σ2(v, T + z)
dW2
dt
, (2.18)
subject to the boundary and initial conditions
v, θ , P and T are periodic in x , y, z, (2.19)
v and P are even in z, θ and T are odd in z, (2.20)
(v, T ) |t=0= (v0, T0), (2.21)
where T0 denotes the initial temperature in (2.14), although it is now different from that in (2.7).
Due to the equivalence of the above two kinds boundary conditions, we consider the system (2.15)-
(2.21) throughout the whole paper. Notice that (2.20) is a symmetry condition, which is preserved by
system (2.15)-(2.18), i.e., if a smooth solution to the system (2.15)-(2.18) exists and is unique, then it
satisfies the symmetry condition (2.20) as long as it is initially satisfied.
2.1 Reformulation
With the help of the incompressibility condition (2.17) and the symmetry condition (2.20), the vertical
velocity θ can be expressed in terms of the horizonal velocity v as
θ(t, x, y, z) = Φ(v)(t, x, y, z) = −
∫ z
−1
∇H · v(t, x, y, z′)dz′. (2.22)
Moreover, ∫ 1
−1
∇H · vdz = 0.
Supposing that pb is a certain unknown function at Γb, and integrating (2.16) from −1 to z, we have
P(x, y, z, t) = pb(x, y, t) −
∫ z
−1
T (x, y, z′, t)dz′.
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Then, we make scaling transformation of T . Let S =
√
C0T , where C0 is a positive constant will be
given in Section 2.4. In this case, (2.15) − (2.21) can be rewritten as
∂v
∂t + (v · ∇H)v + Φ(v)∂v∂z + f k × v + ∇H pb − 1√C0
∫ z
−1 ∇HS dz′ − ν1∆v = φ(v, S ), (2.23)
∂S
∂t + (v · ∇H)S + Φ(v)∂S∂z + Φ(v) − ν2∆S = ϕ(v, S ), (2.24)∫ 1
−1 ∇H · vdz = 0, (2.25)
where
φ(v, S ) = σ1(v,
1√
C0
S )
dW1
dt
, ϕ(v, S ) =
√
C0σ2(v,
1√
C0
S + z)
dW2
dt
.
The boundary and initial conditions for (2.23) − (2.25) are given by
v and S are periodic in x, y and z, (2.26)
v and P are even in z, θ and T are odd in z, (2.27)
(v, S ) |t=0= (v0, S 0). (2.28)
To prove the exponential mixing property of (v, T ) of the system (2.15)− (2.21), it suffices to prove (v, S )
of (2.23) − (2.28) has the exponential mixing property.
2.2 Working spaces
Let L(K1;K2) (resp. L2(K1;K2)) be the space of bounded (resp. Hilbert-Schmidt) linear operators from
the Hilbert space K1 to K2. | · |L2(T2) and | · |Hp(T2) stand for the norms of L2(T2) and Hp(T2), respectively.
Let | · |p be the norm of Lp(T3) for integer number p ∈ (0,∞). In particular, | · | and (·, ·) represent the
norm and inner product of L2(T3). For the classical Sobolev space Hp(T3) = W p,2(T3), p ∈ N+,
Hp(T3) =
{
Y ∈ L2(T3)
∣∣∣∣∂αY ∈ L2(T3) for |α| ≤ p},
|Y |2
Hp(T3)
=
∑
0≤|α|≤p |∂αY |2.
It’s known that (Hp(T3), | · |Hp(T3)) is a Hilbert space.
Define working spaces for the system (2.23) − (2.28) as
V1 :=
{
v ∈ (C∞(T3))2;
∫ 1
−1
∇H · vdz = 0, v is periodic in x, y and even in z,
∫
T3
vdxdydz = 0
}
,
V2 :=
{
S ∈ C∞(T3); S is periodic in x, y and odd in z,
∫
T3
S dxdydz = 0
}
,
V1= the closure ofV1 with respect to the norm | · |H1(T3) × | · |H1(T3),
V2= the closure ofV2 with respect to the norm | · |H1(T3),
H1= the closure ofV1 with respect to the norm | · | × | · |,
H2= the closure ofV2 with respect to the norm | · |,
V = V1 × V2, H = H1 × H2.
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The inner products and norms on V , H are given by
(Y, Y˜)V = (v, v˜)V1 + (S , S˜ )V2 ,
(Y, Y˜) = (v, v˜) + (S , S˜ ) = (v1, v˜1) + (v2, v˜2) + (S , S˜ ),
(Y, Y)
1
2
V
= (v, v)
1
2
V1
+ (S , S )
1
2
V2
, ‖Y‖V = (Y, Y)
1
2
V
.
where Y = (v, S ), Y˜ = (v˜, S˜ ). By the Riesz representation theorem, we can identify the dual space H′ of
H, which implies that
V ⊂ H = H′ ⊂ V ′,
where the two inclusions are compact continuous.
2.3 Some Functionals
Define three bilinear forms a : V ×V → R, a1 : V1 ×V1 → R, a2 : V2 ×V2 → R, and their corresponding
linear operators A : V → V ′ , A1 : V1 → V ′1, A2 : V2 → V
′
2
by setting
a(Y, Y1) := (AY, Y1) = a1(v, v1) + a2(S , S 1),
where
a1(v, v1) := (A1v, v1) = ν1
∫
T3
∇v · ∇v1dxdydz,
a2(S , S 1) := (A2S , S 1) = ν2
∫
T3
∇S · ∇S 1dxdydz,
for any Y = (v, S ), Y1 = (v1, S 1) ∈ V .
It’s known that A1 is a self-adjoint operator with discrete spectrum in H1. Denote by {kn}n=1,2,···
the eigenbasis of A1 and suppose its associated eigenvalues {γn}n=1,2,··· is increasing. Similarly, A2 is a
self-adjoint operator with discrete spectrum in H2. Let (ln)n=1,2,··· be the eigenbasis of A2 with increas-
ing corresponding eigenvalues {λn}n=1,2,···. Denote e¯n,0 =
 kn
0
 and e¯0,m =
 0
lm
, it is easy to know
{e¯n,0, e¯0,m}n,m=1,2,··· is an eigenbasis of (A,D(A)). By means of rearrangement, we can construct an eigen-
basis of (A,D(A)) denoted {en}n=1,2,··· such that the associated eigenvalues {µn}n=1,2,··· is an increasing
sequence.
For any s ∈ R, the fractional power (As,D(As)) of the operator (A,D(A)) is defined as D(A
s) =
{
Y =
∑∞
n=1 ynen
∣∣∣∣ ∑∞n=1 µ2sn |yn|2 < ∞};
AsY =
∑∞
n=1 µ
s
nynen, where Y =
∑∞
n=1 ynen.
Set
‖Y‖As = |A
s
2Y |, HAs = D(A
s
2 ),
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then (HA
0
, ‖ · ‖A
0
) = (H, | · |) and (HA
1
, ‖ · ‖A
1
) = (V, ‖ · ‖V). For simplicity, denote ‖ · ‖ = ‖ · ‖V . It’s obvious that
(HAs , ‖ · ‖As ) is a Hilbert space. Similarly, we can define (HA1s , ‖ · ‖A1s ) and (HA2s , ‖ · ‖A2s ). For convenience,
all of them will be denoted by (Hs, ‖ · ‖s) for s ∈ R.
Now, we define three functionals b : V × V × V → R, bi : V1 × Vi × Vi → R (i = 1, 2) and the
associated operators B : V × V → V ′, Bi : V1 × Vi → V ′i (i = 1, 2) by setting
b(Y, Y1, Y2) := (B(Y, Y1), Y2) = b1(v, v1, v2) + b2(v, S 1, S 2),
b1(v, v1, v2) := (B1(v, v1), v2) =
∫
T3
[
(v · ∇H)v1 + Φ(v)
∂v1
∂z
]
· v2dxdydz,
b2(v, S 1, S 2) := (B2(v, S 1), S 2) =
∫
T3
[
(v · ∇H)S 1 + Φ(v)
∂S 1
∂z
]
S 2dxdydz,
for any Y = (v, S ), Yi = (vi, S i) ∈ V . Then we have
Lemma 2.1. For any Y ∈ V, Y1 ∈ V,
(B(Y, Y1), Y1) = b(Y, Y1, Y1) = b1(v, v1, v1) = b2(v, S 1, S 1) = 0.
Moreover, we define another functional g : V×V → R and the associated linear operator G : V → V ′
by
g(Y, Y1) := (G(Y), Y1)
=
∫
T3
[
f (k × v) · v1 +
(
∇H pb −
1√
C0
∫ z
−1
∇HS dz′
)
· v1 + Φ(v) · S 1
]
dxdydz.
We deduce from (2.25) that
(v,∇H pb) =
(∫ 1
−1
vdz,∇H pb
)
L2(T2)
= −
(
pb,
∫ 1
−1
∇H · vdz
)
L2(T2)
= 0.
Since (v, f k × v) = 0, we have
Lemma 2.2. (i)
g(Y, Y) = (G(Y), Y) = − 1√
C0
∫
T3
[ (∫ z
−1
∇HS dz′
)
· v + Φ(v) · S
]
dxdydz.
(ii) For Y = (v, S ), Y˜ = (v˜, S˜ ), there exists a constant C such that
|(G(Y), Y)| ≤ C(|S |‖v‖ ∨ ‖S ‖|v|), (2.29)
|(G(Y), Y˜)| ≤ C|v||v˜| +C(|S |‖v˜‖ ∨ ‖S ‖|S˜ |). (2.30)
Using the above functionals, (2.23) and (2.24) can be written as dY(t) + AY(t)dt + B(Y(t), Y(t))dt +G(Y(t))dt = Ψ(Y(t))dW(t),Y(0) = y0, (2.31)
where
W =
 W1
W2
 , Ψ(Y) =
 φ(v, S ) 0
0 ϕ(v, S )
 .
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2.4 Hypotheses
Recall that W is said to be a (Ft)t∈[0,T ]−cylindrical Wiener process on H ifW is (Ft)t−adapted, W(·+ t)−
W(t) is independent of Ft for any t ≥ 0 and W is a cylindrical Wiener process on H. Let E be a Polish
space.
Suppose C0 ≥ 8λ1 in Sect. 2.1. W1, W2 are two independent cylindrical Wiener processes on H1 and
H2, respectively. W = (W1,W2)
⊥ can be written as W =
∑∞
n=1 βnen, where {βn}n is a sequence of 1d
real-valued standard Brownian motions. The covariance operator Ψ satisfies
Hypothesis H0 Ψ : H → L2(H;H) is a continuous and bounded Lipschitz mapping, i.e.,
‖Ψ(y)‖2L2(H;H) ≤ λ0|y|
2
+ ρ, y ∈ H,
for some constants λ0 ≥ 0, ρ ≥ 0.
Hypothesis H1 (i) There exists ε0 > 0 and a family {Ψn}n=1,2,··· of continuous mappings H → R with
continuous Fréchet derivatives such that
Ψ(y)dW =
∞∑
n=1
Ψn(y)endβn where W =
∞∑
n=1
βnen,
κ0 =
∞∑
n=1
sup
y∈H
|Ψn(y)|2µ2+ε0n < ∞.
(ii) There exists κ1 such that for any y, η ∈ H3,
∞∑
n=1
|Ψ′n(y) · η|2µ3n < κ1‖η‖23.
(iii) For any y ∈ H and n ∈ N,
Ψn(y) > 0, κ2 = sup
y∈H
‖Ψ−1(y)‖2L(H4;H) < ∞,
where
Ψ
−1(y) · h =
∞∑
n=1
Ψ
−1
n (y)hnen for h =
∞∑
n=1
hnen.
Set κ = κ0 + κ1 + κ2 + 1.
Remark 1. Hypothesis H1 implies Hypothesis H0 and Ψ = A−
β
2 fulfills Hypothesis H1, provided β ∈
(7
2
, 4].
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2.5 Main Results
The main results in this paper are as follows.
Theorem 2.1. [Existence of weak solutions] Let the initial data y0 ∈ H. Assume Hypothesis H0 is in
force, there exists a weak solution of (2.31) in the sense of Definition 3.1.
Let λ and Y be probability measure and a random variable on (Ω,F ), respectively. We denote by
P(H) the set of probability measure on H endowed with the Borelian σ−algebra. DPλ(Y) denotes the law
of Y under Pλ. If µ = DPµ (Y(t)), for any t ≥ 0, then µ ∈ P(H) is said to be a stationary measure.
Theorem 2.2. [Exponential mixing] Assume Hypothesis H1 holds. There exist positive constants C =
C(ν1, ν2,Ψ,T
3) and γ = γ(ν1, ν2,Ψ,T
3) such that, for any initial law λ ∈ P(H) and weak solution Y(t)
which is a limit of Galerkin approximations of (3.33), there exists a unique weak stationary solution Pµ
with the initial law µ ∈ P(H), such that
‖DPλ(Y(t)) − µ‖var ≤ Ce−γt
(
1 +
∫
H
|y|2λ(dy)
)
, (2.32)
provided ∫
H
|y|2λ(dy) < ∞,
where ‖ · ‖var is the total variation norm associated to the space Hs for s < −3.
Corollary 2.3. All weak solutions which are limits of Galerkin approximations share the same stationary
measure. That is, µ in Theorem 2.2 is independent of λ and {Nk}. In particular, the invariant probability
measure of the strong solution of (2.31) is unique.
Remark 2. Our result is not influenced by the size of the viscosity ν1 and ν2, which are only required to
be strictly positive. For simplicity, we assume ν1 = ν2 = 1. Moreover, the result of Corollary 2.3 depends
on the uniqueness of the strong solution to 3D stochastic primitive equations.
2.6 Some Inequalities
The following lemma (see [21], Lemma A.4) plays an important role.
Lemma 2.3. Let Λ = (−∆) 12 . Suppose that s > 0 and p ∈ (1,∞). If f , g ∈ C∞(T3), then
|Λs( f g)|p ≤ C(| f |p1 |Λsg|p2 + |g|p3 |Λs f |p4 ),
with pi ∈ (1,∞], i = 1, · · ·, 4 such that
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p4
.
Refer to [1], we have
Lemma 2.4. If v1 ∈ H1(T3), v2 ∈ H3(T3), v3 ∈ H3(T3), then
(i) |
∫
T3
v3 · [(v1 · ∇H)v2]dxdydz| ≤ c|∇v2||v3 |3|v1|6 ≤ c|∇v2||v3 | 12 |∇v3| 12 |∇v1|,
(ii) |
∫
T3
Φ(v1)v2z · v3dxdydz| ≤ c|∇v1||v3| 12 |∇v3 | 12 |∂zv2| 12 |∇∂zv2| 12 .
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3 Existence of weak solutions
Definition 3.1. (weak solutions). We say that there exists a weak solution of (2.31) if for any initial law
λ ∈ P(H) and T > 0, there exists a stochastic basis (Ω,F , {Ft}t∈[0,T ], Pλ), a (Ft)t−cylindrical Wiener
process W on H under Pλ and a progressively measurable process Y : [0, T ] ×Ω→ H such that
(i) the law of Y(0) under Pλ is λ,
(ii) Y ∈ L∞([0, T ];H) ∩ L2([0, T ];V) ∩C
(
[0, T ];D(A−
α
2 )
)
, where α > 3 is any fixed positive number.
(iii) for any t ∈ [0, T ] and ψ ∈ D(A α2 ), the following holds Pλ−a.s.
(Y(t), ψ) +
∫ t
0
(
Y(s), Aψ
)
ds +
∫ t
0
(
B(Y(s), Y(s)), ψ
)
ds +
∫ t
0
(
G(Y(s)), ψ
)
ds
= (Y(0), ψ) +
∫ t
0
(
Ψ(Y(s))dW(s), ψ
)
.
When the initial law λ is not specified, y0 is the initial value of the weak solution Py0 .
Remark 3. These solutions are weak in both probability and PDE sense.
To prove the existence of weak solutions of (2.31), some compact embedding results of certain func-
tional spaces are needed (see [7]).
Let H be a separable Hilbert space with norm | · |H . Given p > 1, α ∈ (0, 1), let Wα,p([0, T ];H) be
the Sobolev space of all u ∈ Lp([0, T ];H) such that∫ T
0
∫ T
0
|u(t) − u(s)|p
H
|t − s|1+αp dtds < ∞,
endowed with the norm
‖u‖p
Wα,p([0,T ];H)
=
∫ T
0
|u(t)|p
H
dt +
∫ T
0
∫ T
0
|u(t) − u(s)|p
H
|t − s|1+αp dtds.
Let (Ω,F , {Ft}t≥0, P) be a stochastic basis (with expectation E). K is a separable Hilbert space andW
is a cylindrical Wiener process with values in K defined on this stochastic basis. For any progressively
measurable process f ∈ L2(Ω × [0, T ];L2(K;H)), we denote by I( f ) the Itô integral
I( f )(t) =
∫ t
0
f (s)dW(s) t ∈ [0, T ].
Clearly, I( f ) is a progressively measurable process in L2(Ω × [0, T ];H).
Lemma 3.1. Given p ≥ 2, α < 1
2
. Then for any progressively measurable process f ∈ Lp(Ω ×
[0, T ];L2(K;H)),
I( f ) ∈ Lp(Ω;Wα,p([0, T ];H))
and there exists a constant C(p, α) > 0 independent of f such that
E‖I( f )‖p
Wα,p([0,T ];H)
≤ C(p, α)E
∫ T
0
‖ f (t)‖pL2(K;H)dt.
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Lemma 3.2. Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive, with compact embedding of B0 in
B. Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space
X = Lp([0, T ]; B0) ∩Wα,p([0, T ]; B1),
endowed with the natural norm. Then the embedding of X in Lp([0, T ]; B) is compact.
Lemma 3.3. If B1 ⊂ B˜ are two Banach spaces with compact embedding, and the real number α ∈
(0, 1), p > 1 satisfy αp > 1, then the space Wα,p([0, T ]; B1) is compactly embedded into C([0, T ]; B˜).
Proof of Theorem 2.1. The proof of the existence of weak solutions of (2.31) can be divided into
three steps.
Step 1. Let Pn be the operator from D(A
− 32 ) to D(A
3
2 ) defined as
Pnx =
n∑
i=1
〈x, ei〉ei x ∈ D(A−
3
2 ).
Here, we denote by 〈·, ·〉 the dual pairing between D(A 32 ) and D(A− 32 ). Then
〈Pnx, y〉 = 〈x, Pny〉,
for all x, y ∈ D(A− 32 ). Its restriction to H is the orthogonal projection onto PnH := Span{e1, · · ·, en}. Let
Bn(Y, Y) be the Lipschitz operator in PnH defined as
Bn(Y, Y) = χn(Y)B(Y, Y) Y ∈ PnH,
where χn : H → R is defined as χn(Y) = Θn(|Y |), with Θn : R→ [0, 1] of class C∞, such that
χn(Y) =
 1, if |Y | ≤ n,0, if |Y | > n + 1.
Consider the classical Galerkin approximation scheme defined by dYn + AYndt + PnBn(Yn, Yn)dt + PnG(Yn)dt = PnΨ(Yn)dW(t), t ∈ [0, T ]Yn(0) = Pny0. (3.33)
Noticing B is locally Lipschitz from V × V to D(A− 32 ) and all the coefficients are continuous and linear
growth in PnH. Further, with the help of (2.29) and (2.30), equation (3.33) has a unique weak solution
Yn ∈ L2(Ω;C([0, T ]; PnH)). Applying Itô formula to |Yn|p for each p ≥ 2, by Lemma 2.2, we obtain that
there exist two positive constants C1(p), C2, which are independent of n, such that
E
(
sup
0≤s≤T
|Yn(s)|p
)
≤ C1(p), (3.34)
E
∫ T
0
‖Yn(s)‖2ds ≤ C2. (3.35)
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Step 2. Decompose Yn as
Yn(t) = Pny0 −
∫ t
0
AYn(s)ds −
∫ t
0
PnBn(Yn(s), Yn(s))ds
−
∫ t
0
PnG(Yn(s))ds +
∫ t
0
PnΨ(Yn(s))dW(s)
:= J1n + J
2
n(t) + J
3
n(t) + J
4
n(t) + J
5
n(t).
Clearly, E|J1n |2 ≤ C3. Since ‖AYn‖V ′ ≤ ‖Yn‖, we have
E‖J2n(t) − J2n(s)‖2V ′ ≤ C(t − s)E
∫ t
s
‖AYn(l)‖2V ′dl
≤ C(t − s)E
∫ t
s
‖Yn(l)‖2dl,
which implies that
E‖J2n‖2W1,2([0,T ];V ′) ≤ CE
∫ T
0
‖Yn(s)‖2ds ≤ C4.
Refer to [16], it gives
‖B(Y, Y1)‖−3 ≤ C|Y |‖Y1‖,
then
E‖J3n(t) − J3n(s)‖2
D(A
− 3
2 )
≤ C(t − s)E
∫ t
s
‖Bn(Yn, Yn)‖2−3dl
≤ C(t − s)E sup
t∈[0,T ]
|Yn(t)|2
∫ T
0
‖Yn(t)‖2dt.
Then, we deduce from (3.34) and (3.35) that
E‖J3n‖
W1,2([0,T ];D(A−
3
2 ))
≤ C5
√
C1(2)C2.
Notice that ‖G(Yn)‖V ′ ≤ |Yn|, we obtain
E‖J4n(t) − J4n(s)‖2V ′ ≤ C(t − s)E
∫ t
s
‖G(Yn)‖2V ′dl
≤ C(t − s)2E sup
t∈[0,T ]
|Yn(t)|2.
Hence, by (2.29), we get
E‖J4n‖2W1,2([0,T ];V ′) ≤ CE
(
sup
0≤s≤T
|Yn(s)|2
)
≤ C6.
Moreover, using Lemma 3.1, Hypothesis H0 and (2.29), we get
E‖J5n‖2Wβ,2([0,T ];H) ≤ CE
(∫ T
0
‖Pnψ(Yn(s))‖2L2(H;H)ds
)
≤ CTE sup
0≤s≤T
|Yn(s)|2 ≤ C7(β),
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for all β ∈ (0, 1
2
). Since W1,p([0, T ]; B) ⊂ Wα,p([0, T ]; B) for all Banach space B, provided α ∈ (0, 1) and
p > 1. Hence, combining all the previous inequalities, we obtain
E‖Yn‖
Wβ,2([0,T ];D(A−
3
2 ))
≤ C8(β),
for all β ∈ (0, 1
2
). Recall (3.35), we know the lawsD(Yn) are bounded uniformly in probability in
L2([0, T ];V) ∩Wβ,2
(
[0, T ];D(A−
3
2 )
)
.
Thus, by Lemma 3.2, we conclude that the family D(Yn) is tight in L2([0, T ];H).
Applying Lemma 3.3 and by (3.34), similar to the term J5n , we haveD(Yn) is tight in C
(
[0, T ];D(A−
γ
2 )
)
,
for all given γ > 3. Thus, we can find a subsequence still denoted by Yn, such that D(Yn) converges
weakly in L2([0, T ];H) ∩ C
(
[0, T ];D(A−
γ
2 )
)
.
Step 3. Fix γ > 3. By Skorohod embedding theorem, there exists a stochastic basis
(Ω1,F 1, {F 1t }t∈[0,T ], P1) and L2([0, T ];H) ∩ C
(
[0, T ];D(A−
γ
2 )
)
−valued random variables Y1, Y1n , n ≥ 1
on this basis, such that Y1n has the same law of Yn on L
2([0, T ];H) ∩ C
(
[0, T ];D(A−
γ
2 )
)
, and Y1n → Y1 in
L2([0, T ];H) ∩C
(
[0, T ];D(A−
γ
2 )
)
, P1−a.s.. Of course, for each n,
D(Y1n )(C([0, T ]; PnH)) = 1,
and by (3.34) and (3.35), we have
E
P1
(
sup
0≤s≤T
|Y1n (s)|p
)
≤ C1(p),
E
P1
∫ T
0
‖Y1n (s)‖2ds ≤ C2,
for all n and p ≥ 2. Hence, we also have
Y1 ∈ L2([0, T ];V) ∩ L∞([0, T ];H) P1 − a.s.
and Y1n → Y1 weakly in L2(Ω × [0, T ];V).
For each n ≥ 1, the process M1n(t) with trajectories in C([0, T ];H) defined as
M1n(t) = Y
1
n (t) − PnY1(0) +
∫ t
0
AY1n (s)ds +
∫ t
0
PnBn(Y
1
n (s), Y
1
n (s))ds +
∫ t
0
PnG(Y
1
n (s))ds.
In fact, M1n is a square integrable martingale with respect to the filtration{
G1n
}
t
= σ
{
Y1n (s), s ≤ t
}
,
with quadratic variation
[M1n]t =
∫ t
0
PnΨ(Y
1
n )Ψ(Y
1
n )
∗Pnds.
Then by a standard method (see [7]), we obtain the existence of weak solutions.

Remark 4. Refer to [4], the existence of the strong solution of 3D primitive equations (2.31) with initial
data in V is proved by Galerkin approximation method. Since V ⊂ H, the strong solution is also a weak
solution which is a limitation of Galerkin approximations.
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4 Exponential mixing for Galerkin sequences
In this section, we devote to proving exponential mixing for Galerkin sequences by coupling method.
Firstly, we introduce some preliminaries.
4.1 Preliminary
Let (λ1, λ2) be two distributions on a Polish space (E,B(E)). (Ω,F , P) is a probability space. Denote
by (Z1, Z2) two random variables (Ω,F ) → (E,B(E)). We say that (Z1, Z2) is a coupling of (λ1, λ2) if
λi = D(Zi) for i = 1, 2. The total variation ‖λ‖var of a finite real measure λ on E is defined as
‖λ‖var = sup
{
|λ(Γ)| | Γ ∈ B(E)
}
,
where B(E) stands for the set of the Borelian subsets of E.
The next result is fundamental in the coupling methods (the proof can be found in [23]).
Lemma 4.1. Let (λ1, λ2) be two probability measures on (E,B(E)). Then
‖λ1 − λ2‖var = minP(Z1 , Z2).
The minimum is taken over all couplings (Z1, Z2) of (λ1, λ2). There exists a coupling which reaches the
minimum value. It is called a maximal coupling.
For N ∈ N, we denote by PN the eigenprojector of A associated to the first N eigenvalues. Let
(Ω,F , P) be a probability space andW be a cylindrical Wiener process onH for P. Consider the following
finite dimensional approximation of (2.31): dYN + AYNdt + PNBN(YN , YN)dt + PNG(YN)dt = PNΨ(YN)dW(t),PNY(0) = PNy0. (4.36)
From Theorem 2.1, we know for any y0 ∈ H, (4.36) has a unique solution YN = YN(·, y0) =
(vN(·, y0), S N(·, y0)). Define
(PNt ψ)(y0) = E[ψ(YN(t, y0))], for ψ ∈ Bb(PNH).
Since YN(·, y0) satisfies the strong Markov property, we deduce that (PNt )t∈R+ is a Markov transition
semigroup on PNH.
In the following, PN is omitted for simplicity.
Applying Itô formula to |YN(·, y0)|2, it gives
d|YN |2 + 2‖YN‖2dt = −2
(
YN, BN(YN , YN)
)
dt − 2
(
YN ,G(YN)
)
dt
+ 2
(
YN,Ψ(YN)dW
)
+ ‖Ψ(YN)‖2L2(H;H)dt.
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By integration by parts, we have (
YN , BN(YN , YN)
)
= 0,
With the aid of Lemma 2.2, we get
d|YN |2 + 2‖YN‖2dt
= 2
(
YN ,Ψ(YN)dW
)
+ 2
(
vN ,
1√
C0
∫ z
−1
∇HS Ndz′
)
dt + ‖Ψ(YN)‖2L2(H;H)dt
≤ 2
(
YN ,Ψ(YN)dW
)
+
2√
C0
|S N |‖vN‖dt + ‖Ψ(YN)‖2L2(H;H)dt.
Then, by ab ≤ 1
2
(a2 + b2) and ‖YN‖2 = ‖vN‖2 + ‖S N‖2, we have
d|YN |2 + ‖YN‖2dt + ‖S N‖2dt ≤ 2(YN ,Ψ(YN)dW) +
8
C0
|S N |2dt + κdt.
Since C0 ≥ 8λ1 , ‖S N‖2 ≥ λ1|S N |2, then
8
C0
|S N |2 ≤ ‖S N‖2. Thus
d|YN |2 + ‖YN‖2dt ≤ 2(YN ,Ψ(YN)dW) + κdt. (4.37)
By ‖YN‖2 ≥ µ1|YN |2, integrating eµ1t on both sides of (4.37) and taking expectation, we obtain
E
(
|YN(t)|2
)
≤ e−µ1t |y0|2 +
κ
µ1
. (4.38)
Hence, applying the Krylov-Bogoliubov Criterion (see [3]), we obtain that (PNt )t admits an invariant
measure µN and that every invariant measure has a moment of order two in H. Let Y
N
0
be a random
variable whose law is µN and which is independent of W , then YN = YN(·, YN0 ) is a stationary solution of
(4.36). Integrating (4.37), we obtain
E|YN(t)|2 + E
∫ t
0
‖YN(s)‖2ds ≤ E|YN(0)|2 + κt. (4.39)
Since the law of YN(s) is µN for any s ≥ 0, it follows that∫
PNH
‖y‖2µN(dy) ≤ κ. (4.40)
Similar to Theorem 2.1, the laws (PNµN ) of YN(·, YN0 ) are tight in L2([0, T ];H) ∩ C([0, T ];D(A−
γ
2 )),
γ > 3. Then, for a subsequence, still denote by (PNµN ), which converges in law to Pµ a stationary solution
of (2.31) with initial law µ. We deduce from (4.40) that∫
H
‖y‖2µ(dy) ≤ κ.
In general, we don’t know whether µ is an invariant measure due to the lack of uniqueness and also we
don’t know whether the solution of (2.31) defines a Markov evolution. However, the above information
is useful to prove the uniqueness of invariant measures.
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4.2 Exponential mixing for Galerkin sequences with initial value in H
In the following, we aim to construct a coupling of solutions from H satisfying exponential mixing
property.
Consider solutions of (4.36) with initial data in H. Assume that Hypothesis H1 holds. Let N ∈ N
and (y1
0
, y2
0
) ∈ H × H. Similar to [12], [19], we obtain that there exists a function pN(·) > 0 such that
‖(PN1 )∗δy20 − (P
N
1 )
∗δy1
0
‖var ≤ 1 − pN(|y10| + |y20|), (4.41)
where δy1
0
and δy2
0
are two Dirac measures on single point y1
0
and y2
0
, respectively. Applying Lemma 4.1,
we construct a maximal coupling (Z1, Z2) =
(
Z1(y
1
0
, y2
0
), Z2(y
1
0
, y2
0
)
)
of
(
(PN
1
)∗δy1
0
, (PN
1
)∗δy2
0
)
. It follows
that
P(Z1 = Z2) ≥ pN(|y10| + |y20|) > 0. (4.42)
Let (W, W˜) be a couple of independent cylindrical Wiener processes on H × H and δ > 0. Denote
by YN(·, y10) and Y˜N(·, y20) the solutions of (4.36) with initial data y10 and y20 associated to W and W˜ ,
respectively. Now we can construct a couple of random variables (V1,V2) = (V1(y
1
0
, y2
0
),V2(y
1
0
, y2
0
)) on
PNH for (YN , Y˜N) as follows
(V1,V2) =

(YN(·, y0), YN(·, y0)), if y10 = y20 = y0,
(Z1(y
1
0
, y2
0
), Z2(y
1
0
, y2
0
)), if (y1
0
, y2
0
) ∈ BH×H(0, δ)\{y10 = y20},
(YN(·, y10), Y˜N(·, y20)), else,
(4.43)
where BH×H(0, δ) is the ball of H × H with radius δ . Then (V1(y10, y20),V2(y10, y20)) is a coupling of(
(PN
1
)∗δy1
0
, (PN
1
)∗δy2
0
)
. It can be shown that it depends on (y1
0
, y2
0
). We then construct a coupling (Y1, Y2)
of
(
D(YN(·, y10)),D(YN(·, y20))
)
by induction on N. Firstly, setting Y i(0) = yi
0
for i = 1, 2, then assuming
that we have constructed (Y1, Y2) on {0, 1, · · ·, k}. We take (V1,V2) as above independent of (Y1, Y2) and
set
Y i(k + 1) = Vi(Y
1(k), Y2(k)) for i = 1, 2.
Taking into account (4.38), it is easily shown that the time of return of (Y1, Y2) in BH×H(0, 4κµ1 ) admits
an exponential moment. We choose δ = 4κµ1 . It follows from (4.42) and (4.43) that (Y
1(n), Y2(n)) ∈
BH×H(0, δ) implies that the probability of (Y1, Y2) having coupled at time n + 1 is bounded below by
pN(2δ) > 0. Finally, remark that if (Y
1, Y2) are coupled at time n + 1, then they remain coupled for
any time after. Combining these properties and using the fact that (Y1(n), Y2(n))n∈N is a discrete strong
Markov process, it is easily shown that
P(Y1(n) , Y2(n)) ≤ CNe−γNn(1 + |y10|2 + |y20|2), (4.44)
with γN > 0. Recall that (Y
1, Y2) is a coupling of
(
D(YN(·, y10)),D(YN(·, y20))
)
on N. It follows that
(Y1(n), Y2(n)) is a coupling of
(
(PNn )∗δy1
0
, (PNn )∗δy2
0
)
. Combining Lemma 4.1 and (4.44), we obtain, for
n ∈ N,
‖(PNn )∗δy2
0
− (PNn )∗δy1
0
‖var ≤ CNe−γNn(1 + |y10|2 + |y20|2).
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Setting n = ⌊t⌋(the integer part of t) and integrating (y2
0
, y1
0
) over ((PNt−n)∗λ)
⊗
µN , where µN is an
invariant measure, it follows that, for any λ ∈ P(PNH) with
∫
PNH
|y|2λ(dy) < ∞,
‖(PNt )∗λ − µN‖var ≤ CNe−γN t
(
1 +
∫
PNH
|y|2λ(dy)
)
. (4.45)
This result (4.45) is useless when we consider (2.31), since the constants CN , γN in (4.45) strongly
depend on N.
In the following, we devote to establishing a priori estimates uniformly in N to ensure the exponential
mixing property holds independent of N. Specifically, we obtain a uniform lower boundary for a coupling
from H3 (see (4.46) in Proposition 4.1 ), which is analogous to (4.42) but uniformly in N.
4.3 Exponential mixing for Galerkin sequences with initial value in H3
As stated above, the initial data from H is not enough to ensure some estimates uniformly in N. Here,
we consider a coupling with initial data from H3. Firstly, we obtain the following uniform lower bound.
Proposition 4.1. Assume that Hypothesis H1 holds. Then there exist (Υ, δ) ∈ (0, 1) × (0, 1) such that,
for any N ∈ N, there exists a coupling (Z1(y10, y20), Z2(y10, y20)) of
(
(PN
Υ
)∗δy1
0
, (PN
Υ
)∗δy2
0
)
which measurably
depends on (y1
0
, y2
0
) ∈ H3 × H3 and verifies
P
(
Z1(y
1
0, y
2
0) = Z2(y
1
0, y
2
0)
)
≥ 3
4
, (4.46)
provided
‖y10‖23 ∨ ‖y20‖23 ≤ δ. (4.47)
The proof of Proposition 4.1 is postponed to Sect. 6.
Assume that Hypothesis H1 holds. Let N ∈ N and Υ, δ, Z1, Z2 be the same as Proposition 4.1. Let
(W, W˜) be a couple of independent cylindrical Wiener processes on H × H. Denote by YN(·, y0) and
Y˜N(·, y0) the solution of (3.33) associated to W and W˜, respectively. We construct a couple of random
variables (V1,V2) = (V1(y
1
0
, y2
0
),V2(y
1
0
, y2
0
)) on PNH × PNH as follows
(V1,V2) =

(YN(·, y0), YN(·, y0)), if y10 = y20 = y0,
(Z1(y
1
0
, y2
0
), Z2(y
1
0
, y2
0
)), if (y1
0
, y2
0
) ∈ BH3×H3 (0, δ)\{y10 = y20},
(YN(·, y10), Y˜N(·, y20)), else.
(4.48)
Then, we can construct (Y1, Y2) by induction on ΥN. Indeed, firstly setting Y i(0) = yi
0
for i = 1, 2. Then,
assuming that we have constructed (Y1, Y2) on {0,Υ, 2Υ, ..., nΥ}, taking (V1,V2) as above independent of
(Y1, Y2) and setting
Y i((n + 1)Υ) = Vi(Y
1(nΥ), Y2(nΥ)) for i = 1, 2. (4.49)
It follows that (Y1, Y2) is a discrete strong Markov process and a coupling of
(D(YN(·, y10)),D(YN(·, y20)))
on ΥN. Moreover, if (Y1, Y2) are coupled at time nΥ, then they remain coupled for any time after.
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Define
τ = inf
{
t ∈ ΥN\{0} | ‖Y1(t)‖23 ∨ ‖Y2(t)‖23 ≤ δ
}
. (4.50)
Proposition 4.2. Assume that Hypothesis H1 holds. There exist α = α(Ψ,T3, ε0, δ) > 0 and K
′′
=
K′′(Ψ,T3, ε0, δ) such that for any (y10, y
2
0
) ∈ H × H ,
E(eατ) ≤ K′′(1 + |y10|2 + |y20|2),
where ε0 is given in Hypothesis H1.
The proof of Proposition 4.2 is postponed to Sect. 6.
Based on Propositions 4.1 and 4.2 we can obtain the following exponential mixing property for
Galerkin approximations.
Proposition 4.3. Assume that Hypothesis H1 holds. Then there exist C = C(Ψ,T3) > 0 and γ =
γ(Ψ,T3) > 0 such that for any N ∈ N, there exists a unique invariant measure µN for (PNt )t∈R+ . Moreover,
for any λ ∈ P(PNH) with
∫
PNH
|y|2λ(dy) < ∞,
‖(PNt )∗λ − µN‖var ≤ Ce−γt
(
1 +
∫
PNH
|y|2λ(dy)
)
, (4.51)
‖ · ‖var is the total variation norm associated to the space Hs, for s < −3.
Proof. Based on the previous preparations, we can achieve this proposition using the same argument as
[23]. Given (y1
0
, y2
0
) ∈ H3 × H3, the process (Y1, Y2) is defined by (4.49). Let δ > 0, Υ ∈ (0, 1) be the
same as Proposition 4.1 and τ is defined by (4.50), set
τ1 = τ, τk+1 = inf
{
t > τk | ‖Y1(t)‖23 ∨ ‖Y2(t)‖23 ≤ δ
}
.
We deduce from the strong Markov property of (Y1, Y2) and Proposition 4.2 that
E(eατk+1 ) ≤ K′′E
(
eατk (1 + |Y1(τk)|2 + |Y2(τk)|2)
)
,
which yields, 
E(eατk+1 ) ≤ cK′′(1 + 2δ)E(eατk ),
E(eατ1 ) ≤ K′′(1 + |y10|2 + |y20|2).
It follows that there exists K > 0 such that
E(eατk ) ≤ Kk(1 + |y10|2 + |y20|2).
Hence, applying the Jensen’s inequality, we obtain, for any θ ∈ (0, 1),
E(eθατk ) ≤ Kθk(1 + |y10|2 + |y20|2). (4.52)
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Taking into account Proposition 4.1 and (4.48) that
P
(
Y1(Υ) , Y2(Υ)
)
≤ 1
4
,
provided (y1
0
, y2
0
) is in the ball of H3 × H3 with radius δ. Define
k0 = inf
{
k ∈ N | Y1(τk + Υ) = Y2(τk + Υ)
}
.
By strong Markov property of (Y1, Y2), we have
P(k0 > n) ≤
(
1
4
)n
, (4.53)
which implies k0 < ∞ almost surely. Let θ ∈ (0, 1), we deduce from Cauchy-Schwarz inequality that
E(e
θ
2
ατk0 ) =
∞∑
n=1
E
(
e
θ
2
ατn Ik0=n
)
≤
∞∑
n=1
√
P(k0 ≥ n)E(eθατn ).
Combining (4.52) and (4.53), we deduce
E(e
θ
2
ατk0 ) ≤

∞∑
n=0
(
Kθ
2
)n (1 + |y10|2 + |y20|2).
Hence, choosing θ ∈ (0, 1) sufficiently small, we obtain that there exists γ > 0 independent of N ∈ N
such that
E(eγτk0 ) ≤ 4(1 + |y10|2 + |y20|2). (4.54)
Recall that if (Y1, Y2) are coupled at time t ∈ ΥN, then they remain coupled for any time after. Hence,
Y1(t) = Y2(t) for t > τk0 . It follows that
P(Y1(nΥ) , Y2(nΥ)) ≤ 4e−γnΥ(1 + |y10|2 + |y20|2).
Since
(
Y1(nΥ), Y2(nΥ)
)
is a coupling of
(
(PN
nΥ
)∗δy1
0
, (PN
nΥ
)∗δy2
0
)
, we deduce from Lemma 4.1 that
‖(PNnΥ)∗δy10 − (P
N
nΥ)
∗δy2
0
‖var ≤ 4e−γnΥ(1 + |y10|2 + |y20|2), (4.55)
for any n ∈ N and any (y1
0
, y2
0
) ∈ H3 ×H3. Recall that the existence of an invariant measure µN ∈ P(PNH)
can be justified by (4.39). Let λ ∈ P(H) and t ∈ R+. We set n = ⌊ t
Υ
⌋ and C = 4eγΥ. Integrating (y1
0
, y2
0
)
over ((PN
t−nΥ)
∗λ) ⊗ µN in (4.55), we obtain
‖(PNt )∗λ − µN‖var ≤ Ce−γt
(
1 +
∫
H
|y|2λ(dy)
)
, (4.56)
which implies (4.58).

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Now, we are in the position to prove Theorem 2.2.
Proof of Theorem 2.2. Let λ ∈ P(H) and Eλ be an expectation under the initial distribution λ. Since
‖ · ‖var is the dual norm of | · |∞, we have for any finite measure λ′ on Hs for s < −3,
‖λ′‖var = sup
|g|∞≤1
|
∫
Hs
g(x)λ′(dx)|, (4.57)
where the supermum is taken over g ∈ UCb(Hs) which verifies |g|∞ < 1. Hence, (4.51) is equivalent to∣∣∣∣∣∣Eλ(g(YN(t))) −
∫
PNH
g(y)µN (dy)
∣∣∣∣∣∣ ≤ Ce−γt |g|∞
(
1 +
∫
H
|y|2λ(dy)
)
, (4.58)
for any g ∈ UCb(Hs).
Assume (4.58) holds. From Theorem 2.1, we know that for any given initial law λ ∈ P(H), there
exists a subsequence {N ′
k
}k such that YN
′
k
λ converges in distribution to a weak solution Yλ of (2.31)
in C([0, T ];Hs), for s < −3. Moreover, as discussed in the above of Section 4, (PNµN ) are tight in
L2([0, T ];H) ∩ C([0, T ];D(A− γ2 )), γ > 3. Hence, there exists a subsequence {Nk}k of {N ′k}k such that
(P
Nk
µNk
)k converges in law to Pµ(λ,{Nk }) , which is a stationary solution of (2.31) with initial law µ
(λ,{Nk}).
µ(λ,{Nk}) stands for µ depends on λ and the sequence {Nk}. Taking the subsequence {Nk}k in both sides of
(4.58) and letting k → ∞, we have∣∣∣∣∣Eλ(g(Y(t))) −
∫
H
g(y)µ(λ,{Nk})(dy)
∣∣∣∣∣ ≤ Ce−γt |g|∞
(
1 +
∫
H
|y|2λ(dy)
)
. (4.59)
Thus, by (4.57) and (4.59), we conclude that Theorem 2.2 holds with µ = µ(λ,{Nk}). 
5 Uniqueness of stationary probability measure
Given the initial law λ ∈ P(H) and Galerkin approximation sequence {Nk}, let µ(λ,{Nk}) be the stationary
probability measure obtained in Theorem 2.2. In this part, we devote to proving µ(λ,{Nk}) is actually
independent of λ and {Nk}.
Proof of Corollary 2.3. Given any initial value y ∈ V , by [5], there exists a unique strong solution of
(2.31) denoted by Y(t, y). Based on Theorem 2.2, Y(t, y) has an invariant measure µ(δy), which does not
depend on {Nk}. We claim that
µ(δy) ≡ µV ∀y ∈ V.
Indeed, let yi ∈ V(i = 1, 2) are two different initial values, µ(δy1 ) and µ(δy2 ) are the corresponding
invariant measures. Notice that∣∣∣∣∣
∫
H
g(y)µ(δy1 )(dy) −
∫
H
g(y)µ(δy2 )(dy)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
H
g(y)µ(δy1 )(dy) − Eg(Yy1t )
∣∣∣∣∣
+
∣∣∣Eg(Yy1t ) − Eg(Yy2t )∣∣∣ +
∣∣∣∣∣Eg(Yy2t ) −
∫
H
g(y)µ(δy2 )(dy)
∣∣∣∣∣
:= I1(t) + I2(t) + I3(t), (5.60)
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we have
I2 =
∣∣∣Eg(Yy1t ) − Eg(Yy2t )∣∣∣ ≤ ∣∣∣∣Eg(Yy1t ) − Eg(YN,y1t )∣∣∣∣
+
∣∣∣∣Eg(YN,y1t ) − Eg(YN,y2t )∣∣∣∣ + ∣∣∣∣Eg(YN,y2t ) − Eg(Yy2t )∣∣∣∣
:= I
1,N
2
(t) + I
2,N
2
(t) + I
3,N
2
(t).
Thus, ∣∣∣∣∣
∫
H
g(y)µ(δy1 )(dy) −
∫
H
g(y)µ(δy2 )(dy)
∣∣∣∣∣ ≤ I1(t) + I1,N2 (t) + I2,N2 (t) + I3,N2 (t) + I3(t). (5.61)
By (4.55) and (4.59), for any ε > 0, there exists t0 > 0 such that for any t > t0
I1(t) + I
2,N
2
(t) + I3(t) ≤ ε uniformly for N.
Fix t > t0, and let N →∞, we obtain I1,N2 (t) + I3,N2 (t) → 0. Thus, let t,N → ∞ in (5.61) , we get∣∣∣∣∣
∫
H
g(y)µ(δy1 )(dy) −
∫
H
g(y)µ(δy2 )(dy)
∣∣∣∣∣ = 0,
which implies
µ(δy) = µV ∀ y ∈ V. (5.62)
Now, we are ready to show that all weak solutions which are limits of Galerkin approximation share the
same stationary measure. Let y0 ∈ H, y1 ∈ V , and λ = δy0 , consider∣∣∣∣∣
∫
H
g(y)µ(δy0 ,{Nk})(dy) −
∫
H
g(y)µV (dy)
∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∫
H
g(y)µ(δy0 ,{Nk})(dy) −
∫
PNkH
g(y)µ
(δy0 )
Nk
(dy)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
∫
PNkH
g(y)µ
(δy0 )
Nk
(dy) − Eg(YNk,y0t )
∣∣∣∣∣∣∣ +
∣∣∣∣Eg(YNk,y0t ) − Eg(YNk,y1t )∣∣∣∣
+
∣∣∣∣Eg(YNk,y1t ) − Eg(Yy1t )∣∣∣∣ +
∣∣∣∣∣Eg(Yy1t ) −
∫
H
g(y)µV (dy)
∣∣∣∣∣
:= K
Nk
1
+ K
Nk
2
(t) + K
Nk
3
(t) + K
Nk
4
(t) + K5(t). (5.63)
By (4.55), (4.56), (4.59) and (5.62), we have K
Nk
2
(t) + K
Nk
3
(t) + K
Nk
4
(t) + K5(t) → 0 uniformly for {Nk},
as t → ∞. Let Nk → ∞, we obtain KNk1 → 0. Thus, let t,Nk → ∞ in (5.63), we deduce that∫
H
g(y)µ(δy0 ,{Nk})(dy) =
∫
H
g(y)µV (dy),
which implies µ(δy0 ,{Nk}) = µV . That is, µ(δy0 ,{Nk}) is independent of δy0 and {Nk}.

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6 Proof of Propositions 4.1-4.2
6.1 Proof of Proposition 4.1
Assume Hypothesis H1 holds. Let Υ ∈ (0, 1). We can construct
(
Z1(y
1
0
, y2
0
), Z2(y
1
0
, y2
0
)
)
as the maximal
coupling of (P∗
Υ
δy1
0
,P∗
Υ
δy2
0
) using Lemma 4.1. Measurable dependence on (y1
0
, y2
0
) follows from a slight
extension of Lemma 4.1 (see [24], Remark A.1). Recall κ is the constant defined in Hypothesis H1.
In order to establish Proposition 4.1, it is sufficient to prove that there exists c(κ,T3) independent of
Υ ∈ (0, 1) and N ∈ N such that
‖(PN
Υ
)∗δy2
0
− (PN
Υ
)∗δy1
0
‖var ≤ c(κ,T3)
√
Υ, (6.64)
provided
‖y10‖23 ∨ ‖y20‖23 ≤ κΥ3. (6.65)
Then it suffices to choose Υ ≤ 1/(4c(κ,T3))2 and δ = κΥ3.
As ‖ · ‖var is the dual norm of | · |∞, (6.64) is equivalent to∣∣∣∣E (g(YN(Υ, y20)) − g(YN(Υ, y10)))∣∣∣∣ ≤ 8|g|∞c(κ,T3)√Υ, (6.66)
for any g ∈ UCb(PNH). Due to C1b(PNH) ⊂ UCb(PNH) is dense, it suffices to prove (6.66) holds for any
N ∈ N,Υ ∈ (0, 1) and g ∈ C1
b
(PNH) provided (6.65) holds.
6.1.1 Energy estimates.
For any process Y = (v, S ), define the H2−energy of Y at time t by
E
H2
Y
(t) := ‖Y(t)‖22 +
∫ t
0
‖Y(s)‖23ds.
Lemma 6.1. Assume that Hypothesis H1 holds. There exist K0 = K0(T
3) and c = c(T3) such that for
any Υ ≤ 1 and any N ∈ N, we have
P
sup
(0,Υ)
E
H2
YN (·,y0)(t) > K0
 ≤ c
(
1 +
κ
K0
) √
Υ,
provided ‖y0‖22 ≤ κΥ.
Proof. Denote
YN = YN(·, y0), vN = vN(·, y0), S N = S N(·, y0).
Applying Itô formula to ‖YN‖22 and by (4.36), we have
d‖YN‖22 + 2‖YN‖23dt = dMH2 + IH2dt + JH2dt + ‖PNΨ(YN)‖2L2(H;H2)dt,
let
IH2 = I
v
H2
+ IS
H2
, JH2 = J
v
H2
+ JS
H2
,
22
where
Iv
H2
= −2
(
A21vN , (vN · ∇H)vN + Φ(vN)
∂vN
∂z
)
, Jv
H2
= −2
(
A21vN , f k × vN + ∇H pb −
1√
C0
∫ z
−1
∇HS Ndz′
)
,
IS
H2
= −2
(
A22S N , (vN · ∇H)S N + Φ(vN )
∂S N
∂z
)
, JS
H2
= 0,
MH2 = 2
∫ t
0
(
A2YN(s),Ψ(YN(s))dW(s)
)
.
By Lemma 2.3, the Hölder inequality and the Young’s inequality, we have
Iv
H2
≤ c‖vN‖3|∇vN |3|∇vN |6 + c‖vN‖3‖vN‖2|vN |∞ + c‖vN‖3‖vN‖2|
∂vN
∂z
|∞ + c‖vN‖3|∇vN |3||∇
∂vN
∂z
|6
≤ c‖vN‖
3
2
3
‖vN‖
3
2
2
≤ 1
4
‖vN‖23 + c‖vN‖62.
Similarly, we obtain
Jv
H2
≤ 2‖vN‖3‖vN‖ +
2√
C0
‖vN‖3‖S N‖2 ≤
1
4
‖vN‖23 + c‖vN‖2 + c‖S N‖22,
IS
H2
≤ 1
2
‖S N‖23 + c‖vN‖42 + c‖vN‖82 + c‖S N‖82 + c‖S N‖42.
Based on the above inequalities, we obtain
d‖YN‖22 +
3
2
‖YN‖23dt ≤ c‖YN‖82dt + cκdt + dMH2 ,
where κ is defined in Hypothesis H1. Then, we get
d‖YN‖22 + ‖YN‖23dt ≤ c‖YN‖22
(
‖YN‖62 − 8K30
)
dt + cκdt + dMH2 ,
for
K0 =
3
√
µ1
16c
. (6.67)
Set
σH2 = inf{t ∈ (0,Υ) | ‖YN(t)‖22 > 2K0}.
Since ‖y0‖22 ≤ κΥ, we deduce that for any t ∈ (0, σH2),
E
H2
YN
(t) ≤ MH2(t) + cκΥ. (6.68)
From Hypothesis H1, we know that Ψ(y)∗A is bounded in L(H2;H2) by cκ. It follows that for any
t ∈ (0, σH2 ),
〈MH2〉(t) = 4
∫ t
0
|PNΨ(YN(s))∗A2YN(s)|2ds ≤ cκ
∫ t
0
‖YN‖22ds ≤ 2cκK0Υ.
Applying Burkholder-Davis-Gundy inequality, we have
E
 sup
(0,σH2 )
MH2(t)
 ≤ cE√〈MH2〉(σH2) ≤ c√K0κΥ ≤ c(K0 + κ)√Υ.
23
We deduce from (6.68) and Υ ≤ 1 that
E
 sup
(0,σH2 )
E
H2
YN
(t)
 ≤ c(K0 + κ)√Υ,
which yields
P
 sup
(0,σH2 )
E
H2
YN
(t) > K0
 ≤ c(1 + κK0 )
√
Υ.
Let B =
{
sup(0,σH2 )
E
H2
YN
(t) ≤ K0
}
, A =
{
sup(0,Υ) E
H2
YN
(t) ≤ K0
}
. Since sup(0,σH2 )
E
H2
YN
(t) ≤ K0 implies
σH2 = Υ, we have B ⊂ A, then P(Ac) ≤ P(Bc), which implies Lemma 6.1. 
6.1.2 Derivative estimates.
Let N ∈ N and (y0, h) ∈ (H3)2, where y0 = (v0, S 0). Consider
∂βN
∂t
+ PN(vN · ∇H)βN + PNΦ(vN)
∂βN
∂z
+ PN(ηN · ∇H)YN + PNΦ(ηN)
∂YN
∂z
+ PNG˜(βN) + AβN = PNΨ
′(YN)βN
dW
dt
,
βN(s, s, y0) · h = PNh,
(6.69)
where
G˜(βN) =
 P
1
N
f k × ηN − 1√C0P
1
N
∫ z
−1 ∇HγNdz′
0
 ,
and
ηN(t) = ηN(t, s, y0) · h, γN(t) = γN(t, s, y0) · h for t ≥ s.
Denote βN = (ηN , γN) and βN(t) = βN(t, s, y0) · h. The existence and uniqueness of the solutions of (6.69)
is easily obtained. Moreover, if g ∈ C1
b
(PNH), then, for any t ≥ 0, we have(
∇
(
PNt g
)
(y0), h
)
= E (∇g(YN(t, y0)), βN(t, 0, y0) · h) .
For process Y = (v, S ), set
σ(Y) = inf
{
t ∈ (0,Υ)|
∫ t
0
‖Y(s)‖23ds ≥ K0 + 1
}
, (6.70)
where K0 is defined by (6.67).
Lemma 6.2. Assume that Hypothesis H1 holds. Then there exists c = c(κ,T3) such that for any N ∈
N,Υ ≤ 1 and (y0, h) ∈ (H3)2,
E
∫ σ(YN (·,y0))
0
‖βN(t, 0, y0) · h‖24dt ≤ c‖h‖23.
24
Proof. Set
βN(t) = βN(t, 0, y0) · h, ηN(t) = ηN(t, 0, y0) · h,
γN(t) = γN(t, 0, y0) · h , σ = σ(YN(·, y0)).
Applying Itô formula to ‖βN(t)‖23 and by (6.69), it gives
d‖βN(t)‖23 + 2‖βN(t)‖24dt = dMβN + IβNdt + JβNdt + ‖PN(Ψ′(YN) · βN)‖2L2(H;H3)dt, (6.71)
where 
MβN (t) = 2
∫ t
0
(
A3βN ,
(
PNΨ
′(YN) · βN
)
dW
)
,
IβN = −2
(
A3βN , (vN · ∇)βN + (ηN · ∇)YN
)
− 2
(
A3ηN ,Φ(vN)
∂βN
∂z
+ Φ(ηN)
∂YN
∂z
)
,
JβN = −2
(
A3βN , G˜(βN)
)
.
Let
IβN = IηN + IγN , JβN = JηN + JγN ,
where 
IηN = −2
(
A31ηN , (vN · ∇H)ηN + Φ(vN)
∂ηN
∂z
)
− 2
(
A31ηN , (ηN · ∇H)vN + Φ(ηN)
∂vN
∂z
)
,
JηN = −2
(
A31ηN , f k × ηN −
1√
C0
∫ z
−1
∇HγNdz′
)
,
and 
IγN = −2
(
A32γN , (vN · ∇H)γN + Φ(vN )
∂γN
∂z
)
− 2
(
A32γN , (ηN · ∇H)S N + Φ(ηN)
∂S N
∂z
)
,
JγN = 0.
By Lemma 2.3, the Hölder inequalities, Sobolev embedding and the Young’s inequality, we obtain
IηN ≤ c‖ηN‖4‖ηN‖3|vN |∞ + c‖ηN‖4|A1vN |3|∇HηN |6 + c‖ηN‖4‖vN‖3|
∂ηN
∂z
|∞ + c‖ηN‖4|A1
∂ηN
∂z
||∇vN |∞
+c‖ηN‖4‖vN‖3|ηN |∞ + c‖ηN‖4|A1ηN |3|∇HvN |6 + c‖ηN‖4‖ηN‖3|
∂vN
∂z
|∞ + c‖ηN‖4|A1
∂vN
∂z
||∇ηN |∞
≤ c‖ηN‖4‖vN‖3‖ηN‖3 ≤
1
4
‖ηN‖24 + c‖vN‖23‖ηN‖23.
Using the Hölder inequalities, Sobolev embedding and the Young’s inequality, we get
JηN ≤ c‖ηN‖4‖ηN‖2 + c‖ηN‖4‖γN‖3 ≤
1
4
‖ηN‖24 + c‖ηN‖22 + c‖γN‖23.
Similarly, we obtain
IγN + JγN ≤
1
2
‖γN‖24 + c‖γN‖23‖vN‖23 + c‖ηN‖23‖S N‖23.
25
Collecting all the above inequalities, we get
d‖βN‖23 +
3
2
‖βN‖24dt ≤ c‖βN‖23(1 + ‖YN‖23)dt + dMβN . (6.72)
Integrating and taking the expectation, we deduce that
E
(
E(σ, 0)‖βN(σ)‖23 +
∫ σ
0
E(t, 0)‖βN(t)‖24dt
)
≤ ‖h‖23,
where
E(t, 0) = e−ct−c
∫ t
0
‖YN (r)‖23dr.
From the definition of σ, we deduce that
E
∫ σ
0
‖βN(t)‖24dt ≤ ‖h‖23 exp
(
c(K0 + 1) + cΥ
)
,
which yields Lemma 6.2. 
Now, we are ready to prove Proposition 4.1.
Proof of Proposition 4.1. As explained above, it suffices to prove (6.66) holds for any N ∈ N,
γ ∈ (0, 1) and g ∈ C1
b
(PNH) provided (6.65) holds. Let ψ ∈ C∞(R; [0, 1]) be defined by
ψ =
 0, on (K0 + 1,∞),1, on (−∞,K0),
where K0 is defined by (6.67). For the process Y , set
ψY = ψ
(∫
Υ
0
‖Y(s)‖23ds
)
.
Notice that ∣∣∣∣E (g(YN(Υ, y20)) − g(YN(Υ, y10)))∣∣∣∣ ≤ I0 + |g|∞(I1 + I2), (6.73)
where 
I0 =
∣∣∣∣∣E
(
g(YN(Υ, y
2
0))ψYN (·,y20) − g(YN(Υ, y
1
0))ψYN (·,y10)
)∣∣∣∣∣ ,
Ii = P
(∫
Υ
0
‖YN(s, yi0)‖23ds > K0
)
.
For θ ∈ [1, 2], set
yθ0 = (2 − θ)y10 + (θ − 1)y20, Yθ = YN(·, yθ0), vθ = vN(·, yθ0), S θ = S N(·, yθ0),
βθ(t) = βN(t, 0, y
θ
0), ηθ(t) = ηN(t, 0, y
θ
0), σθ = σ(Yθ),
where σ is defined by (6.70). For better readability, the dependence on N has been omitted. Setting
h = y20 − y10,
26
we have
I0 ≤
∫ 2
1
|Jθ |dθ, Jθ =
(
∇yθ
0
E(g(Yθ(Υ))ψYθ ), h
)
.
To estimate Jθ, applying a truncated Bismut-Elworthy-Li formula, similar to [23], we have
Jθ =
1
Υ
J
′
θ,1 + 2J
′
θ,2,
where 
J
′
θ,1 = E
[
g (Yθ(Υ))ψYθ
∫ σθ∧Υ
0
(
Ψ
−1(Yθ(t)) · βθ(t) · h, dW(t)
)]
,
J
′
θ,2 = E
[
g(Yθ(Υ))ψ
′
Yθ
∫ σθ∧Υ
0
(1 − t
Υ
)
(
A
3
2Yθ(t), A
3
2 (βθ(t) · h)dt
)]
,
ψ
′
Yθ
= ψ
′
(∫
Υ
0
‖Yθ(s)‖23ds
)
.
It follows from Hypothesis H1 that
|J′θ,1| ≤ |g|∞κ
√
E
∫ σθ∧Υ
0
‖βθ(t) · h‖24dt,
and from Hölder inequality that
|J′θ,2| ≤ |g|∞|ψ
′ |∞
√
E
∫ σθ∧Υ
0
‖Yθ(t)‖23dt
√
E
∫ σθ∧Υ
0
‖βθ(t) · h‖23dt.
Hence for any Υ < 1,
|Jθ| ≤ c(κ,T3)|g|∞
1
Υ
√
E
∫ σθ∧Υ
0
‖βθ(t) · h‖24dt. (6.74)
Combining (6.74) and Lemma 6.2, we have
|Jθ | ≤ c(κ,T3)|g|∞
‖h‖3
Υ
,
which yields,
I0 ≤ c(κ,T3)|g|∞
√
Υ.
Since κΥ3 ≤ κΥ, we can apply Lemma 6.1 to control I1 + I2 in (6.73) if (6.65) holds. Hence (6.66)
follows provided (6.65) holds, which yields Proposition 4.1.

6.2 Proof of Proposition 4.2
In order to prove Proposition 4.2, we need to verify the following Lemmas 6.3-6.7. Firstly, similar to
[23], we have
27
Lemma 6.3. Assume that Hypothesis H1 holds. For any t,M > 0, there exists p0(t,M) =
p0(t,M, ε0, {|Ψn|∞}n,T3) > 0 such that for any adapted process Y,
P
sup
(0,t)
‖Z(s)‖23 ≤ M
 ≥ p0(t,M),
where
Z(t) =
∫ t
0
e−A(t−s)Ψ(Y(s))dW(s).
Using this estimation, we can estimate the moment of the first time in a small ball in H. Let δ3 > 0,
set
τL2 = τ ∧ inf
{
t ∈ ΥN | |Y1(t)|2 ∨ |Y2(t)|2 ≤ δ3
}
.
Lemma 6.4. Assume that Hypothesis H1 holds. Then, for any δ3 > 0, there exist C3(δ3) and γ3(δ3) such
that for any (y1
0
, y2
0
) ∈ H × H,
E(eγ3τL2 ) ≤ C3
(
1 + |y10|2 + |y20|2
)
.
Proof. Recall (4.38), we have
E|YN(t)|2 ≤ e−µ1t |y0|2 +
κ
µ1
.
Since (Y1, Y2) is a coupling of
(
D(YN(·, y10)),D(YN(·, y20))
)
on ΥN, we obtain
E
(
|Y1(nΥ)|2 + |Y2(nΥ)|2
)
≤ e−µ1nΥ(|y10|2 + |y20|2) + 2
κ
µ1
.
Since (Y1, Y2) is a strong Markov process, it can be deduced that there exist C7 and γ7 such that
E
(
e
γ7τ
′
L2
)
≤ C7(1 + |y10|2 + |y20|2), (6.75)
where
τ′
L2
= inf
{
t ∈ ΥN\{0} | |Y1(t)|2 + |Y2(t)|2 ≤ 4κ
}
.
Taking (6.75) into account, in order to establish Lemma 6.4, it is sufficient to prove that there exist
(p8(δ3, t),Υ8(δ3)) such that
P
(
|YN(t, y0)|2 ≤ δ3
)
≥ p8 > 0, (6.76)
provided N ∈ N, t ≥ Υ8(δ3), |y0|2 ≤ 4κ and Υ8(δ3) is independent of y0. Set
Z(t) =
∫ t
0
e−A(t−s)Ψ(Y(s))dW(s), XN = YN − PNZ, N(ω) = sup
(0,t)
‖Z(s, ω)‖23 for ω ∈ Ω.
Assume that there exist M8(δ3) > 0 and Υ8(δ3) such that for ω ∈ Ω,
N(ω) ≤ M8(δ3) ∧
δ3
4
implies |XN(t, ω)|2 ≤
δ3
4
, (6.77)
provided t ≥ Υ8(δ3) and |y0|2 ≤ 4κ . Then, we deduce (6.76) holds from Lemma 6.3 with M = M8(δ3) ∧
δ3
4
.
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We now prove (6.77). From (4.36), we know
∂XN
∂t
+ PN(vN · ∇H)(XN + PNZ) + PNΦ(vN)
∂(XN + PNZ)
∂z
+ PNG(XN + PNZ) + AXN = 0,
XN(0) = PNy0.
Let
XN = (ωN , gN) = (vN , S N) − (P1NZ1, P2NZ2),
where
Z1(t) =
∫ t
0
e−A1(t−s)φ(vN(s), S N(s))dW1(s), Z2(t) =
∫ t
0
e−A2(t−s)ϕ(vN(s), S N(s))dW2(s).
For ω ∈ Ω, setting
N1(ω) = sup
(0,t)
‖Z1(s, ω)‖23, N2(ω) = sup
(0,t)
‖Z2(s, ω)‖23,
we have
N1(ω) ∨ N2(ω) ≤ N(ω).
From (4.36), we have
∂ωN
∂t
+
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
+ f k × (ωN + Z1) + ∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′ − ∆ωN −
∂2ωN
∂z2
= 0, (6.78)
∂gN
∂t
+ [(ωN + Z1) · ∇H](gN + Z2) + Φ(ωN + Z1)
∂(gN + Z2)
∂z
− ∆gN −
∂2gN
∂z2
= 0. (6.79)
Taking the scalar product of (6.78) with ωN , it follows that
1
2
d|ωN |2
dt
+ ‖ωN‖2 = −
(
ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)
−
(
ωN , f k × (ωN + Z1)
)
−
(
ωN ,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)
.
By integration by parts, we have(
ωN ,
(
(ωN + Z1) · ∇H
)
ωN + Φ(ωN + Z1)
∂ωN
∂z
)
= 0, (ωN ,∇H pb) = 0.
Using Lemma 2.4, the Hölder inequality and the Young’s inequality, we have∣∣∣∣∣∣
(
ωN ,
(
(ωN + Z1) · ∇H
)
Z1 + Φ(ωN + Z1)
∂Z1
∂z
)∣∣∣∣∣∣ ≤ c|ωN |‖ωN + Z1‖‖Z1‖ 12 ‖Z1‖ 122 + c|ωN |‖ωN + Z1‖‖Z1‖ 122 ‖Z1‖ 123
≤ c‖Z1‖3‖ωN‖2 +
1
8
|ωN |2 + c‖Z1‖43 +
1
8
‖ωN‖2.
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Since (ωN , f k ×ωN) = 0, we get |(ωN , f k × Z1)| ≤ 18 |ωN |2 + c|Z1|2. Moreover, by the Young’s inequality,
we deduce that ∣∣∣∣∣∣
(
ωN ,
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)∣∣∣∣∣∣ ≤ 12‖ωN‖2 + 1C0 |gN |2 +
1
C0
|Z2|2.
Combining all inequalities in the above, we obtain
d|ωN |2
dt
+
1
2
‖ωN‖2 ≤ c‖Z1‖3‖ωN‖2 + c‖Z1‖43 +
1
C0
|gN |2 +
1
C0
|Z2|2 + c|Z1|2
≤ cM
1
2
8
‖ωN‖2 + cM8 +
2
C0
|gN |2. (6.80)
Similarly, taking the scalar product on both sides of (6.79) with gN , using Hölder inequality and Sobolev
embedding theorem, it follows that
d|gN |2
dt
+
3
2
‖gN‖2 ≤ cM8|ωN |2 + cM28 |gN |2 + 2cM28 . (6.81)
Since C0 ≥ 2λ1 , then
2
C0
|gN |2 ≤ λ1|gN |2 ≤ ‖gN‖2. When M8 is sufficiently small, combining (6.80) and
(6.81), we obtain
d|XN |2
dt
+
1
4
‖XN‖2 ≤ cM8 on (0, t). (6.82)
Applying Gronwall inequality, we get
|XN(t)|2 ≤ e−
µ1
4
t|y0|2 +
cM8
µ1
.
Then, we deduce from |y0|2 ≤ 4κ that
|XN(t)|2 ≤ 4κe−
µ1
4
t
+
cM8
µ1
.
Choosing t sufficiently large and M8 sufficiently small, we obtain (6.77), which yields Lemma 6.4.
Indeed, when (6.77) holds,
P
(
|YN(t, y0)|2 ≤ δ3
)
≥ P
|XN(t, y0)|2 ≤ δ3
4
, sup
(0,t)
‖Z(s)‖23 ≤ M8(δ3) ∧
δ3
4

≥ P
sup
(0,t)
‖Z(s)‖23 ≤ M8(δ3) ∧
δ3
4

≥ p0
(
t,M8(δ3) ∧
δ3
4
)
> 0.
Let M˜8(δ3) = M8(δ3) ∧ δ34 and p8(t, δ3) = p0(t, M˜8(δ3)), then (6.76) holds. We complete the proof. 
As stated in Lemma 6.4, we have show the exponential moment estimates of the time entering into a
small ball in H. In order to obtain such estimates for the space H3, three steps are needed.
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Lemma 6.5. Assume that Hypothesis H1 holds. Then, for any δ4 > 0, there exist p4(δ4) and R4(δ4) > 0
such that for any |y0|2 ≤ R4, we have for any Υ ≤ 1,
P
(
‖YN(Υ, y0)‖2 ≤ δ4
)
≥ p4.
Proof. Using the decomposition XN = YN − PNZ defined in Lemma 6.3 and setting
N(ω) = sup
(0,Υ)
‖Z(s, ω)‖23 for ω ∈ Ω.
Let δ4 > 0, assume that there exist M9(δ4) > 0, R4(δ4) > 0, such that for ω ∈ Ω,
N(ω) ≤ M9(δ4) ∧
δ4
4
implies ‖XN(Υ, ω, y0)‖2 ≤
δ4
4
,
provided |y0|2 ≤ R4(δ4). Then, we deduce Lemma 6.5 holds from Lemma 6.3 with M = M9(δ4) ∧ δ44 .
Integrating (6.82), we obtain
1
4Υ
∫
Υ
0
‖XN(t)‖2dt ≤
1
Υ
|y0|2 + cM8,
which yields,
λ
(
t ∈ (0,Υ) | ‖XN(t)‖2 ≤
8
Υ
|y0|2 + 8cM8
)
≥ Υ
2
, (6.83)
where λ denotes the Lebesgue measure on (0,Υ). Set
τH1 = inf
{
t ∈ (0,Υ) | ‖XN(t)‖2 ≤
8
Υ
|y0|2 + 8cM8
}
.
We deduce from (6.83) and the continuity of XN that
‖XN(τH1)‖2 ≤
8
Υ
|y0|2 + 8cM8. (6.84)
Taking inner product with A1ωN on both sides of (6.78) in H, we obtain
1
2
d‖ωN‖2
dt
+ ‖ωN‖22 = −
(
A1ωN , ((ωN + Z1) · ∇H) (ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)
− (A1ωN , f k × (ωN + Z1)) −
(
A1ωN,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)
.
Since
|(A1y, (x · ∇H)z + (z · ∇H)x)| ≤ c‖y‖2‖z‖
1
2 ‖z‖
1
2
2
‖x‖,
we have ∣∣∣∣∣∣
(
A1ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)∣∣∣∣∣∣
≤ c‖ωN‖
3
2 ‖ωN‖
3
2
2
+ c‖Z1‖2‖ωN‖22 + c‖Z1‖22‖ωN‖2 + c‖ωN‖‖ωN‖22 + c‖Z1‖2‖ωN‖22.
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By Hölder inequality and the Young’s inequality, we have
|(A1ωN , f k × (ωN + Z1)| ≤ c|Z1|‖ωN‖2 +C‖ωN‖2,∣∣∣∣∣∣
(
A1ωN ,∇Hpb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)∣∣∣∣∣∣ ≤ 12‖ωN‖22 + 1C0 ‖gN‖2 +
1
C0
‖Z2‖2.
Thus, it follows that
d‖ωN‖2
dt
+ ‖ωN‖22 ≤ c‖ωN‖6 + cM9 + 4cM
1
2
9
‖ωN‖22 +
2
C0
‖gN‖2 + c‖ωN‖2‖ωN‖22. (6.85)
Similarly, taking the inner product with A2gN on both sides of (6.79) in H2, we obtain
d‖gN‖2
dt
+
3
2
‖gN‖22 ≤ c‖gN‖2‖ωN‖2‖ωN‖22 + cM29 + cM9‖ωN‖22
+cM
1
2
9
‖gN‖22 + c‖ωN‖4‖gN‖2. (6.86)
Since C0 ≥ 2λ1 , then
2
C0
‖gN‖2 ≤ λ1‖gN‖2 ≤ ‖gN‖22. When M9 is sufficiently small, combining (6.85) and
(6.86),
d‖XN‖2
dt
+ ‖XN‖22 ≤ c‖ωN‖6 + c‖ωN‖2‖ωN‖22 + c‖gN‖2‖ωN‖2‖ωN‖22 + cM9.
Then
d‖XN‖2
dt
+
1
4
‖XN‖22 +
(
1
8
− c‖XN‖2 − c‖XN‖4
)
‖ωN‖22 ≤ c‖XN‖2(‖XN‖4 − 4K21 ) + cM9,
where K1 =
√
µ1
8c
. Set
σH1 = inf
{
t ∈ (τH1 ,Υ) | ‖XN(t)‖2 > 2K1 ∧
1√
8c
}
, 2K˜1 = 2K1 ∧
1√
8c
.
Remark that on (τH1 , σH1), we have
d‖XN‖2
dt
+
1
4
‖XN‖22 ≤ cM9. (6.87)
Integrating (6.87), we obtain
‖XN(σH1)‖2 +
1
4
∫ σH1
τH1
‖XN(t)‖22dt ≤ ‖XN(τH1)‖2 + cM9(σH1 − τH1)
≤ ‖XN(τH1)‖2 + cM9Υ
≤ ‖XN(τH1)‖2 + cM9. (6.88)
From (6.84) and (6.88), we obtain that, for M8, M9 and |y0|2 sufficiently small,
‖XN(σH1)‖2 ≤
δ4
4
∧ K˜1,
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which yields σH1 = Υ. It follows that
‖XN(Υ)‖2 ≤
δ4
4
,
provided M8, M9 and |y0|2 sufficiently small. Since
P
(
‖YN(Υ, y0)‖2 ≤ δ4
)
≥ P
‖XN(Υ, y0)‖2 ≤ δ4
4
, sup
(0,Υ)
‖Z(s)‖23 ≤ M9(δ4) ∧
δ4
4

≥ P
sup
(0,Υ)
‖Z(s)‖23 ≤ M9(δ4) ∧
δ4
4

≥ p0
(
Υ,M9(δ4) ∧
δ4
4
)
> 0.
Let M˜9(δ4) = M9(δ4) ∧ δ44 and p4(δ4) = p0(Υ, M˜9(δ4)), we obtain Lemma 6.5. 
Lemma 6.6. Assume that Hypothesis H1 holds. Then, for any δ5 > 0, there exist p5(δ5) and R5(δ5) > 0
such that for any y0 verifying ‖y0‖2 ≤ R5, we have for any Υ ≤ 1,
P
(
‖YN(Υ, y0)‖22 ≤ δ5
)
≥ p5.
Proof. When M9 sufficiently small and ‖y0‖2 + cM9 ≤ K˜1, we have τH1 = 0 and σH1 = Υ, then it follows
from (6.87) that
1
4
∫
Υ
0
‖XN(t)‖22dt ≤ ‖y0‖2 + cM9.
Similar to the proof of (6.84), we deduce that there exists a stopping time τH2 ∈ (0,Υ) such that
‖XN(τH2 )‖22 ≤
8
Υ
(‖y0‖2 + cM9), (6.89)
provided M9 and ‖y0‖2 are sufficiently small.
Using the same method as Lemma 6.5, let δ5 > 0, assume that there exist M10(δ5) > 0 and R5(δ5) > 0
such that for ω ∈ Ω,
N(ω) ≤ M10(δ5) ∧
δ5
4
implies ‖XN(Υ, ω, y0)‖22 ≤
δ5
4
,
provided ‖y0‖2 ≤ R5(δ5). Then, we conclude Lemma 6.6 holds from Lemma 6.3 with M = M10(δ5)∧ δ54 .
Taking the scalar product with A2
1
ωN on both sides of (6.78), we obtain
1
2
d‖ωN‖22
dt
+ ‖ωN‖23 = −
(
A21ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)
−
(
A21ωN , f k × (ωN + Z1)
)
−
(
A21ωN ,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)
.
Since
|(A21y, (x · ∇H)z + (z · ∇H)x)| ≤ c‖y‖3‖z‖2‖x‖2 ≤ ε‖y‖23 + c(‖z‖42 + ‖x‖42),
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we obtain ∣∣∣∣∣∣
(
A21ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)∣∣∣∣∣∣
≤ c‖ωN‖
3
2
3
‖ωN‖
1
2
2
‖ωN‖ + c‖ωN‖3‖ωN‖
3
2
2
‖ωN‖
1
2 + c‖ωN‖3‖ωN‖
1
2
2
‖ωN‖
1
2 ‖Z1‖2
+ c‖ωN‖23‖Z1‖3 + c‖ωN‖3‖Z1‖23 + c‖ωN‖
3
2
3
‖ωN‖
3
2
2
+ c‖Z1‖2‖ωN‖22
+ c‖Z1‖22‖ωN‖2 + c‖ωN‖‖ωN‖22 + c‖Z1‖2‖ωN‖22
≤ ε‖ωN‖23 + c‖ωN‖62 + c‖Z1‖23‖ωN‖22 + c‖Z1‖43.
By Hölder inequality and the Young’ inequality, we have
|(A21ωN , Z1)| ≤ c‖Z1‖‖ωN‖3,∣∣∣∣∣∣
(
A21ωN ,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)∣∣∣∣∣∣ ≤ 12‖ωN‖23 + 1C0 ‖gN‖22 +
1
C0
‖Z2‖22.
Combining the above inequalities, applying Hölder inequality and the Young’ inequality, we obtain
d‖ωN‖22
dt
+ ‖ωN‖23 ≤ c‖ωN‖62 + c‖ωN‖42 + cM
1
2
10
‖ωN‖23 +
2
C0
‖gN‖22 + cM210 + ε‖ωN‖23. (6.90)
Similarly, taking the scalar product with A2
2
gN on both sides of (6.79), we obtain
d‖gN‖22
dt
+ 2‖gN‖23 ≤ ε‖gN‖23 + c‖gN‖22‖ωN‖42 + c‖gN‖22‖ωN‖22
+cM10‖ωN‖23 + cM10‖gN‖23 + cM210. (6.91)
Choosing M10 small enough, since
2
C0
‖gN‖22 ≤ λ1‖gN‖22 ≤ ‖gN‖23, by (6.90) and (6.91), we obtain
d‖XN‖22
dt
+
1
4
‖XN‖23 ≤ c‖XN‖22
(
‖XN‖22 + ‖XN‖42 − 4K22
)
+ cM10. (6.92)
where K2 is defined similar to the above. Setting σH2 = inf{t ∈ (τH2 ,Υ) | ‖XN‖22 ≥ 2K2}, integrating
(6.92) on (τH2 , σH2), we obtain
‖XN(σH2)‖22 +
1
4
∫ σH2
τH2
‖XN(t)‖23dt ≤ ‖XN(τH2 )‖22 + cM10. (6.93)
Combining (6.89) and (6.93). We obtain that, for M9, M10 and ‖y0‖2 sufficiently small,
‖XN(σH2)‖22 ≤
δ5
4
∧ K2.
It follows that σH2 = Υ and
‖XN(Υ)‖22 ≤
δ5
4
,
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provided M9, M10 and ‖y0‖2 sufficiently small. Since
P
(
‖YN(Υ, y0)‖22 ≤ δ5
)
≥ P
‖XN(Υ, y0)‖2 ≤ δ5
4
, sup
(0,Υ)
‖Z(s)‖23 ≤ M10(δ5) ∧
δ5
4

≥ P
sup
(0,Υ)
‖Z(s)‖23 ≤ M10(δ5) ∧
δ5
4

≥ p0
(
Υ,M10(δ5) ∧
δ5
4
)
> 0,
let M˜10(δ5) = M10(δ5) ∧ δ54 and p5(δ5) = p0(Υ, M˜10(δ5)), we obtain Lemma 6.6. 
Lemma 6.7. Assume that Hypothesis H1 holds. Then, for any δ6 > 0, there exist p6(δ6) and R6(δ6) > 0
such that for any y0 verifying ‖y0‖22 ≤ R6, we have for any Υ ≤ 1,
P
(
‖YN(Υ, y0)‖23 ≤ δ6
)
≥ p6.
Proof. When M10 sufficiently small and ‖y0‖22 + cM10 ≤ K2, we have τH2 = 0 and σH2 = Υ. Taking into
account (6.92), we obtain
1
4
∫
Υ
0
‖XN(t)‖23dt ≤ ‖y0‖22 + cM10.
Similar to the proof of (6.84), we know that there exists a stopping time τH3 ∈ (0,Υ) such that
‖XN(τH3)‖23 ≤
8
Υ
(‖y0‖22 + cM10). (6.94)
Similar to Lemma 6.5, let δ6 > 0, assume that there exist M11(δ6) > 0 and R6(δ6) > 0 such that for
ω ∈ Ω,
N(ω) ≤ M11(δ6) ∧
δ6
4
implies ‖XN(Υ, ω, y0)‖23 ≤
δ6
4
,
provided ‖y0‖22 ≤ R6(δ6). Then, we deduce that Lemma 6.7 holds from Lemma 6.3 with M = M11(δ6) ∧
δ6
4
.
Taking the scalar product with A3
1
ωN on both sides of (6.78), we obtain
1
2
d‖ωN‖23
dt
+ ‖ωN‖24 = −
(
A31ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)
−
(
A31ωN , f k × (ωN + Z1)
)
−
(
A31ωN ,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)
,
Since
|(A31y, (x · ∇H)z + (z · ∇H)x)| ≤ c‖y‖4‖z‖3‖x‖3 ≤ ε‖y‖24 + c(‖z‖43 + ‖x‖43),
we obtain ∣∣∣∣∣∣
(
A31ωN ,
(
(ωN + Z1) · ∇H
)
(ωN + Z1) + Φ(ωN + Z1)
∂(ωN + Z1)
∂z
)∣∣∣∣∣∣
≤ c‖ωN‖4‖ωN‖3‖ωN‖2 + c‖ωN‖24‖Z1‖3 + c‖ωN‖23‖Z1‖23
+ c‖ωN‖4‖Z1‖23 + c‖ωN‖4‖ωN‖23 + c‖ωN‖
3
2
4
‖ωN‖
1
2
3
‖Z1‖2
≤ ε‖ωN‖24 + c‖ωN‖43 + c‖Z1‖23‖ωN‖24 + c‖Z1‖43 + c‖Z1‖43‖ωN‖23.
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By Hölder inequality and the Young’ inequality, we have
|(A31ωN , Z1)| ≤ c‖Z1‖2‖ωN‖4,∣∣∣∣∣∣
(
A31ωN ,∇H pb −
1√
C0
∫ z
−1
∇H(gN + Z2)dz′
)∣∣∣∣∣∣ ≤ 12‖ωN‖24 + 1C0 ‖gN‖23 +
1
C0
‖Z2‖23.
Combining the above inequalities, we obtain
d‖ωN‖23
dt
+ ‖ωN‖24 ≤ ε‖ωN‖24 + c‖ωN‖43 + cM11 + cM11‖ωN‖23 +
2
C0
‖gN‖23. (6.95)
Similarly, taking the scalar product with A3
2
gN on both sides of (6.79), we obtain
d‖gN‖23
dt
+ 2‖gN‖24 ≤ ε‖gN‖24 + c‖ωN‖23‖gN‖23 + cM11‖gN‖24 + cM11‖ωN‖24 + cM211. (6.96)
Choosing M11 sufficiently small, since
2
C0
‖gN‖23 ≤ λ1‖gN‖23 ≤ ‖gN‖24, by (6.95) and (6.96), we obtain
d‖XN‖23
dt
+
3
4
‖XN‖24 ≤ c‖XN‖43 + cM11,
then
d‖XN‖23
dt
+
1
4
‖XN‖24 ≤ c‖XN‖23
(
‖XN‖23 − 2K3
)
+ cM11, (6.97)
where K3 is defined similarly to the above. Setting σH3 = inf{t ∈ (τH3 ,Υ) | ‖XN(t)‖23 ≥ 2K3} . Integrating
(6.97) on (τH3 , σH3), we obtain
‖XN(σH3)‖23 +
1
4
∫ σH3
τH3
‖XN(t)‖24dt ≤ ‖XN(τH3 )‖23 + cM11.
Taking (6.94) into account and choosing M10, M11 and ‖y0‖22 sufficiently small, we obtain
‖XN(σH3)‖23 ≤
δ6
4
∧ K3.
It follows that σH3 = Υ and that
‖XN(Υ)‖23 ≤
δ6
4
,
provided M10, M11 and ‖y0‖22 sufficiently small. Since
P
(
‖YN(Υ, y0)‖22 ≤ δ6
)
≥ P
‖XN(Υ, y0)‖2 ≤ δ6
4
, sup
(0,Υ)
‖Z(s)‖23 ≤ M11(δ6) ∧
δ6
4

≥ P
sup
(0,Υ)
‖Z(s)‖23 ≤ M11(δ6) ∧
δ6
4

≥ p0
(
Υ,M11(δ6) ∧
δ6
4
)
> 0,
let M˜11(δ6) = M11(δ6) ∧ δ64 and p6(δ6) = p0(Υ, M˜11(δ6)), we obtain Lemma 6.7. 
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Now, we are ready to prove Proposition 4.2.
Proof of Proposition 4.2. Set
δ6 = δ, δ5 = R6(δ6), δ4 = R5(δ5), δ3 = R4(δ4),
p4 = p4(δ4), p5 = p5(δ5), p6 = p6(δ6), p1 = (p4p5p6)
2.
By the definition of τL2 , we have
|Y1(τL2)|2 ∨ |Y2(τL2)|2 ≤ R4(δ4).
In the following, we will prove this proposition in three cases.
The first case: ‖Y1(τL2)‖23 ∨ ‖Y2(τL2 )‖23 ≤ δ, which obviously yields
P
(
min
k=0,1,2,3
max
i=1,2
‖Y i(τL2 + kΥ)‖23 ≤ δ |
(
Y1(τL2 ), Y
2(τL2)
))
≥ p1. (6.98)
The second case: Y1(τL2) = Y
2(τL2 ) = y0 with ‖y0‖23 > δ. Combining Lemmas 6.5-6.7, we deduce from
the strong Markov property of YN that
P(‖YN(3Υ, y0)‖23 ≤ δ) ≥ p6p5p4,
provided |y0|2 ≤ R4. In that case, Y1(τL2 + 3Υ) = Y2(τL2 + 3Υ). Hence, since the law of Y1(τL2 + 3Υ)
conditioned by (Y1(τL2), Y
2(τL2 )) = (y
1
0
, y2
0
) isD(YN(3Υ, y0)), it follows that
P
(
max
i=1,2
‖Y i(τL2 + 3Υ)‖23 ≤ δ |
(
Y1(τL2), Y
2(τL2 )
))
≥ p6p5p4 ≥ p1,
which implies (6.98) holds.
The third case: Y1(τL2) , Y
2(τL2) and ‖Y1(τL2 )‖23 ∨ ‖Y2(τL2)‖23 > δ. In that case,(
Y1(τL2 + Υ), Y
2(τL2 + Υ)
)
conditioned by
(
Y1(τL2), Y
2(τL2 )
)
are independent. Since the law of
Y i(τL2 + Υ) conditioned by
(
Y1(τL2), Y
2(τL2 )
)
= (y1
0
, y2
0
) isD(YN(Υ, yi0)), it follows from Lemma 6.5 that
P
(
max
i=1,2
‖Y i(τL2 + Υ)‖2 ≤ δ4 |
(
Y1(τL2), Y
2(τL2)
))
≥ p24. (6.99)
Then, we distinguish three cases for (Y i(τL2 + Υ))i=1,2 similar to (Y
i(τL2 ))i=1,2:
‖Y1(τL2 + Υ)‖23 ∨ ‖Y2(τL2 + Υ)‖23 ≤ δ, Y1(τL2 + Υ) = Y2(τL2 + Υ) = y1 with ‖y1‖23 > δ,
Y1(τL2 + Υ) , Y
2(τL2 + Υ) and ‖Y1(τL2 + Υ)‖23 ∨ ‖Y2(τL2 + Υ)‖23 > δ. For the front two cases, using the
method similar to the first and second case, respectively, and combining (6.99), we have (6.98) holds.
For the last case, we know that
(
Y1(τL2 + 2Υ), Y
2(τL2 + 2Υ)
)
conditioned by
(
Y1(τL2 + Υ), Y
2(τL2 + Υ)
)
are independent. By Lemma 6.6, we have
P
(
min
k=1,2
max
i=1,2
‖Y i(τL2 + kΥ)‖22 ≤ δ5 |
(
Y1(τL2 + Υ), Y
2(τL2 + Υ)
))
≥ p25, (6.100)
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provided
max
i=1,2
‖Y i(τL2 + Υ)‖2 ≤ δ4.
Now, we distinguish three cases for (Y i(τL2 + 2Υ))i=1,2 similarly to the above:
‖Y1(τL2 + 2Υ)‖23 ∨ ‖Y2(τL2 + 2Υ)‖23 ≤ δ, Y1(τL2 + 2Υ) = Y2(τL2 + 2Υ) = y2 with ‖y2‖23 > δ,
Y1(τL2 + 2Υ) , Y
2(τL2 + 2Υ) and ‖Y1(τL2 + 2Υ)‖23 ∨ ‖Y2(τL2 + 2Υ)‖23 > δ. For the front two cases, we
also can obtain (6.98). For the last case,
(
Y1(τL2 + 3Υ), Y
2(τL2 + 3Υ)
)
conditioned by(
Y1(τL2 + 2Υ), Y
2(τL2 + 2Υ)
)
are independent. By Lemma 6.7, we have
P
(
min
k=2,3
max
i=1,2
‖Y i(τL2 + kΥ)‖23 ≤ δ |
(
Y1(τL2 + 2Υ), Y
2(τL2 + 2Υ)
))
≥ p26, (6.101)
provided
max
i=1,2
‖Y i(τL2 + 2Υ)‖22 ≤ δ5.
Combining (6.99)-(6.101), we deduce (6.98) holds for the last case.
Thus, we have proved (6.98) is true almost surely. Integrating (6.98), we obtain
P
(
min
k=0,1,2,3
max
i=1,2
‖Y i(τL2 + kΥ)‖23 ≤ δ
)
≥ p1. (6.102)
Combining Lemma 6.4 and (6.102), we conclude the result.
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