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ABSTRACT
The goal of this Ph.D. is to propose a new category of interactive
techniques based on methods that augment the human memory to
allow, through gestural interaction, easy and fast access to a large set
of commands or data items. This project has two contributions : 1)
to improve the understanding of phenomenons involved in learning
gestures and memorizing commands ; 2) to propose new gestural
interaction techniques helping memorization by taking advantage
of previous results and knowledge of mnemonic methods.
CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Interaction techniques; Gestural input;
KEYWORDS
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RÉSUMÉ
L’objectif de cette thèse est de proposer une nouvelle catégorie de
techniques interactives reposant sur des méthodes d’augmentation
de la mémoire humaine a￿n de permettre, via des interactions ges-
tuelles, d’accéder facilement et instantanément à un large ensemble
de commandes ou de données. Ce projet comporte deux contri-
butions : 1) améliorer la compréhension de certains phénomènes
entrant en jeu dans l’apprentissage de gestes et la mémorisation
de commandes ; 2) proposer de nouvelles techniques d’interaction
gestuelle facilitant la mémorisation en s’appuyant sur les résultats
précédents et certaines connaissances issues des méthodes mnémo-
techniques.
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1 INTRODUCTION
Les techniques informatiques permettent d’accéder à des quantités
sans cesse croissantes de données à l’aide de logiciels toujours plus
puissants et plus complexes. Une grande partie de ces aides est
actuellement basée sur des procédures de reconnaissance 1. Il en va
ainsi des menus, qui permettent de retrouver la commande souhai-
tée parmi un large éventail de possibilités. De même, les explora-
teurs de ￿chiers et les navigateurs Web permettent de retrouver la
donnée qui nous intéresse dans une liste, soit en naviguant dans une
hiérarchie, soit en fournissant des mots clés. Malgré leur e￿cacité,
ces techniques ont un coût interactionnel non négligeable. Elles
nécessitent de pointer et cliquer dans divers éléments graphiques,
d’entrer du texte, de naviguer dans des listes, etc.
Dans le cas d’une utilisation intensive de certaines commandes,
certaines données, certaines vues sur ces données, le choix d’une
interaction appropriée peut s’avérer être un avantage. Un utilisa-
teur peut par exemple déclencher des commandes dans un menu en
pointant les items souhaités avec la souris mais aussi utiliser les rac-
courcis clavier associés à ces items pour y accéder plus rapidement.
Dans cette optique, divers travaux ont porté sur l’utilisation de
gestes directionnels [13], dé￿nissant des formes particulières [1] ou
encore utilisant di￿érentes positions de la main [15] pour accéder
aux commandes. Ceux-ci se sont intéressés à la précision requise
pour faire ces gestes et à la façon dont ils peuvent-être dé￿nis pour
permettre à un utilisateur de les mémoriser plus facilement.
Malgré le nombre important de travaux sur la mémorisation en
psychologie cognitive (voir par exemple l’ouvrage récapitulatif de
Baddeley [3]), ce champ de recherche n’a pas fait l’objet d’autant
d’attention dans le domaine de l’IHM. Certains travaux précurseurs
se sont intéressés aux béné￿ces de l’utilisation de la mémoire spa-
tiale [2, 7] dans les années 90. Vers la même époque, les chercheurs
du Xerox PARC ont proposé des métaphores 3D censées faciliter
la gestion de grands espaces d’information [8]. L’idée d’utiliser les
métaphores 3D exploitant la mémoire spatiale à été reprise un peu
plus tard pour faciliter l’organisation et la recherche de favoris dans
les navigateurs Web [18].
1. l’utilisateur parcourt une liste de commandes et cherche à reconnaître un nom
ou une icône au lieu de se remémorer un raccourcis clavier ou un geste
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F￿￿￿￿￿ 1: Les deux techniques d’interaction évaluées lors de
la première étude : pointage et gestes directionnels. (a,c) sé-
lection d’une catégorie d’items, (b,d) sélection d’un item.
D’autres chercheurs se sont intéressés à la question de l’appren-
tissage implicite du mode expert des systèmes de commandes. Ceci
a donné lieu à la proposition des Marking menus [13], ainsi qu’à
un nombre substantiel de techniques dérivées (par exemple [4, 5]).
Toutefois, ces travaux ne s’intéressent pas spéci￿quement aux ca-
pacités de la mémoire humaine et aux moyens de la rendre plus
e￿ective, ils visent plutôt à fournir des moyens de découvrir et
d’apprendre les gestes.
Cette thèse s’inscrit dans la continuité de travaux plus récents
tels que ceux du HCI Lab de l’université de Canterbury en Nouvelle
Zélande (par exemple [20]), ou bien des équipes de l’Université
Paris-Sud [9, 11] et de Télécom ParisTech [4, 6, 19, 23] et elle s’ins-
pire en partie de travaux présentés par Perrault et al. à CHI’15 [17].
Ce travail a mis en évidence qu’il était possible de mémoriser rapi-
dement un nombre de commandes important à condition de faire
appel à des ressources cognitives humaines qui sont relativement
peu exploitées en IHM.
2 PREMIÈRE ÉTUDE
Des résultats récents ont montré l’e￿cacité de la mémoire dans
un contexte particulier [17] tout en soulevant un certain nombre
de questions à ce jour non encore élucidés. La technique proposée
dans [17] se base sur la méthode des Loci, qui a été redécouverte et
popularisée par [26]. Connue depuis l’antiquité, la méthode des Loci
permet la création de mnémoniques entre des concepts à mémoriser
et des positions spatiales dans un espace mental. Or, les résultats
avec cette technique d’interaction n’ont pas pu être totalement
expliqués, entre autres à cause du trop grand nombre de dimensions
en jeu (position dans l’espace, objets, couleurs, positions relatives
entre les objets, etc...).
Notre première approche du problème a été de comparer les
performances de mémorisation pour la sélection de commandes en
employant deux modalités d’interaction : le pointage et les gestes
directionnels [13]. Ce choix reposait sur le fait que l’humain est doté
d’une capacité à mémoriser spatialement l’information et s’aide
pour ce faire de repères. Ainsi, dans le cadre d’une interaction avec
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une interface, si les éléments d’un menu sont disposés dans une liste
uniforme, le premier et dernier élément devraient être mieux mé-
morisés que les autres. De même, si les éléments sont organisés en
forme de grille, l’information apportée par une seconde dimension
devrait faciliter la mémorisation [14, 20]. La mémoire spatiale est
donc susceptible de faciliter la mémorisation des interactions repo-
sant sur du pointage. Par ailleurs, l’e￿cacité de techniques comme
les Marking menus peuvent conduire à penser que les gestes di-
rectionnels sont particulièrement faciles à mémoriser. De plus, ces
techniques constituent de facto une référence en IHM en ce qui
concerne la mémorisation des commandes. La question était alors
de savoir si ces deux types d’interactions conduiraient ou non à des
performances équivalentes.
Ces questionnements nous ont poussés à mener une expérience
en laboratoire avec 16 utilisateurs. Elle a consisté à comparer des
gestes 8-directionnels [13] avec du pointage sur une surface tactile
(voir la Figure 1). L’expérience s’est déroulée sur 3 sessions : la
première faisant découvrir les deux techniques d’interaction, la
deuxième un jour plus tard pour évaluer la mémorisation à moyen
terme et en￿n une troisième une semaine plus tard pour tester ￿na-
lement lamémorisation à long terme. Chaque session était composée
de blocs d’apprentissage, au cours desquels les éléments (seulement
textuels dans le cadre de cette expérience) étaient visibles (voir
Figure 1), et de blocs de rappel, pour lesquels les éléments étaient
alors invisibles, les participants devant alors se souvenir du moyen
utilisé pour les sélectionner correctement (i.e. soit par un geste, soit
en appuyant aux bonnes positions). La troisième session consistait
en un seul bloc de rappel.
Les résultats obtenus n’ont pas permis de di￿érencier les deux
types d’interaction, comme on peut le voir sur la Figure 2. Ces
résultats montrent une relative e￿cacité des deux approches, les
participants n’ayant généralement pas été capables de mémoriser
tous les items. Ces résulats sont bien en deça de ceux obtenus dans
[17] ce qui montre que la mémoire spatiale ne permet pas à elle
seule d’expliquer les performances obtenues dans cette étude. Nous
avons d’ailleurs observé, via les commentaires des participants, que
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F￿￿￿￿￿ 3: Aperçu du projet MarkPad : (a) geste directionnel couplé à une position de départ et une distance particulière, (b)
retour a￿ché sur l’écran du geste en mode novice, (c) types de gestes utilisés pour évaluer l’e￿cacité de la technique MarkPad.
Le touchpad est augmenté par des marques passives pour aider l’utilisateur dans sa tâche.
la sémantique jouait un rôle prépondérant dans la mémorisation
des commandes (ce qui est d’ailleurs un point clé de la méthode des
Loci [26]).
L’analyse des commentaires des participants semble aussi indi-
quer que la position absolue d’une commande dans un menu semble
moins importante que sa position relative (e.g. deux commandes
côte-à-côte pourront être groupées pour pouvoir les mémoriser
plus facilement, comme "chien" et "chat"). Ceci pourrait également
expliquer pourquoi ces deux types de techniques ont obtenu des per-
formances similaires (les Marking menus reposant implicitement
sur des positions relatives).
Compte tenu des résultats précédents, il nous a semblé inté-
ressant de combiner ces deux types d’interaction dans l’optique
d’augmenter le nombre de commandes disponibles, un problème
bien connu des Marking menus (qui ne permettent d’activer que
huit commandes à un niveau donné). Tout en gardant en tête l’aide
qu’apporte une interface constante spatialement dans le temps
[21], nous nous sommes donc tournés vers un projet mélangeant
gestes directionnels et pointage. Pour ce faire nous avons combiné
deux idées : 1) faire débuter les gestes à des positions particulières,
comme par exemple dans [12, 27] ; 2) introduire une dimension
supplémentaire, la distance, a￿n d’augmenter le nombre de com-
mandes disponibles. Cette dimension n’est habituellement pas prise
en compte car elle conduit à des taux de performance insu￿sants
en mode expert [16]. Nous proposons dans la suite une solution qui
permet de résoudre très simplement ce problème.
3 DEUXIÈME ÉTUDE
3.1 Motivation
Un problème majeur des techniques comme les Marking menus
[13] est le nombre limité de gestes. Il peut être augmenté en re-
courant à des menus hiérarchique, mais complique l’interaction.
De plus ces techniques requièrent l’utilisation d’un modi￿cateur
explicite (e.g. appuyer sur une touche du clavier) pour éviter les
con￿its avec le pointage sur des dispositifs d’interaction direct (e.g.
dispositif mobile) ou indirect (e.g. touchpad). Une solution alterna-
tive consiste à faire débuter les gestes des bords du dispositif [12],
mais le nombre de commandes reste limité.
Le projet MarkPad (qui a fait l’objet d’une publication à CHI’17
[10]) est basé sur deux principes : 1) le couplage d’une position,
d’une direction et d’une distance pour dé￿nir un geste directionnel ;
2) l’utilisation des bords du touchpad pour débuter celui-ci. Un geste
est seulement dé￿ni par une zone de départ et une zone d’arrivée
(ou, de manière duale, une zone de départ, une direction et une
distance). Comme on peut le voir sur la Figure 3, l’utilisateur peut
ainsi faire glisser son doigt de l’une à l’autre pour déclencher une
action particulière. Un mode novice permet à l’utilisateur d’a￿-
cher les gestes disponibles ainsi que la position de son doigt sur le
touchpad en plein écran pour le guider. Un mode expert lui permet
de reproduire ces gestes rapidement sans que ceux-ci ne soient
a￿chés.
Plusieurs zones d’arrivée peuvent être dé￿nies pour une seule
zone de départ ce qui permet l’utilisation de menus gestuels (voir
Figure 3). L’utilisateur peut lui même spéci￿er les commandes qu’il
veut utiliser avec quels gestes en personnalisant les positions et
tailles des zones. Il peut ensuite associer une action parmi une liste
proposée ou qu’il aura programmé lui-même. Ainsi l’utilisateur
est libre de créer les associations qu’il désire, ce qui devrait per-
mettre une mémorisation plus e￿cace des gestes [17]. En￿n, les
menus gestuels peuvent être peuplés d’actions groupées sémanti-
quement indépendamment de leur type. Ainsi, un utilisateur pourra
par exemple regrouper des actions permettant d’ouvrir des appli-
cations, d’e￿ectuer des commandes, d’ouvrir des pages Web, etc.
dans un même menu s’il considère que ces commandes sont liées
sémantiquement.
3.2 E￿cacité et guidage
Pour évaluer cette technique, nous avons voulu répondre à deux
questions principales : 1) comment assurer une précision su￿sante
en utilisant des distances et 2) quelle est la taille optimale des zones
sur les bords pour ne pas perturber le pointage sur le touchpad.
Pour répondre à la première problématique, nous sommes placés
dans le cas extrême d’une grille de 5 lignes pour 7 colonnes qui
permettait un maximum de 680 commandes (voir Figure 3). A￿n
de guider l’utilisateur au cours de l’interaction pour sélectionner
une commande, nous avons décidé d’augmenter le touchpad en
ajoutant des repères visuels et/ou visuo-tactiles. Nous pensions que
les marques étaient nécessaires pour obtenir un taux de succès
su￿sant dans ce cas extrême. Plusieurs types d’interface sur le
touchpad ont été comparées au cours d’une expérience : complète
(i.e. une zone sur deux est représentée à l’aide d’une marque, voir
Figure 3), incomplète (i.e. aucunemarque au centre du touchpad, voir
Figure 3) et aucune représentation (i.e. touchpad sans augmentation).
De même, plusieurs types de gestes ont pu être testés comme on
peut le voir sur la Figure 3.
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Les résultats obtenus lors de ces études nous ont permis d’arriver
aux conclusions suivantes :
(1) malgré un nombre important de commandes, un taux de réus-
site de 95% peut-être atteint à l’aide d’une interface complète
augmentant le touchpad ;
(2) le temps n’est pas di￿érent pour l’utilisation de marques visuo-
tactiles ou visuellesmalgré un nombre de regards vers le touch-
pad plus important (calculé à l’aide d’un dispositif de capture
du regard) ;
(3) le manque de marques au milieu du dispositif ne diminue le
taux de réussite que de 5% (i.e. 90%), ce qui peut être amélioré
en utilisant des zones plus grosses au centre du touchpad.
(4) les temps d’exécution de gestes courts (⇡ 800 ms) et de gestes
longs (⇡ 1200 ms) obtenus sont comparables aux temps évo-
qués dans des travaux précédents [13, 27].
3.3 Con￿its avec le pointage et prototype
Pour répondre à notre deuxième interrogation, nous avons enregis-
tré les interactions de 12 utilisateurs avec leur touchpad pendant
une semaine. Nous avons ensuite analysé les données ainsi regrou-
pées à l’aide du reconnaisseur de gestes utilisé par le prototype de
MarkPad présenté ci-dessous. Notre but principal était d’évaluer
le nombre de faux-positifs qui seraient calculés suivant di￿érentes
con￿gurations (taille des bords, taille des gestes, etc...). Notre ana-
lyse a permis de montrer qu’avec une taille de zones maximum
de 10mm sur les bords, le nombre de faux-positifs détectés ne dé-
passent pas 2,2% des gestes évalués (> 1.5 million). De plus, la taille
des gestes doit être contrainte à une distance minimale d’environ
5mm pour éviter l’accumulation de déclenchements intempestifs.
Nous avons développé un prototype fonctionnel 2 qui a été utilisé
par deux de ses contributeurs pendant plusieurs mois. Celui-ci nous
a permis de tester cette technique sur nos ordinateurs personnels
quotidiennement pour tenter de l’améliorer en découvrant les dif-
férents problèmes auxquels nous n’avions pas pensés. Entre autres,
la façon dont les interfaces étaient agencées et les di￿érentes utili-
sations du touchpad ont montré une di￿érence nette entre les deux
utilisateurs. De ce fait, nous aimerions mieux comprendre la façon
dont des utilisateurs extérieurs au projet réagiraient dans le futur.
En￿n, pouvoir dé￿nir des zones de façon absolue (i.e. pas relative
à une application ou une résolution d’écran qui peuvent changer)
devrait en théorie aider la mémorisation de commandes car l’utili-
sateur peut dé￿nir ses propres relations et l’interface sera constante
spatialement dans le temps. Ainsi, la mémoire spatiale devrait être
sollicitée et permettre de faciliter le processus de mémorisation.
4 TROISIÈME ÉTUDE
Pour cette troisième étude nous avons souhaité nous intéresser à
l’interaction sur le corps d’un utilisateur, ceci pour plusieurs raisons.
Au niveau de l’interaction, plusieurs zones peuvent être dé￿nies
sur celui-ci comme cela a déjà été abordé dans plusieurs travaux
[24, 25]. Cependant, aucun de ces travaux n’a étudié si l’utilisation
d’une telle technique améliorait le processus de mémorisation. En
se basant sur la méthode des Loci, nous espérons que l’utilisateur
puisse utiliser son corps comme espace lui permettant de placer
2. l’application peut-être téléchargée à http://brunofruchard.com/markpad
des items à retenir. De plus, le concept de MarkPad serait utilisable
sur une telle "surface" ce qui nous permettrait de l’évaluer dans un
contexte di￿érent.
Comme pour MarkPad, des zones sont dé￿nies sur le corps d’un
utilisateur et pratiquer un geste d’une zone à l’autre permet le
déclenchement d’une commande. La capacité de proprioception
permet d’utiliser des gestes sans avoir besoin d’interface graphique
(l’utilisateur est moins distrait de sa tâche principale), et implique
l’utilisation de plusieurs muscles du corps pour faire un geste, ce
qui devrait, sur le long terme, faciliter la mémorisation grâce à la
mémoire musculaire qui entraîne les ré￿exes et permet d’automati-
ser certains gestes [22]. Nous faisons donc l’hypothèse que notre
technique permettrait d’aider les utilisateurs à mieux mémoriser
les commandes d’une application.
Pour évaluer ce concept appelé BodyLoci, nous avons implé-
menté un prototype combinant une technologie de reconnaissance
3D (Microsoft Kinect) et de réalité virtuelle (HTC Vive). Cette com-
binaison permet d’immerger un utilisateur dans unmonde virtuel et
de détecter son corps à l’aide des capteurs de distance de la Kinect,
lui permettant ainsi d’interagir en touchant certaines parties de
son corps. Ce système permet une interaction en temps réel, avec
relativement peu d’erreurs de reconnaissance.
Nos hypothèses actuelles sont que : 1) l’utilisation du corps pour
interagir aide à mémoriser et 2) aider les utilisateurs à créer des his-
toires en relation avec les commandes d’une application améliore
leur processus de mémorisation. Pour véri￿er la première hypo-
thèse, nous réalisons actuellement une expérience en laboratoire
comparant BodyLoci à des Marking menus [13]. Pour véri￿er la se-
conde, nous a￿chons une image d’arrière-plan pendant les phases
d’apprentissage derrière les commandes à mémoriser a￿n d’aider
les utilisateurs à imaginer des histoires (comme c’est le cas avec la
méthode des Loci).
5 CONCLUSION
Au cours de cette thèse nous avons mené trois études complémen-
taires sur la sélection d’un nombre important de commandes et leur
mémorisation. La première étude n’a pas montré de di￿érence d’ef-
￿cacité entre pointage et gestes directionnels pour la mémorisation,
ce qui rend légitime d’utiliser ces deux types d’interaction ou une
combinaison des deux. Elle a de plus suggéré l’importance de la sé-
mantique dans le processus de mémorisation. Une deuxième étude
combinant pointage et gestes directionnels a conduit au dévelop-
pement d’une technique d’interaction permettant de sélectionner
gestuellement un grand nombre de commandes. Elle o￿re de plus
une grande ￿exibilité, ce qui permet d’organiser les commandes
d’une manière qui fait sens, un critère important pour la mémori-
sation. En￿n une troisième étude étudiant l’impact du corps sur la
mémorisation nous permettra de répondre à des questions à notre
connaissance non encore élucidées.
Après cette troisième étude nous souhaiterions approfondir nos
travaux sur MarkPad, en particulier en ce qui concerne la mémo-
risation d’un grand nombre de commandes. Si le temps le permet,
nous aimerions également nous intéresser aux facteurs impliqués
dans la personnalisation d’une interface par les utilisateurs et à
l’impact des associations commandes/gestes sur la mémorisation.
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