Stochastic expansion-based methods of uncertainty quantification, such as polynomial chaos and separated representations, require basis functions orthogonal with respect to the density of random inputs. Many modern engineering problems employ stochastic circular quantities, which are defined on the unit circle in the complex plane and characterized by probability density functions on this periodic domain. Hence, stochastic expansions with circular data require corresponding orthogonal polynomials on the unit circle to allow for their use in uncertainty quantification. RogersSzegő polynomials enable uncertainty quantification for random inputs described by the wrapped normal density. For the general case, this paper presents a framework 
Nomenclature
(a, h e , k e , p e , q e , λ) = equinoctial orbital elements Modern engineering problems require methods of tractable uncertainty quantification for problems with data, both inputs and outputs, in a variety of domains. For example, position is represented as a quantity on the real line. Attitude states may be parameterized via one of several methods (quaternions, Euler angles, etc.) that are defined over a domain that is periodic over one (or more) independent variables. The simplest form of these are circular data defined on the unit circle, and, hence, are periodic over [0, 2π) (or an equivalent domain). Using methods of stochastic expansions for uncertainty quantification for problems that include circular data (or the higherdimension analogues on the sphere, etc.) require an extension to existing theory to account for their differences when compared to data on the real line. This paper describes an approach to uncertainty quantification via stochastic expansions, namely Polynomial Chaos Expansions (PCEs) and Separated Representations (SR), when including inputs and outputs defined on the unit circle.
PCEs and SR provide a means for approximating the solution of a stochastic ordinary differential equation that is square-measurable, possibly non-Gaussian, with respect to the input uncertainties.
Such techniques use a projection of the stochastic solution onto a basis of orthogonal polynomials in stochastic variables that is dense in the space of finite-variance random variables. To maintain efficiency in the expansion, the basis functions must be orthogonal with respect to the density function of the inputs. In cases of random variables that fit in the Wiener-Askey scheme, e.g.,
Hermite polynomials for Gaussian random inputs, selection of the basis is straightforward. However, previous research fails to identify the correct polynomial basis for random inputs on the unit circle.
A principle motivation of this work is in the context of astrodynamics problems. Orbit state uncertainty propagation is an active area of research, and the potential issues were first raised in [1] .
Proposed methods for representing and propagating uncertainty include state transition tensors [2] , Gaussian mixtures [3, 4] , polynomial chaos [5] , separated representations [6] , differential algebra [7] , and others. Applications of stochastic expansion-based methods to astrodynamics have been demonstrated for both Earth-centered and interplanetary missions [5, 6, [8] [9] [10] . They also enable robust and reliable design via optimization under uncertainty [10] . To date, most demonstrations of stochastic expansions to astrodynamics problems focus on Cartesian coordinates, and some work is required to rigorously apply them to uncertainty propagation with orbit element sets.
In [1] , the authors demonstrated the use of classical orbital elements for improved uncertainty propagation, and the equinoctial elements have grown in popularity since they reduce complications with singularities. The various forms of the equinoctial elements include an angle describing location of the spacecraft in its orbit (e.g., see [11] ). To account for circular data in the formulation of the state Probability Density Function (PDF) with the equinoctial elements, [12] proposes a Gaussvon Mises density. To enable an equinoctial elements-based approach with stochastic expansions and, more generally, any problem with circular data, this paper describes how to formulate basis functions on the unit circle for the polynomial methods. Simulated results demonstrate the rapid convergence when using the appropriate orthogonal basis, and leverages the approach for orbit-state uncertainty propagation with equinoctial elements.
This paper presents a framework for including circular data and random inputs in stochastic expansions, and demonstrates their use for orbit-state uncertainty propagation. For circular data with probability density described by the Wrapped Normal Distribution (WND), the Roger-Szegő polynomial provide an orthogonal basis for use in stochastic expansions. Use of these polynomials requires recasting the random inputs into complex variables, and the paper discusses the implications of this in the context of surrogate approximations. For random inputs not described by the WND, a general framework is presented and numeric results use the proposed procedure with the circular random inputs characterized by the von Mises density. The paper includes a demonstration of rapid convergence (as a function of polynomial degree) of the mean and variance of the posterior PDF for a simple system. Results when propagating orbit-state uncertainty via equinoctial elements is then presented as a more practical application of the theory.
The paper outline is as follows. Section II states the problem formulation and describes the (general) use of stochastic expansions as a solution to the problem. Section III describes statistical descriptions of circular data and the orthogonal polynomials on the unit circle for use in stochastic expansions. Section IV describes their use in propagation of uncertainty via stochastic expansions, and Section V then demonstrates the performance of the approach. Finally, conclusions are discussed.
II. Stochastic Expansions

A. Problem Setup
Let (Ω, Σ, P) be a probability space with event space Ω, sigma algebra Σ, and probability
defined on the probability space be random inputs with stochastic dimension d. Assume that the elements of ξ are independent but not necessarily identically distributed. Methods based on stochastic expansions seek to produce an approximate solution to the stochastic Ordinary Differential Equation (ODE) problem
where A is the ODE operator, u are the quantities of interest (e.g., propagated position and velocity), and t ∈ [0, t f ] is time. Random inputs ξ may correspond to stochastic initial conditions and/or force model parameters.
This work considers the case where at least one element of ξ is defined on a circle. Such quantities may be parameterize as angles, unit vectors, or by the circular variable z ∈ T where
i.e., numbers on the unit circle in the complex plane. Euler's formula
where i = √ −1, relates the circular variable z with the angle λ. Such circular data have a PDF ρ(λ) defined on the unit circle and account for periodicity on the domain, e.g., ρ(λ) = ρ(λ + 2π).
To leverage theory describing directional quantities on T, the codomain of the expansions described in this paper are defined in the space of complex numbers. The following sections present a method for including random inputs corresponding to directional quantities in stochastic expansions. Note that the presentation of stochastic expansion methods is generalized to admit elements of u defined as complex numbers to accommodate such Quantities Of Interest (QOIs). Note that we use λ as a generic angle variable for the sake of consistency between presented theory and future application to orbit-state propagation.
B. Polynomial Chaos Expansions
A Polynomial Chaos Expansion (PCE) provides a means for generating an approximate solution to the stochastic ODE problem in (1) by projecting the solution onto a dense, multi-variate polynomial basis on the space of random inputs ξ and orthogonal with regards to the density ρ(ξ). This method was first proposed by [13] for Gaussian random inputs, extended on by [14] [15] [16] [17] , and later applied to a larger class of random inputs based on the Wiener-Askey scheme [18] . Recent work focuses on extending such methods to a broader scope of problems with high dimension [19] [20] [21] [22] [23] [24] [25] , computationally expensive simulation software (see discussion and motivation in [26] [27] [28] [29] ), nonlinear dynamics over long time spans [5, 8, 9, [30] [31] [32] , and/or discontinuities in the solution as a function of the random inputs ξ [31] [32] [33] .
A PCE approximates the solution for a quantity of interest vector u(t, ξ) via
where
p is the maximum degree of the polynomial expansion, and the multi-variate basis functions ψ α are defined by the density ρ(ξ) (see Section II D). For the sake of compact notation, dependence on time is hereafter removed. Elements of the set Λ p,d are multi-indices that define the multi-variate polynomial via
i.e., the multi-variate basis function is a tensor product of univariate basis functions each of degree α j ∈ α and a function of a single random variable ξ j , and
is the number of terms in the PCE.
This work primarily leverages sampling-based (non-intrusive) methods for approximating the coefficients c α , which treats an existing, deterministic ODE solver as a black box. Let {ξ m } M m=1 be the set of M random input vectors, and u(ξ m ) the quantity of interest generated using M evaluations of the prescribed ODE solver. The least-squares approach to solving for a PCE minimizes the leastsquares cost function (e.g., see [34] )
where * H denotes the conjugate transpose of * . This yields the solution
Note that the matrix Ψ is only a function of the known random input set {ξ m }, and U is the matrix of u(ξ m ) values produced via the deterministic ODE solver. For a least-squares solution, M > P .
While not leveraged in this work, methods based on compressive sampling allowing for generating a PCE with M ≪ P with the expansion is sparse [23] .
C. Separated Representations
The method of separated representations (SR), also known as canonical decompositions (CAN-DECOMP) or parallel factor analysis (PARAFAC), is similar to PCEs in that a solution to a stochastic ODE problem is approximated by projecting the solution onto a multi-variate polynomial basis. The formulation of SR, however, is different from a PCE. Instead of a sum along the multi-index, a surrogate based on SR decomposes a multi-variate function into a sum of products of univariate functions
where r is the rank of the surrogate and {f 
where c ℓ j,n are unknown coefficients and ψ n (ξ j ), n = 0, . . . , p form a polynomial basis as in the PCE formulation, but where n denotes the degree of the univariate polynomial.
SR utilizes least squares regression in order to calculate the unknown coefficients. Unlike PCEs, the methodology of SR solves for one direction at a time, which reduces the overall computation algorithm to a series of linear optimization problems. In this alternating least squares (ALS) approach,
where the variable k denotes the direction being solved for and c
For the solution to (16), we seek to solve the normal equation
In the ALS process, for each direction, we solve for C k using (17) , where the coefficients are organized as
the vector U is the same as when generating a PCE but for only one QOI, and the matrix A is represented in the block format
where A mℓ ∈ C p is given by
and ξ j,m is the jth component for sample ξ m . For a more thorough explanation of the ALS process, including a formulation for u a vector, see [35] and [6] .
D. Selection of Basis Functions
Selection of the basis function influences convergence for a stochastic expansion. The solution that produces the fastest convergence, as a function of the number of terms in the expansion, leverages basis functions orthogonal with respect to the posterior distribution (e.g., see discussion in [36] [pp. [35] [36] ). In general, this is not practical since the posterior PDF is not known a priori.
Instead, basis functions orthogonal to the input probability measure are used, i.e.,
where * denotes the complex conjugate of * , and ψ k 2 = 1 for the case of orthonormal polynomials.
Typically, (21) is expressed assuming real numbers, but we generalize the property for use later in this paper. When this property is satisfied for the basis functions in (4), then
i.e., the approximation u(t, ξ) converges to u(t, ξ) in the mean-squares sense [37] . Basis functions for many common PDFs are well known as part of the Wiener-Askey scheme [18] , e.g., Hermite and
Legendre polynomials for Gaussian and uniform distributed random variables, respectively. To date, polynomials for PDFs common in the area of directional statistics have not yet been identified and applied to uncertainty quantification using stochastic expansions. When employing such orthogonal polynomials, both PCEs and SR admit analytic solutions for moments of the posterior distribution as a function of basis function inner products (e.g., see [25, 36] ). The next sections discuss directional statistics and the appropriate set of orthogonal polynomials with regards to a given density.
III. Random Inputs on the Unit Circle
A. Directional Statistics
The field of directional statistics defines the fundamental theory to describe circular data. The subject began with studying distributions on the compass or in time, both of which may be modeled as functions on the unit circle. Over time, complexity increased to enable the study of probability and statistics in higher dimensions (e.g., see seminal papers [38] [39] [40] [41] ). This section presents pertinent properties of distributions on the unit circle and the probability densities of interest in the current work.
The random angle λ has a characteristic function
with the nth trigonometric moments (n ≥ 0)
where R(z) and I(z) denote the real and imaginary parts of z, respectively. These are analogous to moments of the PDF seen for typical random variables and uniquely characterize any distribution on the circle (e.g., see [42, p. 26] ). For empirically determined quantities from a collection of N samples,
The mean direction and the circular standard deviation provide an analog to the related quantities on the real line and are functions of the first trigonometric moment. The circular mean of λ is
and the circular standard deviation is
Note, in this paper, there is no notational distinction between the circular and normal mean/standard deviation aside from the variable over which it is defined. The circular mean and standard deviation may be approximated empirically using N Monte Carlo samples to estimate φ 1 .
B. Distributions on the Unit Circle
There are two analogs of the Gaussian distribution on the unit circle: the wrapped Normal den- 
is parameterized by the mean direction µ and the variance-like quantity σ 2 . While similar to the familiar normal distribution on the real line, the sum over k "wraps" the normal distribution around the unit circle and accounts for the angle rollover. The characteristic function of the wrapped normal distribution is
Initially proposed for applications in atomic physics, the von Mises distribution (VMD) is
where µ is also the mean direction, κ describes the concentration of the PDF, and I n is the modified Bessel function of the first kind and order n. This PDF accounts for angle ambiguity through the cosine in the argument of the exponent. For the von Mises distribution Figure 1 presents the WND and VMD with µ = 0 and different values of κ and σ 2 . The indicated value of σ 2 is based on a nonlinear least squares fit to minimize differences in φ n , n = 1, . . . , 20. In the top case (small κ and large σ 2 ), the von Mises case has slightly more density in the tails, whereas the wrapped normal is slightly wider in the primary lobe. The more concentrated case demonstrates the similarity between the two densities for small variance. The best use of each distribution varies, and [44] discusses the difficulty in discriminating between the two when given samples from one population. See [45] for a survey of comparisons between the two densities.
C. Orthogonal Basis Functions
The following sections describe the polynomials ψ(z) to be used for stochastic expansions with random inputs in T. The first section describes known polynomials that are orthogonal with respect to the WND and the following section describes generation of polynomials for any PDF with known characteristic moments.
Orthogonal Polynomials on the Unit Circle
Orthogonal polynomials on the Unit Circle (OPUC) serve as the basis functions ψ n : T → C for stochastic expansions with random inputs z. While this section provides a brief overview of OPUCs pertinent to this work, we refer the reader to [46] for a detailed introduction. The following sections describe specific OPUCs for a given density ρ(λ).
The Szegő recursion (e.g., see [46, p. 56] ) enables efficient and stable software implementation of OPUCs. Let ψ ′ n denote an unnormalized form of the polynomial ψ n , and ψ * n is a (unique) polynomial of degree n that is orthogonal to z, z 2 , . . . , z n with ψ * n (0) = 1. Using the Szegő recursion,
and η i are dubbed the Verblunsky coefficients. These coefficients are unique for a given OPUC defined by measure ρ(λ) in Eq. (21), and
For the form of the characteristic function in Eq. (23), the Toeplitz matrix for a given measure on T is
As described in [47, pp. 287-288] ,
which, when combined with Eq. (38) and computed for z = 0, allows for computing the Verblunsky coefficients. While this provides a mathematical framework for generating the OPUC for a given ρ(λ)
using the associated characteristic function, it can be sensitive to finite-precision arithmetic. This is especially true for measures highly concentrated on T (see results and discussion in Section V), and are consistent with numeric generation of orthogonal polynomials on the real line (e.g., see [48] ).
Rogers-Szegő Polynomials
Originally presented by Gabor Szegő [49] and based on the q-Hermite polynomials of Leonard Rogers [50, 51] , the Rogers-Szegő polynomials are orthogonal with respect to ρ WN . The (normalized)
Rogers-Szegő polynomial ψ n : T → C of degree n is [52] ψ n (z; q) = (q; q)
with parameter q and the q-binomial coefficients 
Note that different forms of these polynomials exist in the literature, e.g., see discussion in [46, p. 87]. The Verblunsky coefficients for the Rogers-Szegő polynomials are
These polynomials form an orthogonal basis with regards to the WND measure (e.g., see discussion in [46, 52] ) given input argument
and parameter
Note that, via Euler's formula, the Rogers-Szegő polynomials are trigonometric polynomials of the random angle ξ − µ. Figure 2 illustrates the real and imaginary components of the Rogers-Szegő polynomials for p = 0, . . . , 4, µ = 0, and q = e −1 . Note that the polynomials are periodic in λ.
IV. Stochastic Expansions with Random Inputs on the Unit Circle
For the case of ξ = λ ∈ T, we leverage OPUC, which may be generated using a known φ n . Note that, while this work only considers known analytic functions φ n , approximate polynomials may be generated using approximate values computed via random samples from an unknown population.
The following sections describe the implication of including angle quantities as random inputs or quantities of interest.
A. Random Inputs and QOIs
This section outlines considerations when employing random inputs and/or QOIs on T. To aid in understanding future results and clarifying sample generation, methods for simulating data on the unit circle are also included. Note that, for random angles, this presentation employs λ ∈ (−π, π]. With appropriate scaling, one may instead use λ ∈ (−1, 1] to match other common random inputs.
For ease in presentation, the former is employed in this paper.
Numeric results require simulating data from PDFs on the unit circle. Simulating samples with distribution WN (µ, σ 2 ) requires generating samples from N (0, 1) and mapping them to the unit circle. Let ξ ′ be a random sample of the standard Gaussian density N (0, 1). Then
This is indicative of the WND being a "wrapped" Gaussian density around the unit circle. Random inputs with the WND may be parameterized by N (0, 1) or WN (µ, σ 2 ). Samples of the latter are related to the former via (46) . When describing random samples via ξ = ξ ′ , then Hermite polynomials are the appropriate choice. For random inputs ξ = λ, then one should use the RogerSzegő polynomials with input z = e iξ . Section V B presents similarities in the two approaches.
Generation of samples based on the VMD does not allow for a simple transformation of standard random variables to quantities on the unit circle. Hence, random inputs must be directly generated for λ, and on the ξ = λ approach may be employed. A simple algorithm to generate samples λ ∼ VM(µ, κ) may be found in [53] .
The QOI may be parameterized by λ or the circular variable z = e iλ . Unless stated otherwise, all angular QOIs in this work are parameterized via z. In such cases, or when using an OPUC for ψ, then the coefficients for a given surrogate (c α for the PCE and c l i,n for SR) are in C. The presentation of methods for generating the surrogate in previous sections is agnostic to real or complex QOIs, and accounting for the differences in software implementation is straightforward.
B. Analytic Moments for PCEs
Upon generating a surrogate for system response as a function of the random inputs, select characteristics of the posterior density (e.g., mean and variance) are an analytic function of the expansion coefficients. For the case of QOI z, the trigonometric moments, and thus the circular mean and standard deviation, are approximated via coefficients of the expansion. For the sake of simplicity, this presentation assumes a single QOI (i.e., not a vector u) and only random inputs on the unit circle.
Trigonometric moments for the case where QOI u = z may be generated using the coefficients of a PCE. In the case of φ 1 ,
since ψ 0 (ξ) = 1 and E[ψ α (ξ)] = 0 for α = 0. To solve for the n = 2 term of the characteristic function,
and the final equality results from orthonormal polynomials {ψ α }. Note that the equation for the second trigonometric polynomial differs from the second moment about the mean for QOIs on the real line, i.e., the sum is computed over all elements. Higher moment may be generated in a similar fashion, but will require the computation of polynomial triple products, etc.
Given the first trigonometric moment, then the PCE-estimated circular mean and STD are found via
While (55) and (56) assume a scalar QOI u, these may be extended to vector quantities via elementwise operations.
C. Analytic Moments for SR
As with PCEs, an SR surrogate is able to produce analytical expressions of the moments of the approximated function. To get the first moments, it is straightforward to show that
and the orthogonality of ψ n leaves the function solely dependent on the zeroth order coefficients and the normalizing constants. Similarly, when considering the second moment,
The trigonometric moments, circular mean, and circular standard deviation may be generated in a manner similar to the PCE given the SR solution for φ 1 .
V. Numerical Examples
The following numeric tests demonstrate the efficacy of using stochastic expansions with a random input on the unit circle. The first case demonstrates the exponential convergence expected when using the appropriate OPUC in a PCE. The remaining sections then demonstrate practical application of the approach by propagating orbit-state uncertainty with equinoctial elements.
A. Stochastic Expansion Convergence
This section demonstrates the exponential convergence achieved when using OPUC with random inputs defined on T. Like the convergence rate demonstrations in [18] , these tests consider the stochastic differential equationu
with random decay-rate coefficient k(ξ) and deterministic solution
For this case, u 0 = 1, k(ξ) = z(ξ) = e iξ where ξ is a random variable on the unit circle, and t = 1 time unit. The mean and variance of u(t) are
which, for a given density of ξ, are computed numerically via quadrature using 1000 uniformly spaced nodes on the unit circle 1 . This achieves accuracy in the baseline mean and variance approaching floating point error. Note that these are not the circular mean or standard deviation since u is not an angle.
To assess performance of the OPUC basis while eliminating the selection of M from influencing the result, PCE coefficients are numerically propagated forward to t, and surrogate-derived statistics are compared to numeric approximations of Eqs. (65) and (66). Let c k,α and c u,β denote the PCE coefficients for k and u, respectively. In the following, multi-indices β and γ follow the same mathematical definition as α but use a different symbol to emphasize their use for difference PCEs.
Direct propagation of the coefficients uses a Galerkin projection (see [18] for details) to produce the system of linear differential equationṡ
The initial conditions are
and the PCE for k(ξ) has coefficients
which is the analytic solution for a PCE such that k(ξ) = e iξ . The ODE for the PCE coefficients (see Eq. (67)) may be used in any Runge-Kutta integrator with sufficient order and step size to achieve Error is quantified via
where * denotes the quantity to characterize, i.e., mean or standard deviation. Baseline values of the moments for all cases (with enough digits of precision to illustrate differences) are provided in Table 1 . Even the similar VMD and WND for the concentrated case yield non-trivial differences in moments. Results imply an exponential convergence in the expansion accuracy as p increases, thereby demonstrating the efficacy of the OPUC for random angles.
Using the numeric procedure in Section III C 1 to generate the OPUC can suffer from numeric issues for highly concentrated PDFs. Figure 4 demonstrates errors in the OPUC for the VMD quantified as the inner product ψ n , ψ n+1 as a function of κ and degree n. Each evaluation of the integral (Eq. (21)) uses 10 5 quadrature points. These inner products should equal zero, however finite precision arithmetic yields non-zero values for large κ. Numeric issues result from the condition number for the matrices in Eq. (40) when all φ n ≈ 1. Developing a more numerically stable solution is designated as future work, but previous results for κ = 20 and n ≤ 5 still demonstrate solution convergence for that case. Note that polynomials with analytic solutions for the Verblunsky coefficients, such as the Rogers-Szegő polynomials, do not suffer from this issue.
B. Earth Orbit Cases
Of particular interest in this work is propagation of orbit-state uncertainty when using equinoctial elements. These elements include five quantities (a, h e , k e , p e , q e ) defined on R 5 with the sixth being the mean longitude λ. Hence, propagation of equinoctial elements requires the presented varies framework with a mixture of QOIs in R and T. A series of test cases are presented, some of which focus on specific considerations when mixing polynomials and QOIs in different spaces.
Except when employing two-body only dynamics in Section V B 1, all samples are propagated in time via special perturbations and TurboProp [54] . In such cases, equinoctial elements are converted to Cartesian position and velocity, propagated forward in time, and converted back to equinoctial elements to serve as the QOIs for a given surrogate. Propagation employs a Dormand-Prince 8(7) [55] embedded Runge-Kutta propagator with a relative tolerance of 10 −12 . The gravitational force model uses µ ⊕ = 398600.4415 km 3 /s 2 and J 2 = 0.00108248. For the sake of simplicity, transformation between the Earth-fixed and inertial coordinate systems is assumed to be a simple rotation about an inertially fixed rotation axis. While these scenarios are restricted to the main problem in Earthcentered orbit propagation for the sake of simplicity and duplication, previous demonstrations of surrogate methods for uncertainty propagation consider higher-fidelity dynamics [5, 6, 9] . Table 2 summarizes the a priori mean and standard deviations employed in the following tests.
These are loosely based on a test case in [4] , but with eccentricity and inclination increased to 0.1 and ∼ 90 deg, respectively, to promote increased spatial variations in the gravitational field (due to J 2 ) over a single orbit. Uncertainty in the equinoctial elements remains unchanged when compared to [4] , except where required for a given test. Initial PDFs for the first six elements are Gaussian with the provided standard deviation. With propagation times on the order of a day or more, this case yields a non-Gaussian posterior PDF for a initial σ λ = 10 −2 deg. Hermite polynomials are used as the basis functions for all random inputs corresponding to the five elements defined on R.
The σ 2 λ and any other deviations from Table 2 
Orbit State Propagation: λ-Only Case
To focus on propagation of uncertainty for λ, this section employs two-body only dynamics to propagate the angle:
with random inputs ξ 1 and ξ 2 corresponding to a and λ, respectively. The initial state PDF is consistent with Table 2 with σ λ = 10 −2 deg. For reasons of numeric stability, OPUC for the VMD are not considered in this test case. leveraging the QOI z, mean direction and the standard deviation may be generated using Eq. (55) and Eq. (56) . Since no analytic solution (as a function of the expansion coefficients) is available for the mean direction and standard deviation given QOI λ, we use random samples of the surrogate (with the same random inputs used to generate the baseline solution) to compute similar values.
Results demonstrate at least a ×1000 improvement in the approximate mean and standard deviation when using z, and greater improvement in the RMS error. The results for different basis functions (Hermite and Rogers-Szegő) with QOI z exhibit only slight differences in the RMS error for the PCE surrogates. Otherwise, no significant difference is exhibited. Figure 6 illustrates the effect that QOI selection has on the coefficients of the PCE. When using Rogers-Szegő polynomials with QOI z, the PCE is converging as the number of terms increases.
However, the Hermite polynomial with λ case is failing to converge, there by yielding the poor results seed in PCE terms. These correspond to terms with high degree for the random input corresponding to a, and sensitivity to this input is expected [4, 6] . The unconverged PCE using the Hermite polynomial fails to provide a similar assessment of solution sensitivity. Table 3 . Performance when using QOI λ reduces over time as the propagated PDF becomes more diffuse. Brief spikes in the Hλ case depict those times where the PDF is split by the angle boundary (such as the case illustrated in the top image of Figure 5 ), and the duration of this reduction in error increases over time. At later times and for all surrogates, using a QOI z instead of λ yields improved performance when compared to the Hλ case. The spikes in relative error for µ λ when using QOI z correspond to times where the mean direction is approximately zero, thereby making the relative error unstable. The RMS error of 10 6 independent realizations of the surrogates further demonstrate the improved robustness and accuracy when using a more principled approach to surrogate design. While error increases over time, which is expected, it may be mitigated by Probability Density Fig. 8 Normalized histogram of propagated samples a given random λ.
Orbit State Propagation: SMA-Only Case
To demonstrate the effect of random inputs and polynomials in C on QOIs in R, this section focuses on the effects of uncertainty in λ (d = 1) on a. To allow for λ to influence a over time, this case includes the J 2 perturbation in orbit propagation. The sensitivity of a on λ will depend on inclination and eccentricity (see [56, pp. 653-654] for discussion), which motivated the change in mean state when compared to test cases in [4] . Note that, for this case, the a priori PDF is the WND with σ λ = 5 deg, and the orbit is propagated for ten orbit periods (approx. 17.75 hours). All PCE solutions use M = 40 samples with the Rogers-Szegő polynomials, and are compared to a Monte Carlo analysis with 10 7 samples and a resulting σ a precise to approximately four digits. Figure 8 presents the posterior (non-Gaussian) marginal PDF for a using these Monte Carlo samples. agreement in σ a for the PCE when p = 3 and further reductions in differences when compared to the p = 10 case. coefficients influence the propagated PDF, implying that M may be decreased when combined with compressive sampling. This sparse PCE results from the statistical independence of the equinoctial elements, which was quantified in [6] using SR. In all cases, the PCEs appear to have converged to at least five digits or more.
Figures 13 and 14 illustrate the posteriori marginal PDFs and PCE coefficients for the case with larger initial circular standard deviation. Given the more diffuse PDF and its sensitivity to the nonlinear dynamics, results for this case are presented after 24 hours. As seen in Figure 13 , the propagated a marginal PDF (approximated via 10 7 samples) is non-Gaussian. PCEs are generated 
VI. Conclusions
Special considerations are required when using a surrogate method such as PCE or SR for uncertainty propagation with circular random inputs or quantities of interest. Using the circular variable to parameterize directional quantities of interest mitigates the latter issue, but polynomialbased methods require a basis orthogonal with respect to the input probability density functions.
Random inputs described by the wrapped normal density employ the Rogers-Szegő polynomials, and a method for numerically generating polynomials allows for generalizing the approach to other densities that are sufficiently diffuse. Using these polynomials allows for computing directional statistics characterizing the posterior distribution as a function of the coefficients of the stochastic expansion. Expansions using these polynomials exhibit rapid convergence as a function of degree, and enable propagation of uncertainty in systems with angles as stochastic variables. This includes propagation of orbit-state uncertainty when using the equinoctial orbital elements.
