We examine the status and question of long-term sta bility of copper indium diselenide (CIS) photovoltaic (PV) module performance for numerous modules that are de ployed in the array field, or on the roof of, the outdoor test facility (OTF) at NREL, acquired from two manufacturers. Performance is characterized with current-voltage (I-V) measurements obtained either at standard test conditions (STC) or under real-time monitoring conditions, taken over the course of many years. We present and scrutinize I-V characteristics for degradation modes. Analysis yields that CIS PV modules can exhibit either moderate (2% to 4% per year) to negligible or small (less than 1 % per year) degradation rates, and that the predominant loss mode appears to be fill factor diminution, often associated with increases in the series resistance in some of the modules. A secondary mode of degradation observed comprises metastable changes to the open-circuit voltage. The fea tured modules are deployed on three separate testbeds.
INTRODUCTION
Currently, the highest performing thin-film PV devices are cells comprised of copper indium-gallium diselenide (CIGS) at approximately 19.9% [1] . The best efficiencies obtained from large area PV modules of this technology are about 11 %-12%, as measured at standard test condi tions (STC). However, the long-term stability of CIS/CIGS modules has become a key issue with this technology. Performances changes are observed in CIGS devices when subjected to damp-heat stress and/or illumination or bias as noted: decreases in open-circuit voltage(Voc) via changes in doping density and conduction band offsets between CIS absorber and cadmium sulfide (CdS) window layers [2] ; losses in Voc due to defect-induced recombina tion and fill factor (FF) loss by type conversion at the CdS/CIGS interface brought about by degradation of the zinc oxide (ZnO) transparent conductive oxide (TCO) [3] ; defects in and degradation of the ZnO and CdS layers, leading to poor conductivity or damage at the CdS/CIGS interface [4] ; degradation of the top ZnO or CdS/CIGS interface [5] leading to series resistance increases and FF losses. Most of the studies cited have focused on un encapsulated CIGS devices.
EXPERIMENTAL PROCEDURE
Beginning in 1988 and continuing up until 2005, CIS modules from one manufacturer (A) were deployed at the OTF; and starting 2002, we began deploying CIS modules 978-1-4244-1641-7/08/$25.00 ©2008 IEEE from a second manufacturer (B). We emphasize that the A modules are no longer manufactured or available, but we still retain many of them deployed at the OTF. All modules were baseline tested under STC using one or more of three solar simulator testbeds: the SPIRE pulsed-light source, the large-area continuous (LACSS) and the stan dard outdoor measurement (SOMS) systems. Afterwards, modules were deployed out in the field as: 1) single free standing modules (A and B) on the long-term exposure rack, loaded with a fixed resistor across their terminals (whose value approximates the optimum load at STC); 2) single modules (A and B) deployed on the Performance and Energy Ratings Testbed (PERT) system on the roof of the OTF starting in 1997; and 3) an array of type A mod ules on the high-voltage stress testbed (HVST2) starting in 2005. Periodically, the long-term exposure and PERT modules were taken indoors for further measurements of I V characteristics at STC. Module I-V power parameters (Voc, FF, etc.) measured at STC are subsequently scruti nized for changes against time.
PERT modules are connected to a data acquisition system (DAS) that performs I-V traces in situ once every 15 minutes, and at other times actively maintains the modules loaded at their optimum power point appropriate for the instantaneous lighting and temperature conditions. The HVST2 array comprises 24 thin-film CIGS modules deployed in two, bipolar strings of 12 modules connected in series, with nominally ±300 VDC open-circuit voltage and 1 kW total power. For this array, another DAS also performs I-V traces in situ on each of the strings periodi cally, or actively loads each string at instantaneous opti mum-power-point conditions at other times. Additionally, the HVST2 DAS can be programmed to, and performs cyclic biasing of each string to fixed-voltage levels that are stepped over time to produce square-wave bias vs. time.
PERT and HVST2 modules are deployed at fixed, lati tude tilt (40°) and face due south: these data comprise real-time outdoor measurements, executed with program mable electronic loads that trace the I-V characteristics. Also, we monitor and record irradiance with broadband pyranometers, plus air and module temperatures using type 'T' thermocouples. More detailed description of and analysis of PERT system and outdoor data were described elsewhere [6] . In this paper, we narrow our focus of real time PERT and HVST2 data to that obtained within fixed irradiance windows, and perform corrections of the I-V power parameters to reference temperature (25°C) by least-squares fitting thereof to linear temperature depend ence scrutinized and calculated within 30-day intervals. Furthermore, for the HVST2 array, we present the power performance rating calculated monthly according to PVUSA Test Conditions (PTC) regression analysis [7] .
The STC data measured on the LACSS were further analyzed by normalizing the module voltages and currents to the unit cell level, achieved by: dividing the module volt age (V) by the number of series-connected cells, and cur rent to current density (J) by dividing by the area of each unit cell (taken as the module aperture area divided by the number of cells). These cell areas are approximately 10%-15% larger than the active area -so J data are cor respondingly smaller-due to interconnect and border area losses extant in modules. Device level parameters like the series resistances, diode quality factors (A), re verse saturation current density (Jo) , and shunt conduc tance (Gsh) values are derived via standard diode analysis as shown in the literature [8] : e.g., series resistance data are derived from the intercept of the locus of slopes of the J-V data (dVldJ) vs. J, extrapolated to the origin with 1/J (for dark) or 1/(J+JLight) (for light) characteristics. Although it may be early to conclude definitively based on six years of data, the B modules in Fig. 1 appear more stable, exhibiting a cumulative loss of less than 0.5% absolute, less than 1 %/yr relative loss rate. Fig. 1 shows the primary mode of degradation for A modules is FF loss, followed by some Voc decline. However, note that Voc appears to exhibit slight improvement after the initial few years of deployment for the A modules of vintages made on or before 1992, followed by subsequent loss after wards. Similarly for B modules, there is some FF loss with time, plus transient and slight improvement in Voc initially after deployment.
Losses in FF are scrutinized for select A and B mod ules, by deriving and analyzing the slopes (dVldJ, 3-point) of the dark and light J-V characteristics, for information on series resistance and shunt conductance. These data are depicted in composite, multi-pane graphs, Figs From the top pane in Fig. 2 , we observe that the se ries resistance of the 1988 A module has changed only slightly between 1999 and 2008, by about 1 ohm-cm 2 for dark data and somewhat less for the light data. Con versely, for the 1994 A module in the lower pane, the dark J-V slopes are more appreciably shifted upwards, indicat ing an increase of about 3 ohm-cm 2 , somewhat less than -1 ohm-cm 2 for light J-V slopes, evolving over time for curves taken in 1999, 2002 and 2008. Also note that for the 1994 A module, the dV/dJ data exhibit non-linear be havior in far forward bias in the dark, that may be indica tive of the development and appearance of a reverse-bias barrier [8] for the device in the dark, whose effect however, 978-1-4244-1641-7/08/$25.00 ©2008 IEEE Fig. 4 : in upper and lower panes, respectively, depicting the slopes dJ/dV near zero bias, for the 2002 B and 1998 A modules, measured over the course of several years (e.g., 1999, 2002, 2008, etc.) in the dark at 25°C temperature. The units shown for the slopes are milliSie mens per cm 2 (mS/cm 2 ) , reduced to unit area cell level. We take the value of Gsh to be the minimum of the locus of the slopes against bias, which typically occurs at zero or in slight reverse bias. We point out that we tend to mini mize the reverse bias voltage employed in the J-V meas urements in order to minimize the risk of damaging the modules. From Fig. 4 , we see that the shunt has been slowly increasing for the 2002 8 module, from 0.2 mS/cm 2 in 2002 up to -0.55 mS/cm 2 in 2008; whereas it has re mained fairly low for the 1998 A module, at or less than 0.2 mS/cm 2 . Although the increase for the 20028 appears significant, even at the 2008 level (0.55 mS/cm 2 ), it has a small impact on the reduction of the optimum-point current and FF at 1-sun illumination, albeit it is just above the 1% level. Where it has a larger impact on relative loss is at low light levels. For the 1998 A module, the shunt has negligi ble effect on performance loss. We point out that the de rived series resistance and shunt values can be and are subsequently used to correct the apparent measured volt ages for series resistance effects and observed current for parasitic shunt conductance in order to extract diode qual ity (A) and Jo data from the J-V curves [8) . 978-1-4244-1641-7/08/$25.00 ©2008 IEEE relative power loss rate for the negative string appears significantly larger --3.8%/yr than that of the positive string at -2.55%/yr. Each string's losses are further scruti nized via the I-V power parameters illustrated in Fig. 6 . Figure 6 . HVST2 array strings' Isc, Voc, FF, and efficiency data, respectively, at top, second-from-top, second-from bottom, and bottom panes, within 1000 ±25 W/m 2 irradi ance, corrected to 25°C temperature, plotted vs. time. Figure 6 is a composite graph depicting the I-V power parameters for each string of the array, taken from I-V traces measured outdoors within a narrow band of irradi ance levels, 1000 ±25 W/m 2 , under predominantly clear sky conditions, corrected to reference temperature (25°C). The efficiency, FF, Voc and Isc data are shown, respec tively, in the bottom, second-from-bottom, second-from top, and top panes of the graph, plotted vs. time from April 2005 to March 2008. The efficiency are calculated by di viding the power from each string by the irradiance inci dent on the sum aperture areas of the 12 modules in each string. Fig. 6 indicates that FF losses are largely responsi ble for the performance losses in each of the array's strings, dropping from about 62.5% to 58.5%, and 63% down to 55.6%, respectively, for the positive and negative strings, over the three-year period; or equivalently a loss rate of -2.1%/yr and -4.0%/yr, respectively, for positive and negative strings. The Voc data for the negative string are overall lower by about 7 volts than for the positive string; and exhibit slight degradation loss rates, -0.3%/yr and -0.2%/yr, respectively, for the negative and positive strings, whose sizes are larger than the 95% statistical signifi cance level (-±0.04%/yr). The overall loss rates in per formance are -2.9%/yr and -4.7%/yr, respectively, for the positive and negative strings at 1000 W/m 2 , rates that are slightly larger than the power loss rates obtained from the PTe regression analysis portrayed in Fig. S .
Determination of Gsh values from typical J-V curves is illustrated in

PERT System
The I-V power parameters for a 1997 A and 2002 B module are portrayed, respectively, in Figures 7 and 8 , using data taken outdoors under predominantly clear-sky conditions with a DAS, focusing on two narrow bands of irradiance at 1000 ±2S W/m 2 and SOO ±2S W/m 2 . The data are corrected to 2Soe temperature. Additionally, the Isc data are normalized to the center of each respective illu mination level, but are not spectrally corrected. Each figure comprises a multi-pane graph depicting the Isc, Voc, FF, and efficiency data, respectively, in the top, second-from top, second-from-bottom, and bottom panes, plotted vs. time from Jan. 2002 to Dec. 2007. There are two notable gaps in these data: during 200S when the modules were deployed and biased at peak-power but no I-V traces were taken, and from mid-2006 to mid-2007, when the PERT was re-wi red , during which time the modules were stored indoors. We note the contrasting behavior in FF data as time progresses: for the 1997 A module, data at 1000 W/m 2 are offset to lower values compared to data at SOO W/m 2 by -3%-absolute, degradation in both irradiance bands ap pears to occur in tandem at a rate of about -0.7%lyr; for the 2002 B module, data in each illumination window start out at comparable values, but subsequently, the data at SOO W/m 2 decline more rapidly (-0.9%lyr) than that at 1000 W/m 2 (-O.S%lyr). The FF degradation rates at the two illumination levels appear consistent with series resistance dominated losses for the 1997 A module, and shunt-related losses in the 2002 B module. Finally, we note the largest uncompensated variations in efficiency depicted in Figs. 7 and 8 are driven by seasonal fluctua tions in Isc, that albeit are temperature-corrected, are lar ger for data at the lower irradiance than at high irradiance; and surmise these are driven by a combination of cyclic cosine response to angle-of-incidence and air mass oscil lations, both of which attain their respective high values during the winter, lows in summertime, and whose varia tions are larger for data at SOO W/m 2 irradiance.
SUMMARY AND CONCLUSIONS
The degradation rates for the various CIS/CIGS mod ules studied under the test conditions referenced are listed in table 1, with mean loss rates and their 95% statistical confidence levels listed, respectively, in the second and third columns from the left. The first 10 rows, below the top, comprise modules strictly tested at STC, residents of the long-term exposure testbed. The next populated six rows comprise the PERT system modules; and last four rows represent the HVST2 array positive and negative string module data. For the PERT modules, tests at STC as well as real-time data measured in situ within the 500 W/m 2 and 1000 W/m 2 irradiance bands are listed. For the HVST2 array, we present the degradation measured in situ at 1000 W/m 2 , and from the PTC-regression-rating analysis, respectively, in the last four rows. We assert that for some modules, notably the 1990 A and 1992 A modules, the degradation rates are quite low-ranging -0.2%/yr to -O.4%/yr-even though the indi-978-1-4244-1641-7/08/$25.00 ©2008 IEEE vidual FF loss rates are higher, because they're offset by positive changes in Voc. This happens to some degree as well for the 2002 B modules measured at STC. Further more, from STC data, the primary loss mechanism for the A modules appears to be dominated by series resistance increases, further exacerbated by their high Jsc. We also note that moderately higher degradation rates are ob served for the 2004 A modules on the high-voltage array, between -2.5%/yr and -4.7%/yr, with the highest loss rate incurred by the negatively biased string.
For the B modules measured indoors at STC, the overall loss rates appear statistically insignificant, albeit there exists a substantial FF loss mode-3% to 5% whose source is complicated: predicated by a combination of shunt conductance and/or apparent diode quality factor increases. The shunt conductance increases in these by a factor of 3-5, but can only be partly responsible for the FF loss, that may appear as increases in diode quality factor, but under closer scrutiny looks more like changes in a two diode device model, with the primary diode weakening, as indicated by increases in Jo.
