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Abstract
The work carried out is part of natural language processing area and it is
focused specifically on text classification problems like sentiment analysis
and topic detection about content published on Twitter, using deep lear-
ning models such as convolutional and recurrent neural networks.
In order to estimate the parameters of these models in problems where
the input is a sequence of linguistic units, a representation that retains the
most discriminative information for a given task (contextual information,
semantic, syntactic, etc.) is required.
For this reason, in the present work, suitable representations for the ad-
dressed tasks are proposed and comparisons are made among the different
representations, as well as among the different models of neural networks
that use these representations.
All the tasks addressed have been proposed in workshops of national and
international congresses such as SemEval and IberEval. Furthermore, in
these tasks we have obtained competitive results, reaching a 1st place in
the tasks COSET and Gender (Ibereval 2017@SEPLN ), a 4th place in
Stance (Ibereval 2017@SEPLN ) and a 3rd place in Sentiment Analysis in
Twitter (SemEval 2017@ACL).
Keywords: Deep learning, Text classification, IberEval, SemEval.
Resumen
El trabajo realizado se enmarca en el área del procesamiento del lenguaje
natural y se centra, concretamente, en problemas de clasificación de texto
como sentiment analysis y topic detection sobre contenido publicado en
Twitter, haciendo uso de modelos basados en aprendizaje profundo como
redes convolucionales y redes recurrentes.
Para poder estimar los parámetros de estos modelos, en problemas donde
la entrada es una secuencia de unidades lingǘısticas, se requiere una repre-
sentación que retenga la información más discriminativa para una tarea
determinada (información contextual, semántica, sintáctica, entre otras).
Por este motivo, en el presente trabajo se proponen representaciones ade-
cuadas para las tareas tratadas y se realizan comparaciones entre las di-
ferentes representaciones, aśı como entre los diferentes modelos de redes
neuronales que hacen uso de dichas representaciones.
Todas las tareas abordadas han sido propuestas en talleres de congresos
nacionales e internacionales como SemEval e IberEval. Además, en dichas
tareas se han obtenido resultados competitivos, llegando a alcanzar un 1o
puesto en las tareas COSET y Gender (Ibereval 2017@SEPLN ), un 4o
puesto en Stance (Ibereval 2017@SEPLN ) y un 3o puesto en Sentiment
Analysis in Twitter (SemEval 2017@ACL).
Palabras clave: Aprendizaje profundo, Clasificación de texto, IberEval, SemEval.
Resum
El treball realitzat s’emmarca en l’àrea del processament del llenguatge
natural i es centra, concretament, en problemes de classificació de text com
sentiment analysis i topic detection sobre contingut publicat en Twitter,
fent ús de models basats en aprenentatge profund com xarxes convolucio-
nals i xarxes recurrents.
Per poder estimar els paràmetres d’aquests models, en problemes on l’entrada
és una seqüència d’unitats lingǘıstiques, es requereix una representació
que retinga la informació més discriminativa per a una determinada tasca
(informació contextual, semàntica, sintàctica, entre altres).
Per aquest motiu, en el present treball es proposen representacions adequa-
des per las tasques tractades i es realitzen comparacions entre les diferents
representacions, aix́ı com entre els diferents models de xarxes neuronals
que fan ús d’aquestes representacions.
Totes les tasques abordades han sigut propostes en tallers de congressos
nacionals i internacionals com SemEval i IberEval. A més, en aquestes
tasques s’han obtingut resultats competitius, aconseguint un 1r lloc en les
tasques COSET i Gender (Ibereval 2017@SEPLN ), un 4t lloc en Stance
(Ibereval 2017@SEPLN ) i un 3r lloc en Sentiment Analysis in Twitter
(SemEval 2017@ACL).
Paraules clau: Aprenentatge profund, Classificació de text, IberEval, SemEval.
Índice general
1. Introducción 1
1.1. Proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Clasificación de texto . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Aprendizaje profundo . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Metodoloǵıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5. Estructura de la memoria . . . . . . . . . . . . . . . . . . . . . . . . 5
2. Redes neuronales y aprendizaje profundo 7
2.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. Perceptrón . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3. Perceptrón multicapa . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4. Procesamiento de secuencias . . . . . . . . . . . . . . . . . . . . . . . 10
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4.5. Número de muestras por clase en las subtareas C-E inglés. . . . . . . 56
4.6. Número de muestras por clase en las subtareas C-E árabe. . . . . . . 56
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El trabajo fin de máster realizado se enmarca dentro del proyecto Audio Speech
and Language Processing for MULtimedia ANalytics (ASLP-MULAN) [84] y tiene
como objetivo la formación del alumno y el desarrollo e implementación de técni-
cas para problemas relacionados con el área de Procesamiento del Lenguaje Natural
(PLN), de forma que éstas se puedan generalizar y aplicar al proyecto ASLP-MULAN.
Concretamente, el proyecto ASLP-MULAN tiene como intención generar la com-
binación adecuada de tecnoloǵıas de audio, habla y lenguaje para tratar con grandes
cantidades de datos. Entre algunas de las tecnoloǵıas que se emplean en dicho pro-
yecto destacan el procesamiento del lenguaje natural, la transcripción automática del
habla o la descripción de contenidos multimedia no estructurados [84].
Aśı, en el proyecto fin de máster se trata con profundidad el primero de los ca-
sos, PLN. Para esto, se ha participado en talleres propuestos en diferentes congresos,
que tratan problemas de clasificación de texto (text classification) como análisis de
sentimientos (sentiment analysis) o detección de temas (topic detection), mediante
otro de los puntos clave del presente proyecto, modelos basados en redes neuronales,
concretamente en aprendizaje profundo (deep learning).
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Sin embargo, a pesar de que no se discute en la memoria, también se han desa-
rrollado e implementado aplicaciones para tratar algunos problemas adicionales de
utilidad en el proyecto ASLP-MULAN. Algunas de las aplicaciones son: bots con-
versacionales y descripción de imágenes mediante modelos sequence-to-sequence [73],
generación de imágenes mediante Generative Adversarial Networks [28] o modelos de
lenguaje recurrentes para generación de texto [2].
1.2. Clasificación de texto
La tarea de clasificación de texto, del inglés text classification, consiste en asignar
un conjunto de clases a un determinado documento. Formalmente, dado un documen-
to d y un conjunto fijo de clases C = {c1, c2, ..., cn} un clasificador f debe asignar al
documento su clase (o clases) correcta, f(d) = c∗d. Previamente a dicha clasificación,
se suelen emplear enfoques supervisados en los que dado un conjunto de entrenamien-
to de m documentos etiquetados, se aprende un clasificador f .
Aśı, los documentos a clasificar pueden ser de tipos muy diversos como texto, au-
dio, imágenes, v́ıdeos, etc., sin embargo, todos los problemas abordados en el presente
proyecto consideran documentos de texto y, más concretamente, tweets.
Debido a la utilización de textos de Twitter, la tarea se hace más compleja ya
que no siempre se trata con textos gramaticales tanto a nivel léxico como sintáctico,
es decir, hay ciertas caracteŕısticas peculiares de Twitter como palabras alargadas,
eliminaciones de caracteres, emoticonos, urls, hashtags, etc., que dificultan el trata-
miento lingǘıstico de textos.
Con respecto a la aplicabilidad de los problemas de text classification, éstos tienen
gran interés en la actualidad en el análisis, principalmente, de contenido alojado en
redes sociales, medios de comunicación, buscadores, etc. Algunos de los problemas
más significativos son topic detection [22] [25], sentiment analysis [65] [27], stance
detection [75] [26] (mineŕıa de opiniones en general) o incluso detección de tendencias
poĺıticas [60] y seguimiento online de radicalización [10].
Por último, el gran interés que suscitan las tareas de text classification se ve re-
flejado en diferentes tareas propuestas en talleres de congresos que versan sobre text
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classification como SemEval@ACL, IberEval@SEPLN y TASS@SEPLN, cuyas edi-
ciones de 2017 han sido abordadas en el presente proyecto.
1.3. Aprendizaje profundo
El aprendizaje profundo, del inglés deep learning, constituye una de las áreas de
investigación del aprendizaje automático más interesantes en la actualidad y que me-
jores resultados está obteniendo. Generalmente, no existe una definición clara sobre
lo que dicho término significa, sin embargo, es comúnmente aceptado que se trata de
modelos de aprendizaje automático basados en redes neuronales con una gran can-
tidad de capas no lineales, cada una de las cuales aprende un nivel de abstracción
más alto que sus anteriores, pudiendo llegar a abstraer estructuras complejas como
formas, semántica, etc.
El área de las redes neuronales estuvo en boga desde el 1943, cuando W. McCu-
lloch y W. Pitts propusieron emṕıricamente el primer modelo sobre el funcionamiento
de una neurona natural [50], hasta mediados de la decada de los 90, unos años des-
pués de que D. Rumelhart y G. Hinton redescubriesen el algoritmo de aprendizaje
Backpropagation. Sin embargo, debido a la falta de potencia de cómputo y a la im-
posibilidad de entrenar modelos muy profundos, éstas se abandonaron hasta el año
2006, cuando G. Hinton, entre otros, publicaron un método efectivo para entrenar
redes neuronales profundas [34].
Desde entonces, las técnicas utilizadas para entrenar modelos profundos han cam-
biado bastante, tal como se verá en el segundo caṕıtulo de este documento, aún aśı, la
filosof́ıa y el interés en las redes neuronales profundas se mantiene, llegando a alcanzar
abstracciones cada vez de más alto nivel para modelar estructuras y comportamientos
complejos en los datos.
Aśı, en la actualidad, debido a los nuevos enfoques para entrenar redes neuronales
profundas, a la capacidad de cómputo y a la cantidad de datos existentes, este tipo de
modelos de deep learning están teniendo mucha repercusión actualmente para propo-
ner soluciones a problemas complejos como la segmentación de objetos en imágenes
o v́ıdeos [61], la descripción de escenas [79] o la extracción de la semántica/contexto
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de palabras y frases [51], [53], [45], [40].
Por este motivo, durante el proyecto realizado se han empleado profusamente este
tipo de modelos, obteniendo resultados muy competitivos en las tareas de PLN abor-
dadas como sentiment analysis, topic detection o análisis de sentimiento a nivel de
aspectos (stance detection), tal como se muestra en los caṕıtulos cuatro y cinco de la
presente memoria.
1.4. Metodoloǵıa
En el presente proyecto se abordan problemas de text classification, por lo que es
necesario emplear representaciones de texto y modelos que manejen dichas represen-
taciones para llevar a cabo la clasificación. Los modelos utilizados están basados en
deep learning ya que obtienen resultados competitivos en problemas de clasificación
[65].
Entre los modelos de deep learning utilizados destacan el perceptrón multicapa, las
redes convolucionales y las redes recurrentes. Además, se ha experimentado con una
gran variedad de representaciones como bag of words (a nivel de n-gramas de palabras
y caracteres), vectores one-hot, embeddings y specific word embeddings. Todas estas
técnicas se discuten con detalle en los caṕıtulos dos y tres del presente documento y
se han empleado frameworks como Keras [14] y Scikit-learn [59], que implementan o
permiten implementar algunas de las técnicas mencionadas.
Por otro lado, el método seguido para llevar a cabo las experimentaciones consiste,
en primer lugar, en analizar ciertos aspectos del corpus como el número de muestras,
la talla del vocabulario o la distribución de las muestras en cada clase, para, en fun-
ción de éstos, tomar una serie de decisiones iniciales como la topoloǵıa de la red, el
número de capas y de neuronas por capa, entre otros.
En base a dichas decisiones, se emplean representaciones y modelos simples y di-
ferentes con el objetivo de determinar un subconjunto de los parámetros que mayor
influencia tienen en la discriminación (e.g. el tipo de representación y algunos hiper-
parámetros de los modelos como el algoritmo de aprendizaje).
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Una vez se determinan estos parámetros se realizan más pruebas, generalmente
variando hiperparámetros de los modelos (ajuste), haciendo uso de una partición de
validación extráıda del conjunto de entrenamiento de cada tarea (hold-out), con el
tipo de representación y algunos parámetros ya fijados.
Por último, se realiza un estudio de los errores cometidos por los clasificadores,
ajustados tras la fase de ajuste junto con la mejor representación escogida, en casos
peculiares que dificultan la clasificación como por ejemplo la irońıa, el sarcasmo o la
negación en problemas de sentiment analysis.
1.5. Estructura de la memoria
La memoria realizada sobre el trabajo fin de máster está dividida en siete caṕıtulos.
Caṕıtulo 1. En el caṕıtulo se expone una introducción al proyecto realizado
y algunos aspectos de este, a destacar, los problemas de clasificación de texto
tratados, la metodoloǵıa empleada para llevar a cabo el trabajo experimental y
el enfoque principal para abordar las tareas (aprendizaje profundo).
Caṕıtulo 2. Trata, con cierta profundidad, el área de las redes neuronales y
el aprendizaje profundo, concretamente, se enuncia la teoŕıa subyacente de los
modelos basados en redes neuronales que han sido utilizados en los talleres abor-
dados, aśı como algunos problemas que se derivan de la utilización de éstos y
las técnicas utilizadas para solucionarlos.
Caṕıtulo 3. Este caṕıtulo estudia diferentes representaciones para palabras y
frases. En concreto, embeddings, specific word embeddings, secuencias de vecto-
res one-hot y estrategias clásicas tales como bag-of-words.
Caṕıtulo 4. En el cuarto caṕıtulo se describe la participación del equipo ELiRF-
UPV en la tarea 4 de SemEval2017@ACL [27] en la que se emplea un enfoque
basado en el uso de tres stacks de redes convolucionales y recurrentes, aśı como
en la combinación de embeddings espećıficos (extráıdos de la tarea, in-domain)
5
y generales (extráıdos de conjuntos externos, out-domain) con lexicones de po-
laridad.
Caṕıtulo 5. En este caṕıtulo se discute la participación del equipo ELiRF-
UPV en las tareas Classification Of Spanish Election Tweets (COSET) [25] y
Stance and Gender Detection in Tweets on Catalan Independence de IberE-
val2017@SEPLN [26]. En este caso, los enfoques han variado en función de la
tarea abordada, estando basados, generalmente, en modelos de redes neuronales
que han obtenido resultados muy competitivos.
Conclusiones. Trata algunas conclusiones obtenidas tras haber realizado com-
pletamente el trabajo fin de máster y otras tareas contempladas por el proyecto
ASLP-MULAN.
Trabajo futuro: En el último caṕıtulo se proponen un conjunto de propuestas
y posibles mejoras a aplicar, sobre los métodos desarrollados en este proyecto,
para llevar a cabo trabajos futuros que estudien y planteen soluciones a proble-
mas similares a los tratados en el presente documento.
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Caṕıtulo 2
Redes neuronales y aprendizaje
profundo
Siempre he créıdo en los números.
En las ecuaciones y la lógica que
llevan a la razón. Pero, después de
una vida de búsqueda me digo, ¿qué
es la lógica? ¿quién decide la razón?
John Nash
2.1. Introducción
Las redes neuronales son modelos no paramétricos que forman parte de los plan-
teamientos conexionistas basados en funciones discriminantes. Este tipo de modelos
están inspirados en cerebros biológicos. Sus componentes simulan las interacciones
entre los axones, que emiten impulsos nerviosos, y las dendritas, que reciben los im-
pulsos nerviosos. Cuando se supera un cierto umbral de actividad, alimentan el soma
de la neurona para que su axón emita un nuevo impulso nervioso.
Este tipo de modelos ha demostrado buen comportamiento en problemas muy
complejos. Principalmente, en problemas relacionados con actividades sensitivas de
los seres humanos, como por ejemplo, la segmentación de objetos en imágenes o vi-
deos [61], la descripción de escenas [79] o la extracción de la semántica/contexto de
palabras y frases [51] [53], [45], [40].
Destacar que el uso de modelos basados en redes neuronales y en deep-learning
constituye una de las principales aportaciones de este proyecto, debido a que se han
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utilizado profusamente en todas las tareas de text classification abordadas, obteniendo
en algunas de ellas resultados muy competitivos. Sin embargo, es cierto que en de-
terminadas tareas, t́ıpicamente caracterizadas por un conjunto reducido de muestras,
otros modelos como Support Vector Machine (SVM) [16] han alcanzado resultados
ligeramente superiores.
En las siguientes secciones se realiza una introducción a algunos de los modelos y
técnicas, basadas en redes neuronales, utilizadas en el trabajo y que han dado lugar
a diversas participaciones en workshops de text classification y a la realización de
algunas tareas del proyecto ASLP-MULAN.
2.2. Perceptrón
Se conoce como perceptrón a cualquier clasificador lineal c(x) = argmax
c
gc(x)
donde gc(x) es función discriminante lineal (e.g. gc(x) = w
t
cx + wc0) asociada a la
clase c, aprendida mediante el algoritmo Perceptron [64].
Aśı, podemos ver un perceptrón como una red neuronal de cero capas ocultas con
función de activación lineal (wtcx + wc0 ≡ f(wtcx + wc0) si f es una función lineal).
Esto se puede observar más claramente en la Figura 2.1.
Figura 2.1: Arquitectura de un perceptrón [8].
Este modelo se puede extender a funciones discriminantes no lineales si combina-
mos modelos perceptrón y empleamos funciones de activación no lineales al resultado
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de la preactivación wtcx+wc0. Algunas de las funciones de activación más utizadas son
sigmoid, hyperbolic tangent y Rectified Linear Unit (ReLU). En la siguiente sección
se presenta el perceptrón multicapa, resultado de combinar varios modelos perceptrón.
2.3. Perceptrón multicapa
La potencia del modelo perceptrón se puede extender si se añaden más capas a
la arquitectura original (considerando siempre conexiones hacia delante, redes feed-
forward). En la Figura 2.2 se muestra un ejemplo de un perceptrón multicapa (MLP)
de una capa oculta.
Figura 2.2: Arquitectura de un perceptrón multicapa de una capa oculta [8].
En este caso, la función discriminante que aprende el MLP de una capa oculta






j(x)), donde x es la entrada, s
i
j
es la salida de la neurona j de la capa i (calculado como en el perceptrón simple,
aplicando a la salida una función de activación, f , potencialmente no lineal) y wijk
es el peso que conecta la neurona k de la capa i con la neurona j de la capa i − 1
(θ ≡ w). Por tanto, desarrollando s1j(x), la expresión anterior queda como sigue,









Como se puede observar, este modelo es fácilmente generalizable a N capas ocultas
y el problema del entrenamiento se plantea de la misma manera. Dado un conjunto de
entrenamiento A = {(x1, y1), (x2, y2), ..., (xn, yn)} con xi ∈ RM0 , yi ∈ RMN , se deben
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encontrar los pesos w : sN(xj) = yj, 1 ≤ j ≤ |A|.
Para abordar el problema del entrenamiento, se hace uso del algoritmo Back-
propagation [66], que permite calcular el gradiente de la función de pérdida o loss
(métrica empleada para medir la bondad de las predicciones) con respecto a los pesos
de la red y, con ello, optimizar dichos pesos en función del gradiente. Este algoritmo
se emplea intensivamente en el entrenamiento de este tipo de modelos, existiendo
diferentes variantes del algoritmo para otros tipos de redes como Backpropagation
Through Time (BPTT) para redes neuronales recurrentes, que se discutirán en apar-
tados posteriores.
2.4. Procesamiento de secuencias
Con lo visto hasta ahora únicamente podemos procesar como entrada, vectores de
una dimensionalidad fija i.e. x ∈ Rd, pero qué ocurre cuando los datos de entrada son
secuencias de elementos (generalmente vectores), i.e. x = {x1, x2, ..., xn}, xi ∈ Rd, 1 ≤
i ≤ n, como es el caso de problemas de PLN.
Una solución trivial para plantear el problema consiste en transformar cada se-
cuencia de elementos de talla n y dimensionalidad d en un único vector x ∈ Rn·d
mediante algún tipo de transformación, e.g. suma de los elementos de una secuencia
dada (es importante notar que, en este caso, la solución planteada conlleva una pérdi-
da de información temporal).
Con ello, para abordar el problema, tal como se comentará detalladamente en el
próximo caṕıtulo, podemos plantear dos enfoques: representar los documentos con
un único vector que contenga información sobre las palabras de dicho documento
(representación vectorial) o representarlos mediante una secuencia de elementos que
identifiquen las palabras que lo componen (representación secuencial).
En el uso de la representación secuencial de nuestros documentos, podemos plan-
tear dos enfoques diferentes para procesar dicho tipo de representación. Por un lado,
utilizar, de alguna manera diferente, los modelos ya conocidos (perceptrón y MLP) o
por otro lado, plantear nuevos modelos que permitan manejar de forma natural una
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representación secuencial.
Con respecto a los tipos de problemas secuenciales a resolver y siguiendo a [2],
podemos encontrar tres tipos diferentes en función de la cardinalidad de la salida
esperada. Éstos se representan gráficamente en la Figura 2.3:
1. N → 1: en el presente proyecto, surge en problemas de text classification donde
se clasifican secuencias en una clase determinada.
2. N → N : en este tipo de problemas se debe generar una secuencia de salida con la
misma longitud que la secuencia de entrada, es t́ıpico en problemas semejantes
a Part Of Speech (POS) tagging (en el marco del proyecto ASLP-MULAN se ha
desarrollado un POS tagger basado en redes recurrentes bidireccionales, aunque
se ha excluido de la presente memoria).
3. N →M : a diferencia del tipo anterior, la salida no necesariamente debe tener la
misma longitud que la entrada. Algunos problemas de este tipo son la descrip-
ción de imágenes o v́ıdeos y el modelado conversacional (de nuevo, en el marco
de ASLP-MULAN, se ha desarrollado un bot conversacional usando técnicas
basadas en sequence-to-sequence [78] que se ha excluido de este documento).
Figura 2.3: Tipos de problemas secuenciales [2].
Estos problemas se pueden resolver con algunas técnicas que se discuten con de-
talle en las siguientes subsecciones, desde redes dinámicas que emplean MLP sobre
la secuencia de entrada, redes recurrentes y algunas variantes de estas, capaces de
resolver algunos problemas relacionados con el vanishing gradient, hasta redes convo-
lucionales que nos permiten extraer caracteŕısticas de alto nivel de las secuencias de
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entrada para realizar una posterior clasificación.
2.4.1. Redes dinámicas
Se conoce como redes dinámicas al método empleado para aprender, mediante
MLP, de un comportamiento dependiente del tiempo a partir de un conjunto de da-
tos compuesto por un conjunto de secuencias x = {x1, x2, ..., xn}, xi ∈ Rd, 1 ≤ i ≤ n
[9].
En este proyecto consideraremos como redes dinámicas todas aquellas redes neu-
ronales que procesen secuencias y no consideren para cada elemento xi, la salida
obtenida con el elemento xi−j o xi+j con j ≥ 1. De forma general, las redes dinámicas
carecen de lo que se conoce como estado interno, por este motivo se distingue entre
redes dinámicas y redes recurrentes.
El comportamiento dinámico de la red se puede conseguir con los modelos ya
vistos, si se procesa cada elemento de la secuencia independientemente de elementos
anteriores o posteriores, i.e. cada vector de la secuencia pasa a considerarse como
una muestra más, independiente del resto. Un ejemplo detallado de este proceso se
muestra en la Figura 2.4.
Figura 2.4: Ejemplo de redes dinámicas [9].
Es conveniente notar que este tipo de redes son útiles en problemas N → N ,
siendo incapaces de resolver, de forma natural, los problemas N →M y N → 1.
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Se han propuesto algunas generalizaciones de este modelo para, principalmente,
considerar más elementos de la secuencia a la hora de obtener una determinada salida.
Una de estas técnicas se discute en la siguiente subsección (aunque existen otras, e.g.
time-delayed networks).
2.4.1.1. Net-Talk
En primer lugar, una generalización del modelo anterior consiste en emplear varios
elementos de la secuencia de entrada para generar una salida, similar a n-gramas de
elementos de la secuencia. De esta forma, los n-gramas de elementos se concatenan y
se procesan juntos (nótese que no se considera la salida de elementos anteriores y/o
posteriores).
Este modelo se conoce como Net-Talk y fue propuesto en los 80 por T. Sejnowski
y C. Rosenberg [68]. Además, puede ser visto como un precursor de las redes con-
volucionales ya que el modelo que se aplica en cada n-grama de la secuencia puede
considerarse una especie de filtro o kernel. Un ejemplo de esta red se muestra en la
Figura 2.5.
Figura 2.5: Net-Talk tras procesar el primer 3-grama {0x1x2} de la secuencia [9].
Como se puede observar en la Figura 2.5, el modelo resuelve problemas N →
M, M ≤ N (M = N en el caso en que se emplee un desplazamiento unitario).
También es importante notar la necesidad de añadir elementos ficticios (padding) al
principio y final de la secuencia, debido a que los primeros y últimos elementos no
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tienen un contexto por la izquierda ni por la derecha respectivamente.
2.4.2. Redes recurrentes
Distinguimos entre redes dinámicas y redes recurrentes debido a la capacidad que
tienen estas últimas de mantener un estado interno o memoria en función del cual,
son capaces de modelar un comportamiento temporal dada una secuencia de entrada
x, donde x = {x1, x2, ..., xn}, xi ∈ Rd, 1 ≤ i ≤ n.
Dentro de este tipo de redes con conexiones recurrentes, podemos encontrar varios
subtipos, a destacar: redes recurrentes simples [9], aumentadas [17] y bidireccionales
[67]. Aśı, en las siguientes subsecciones se discuten estos tipos con más detalle, li-
mitándonos únicamente a aquellos con los que se ha experimentado en este proyecto.
2.4.2.1. Redes recurrentes simples
Siguiendo a [9], la entrada del modelo es una secuencia de n componentes, X =
{x1, x2, ..., xn} : xi ∈ RdX , donde dX es la dimensionalidad de cada componente de la
secuencia; mientras que la salida del modelo es una secuencia de la misma longitud que
X cuyos componentes son de dimensionalidad dY , i.e. Y = {y1, y2, ..., yn} : yi ∈ RdY .
De esta forma, a cada componente xi de una secuencia de entrada (siguiendo un
orden de izquierda a derecha de la secuencia), se calcula la componente de salida yi
de la forma f(W yyi−1+W
xxi−1), donde W
x es la matriz de pesos asociada a las cone-
xiones entre las neuronas de la capa recurrente y la componente xi de entrada, W
y es
la matriz de pesos asociada a las conexiones entre las neuronas de la capa recurrente
y la componente yi−1 (vector de salida anterior) y f es una función de activación. La
topoloǵıa de una red recurrente simple se muestra en la Figura 2.6.
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Figura 2.6: Red recurrente simple para X = {x1, x2, ..., xm} : xn ∈ R2 [9].
Como se puede observar más claramente en la Figura 2.6, para calcular la salida
del elemento xi de la secuencia (yi) se emplea la salida yi−1 del modelo, por lo que
se puede considerar que los modelos hacen uso de cierta memoria para aprender una
secuencia temporal. Sin embargo, dicha memoria se diluye conforme se incrementa la
longitud de la secuencia de entrada, i.e., no es capaz de dar cuenta de dependencias
temporales muy amplias entre los elementos de una secuencia de entrada. Además,
aparecen otros problemas asociados como exploding y vanishing gradient.
Aśı, por un lado, para ampliar la capacidad del modelo se han planteado otras
redes recurrentes simples como las redes recurrentes de segundo orden (son Turing
completas) [69] o Nonlinear AutoRegressive models with eXogenous inputs (NARX)
[47]. Mientras que, por otro lado, para resolver los problemas de dependencias tem-
porales y de gradientes, se plantearon soluciones como Long Short Term Memory
(LSTM) [35] o Gated Recurrent Units (GRU) [15], la primera de las cuales se trata
en el siguiente apartado.
2.4.2.2. Long-short Term Memory
Como se ha comentado en el apartado anterior, las redes recurrentes simples no
son capaces de resolver problemas donde la salida dependa de información muy an-
tigua, ni tampoco de ajustar o determinar el contexto necesario de la secuencia para
calcular una determinada salida. Además, problemas como exploding y vanishing gra-
dient también afectan durante el entrenamiento de este tipo de redes mediante BPTT.
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Para solucionar estos problemas, se han propuesto arquitecturas como LSTM [35].
La topoloǵıa de una red LSTM se muestra en la Figura 2.7.
Figura 2.7: Topoloǵıa de una red LSTM [9].
En la Figura 2.7 se pueden observar las diversas celdas de las que consta una
red LSTM, y es necesario destacar como, haciendo uso únicamente de la componente
actual xn de la secuencia y la salida anterior yn−1, es capaz de aprender todo lo ne-
cesario para resolver los problemas anteriormente mencionados, mediante el pipeline
de celdas que la componen.
Más detalladamente, el funcionamiento es el siguiente. En la primera celda (input),
se computa mn de forma análoga a como se calcula la salida en una red recurren-
te simple, i.e. mn = f(W
Xxn + W
Y yn−1)
1. Posteriormente, se calcula la salida de
input gate, in = f(W
Y yn−1 + W
Xxn + W
Ccn−1) y se pondera mn con in (mn ∗ in).
Esto se puede ver como una forma de resaltar o reducir determinada información de
la salida de una red recurrente simple.
A continuación, se calcula cn = fn×cn−1 + in×mn, haciendo uso de la salida de la
celda forget gate, fn = f(W
Y yn−1 +W
Xxn +W
Ccn−1). Esto es similar a lo realizado
al calcular mn ∗ in y pretende determinar qué cantidad de información de mn ∗ in debe
olvidar en función de un cálculo intermedio, cn−1, de la componente anterior de la
secuencia (nótese como tanto en este caso, como en el anterior, cn−1 es la salida sin
combinar con la salida de output gate).
1WY ,WX y WC son diferentes para cada celda, no se trata de pesos compartidos.
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Como último paso, se obtiene la salida de la red, yn = on × f(cn), donde on es
la salida de output gate, on = f(W
Y yn−1 + W
Xxn + W
Ccn) y f es una función de
activación (generalmente hyperbolic tangent).
Con respecto al tipo de problemas que pueden resolver este tipo de redes, éstas
pueden tratar también, de manera natural, problemas N →M . Sin embargo, debido a
su capacidad de seleccionar el contexto necesario y de mantener una amplia memoria,
también es posible resolver de forma eficaz problemas N → 1, tomando únicamente
la salida tras procesar el último elemento de la secuencia.
2.4.2.3. Redes recurrentes aumentadas
Las redes recurrentes aumentadas están compuestas por una red recurrente sim-
ple y una red feed-forward [9]. Se pueden ver como una generalización de las redes
recurrentes simples. Una de las redes más conocidas de este tipo es la red de Elman
[21], compuesta por una red feed-forward de una única capa. Esta red se muestra en
la Figura 2.8.
Figura 2.8: Red de Elman con entrada x : xi ∈ R2 y salida y : yi ∈ R2 [9].
Es importante notar cómo, en este caso, la conexión recurrente únicamente se
realiza sobre la primera capa, por lo que la salida de la red feed-forward, y2n, no se
empleará nunca como historia para computar la salida del siguiente elemento de la
secuencia. Además, es posible generalizar este tipo de redes mediante la inclusión de
nuevas capas en la red feed-forward o de nuevas capas en la red recurrente (red de
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Jordan [39], véase la Figura 2.9).
Figura 2.9: Red de Jordan con entrada x : xi ∈ R2 y salida y : yi ∈ R2 [9].
Por último, mencionar que la generalización de las redes de Elman mediante la
inclusión de nuevas capas a la red feed-forward, también se ha empleado en gran par-
te de las competiciones abordadas, concretamente, en las redes utilizadas se emplea
como red recurrente una LSTM y posteriormente, una red feed-forward con varias
capas ocultas (previamente a estas también se han empleado, generalmente, redes
convolucionales).
2.4.2.4. Redes recurrentes bidireccionales
Hasta ahora, hemos supuesto que el orden de procesamiento de las secuencias es
un orden natural de izquierda a derecha, por lo que las redes comentadas solo son
capaces de tener en cuenta dependencias con eventos pasados. Sin embargo, también
pueden existir dependencias con los siguientes elementos de una secuencia.
Un ejemplo de ésto, puede darse en las tareas de sentiment analysis abordadas,
donde la polaridad hasta un punto de una secuencia, no depende únicamente de los
elementos ya procesados, si no que puede haber algún elemento posterior que influya
en dicha polaridad e.g. ((Todo perfecto, excepto que el objetivo que tráıa no tiene
estabilizador)).
En dicho ejemplo, la polaridad en el elemento x2 = perfecto no es positiva debido
a que la palabra x3 = excepto modifica la polaridad de su contexto. Para abordar
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este tipo de problemas, se propusieron las redes recurrentes bidireccionales [67].
Estas redes combinan los resultados de procesar bidireccionalmente (de izquierda
a derecha y viceversa) las secuencias, tal como se muestra en la Figura 2.10 y se han
empleado también (LSTM bidireccionales) en los problemas tratados.
Figura 2.10: Ejemplo de red recurrente bidireccional.
2.4.3. Redes convolucionales
Las redes convolucionales están inspiradas en el funcionamiento de la corteza visual
de cerebros biológicos, formada por un conjunto de neuronas sensibles a la presencia
de aristas con ciertas orientaciones, regiones y formas espećıficas [19].
Por este motivo, la aplicación natural de éstas redes son entradas 2D que repre-
sentan imágenes. Sin embargo, su aplicación se puede generalizar a secuencias de
vectores 1D, como es el caso de los problemas tratados en este proyecto si se emplea
una representación secuencial.
Con respecto a su capacidad, son capaces de aprender, de forma automática me-
diante back-propagation, una jerarqúıa de caracteŕısticas que abstraen información
espacial y pueden ser usadas para problemas de clasificación [72], es decir, permiten
aprender filtros con altas respuestas a determinados patrones que, posteriormente,
pueden ser discriminativos para realizar una clasificación.
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Generalmente, se denomina red convolucional a una red compuesta por capas
convolucionales, pooling y una capa de reshape, todo ello seguido de un modelo de
clasificación, por ejemplo, MLP [58] (un ejemplo de ello se muestra en la Figura 2.11).
Sin embargo, en este proyecto se han utilizado, generalmente, stacks de capas con-
volucionales y recurrentes con MLP, por ello, se ha prescindido de la capa reshape,
obteniendo un único vector mediante la última salida de una red LSTM.
Figura 2.11: Ejemplo de red convolucional para clasificación de imágenes.
A continuación se presenta con más detalle los componentes mencionados que for-
man parte de redes convolucionales.
2.4.3.1. Convolución
Una convolución es una operación matemática entre dos funciones f y h, que
produce una tercera función t́ıpicamente vista como una versión modificada de f en
función de h [29]. En nuestro caso, f es una secuencia de vectores 1D (e.g. embed-
dings) y h es un filtro lineal que consigue que cada nuevo elemento de la salida sea
una suma ponderada de los elementos en el contexto de cada elemento procesado de
la secuencia. Un ejemplo de este tipo de filtros para un problema de detección de
caras, se puede observar en la Figura 2.12.
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Figura 2.12: Ejemplos de filtros posibles para un problema de detección de caras.
Aśı, sobre la secuencia de entrada (o sobre salidas de convoluciones previas) se
aplica un conjunto de filtros lineales, siempre con los mismos pesos para toda la se-
cuencia, en el caso de redes convolucionales, aprendidos mediante back-propagation.
Esto consigue ciertas propiedades en la secuencia de salida, siendo una de las más
importantes la invarianza a la traslación.
Dicha invarianza es importante en determinados problemas de text classification,
debido a que un contexto espećıfico es igual de discriminativo independientemente
de la posición de la frase en la que aparezca. Hay otros problemas donde esto no se
cumple, generalmente, aquellos problemas donde la propiedad más discriminativa es
la presencia de componentes clave como determinadas palabras.
Matemáticamente, dada una entrada f y un filtro h, cada elemento (i, j) de la
salida g de una convolución se define como g(i, j) =
∑
k,l f(i− k, j − l)h(k, l), donde
k y l son la altura y la anchura del filtro respectivamente [29]. En la Figura 2.13
se muestra un ejemplo de esta operación. Nótese la necesidad de incluir elementos
adicionales para el cálculo de algunas salidas mediante técnicas como padding, clamp-
to-edge, wrap, etc.
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Figura 2.13: Convolución 2D con zero-padding, k = 3, l = 3, fh = 7 y fw = 7.
Es importante resaltar que para problemas de PLN, las regiones locales de los
elementos de una secuencia de entrada son independientes entre śı (e.g. con k = 2 y
l = 2, no existe ninguna relación espacial entre x1,1, x1,2, x2,1 y x2,2). Sin embar-
go, śı existe una relación espacial entre los elementos (vectores 1D completos) de la
secuencia. Es por ello por lo que en este tipo de casos se emplea como anchura de





El principal objetivo de las operaciones de pooling consiste en reducir el tamaño
de los mapas de salida, imprescindible en problemas donde el tamaño de la entrada
es demasiado grande, lo que provoca que tras aplicar convoluciones la salida también
siga siendo de gran tamaño (gh = (fh − k) + 1 y gw = (fw − l) + 1, suponiendo un
desplazamiento stride = 1 del filtro y sin padding).
Con el pooling también se consigue una reducción en el coste temporal del cálculo
de posteriores convoluciones, debido a que se reduce el tamaño de su entrada. Aunque
existen enfoques para acelerar dicho cálculo como Lowering [13] o Winograd [44], esto
sigue siendo necesario en algunos casos.
Además, al ser una forma de realizar down-sampling, generalmente no lineal, so-
bre la entrada, los operadores de pooling permiten tratar con multi escala, es decir,
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fijándonos en una componente del resultado obtenido tras aplicar esta operación sobre
una entrada estaŕıamos considerando una región mayor de dicha entrada en la escala
original. Esto es similar a las pirámides espaciales, tal como se muestra en la Figura
2.14.
Figura 2.14: Ejemplo de multi escala con operaciones de pooling.
Entre las operaciones de pooling más comúnmente utilizadas podemos encontrar
max pooling y average pooling, que sustituyen regiones de k · l de la entrada por un
único componente calculado como el máximo o la media de la región respectivamente.
Una representación gráfica de estas operaciones se muestra en la Figura 2.15.
Figura 2.15: Ejemplo de max pooling y average pooling.
2.5. Deep Models
El objetivo de este tipo de modelos es dejar de lado la definición de caracteŕısticas
de forma manual, debido a que dichos modelos son capaces de extraer caracteŕısticas
de alto nivel (más complejas cuantas más capas se empleen) de forma automática.
Aśı, con las caracteŕısticas extráıdas de forma automática, únicamente es necesario
aplicar un modelo discriminativo, posiblemente basado en redes neuronales, para re-
solver un determinado problema de clasificación.
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Algunos de los modelos vistos hasta ahora podŕıan considerarse, debido a la am-
bigüedad del término, como modelos de deep-learning (MLP con más de tres capas
ocultas, stack de CNN, LSTM y MLP, etc.) ya que no se trata de modelos simples y
son capaces de extraer caracteŕısticas de alto nivel de forma automática a partir de
las entradas.
Sin embargo, la utilización de modelos muy complejos compuestos por muchas
capas conlleva una serie de problemas relacionados con la optimización mediante
back-propagation, la generalización (debido a la gran cantidad de parámetros y, nor-
malmente, la poca disponibilidad de datos) y la complejidad temporal. Todos estos
problemas se discuten con más detalle en las siguientes subsecciones.
2.5.1. Optimización
Al entrenar redes neuronales mediante back-propagation se aplican, de forma ite-
rativa, actualizaciones sobre los pesos wlij en función del gradiente de la función de
loss, EA, con respecto a dichos pesos. Estos gradientes se computan, empezando desde
la última capa, mediante la regla de la cadena aplicada sobre cada neurona de cada
capa de la red.





i es el error en la neurona i de la capa j, s
j
i es la salida de la neurona
i de la capa j y ρ es el learning rate. Un ejemplo de esto se puede ver en la Figura 2.16.
Figura 2.16: Incremento sobre el peso w21,3 en un MLP de una capa oculta [8].
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Si observamos δli, ésta se calcula de forma diferente si se trata del error en una
neurona de la última capa o de una capa intermedia. Si se trata de la última capa
(como en la figura anterior), δli = (ti−sli) ·f ′(zli), donde f ′ es la derivada de la función
de activación, zli es la preactivación de la neurona i de la capa l (salida sin aplicar una
función de activación) y ti es la componente i de la salida correcta para la muestra
analizada.








′(zli). En este caso, se trata de una combinación lineal entre
el error en todas las neuronas r de la capa l+ 1 conectadas a la neurona i de la capa
l y el peso que las une, considerando también la derivada de la función de activación
sobre la preactivación de la neurona.
En resumen, como se ha enunciado a lo largo de la sección, se emplea la derivada
de la función de activación en cualquier caso y el incremento de los pesos se calcula
como un producto de tres elementos, por lo que, si alguno de estos tuviera un va-
lor muy bajo, el incremento seŕıa prácticamente cero. Este problema se conoce como
parálisis de la red o vanishing gradient y en las siguientes subsecciones se detallan
posibles soluciones a este problema.
2.5.1.1. Rectified Linear Unit
Tradicionalmente, se han empleado funciones de activación como sigmoid o hy-
perbolic tangent cuya derivada tiene la peculiaridad de tomar valores muy bajos en
ciertas situaciones, lo que provoca el problema de parálisis de la red según lo mencio-
nado anteriormente. Se muestra la derivada de sigmoid en la Figura 2.17.
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Figura 2.17: Función de activación sigmoid y su derivada.
Para solucionar este problema se han propuesto varias soluciones. Entre éstas des-
taca la utilización de la función de activación ReLU (f(x) = max(0, x)) , que resuelve
el problema mencionado ya que su derivada es f ′(x) = 1 si x > 0 y cero en caso contra-
rio, lo que provoca que el gradiente se propague de forma completa hacia atrás en caso
de que x > 0. Una gráfica de dicha función de activación se muestra en la Figura 2.18.
Figura 2.18: Función de activación ReLU.
Sin embargo, a pesar de esta ventaja (y otras como la invarianza a la escala y
la simplicidad de cómputo), ReLU sufre de un problema conocido como dying ReLU
problem, que ocurre cuando las preactivaciones son en su mayoŕıa negativas. Para
esto, se han propuesto funciones como Leaky ReLU (LReLU) [49].
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2.5.1.2. Batch Normalization
La normalización de los datos también es importante para evitar problemas de
vanishing gradient y de oscilamiento durante entrenamiento. T́ıpicamente se realiza
una normalización, únicamente de los datos de entrada, que consiste de forma general
en desplazar las muestras para que que tengan media µ = 0 y desviación t́ıpica σ = 1.
Sin embargo, los pesos modifican los valores que fluyen a través de la red y dicha
normalización se pierde durante el flujo de datos, por lo que la distribución de las
salidas es diferente en cada capa, esto se conoce como Internal covariance shift.
Para solucionar este problema y conseguir que todos los datos de cada mini-
batch que fluyen por la red estén normalizados se propuso Batch Normalization [37].
Además, esta técnica facilita la convergencia debido a que la salida de todas las capas
de la red siguen la misma distribución y permite utilizar valores de learning rate más
altos, lo que acelera el entrenamiento. El cálculo de la normalización se realiza tal
como se muestra en la Figura 2.19 [37].
Figura 2.19: Batch Normalization aplicado a la activación x sobre un mini-batch [37].
2.5.2. Generalización
Debido a la gran cantidad de parámetros que tienen los modelos de deep-learning
y, generalmente, a la reducida cantidad de muestras que se disponen para ajustarlos,
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surgen problemas de generalización. Entre los problemas de generalización podemos
encontrar underfitting y overfitting, siendo este último el que ocurre con mayor fre-
cuencia durante las experimentaciones con redes neuronales. Ambos problemas se
representan gráficamente en la Figura 2.20.
Figura 2.20: Representación gráfica de underfitting y overfitting.
Con la finalidad de mitigar este problema se han propuesto diversas soluciones,
principalmente orientadas a dificultar, de forma intencionada, el aprendizaje de la
red durante el entrenamiento, bien sea especializando de forma dispersa las neuronas
de cada capa (dropout [71] o drop-connect [80]) o añadiendo ruido extráıdo de una
determinada distribución [30]. Además, otro enfoque clásico para lidiar con el overfit-
ting consiste en generar muestras sintéticas a partir de las muestras de entrenamiento
(data augmentation) [11].
Por último, es necesario considerar que existen otras técnicas de generalización co-
mo emplear diversos tipos de regularización tanto en pesos como en gradientes (weight
decay [43], L1-normalization, MaxNorm [7], etc.), sin embargo, no se han expuesto
en esta memoria debido a que no se han utilizado en la experimentación realizada.
2.5.2.1. Dropout
Una técnica simple para prevenir el overfitting es dropout [71]. Inspirada en la
pérdida biológica de neuronas y la necesidad de que el resto se especialice en las
tareas que anteriormente realizaban las neuronas perdidas, lo que conlleva una apro-
ximación a la combinación exponencial (sampling) de muchas arquitecturas de redes
neuronales diferentes a partir de una única red.
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El término dropout hace referencia a la anulación de la salida de determinadas
neuronas (tanto de capas ocultas como de capas visibles) con una probabilidad dada,
de forma diferente a otras técnicas como drop-connect que anulan las conexiones entre
neuronas en lugar de sus activaciones.
Con ello, una variable aleatoria rlj ∼ Bernoulli(p), controla la anulación de la
neurona j de la capa l con una probabilidad p, de tal forma que la nueva salida de la








j es la salida original de la neurona.
Este comportamiento de anulación aleatoria durante entrenamiento provoca que,
para cada mini-batch en cada iteración, las neuronas que se activen sean diferentes y
tengan que especializarse. De aqúı proviene la idea de la combinación de modelos, tal
como se muestra en la Figura 2.21.
Figura 2.21: Red neuronal convencional y red neuronal tras aplicar dropout [71].
Por último, destacar que la anulación de neuronas solo se aplica durante el en-
trenamiento. En la fase de test, las neuronas siempre están activas y su activación





Uno de los problemas que causa overfitting es la disponibilidad de pocas muestras
de entrenamiento cuando el número de parámetros del modelo es muy elevado en
relación al número de muestras. Para solucionar este problema, un posible enfoque,
dejando de lado técnicas aplicadas espećıficamente sobre el modelo, consiste en la
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generación de muestras sintéticas a partir de datos reales.
En primer lugar, una solución trivial consiste en emplear recursos léxico-semánti-
cos como WordNet [54] para sustituir las palabras por sinónimos, sentidos, etc. Tam-
bién es posible realizar sustituciones utilizando Word2Vec [51], [53], [62], reemplazan-
do, mediante algún criterio, constituyentes (palabras, caracteres, n-gramas, etc.) por
alguno de sus vecinos más cercanos.
En segundo lugar, otro método sencillo consiste en llevar a cabo un proceso de
corrupción de muestras mediante la aplicación de ruido extráıdo de distribuciones ca-
racterizables [30] [38], t́ıpicamente ruido gaussiano r ∼ N (µ = 0, σ). Esto puede ser
visto como un proceso de data augmentation y, además, también es posible aplicarlo
de forma general en modelos basados en redes neuronales sobre las activaciones de
cada neurona, complicando aún más la tarea de la red para alcanzar el overfitting.
En tercer lugar, una técnica muy conocida para problemas de PLN es Synthetic
Minority Over-sampling Technique (SMOTE) [11]. Concretamente, la técnica genera,
dada una muestra x de la clase c y sus k-vecinos más cercanos a ésta de su misma
clase c, una nueva muestra sintética que en el espacio de representación se encuentra
en un segmento de longitud aleatoria entre la muestra original y uno de sus k-vecinos
más cercanos (también seleccionado aleatoriamente).
Un ejemplo de esta técnica se muestra en la Figura 2.22. Además, la técnica es
fácilmente generalizable para vectores de caracteŕısticas discretas. Algunas variantes
de esta técnica pueden ser SMOTE-D [76] o P-SMOTE [81].
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Figura 2.22: Representación gráfica de SMOTE para generar Y1 [11].
Otros métodos para generación de muestras sintéticas están basados en modelos
de deep-learning generativos y se han hecho muy populares en los últimos dos o tres
años, a destacar Variational Autoencoders (VAE) [42], Generative Adversarial Net-
works (GAN) [28] y sus variantes como InfoGAN [12] o DiscoGAN [41]. En ambos
casos, la aplicación para vectores de caracteŕısticas discretas no es posible, por lo
que es necesario recurrir a representaciones continuas de frases para la generación de
muestras sintéticas.
Una posible forma de emplearlos en la generación de muestras sintéticas consiste
en usarlos en combinación con modelos sequence-to-sequence. De esta manera, da-
do un modelo sequence-to-sequence ya entrenado, es posible emplear técnicas como
GAN y VAE para generar un vector de caracteŕısticas reales (muestra sintética) que
represente el vector colapsado W (Figura 2.23), resultado del encoder del modelo
sequence-to-sequence.
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Figura 2.23: Ejemplo de modelo sequence-to-sequence [1].
También es necesario destacar que hasta ahora se ha supuesto únicamente la utili-
zación de data augmentation sobre muestras de entrenamiento. Sin embargo, también
es posible su uso en la fase de test para determinar, para n muestras sintéticas gene-
radas a partir de una muestra de test, la clase predicha mediante una nueva función
de las n salidas e.g. mediante votación.
Por último, destacar que se han implementado algunas de estas técnicas pero, por
brevedad, no se han discutido con mucho detalle en esta sección. Concretamente, las
técnicas implementadas son: sustitución por sinónimos y vectores Word2Vec y SMO-
TE.
2.5.3. Problemas adicionales
En la presente subsección se presentan algunos problemas relacionados con la uti-
lización de las técnicas expuestas a lo largo del caṕıtulo y que han surgido en las
diversas tareas tratadas durante la realización del proyecto.
En primer lugar, se analiza con detalle el problema del desbalanceo en determina-
das tareas donde la cantidad de muestras de una clase o conjunto de clases es superior
al resto. En este caso, las redes neuronales han demostrado poca capacidad de ge-
neralización, dando lugar a un sesgo en las predicciones hacia las clases con mayor
probabilidad a priori [26] [25].
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En segundo lugar, se enuncia el método utilizado para entrenar modelos recurren-
tes, que manejan representaciones secuenciales de los datos, mediante BPTT usando
mini-batches compuestos por muestras de la misma longitud (bucketing).
2.5.3.1. Desbalanceo
Como ya se ha comentado, el desbalanceo entre el número de muestras de las
clases de un determinado corpus provoca que algunos modelos no sean capaces de
generalizar y sus salidas están sesgadas hacia las clases con mayor probabilidad a
priori. Este problema es muy común y ha ocurrido en todas las tareas abordadas en
este proyecto, exceptuando la tarea de detección de género (IberEval2017@SEPLN ).
Para solucionar este problema se han empleado diversas soluciones en las tareas
tratadas [27] [26] [25]. La primera solución que se empleó consiste en reducir el núme-
ro de muestras de las clases más pobladas hasta que las probabilidades a priori de
todas las clases sean iguales (o, al menos próximas) [27].
Sin embargo el principal problema de esta técnica es el desaprovechamiento de
muestras. Además, se requiere un buen criterio de selección de muestras para no per-
der aquellas más representativas de las clases reducidas. Por este motivo se buscaron
soluciones alternativas.
La siguiente solución con la que se ha experimentado consiste en incrementar el
número de muestras, de forma sintética, de aquellas clases con menor probabilidad
a priori mediante técnicas de data augmentation. Concretamente se experimentó con
SMOTE y sustitución por palabras semejantes mediante Word2Vec con el corpus de
la tarea COSET (IberEval2017@SEPLN), sin embargo, los resultados obtenidos no
fueron satisfactorios.
Debido a que hemos hecho uso, casi exclusivamente, de modelos basados en redes
neuronales, se experimentó con un método de escalado de la función de loss de forma
que cada clase tiene asociado un factor multiplicativo a aplicar sobre la loss. Aśı,
si le asignamos a las clases minoritarias un factor mayor, al cometer errores con las
muestras de dichas clases la loss será mucho mayor, forzando aśı a la red para que
clasifique correctamente dichas muestras [26].
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Normalmente, para definir los pesos de cada clase pc se utiliza la clase mayoritaria
como clase de referencia (pmayoritaria = 1) y se le asigna a las demás clases un peso
proporcional a la diferencia de muestras entre dicha clase y la referencia. Sin embargo,
para corpus muy desbalanceados este método puede hacer que la loss crezca mucho
y provocar inestabilidades en entrenamiento. Una solución a ésto consiste en aplicar
un suavizado a los pesos, en nuestro caso pc = log(µ
#referencia
#clase
), donde el parámetro
µ se debe ajustar en fase de ajuste.
Por último, destacar que el método de balanceo que mejor se ha comportado,
generalmente, ha sido el escalado por la función de loss que ha demostrado ser un
factor clave en la obtención de sistemas competitivos en las tareas abordadas como
COSET [25] o Stance [26].
2.5.3.2. Bucketing
Un problema que surge al entrenar redes recurrentes mediante BPTT al usar mini-
batches (también ocurre algo similar con las redes convolucionales) es que es necesario
conocer previamente la longitud de las secuencias de un mini-batch dado para poder
expandir la red un número de niveles fijo. Sin embargo, en problemas de PLN donde
se emplean representaciones secuenciales, las longitudes de las secuencias son varia-
bles.
Una solución trivial a ésto consiste en emplear padding, añadiendo o eliminando
vectores de las secuencias de entrada hasta que todas sean de la misma longitud. El
principal problema de ésto es que en los dominios tratados, Twitter generalmente, las
diferencias entre las longitudes de las secuencias son muy pronunciadas y se añade
demasiado ruido no inherente al problema.
Otra posible solución consiste en entrenar muestra a muestra, lo que conlleva un
incremento considerable en el tiempo necesario para resolver las tareas abordadas.
Por ello, para evitar ambos problemas, la solución empleada consiste en la utilización
de buckets, que se pueden ver como mini-batches pero asociados a una determinada
longitud l que están compuestos por secuencias de dicha longitud l, lo que permite




Existe un lenguaje que va más allá
de las palabras.
Paulo Coelho
3.1. Representación de constituyentes
Uno de los problemas fundamentales a abordar en las tareas de text classification,
es la representación de texto. El objetivo consiste en representar numéricamente do-
cumentos de texto para hacerlos matemáticamente computables [85]. Sin embargo,
para representar documentos es necesario representar de alguna manera los constitu-
yentes que los componen.
Estos constituyentes pueden ser las palabras, los caracteres de un documento,
n-gramas de palabras o caracteres, o incluso información morfológica como las cate-
goŕıas gramaticales (POS), información de polaridad, sentidos de WordNet, etc.
Cada uno de estos constituyentes conlleva ventajas y desventajas, que se utilizan
para escoger el que mejor se ajuste a la tarea. Algunas ventajas e inconvenientes de
los constituyentes se listan a continuación:
Palabras: como ventajas, destacar la facilidad de extracción de este tipo de
constituyentes y el reducido coste espacial que conllevan en corpus de reducido
tamaño. Además, las relaciones existentes entre palabras están más claras que
entre otros constituyentes e.g. entre caracteres. La principal desventaja radica
en la dimensionalidad de las representaciones en corpus de gran tamaño (de-
pendiente de la talla de vocabulario, que generalmente es elevada) al emplear
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representaciones one-hot, sin embargo, el coste se reduce al emplear otras re-
presentaciones como, por ejemplo, embeddings.
Caracteres: también destacan por la facilidad de extracción y la reducida di-
mensionalidad que conlleva su representación en algunos casos, debido a que
el número de caracteres (talla de vocabulario de caracteres) es muy reducido
en comparación al número de palabras (talla de vocabulario de palabras). Sin
embargo, en el caso de las representaciones secuenciales, el coste espacial de
representar un documento es mucho mayor y los algoritmos de aprendizaje au-
tomático se hacen más complejos ya que tienen que dar cuenta de las relaciones
existentes entre caracteres (más complejas que a nivel de palabras).
Constituyentes complejos: en este caso, la extracción de este tipo de consti-
tuyentes es más compleja, requiriendo recursos externos como lexicones de po-
laridad (en el caso de representaciones de polaridad) o sistemas que etiqueten
de alguna manera los constituyentes (POS-Taggers o sistemas de Word Sen-
se Desambiguation). A pesar de la dificultad de extracción, permiten obtener
información que no existe per se en los constituyentes, por lo que se trata de
representaciones más ricas y que aportan información adicional a los dos tipos
anteriores.
n-gramas de constituyentes: en los casos anteriores no se tiene en cuenta
el contexto de los contituyentes (aunque se puede considerar en la representa-
ción secuencial a nivel de documento) y esto puede ser un inconveniente para
determinadas tareas. Por este motivo, los n-gramas de constituyentes permiten
dar cuenta de cierto contexto, sin embargo, dicho contexto es limitado debido
al coste espacial que generalmente conlleva.
Con todo ello, para resolver problemas de text classification debemos representar
documentos de texto en función de las representaciones de sus constituyentes. Por
este motivo, en los siguientes apartados se enuncian con detalle algunas técnicas de
representación de constituyentes individuales para, posteriormente, emplearlas me-
diante otras técnicas de representación a nivel de documento.
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3.1.1. One-Hot
El concepto de representación one-hot proviene de la teoŕıa de circuitos digitales,
donde intuitivamente se puede ver como un conjunto de bits de tal forma que solo
uno de estos bits se encuentra activo (1) y todos los demás anulados (0) [32].
Con ello, es posible generalizar el concepto para representar de forma uńıvoca los
constituyentes de un determinado documento si se considera que cada componente
xi del vector de representación x = {x1, x2, ..., xn} está asociado a un constituyente i
concreto. Aśı, para representar un constituyente i, la componente xi de x se encon-
trará activa mientras que los demás j 6= i estarán a cero, x(i) = {x1, x2, ..., xn} : xi =
1, xj = 0∀j 6= i. Un ejemplo de ésto se muestra en la Figura 3.1.
Figura 3.1: Ejemplo de representación one-hot del constituyente Queen.
Entre las ventajas de este tipo de representación destacan la facilidad de imple-
mentación y de comprobación de errores o la eliminación de asunciones erróneas por
parte de los algoritmos de aprendizaje. Por ejemplo, en un problema de clasificación
en tres clases y1, y2, y3, podemos asignar como etiquetas y1 = 1, y2 = 2, y3 = 3, sin
embargo, se estaŕıan haciendo asunciones como que la clase y2 es la media de las clases
y1 e y3 o que la clase y3 = y1∗3, cuando esto es no es cierto en la mayoŕıa de los casos.
Por otro lado, las desventajas más importantes son la incapacidad para dar cuenta
de relaciones entre palabras y el coste espacial debido a que la dimensionalidad de
un único vector de representación coincide con la talla del vocabulario. Aún aśı, en
la práctica, es posible emplear vectores dispersos para utilizar estas representaciones
en problemas con un vocabulario de gran tamaño.
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3.1.2. Word Embeddings
Debido a los problemas que presenta la representación one-hot, se han explorado
representaciones vectoriales continuas que preservan regularidades lingǘısticas para
diferentes problemas del área de PLN.
Aśı, varios métodos, principalmente basados en redes neuronales, han sido pro-
puestos durante los últimos años para obtener este tipo de representaciones. Tambien
se han explorado otros enfoques como Latent Dirichlet Allocation [6] o Latent Seman-
tic Analysis [18].
El primer método fue propuesto por Y.Bengio en [3] y se conoce como Feedfor-
ward Neural Network Language Model (NNLM). Concretamente es una red neuronal
de una capa oculta no lineal, una capa proyección lineal y una lookup table com-
partida. Además, una capa softmax en la salida computa la probabilidad sobre V
elementos, esto hace que el modelo no sea útil en tareas con vocabularios de gran
tamaño. Este enfoque se muestra en la Figura 3.2.
Figura 3.2: Arquitectura NNLM [3].
Otro enfoque propuesto en [52] emplea redes neuronales recurrentes para intentar
capturar relaciones a largo término entre los constituyentes de entrada. Sin embargo,
se trata de una red recurrente simple como las comentadas en el caṕıtulo anterior y
no es tan capaz de capturar dichas relaciones como, por ejemplo, las redes LSTM.
Una representación gráfica de esta arquitectura se muestra en la Figura 3.3.
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Figura 3.3: Arquitectura RNNLM [52].
Para solucionar los problemas con vocabularios de gran tamaño y con el objetivo
de mejorar la eficiencia del entrenamiento de redes dedicadas a la obtención de em-
beddings, T.Mikolov propuso en [51] [53] las arquitecturas Continuous Bag Of Words
(CBOW) y skip-gram (SG) combinadas con técnicas para optimizar el cómputo de
la capa softmax como hierarchical softmax o negative sampling. Estas arquitecturas
se discuten con detalle en los próximos apartados y han sido tratadas en otros docu-
mentos como [24].
Por último, es necesario destacar la capacidad que tienen estas arquitecturas para
capturar gran cantidad de propiedades lingǘısticas complejas como el genéro o con-
ceptos como la hiponimia. De esta forma, se observan ciertas propiedades en el espacio
de representación de los embeddings como por ejemplo, una artimética de embeddings
que permite dar cuenta de relaciones como las mostradas en las Figuras 3.4 y 3.5.
Figura 3.4: Ejemplo de aritmética de embeddings.
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Figura 3.5: Relación ((es capital de)) capturada por los embeddings.
3.1.2.1. CBOW
La primera arquitectura propuesta en [51] [53] para reducir la complejidad compu-
tacional de los métodos de obtención de embeddings anteriores, es el modelo Conti-
nuous Bag Of Words (CBOW), similar a NNLM, tal como se puede observar en la
Figura 3.6. En este caso, se elimina la capa oculta no lineal de las redes neuronales
utilizadas en NNLM, manteniendo compartida la lookup table.
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Figura 3.6: Arquitectura CBOW [51], [53].
Formalmente, considerando que wt es el constituyente analizado de un documen-
to, la entrada de la red neuronal es wt−k, ..., wt−1, wt+1, ..., wt+k, siendo k el tamaño
de la ventana y la salida wt. La tarea de la red consiste en predecir el constituyen-
te wt de un documento conociendo su contexto. Además, destacar que la entrada
wt−k, ..., wt−1, wt+1, ..., wt+k es una secuencia de vectores one-hot (o un vector de ı́ndi-
ces) que permite obtener un vector concreto de la lookup table, actualizándose dicha
matriz durante el proceso de entrenamiento de la red (ésto también se aplica al mo-
delo skip-gram).
Con respecto a la complejidad, si N es la dimensión de los elementos de la se-
cuencia de entrada, D la dimensionalidad de los embeddings (filas o columnas de la
lookup table) y V el tamaño del vocabulario, el coste temporal Q de entrenar el mo-
delo CBOW está determinado por la expresión Q = N ∗D+D ∗ log2V . Nótese como
el coste para estimar p(wt|wt−k, ..., wt−1, wt+1, ..., wt+k), en la última capa de la red,
se reduce utilizando técnicas como hierarchical softmax o negative sampling de V a
log2V .
Por último, comentar que esta arquitectura suaviza la distribución de probabilidad
modelada [53], es por ello que, sobre corpus de entrenamiento con grandes cantidades
de muestras, los vectores de representación obtenidos no capturan tantas propieda-
des lingǘısticas como los obtenidos mediante el modelo skip-gram. En resumen, el
41
comportamiento de CBOW es mejor en problemas donde este efecto regulador es be-
neficioso.
3.1.2.2. Skip-gram
La segunda arquitectura tratada en [51] [53] es el modelo skip-gram (SG), que pre-
tende predecir el contexto de un constituyente wt dado, de forma inversa a CBOW
cuyo objetivo es predecir wt conociendo su contexto delimitado en ambos extremos
por una ventana de tamaño k. En la Figura 3.7 se puede visualizar gráficamente la
arquitectura mencionada.
Figura 3.7: Arquitectura SG [51], [53].
Formalmente, dada una secuencia de constituyentes de entrenamiento w1, w2, ..., wT ,






donde T es la longitud de la secuencia, y k es el tamaño del contexto.
Si el parámetro k tiene un valor elevado, los ejemplos de entrenamiento serán más
completos al considerar un mayor número de constituyentes en la salida (nótese el in-
cremento en la dificultad y la complejidad temporal de la tarea), permitiendo generar
vectores de representación de mayor calidad. Ésto provoca también, un buen compor-
tamiento del modelo ante corpus con un número elevado de muestras de aprendizaje,
ya que el modelo es capaz de extraer mucha más información que CBOW en estos
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casos.
Con respecto a la formulación de la probabilidad condicional de ocurrencia de un
contexto wt+j−k ≤ j ≤ k, j 6= 0 dada una palabra wt, p(wt−k, ..., wt−1, wt+1, ..., wt+k|wt),









. Donde vw y v
′
w son los vectores de representación de entrada (ex-
tráıdos de la lookup table) y salida respectivamente de w y V es la talla del vocabulario.
Por último, la complejidad temporal de entrenamiento de la presente arquitectura
está determinada por la expresión Q = C ∗ (D + D ∗ log2 V ). Donde C es la máxi-
ma distancia entre palabras del corpus de entrenamiento y D es la dimensión de los
embeddings. Nótese que el coste temporal es mayor en comparación con la arquitec-
tura anterior y, como en este caso, es necesaria la utilización de técnicas para reducir
la complejidad de cálculo en la capa softmax como Hierarchical Softmax o Negative
Sampling [51] [53].
3.1.3. Specific Word Embeddings
Como se ha observado en apartados anteriores, los embeddings son capaces de
capturar regularidades lingǘısticas en función de los contextos de los constituyentes,
haciendo que constituyentes semejantes en contexto tengan representaciones simila-
res. Sin embargo, este comportamiento puede ser un problema en el caso de algunas
tareas.
Un ejemplo de este problema se puede observar en la Figura 3.8, donde palabras
con polaridad totalmente opuesta ocurren en contextos similares por lo que sus em-
beddings serán semejantes. Por ejemplo, en problemas de sentiment analysis esto no
es deseable. Además, este mismo problema puede ocurrir en otras tareas si consti-
tuyentes que, en principio son discriminativos para la clasificación realizada, tienen
embeddings similares.
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Figura 3.8: Palabras con polaridades opuestas tienen contextos similares.
Por este motivo surge la necesidad de especializar los embeddings no solo para
capturar contextos similares, si no para lidiar también con propiedades más espećıfi-
cas como la polaridad (a partir de aqúı consideraremos el caso de la polaridad, pero
puede ser generalizado para otros conceptos distintos). Los embeddings especializa-
dos para una tarea determinada se denominan Specific Word Embeddings y requieren
datos supervisados para la tarea, siendo ésto uno de los principales inconvenientes.
Aśı, se distinguen tres modelos diferentes para la obtención de este tipo de em-
beddings, siguiendo a [74], especializados en tareas de sentiment analysis y conocidos
como Sentiment Specific Word Embeddings (SSWE).
1. El modelo SSWE-Hard usa únicamente la polaridad (con valores discretos) de
cada documento para estimar los embeddings de los constituyentes que lo for-
man, de tal forma que solo dicha polaridad se emplea como salida a predecir
dados los constituyentes del documento, tal como se muestra en la Figura 3.9
(nótese que se pierde la información contextual).
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Figura 3.9: Modelo SSWE-Hard [74].
2. Por otro lado, la discretización de la polaridad en la salida puede no ser una bue-
na idea en casos donde los constituyentes no tengan polaridades extremas e.g.
totalmente positivo o totalmente negativo, si no que puedan tener un determi-
nado grado de positivo y de negativo. El modelo que elimina dicha discretización
(véase que la última capa del modelo es lineal, en lugar de utilizar una softmax
como en el caso anterior) y emplea en su salida valores continuos para estimar
los embeddings en la lookup table se denomina SSWE-Soft y se muestra en la
Figura 3.10 (nótese que también se pierde la información contextual).
Figura 3.10: Modelo SSWE-Soft [74].
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3. El último modelo propuesto en [74], SSWE-Unified pretende incorporar infor-
mación contextual a los modelos anteriores, ya que en ambos casos únicamente
se tiene en cuenta la polaridad para estimar los embeddings. Para ésto, se em-
plea la misma red que en el caso de SSWE-Soft pero se emplea una función de
loss que combina linealmente una loss para el contexto sintáctico y otra para
un concepto espećıfico como la polaridad. Por tanto, dicha función de loss es
de la forma loss(y, ŷ) = α · losssi(y, ŷ) + (1 − α) · losssp(y, ŷ), donde losssi y
losssp son la loss sintáctica y espećıfica respectivamente (se pueden encontrar
más detalles en [74]).
Aśı, en algunas tareas abordadas en el presente proyecto se ha empleado un mo-
delo h́ıbrido, SSWE-Hı́brido, similar a SSWE-Unified, pero optimizando en dos pasos
la loss sintáctica y la loss espećıfica (polaridad). Concretamente, en primer lugar
se optimiza la loss sintáctica utilizando un modelo skip-gram para, posteriormen-
te, refinar los embeddings de la lookup table usando tweets ((supervisados)) de forma
automática en función de determinados emoticonos presentes en dichos tweets i.e.
pos = {x1, x2, ..., xn}/ { :), :D, ... } ∈ xi y neg = {x1, x2, ..., xn}/ { :(, ;(, ... } ∈ xi.
Por último, en la tabla 3.1 se puede observar cómo afecta la especialización de
embeddings, en una tarea de sentiment analysis, sobre la polaridad de las palabras.
Con ello, al obtener las cinco palabras más cercanas a ((mejor)) y a ((peor)), el modelo
skip-gram considera que palabras con polaridad totalmente opuesta a la referencia
son próximas a ésta, como es el caso de ((peor)) para la referencia ((mejor)) y vicever-
sa (marcadas en negrita en la tabla). Aśı, el modelo SSWE-Hı́brido soluciona dicha
problemática.
SSWE-Hı́brido Skip-gram
Mejor Peor Mejor Peor
mejot malo mejorr peorrrr
importante triste mejorrr mejor
mejorr pobre mejorrrr peorr
mejir mala mejir peorrrrr
mejorrrrrrr tampoco peor peor. . .
Tabla 3.1: Comparación entre SSWE-Hı́brido y Skip-gram.
46
3.2. Representación de documentos
Hasta ahora se han comentado métodos para representar constituyentes de docu-
mentos, sin embargo, el principal objetivo del proyecto consiste en resolver problemas
de text classification a nivel de documento y no de constituyentes individuales. Un
punto a tener en cuenta es que la representación de documentos se realiza en base a
las representaciones de sus constituyentes, por lo que si se tienen buenas representa-
ciones de constituyentes, generalmente, se obtienen representaciones de documentos
de calidad.
Formalmente, dado un conjunto de documentos D = {d1, d2, ..., dn} donde di es
un documento determinado, el problema consiste en representar cada di ∈ D como un
punto s en un espacio métrico o pseudométrico S, donde se puede definir una función
de distancia entre los elementos de dicho conjunto S [85].
Con respecto a los tipos de representación, podemos encontrar dos tipos generales.
Por un lado, aquellas representaciones con pérdida de información temporal y de las
relaciones entre los constituyentes del documento. Entre estas destacan bag of words
(BOW) y colapsado de embeddings (en el caso de que se empleen embeddings como
representación de los constituyentes). Además, modelos de redes neuronales, que tra-
ten con vectores de entrada, como MLP, pueden manejar este tipo de representación.
Por otro lado, es posible representar sin pérdida de información temporal, al mis-
mo tiempo que se mantienen las relaciones entre los constituyentes, un determinado
documento mediante una representación secuencial similar a las secuencias de ceps-
trales en problemas de speech. En este caso, ha sido necesario el uso de modelos de
redes neuronales que manejen secuencias, e.g. redes neuronales recurrentes o convo-
lucionales.
Además, las representaciones no son excluyentes entre śı y podemos emplear com-
binaciones de representaciones, de tal forma que cada una de dichas representaciones
dé cuenta de información diferente a la que capturan el resto de representaciones uti-
lizadas, consiguiendo aśı una mayor comprensión del documento que, posiblemente,
permita simplificar la resolución de las tareas.
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Por último, en las siguientes subsecciones se comentan con detalle todas las re-
presentaciones enunciadas, comenzando por aquellas que condensan globalmente la
información del documento sin tener en cuenta relaciones temporales (BOW y colap-
sado de embeddings) y finalizando por aquellas que, potencialmente, pueden mantener
dicha información temporal.
3.2.1. Bag of words
Mediante este tipo de representación, inicialmente propuesto en [33], un docu-
mento se representa como un único vector cuya dimensionalidad coincide con la talla
del vocabulario, de tal forma que cada componente xi del vector de representación
x = {x1, x2, ..., xn} está asociado a un constituyente i concreto. Aśı, podemos con-
siderar una representación binaria de los constituyentes o la frecuencia de éstos en
el documento (TF). Por tanto, para representar un documento d, la componente xi
de su representación x contendrá la presencia o frecuencia del constituyente i. Un
ejemplo de ésto se muestra en la Figura 3.11.
Figura 3.11: Ejemplo de representación bag of words.
Por otro lado, es importante notar cómo esta representación ignora el orden de los
constituyentes en el documento y provoca una pérdida de las relaciones temporales
entre estos (aunque se pueden emplear n-gramas para capturar ordenaciones locales a
corto término entre constituyentes). Además, nótese la similitud con la representación
one-hot de constituyentes, ya que la representación bag of words de un documento
consiste en la suma de las representaciones one-hot de los constituyentes que lo com-
ponen.
Sin embargo, a pesar de la pérdida de información temporal, este tipo de represen-
tación ha presentado buenos resultados en las tareas abordadas donde el aspecto más
discriminativo es la frecuencia de ciertas palabras clave, en lugar de sus relaciones
con otros constituyentes del documento.
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3.2.2. Colapsado de embeddings
Otra opción para la representación vectorial de documentos consiste en llevar a ca-
bo una composición de embeddings de constituyentes, capaces de capturar gran parte
de la semántica presente en dichos documentos (o secuencias de unidades lingǘısticas
con significado). Esta área todav́ıa es un tema de investigación activo y abierto [5]
[55] y están por determinar las propiedades de cada tipo de composición en tareas
concretas.
Aśı, de entre las posibles composiciones que se pueden emplear para combinar
embeddings de constituyentes, destacamos, siguiendo a [24], los siguientes métodos:
Suma: el enfoque consiste, únicamente, en sumar los vectores de representa-
ción de todos los constituyentes w que conforman un documento s para obtener
su representación vectorial continua, repr(s) =
∑
w∈s emb(w). Adecuada ante
casos en los que es posible afirmar que la semántica de un documento se puede
expresar como la suma de las semánticas de los constituyentes que lo forman.
Este enfoque se ha empleado en algunas tareas, obteniendo resultados muy com-
petitivos sin necesidad de normalizar por la longitud del documento, debido al
tipo de dominio tratado (Twitter).
Centroide: idéntico a la representación anterior, pero normalizando con res-
pecto al número de constituyentes que se encuentran en el documento y han




w∈s emb(w). De esta forma, se evita que la norma del vector
repr(s) se incremente cuanto mayor sea el número de palabras en s.
Palabra próxima al centroide: en este caso, se considera como representación
de la frase el vector de representación del constituyente, presente en el docu-
mento, que más próximo se encuentre con respecto al centroide comentado en
el punto anterior, repr(s) = emb(wi) : wi ∈ s ∧ @wj ∈ s : dist(wj, centroide) <
dist(wi, centroide). Esta representación es útil cuando el significado de una frase
o documento viene determinado por la semántica de una palabra de referencia
que se encuentre en ella.
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Ponderada embeddings con tf-idf : otro de los enfoques que surge tras de-
finir la representación mediante la suma de palabras, consiste en realizar una
combinación lineal de la forma repr(s) =
∑n
i=1 ki ∗ emb(wi), considerando los
vectores de constituyentes y un término que permita ponderarlos de una manera
determinada. Entre los tipos de ponderaciones que es posible realizar, podemos
destacar la aleatoria, donde cada constituyente es ponderado por un valor alea-
torio o la ponderación basada en información de POS, en la que no se ponderan
de igual forma las categoŕıas gramaticales. Otra posible ponderación consiste
en hacer uso del peso tf-idf de cada constituyente para obtener vectores de re-
presentación de frases, repr(s) =
∑
w∈s emb(w) ∗ tfidf(w).
Producto: el planteamiento es idéntico al de la suma de palabras, pero em-
pleando la función producto en lugar de la suma, repr(s) =
∏
w∈s emb(w). El
principal inconveniente de esta representación es que las componentes del vector
emb(w) son reales pequeños cuyo producto da lugar a reales todav́ıa menores,
con lo que se puede alcanzar una pérdida de precisión considerable. Además, la
intuición de aplicar la operación producto para combinar constituyentes no es
tan clara como la suma de embeddings.
Derivada: es similar a las fórmulas de diferencias finitas y consiste en acumu-
lar las derivadas de cada dimensión del vector según la expresión, repr(s) =∑|s|−1
i=0 emb(wi+1) − emb(wi−1). Es adecuado cuando la semántica, o propieda-
des objetivo como la polaridad, vienen determinadas por la diferencia entre las
semánticas o contextos de palabras adyacentes en la frase.
Aśı, de la misma forma que con la representación basada en bag-of-words, el prin-
cipal problema de colapsar toda la información de los constituyentes es la pérdida de
las relaciones temporales. Esto es debido a que el documento deja de considerarse co-
mo una secuencia de unidades para ser representado por un vector de representación
global que considera la información de todos los constituyentes independientemente
de sus posiciones en el documento y las relaciones entre éstos. Por este motivo, en el




Este tipo de representación consiste en considerar un documento como una se-
cuencia de representaciones de los contituyentes que lo forman. Es muy similar a
las representaciones utilizadas en problemas de speech ya que un documento queda
representado como una sucesión de vectores que son la representación de sus cons-
tituyentes (véase la Figura 3.12. Nótese la problemática de tratar con secuencias de
longitud variable debido a que no todos los documentos constan del mismo número
de constituyentes.
Figura 3.12: Ejemplo de representación secuencial para la frase ((Deal with it)).
En este caso, es necesario destacar la capacidad de esta representación para mante-
ner las relaciones temporales entre los constituyentes de los documentos. Sin embargo,
los modelos de clasificación deben dar cuenta de relaciones más complejas que en el
caso de las representaciones globales como BOW, por lo que es necesario disponer de
un mayor número de datos para obtener resultados competitivos.
Por último, mencionar que en todas las tareas del presente trabajo se ha exper-
mientado con este tipo de representaciones de documentos, junto con redes neuronales
recurrentes y convolucionales, considerando como representaciones de los constituyen-
tes one-hot y embeddings extráıdos de diversas fuentes en función de la tarea tratada.
3.2.4. Combinación de representaciones
Un caso interesante en la representación de documentos consiste en la combinación
de representaciones [87]. Para ello, es posible realizar cualquier tipo de combinación de
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representación de documentos en función de diferentes representaciones de constitu-
yentes, t́ıpicamente, en base a constituyentes complejos extráıdos de diversas fuentes
(POS, synsets, lexicones de polaridad, etc.) que, idealmente, aporten información
complementaria y no solapada.
Algunos casos destacados con los que se ha experimentado durante el presente
proyecto y en [24] son los siguientes:
Embeddings in-domain, out-domain y lexicones de polaridad: con el
objetivo de refinar los embeddings out-domain (obtenidos con fuentes de texto
externas al corpus de la tarea e.g. Wikipedia) y tener información espećıfica
sobre la tarea, se hace uso de embeddings in-domain (obtenidos a partir del
corpus de la tarea), además, esto permite reducir el número de palabras fuera
de vocabulario tanto en el conjunto de entrenamiento como en el de test. Por
otro lado, se emplean lexicones de polaridad para representar un documento de
acuerdo a las polaridades de sus constituyentes. En resumen, la representación
de un documento consiste en una 3-tupla de secuencias, una de ellas compuesta
por embeddings out-domain, otra por embeddings in-domain y la última por vec-
tores one-hot de las polaridades. Esta representación se discute con más detalle
en el siguiente caṕıtulo y se ha empleado en una tarea de sentiment analysis
en SemEval2017@ACL, requiriendo un modelo de clasificación espećıfico que
también se discute en dicho caṕıtulo.
Embeddings ponderados con tf-idf : esta combinación ya ha sido menciona-
da en el apartado dedicado a colapsado de embeddings y no requiere un modelo
espećıfico para ser procesada ya que únicamente se lleva a cabo una ponderación
de los embeddings de los constituyentes mediante sus pesos tf-idf estimados con
el corpus de entrenamiento para refinar los embeddings de acuerdo a la tarea.
Esta representación fue utilizada en un problema de topic detection sobre el
corpus TC-STAR en [24].
Por último, a pesar de que únicamente se ha experimentado con las combinaciones
mencionadas, se pueden tener en cuenta otros tipos de combinaciones para la repre-
sentación de documentos con el objetivo de cubrir la mayor cantidad de información
relevante para solucionar una determinada tarea de PLN.
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Caṕıtulo 4
SemEval 2017: Task 4
Caballeros, debo recordarles que,
mis probabilidades de éxito,
aumentan en cada nuevo intento.
John Nash
4.1. Introducción
En esta sección se describe la participación del equipo ELiRF-UPV en la tarea 4
de SemEval2017 [27]. Nuestro enfoque está basado en el uso de tres stacks de redes
convolucionales y recurrentes, aśı como en la combinación de embeddings espećıfi-
cos (extráıdos de la tarea, in-domain) y generales (extráıdos de conjuntos externos,
out-domain) con lexicones de polaridad. Además, hemos participado en todas las sub-
tareas de la tarea propuesta, tanto en árabe como en inglés usando el mismo sistema
con pequeñas variaciones en los parámetros determinados en la etapa de ajuste.
Twitter se ha convertido en una fuente que recoge gran cantidad de información de
forma distribuida, por ello, proporciona un amplio abanico de posibilidades para reali-
zar investigaciones en campos de PLN como sentiment analysis. Sentiment analysis o
opinion mining, es un área de investigación dentro de PLN cuyo objetivo es identificar
la emoción o polaridad subyacente en un determinado documento, frase o aspecto [48].
Con respecto a las aplicaciones donde surge este problema, podemos identificar,
entre otros, la clasificación de opiniones [77, 57], la generación de resúmenes basados
en aspectos [36] o la identificación de tendencias poĺıticas [60].
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Los organizadores de la tarea 4 de SemEval 2017 han propuesto cinco tareas di-
ferentes. Todas estas tareas están relacionadas, en general, con sentiment analysis
en Twitter, sin embargo, entre ellas hay algunas diferencias significativas. Además,
en la edición de este año 2017, las cinco tareas también se han propuesto para idio-
ma árabe. En resumen, los participantes pueden elegir entre diez subtareas a abordar.
La subtarea A consiste en predecir la polaridad global de un tweet como positiva,
negativa o neutra. En las subtareas B y C, dado un mensaje y un tema, el sistema
debe clasificarlo en una escala de polaridad de dos puntos o de cinco puntos respec-
tivamente (p̃ ∈ {0, 1} o p̃ ∈ {−2,−1, 0, 1, 2}).
Las subtareas D y E tratan el problema de cuantificación de tweets, esto es, dado
un conjunto de tweets sobre un tema dado, estimar la distribución de los tweets de
acuerdo a una escala de dos puntos o de cinco puntos respectivamente.
Con respecto a la evaluación, se emplean métricas diferentes para cada subtarea.
Para las subtareas A y B se emplea macroaveraged recall (recall promediado sobre
las tres clases) y en la subtarea C la métrica es macroaveraged mean absolute error.
Por otro lado, las subtareas D y E se evalúan con la divergencia Kullback-Leibler y
Earth Mover’s Distance respectivamente.
El resto del caṕıtulo se organiza como sigue: primero se discuten algunos detalles
de los corpus empleados, posteriormente se describe el sistema desarrollado y los re-
cursos de los que hace uso, para, finalmente, comentar los resultados obtenidos con
dicho sistema en las diferentes subtareas e idiomas.
4.2. Corpus
En la tarea tratada se proporcionan seis corpus diferentes, de los cuales, la mitad
son para las subtareas en inglés y el resto para las subtareas en árabe. De forma
general, hay dos corpus para la subtarea A, dos para las subtareas B-D y otros dos
para las subtareas C-E.
En todos los casos, es importante notar que el corpus está desbalanceado, exis-
tiendo grandes diferencias en las probabilidades a priori de las clases en la mayoŕıa
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de las subtareas para ambos idiomas. Este desbalanceo se ha reducido mediante la
eliminación de muestras de las clases más pobladas de forma aleatoria. El desbalanceo
mencionado se puede observar en las Figuras 4.1, 4.2, 4.3, 4.4, 4.5 y 4.6.
Figura 4.1: Número de muestras por clase en la subtarea A inglés.
Figura 4.2: Número de muestras por clase en la subtarea A árabe.
Figura 4.3: Número de muestras por clase en las subtareas B-D inglés.
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Figura 4.4: Número de muestras por clase en las subtareas B-D árabe.
Figura 4.5: Número de muestras por clase en las subtareas C-E inglés.
Figura 4.6: Número de muestras por clase en las subtareas C-E árabe.
Además, en todas las subtareas se han extráıdo, de forma aleatoria a partir de las
muestras proporcionadas, conjuntos de validación formados por el 20 % del total de
las muestras de cada subtarea para ajustar los parámetros de los modelos.
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4.3. Descripción del sistema
En esta sección se describe la arquitectura del sistema utilizado para todas las
subtareas. El sistema está basado en el uso de redes convolucionales y recurretes y
la combinación de word embeddings espećıficos y generales con lexicones de polaridad.
Para la adaptación del sistema a cada subtarea e idioma, se han realizado ciertas
modificaciones con el objetivo de ajustar los parámetros en función de los recursos
disponibles en ésta, esto es el tamaño del corpus de dicha subtarea.
El sistema combina tres stacks de redes convolucionales y recurrentes para apren-
der caracteŕısticas de alto nivel [46] a partir de representaciones ruidosas [38] para me-
jorar la generalización de los modelos. La entrada de estas tres redes son: out-domain
embeddings, in-domain embeddings y secuencias de vectores one-hot que representan
la polaridad de las palabras de la frase. La salida de estas tres subredes se combina y
se utiliza como entrada para un modelo discriminativo implementado en términos de
un MLP. La Figura 4.7 representa gráficamente el enfoque propuesto.
Figura 4.7: Arquitectura general del sistema para SemEval 2017 Task 4.
Los stacks de redes convolucionales y recurrentes utilizan como primera capa una
capa convolucional unidimensional, que permite abstraer relaciones espaciales entre
los vectores que representan las palabras (tanto embeddings como polaridades) de la
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frase o tweet.
El número de capas convolucionales vaŕıa entre uno y dos, el número de filtros
o kernels entre 8 y 96 y la altura de los filtros entre 2 y 4 dependiendo de la tarea.
Además, se utiliza Batch Normalization y funciones de activación ReLU tras cada
capa convolucional. También, en algunas subtareas se realiza un proceso de down-
sampling mediante capas max pooling.
La salida de la última capa max pooling se utiliza como entrada para una LSTM.
Además, debido a que la polaridad de una subsecuencia de la sentencia no depen-
de únicamente de palabras pasadas, sino que también depende de palabras futuras,
hemos utilizado las LSTM de forma bidireccional [35, 67]. En la mayoŕıa de las sub-
tareas, solo se ha empleado una capa LSTM bidireccional y la dimensionalidad de
salida de dicha capa se ha variado entre 32 y 256.
La Figura 4.8 muestra una representación gráfica de los stacks, donde x̃i es una
versión corrupta de la entrada mediante ruido gaussiano r ∼ N (µ = 0, σ = 0,3), ci
son los kernels de la capa convolucional, pi representa la operación de max pooling y
ys es la salida del stack s.
Figura 4.8: Arquitectura de un stack de redes convolucionales y LSTM.
La última red utilizada en nuestro sistema es un MLP para llevar a cabo la cla-
sificación a partir de las caracteŕısticas extráıdas por los stacks. Dependiendo de la
subtarea se han utilizado entre 1 y 3 capas ocultas con funciones de activación Re-
LU. El número de neuronas se ha variado en función de la subtarea entre 64 y 1024.
También, se ha empleado una función de activación en la capa de salida para estimar
p(c|x) y el número de neuronas en esta capa depende del número de clases en la
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subtarea tratada.
En la Figura 4.9 puede verse una representación gráfica del MLP utilizado, donde
yi es la salida del stack i, que son concatenadas para utilizarlas como entrada del
MLP. Además, nótese que en este caso, no se ha aplicado ruido a las entradas debido
a que de esta manera se han obtenido mejores resultados en la fase de ajuste.
Figura 4.9: Representación del MLP utilizado para SemEval 2017 Task 4.
4.4. Recursos
Como se ha mencionado anteriormente, se han utilizado dos tipos de embeddings
(in-domain y out-domain) como entrada del sistema para todas las subtareas, tanto
en árabe como en inglés.
Se han utilizado ambos modelos de embeddings con el objetivo de reducir el número
de palabras no vistas. De esta forma, nosotros combinamos representaciones espećıfi-
cas de la tarea que solo consideran palabras vistas en el conjunto de entrenamiento
(in-domain embeddings) con representaciones más generales entrenadas con grandes
conjuntos de datos.
Aśı, para las subtareas en inglés, se ha utilizado como modelo out-domain un mo-
delo Word2Vec entrenado con 400 millones de tweets en inglés recogidos por Fréderic
Godin [23, 63]. Para las tareas en árabe, se ha entrenado un modelo Word2Vec usando
art́ıculos de Wikipedia en árabe [82]. Con respecto a los modelos in-domain, un mode-
lo Word2Vec ha sido entrenado para cada subtarea a partir del corpus proporcionado.
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Además de las dos representaciones basadas en embeddings, hemos incluido in-
formación sobre polaridad como una representación adicional de la entrada. Para la
inclusión de dicha información, se ha considerado una representación de los tweets
basada en una secuencia de vectores one-hot que indican la polaridad de cada pala-
bra de acuerdo a un determinado lexicón de polaridad.
De esta forma y, una vez más, los recursos dependen del idioma. Concretamente,
hemos utilizado el lexicón NRC [56] tanto para las subtareas en árabe como en inglés
y el lexicón Afinn [31] solo para las subtareas en inglés.
4.5. Resultados
En esta sección se presentan algunas de las modificaciones realizadas en la arqui-
tectura general de nuestro sistema para cada subtarea en la que se ha participado.
También, discutimos los resultados obtenidos en las diferentes subtareas.
Estas modificaciones, como ya se ha comentado, han consistido en la reducción o el
incremento del número de parámetros a estimar en función del tamaño del corpus en
cada subtarea. Esto nos ha permitido obtener modelos mejor estimados manteniendo
una arquitectura genérica.
4.5.1. Subtarea A
En primer lugar, la subtarea A consiste en clasificar un mensaje o tweet como po-
sitivo, negativo o neutro. Nuestro modelo para esta subtarea consta de tres stacks de
redes convolucionales y recurrentes cuyas salidas son concatenadas y tomadas como
entrada para un MLP de tres capas (Figura 4.7).
Los resultados obtenidos por nuestro sistema en la subtarea A se muestra se mues-
tran en la tabla 4.1, donde también se incluye, para cada medida, la posición alcanzada
por nuestro sistema con respecto al resto de participantes. La métrica empleada para
clasificar los resultados de los participantes es macroaveraged recall (ρ). Además, se
consideran dos medidas adicionales: F1 promediada entre las clases positivo y nega-
tivo (F PN1 ) y Accuracy (Acc).
60
Subtask A English Arabic
ρ 63.20 (14/38) 47.80 (3/8)
F PN1 61.90 (12/38) 46.70 (4/8)
Acc 59.90 (24/38) 50.80 (3/8)
Tabla 4.1: Resultados de la subtarea A de SemEval 2017 Task 4.
Nótese las diferentes posiciones obtenidas por nuestro sistema considerando ρ y
Acc para el idioma inglés. En función de ρ se alcanza la posición 14 mientras que
según Acc el puesto obtenido es el 24o. Una posible explicación a ésto se fundamenta
en la estrategia que hemos utilizado para abordar el problema del desbalanceo entre
las clases del corpus (eliminación de muestras de las clases más pobladas).
De forma contraria, para la subtarea en árabe, los resultados de Acc no parecen
verse influenciados por la manera en la que manejamos el problema del desbalanceo,
alcanzando posiciones similares en todas las métricas consideradas.
4.5.2. Subtarea B
En la subtarea B, dado un mensaje y un tema, los participantes deben clasificar
el mensaje en una escala de dos puntos (positivo y negativo) considerando el tema
dado. Desafortunadamente, no disponemos de recursos para incluir información sobre
el tema en el modelo y, en consecuencia, se ha usado el modelo genérico mostrado
anteriormente.
En este caso, la capa de max pooling se reemplaza por otra capa convolucional,
el número de neuronas en las capas fully-connected del MLP se reduce y se utiliza
ruido gaussiano sobre las activaciones de las neuronas del MLP, debido a que esta
configuración obtiene los mejores resultados sobre el conjunto de validación.
Para el idioma árabe también se ha utilizado la misma topoloǵıa pero reduciendo
el número de parámetros (disminuyendo dY en LSTM, número de filtros en las capas
convolucionales y el número de neuronas en las capas del MLP) debido al tamaño del
corpus de entrenamiento en árabe.
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Los resultados obtenidos por nuestro sistema en la subtarea B se muestran en la
tabla 4.2. Además, las métricas consideradas son las mismas que en la subtarea A.
Subtask B English Arabic
ρ 76.60 (17/23) 72.10 (2/4)
F PN1 77.30 (16/23) 72.40 (2/4)
Acc 79.00 (13/23) 73.40 (2/4)
Tabla 4.2: Resultados de la subtarea B de SemEval 2017 Task 4.
Los valores de todas las métricas son mejores que los obtenidos en la subtarea A,
sin embargo, esta subtarea quizás es más simple debido a que solo se consideran dos
clases (sin tener en cuenta el tema hacia al que van dirigidos los mensajes). Aún aśı,
comparados con el resto de participantes nuestro sistema no es tan competitivo. Una
posible explicación es la no inclusión en el modelo de información sobre los temas
(ninguno de los temas de test aparece en entrenamiento). Nótese que el comporta-
miento obtenido por el sistema en ambas lenguas es similar.
4.5.3. Subtarea C
En esta subtarea, dado un mensaje y un tema, los participantes deben clasificar el
mensaje en una escala de cinco puntos hacia el tema. Como en la subtarea B, nosotros
no hemos incluido información sobre los temas en el modelo.
Aśı, nuestro modelo es una extensión del modelo genérico con dos capas convolu-
cionales y dos capas de max pooling en cada red convolucional del stack. Además, para
el idioma árabe, también se ha utilizado el modelo genérico con menos parámetros
debido al tamaño del corpus disponible.
Las métricas utilizadas para evaluar a los participantes son macroaveraged Mean
Absolute Error (MAEM) y una extensión de macroaveraged recall para regresión
loǵıstica (MAEµ). Los resultados obtenidos por nuestro sistema en la subtarea C se
muestran en la tabla 4.3.
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Subtask C English Arabic
MAEM 0.806 (7/15) 1.264 (2/2)
MAEµ 0.586 (11/15) 0.787 (2/2)
Tabla 4.3: Resultados de la subtarea C de SemEval 2017 Task 4.
Como se puede observar, nuestro sistema obtiene una 7a posición (0.806), con una
amplia diferencia en comparación al primer clasificado (0.481) para el inglés. Una
vez más, la inclusión de información sobre el tema en el modelo puede ser un factor
decisivo en el rendimiento del sistema.
4.5.4. Subtarea D
La subtarea D consiste en una cuantificación de los tweets de acuerdo a una esca-
la de dos puntos. Dado un conjunto de tweets sobre un tema dado, los participantes
deben estimar la distribución de los tweets en una escala de dos puntos (positivo y
negativo). Con ello, nosotros empleamos la salida de la subtarea B para estimar, por
máxima verosimilitud, la distribución de los tweets.
La principal métrica utilizada para evaluar a los participantes es la divergencia de
Kullback-Leibler (KLD), además, se consideran métricas adicionales como Absolute
Error (AE) y Relative Absolute Error (RAE). Los resultados obtenidos por nuestro
sistema en la subtarea D se muestran en la tabla 4.4.
Subtask D English Arabic
KLD 1.060 (14/15) 1.183 (3/3)
AE 0.593 (15/15) 0.537 (3/3)
RAE 7.991 (15/15) 11.434 (3/3)
Tabla 4.4: Resultados de la subtarea D de SemEval 2017 Task 4.
A la vista de los resultados, exceptuando posibles errores en la implementación
del código para llevar a cabo la tarea, una posible explicación a los malos resultados
obtenidos se fundamenta en que la estimación se realiza por máxima verosimilitud
sobre resultados poco competitivos extráıdos de una tarea previa.
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4.5.5. Subtarea E
De forma similar a la subtarea D, la subtarea E consiste en una tarea de cuantific-
ción pero en una escala de cinco puntos. Para esta subtarea, también se ha empleado
la salida de la subtarea C para estimar, por máxima verosimilitud, la distribución de
los tweets.
En este caso, la métrica utilizada para evaluar a los participantes es Earth Mo-
ver’s Distance (EMD). Con ello, los resultados obtenidos por nuestro sistema en la
subtarea E se muestran en la tabla 4.5.
Subtask E English Arabic
EMD 0.306 (4/12) 0.564 (2/2)
Tabla 4.5: Resultados de la subtarea E de SemEval 2017 Task 4.
Destacar que nuestro sistema obtiene una 4a posición (0.306) para el idioma inglés
con poca diferencia en relación al primer clasificado (0.245), lo que llama la atención,
debido a que el enfoque utilizado es el mismo que para la tarea anterior, donde los




Si A es el éxito en la vida, entonces
A = X + Y + Z. Donde X es
trabajo, Y es placer y Z es
mantener la boca cerrada
Albert Einstein
5.1. Introducción
El workshop IberEval 2017 se enmarca dentro del XXXIII Congreso Internacional
de la Sociedad Española para el Procesamiento del Lenguaje Natural (SEPLN), don-
de participan expertos en lenguaje natural que proponen soluciones a los problemas
planteados, relacionados con las tecnoloǵıas del lenguaje humano.
Los principales objetivos del congreso SEPLN consisten en estudiar las ĺıneas de
investigación más actuales en el ámbito del PLN y en contrastar dichas investigacio-
nes con las necesidades del mercado. Además, el congreso constituye un entorno que
favorece la participación y colaboración entre investigadores del área de PLN.
El taller IberEval 2017, tal como su nombre indica, plantea problemas relacionados
con las tecnoloǵıas del lenguaje humano en idiomas de la peńınsula ibérica (español,
portugués, catalán, vasco y gallego). Dentro de dicho taller, se proponen una serie de
tareas, a destacar: Classification Of Spanish Election Tweets (COSET) [22] y Stance
and Gender detection in tweets on Catalan Independence [75].
Es en estas dos tareas en las que nuestro equipo ha participado. En el taller se
propusieron tres tareas más: Biomedical Abbreviation Recognition and Resolution,
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Collective Elaboration of a Coreference Annotated Corpus for Portuguese Texts y
Multilingual Web Person Name Disambiguation (M-WePNaD).
En este caṕıtulo, se presenta el trabajo realizado para el taller IberEval 2017,
concretamente, para las tareas COSET, Stance y Gender. Además, se incluye una
introducción a los problemas que tratan las tareas, los sistemas utilizados y los resul-
tados obtenidos en la competición.
5.2. COSET
La tarea Classification Of Spanish Election Tweets (COSET) [22] ha sido organi-
zada mediante una colaboración entre el centro de investigación Pattern Recognition
and Human Language Technology (PRHLT) y el grupo de investigación Mediaflows.
Dicha tarea plantea el problema de la detección de temas en conversaciones poĺıti-
cas, extráıdas de Twitter, sobre la precampaña y campaña de las elecciones generales
de 2015. Estas conversaciones poĺıticas se incrementan conforme las elecciones se
acercan y analizar los temas de discusión tratados por los usuarios proporciona infor-
mación relevante para algunos problemas relacionados con las elecciones (predicción
de resultados, influencia en la población, etc.).
COSET proporciona un corpus que permite entrenar sistemas de detección de temas
en cinco categoŕıas: cuestiones poĺıticas relacionadas con la confrontación electoral;
poĺıticas sectoriales, cuestiones personales sobre los candidatos, temas de la campaña
electoral y otras cuestiones.
La tarea comenzó el 20 de marzo de 2017 con la liberación del conjunto de entrena-
miento y un pequeño subconjunto para validación. El 24 de abril se liberó el conjunto
de test y el 8 de mayo se enviaron los resultados. Posteriormente, el 15 de mayo fueron
publicados los resultados de la competición, donde nuestro mejor sistema alcanzó el
primer puesto [25].
La evaluación se llevó a cabo mediante la métrica macro F1 (5.1), que es la media
de las F1 (5.2) de cada clase. Ésto permite evaluar dichos sistemas sin tener en cuenta
el desbalanceo entre las clases (el corpus está muy desbalanceado, tal como se verá
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en el siguiente apartado) ya que todas las clases influyen igualmente en el resultado,
























Como se ha comentado anteriormente, el corpus COSET está formado por tweets
pertenecientes a cinco categoŕıas: cuestiones poĺıticas relacionadas con la confronta-
ción electoral; poĺıticas sectoriales, cuestiones personales sobre los candidatos, temas
de la campaña electoral y otras cuestiones.
Estos tweets están escritos en español y fueron recogidos durante las elecciones ge-
nerales españolas del 2015. Se proporciona un conjunto de entrenamiento y otro de
validación, formados por 2242 y 250 muestras, respectivamente. Es necesario conside-
rar que el corpus está desbalanceado, tal como se muestra en la Figura 5.1, existiendo
un sesgo claro entre las tres primeras clases (1, 2 y 9) y las dos últimas (10, 11).
Figura 5.1: Número de muestras por clase en el corpus de COSET.
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En la tabla 5.1 se muestran caracteŕısticas adicionales del corpus como el número
de palabras por clase, el número promedio de palabras por tweet, la talla del vocabu-
lario y las palabras fuera del vocabulario.
Longitud media por tweet 22.34
Talla del vocabulario 7241
Palabras fuera de vocabulario 458
Clases 1 2 9 10 11
Palabras por clase 12456 18363 11010 3297 4955
Media de palabras por clase 23.50 23.36 21,54 21.69 18.84
Tabla 5.1: Estad́ısticas del corpus COSET.
Con respecto al preproceso realizado, en primer lugar se convierte el texto a minúscu-
las y se eliminan los acentos. Las urls, menciones de usuario, números, exclamaciones
e interrogaciones se sustituyen por tokens especiales para normalizar el valor de dichos
tokens e.g. #VotaPP, #VotaPSOE y cualquier hashtag se convertiŕıa en <hashtag>.
Por último, tras este preproceso se realiza un tipo de tokenización que vaŕıa en
función de la experimentación, generalmente mediante una expresión regular, por
ejemplo, (?u)\b\w\w+\b, que está implementada en libreŕıas como Scikit-Learn [59]
y Keras [14].
5.2.2. Caracteŕısticas de los modelos
Para las experimentaciones se han evaluado distintos tipos de representación de los
tweets, determinando dicha representación el modelo a utilizar. Por un lado, se han
empleado representaciones vectoriales como bag-of-ngrams o tf-idf a nivel de palabras
y de caracteres. También se ha experimentado con métodos de colapsado de embed-
dings, mediante la suma de los embeddings de las palabras de un tweet. Este tipo de
representaciones es procesada por modelos que toman como entrada un único vector
de representación, e.g. SVM o MLP.
Por otro lado, también se han usado representaciones secuenciales compuestas por
una secuencia de embeddings obtenidos con Word2Vec [62]. En este caso (también
en el colapsado de embeddings mencionado), se han utilizado embeddings de Wiki-
pedia en español [83] de 128 dimensiones, ventana 10, skipgram y negative sampling.
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Además, como experimentación adicional, se han combinado los embeddings de Wi-
kipedia con embeddings entrenados con el propio corpus [65].
Destacar que la representación basada en bag-of-1grams sobre palabras ha obtenido
los mejores resultados para la tarea, lo que parece indicar que, en este problema, es
más importante la frecuencia de aparición de ciertas palabras clave que otro tipo de
información contextual e.g. embeddings o a nivel de documento e.g. tf-idf.
5.2.3. Sistemas desarrollados
Todos los sistemas con los que se ha experimentado vaŕıan en función del tipo de
representación empleada. Aśı, se han utilizado diversos tipos de sistemas (y ajustes de
un sistema concreto) para un mismo tipo de representación con el objetivo de maximi-
zar la métrica de evaluación (macro F1) sobre el conjunto de validación proporcionado.
En primer lugar, se experimentó con una representación bag-of-words, tf-idf sobre
palabras y colapsado de embeddings mediante suma, probando con varios clasificado-
res tal como se indica en la tabla 5.2.
MLP SVM (Lineal) Random forest Adaboost (DT)
Bag-of-words 68.23 58.66 51.69 35.05
TF-IDF 59.31 55.16 50.97 33.49
Colapsado de embeddings 46.73 48.85 39.02 34.64
Tabla 5.2: Resultados obtenidos en la fase de ajuste con representaciones vectoriales.
Como se puede observar, los mejores resultados se alcanzan mediante una represen-
tación bag-of-words utilizando un MLP como clasificador. Dicho MLP está compuesto
por 3 capas ocultas con 128 neuronas y funciones de activación ReLU, excepto la capa
de salida, con función de activación Softmax.
El método de optimización utilizado ha sido Adagrad y se ha optimización la en-
troṕıa cruzada (función de loss). Además, se ha realizado un escalado de dicha función
de loss, con un factor de suavizado a ajustar, para tratar con el problema del desba-
lanceo entre clases (véase la sección 2.5.3.1).
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Sobre el MLP, otros métodos para mejorar la generalización y regularización como
la adición de ruido gaussiano [30], dropout [71] o Batch Normalization [37] también se
han empleado, peró no han conseguido mejorar los resultados obtenidos por dicha red.
Por otro lado, también se ha experimentado con representaciones secuenciales de
los tweets, compuestas por vectores one-hot y embeddings (el modelo de embeddings
ha sido comentado en la sección 5.2.2). En este caso, la red utilizada es una combi-
nación de capas convolucionales, recurrentes y fully-connected, similar a la utilizada




Tabla 5.3: Resultados obtenidos en fase de ajuste con representaciones secuenciales.
La red utilizada para los dos tipos de representaciones secuenciales es la misma y
consiste en dos capas convolucionales 1D de 32 y 64 kernels con anchura 3, una capa
LSTM, una capa max pooling de tamaño 3, una capa LSTM con 128 neuronas (fun-
ción de activación ReLU) y tres capas fully-connected de 64 neuronas con funciones
de activación ReLU.
Además, entre las capas fully-connected se emplea dropout con p = 0,15 para redu-
cir el sobre ajuste y se emplea la misma técnica que en el caso anterior, basada en el
escalado de la función de loss, para manejar el desbalanceo entre clases. Estas redes
han sido entrenadas hasta que la macro F1 de validación no vaŕıa o se reduce.
Como se puede observar comparando las tablas 5.2 y 5.3, las representaciones vec-
toriales se comportan mejor que las representaciones secuenciales en este problema,
llegando a incrementar, en el mejor caso, hasta 22 puntos la macro F1. Por este mo-
tivo, uno de los sistemas enviados para participar en la competición es el MLP ya
comentado, entrenado a partir de una representación bag-of-words de los tweets.
Por último, aparte de dicho sistema, se enviaron tres más para comprobar el efecto
del escalado de la función de pérdida sobre el resultado final con un corpus desbalan-
ceado como es el propuesto por COSET. La lista de sistemas enviados es la siguiente:
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Sistema 1. entrenado con todos los datos y escalado ajustado sobre validación.
Sistema 2. entrenado sin la partición de desarrollo y escalado ajustado sobre vali-
dación.
Sistema 3. entrenado con todos los datos sin escalado.
Sistema 4. votación de los tres runs anteriores.
5.2.4. Resultados
El 15 de mayo del 2017, la organización de COSET liberó los resultados de los
diferentes sistemas enviados por los participantes de la competición. La evaluación de















Carl os duty-run1 59.02
CD team-run1 58.59
MiVal-run2 58.52














UT text miners-run1 36.31









Baseline- Most frequent 10.70
Tabla 5.4: Resultados oficiales de COSET.
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Como se puede observar en la tabla 5.4, el modelo entrenado con todos los datos y
un escalado de la función de loss ajustado sobre validación proporciona los mejores
resultados, seguido del cuarto sistema que clasifica un tweet en la clase más votada
por los otros 3 sistemas. Con ello, dos de los sistemas propuestos han alcanzado las
dos primeras posiciones del ranking.
Los run2 y run3 han conseguido un cuarto y quinto puesto respectivamente, su-
perados por LuSer-run1, también basado en MLP entrenado con una representación
bag-of-words de las muestras. El siguiente mejor modelo, del participante Puigcerver,
también basado en MLP, ya se encuentra casi un punto por debajo de nuestro peor
sistema y tres puntos por debajo del mejor sistema propuesto.
Por último, tal como indica la clasificación final y las diversas experimentaciones
realizadas, los enfoques basados en representaciones vectoriales procesadas por redes
neuronales han conseguido los mejores resultados en la tarea, lo que parece indicar
que con los datos disponibles, representaciones demasiado complejas no consiguen
mejorar los resultados.
5.3. Stance and Gender
El objetivo de la tarea Stance and Gender Detection in Tweets on Catalan Inde-
pendence [75], es detectar el género (masculino y femenino) y la orientación hacia la
independencia de Cataluña (a favor, neutral y en contra) de tweets escritos en español
y en catalán. Nuestra participación se ha limitado al español, debido principalmente
a que no dispońıamos de recursos para el catalán.
Para el caso de Stance, es importante notar que no es exactamente un problema
clásico de sentiment analysis que pretende analizar la polaridad subyacente en un
texto determinado. En este caso, se pretende extraer la opinión favorable o desfavo-
rable hacia un tema determinado, que puede no estar expresado expĺıcitamente en el
texto.
Este problema surge debido a que, normalmente, los comentarios van dirigidos ha-
cia un tema en particular y puede ser más interesante explorar el posicionamiento
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respecto a dicho tema en lugar de obtener una etiqueta general. Además, es de es-
pecial interés en el estudio poĺıtico de temas controvertidos como, en este caso, la
independencia de Cataluña.
La tarea comenzó el 21 de marzo de 2017 con la liberación del conjunto de entre-
namiento. El 24 de abril se liberó el conjunto de test y el 8 de mayo se enviaron los
resultados. Posteriormente, el 17 de mayo fueron publicados los resultados de la com-
petición, donde alcanzamos el primer puesto en Gender y un 4o puesto en Stance [26].
La evaluación se realizó de acuerdo a métricas estándar [75]. En particular, para
evaluar la tarea de stance, la organización propuso la métrica macro F1 (5.1) sobre las
clases Favor y Against, siguiendo la evaluación propuesta en la tarea 6 de SemEval
2016. Para Gender, la métrica a evaluar es el Accuracy, de acuerdo a las métricas
propuesta en la tarea Author Profiling de PAN@CLEF.
5.3.1. Corpus
El corpus está compuesto por tweets que tratan sobre el debate de la independencia
de Cataluña [75]. extráıdos de la red social Twitter durante las elecciones regionales
de septiembre de 2015, que fueron interpretadas por muchos poĺıticos y ciudadanos
como un referéndum sobre la posible independencia de Cataluña.
Con respecto al número de muestras, es necesario tener en cuenta que el corpus está
desbalanceado en cuanto a las clases sobre la independencia de Cataluña, existiendo
un claro sesgo, tal como se muestra en la Figura 5.2, entre las clases AGAINST y
NEUTRAL con respecto a la clase FAVOR. Este desbalanceo no ocurre en la tarea
de Gender, como se puede observar en la Figura 5.3.
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Figura 5.2: Número de muestras por clase para la tarea Stance.
Figura 5.3: Número de muestras por clase para la tarea Gender.
En ambos casos se ha utilizado la misma partición del corpus para entrenamiento y
desarrollo, 80 % para el conjunto de entrenamiento, y 20 % para validación, escogidos
de forma aleatoria de entre todo el conjunto de muestras para reducir sesgos en el
conjunto de validación debido al orden de las muestras.
Considerando dicha partición del conjunto de muestras en entrenamiento y valida-
ción, algunas caracteŕısticas del corpus se muestran en la tabla 5.5.
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Palabras Caracteres
Longitud media por tweet 18.09 108.32
Talla del vocabulario 7221 68
Fuera de vocabulario 866 2












Tabla 5.5: Estad́ısticas del corpus Stance and Gender.
En el preproceso realizado para la tarea de detección de género, se eliminan acen-
tos y se convierten a minúsculass los tweets del corpus. También se sustituyen urls,
emoticonos, menciones, hashtags y números por tokens especiales (se asume que es
más importante el hecho de poner hashtags, emoticonos, menciones y números que
el valor concreto de dichos tokens). Además, se usa el mismo tokenizador que en la
tarea COSET, una expresión regular del estilo de (?u)\b\w\w+\b.
En el preproceso para la tarea de Stance, también se eliminan acentos y se convier-
ten a minúsculas los tweets. En este caso, se sustituyen urls y números y se mantienen
emoticonos, menciones y hashtags (para esta tarea śı interesa más el valor concreto
de los emoticonos, menciones y hashtags que el hecho de poner algún tipo de estos
tokens en el tweet). Además, se emplea el tokenizador de Keras [14], el cual separa
por espacios y no elimina signos de puntuación.
5.3.2. Caracteŕısticas de los modelos
Para llevar a cabo la representación de los tweets e intentar capturar la información
más relevante de éstos, se han considerado distintos tipos de caracteŕısticas. Entre las
caracteŕısticas utilizadas, destacamos:
Embeddings: representación secuencial de tweets, formada por embeddings
Word2Vec de las palabras que las componen. Estos embeddings han sido en-
trenados con el framework Gensim [62] y art́ıculos de Wikipedia en español
[83].
Bag-of-ngrams: unigramas y bigramas de palabras y caracteres usando una
representación basada en bolsa de ngramas.
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One-hot vectors: representación secuencial de tweets, formada por vectores
one-hot de las palabras que las componen.
Por último, debido a que la tarea de Stance está estrechamente relacionada con
el análisis de sentimientos, también hemos probado el uso de lexicones de polaridad.
Concretamente, se ha hecho uso del lexicón NRC traducido al español [56] como ca-
racteŕıstica adicional a las planteadas en esta sección.
5.3.3. Sistemas desarrollados
Hemos explorado diferentes modelos, que vaŕıan en función del tipo de representa-
ción de los tweets. De esta manera, para tratar con las representaciones secuenciales
formadas por vectores que representan palabras o caracteres (embeddings y vectores
one-hot respectivamente), se ha empleado un stack de redes recurrentes, concreta-
mente LSTM y CNN.
Por otro lado, para tratar con las representaciones basadas en bag-of-ngrams (tanto
a nivel de palabra como a nivel de caracter), hemos empleado SVM [16] y MLP.
Con respecto a las caracteŕısticas adicionales, extráıdas del lexicón de polaridad
NRC, éstas solo se han empleado con la representación secuencial que hace uso de
embeddings. Con esto, la topoloǵıa de la red neuronal usada como modelo, es muy
similar a la descrita en [27] pero sin la subred dedicada a procesar la secuencia de
embeddings obtenidos con el corpus de entrenamiento.
Una vez se han determinado los modelos, se debe realizar una etapa de ajuste para
seleccionar la representación y los modelos (incluyendo sus hiper-parámetros) más
adecuados para cada subtarea, considerando las métricas de evaluación como criterio
de optimización. Este proceso de ajuste se realiza con la partición entrenamiento y
validación.
Además, debido a la imposibilidad de evaluar todas las posibles combinaciones de
modelos y representaciones, únicamente se han considerado aquellas que tienen más
sentido o se han comportado correctamente en problemas abordados anteriormente.
La tabla 5.6 muestra las combinaciones más relevantes de caracteŕısticas y modelos,
77
aśı como los resultados obtenidos durante la fase de ajuste.
Sistema Caracteŕısticas Stance (macro F1) Gender (Accuracy)
CNN+LSTM Embeddings 51.84 64.47 %
CNN+LSTM Embeddings+NRC 48.80 -
CNN+LSTM One-Hot 55.10 -
MLP Word 1-2gramas - 59.72 %
MLP Char 2-gramas - 63.81 %
SVM Word 1-2gramas - 58.30 %
SVM Char 2-gramas - 66.92%
SVM Char 1-2-gramas - 66.99%
Tabla 5.6: Resultados obtenidos en la fase de ajuste.
Con respecto a la tarea Stance, tal como se puede ver en la primera fila de la tabla
5.6, con la representación secuencial a nivel de embeddings de palabras, los resultados
obtenidos son de 51.84 macro-F1. Desafortunadamente, se obtienen peores resultados
si esta representación se combina con la secuencia de polaridades de las palabras de
la frase (obtenidas mediante el lexicón NRC).
Como ya se ha comentado, también se ha empleado una representación secuen-
cial formada por vectores one-hot a nivel de caracter, la cual es procesada con la
misma red de experimentos anteriores (stack de LSTM y CNN). Esta representación
junto con dicho stack de redes neuronales ha obtenido los mejores resultados en la
etapa de ajuste, 55.10 macro-F1, tal como se puede ver en la tercera fila de la tabla 5.6.
Por otro lado, con respecto a la tarea de Gender, aunque la representación secuen-
cial a nivel de palabras (con embeddings de Wikipedia) procesada usando el stack de
LSTM y CNN, ha obtenido buenos resultados, 64.47 % Accuracy, los mejores resulta-
dos en la fase de ajuste se han alcanzado haciendo uso de representaciones basadas en
bag-of-ngrams de caracteres. La misma representación (bag-of-ngrams) pero a nivel
de palabra ha obtenido peores resultados en esta tarea.
Los modelos que mejores resultados han obtenido son SVM con kernel lineal. Más
concretamente, el modelo SVM que usa bag-of-unigrams de caracteres como represen-
tación de tweets ha alcanzado 66.92 % de Accuracy ; mientras que, si se concatena la
representación bag-of-bigrams de caracteres al modelo bag-of-unigrams, se incrementa
ligeramente el Accuracy a 66.99 %. Estos resultados se pueden observar en las dos
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últimas filas de la tabla 5.6.
5.3.4. Resultados
En vista de los resultados obtenidos durante la etapa de ajuste y debido a las
limitaciones de la tarea, decid́ımos enviar únicamente los dos siguientes runs a la
competición:
Run1
• Stance detection: CNN + LSTM + char-one-hot
• Gender detection: SVM + bag-of-2grams (caracteres)
Run2
• Stance detection: CNN + LSTM + char-one-hot
• Gender detection: SVM + bag-of-1grams (caracteres) + bag-of-2grams
(caracteres)
Las tablas 5.7 y 5.8 muestran los resultados oficiales obtenidos por nuestros sis-
temas en las tareas de Stance y Gender respectivamente. La posición obtenida por
nuestros sistemas en la competición se incluye entre paréntesis.
run Sistema y caracteŕısticas macro F1
run1/run2 CNN+LSTM + char-one-hot vectors 46.37 (4/35)
Tabla 5.7: Resultados oficiales en la tarea Stance.
run Sistema y caracteŕısticas Accuracy
run1 SVM + bag-of-2grams of chars 68.55 % (1/23)
run2 SVM + bag-of-1grams + bag-of-2grams of chars 58.74 % (16/23)
Tabla 5.8: Resultados oficiales en la tarea Gender.
Una vez analizados los resultados obtenidos, tanto en la etapa de ajuste como en
la competición oficial sobre el test final, consideramos necesario destacar algunas si-
tuaciones interesantes.
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En ambas tareas, los métodos basados en deep-learning ofrecen resultados com-
petitivos. Sin embargo, en el caso de la tarea Gender, los mejores resultados se han
obtenido con un modelo basado en SVM con representación bag-of-chars de los tweets.
Otro punto a destacar es que nuestro sistema 1 es el único de la competición que su-
pera el mejor baseline propuesto por los organizadores, además, con cierta holgura (3
puntos de Accuracy).
Siguiendo con el problema del desbalanceo en el caso de Stance, si dicho desbalan-
ceo es muy pronunciado, puede causar que los modelos basados en redes neuronales
asignen a todas las muestras la clase mayoritaria (las probabilidades a priori dominan
la clasificación). Esto se ha solucionado en la tarea Stance mediante un escalado de
la función de loss durante la fase de entrenamiento, de igual forma que en la tarea de
COSET.
Aśı, abordar el problema del desbalanceo ha resultado ser un factor clave para en-
trenar correctamente los modelos basados en redes neuronales, lo que ha permitido
prevenir que dichos modelos clasifiquen todos los tweets en las clases AGAINST y
NEUTRAL (clases mayoritarias con mucha diferencia en el corpus español de Stance).
Continuando con la tarea Stance, la representación secuencial a nivel de caracteres
con vectores one-hot ha sido utilizada debido al creciente interés que este tipo de
representaciones está teniendo en el área del deep-learning aplicada a problemas de
lenguaje natural y a los buenos resultados que permite obtener en problemas similares
[86].
Por último, hemos podido comprobar como, efectivamente, este tipo de represen-
tación (en conjunto con un stack de LSTM y CNN que permite manejar secuencias
de vectores) provee resultados competitivos en problemas de text classification como




La vida es el arte de sacar
conclusiones suficientes de premisas
insuficientes.
Samuel Butler
Durante la realización del presente proyecto se han alcanzado con éxito los obje-
tivos propuestos, entre los que destacan la formación del alumno en áreas como el
deep learning y el desarrollo e implementación de técnicas para problemas relacio-
nados con el área de PLN, de forma que éstas, han sido empleadas en el proyecto
ASLP-MULAN [84] y sirven como base para algunos de los sistemas a desarrollar en
próximos proyectos.
Con respecto a la formación del alumno en el área del deep learning, se ha llevado
a cabo un proceso de estudio de la bibliograf́ıa más relevante, que propone modelos
que constituyen el estado del arte en algunos de los problemas tratados, y se han
implementado algunos de dichos modelos con el objetivo de ser utilizados en trabajos
futuros para tareas de PLN.
Por otro lado, en lo referente a las representaciones de texto, se ha realizado un
estudio de distintos tipos de representaciones, procesadas en las tareas abordadas me-
diante modelos de deep learning, con el objetivo de analizar propiedades de éstas para
determinar su interés en determinados tipos de tareas, como por ejemplo sentiment
specific word embeddings [74] en tareas de sentiment analysis.
Aśı, gran parte de las técnicas de deep learning aplicables a problemas de PLN y
las representaciones de texto, comentadas en los caṕıtulos dos y tres de la presente
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memoria respectivamente, han sido evaluadas en diversas tareas propuestas en compe-
ticiones nacionales e internacionales como SemEval2017@ACL [65], IberEval@SEPLN
[75] [22] y TASS@SEPLN, obteniendo resultados competitivos en ellas [25] [26].
Algunas tareas mencionadas a lo largo de la memoria han sido excluidas de ésta,
debido a ciertas limitaciones relacionadas con el espacio y el tiempo necesario para
detallarla, a destacar: Fine-Grained Sentiment Analysis on Financial Microblogs and
News de SemEval2017@ACL o Sentiment Analysis at Tweet level y Aspect-based Sen-
timent Analysis de TASS@SEPLN.
También, para el proyecto ASLP-MULAN en el cual se enmarca este trabajo de
fin de máster, se han desarrollado e implementado con éxito otros sistemas que no
han sido expuestos en la memoria, como bots conversacionales mediante modelos
sequence-to-sequence [78] o modelos de lenguaje recurrentes para generación de texto
[2].
En lo referente a los recursos computacionales que han sido utilizados a lo largo del
proyecto, en algunas ocasiones de forma paralela, por ejemplo para entrenar varios
modelos de embeddings simultáneamente, destacar el empleo de dos tarjetas gráficas
GeForce GTX 1080 y una GeForce GTX TITAN X, instaladas en tres máquinas con
procesadores Intel Xeon CPU E5-1660 v2@3.70 GHz y Xeon CPU E5-1620 v3@3.70
GHz.
Se ha logrado cierta especialización en áreas de interés para el alumno como son
el deep learning y PLN, aplicando los conocimientos adquiridos en el desarrollo e
implementación de sistemas de interés, evaluados en tareas de workshops nacionales
e internaciones y con aplicabilidad en el proyecto ASLP-MULAN, para problemas de
gran repercusión en la actualidad como sentiment analysis, stance detection o author
profiling.
Y no solo ésto, también se ha mejorado la capacidad de trabajo en equipo me-
diante las reuniones realizadas con los investigadores del proyecto ASLP-MULAN y
los tutores del trabajo de fin de máster, adquiriendo aśı competencias transversales




Dejen que el futuro diga la verdad y
evalúe a cada uno de acuerdo a sus
trabajos y a sus logros. El presente
es de ellos, pero el futuro, por el
cual trabajé tanto, es mı́o.
Nikola Tesla
El trabajo futuro a realizar se enmarca en un nuevo proyecto, pendiente de apro-
bación, continuación de ASLP-MULAN, que abarca diversas áreas como Knowledge
Processing, Multimedia Analytics y Inclusive and Natural communication. Además, el
alumno está pendiente de la beca para formación de profesorado universitario (FPU),
del Ministerio de Educación Cultura y Deporte (MECD), habiendo superado ya la
primera fase, para llevar a cabo la tesis de doctorado en este tipo de temas. Más
concretamente, en el nuevo proyecto se explorarán con detalle tareas del área de Mul-
timedia Analytics.
Entre estas tareas destacan sentiment analysis a nivel de aspectos y stance, como
continuación de lo ya realizado en este proyecto. Además, se abordarán nuevas tareas
como seguimiento de tendencias (aplicado a tendencias poĺıticas, radicalización, etc.,
comprendiendo los temas que influyen en los picos de las sucesiones), predicción y se-
guimiento de reputación en redes sociales o detección de emociones, sarcasmo, irońıa
y otros aspectos clave de las opiniones en dichas redes sociales.
En lo referente a tareas de Inclusive and Natural Communication, como extracción
de resúmenes, generación de lenguaje o bots conversacionales, se pretende hacer uso
de modelos basados en deep learning, que constituyen el estado del arte en las tareas
mencionadas, algunos de los cuales han sido mencionados en la presente memoria
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(sequence-to-sequence, modelos de lenguaje recurrentes, etc.).
Con respecto a técnicas más espećıficas, una de las tareas futuras consiste en la
generación de muestras sintéticas (data augmentation) con la técnica basada en mode-
los generativos, comentada en el apartado dedicado a data augmentation del caṕıtulo
dos. Además, también se plantea la utilización de métodos de optimización bayesiana
[70] [4] para estimar los hiperparámetros de los modelos basados en redes neuronales
para tareas similares a las ya abordadas.
Por último, con el objetivo de facilitar las realización de futuras tareas de text
classification, se pretende implementar un framework que reúna y simplifique todas
las técnicas de PLN comentadas en esta memoria, aśı como facilite la utilización de
modelos basados en deep learning aplicables a tareas más generales.
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