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Mrazek et al. [14] proposed a unied approach to curve estimation which combines
localization and regularization. In this thesis we will use their approach to study
some asymptotic properties of local smoothers with regularization. In Particular, we
shall discuss the regularized local least squares (RLLS) estimate with correlated errors
(more precisely with stationary time series errors), and then based on this approach
we will discuss the case when the kernel function is dirac function and compare our
smoother with the spline smoother. Finally, we will do some simulation study.
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In this small chapter we will see the basic denitions of the Landau symbols in normed
vector spaces. In mathematical statistics by letting the sample size N tend to innity,
we are confronted with sequences of vectors and matrices increasing in size. These
sequences as they are do not form normed vector spaces and thus the mathematical
tools do not apply immediately. A way out is to redene these sequences in a way
such that the resulting sequences form normed vector spaces. Thus, the mathematical
tools hold without any problem.
1.1 Preliminary notations and denitions
Denition 1.1.1. Let fangn2N, fbngn2N be sequences of real numbers. We dene the
following notations:
1. an = O (bn) if and only if
anbn   c for some c > 0 and all n 2 N.





3. anbn if and only if an = O(bn) and bn = O(an).
1




= 1 (or equivalently an = bn + o(bn)).
Remark 1.1.1. Let fangn2N, fbngn2N be sequences of real numbers. Then
1
2
(an + bn)  an _ bn  an + bn ) (an _ bn) (an + bn)
anbn
an + bn
 an ^ bn  2anbn
an + bn
) (an ^ bn) anbn
an + bn
where x ^ y := min(x; y), x _ y := max(x; y) for x; y 2 R.
Denition 1.1.2. Let fvngn2N be a sequence in a normed vector space (V; kk), and
fangn2N be a sequence of real numbers. We dene the following notations:
1. vn = O (an) if and only if kvnk = O(an).
2. vn = o (an) if and only if kvnk = o(an).
Denition 1.1.3. Let A1; A2; : : : , B1; B2; : : : , and A be real random variables on a
probability space (
;F ;P).
1. An = Op (Bn) i 8" > 0 9M > 0 such that P
nAnBn  > Mo < "; 8n 2 N.
2. An = op (Bn) i 8" > 0 limn!1 P
nAnBn  > "o = 0.
3. An  Bn i An = Bn + op(Bn).
4. convergence almost surely: An
a:s: !A i P flimn!1An = Ag = 1.
5. convergence in probability: An
P !A i An   A = op (1) ; as n!1.
6. convergence in rth mean: An
r !A i E jAn   Ajr = o (1) ; as n ! 1 where
r > 0.
37. convergence in distribution: An
L !A i P fAn < xg ! P fA < xg = F (x), at
every point of continuity of F (x) as n!1.
Proposition 1.1.1. Let fangn2N, fbngn2N, fcngn2N be positive sequences of real num-
bers. Then
i) O (an) +O (bn) = O (max (an; bn)).
ii) if cn = O (an) and cn = O (bn), then cn = O (min (an; bn)).
iii) O (an)O (bn) = O (anbn), O (anbn) = anO (bn).
iv) (O (an))
r = O (arn) for r > 0.
v) o (an)O (bn) = o (anbn).
vi) the statements i), ii), iii), iv) remain valid if O is everywhere replaced by o, Op,
or op.
vii) the statement v) remains valid if o, O is everywhere replaced by op, Op respec-
tively.
Proposition 1.1.2. Let X;X1; X2; : : : be random variables on a probability space
(
;F ;P) and r > 0. The following implications hold:
1. Xn
a:s: !X ) Xn P !X.
2. Xn
r !X ) Xn P !X.
3. Xn
P !X ) Xn L !X.
4. Xn
P !X; jXnj  jY j a.s. 8n 2 N; and E jY jr <1 ) Xn r !X.
4Denition 1.1.4. A function g : R! R is called Lipschitz continuous on the interval
[a; b] with constant L > 0 if the following condition holds:
jg (x)  g (y)j  L jx  yj for all x; y 2 [a; b]
Denition 1.1.5. A function g : R! R is called Holder continuous on the interval
[a; b] with constant H > 0 and exponent 0 <  < 1 if the following condition holds:
jg (x)  g (y)j  H jx  yj for all x; y 2 [a; b]
Denition 1.1.6. Suppose f : R! R is a function. Then the support of f (written
as supp f), is the set
supp f = fx 2 R j f(x) 6= 0g:





u2 if juj  c;
cjuj   1
2
c2 if juj > c:
(1.1.1)
1.2 Building the normed vector space of Matrices




for all vectors u = (u1; : : : ; uN)






for all matrices A = (Aij)i;j=1;:::;N 2 MNN(R), where MNN(R) is the set of all
N N matrices.
5A technical problem we confront in our work is that the vectors and matrices we are
dealing with come from RN and MNN(R) respectively. Whenever N is xed there
is no problem. But since we are interested in an asymptotic analysis we shall have
N ! 1. Then, for dierent sample sizes we have vectors and matrices of dierent
sizes. This means that these vectors no longer form a vector space and same holds
for the matrices. Thus, we have to dene a new normed vector space in order to
overcome this problem!







This can be turned into a vector space by dening vector addition as
(Aij)i;j2N + (Bij)i;j2N = (Aij +Bij)i;j2N
and the scalar multiplication as
(Aij)i;j2N = (Aij)i;j2N






denes a norm on M1(R). In fact, M1(R) is a complete metric space with respect
to this norm, and therefore is a Banach space.
The normed space
 MNN(R); kk1 is isometrically imbedded inM1(R); kkM1(R)
since the mapping




Aij if i; j 2 f1; : : : ; Ng ;
0 if i; j 2 Nn f1; : : : ; Ng
is isometric imbedding. Thus we can write MNN(R)  M1(R) and we have for
A 2MNN(R),
kAk1 = kAkM1(R)














ui if i 2 f1; : : : ; Ng and j = 1;
0 otherwise
is isometric imbedding. Thus we can write RN M1(R) and we have for u 2 RN ,
kuk1 = kukM1(R)
Throughout our work we will use the norm kkM1(R) for matrices and vectors which




In this chapter, we introduce the general idea of smoothing and, in particular, kernel
smoothing, and spline smoothing. Then we introduce the general approach for image
denoising developed by Mrazek et al. [14]. Based on this approach we present some
spacial cases.
2.1 Introduction
Statisticians realized that pure parametric thinking in curve estimations often does
not meet the need for exibility in data analysis and the development of hardware
created the demand for theory of now computable nonparametric estimates. A re-
gression curve describes a general relationship between an explanatory variable X
and a response variable Y . If N data points f(Xi; Yj)gNi=1 have been collected, the
regression relationship can be modeled as
Yj = m(Xj) + "j; j = 1; :::; N; Xj; Yj 2 R
with unknown regression function m and observation errors "j. The task of approx-
imating the mean function can be done essentially in two ways. The quite often
7
8used parametric approach and as alternative one could estimate m nonparametri-
cally without reference to a specic form. A preselected parametric model might be
too restrictive or of too low-dimension to t unexpected features, whereas the non-
parametric smoothing approach oers a exible tool in analyzing unknown regression
relationships. It has been observed that parametric models are too restrictive to give
reasonable explanations of observed phenomena.
Denition 2.1.1. The general nonparametric regression model is dened as:
Yj = m(Xj) + "j; j = 1; :::; N; Xj; Yj 2 R (2.1.1)
where m is unknown function and "1; :::; "N denote zero-mean random variables with
variance 2" <1.
Denition 2.1.2. If X1; :::; XN are assumed to be independent and identically dis-
tributed random variables and additionally independent of "1; :::; "N then the model
(2.1.1) is called stochastic design model:
Yj = m(Xj) + "j; j = 1; :::; N
X1; :::; XN i.i.d. with density p (x) and independent of "1; :::; "N
9>=>; (2.1.2)
In this case we have
m (x) = E (Yj j Xj = x) ; j = 1; :::; N:
Denition 2.1.3. If X1; :::; XN are xed Xj = xj; j = 1; :::; N then the model (2.1.1)
is called deterministic design model.
In many experiments the xed points xj are taken from an equidistant grid on an
interval [a; b]; without loss of generality, it can be assumed that [a; b] = [0; 1].
9The deterministic equidistant model:
Yj = m(xj) + "j; j = 1; :::; N




; j = 1; :::; N
9>>>>=>>>>; (2.1.3)
2.2 Local-average methods, basic idea of smooth-
ing
Consider general nonparametric regression model (2.1.1). If m is believed to be
smooth, then the observations at Xj near x should contain information about the
value of m. Thus it should be possible to use something like a local average of the
data near x to construct an estimator of m (x).
For the trivial case, in which the regression curve m (x) is a constant, estimation
of m reduces to the point estimation of location, since an average over the response
variable Y yields an estimate of m, i.e.






P !m0 by law of large numbers:
If the assumed curve is modelled as a smooth continuous function of a particular
structure which is "nearly constant" in small neighborhoods around x, then estimate






where Nx = number of non-vanishing summands. This local averaging procedure
can be viewed as the basic idea of smoothing. More formally, this procedure can be
10






WNj(x)  Yj; (2.2.1)
where the weights WNj(x) are large if jx Xjj small, and they may depend on all
X1; X2; :::; XN simultaneously.
Denition 2.2.1. The regression estimator m^(x) of the form (2.2.1) is called weighted
local averages estimator or smoother.
2.3 Kernel methods
A conceptually simple approach to a representation of the weight sequence fWNj(x)gNj=1
is to describe the shape of weight function WNj(x) by a density function with a scale
parameter that adjusts the size and the form of the weight near x. It is quite common
to refer to this shape function as a kernel K.
Denition 2.3.1. A functionK : R! R is called a kernel if it is bounded, continuous









) whereK is kernel and h > 0 is called the rescaled
kernel with bandwidth h .
Some examples of kernels are:




if juj  1;
0 if juj > 1:
 triangle kernel: K (u) =
(
1  juj if juj  1;
0 if juj > 1:
11




(1  u2) if juj  1;
0 if juj > 1:





Denition 2.3.2. Consider the deterministic equidistant design model (2.1.3). The
Priestley-Chao (PC) kernel estimator ofm with bandwidth (or smoothing parameter)






Kh(x  xj)Yj; x 2 [0; 1]
where K is kernel function.
The corresponding weights WNj (x) = Kh (x  xj).
Denition 2.3.3. Consider the deterministic equidistant design model (2.1.3). The
Gasser-Muller (GM) kernel estimator of m with bandwidth (or smoothing parameter)






Kh(x  u)du  Yj; x 2 [0; 1]
where K is kernel function, s0 = 0, sj =
xj+xj+1
2
for j = 1; :::; N   1 and sN = 1.
The corresponding weights WNj (x) = N
sjR
sj 1
Kh(x  u)du  Yj.
Denition 2.3.4. Consider the stochastic design model (2.1.2). The Rosenblatt-
Parzen (RP) kernel density estimate of p (x) with bandwidth h > 0 is dened as:






and the Nadaraya-Watson (NW) kernel estimate ofm with bandwidth h > 0 is dened
as:







where K is kernel function.
The corresponding weights WNj (x) = Kh (x Xj) =p^ (x; h).
Denition 2.3.5. (local and global error measures) Consider the deterministic equidis-
tant design model (2.1.3) and m^ () is an estimator of m().
1. The mean squared error of m^ () at a point x is dened as:
mse (m^ (x)) = E (m^ (x) m (x))2 (2.3.1)
2. The mean integrated squared error of m^ () on the interval [a; b] is dened as:
mise (m^ ()) = E
bZ
a
(m^ (x) m (x))2w (x) dx (2.3.2)
where w is a nonnegative weight function.
The mise can be written as
mise (m^ ()) =
bZ
a
mse (m^ (x))w (x) dx
The following theorem provides an asymptotic expansion of the mean-squared
error and, as an immediate consequence, the consisting of the PC-estimate. Such
results are well known in the literature, compare, e.g., the monograph by Hardle [1].
We want to stress the precise form of the error term as a function of N and h and,
therefore, give a proof of the following version.
Theorem 2.3.1. Assume the deterministic equidistant design model (2.1.3) with i.i.d.
errors, m^(x; h) is PC-estimate of m (x), and
1. K is a nonnegative, symmetric kernel with compact support [ 1; 1],
13
2. K is Lipschitz continuous on [ 1; 1],
3. m is twice continuously dierentiable on [0; 1],
4. m00 is Holder continuous on [0; 1] with exponent 0 <  < 1,
5. N !1, h! 0, Nh2 !1.
Then
(i) bias (m^ (x; h)) = E (m^ (x; h))   m (x) = h2
2




























2" = Var ("j) ; j = 1; :::; N
(iii) the mean squared error of m^ (x; h) is














uniformly in x 2 [h; 1  h], where the asymptotic mean squared error is given
by










i.e. m^ (x; h) is consistent estimator of m (x).
14
Two lemmas before the proof:













































By the mean-value theorem of integration there are yj 2 [xj 1; xj], j = 1; :::; N , where
x0 = 0, such that:
xjZ
xj 1






































Lemma 2.3.3. Assume a kernel K, and a function m : [0; 1] ! R satisfying condi-






Kh (x  xj)m (xj) =
Z 1
 1






















as N !1 s.t. h! 0.




jKh (x  y)m (y) Kh (x  z)m (z)j  jKh (x  y)m (y) Kh (x  y)m (z)j+
jKh (x  y)m (z) Kh (x  z)m (z)j
 jKh (x  y)j jm (y) m (z)j+




















jy   zj = C
h2
jy   zj
where A = supuK (u), M = supum (u), M
0 = supum
0 (u), C = AM 0 + MCK .





Kh (x  xj)m (xj) =
Z 1
0


























ii) Using Lemma 2.3.2 with the function g (y) = K2h (x  y) which is Lipschitz con-








K2h (x  xj) =
Z 1
0





























Proof of Theorem 2.3.1. i) Using Lemma 2.3.3, we have










K (u)m (x  hu) du m (x)
Z 1
 1















and using Taylor expansion we get for some  2 [0; 1]





m0 (x) ( hu) + 1
2





































since, uniformly for all x 2 [h; 1  h], we have

































ii) Using Lemma 2.3.3,





















iii) Combining the bias and variance expansion, we get for N !1, h! 0, Nh2 !1



































As m00 is bounded, the assertion of iii) holds uniformly for all x 2 [h; 1  h].
Corollary 2.3.4. Assume the conditions of Theorem 2.3.1 and w (x) is a continuous
weight function with support [; 1  ] and w (x) > 0 for all x 2 (; 1  ) and some
 > 0. Then














where the asymptotic mean integrated squared error are given by











(m00 (x))2w (x) dx (2.3.4)
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2.3.1 Bandwidth selection
The choice of an appropriate bandwidth h plays a prominent role in nonparametric
regression. For each nonparametric regression method, one has to choose how much to
smooth for the given dataset. In this section we consider the deterministic equidistant
design model (2.1.3) with i.i.d. errors and the PC-estimator m^ (; h) as an estimator
of m (). In the literature several bandwidth selection procedures have been presented
that optimize quadratic error measures for the regression curve and its derivatives.
Denition 2.3.6. Let d (h) be an performance criterion. We say that a bandwidth




as N !1, where HN is the range of permissible bandwidth.
There are a number of alternative optimality criteria in use. Firstly, we may be
interested in the quadratic loss of the estimator at a single point x, which is measured
by the mean squared error mse (m^ (x; h)). Secondly, we may be only concerned with
a global measure of performance. In this case we may consider the mean integrated
squared error, dM (h) = mise (m^ (; h)).










is asymptotically optimal bandwidth at x with respect to mse.
If h  N  15 then mse (m^ (x; h))  amse (m^ (x; h))   2"QK + 14 (m00 (x))2 V 2KN  45 .
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Corollary 2.3.6. Under the conditions of Corollary 2.3.4, and also m00 does not














is asymptotically optimal bandwidth with respect to mise.
If h  N  15 then mise (m^ (; h))  amise (m^ (; h))   2"QKI1 + 14V 2KI2N  45 , where
I1 =
R
w (x) dx, I2 =
R
(m00 (x))2w (x) dx.
As seen from either (2.3.5), (3.3.12) the asymptotically optimal bandwidth de-
pends on m00 and 2" which are unknown. As an equivalent alternative to mise we
consider its in-sample version, the averaged squared error




(m^ (xi; h) m (xi))2w (xi)
where w (x) is nonnegative weight function.
Proposition 2.3.7 (Marron and Hardle, [1]).
ase (m^ (; h))
mise (m^ (; h))
a:s: ! 1





for arbitrary 0 <  < 1
2
.
2.3.2 Leave-one-out cross-validation method
Cross-validation is a convenient method of global bandwidth choice for many problems
and relies on the well established principle of out-of-sample predictive validation.
Suppose that optimality with respect to dA (h) is the aim. We must rst replace
dA (h) by a computable approximation to it. A naive estimate would be to just
20






[Yj   m^ (xj; h)]2w (xj)
which is called the averaged squared prediction error. Unfortunately,  (h) is a biased
estimate of dA (h).
Figure 2.1 shows that h^1 = argminh  (h) is strongly biased estimate of argminh dA (h)!
The intuitive reason for the bias in  (h) is that the observation Yj is used (in m^ (xj; h))
to predict itself. There are several ways to nd an unbiased estimate of ase, one of
them is leave-one-out-technique. The simplest way to avoid this problem is to remove

















Figure 2.1: The averaged squared error and the averaged squared prediction error
for a simulated data set f(xi; Yj)gi=1;:::;N generated from Yj = m (xj) + "j, xj = jN ,






function was w (x) = 1.






[Yj   m^ j (xj; h)]2w (xj)
as an alternative estimate of dA (h) where






Kh(x  xi)Yi; j = 1; : : : ; N
21




The CV-function for a simulated data set is shown in Figure 2.2. We note that
argminhCV (h) ' argminh dA (h).





















Figure 2.2: The CV-function and the averaged squared error for a simulated data set
f(xi; Yj)gi=1;:::;N generated from Yj = m (xj) + "j, xj = jN , "1; : : : ; "N i.i.d. N (0; 1),









. The weight function was w (x) = 1.
Theorem 2.3.8 (Marron and Hardle, [1]). Under smoothness and other regularity
assumptions on K; m and moment conditions on "j, h^CV is asymptotically optimal
with respect to mise.
2.4 Spline Smoothing
Another well known method in nonparametric regression estimation is the method of
spline smoothing. For example, under model (2.1.3), the spline estimator m^SP (x; )
22










over functions g which are twice continuously dierentiable. The parameter  > 0 is
a smoothing parameter which controls the trade-o between smoothness (measured
here by the total curvature
R 1
0
(g00 (x))2 dx) and goodness of t to the data (measured
here by the least-squares). The larger the value of  the smoother the estimate.
This idea of spline smoothing is due to Schoenberg [15] and Reinsch [16]. However,
the idea of penalizing a measure of goodness of t by a one for roughness was described
already by Whittaker [17]. Such that this approach is called regularization in image
analysis and other branches of mathematics.
In 1984, Silverman [18] showed that spline smoothers (which could be written as
in (2.2.1) with weights W
()
Nj (x)) are asymptotically equivalent to kernel estimates.
Theorem 2.4.1 (Silverman, [18]). Assume the xed design model (2.1.3). Then the
spline smoother m^SP (x; ) for (xj; Yj), j = 1; : : : ; N , can be written in the form






Nj (x)Yj for x 2 [0; 1]
where, under the conditions N !1, ! 0, N1 " !1 for some " > 0, the weights
W
()

































The kernel KSP is symmetric with
R
u2KSP (u)du = 0.
2.5 Approach by Mrazek et al.
Pavel Mrazek et al. [14] established a general approach for image denoising which
combines localization and regularization. For localization, we add a weight function
to the target function to be minimized; we will see an example in problem (3.2.1),
which give the NW kernel estimate as the solution. For regularization, we add a
penalizing term which leads to extra tuning just like in spline smoothing. In this
approach, we work under the "deterministic Equidistant Design" (2.1.3) which we
recall here:
Yj = m(xj) + "j; j = 1; :::; N




; j = 1; :::; N
9>>=>>;










 jui   ujj2!S  jxi   xjj2
where u = (u1; : : : ; uN).
Minimizing Q with respect to u shall give an estimate of (m(x1); : : : ;m(xN)), call it
u^ = (u^1; : : : ; u^1).
The Data Loss Function 	D is a penalizing function measuring the t of u^i to the ob-
servations Y1; : : : ; YN , where the Smoothness Loss Function 	S is penalizing function
measuring the smoothness of the solution. The Data and the Smoothness Weighting
24
Functions !D, !S take care of the localization eect. The tuning parameter   0
balances between t and smoothness.
2.5.1 Some Special Cases
Let K;L be Kernel functions and h; g > 0. Then
1. If we set 	D (s
2) = s2, !D (x
2) = 1, and  = 0, then u^i is the Least-Squares
estimate (the mean).
2. If we set 	D (s
2) = jsj, !D (x2) = 1, and  = 0, then u^i is the Least-Absolute
Deviation estimate (the median). The solution is obtained by the so-called
median minimizing property (for example, see [4]).
3. If we set 	D (s
2) = (s), !D (x
2) = 1, where  is the Huber loss function and
 = 0, then u^i is the Huber M-estimate.
4. If we set 	D (s
2) = s2, !D (x
2) = Kh(x), and  = 0, then u^i is the Local
Least-Squares estimate (The well known NW-estimate).
5. If we set 	D (s
2) = (s), !D (x
2) = Kh(x), and  = 0, where  is the Huber loss
function, then u^i is the Local Huber M-estimate.
6. If we set 	D (s
2) = s2, !D (x
2) = Kh(x), 	S (s
2) = s2, !S (x
2) = Lg(x), and
  0, then u^i is the Regularized Local Least-Squares estimate.
7. If we set 	D (s
2) = (s), !D (x
2) = Kh(x), 	S (s
2) = s2, !S (x
2) = Lg(x), and
  0, then u^i is the Regularized Local Huber M-estimate.
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8. If we set 	D (s
2) = s2, !D (x
2) = (x2), where  is the dirac function, 	S (s
2) =
s2, !S (x
2) = Lg(x), and   0, then u^i is a Quadratic Regularized Interpolation
estimate.
9. If we set 	D (s
2) = s2, !D (x
2) = (x2), where  is the dirac function, 	S (s
2) =
(s), !S (x
2) = Lg(x), and   0, then u^i is a General Regularized Interpolation
estimate.
The goal of the next chapter is to consider the case of the Regularized Local Least-
Squares estimate and the errors "j, j = 1; : : : ; N in the model (2.1.3) will be assumed
correlated. And in the fourth Chapter we will consider the case 8. where the data
Weighting function !D is the dirac function
(x) =
(
1 if x = 0;




estimator with time series errors
A vast literature now exists on using kernel smoothers to estimate regression functions
nonparametrically. Practically most of this literature is based on the assumption that
the observed data are uncorrelated. In essence this assumption implies that any ob-
served trends, whether long or short term, are either deterministic in nature or simply
anomalous chance occurrences. Such an implication is clearly undesirable. There are
many settings, such as in time series analysis, where it is reasonable to model slowly
varying trends deterministically, but to explain any other regular behavior in the data
by means of a correlated model. Further more, kernel estimators are sometimes used
to smooth data which result from processing uncorrelated data. Such processing can
introduce correlation into the data to be smoothed. An example of the latter phe-
nomenon occurs in the estimation of heteroscedasticity in regression (see [24]).
In this chapter we shall see some asymptotic properties of the Regularized Local
Least-Squares estimate under the deterministic equidistant design model, where we
26
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assume that the errors come from a stationary time series. Firstly, we introduce some
needed concepts from time series analysis and then we derive the mean-squared error
asymptotic expansion. Finally, we introduce how to choose the smoothing parameters
well to get a small mean-squared error.
3.1 Basic concepts from time series analysis
Denition 3.1.1. A stochastic process is a family of random variables fXt; t 2 Tg
dened on a probability space (
;F ;P).
Denition 3.1.2. The functions fX (!) ; ! 2 
g on T are known as the realizations
of the process fXt; t 2 Tg.
Remark 3.1.1. We use the term time series to mean both the data and the process
of which it is a realization.
Denition 3.1.3. A real-valued time series fXt; t 2 Zg, is said to be stationary if
 E jXtj2 <1 for all t 2 Z,
 EXt =  for all t 2 Z, and
 Cov (Xs; Xs+t) = rt for all s; t 2 Z.






; t 2 Z
o
is called the autocorrelation sequence of fXtg.
Denition 3.1.4. A real-valued time series fXt; t 2 Zg is said to be strictly station-
ary if
L (Xt1+t; :::; Xtn+t) = L (Xt1 ; :::; Xtn)
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for all n  1, t1; :::; tn; t 2 Z.
Proposition 3.1.1 ([3]). If frt; t 2 Zg is the autocovariance sequence of a real-valued
stationary time series fXt; t 2 Zg, then
1. r0  0,
2. jrtj  r0 for all t 2 Z,
3. rt = r t for all t 2 Z.
Theorem 3.1.2 ([3]). A sequence of real numbers frt; t 2 Zg is the autocovariance
sequence of a stationary time series fXt; t 2 Zg if and only if there exists a nite sym-




, where B[ ;] is Borel-






eit!F (d!) for all t 2 Z
Denition 3.1.5. Let frt; t 2 Zg be the autocovariance sequence of a real-valued
stationary time series fXt; t 2 Zg. Then the above measure F is called the spectral
distribution of fXt; t 2 Zg and if F has a density f w.r.t. Lebesgue measure (i.e.
f is nonnegative B[ ;]-measurable function such that F (B) =
R
B
f (!) d! for all






eit!f (!) d! for all t 2 Z
Corollary 3.1.3. A spectral density of a real-valued stationary time series is non-
negative, integrable, and symmetric about zero.
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Theorem 3.1.4 ([3]). Let frt; t 2 Zg be the autocovariance sequence of a real-valued
stationary time series fXt; t 2 Zg such that
1P
t= 1
jrtj <1. Then there exists a spec-





 is!; ! 2 [ ; ]
in which case f is called the spectral density of fXt; t 2 Zg.
Denition 3.1.6. A stochastic process f"t; t 2 Zg with "t; t 2 Z, independent and
identically distributed(i.i.d) is called strict white noise if
E"t = 0 and Var ("t) = 2" <1
Denition 3.1.7. A stochastic process f"t; t 2 Zg with "t; t 2 Z, uncorrelated is
called white noise if
E"t = 0 and Var ("t) = 2" <1 for all t 2 Z
The strict white noise and the white noise are purely stochastic processes, but for
observed data one other can assume that there exists a certain dependence among
the data, in particular a linear dependence.
Denition 3.1.8. A stochastic process fXt; t 2 Zg is called an autoregressive process




kXt k + "t; t 2 Z (3.1.1)
where 1; :::; p 2 R, p 6= 0, and f"t; t 2 Zg is a white noise. f"tg are called innova-
tions.
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Taking p = 1 we have an AR(1)-process with
Xt = Xt 1 + "t; t 2 Z:
Denition 3.1.9. An AR(p)-process dened by the equations (3.1.1) is said to be
causal if there exists a sequence of constants fkgk2Z s.t.
P1




k"t k; t 2 Z:
Theorem 3.1.5 (Stationarity condition for autoregressive processes, [3]).
1. For p  0 there exists a causal stationary stochastic process satisfying (3.1.1) if
and only if the generating polynomial A (z) := 1   1z   :::   pzp; z 2 C has
no zeros in fz 2 C; jzj  1g.
2. If the stationarity condition of 1. is satised, then every solution of (3.1.1) with
arbitrary initial conditions:
X0 = x0; :::; X (p 1) = x (p 1)
will be asymptotically stationary (with exponential rate).
Remark 3.1.3. (Algorithm for simulating a stationary AR (p)-process)
1. Fix X1; :::; Xp = 0, generate i.i.d. "1; "2; ::: such that E"t = 0 and Var ("t) =
2" <1, for example L ("t) = N (0; 2").
2. Calculate recursively Xt = 1Xt 1 + :::+ pXt p + "t for t = p+ 1; :::; N +M .
3. Throw away X1; :::; XM and set
X?t = Xt+M for t = 1; :::; N
X?1 ; :::; X
?
N is practically a realization of a stationary AR (p)-process.
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3.2 Setup of the Problem
Assume that data Y1; :::; YN follow the deterministic equidistant design model (2.1.3):
Yj = m(xj) + "j; j = 1; :::; N




; j = 1; :::; N
9>>=>>;
where
Assumption E1: The errors "j; j = 1; :::; N are part of a stationary time series
f"tgt2Z with E ("t) = 0, Var ("t) = 2" <1 and autocovariances
rt = Cov ("s; "t+s) ; s; t 2 Z
i.e. the autocovariance sequence independent of N.
Let uj := m(xj); j = 1; : : : ; N and u = (u1; : : : ; uN)
T. Let uj denote the Nadaraya-






Kh (xj   xi)Yi=pK (xj; h) ; j = 1; : : : ; N
where K is kernel function on R and pK (x; h) given by:





Kh (x  xj) ; x 2 [0; 1]
u := (u1; : : : ; uN) as an estimate of the vector u can be interpreted as the solution of




(vi   Yj)2Kh (xi   xj) = min! (3.2.1)
where the minimization is w.r.t. v = (v1; : : : ; vN)
T. This can be shown from the fact





(vi   Yj)2Kh (xi   xj) = 0; k = 1; : : : ; N
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have to be fullled.
To more tightly control the smoothness of the function estimate we will add a rough-
ness penalty to the local least squares distance D (v) in (3.2.1) as the following de-
nition.
Denition 3.2.1. Consider the deterministic equidistant design model (2.1.3). The
regularized local least-squares estimate (RLLSE) u^ = (u^1; : : : ; u^N)
T of u is dened as








(vi   vj)2 Lg (xi   xj) = min
v
! (3.2.2)
where  > 0 a regularization parameter, K, L are kernel functions on R and Kh, Lg
are the corresponding rescaled kernels w.r.t. the bandwidths h > 0, g > 0 respectively.
The regularized local least-squares function estimate (RLLSFE) m^ (x; h; g; ) of m(x)
can be dened as a function which interpolates the estimates u^1; : : : ; u^N at x1; : : : ; xN :
m^ (xi; h; g; ) = u^i; i = 1; : : : ; N:
For convenience we dene the regularized local least-squares function estimate as
m^ (x; h; g; ) = u^i if xi 1 < x  xi; i = 1; : : : ; N
where x0 := 0 and m^ (x0; h; g; ) = u^1.
The quantity P (v) :=PNi;j=1 (vi   vj)2 Lg (xi   xj) in the above denition is chosen
as a particular roughness penalty. The tuning parameter  determines the tradeo
between the two contradictory criteria. Putting  very large puts high emphasis on
minimizing P (v), forcing RLLSFE to become almost a straight line without regard
to the local least squares distance D (v). Putting  = 0 removes the inuence of P (v)
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altogether and allows RLLSFE to become the Nadaraya-Watson function estimate.
In general, the RLLSFE is "smoother" than the corresponding NW function estimate.
Let p (x; h; g) := pK (x; h) + pL (x; g), for x 2 [0; 1] where pK (x; h) is dened as
above and





Lg (x  xj) ; x 2 [0; 1] :
Let  denote the N  N -matrix with entries ij = 1NLg (xi   xj) and P is N  N -
diagonal matrix with entries Pii = pK (xi; h) + pL (xi; g).
Suppose m^K (x; h), m^L (x; h) denote the Priestley-Chao estimates of m (x) with the
kernels K, L respectively. The following proposition explains that the regularized
local least-squares estimate has an explicit representation in term of the Priestley-
Chao estimate u^PC :=
 




of u where u^PCi = m^K (xi; h) ; i = 1; : : : ; N:
Proposition 3.2.1 ([9]). If the matrix P    is invertible, and the kernel L is
symmetric about zero, then the regularized local least-squares estimate of u is given
by
u^ = (P   ) 1  u^PC (3.2.3)
Proof. u^ = argminvQ (v) has to fulll
@Q
@u^k




(u^k   Yj)Kh (xk   xj) + 
NX
j=1




(u^i   u^k)Lg (xi   xk)




(u^k   Yj)Kh (xk   xj) + 2
NX
j=1







Kh (xk   xj) + 
NX
j=1





u^jLg (xk   xj) =
NX
j=1
Kh (xk   xj)Yj
dividing by N and using the denition of pK , pL, and m^K
u^k [pK (xk; h) + pL (xk; g)]  
NX
j=1
u^jk;j = m^K (xk; h)
yielding





i ; k = 1; : : : ; N
This implies
P u^  u^ = u^PC
(P   ) u^ = u^PC
and the assertion follows.
Franke et al. [9] has investigated the asymptotic behavior of the mse of RLLSE
where the errors were i.i.d. In the following we explore the asymptotic behavior of
the mse of RLLSE where the errors "1; : : : ; "N are correlated.
3.3 Mean squared error properties of RLLSE
For convenience, here we present some assumptions and notions concerning the kernel
K, and L. The assumptions will be implicit throughout the reminder of this thesis.
Assumption K1: K is nonnegative and symmetric about zero.
Assumption K2: K has compact support [ 1; 1].
Assumption K3: K is Lipschitz continuous on [ 1; 1] with constant CK .
The same assumptions L1-L3 regarding the kernel L are also assumed.
35
Usually, we need also the following additional assumptions concerning the kernel K:
Assumption K4: K(1) = 0.
Assumption K5: K 2 C2( 1; 1) with bounded second derivative K 00.
Similar assumptions L4-L5 regarding the kernel L are also usually needed.
We could relax the assumptions of symmetry and compactness of the support of K,
and of L, but we want to keep the arguments simple in this thesis. Due to the
same reason, we mainly neglect boundary eects, which could be dealt with as in
section 4.4 of Hardle [1], by restricting the attention to x 2 [; 1  ] for some  > 0.
Asymptotically, this will have no eect as we shall have  ! 0 for N !1 anyhow.









Regarding the regression function m we will assume:
Assumption M1: m is twice continuously dierentiable on [0; 1].
Assumption M2: m00 is Holder continuous on [0; 1] with constant H and exponent
0 <  < 1.
It is necessary to make an assumption about the autocovariance sequence frtgt2Z





This assumption, common in time series analysis, ensures that observations su-
ciently far apart are essentially uncorrelated.
Under the assumption E2, the sum of the covariances,
1P
t=1








In the following, let f (!) denote the spectral density of the time series f"tgt2Z which













We state the following lemmas which will turn out to be useful later on.
Lemma 3.3.1. Let f"tgt2Z be a stationary time series. Under the Assumptions










































































t jrtj = 2
1X
t=1
t jrtj =: C <1:
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  (b  a)212M2 supa<z<b jg00(z)j+ 12M jg(b) + g(a)j
Proof. Let B1 (x) = x  12 , B2(x) = x2 x+ 16 be the rst two Bernoulli polynomials.
Using integration by parts twice, we get for any function f 2 C2(a; b)Z 1
0



















[f(1) + f(0)]  1
12





























[f(1) + f(0)]  1
12
f 00() ()
for some  2 (0; 1), using x  x2  0 in [0; 1] and the mean-value theorem of integra-
tion.
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for some 0i = a+
b a
M
(i + i  1) 2 (a; b), i 2 (0; 1), i = 1; : : : ;M .












and the assertion follows.
Lemma 3.3.3. Let g be a continuous function on [a; b], twice continuously dieren-
tiable on (a; b), and vanishing outside (a; b) where 0  a < b  1. Then we have
1Z
0









; j = 1; :::; N .
Proof. We set n0 := min fn;xn  ag, and dene nk := n0 + k, for k = 1; 2; : : : ;M
where M := max fk;xnk  bg. Then we have nM = max fn; xn  bg, and nM   n0 =
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By the mean-value theorem and as g(a) = 0, xn0 a  1N we have for some  2 [a; xn0 ]






and analogously, jg(xnM )j  1N supa<z<b jg0(z)j.
By the mean-value theorem of integration and as xn0   a  1N , g(a) = 0, we get for
some  2 [a; xn0 ], 0 2 [a; ]Z xn0
a
g(y)dy






























and the assertion follows.
For analyzing the mse of RLLS-estimate, we repeatedly consider






Corollary 3.3.4. Assuming K1-K5 for a kernel K, we have,





uniformly for all x 2 [h; 1  h]
as N !1 s.t. h! 0, and Nh!1.
Proof. The assertion follows immediately by Lemma 3.3.3 with g(y) = Kh(x   y),
a = x  h, and b = x+ h.
Lemma 3.3.5. Assuming K1-K5 for a kernel K, and M1-M2 for a function m :




j=1Kh (x  xj)m (xj) =
R 1









































j=1Kh (x  xj)Kh (x0   xj) = 0 if jx  x0j > 2h.
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Proof. i), ii) follow using Lemma 3.3.3 with g (y) = Kh (x  y)m(y) for i) and g (y) =
K2h (x  y) for ii).
iii) Using Lemma 3.3.3 with a = max(x; x0)   h, b = min(x; x0) + h and g(y) =
Kh(x  y)Kh(x0   y) we have for some constants B0, B00,
1Z
0


































Kh (x  xj)Kh (x0   xj) =
Z 1
0





















Now, if jx  x0j > 2h then for all j 2 f1; : : : ; Ng we have either jx  xjj > h or





Kh (x  xj)Kh (x0   xj) = 0 if jx  x0j > 2h:
The following proposition presents the asymptotic expansions for bias and variance
of the PC-estimate when the errors are correlated. Note the important fact that the
bias does not depend on the dependency structure of the errors, therefore results
and proofs will be the same for independent and correlated case. We also add a
more details statement about the asymptotic covariance of PC-estimates at dierent
locations. A similar result has been shown by Halim [11] in the two-dimensional case
where data are available on an equidistant grid in the plane. We give a proof never
the less as we need detailed orders for the error terms.
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Proposition 3.3.6. Assume the deterministic equidistant design model (2.1.3), E1-
E2, K1-K5, M1-M2, m^K(x; h) is PC-estimate of m (x) and N !1 s.t. h! 0, and
Nh4 !1, then uniformly for all x; x0 2 [h; 1  h] we have:













where f() is the spectral density of the
noise-process.
(iii) mse (m^K (x; h)) =
h4
4








(iv) Cov (m^K (x; h) ; m^K (x















Proof. The assertion i) was proved in Theorem 2.3.1 for i.i.d. errors and it still




because we use here Lemma 3.3.5 instead of Lemma 2.3.3.
ii) We have:

























K2h (x  xi) ri j| {z }
=:V2

















j =2f1;:::;Ng ri j = f (0) 
P















K2h (x  xi) ri j| {z }
=:W2






















































































iii) Combining the bias and variance expansion, we get




















As m00 is bounded, the assertion of iii) holds uniformly for all x 2 [h; 1  h].
iv)We have:

























Kh (x  xi)Kh (x0   xi) ri j| {z }
=:V2
















j =2f1;:::;Ng ri j = f (0) 
P

























Kh (x  xi)Kh (x0   xi) ri j| {z }
=:W2
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Lastly, if jx  x0j > 2h, then V2 = 0 by the compactness of the support of K. There-
fore Cov (m^ (x; h) ; m^ (x0; h)) = V1 = O( 1N2h2 ).
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For analyzing the mse of RLLSE we consider the crucial statistics



















Kh (xjn   xk)Ykg
for n  1, x 2 [0; 1].
This recursive sequence of explicitly dened estimates will be used to approximate
the explicitly (as a solution of an extremum problem) dened RLLSE m^ (x;h; g; )
later on. m^n is generated by repeatedly smoothing the PC-estimate m^K using the
kernel Lg. Therefore, we could call them resmoothers. We need the following lemma
which is a generalization of Lemma 3.3.3 to the multidimensional integrals.
Lemma 3.3.7. Let D be an open convex set in [0; 1]d and g be a continuous function
on D, twice continuously dierentiable on D, and vanishing outside D. Then for each








































dy1 : : : dyi 1dyi+1dyd, and
Dyi =

(y1; : : : ; yi 1; yi+1; : : : ; yd) 2 Rd 1
9 y 2 R : (y1; : : : ; yi 1; y; yi+1; : : : ; yd) 2 D	.
Proof. First, we remark that for d=1, the assertion follows immediately from Lemma
3.3.3. For proving the general case, we use induction and assume that the assertion
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g (xi1 ; y2; : : : ; yd)



































 @g@y1 (y1; y2; : : : ; yd)

#





























@2g@y21 (y1; : : : ; yd)
 Z : : :Z
[0;1]d 1










 @g@y1 (y1; y2; : : : ; yd)
























@2g@y2i (y1; : : : ; yd)
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where a(y2; : : : ; yd) = min fy1 2 Rj(y1; : : : ; yd) 2 Dg,
b(y2; : : : ; yd) = max fy1 2 Rj(y1; : : : ; yd) 2 Dg,
D(xi1) =

(y2; y3; : : : ; yd) 2 Rd 1






dy2 : : : dyd,
Dyi(xi1) =

(y2; : : : ; yi 1; yi+1; : : : ; yd) 2 Rd 2




(y2; : : : ; yi 1; yi+1; : : : ; yd) 2 Rd 2
 9 y 2 R : (y2; : : : ; yi 1; y; yi+1; : : : ; yd) 2 D (xi1)	,
Dyi(xi1) =

(y2; : : : ; yi 1; yi+1; : : : ; yd) 2 Rd 2






dy2 : : : dyi 1dyi+1 : : : dyd.
Now as limN!1 1N
PN
i1=1





Vyi (xi1) = Vyi ; i =









Vyi (xi1) < "Vyi ;















@2g@y21 (y1; : : : ; yd)
+ 3N2Vy1 sup(y1;:::;yd)2D




































 @g@yi (y1; : : : ; yd)

For convenience we will use the following notation:
Lg (1; 2; : : : ; n) := Lg(1   2)Lg(2   3) : : : Lg(n 1   n) for 1; 2; : : : ; n 2 [0; 1]
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and n  2.










uniformly for all x 2 [ng; 1 ng]
as N !1 s.t. g ! 0, and Ng !1.
Proof. First, we remark that for n = 1, the assertion has already been shown in
Corollary 3.3.4. For proving the general case, we use the induction and assume that








































































Proposition 3.3.9. Assume the deterministic equidistant design model (2.1.3), E1-
E2, K1-K5, L1-L5, M1-M2, and N !1, s.t. h! 0, and g ! 0. Then for all p  1
we have, uniformly for all x 2 [pg + h; 1  (pg + h)],

































We apply Lemma 3.3.7 to
g (u1; : : : ; up; w) = Lg (x; u1; : : : ; up)Kh (up   w)m (w) ;
d = p+ 1, and
D =

(u1; : : : ; up; w) 2 Rp+1













































  (Lg)0 (ui 1   ui)Lg (ui   ui+1) + Lg (ui 1   ui) (Lg)0 (ui   ui+1)





 = O 1gp+1h

; i = 1; : : : ; p  1, uniformly for all y 2 D







00 (ui 1   ui)Lg (ui   ui+1)  (Lg)0 (ui 1   ui) (Lg)0 (ui   ui+1)
  (Lg)0 (ui 1   ui) (Lg)0 (ui   ui+1) + Lg (ui 1   ui) (Lg)00 (ui   ui+1)





 = O 1gp+2h

; i = 1; : : : ; p  1, uniformly for all y 2 D





  (Lg)0 (up 1   up)Kh (up   w) + Lg (up 1   up) (Kh)0 (up   w)




 = O h+ ggp+1h2

, uniformly for all y 2 D







00 (up 1   up)Kh (up   w)  (Lg)0 (up 1   up) (Kh)0 (up   w)
  (Lg)0 (up 1   up) (Kh)0 (up   w) + Lg (up 1   up) (Kh)00 (up   w)





 = O(h+ g)2gp+2h3

, uniformly for all y 2 D







(y) = Lg (x; u1; : : : ; up)




 = O 1gph2

, uniformly for all y 2 D
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(y) = Lg (x; u1; : : : ; up)

(Kh)
00 (up   w)m (w)  (Kh)0 (up   w)m0 (w)





 = O 1gph3








du1 : : : dupdw
D =

(u1; : : : ; up; w) 2 Rp+1
 jx  u1j < g; jui   ui+1j < g; i = 1; : : : ; p  1; jup   wj < h	
Using the following substitutions:
u1   x = U1; u1 = x+ U1;
u2   u1 = U2; u2 = x+ U1 + U2;
...
... (3.3.3)
up   up 1 = Up; up = x+ U1 + : : :+ Up;







 @ (u1; : : : ; up; w)@ (U1; : : : ; Up;W )
 dU1 : : : dUpdW = Z : : : Z
D0




(U1; : : : ; Up;W ) 2 Rp+1
 jUij < g; i = 1; : : : ; p; jW j < h	
That gives








du1 : : : dui 1dui+1 : : : dupdw
where
Dui = f(u1; : : : ; ui 1; ui+1; : : : ; up; w) 2 Rpj 9ui 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < hg
= f(u1; : : : ; ui 1; ui+1; : : : ; up; w) 2 Rpj jx  u1j < g; ju1   u2j < g; : : : ;
jui 2   ui 1j < g; jui 1   ui+1j < 2g; jui+1   ui+2j < g; : : : ; jup 1   upj < g ;
jup   wj < hg
Analogously to the calculation of V we get
Vui = (2g)
p 2 (4g) (2h) = 2p+1gp 1h; i = 1; : : : ; p  1
Compute Vup :
Dup = f(u1; : : : ; up 1; w) 2 Rpj 9up 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < hg
= f(u1; : : : ; up 1; w) 2 Rpj jx  u1j < g; ju1   u2j < g; : : : ;
jup 2   up 1j < g; jup 1   wj < g + hg
Vup = (2g)
p 1 2 (h+ g) = 2pgp 1 (h+ g)
Compute V!:
Dw = f(u1; : : : ; up) 2 Rpj 9w 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < hg






























































































































using the substitutions (3.3.3) we get





Lg (U1) : : : Lg (Up)Kh (W )m (x+ U1 + : : :+ Up +W ) dU1 : : : dUpdW
Note that the assumption x 2 [pg + h; 1  (pg + h)] ensures that
(x+ U1 + : : :+ Up +W ) 2 [0; 1] in the last integral.
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Now, using the Taylor expansion we get for some  2 [0; 1]





Lg (U1) : : : Lg (Up)Kh (W )





(U1 + : : :+ Up +W )
2m00 (x+  (U1 + : : :+ Up +W ))

dU1 : : : dUpdW





Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )







Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )
2









Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )
2









+ rp (x; h; g)
where







Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )
2
[m00 (x+  (U1 + : : :+ Up +W )) m00 (x)] dU1 : : : dUpdW
Therefore

















since, uniformly for all x 2 [pg + h; 1  (pg + h)],
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we have






Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )
2







Lg (U1) : : : Lg (Up)Kh (W ) (U1 + : : :+ Up +W )
2H







Lg (U1) : : : Lg (Up)Kh (W ) jU1 + : : :+ Up +W j2+








Lg (U1) : : : Lg (Up)Kh (W ) dU1 : : : dUpdW
 H
2
p2+ (g + h)2+
and the assertion follows.
For analyzing the variance of the RLLS-estimate we need rst to analyze the
covariances between the resmoothers m^p(x; h; g), p 2 N. For that purpose we use the
notation Lp for the p-fold convolution of L with itself.
Proposition 3.3.10. Assume the deterministic equidistant design model (2.1.3), E1-
E2, K1-K5, L1-L5, M1-M2, and N ! 1, s.t. h ! 0, and g ! 0. Then for all
p; q  0 s.t. p + q  1 we have, uniformly for all x 2 [h+ pg; 1  h  pg], and
x 2 [h+ qg; 1  h  qg],





















Lg(x  xi1)Lg(xi1   xi2) : : : Lg(xip 1   xip)Kh(xip   xk)
X
j1;j2;:::;jq ;l









x; xi1 ; xi2 ; : : : ; xip










x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)















x; xj1 ; xj2 ; : : : ; xjq

Kh(xip   xk)Kh(xjq   xk)rk l
= V1 + V2









x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjq











l =2f1;:::;Ng rk l = f (0) 
P










x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjq














x; xj1 ; xj2 ; : : : ; xjq

Kh(xip   xk)Kh(xjq   xk)rk l
= W1  W2















x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjq










x; xi1 ; xi2 ; : : : ; xip









































x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)












x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)








x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)








x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)
NX
l=1















x; xi1 ; xi2 ; : : : ; xip








x; xi1 ; xi2 ; : : : ; xip























x; xj1 ; xj2 ; : : : ; xjq

As x 2 [h+ pg; 1  h  pg], and x 2 [h+ qg; 1  h  qg], we have xip 2 [h; 1  h] for





x; xi1 ; xi2 ; : : : ; xip
PN
k=1Kh(xip 
xk). Therefore using Lemma (3.3.4) we have





















x; xj1 ; xj2 ; : : : ; xjq

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x; xi1 ; xi2 ; : : : ; xip
Lg  x; xj1 ; xj2 ; : : : ; xjqKh(xip   xk)











For jx  xj < (p+ q)g + 2h we apply Lemma 3.3.7 to
g (u1; : : : ; up; w; vq; : : : ; v1) = Lg (x; u1; : : : ; up)Lg (x; v1; : : : ; vq)Kh (up   w)Kh (vq   w) ;
d = p+ q + 1, and
D =

(u1; : : : ; up; w; vq; : : : ; v1) 2 Rp+q+1
 jx  u1j < g; jui   ui+1j < g; i = 1; : : : ; p  1;
























































  (Lg)0 (ui 1   ui)Lg (ui   ui+1) + Lg (ui 1   ui) (Lg)0 (ui   ui+1)




 = O 1gp+q+1h2

; i = 1; : : : ; p  1, uniformly for all y 2 D




 = O 1gp+q+1h2

; i = 1; : : : ; q   1, uniformly for all y 2 D





  (Lg)0 (up 1   up)Kh (up   w) + Lg (up 1   up) (Kh)0 (up   w)




 = O h+ ggp+q+1h3

, uniformly for all y 2 D




 = O h+ ggp+q+1h3

, uniformly for all y 2 D








  (Kh)0 (up   w)Kh (vq   w) Kh (up   w) (Kh)0 (vq   w)




 = O 1gp+qh3

, uniformly for all y 2 D
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00 (ui 1   ui)Lg (ui   ui+1)  (Lg)0 (ui 1   ui) (Lg)0 (ui   ui+1)
  (Lg)0 (ui 1   ui) (Lg)0 (ui   ui+1) + Lg (ui 1   ui) (Lg)00 (ui   ui+1)





 = O 1gp+q+2h2

; i = 1; : : : ; p  1, uniformly for all y 2 D




 = O 1gp+q+2h2

; i = 1; : : : ; q   1, uniformly for all y 2 D







00 (up 1   up)Kh (up   w)  (Lg)0 (up 1   up) (Kh)0 (up   w)
  (Lg)0 (up 1   up) (Kh)0 (up   w) + Lg (up 1   up) (Kh)00 (up   w)





 = O (h+ g)2gp+q+2h4

, uniformly for all y 2 D




 = O (h+ g)2gp+q+2h4

, uniformly for all y 2 D







00 (up   w)Kh (vq   w) + (Kh)0 (up   w) (Kh)0 (vq   w)
+ (Kh)
0 (up   w) (Kh)0 (vq   w) +Kh (up   w) (Kh)00 (vq   w)






 = O 1gp+qh4

, uniformly for all y 2 D






du1 : : : dupdwdvq : : : dv1
Using the following substitutions
u1   x = U1; vq   w = Vq;
u2   u1 = U2; vq 1   vq = Vq 1;
...
...
up   up 1 = Up; v1   v2 = V1
w   up =W;
u1 = x+ U1; vq = x+ U1 + : : :+ Up +W + Vq;
u2 = x+ U1 + U2; vq 1 = x  U1 + : : :+ Up +W + Vq + Vq 1;
...
...
up = x+ U1 + : : :+ Up; v1 = x+ U1 + : : :+ Up +W + Vq + : : :+ V1;











(U1; : : : ; Up;W; Vq; : : : ; V1) 2 Rp+q+1
 jUij < g; i = 1; : : : ; p; jW j < h; jVqj < h;
jVjj < g; j = 1; : : : ; q   1; jx  x+ U1 + : : :+ Up +W + Vq + : : :+ V1j < gg
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That gives
V  (2g)p (2h)2 (2g)q 1 = 2p+q+1gp+q 1h2 (3.3.5)
Otherwise if we use the substitutions
u1   x = U1; v1   x = V1;
u2   u1 = U2; v2   v1 = V2;
...
...
up   up 1 = Up; vq   vq 1 = Vq
w   up =W;
u1 = x+ U1; v1 = x+ V1;
u2 = x+ U1 + U2; v2 = x+ V1 + V2;
...
...
up = x+ U1 + : : :+ Up; vq = x+ V1 + : : :+ Vq;











(U1; : : : ; Up;W; Vq; : : : ; V1) 2 Rp+q+1
 jUij < g; i = 1; : : : ; p; jW j < h;
jVjj < g; j = 1; : : : ; q; jx  x+ U1 + : : :+ Up +W   V1   : : :  Vqj < gg
That yields
V  (2g)p (2h) (2g)q = 2p+q+1gp+qh (3.3.6)
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From the inequalities (3.3.5), (3.3.6) we get
V  2p+q+1  gp+qh ^  gp+q 1h2 = 2p+q+1gp+q 1h (g ^ h)
V = O
 
gp+q 1h (g ^ h)










(u1; : : : ; ui 1; ui+1; : : : ; up; w; vq; : : : ; v1) 2 Rp+q
 9ui 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < h; jw   vqj < h;
jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg
=

(u1; : : : ; ui 1; ui+1; : : : ; up; w; vq; : : : ; v1) 2 Rp+q
 jx  u1j < g; ju1   u2j < g;
: : : ; jui 2   ui 1j < g; jui 1   ui+1j < g; jui+1   ui+2j < g; : : : ; jup 1   upj < g;
jup   wj < h; jw   vqj < h; jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg




 ^  gp+q 2h2 = 2p+qgp+q 2h (g ^ h)
Vui = O
 
gp+q 2h (g ^ h) ; i = 1; : : : ; p  1
and for Vvi we have
Vvi = O
 
gp+q 2h (g ^ h) ; i = 1; : : : ; q   1
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The asymptotically order of Vup :
Dup =

(u1; : : : ; up 1; w; vq; : : : ; v1) 2 Rp+q
9up 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < h; jw   vqj < h;
jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg
=

(u1; : : : ; up 1; w; vq; : : : ; v1) 2 Rp+q
 jx  u1j < g; ju1   u2j < g; : : : ;
jup 2   up 1j < g; jup 1   wj < g + h; jw   vqj < h;
jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg














The asymptotically order of Vw:
Dw =

(u1; : : : ; up; vq; : : : ; v1) 2 Rp+q
 9w 2 R : jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   wj < h; jw   vqj < h;
jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg
=

(u1; : : : ; up 1; vq; : : : ; v1) 2 Rp+q
 jx  u1j < g;
juj   uj+1j < g; j = 1; : : : ; p  1; jup   vqj < 2h;
jvj+1   vjj < g; j = 1; : : : ; q   1; jv1   xj < gg








gp+q 1 (g ^ h)
since 1
2










g(xi1 ; : : : ; xid)

 "














































gp+q 1 (g ^ h)O 1
gp+qh3
















































































































































Lg (x; u1; : : : ; up)Lg (x; v1; : : : ; vq)Kh (up   w)Kh (vq   w) du1 : : :











u1   x = U1; vq   w = Vq;
u2   u1 = U2; vq 1   vq = Vq 1;
...
...
up   up 1 = Up; v1   v2 = V1
w   up =W;
u1 = x+ U1; vq = x+ U1 + : : :+ Up +W + Vq;
u2 = x+ U1 + U2; vq 1 = x  U1 + : : :+ Up +W + Vq + Vq 1;
...
...
up = x+ U1 + : : :+ Up; v1 = x+ U1 + : : :+ Up +W + Vq + : : :+ V1;
w = x+ U1 + : : :+ Up +W; x  v1 = x  x  U1   : : :  Up  W   Vq   : : :  V1
with the Jacobian
J =
@ (u1; : : : ; up; w; vq; : : : ; v1)












Lg (U1) : : : Lg (Up)Kh (W )Kh (Vq)Lg (Vq 1) : : : Lg (V1)








































Lg (U1) : : : Lg (Up)Kh (W )Kh (Vq)Lg (Vq 1) : : : Lg (V2)





































We need the following lemma which takes care of the boundary eects of pL:





 pL (x; g)  1 + CL
Ng2
if g  1
2
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Proof. Using Lemma 2.3.2, we have for all x 2 [0; 1]pL (x; g)  Z 1
0















L (u) du 
Z 1
 1
L (u) du = 1
By symmetry and non-negativity of L, we have

































L (u) du  1
2




L (u) du =
Z 1
 1
L (u) du = 1










L (u) du  CL
Ng2








 1 + CL
Ng2
for all x 2 [0; 1].
Now let us consider the matrices P; dened before Proposition 3.2.1.
Lemma 3.3.12. Under the assumptions L1-L3, the norm of the matrix  is bounded
i.e. kk = O (1) as N !1 s.t. g ! 0, Ng2 !1.
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9 iN= pL (xiN ; g)
By lemma 3.3.11 this implies
kk  1 + CL
Ng2
and kk = O (1) as N !1 s.t. g ! 0, Ng2 !1.
Lemma 3.3.13. Assuming K1-K3, L1-L3, we have
i) kPk = O (1), kP 1k = O (1).
ii) If additionally K4-K5, L4-L5 are assumed. Then
1














uniformly for all x 2 [max (h; g) ; 1 max (h; g)].
as N !1 s.t. h! 0, g ! 0, ! 0, Nh2 !1, and Ng2 !1.
Proof. i) Using the denition of P; p we have
kPk = max
1iN
p (xi; h; g) = max
1iN
(pK (xi; h) + pL (xi; g))
9 iN= pK (xiN ; h) + pL (xiN ; g)
Therefore, by lemma 3.3.11,






















ii) For x 2 [max (h; g) ; 1 max (h; g)] we have, 1p (x; h; g)   11 + 
 = 1  pK (x; h) +  (1  pL (x; g))(1 + ) (pK (x; h) + pL (x; g))

 j1  pK (x; h)j+  j1  pL (x; g)j





























Theorem 3.3.14. Assume the deterministic equidistant design model (2.1.3), E1-
E2, K1-K5, L1-L5, M1-M2, and N ! 1, s.t. h ! 0, g ! 0,  ! 0, and










. Then uniformly for all i satisfying
xi 2 [max(h; g) + tg; 1 max(h; g)  tg] we have,
























where f() is the spectral density of the noise-process,  := 
1+
and
Q (b; ) =
1
2
Z  bK (!)
1 +   bL (b!)
!2
d!
where bK (!) = Z K (z) eiwzd z, bL (!) = Z L (z) eiwzd z are the Fourier trans-
forms of K;L.
We have Q (b; ) = QK +O() and
QK
1+2
 Q (b; )  QK.
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iii) The mean squared error of u^i is
mse (u^i) = amse (u^i) +R

N;i
where RN;i = O


































P !ui = m (xi)
i.e. u^i is consistent estimator of m (xi).
Proof. Using Lemma 3.3.12, and Lemma 3.3.13 we see that kP 1k ! 0 as ! 0.
Therefore we can expand the factor of u^PC in the relation (3.2.3) as
















where the reminder term is of order t+1 by Lemmas 3.3.12, 3.3.13. Therefore we
have

















































































and, as E (mK (xi; h)) = m(xi)+O (h2) by Proposition 3.3.6, E (m^K (xi; h)) is bounded
uniformly for all i 2 fi;xi 2 [h; 1  h]g. Therefore formula (3.3.8) can, coordinate-





























































Lg (xi   xj1)
p (xj1 ; h; g)
Lg (xj1   xj2)






p (xjn ; h; g)
Eu^PCjn +
1






As max (h; g) + tg  xi  1   max (h; g)   tg, and Lg has support [ g; g], we have
max (h; g)  xjn  1   max (h; g) for all jn, n = 1; :::; t, corresponding to the non-
vanishing terms in the n-fold sum of (3.3.10). Therefore, we may apply Lemma 3.3.13










Lg (xi   xj1)
1 + 





























































nEm^n (xi; h; g) +RN;i
where  := 
1+














































   (t+ 1) t+1 + tt+2





























































































































As N2g2h2(g + h) !1 then we have

























































































































































xi; xj1 ; xj2 ; : : : ; xjq 1 ; xl































































































As the Fourier transform of L
(p+q)
g Kh Kh(z) is bLp+qg (!) bK2h (!), then we can apply
the inverse Fourier transform (e.g. [5], Theorem 8.39), to get
L(p+q)g Kh Kh(0) =
1
2




Z bLp+q (g!) bK2 (h!) d!
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Therefore















































(1  ) 1  
t+1bLt+1 (g!)


























Z  bK (h!)










Z  bK (!)
1 +   bL   g
h
!

























Z  bK (!)







Z bK2 (!) d! +O () = QK +O ()
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iii) Combining the bias and variance expansion, we get





































As m00 is bounded, the assertion of iii) holds uniformly for all i satisfying xi 2
[max(h; g) + tg; 1 max(h; g)  tg].
For sake of simplicity in choosing the order of the tuning parameters h; g;  well for
getting a small mean-squared estimation error we use the parameters h; b;  instead
of h; g;  where g = bh. Therefore the asymptotic mean-squared error can be written
as













Corollary 3.3.15. Under the conditions of Theorem 3.3.14 and m00 (xi) 6= 0,











is asymptotically optimal bandwidth at xi with respect to mse where b;  are xed.
If h = hmse (xi; b; ) then
















Proof. In the minimum of amse (u^i;h; b; )
@
@h









Q (b; ) = 0
have to be fullled. This yields (3.3.11).
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Remark 3.3.1. If the errors are i.i.d. (0; 2") then the variance of the RLLS-estimate:










since in this case f(0) will be equal to 2" . And the asymptotic mean squared error
will be given by













where b = g
h
. And therefore











will be, in the case of i.i.d. errors, the asymptotically optimal bandwidth at x with
respect to mse where b;  are xed.
The eect of the errors correlation can easily be seen from (3.3.7) if we note that
f (0) = 2" + 2R where R =
P1
t=1 rt. The presence of the the additional term R in
the amse has important implications for the correct choice of bandwidth. If R > 0,
implying that the errors correlation is (mostly) positive, then the variance of u^i will be
larger than in the corresponding uncorrelated case. The amse is therefore minimized
by a value for the bandwidth h that is larger than in the uncorrelated case. Conversely,
if R < 0, the amse-optimal bandwidth is smaller than in the uncorrelated case.
In practice, we are much more frequently confronted with positively dependent errors,





4.1 Setup of the Problem
Assume that data Y1; :::; YN follow the deterministic equidistant design model (2.1.3):
Yj = m(xj) + "j; j = 1; :::; N




; j = 1; :::; N
9>>=>>;
where
Assumption E1: The errors "j; j = 1; :::; N are part of a stationary time series
f"tgt2Z with E ("t) = 0, Var ("t) = 2" <1 and autocovariances
rt = Cov ("s; "t+s) ; s; t 2 Z
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i.e. the autocovariance sequence independent of N.
Let uj := m(xj); j = 1; : : : ; N and u = (u1; : : : ; uN)
T We are interested in this
chapter in getting an estimate of u using the general approach for image denoising
proposed by Mrazek et. al. [14]. Using that approach we consider !D (x
2) = (x2)








2 (ui   uj)Lg (xi   xj) = min
u
! (4.1.1)
where the kernel L satises the assumptions L1-L5 from the previous chapter, the
bandwidth g  0, and the regularization parameter   0. we assume that 1; 2 are
symmetric twice dierentiable functions with 01(0) = 
0
2(0) = 0.
The solution u^ = (u^1; : : : ; n^N)
T of problem 4.1.1 estimates u = (u1; : : : ; uN)
T and
is called General regularized interpolation estimate, abbreviated as the GRI-estimate.
@Q
@uk










02 (ui   uk)Lg (xi   xk)





[02 (uk   uj)  02 (uj   uk)]Lg (xk   xj)





[02 (uk   uj) + 02 (uk   uj)]Lg (xk   xj)
by symmetry of 2 as it implies the antisymmetry of 
0
2. And that gives
@Q
@uk
(u) = 01(uk   Yk) + 
NX
j=1
02 (uk   uj)Lg (xk   xj)
@2Q
@u2k




002 (uk   uj)Lg (xk   xj)
for l 6= k we have:
@2Q
@ul@uk













By the symmetry of 2 and of the kernel L we have that Qkl = Qlk.
The gradient, then, is given by
rQ(u) = (Q1 (u) ; : : : ; QN (u))T
and the Hassian by
r2Q(u) = (Qkl(u))1k;lN
A special case of the GRI-estimate is the quadratic regularized interpolation es-
timate where 1(u) = u
2, 2(u) = u
2. We will study this estimate in the following.








(ui   uj)2 Lg (xi   xj)
@Q
@uk
(u) = uk   Yk + 
NX
j=1
(uk   uj)Lg (xk   xj)
= uk   Yk + 
NX
j=1
ukLg (xk   xj)  
NX
j=1
ujLg (xk   xj)




Let  := N then
rQ(u) = Pu  u Y
where P := diag (p(xk; g))k s.t. p(x; g) = 1 +
pL (x; g).
rQ(u) =   P   u Y
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Now rQ(u^) = 0 gives the Regularized Interpolation Estimate
u^ =
 
P    1Y (4.1.2)
4.2 The Bias
The Assumptions M1-M2 and E2 from the previous chapter will be assumed. Assume
also that g;  ! 0 as N ! 1. If we assume  = N ! 0 we have similar to the
RLLS-estimate
 
P    1 =  I    P 1 P  1
= P 1
 













where the remainder term is of order t+1 by Lemma 3.3.12, and by boundedness of P, and  P 1. Therefore we have
Eu^ =
 














































































and, as EYi = m(xi), Yi is bounded in probability uniformly for all i 2 f1; : : : ; Ng.























































Lg (xi   xj1)
p (xj1 ; g)
Lg (xj1   xj2)
















where p (x; g) := Pii = 1 + pL(x; g).
As (t+ 1)g  xi  1  (t+ 1)g, and Lg has support [ g; g], we have g  xjn  1  g
for all jn, n = 1; :::; t, corresponding to the non-vanishing terms in the n-fold sum
of (4.2.2). Therefore, we may apply Lemma 3.3.13 to replace p (xjn ; g) by 1 +  in










Lg (xi   xj1)
1 + 

































Yjn , for n  1; x 2 [0; 1]
and ^0(x; g) := Yi(x) where











































Proposition 4.2.1. Assume the deterministic equidistant design model (2.1.3), E1-
E2, L1-L5, M1-M2, and N !1, s.t. g ! 0. Then for all p  1 we have, uniformly
for all x 2 [pg; 1  pg],



















nE^n (xi; g) +RN









. Using Proposition 4.2.1 we get
E (u^i) =
 

















But we have  
1   tX
n=1


















































































If we assume N2g4+ !1 then we have































Proposition 4.3.1. Assume the deterministic equidistant design model (2.1.3), E1-
E2, L1-L5, M1-M2, and N ! 1, s.t. g ! 0. Then for all p; q > 0 we have,
uniformly for all x 2 [pg; 1  pg], and x 2 [qg; 1  qg],
Cov (^p(x; g); ^q(x; g)) =
f(0)
N







Cov (^p(x; g); ^0(x; g)) =
f(0)
N















































































































































































































= P 2ii Cov (Yi; Yi) +
X
l








































































































































































Thus the variance is given by
Var (u^i) =
 




p+qL(p+q)g (0) + SN

















Z bLp+q (g!) d!
Then the variance can be written as
Var (u^i) =
 





Z bLp+q (g!) d! + SN
=
 




p+qbLp+q (g!) d! + SN
=
 
1  2 2" +  1  2 f(0)2N
Z 24 tX
p=0
pbLp (g!)!2   1
35 d! + SN
=
 
1  2 2" +  1  2 f(0)2N




35 d! + SN
Var (u^i) =
 



















Var (u^i) = 
2
" 6= 0
i.e. the estimate is not consistent.
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4.4 Is the QRIE Equivalent to a Spline Smoother?
















As the spline smoother, which relies on a quite similar approach as the QRIE, is
asymptotically equivalent to a kernel estimate (Theorem 2.4.1), let us try to prove
that our estimate is asymptotically equivalent to a spline smoother. so it should

























(u(xi)  u(xj))2 Lg (xi   xj)
)!
(xi)






(u(xi)  u(xj))2 Lg (xi   xj) =
Z Z
[0;1]2









,i = 1; : : : ; N .
Proof. The assertion follows from Lemma 3.3.7 with g(x; y) = (u(x)  u(y))2 Lg (x  y)
and D =

(x; y) 2 [0; 1]2 jx  yj  g	.
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 @2g@x2 (x; y) = O  1g3.





(u(xi)  u(xj))2 Lg (xi   xj) 
Z Z
[0;1]2
(u(x)  u(y))2 Lg (x  y) dxdy
as N !1.
The question now:
Is there exist for every kernel L a function 'L(g) satisfying that the in-
tegral
R R
(u(x)  u(y))2 Lg (x  y) dxdy is asymptotically equivalent to
'L(g) 
R
(u00(x))2 dx as g ! 0 for all functions u : [0; 1]! R in C2[0; 1]?
Assume that we have a set of functions u(x) = ax2 + bx, a; b 2 R. We haveZ 1
0
(u00(x))2 dx = 4a2





























(x  y)2 Lg (x  y) dxdy
















(x+ y)2 (x  y)2 Lg (x  y) dxdy
using the substitution
r = x  y
t = x+ y
D =








































r2Lg (r) dr + 4
Z 1
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(x  y)2 Lg (x  y) dxdy




r2Lg (r) drdy; where D
0 =




















(1 + r) r2Lg (r) dr +
Z 1
0




(1  r) r2Lg (r) dr +
Z 1
0















(u(x)  u(y))2 Lg (x  y) dxdy









































a2 + 2ab+ b2

VLg
2 as g ! 0 for all a; b 2 R:
Now assume that there is a function 'L(g) satisfying thatZ Z
(u(x)  u(y))2 Lg (x  y) dxdy  'L(g) 
Z
(u00(x))2 dx as g ! 0











as g ! 0 for all a; b 2 R
and that is contradiction. i.e. for all functions u 2 C2[0; 1], there is no function 'L(g)
s.t. Z Z
(u(x)  u(y))2 Lg (x  y) dxdy  'L(g) 
Z
(u00(x))2 dx as g ! 0
and we can conclude that our estimator is not asymptotically equivalent to the spline
smoother.
Notation:




a2 + 2ab+ b2
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i.e.Z Z
(u(x)  u(y))2 Lg (x  y) dxdy  VLg2
Z
(u0(x))2 dx as g ! 0 for all a; b 2 R
Chapter 5
Some simulation results
The nite sample properties of the RLLSE have been studied by simulation. After
describing the simulation design we shall illustrate the results for some typical situ-
ations. Noise processes and regression functions varied across simulations. As noise
processes we took processes normed to variance 2" = 1:
 strict white noise (SWN),
 AR(1)-processes with coecients  0:9; 0:9,
 AR(3)-process with coecients (0:2; 0:3; 0:4),
which were simulated by using the algorithm in remark 3.1.3.
As regression functions we mainly used
 m1 (x) = a1 + a2x + a3' (a4 (x  a5)) ; x 2 [0; 1] with a1 = 2, a2 = 5, a3 = 252 ,
a4 = 14, and a5 =
1
2
, where ' is the standard normal probability density
function, and
 m2 (x) = b1 sin (2b2x) ; x 2 [0; 1] with b1 = 1; b2 = 3.
The sample size N was 200.
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As a kernel functions K, L we used the Epanechnikov kernel for computing the
PC- and RLLS-estimate. The averaged squared error





is used here to evaluate the estimates, where the weight function was chosen to be
w(x) = 1[0:1;0:9](x). The entries aseRLLS(h; g; ), asePC(h) in the table 5.1 denote the
averaged squared errors of RLLS- and PC-estimate respectively and hase denotes the
sample optimal bandwidth for PC-estimate, optimal with respect to asePC(h).
noise m h g  aseRLLS(h; g; ) asePC(h) asePC(hase)
SWN m2 0.1127 0.02 0.5 0.0235 0.0180 0.0178
SWN m2 0.1127 0.3 0.5 0.0502 0.0180 0.0178
SWN m2 0.02 0.02 40 0.0261 0.0989 0.0178
SWN m2 0.1063 0.02 40 0.0354 0.0178 0.0178
AR(1) m2 0.1888 0.04 0.4 0.0905 0.0341 0.0341
AR(1) m2 0.1888 0.4 0.4 0.1003 0.0341 0.0341
AR(1) m2 0.0221 0.043 40 0.1043 0.3387 0.0341
AR(1) m2 0.1888 0.02 40 0.0918 0.0341 0.0341
AR(3) m1 0.145 0.36 0.08 0.1865 0.1926 0.1926
AR(3) m1 0.06 0.2 0.95 0.1580 0.4978 0.1926
AR(1) m1 0.03 0.05 5 0.0703 0.0056 0.0046
AR(1) m1 0.01 0.01 5 0.0066 0.1486 0.0046
Table 5.1: Various values of the parameters h; g; , and the averaged squared errors
of RLLS- and PC-estimate obtained in the simulation study.
In the following, we present the graphical results recorded in the Table 5.1.
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Figure 5.1: RLLSE with h = 0:1127, g = 0:02,  = 0:5, and PC-estimate with
bandwidth h = 0:1127 selected by using cross-validation for 200 simulated data points
with i.i.d.N (0; 1) errors where the true regression function was m2(x).


















Figure 5.2: RLLSE with h = 0:1127, g = 0:3,  = 0:5, and PC-estimate with
bandwidth h = 0:1127 selected by using cross-validation for 200 simulated data points
with i.i.d.N (0; 1) errors where the true regression function was m2(x).
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Figure 5.3: RLLSE with h = 0:02, g = 0:02,  = 40, PC-estimate with bandwidth
h = 0:02, and best PC-estimate for 200 simulated data points with i.i.d.N (0; 1) errors
where the true regression function was m2(x).




















Figure 5.4: RLLSE with h = 0:1063, g = 0:02,  = 40 and best PC-estimate for 200
simulated data points with i.i.d.N (0; 1) errors where the true regression function was
m2(x).
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Figure 5.5: RLLSE with h = 0:1888, g = 0:04,  = 0:4 and best PC-estimate for
200 simulated data points with AR(1) errors with coecient  = 0:9 where the true
regression function was m2(x).


















Figure 5.6: RLLSE with h = 0:1888, g = 0:4,  = 0:4 and best PC-estimate for
200 simulated data points with AR(1) errors with coecient  = 0:9 where the true
regression function was m2(x).
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Figure 5.7: RLLSE with h = 0:0221, g = 0:043,  = 40, PC-estimate with bandwidth
h = 0:0221 selected by using cross validation, and best PC-estimate for 200 simulated
data points with AR(1) errors with coecient  = 0:9 where the true regression
function was m2(x).


















Figure 5.8: RLLSE with h = 0:1888, g = 0:02,  = 40 and best PC-estimate for
200 simulated data points with AR(1) errors with coecient  = 0:9 where the true
regression function was m2(x).
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Figure 5.9: RLLSE with h = 0:145, g = 0:36,  = 0:08 and best PC-estimate for
200 simulated data points with AR(3) errors with coecients 1 = 0:2, 2 = 0:3,
3 = 0:4, where the true regression function was m1(x).




















Figure 5.10: RLLSE with h = 0:06, g = 0:2,  = 0:95, PC-estimate with bandwidth
h = 0:06, and best PC-estimate for 200 simulated data points with AR(3) errors with
coecients 1 = 0:2, 2 = 0:3, 3 = 0:4, where the true regression function was
m1(x).
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Figure 5.11: RLLSE with h = 0:03, g = 0:05,  = 5, and PC-estimate with bandwidth
h = 0:03 for 200 simulated data points with AR(1) errors with coecient  =  0:9
where the true regression function was m1(x).
















Figure 5.12: RLLSE with h = 0:01, g = 0:01,  = 5 and PC-estimate with bandwidth
h = 0:01 for 200 simulated data points with AR(1) errors with coecient  =  0:9
where the true regression function was m1(x).
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