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Abstract: A broad view of the nature and potential of computational information geometry
in statistics is offered. This new area suitably extends the manifold-based approach of
classical information geometry to a simplicial setting, in order to obtain an operational
universal model space. Additional underlying theory and illustrative real examples are
presented. In the infinite-dimensional case, challenges inherent in this ambitious overall
agenda are highlighted and promising new methodologies indicated.
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1. Introduction
The application of geometry to statistical theory and practice has seen a number of different
approaches developed. One of the most important can be defined as starting with Efron’s seminal
paper [1] on statistical curvature and subsequent landmark references, including the book by Kass and
Vos [2]. This approach, a major part of which has been called information geometry, continues today, a
primary focus being invariant higher-order asymptotic expansions obtained through the use of differential
geometry. A somewhat representative example of the type of result it generates is taken from [2], where
the notation is defined:
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Example 1 The bias correction of a first-order efficient estimator, βˆ, is defined by:
ba(β) = − 1
2n
gaa
′
{
gbcΓ
(−1)
a′bc + g
κλh
(−1)
κλa′
}
,
and has the property that if βˆ∗ := βˆ − b(β) then:
Eβ(βˆ
∗ − β) = O(n−3/2).
The strengths usually claimed of such a result are that, for a worker fluent in the language of
information geometry, it is explicit, insightful as to the underlying structure and of clear utility in
statistical practice. We agree entirely. However, the overwhelming evidence of the literature is that,
while the benefits of such inferential improvements are widely acknowledged in principle, in practice,
the overhead of first becoming fluent in information geometry prevents their routine use. As a result,
a great number of powerful results of practical importance lay severely underused, locked away behind
notational and conceptual bars.
This paper proposes that this problem can be addressed computationally by the development of what
we call computational information geometry. This gives a mathematical and numerical computational
framework in which the results of information geometry can be encoded as “black-box” numerical
algorithms, allowing direct access to their power. Essentially, this works by exploiting the structural
properties of information geometry, which are such that all formulae can be expressed in terms of
four fundamental building blocks: defined and detailed in Amari [3], these are the +1 and −1
geometries, the way that these are connected via the Fisher information and the foundational duality
theorem. Additionally, computational information geometry enables a range of methodologies and
insights impossible without it; notably, those deriving from the operational, universal model space, which
it affords; see, for example, [4–6].
The paper is structured as follows. Section 2 looks at the case of distributions on a finite number
of categories where the extended multinomial family provides an exhaustive model underlying the
corresponding information geometry. Since the aim is to produce a computational theory, a finite
representation is the ultimate aim, making the results of this section of central importance. The paper also
emphasises how the simplicial structures introduced here are foundational to a theory of computational
information geometry. Being intrinsically constructive, a simplicial approach is useful both theoretically
and computationally. Section 3 looks at how simplicial structures, defined for finite dimensions, can be
extended to the infinite dimensional case.
2. Finite Discrete Case
2.1. Introduction
This section shows how the results of classical information geometry can be applied in a purely
computational way. We emphasise that the framework developed here can be implemented in
a purely algorithmic way, allowing direct access to a powerful information geometric theory of
practical importance.
The key tool, as explained in [4], is the simplex:
∆k :=
{
pi = (pi0, pi1, . . . , pik)
> : pii ≥ 0 ,
k∑
i=0
pii = 1
}
, (1)
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with a label associated with each vertex. Here, k is chosen to be sufficiently large, so that any statistical
model—by which we mean a sample space, a set of probability distributions and selected inference
problem—can be embedded. The embedding is done in such a way that all the building blocks of
information geometry (i.e., manifold, affine connections and metric tensor) can be numerically computed
explicitly. Within such a simplex, we can embed a large class of regular exponential families; see [6] for
details. This class includes exponential family random graph models, logistic regression, log-linear and
other models for categorical data analysis. Furthermore, the multinomial family on k + 1 categories
is naturally identified with the relative interior of this space, int(∆k), while the extended family,
Equation (1), is a union of distributions with different support sets.
This paper builds on the theory of information geometry following that introduced by [3] via the affine
space construction introduced by [7] and extended by [8]. Since this paper concentrates on categorical
random variables, the following definitions are appropriate. Consider a finite set of disjoint categories or
bins B = {Bi}i∈A. Any distribution over this finite set of categories is defined by a set, {pii}i∈A, which
defines the corresponding probabilities. With “mix” connoting mixtures of distributions, we have:
Definition 1 The −1-affine space structure over distributions on B := {Bi}i∈A is (Xmix, Vmix,+)
where:
Xmix =
{
{xi}i∈A|
∑
i∈A
xi = 1
}
, Vmix =
{
{vi}i∈A|
∑
i∈A
vi = 0
}
and the addition operator, +, is the usual addition of sequences.
In Definition 1, the space of (discretised) distributions is a −1-convex subspace of the affine space,
(Xmix, Vmix,+). A similar affine structure for the +1-geometry, once the support has been fixed, can be
derived from the definitions in [7].
2.2. Examples
Examples 2 and 3 are used for illustration. The second of these is a moderately high dimensional
family, where the way that the boundaries of the simplex are attached to the model is of great importance
for the behaviour of the likelihood and of the maximum likelihood estimate. In general, working in
a simplex, boundary effects mean that standard first order asymptotic results can fail, while the much
more flexible higher order methods can be very effective. The other example is a continuous curved
exponential family, where both higher order asymptotic sampling theory results and geometrically-based
dimension reduction are described.
Example 2 The paper [9] models survival times for leukaemia patients. These times, recorded in days,
start at the time of diagnosis, and there are 43 observations; see [10] for details. We further assume
that the data is censored at a fixed value. It was observed that a censored exponential distribution gives
a reasonable, but not exact, fit. As discussed in [11], this gives a one-dimensional curved exponential
family inside a two-dimensional regular exponential family of the form:
exp
[
λ1x+ λ2y − log
{
1
λ2
(
eλ2t − 1)+ eλ1+λ2t}] , (2)
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where y = min(z, t) and x = I(z ≥ t), and the embedding map is given by (λ1(θ), λ2(θ)) =
(− log θ,−θ).
As shown in [4], the loss due to discretisation can be made arbitrarily small for all information
geometry objects. Thus, for example, using this computational approach, it is straightforward to compute
the bias correction described in Example 1. Each of the terms in the asymptotic bias, i.e., the metric, gij ,
its inverse, gij , the Christoffel symbols, Γ(−1)ijk , and curvature term, h
(−1), can be directly numerically
coded as appropriate finite difference approximations to derivatives. Thus, “black-box” code can
directly calculate the numerical value of the asymptotic bias, and this numerical value can then be used
by those who are not familiar with information geometry. For example this calculation establishes the
fact that, with this particular data set, the sample size is such that the bias is inferentially unimportant.
Figure 1. Undirected graphical model showing the cyclic graph of order four.
1
2
3
4
Example 3 The paper [12] discusses an undirected graphical model based on the cyclic graph of
order four, shown in Figure 1, with binary random variables at each node. Without any constraints,
there are 16 possible values for the graph, so model space can be thought of as a 15-dimensional simplex,
including the relative boundary. However, the conditional independence relations encoded by the graph
impose linear constraints in the natural parameters of the exponential family. Thus, the resultant model
is a lower dimensional full exponential family and its closure.
As described in [12], the four cycle model is a seven dimensional exponential family, which is a
+1-affine subspace of the +1-affine structure of the 15-dimensional simplex. The model can be written
in the form: (
pii exp
{∑8
h=1 ηhvhi
}∑15
j=0 pij exp
{∑8
h=1 ηhvhj
})15
i=0
(3)
for a given set of linearly independent vectors {vh}8h=1. The existence of the maximum likelihood estimate
for η = (ηh) will depend on how the limit points of Model (3) meet the observed face of ∆15; that is, the
span of the vertices (bins) having positive counts. Thus, a key computational task is to learn how a full
exponential family, defined by a representation of the form of (3), is attached to boundary sub-simplices
of the high-dimensional embedding simplex.
In order to visualise the geometric aspects of this problem, consider a lower dimensional version.
Define a two-dimensional full exponential family by the vectors v1 = (1, 2, 3, 4), v2 = (1, 4, 9,−1) and
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the uniform distribution base point, pii, embedded in the three-dimensional simplex. The two-dimensional
family is defined by the +1-affine space through (0.25, 0.25, 0.25, 0.25) spanned by the space of vectors
of the form:
α(1, 2, 3, 4) + β(1, 4, 9,−1) = (α + β, 2α + 4β, 3α + 9β, 4α− β).
Consider directions from the origin obtained by writing α = θβ, giving, for each θ, a
one-dimensional, full exponential family parameterized by β in the direction β(θ + 1, 2θ + 4,
3θ + 9, 4θ − 1). The aspect of this vector, which determines the connection to the boundary, is the
rank order of its elements. For example, suppose the first component was the maximum and the last
the minimum. Then, as β → ±∞, this one-dimensional family will be connected to the first and fourth
vertex of the embedding four simplex, respectively. Note that changing the value of θ changes the rank
structure, as illustrated in Figure 2. This plot shows the four element-wise linear functions of θ (dashed
lines) and the salient overall feature of their rank order; that is, their upper and lower envelopes (solid
lines). From this analysis of the envelopes of a set of linear functions, it can be seen that the function
2θ + 4 is redundant. The consequence of this is shown in Figure 3, which shows a direct computation of
the two-dimensional family. It is clear that, indeed, only three of the four vertexes have been connected
by the model.
In general, the problem of finding the limit points in full exponential families inside simplex models is
a problem of finding redundant linear constraints. As shown in [13], this can be converted, via convex
duality, into the problem of finding extremal points in a finite dimensional affine space. In the four-cycle
model, this technique can construct all sub-simplices containing limit points of the four-cycle model. For
example, it can be shown that all of the 16 vertices are part of the boundary. Once the boundary points
have been identified as necessary and sufficient, conditions for the existence of the maximum likelihood
in the +1-parameters can easily be found computationally [6].
Figure 2. The envelope of a set of linear functions. Functions, dashed lines; envelope,
solid lines.
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Figure 3. Attaching a two-dimensional example to the boundary of the simplex.
2.3. Tensor Analysis and Numerical Stability
One of the most powerful set of results from classical information geometry is the way that
geometrically-based tensor analysis is perfect for use in multi-dimensional higher order asymptotic
analysis; see [14] or [15]. The tensorial formulation does, however, present a couple of problems in
practice. For many, its very tight and efficient notational aspects can obscure rather than enlighten, while
the resulting formulae tend to have a very large number of terms, making them rather cumbersome to
work with explicitly. These are not problems at all for the computational approach described in this
paper. Rather, the clarity of the tensorial approach is ideal for coding, where large numbers of additive
terms, of course, are easy to deal with.
Two more fundamental issues, which the global geometric approach of this paper highlights, concern
numerical stability. The ability to invert the Fisher information matrix is vital in most tensorial formulae,
and so understanding its spectrum, discussed in Section 2.4, is vital. Secondly, numerical underflow
and overflow near boundaries require careful analysis, and so, understanding the way that models are
attached to the boundaries of the extended multinomial models is equally important. The four-cycle
model, to which we now return, illustrates computational information geometry doing this effectively.
Example 4 The multivariate Edgeworth approximation to the sampling distribution of part of the
sufficient statistic for the four-cycle model is shown in Figure 4. Using the techniques described above,
a point near the boundary of the 15-simplex has been selected as the data generation process. For
illustration, we focus on the marginal distribution of two components of the sufficient statistic, though
any number could have been chosen. The boundary forces constraints on the range of the sufficient
statistics, shown by the dashed line in the plot. The points, jittered for clarity, show the distribution
computed by simulation. It is typical that such boundary constraints prevent standard first order methods
from performing well, but the greater flexibility of higher order methods can be seen to work well here.
As discussed above, methods, such as the multivariate Edgeworth expansion, can be strongly exploited
in a computational framework, such as ours. Note, the discretization that can be observed in the figure
is extensively discussed in [6].
Entropy 2014, 16 2460
Figure 4. Using the Edgeworth expansion near the boundary of four-cycle model.
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2.4. Spectrum of Fisher Information
We focus now on the second numerical issue identified above. In any multinomial, the Fisher
information matrix and its inverse are explicit. Indeed, the 0-geodesics and the corresponding geodesic
distance are also explicit; see [2] or [3]. However, since the simplex glues together multinomial structures
with different supports and the computational theory is in high dimensions, it is a fact that the Fisher
information matrix can be arbitrarily close to being singular. It is therefore of central interest that the
spectral decomposition of the Fisher information itself has a very nice structure, as shown below.
Example 5 Consider a multinomial distribution based on 81 equal width categories on [−5, 5], where
the probability associated to a bin is proportional to that of the standard normal distribution for that
bin. The Fisher information for this model is an 80 × 80 matrix, whose spectrum is shown in Figure 5.
By inspection, it can be seen that there are exponentially small eigenvalues, so that while the matrix
is positive definite, it is also arbitrarily close to being singular. Furthermore, it can be seen that the
spectrum has the shape of a half-normal density function and that the eigenvalues seem to come in pairs.
These facts are direct consequences of the general results below.
With pi−0 denoting the vector of all bin probabilities, except pi0, we can write the Fisher information
matrix (in the +1 form) as N times:
I(pi) := diag(pi−0)− pi−0piT−0.
This has an explicit spectral decomposition, which can be computed by using interlacing
eigenvalue results (see for example [16], Chapter 4). In particular, if the diagonal matrices,
diag(pi1, . . . , pik) and diag(λ1Im1| · · · |λgImg), agree up to a row-and-column permutation, where g > 1
and λ1 > · · · > λg > 0, then I(pi) has ordered spectrum:
λ1 > λ˜1 > · · · > λg > λ˜g ≥ 0, (4)
with λ˜g > 0 ⇐⇒ pi0 > 0, each λi having multiplicity mi − 1, while each λ˜g is simple.
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Figure 5. Spectrum of the Fisher information matrix of a discretised normal distribution.
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We give a complete account of the spectral decomposition (SpD) of I(pi). There are four cases to
consider, the last having the generic spectrum of (4). Without loss, after permutation, assume now
pi1 ≥ · · · ≥ pik. The four cases are:
Case 1 For some l < k, the last k − l elements of pi−0 vanish: the sub-case l = 0 ⇐⇒ pi0 = 1 ⇐⇒
I(pi) = 0 is trivial. Otherwise, writing pi+ = (pi1, . . . , pil)T and Π+ = diag(pi+), the SpD of:
I(pi) =
(
Π+ − pi+piT+ 0
0 0
)
follows at once from that of Π+ − pi+piT+, given below.
Case 2 k = 1: this case is trivial.
Case 3 k > 1, pi = λ1k, λ > 0: the SpD of I(pi) is:
λCk + λ(1− kλ)Jk
where Ck = Ik − Jk and Jk = k−11k1Tk . Here, λ has multiplicity k − 1 and eigenspace
[Span(1k)]
⊥, while λ˜ := λ(1 − kλ) has multiplicity one and eigenspace Span(1k). In particular,
since 1− pi0 = kλ, it follows that:
I(pi) is singular ⇐⇒ pi0 = 0.
Case 4 pi−0 = (λ11Tm1 | . . . |λg1Tmg)T , g > 1 and λ1 > · · · > λg > 0:
This is the generic case, having the spectrum of (4) above. Denoting by Om the zero matrix of
order m×m and by P (ν) the rank one orthogonal projector onto Span(ν), (ν 6= 0), the SpD is:
g∑
i=1,mi>1
λidiag(Omi− , Cmi , Omi−) +
g∑
i=1
λ˜iP
( λ1
λ˜i − λ1
1Tm1 , . . . ,
λg
λ˜i − λg
1Tmg
)T ,
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where: mi− =
∑{mj|j < i}, mi+ = ∑{mj|j > i} and the λ˜i are the zeros of:
h(λ˜) := 1 +
g∑
i=1
miλ
2
i
λ˜− λi
= (1−
g∑
i=1
miλi) + λ˜
(
g∑
i=1
miλi
λ˜− λi
)
.
In particular, {λ˜i : i = 1, · · · , g} are simple eigenvalues satisfying (4) while, whenever mi > 1,
λi, is also an eigenvalue having multiplicity mi − 1. Further, expanding det(I(pi)), we again find:
I(pi) is singular ⇐⇒ pi0 = 0,
so that λ˜g > 0 ⇔ pi0 > 0, as claimed. Finally, we note that each λ˜i (i < g)
is typically (much) closer to λi than to λi+1. For, considering the graph of x → 1/x,
h ((λi + λi+1)/2 + δ(λi − λi+1)/2) (−1 < δ < +1) is well-approximated by:
1− 2miλ
2
i
(λi − λi+1)(1− δ) +
2mi+1λ
2
i+1
(λi − λi+1)(1 + δ)
whose unique zero δ∗ over (−1, 1) is positive whenever, as will typically be the case, mi = mi+1
(both will usually be one), while (miλi + mi+1λi+1) < 1/2. Indeed, a straightforward analysis
shows that, for any mi and mi+1, δ∗ = 1 +O(λi) as λi → 0.
2.5. Total Positivity and Local Mixing
Mixture modelling is an exemplar of a major area of statistics in which computational information
geometry enables distinctive methodological progress. The −1-convex hull of an exponential family is
of great interest, mixture models being widely used in many areas of statistical science. In particular,
they are explored further in [5]. Here, we simply state the main result, a simple consequence of the
total positivity of exponential families [17], that, generically, convex hulls are of maximal dimension.
In this result, “generic” means that the +1 tangent vector, which defines the exponential family as having
components that are all distinct.
Theorem 1 The−1-convex hull of an open subset of a generic one-dimensional exponential family is of
full dimension.
Proof 1 For any (pii) ∈ ∆k with each pii > 0, θ0 < · · · < θk and s0 < · · · < sk, let
B = (pi(θ0), ..., pi(θk)) have general element:
pii(θj) := pii exp[siθj − ψ(θj)].
Further, let B˜ = B − pi(θ0)1Tk+1, whose general column is pi(θj) − pi(θ0). Then, it suffices to show that
B˜ has rank k. However, using [18] (p. 33), Rank(B˜) = Rank(B)− 1, so that:
Rank(B˜) = k ⇔ B is nonsingular ⇔ B∗ is nonsingular,
where B∗ = (exp[siθj]). It suffices, then, to recall [17] that K(x, y) = exp(xy) is strictly total positive
(of order∞), so that detB∗ > 0.
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3. Infinite Dimensional Structure
This section will start to explore the question of whether the simplex structure, which describes the
finite dimensional space of distributions, can extend to the infinite dimensional case. We examine
some of the differences with the finite dimensional case, illustrating them with clear, commonly
occurring examples.
3.1. Infinite Dimensional Information Geometry: A Review
In the previous sections, the underlying computational space is always finite dimensional. This section
looks at issues related to an infinite dimensional extension of the theory in that paper. There is a great
deal of literature concerning infinite dimensional statistical models. The discussion here concentrates on
information geometric, parametrisation and boundary issues.
The information geometry theory of Amari [3] has a geometric foundation, where statistical models
(typically full and curved exponential families) have a finite dimensional manifold structure. When
considering the extension to infinite dimensional cases, Amari notes the problem of finding an “adequate
topology” [3] (p. 93). There has to be very interesting work following up this topological challenge. By
concentrating on distributions with a common support, the paper [19] uses the geometry of a Banach
manifold, where local patches on the manifold are modelled by Banach spaces, via the concept of an
Orlicz space. This gives a structure that is analogous to an infinite dimensional exponential family, with
mean and natural parameters and including the ability to define mixed parametrisations. One drawback
of this Banach structure, as pointed out in [20], is that the likelihood function with finite samples is not
continuous on the manifold. Fukumizu uses a reproducing kernel Hilbert space structure rather than a
Banach manifold, which is a stronger topology. There are strong connections between the approach taken
in [20] and the material in Section 3.2, we note two issues here: (1) a focus on the finite nature of the
data; and (2) using a Hilbert structure defined by a cumulant generating function. The approaches differ
in that [20] uses a manifold approach rather than the simplicial complex as the fundamental geometric
object. There is also other work that explicitly used infinite dimensional Hilbert spaces in statistics, a
good reference being [21].
In this paper, in contrast to previous authors, a simplicial, rather than a manifold-based, approach is
taken. This allows distributions with varying support, as well as closures of statistical families to be
included in the geometry. Another difference in approach is the way in which geometric structures are
induced by infinite dimensional affine spaces rather than by using an intrinsic geometry. This approach
was introduced by [7] and extended by [8]. Spaces of distributions are convex subsets of the affine
spaces, and their closure within the affine space is key to the geometry.
In exponential families, the −1-affine structure is often called the mean parametrisation, and using
moments as parameters is one very important part of modelling. In the infinite dimensional case, the
use of moments as a parameter system is related to the classical moment problem—when does there
exist a (unique) distribution whose moments agree with a given sequence?—which has generated a vast
literature in its own right; see [22–24]. In general terms, the existence of a solution to the moment
problem is connected to positivity conditions on moment matrices. Such conditions have been used
in connection to the infinite dimensional geometry of mixture models [25]. Uniqueness, however, is a
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much more subtle problem: sufficient conditions can be formulated in terms of the rate of growth of the
moments [24]. Counter examples to general uniqueness results include the log-normal distribution [23].
The geometry of the Fisher information is also much more complex in general spaces of distributions
than in exponential families. Simple mixture models, including two-component mixtures of exponential
distributions [26], can have “infinite” expected Fisher information, which gives rise to non-standard
inference issues. Similar results on infinitely small (and large) eigenvalues of covariance operators
are also noted in [20]. Since the Fisher information is a covariance, the fact that it does not exist for
certain distributions or that its spectrum can be unbounded above or arbitrarily close to zero is not a
surprise. However, these observations do need to be taken into account when considering the information
geometry of infinite dimensional spaces.
The rest of this section looks at the topology and geometry of the infinite dimensional simplex and
gives some illustrative examples, which, in particular, show the need for specific Hilbert space structures,
discussed in the final section.
3.2. Topology
For simplicity and concreteness, in this section, we will be looking at models for real valued random
variables. In this paper, we restrict attention to the cases where the sample space is R+ or R and has been
discretised to a countably infinite set of bins, Bi, with i ∈ N or Z, respectively. In the finite case, the
basic object is the standard simplex, ∆k, with k+ 1 bins. We generalise this to countable unions of such
objects. Of these, one is of central importance, denoted by ∆emp or simply ∆, because it is the smallest
object that contains all possible empirical distributions.
Definition 2 For any finite subset of bins, indexed by I ⊂ N or Z, denote
∆I =
{
x = (xi)i∈I : xi ≥ 0 ,
∑
i∈I
xi = 1
}
.
We take the union of all such sets
⋃
|I|<∞∆I , where |I| denotes the number of elements of the index set.
This can always be written as:
∆ =
{
x = (xi)i∈Z :
∑
i∈Z
xi = 1, xi ≥ 0 and only finitely many xi > 0
}
.
In what follows, it is important to note that for any given statistical inference problem, the sample size,
n, is always finite, even if we frequently use asymptotic approximations, where n→∞. Thus, the data,
as represented by the empirical distribution, naturally lie in the space, ∆. However, many models, used
in the given inference problem, will have support over all bins, so the models most naturally lie in the
“boundary” constructed using the closures of the set. These objects are subsets of sequence spaces, and
the corresponding topologies can be constructed from the Banach spaces, `p, p ∈ [1,∞]. The following
results follow directly from explicit calculations, where we note that in this section, since all terms are
non-negative, convergence always means absolute convergence. In particular, arbitrary rearrangements
of series do not affect the existence of limits or their values.
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Example 6 Consider the sequence of “uniform distributions” x(n) = ( 1
n
, . . . , 1
n
, 0, . . . ) as elements of
∆. This has an `p limit of the zero sequence for p ∈ (1,∞].
Proposition 1 The `p extreme points of ∆, for p ∈ (1,∞], are the zero sequence and the sequences,
δi (i ∈ Z), with one as the i− th element and zero elsewhere.
For p ∈ [1,∞], let ∆p ⊂ `p denote the `p closure of ∆.
Theorem 2 (a) ∆1 =
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈I xi = 1
}
.
(b) ∆∞ =
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈I xi ≤ 1
}
.
(c) For p ∈ (1,∞), ∆p = ∆∞ =
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈I xi ≤ 1
}
.
Proof 2 (a) It is immediate that
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈Z xi = 1
} ⊆ ∆1. Conversely, if x¯ is a limit
point, then all its elements must be non-negative. Finally, if
∑∞
i=1 x¯i is not bounded above by one, then
there exists N , such that
∑N
i=1 x¯i > 1 +  for some  > 0. Hence,
∑∞
i=1 |x¯i − x(n)i | ≥
∑N
i=1 |x¯i −
x
(n)
i | ≥
∑N
i=1 x¯i −
∑N
i=1 x
(n)
i >  for all n, which contradicts convergence. If
∑∞
i=1 x¯i < 1 − , then∑∞
i=1 |x¯i − x(n)i | ≥
∑∞
i=1 x
(n)
i −
∑∞
i=1 x¯i > , which again contradicts convergence.
(b) It is again immediate that
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈Z xi = 1
} ⊆ ∆∞. However, by Example 6,
the zero sequence is also in ∆∞, so that
{
x = (xi)i∈Z : xi ≥ 0,
∑
i∈Z xi ≤ 1
} ⊆ ∆∞.
Conversely, by contradiction, it is easy to see that all elements of the closure must have non-negative
elements. Finally, for any x¯ ∈ ∆∞, if
∑∞
i=1 x¯i is not bounded above by one, there exists N , such that∑N
i=1 x¯i > 1 +  for some  > 0. For any sequence of points, x
(n) in ∆, we have that
∑N
i=1 x
(n)
i ≤ 1, so
that, for i = 1, . . . , N , the maximum value of |x(n)i − x¯i| > /N . Hence, for all sequences, x(n), we have
‖x(n) − x¯‖∞ > /N , which contradicts x¯ being in the closure.
(c) This follows essentially the same argument as (b) by noting in the case where
∑∞
i=1 x¯i is not
bounded above by one, we have:
‖x(n) − x¯‖pp ≥
N∑
i=1
|x¯i − x(n)i |p ≥ N max
i=1,...N
|x(n)i − x¯i|p > N1−pp
for any sequences, x(n), which contradicts x¯ being in the closure.
It is immediate that the spaces, ∆ and ∆1, are convex subsets of `1 and that ∆∞ is a convex set in `∞.
3.3. Geometry
In the same way as for the finite case, the −1-geometry can be defined using an affine space structure
using the following definition.
Definition 3 Let I be a countable index set which is a subset of Z. The −1-affine space structure over
distributions is (Xmix, Vmix,+), where:
Xmix =
{
x = (xi)|
∑
I
xi = 1,
∑
I
|xi| <∞
}
, Vmix =
{
v = vi|
∑
I
vi = 0,
∑
I
|vi| <∞,
}
,
and x+ v = (xi + vi).
Entropy 2014, 16 2466
In order to define the +1-geometric structure, we also follow the approach used in the finite case.
Initially, to understand the +1- structure, consider the case where all distributions have a common
support, i.e., assume pii > 0 for all i. We follow here the approach of [7].
Definition 4 Consider the set of non-negative measures on N or Z and the equivalence relation
defined by:
{ai} ∼ {bi} ⇐⇒ ∃λ > 0 s.t.∀i ai = λbi.
The equivalences classes of this are the points in the +1 geometry.
These points can be further partitioned into sets with the same support, i.e., supp(< a >) =
{i : ai > 0}, where this is clearly well-defined.
On sets of +1-points with the same support, we can define the +1-geometry in the same way as in
the finite case. With “exp” connoting an exponential family distribution, we have:
Definition 5 For a given index set, I, defineXexp to be all +1-points whose support equals I, and define
the vector space Vexp = {vi, i ∈ I} with the operation, ⊕, defined by:
< xi > ⊕vi = 〈xi exp(vi)〉 ,
is an affine space. The +1-affine structure is then defined by (Xexp, Vexp,⊕).
Theorem 3 If a and b lie in ∆ (or ∆1) and have the same support, then C(ρ) =
∑
(aρi b
(1−ρ)
i ) <∞ for
ρ ∈ [0, 1]. Hence, aρi b
(1−ρ)
i
C(ρ)
∈ ∆ (or ∆1).
Proof 3 Since a, b are absolutely convergent, the sequence, max(ai, bi), is also. Since we have:
0 ≤ min(ai, bi) ≤ aρi b1−ρi ≤ max(ai, bi)
it follows that C(ρ) <∞, and we have the result.
This result shows that sets in ∆1 with the same support are +1-convex, just as the faces in the finite
case are.
3.4. Examples
In order to get a sense of how the +1-geometry works, let us consider a few illustrative examples.
Example 7 If we denote the discretised standard normal density by a and the discretised Cauchy density
by b and consider the path:
aρi b
(1−ρ)
i
C(ρ)
,
the normalising constant is shown in Figure 6. We see that at ρ = 0 (the Cauchy distribution), we have
that the derivative of the normalising constant (i.e., the mean of the sufficient statistic) is tending to
infinity. At the other end (ρ = 1), the model can be extended in the sense that the distribution exists for
values greater than one.
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Figure 6. Normalising constant for normal-Cauchy exponential mixing example.
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Thus, in this example, the path joining the two distributions is an extended, rather than natural,
exponential family, since we have to include the boundary point where the mean is unbounded.
Example 8 Let us return to Example 2, but now without the censoring. Thus, now, there is a countably
infinite set of bins, and so, we can investigate its embedding in the infinite simplex. As discussed in [4],
we shall discretise the continuous distribution by computing the probabilities associated to bins [ci, ci+1],
i = 1, 2, · · · .
For the exponential model, Exp(θ), the bin probabilities are simply:
pii(θ) = exp(−θci)− exp(−θci+1).
Using this, the model will lie in the infinite simplex on the positive half line with the index set I = N.
First, consider the case where we have a uniform choice of discretisation, where cn = n×  for some
fixed,  > 0. In this case, the bin probabilities can be written as an exponential family:
pin(θ) = exp
[−θn+ log(1− e−θ)]
for θ > 0. This gives a +1-geodesic though {pii(θ0)} in the direction {× n} of the form:
pin(θ0) exp
[
−λn+ log
(
1− e−(λ+θ0)
1− e−θ0
)]
(5)
for λ > −θ0. In the case where λ → −θ0, the limiting distribution is the zero measure in ∆∞, and
at the other extreme, where λ → ∞, the limiting distribution is the atomic distribution in the first bin,
a distribution with a different support than pii(θ0). However, unlike the finite case, there is no guarantee
that, for a given “direction”, {ti}, there exists a +1-geodesic starting at {pii(θ0)}, since we require the
convergence of the normalising constant:
∞∑
i=0
pii(θ0) exp(λti) <∞.
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From this example, we see that the limit points of exponential families can lie in the space, ∆∞, but
not in ∆1. The next example shows that limits do not have to exist at all.
Example 9 Consider the family whose bin probabilities, pii ∈ ∆∞, are proportional to a discretised
standard normal with bins of constant width. The exponential family, which is proportional to pii exp(θi),
does not have an `∞ limit, as it is discretised normal with mean θ. The natural parameter space here
is (−∞,∞).
The last illustrative example is from [26] and shows that even for simple models, the Fisher
information for the parameters of interest need not be finite.
Example 10 Let us consider a simple example of a two-component mixture of (discretised)
exponential distributions:
(1− ρ)pii(θ0 + λ) + ρpii(θ0) (6)
the tangent vector in the ρ-direction is:
pii(θ0)− pii(θ0 + λ) = pii(θ0)
(
1− e−λnC)
for a positive constant, C. The corresponding squared length, with respect to the Fisher information, is:
∞∑
n=0
(
1− e−λnC)2
pii(θ0)
.
As an example, consider θ0 = 1; then, this term will be infinite for λ ≤ −0.5.
3.5. Hilbert Space Structures
Following these examples, we can consider the Hilbert space structure of exponential families inside
the infinite simplex with the following results.
Definition 6 Define the functions, S(·), by S({vi}, pi) = supθ {θ|
∑
I pii exp(θvi) <∞}, the function
being set to∞ when the set is unbounded. Furthermore, define for a given {pii} ∈ ∆¯∞, the set:
V (pi) = {{vi}|S({vi}, pi > 0} , and V c(pi) = {{vi}| ± {vi} ∈ V (pi)} .
The spaces, V c(pi), correspond to the directions in which the +1-geodesic and, so, the corresponding
exponential families are well-defined and have particularly “nice” geometric structures.
Theorem 4 For pi, define a Hilbert space by:
H(pi) :=
{
{vi}|
∑
v2i pii <∞
}
with inner product:
〈{vi}, {wi}〉pi =
∑
viwipii,
and corresponding norm || · ||pi. Under these conditions:
(i) V c(pi) is a subspace of H(pi), and
(ii) the set V (pi) is a convex cone.
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Proof 4 (i) First, if {vi} ∈ V c(pi), then by definition, the moment generating function:∑
exp(θvi)pii,
is finite for θ in an open set containing θ = 0. Hence, have both:∑
vipii <∞, and
∑
v2i pii <∞.
Thus, {vi} ∈ H(pi). The fact that it is a subspace follows from (ii) below.
(ii) It is immediate that V (pi) is a cone.
Convexity follows from the Cauchy–Schwartz inequality, since for all {vi}, {v∗i } ∈ V (pi) and
λ ∈ [0, 1], it follows that:{∑
piie
θ
2
(λvi+(1−λ)v∗i )
}2
=
{∑(√
piie
θ
2
λvi
)(√
piie
θ
2
(1−λ)v∗i
)}2
≤
{∑
piie
θλvi
}{∑
piie
θ(1−λ)v∗i
}
,
and, so, is finite for a strictly positive value of θ, hence {λvi + (1− λ)v∗i } ∈ V (pi).
Hence, this result illustrates the point above regarding the existence of “nice” geometric structure
in the sense of Amari’s information geometry developed for finite dimensional exponential families.
Infinite dimensional families have a richer structure; for example, they include the possibility of having
an infinite Fisher information; see Examples 7 and 10.
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