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Abstract
Intra-cardiac procedures often involve fast-moving anatomic structures with large spatial
extent and high geometrical complexity. Real-time visualization of the moving structures
and instrument-tissue contact is crucial to the success of these procedures. Real-time
3D ultrasound is a promising modality for procedure guidance as it offers improved
spatial orientation information relative to 2D ultrasound. Imaging rates at 30 fps enable
good visualization of instrument-tissue interactions, far faster than the volumetric imaging
alternatives (MR/CT). Unlike fluoroscopy, 3D ultrasound also allows better contrast of soft
tissues, and avoids the use of ionizing radiation.
The current key challenges in increasing the clinical adoption of 3D ultrasound include
limited field of view, signal dropout, low resolution and poor rendering. A cardiac gated
3D mosaicing and visualization system is developed with an aim to address the limitations
above. The system integrates electromagnetic position tracking with cardiac gating and
leverages parallel computing for real-time instrument tip tracking in mosaiced 3D ultrasound
volumes. User studies in clinical tasks show a 46% reduction in task completion time.
To further improve the mosaicing results, a novel 3D ultrasound compounding method
based on structure tensors and weighted by ultrasound incident angles is developed. This
method addresses the challenge in integrating multiview US images where the intensity
values at overlapping regions could be significantly different due to differences in local
structure orientations with regards to ultrasound beam propagation directions. Water tank
and in vivo studies show 20% improvement in contrast to noise ratio when compared to the
commonly used intensity averaging.
iii
In clinical settings, a system that offers ease of use is essential. A robotic control
and visualization system is built to facilitate the use of automated ultrasound catheter
imaging for procedure guidance. The system creates 3D panorama by controlled sweep
while keeping the catheter tip at a fixed and safe location. Instrument tracking and tip
identification techniques are also developed, both require complex joint coordination thus
are difficult for manual control. We are able to achieve an overall accuracy of 2.2mm RMS in
position and 0.8◦ in tracking. Such system has a great potential in improving the overall
clinical work flow.
iv
This work was sponsored by the United States Department of the Air Force under United
States Air Force Contract FA8721-05-C-0002. Opinions, interpretations, conclusions, and
recommendations are those of the authors and are not necessarily endorsed by the United
States Government.
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Chapter 1
Instroduction
1.1 Motivation
This dissertation aims to facilitate ultrasound guidance for procedures within the beating
heart. Beating heart procedures are a minimally invasive alternative to the conventional
cardiac surgeries, which require the use of the cardiopulmonary bypass (CPB). CPB is
associated with elevated risks of stroke [80], inflammation [20], and long-term neurocognitive
damage [19, 61]. Beating heart procedures have shown a significant reduction of these
adverse affects while offering the advantages of reduced post-operative discomfort, faster
healing times and lowered risk of infections or complications [3, 12, 53, 76, 78]. More
importantly, they allow cardiologists to assess the quality of a procedure across cardiac
cycles [34].
One key limiting factor in enabling the beating heart approach to a broader range of
conditions is image guidance capabilities. Cardiac CT and MRI have good resolution and
can produce 2D or 3D information, but are limited to pre-operative imaging due to their
slow frame rate, high cost or large footprint. X-ray based fluoroscopy is the current standard
for procedure guidance, but it is unable to distinguish soft tissue. Significant efforts have
been devoted to the registration of pre-operative CT or MRI images with real-time data,
nonetheless, this approach often leads to mismatch of the two as a result of the patient
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motion or change of patient conditions. Ultrasound (US) is an imaging modality that has
been widely used for the diagnosis of cardiac diseases. US is non-invasive, inexpensive, high
contrast between cardiac tissue and blood, and can provide real-time diagnostic information
of the anatomical region of interest. Unlike CT or MRI, in which 2D images are usually
acquired at a slow rate as a stack of parallel slices and in a fixed orientation, US provides
images at higher rates, and in arbitrary orientations. The high acquisition rate and arbitrary
orientation of the images provide unique problems to overcome and opportunities to exploit
in volume reconstruction and dynamic 3D visualization [31].
While conventional US produces 2D images, in the last decade, 3D ultrasound (3DUS)
has emerged as a new imaging approach that is rapidly achieving widespread use with
numerous applications. Real-time 3DUS imaging offers improved spatial orientation infor-
mation relative to 2DUS, therefore is capable of visualizing complex 3D structures [21, 74].
It is a promising modality for enabling intra-cardiac beating heart procedures.
1.2 3D Ultrasound
Until recently 3D ultrasound imaging systems were based on acquiring and then stitching
a series of 2D ultrasound images to form a 3D volume. The three common approaches
include mechanical scanners, free-hand techniques with position sensing, and free-hand
techniques without position sensing. In the past decade, phased array based probes start to
gain popularity. It consists of multiple small ultrasound crystal elements, each of which
can be pulsed individually. In contrast to a conventional probe which must be physically
scanned to sweep the beam through an area of interest, the beam from a phased array
probe can be moved electronically. A diverging pyramidal beam and returned echoes can be
displayed in real time as multiple planes [31], and that is the basic principle of real-time
3DUS.
Real-time 3D echocardiography can be performed using a transthoracic (TTE) probe from
outside the chest or a transesophageal (TEE) probe from inside the esophagus. TTE is the
most common type of cardiac echocardiography, during which the transducer head must be
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aimed through ‘acoustic windows’ in the thorax in order to get around the interference from
the rib cage or soft tissue. The four typical acoustic windows for TTE include parasternal,
apical, subcostal, and suprasternal notch. TEE, on the other hand, has the advantage of
closer proximity to the heart, thus eliminates the need to use acoustic windows, minimizes
interference from the lungs, and increases the resolution of the images obtained. TEE is
useful for intra-operative monitoring of anesthetized patients and for patients in which TTE
did not produce quality images, but it is more invasive, typically requiring anesthesia.
1.3 Intra-cardiac Ultrasound
Ultrasound catheter, or intra-cardiac echocardiography (ICE) is used to visualize the soft
tissue from inside the heart. It has an ultrasound crystal array at its distal tip with side firing
imaging plane that can be manipulated in two orthogonal directions through controlling
the two knobs on the handle. An ICE catheter is inserted into the patient’s vasculature (e.g.
femoral vein) and navigated to the heart, where it acquire 2D B-mode images of cardiac
structures. Compared to external probes, ICE can achieve higher quality views of targets in
the near-field with higher acoustic frequencies, reducing aberration and attenuation due
to layers of intervening muscle, fat, and other tissues. When compared to TEE, ICE is also
associated with decreased procedure length while eliminating the risks of endotracheal or
esophageal intubation and general anesthesia [9]. Recently 3D ICE catheters were reported
by Siemens as being capable of acquiring ultrasound volumes from within the heart [94].
1.4 Procedure Guidance
The overall objective of this thesis work is to develop solutions that could be useful for a
broad range of cardiac procedures. This section provides a brief overview of the common
procedures in cardiology, which can be largely divided into two categories: interventional
cardiology and cardiac eletrophysiology.
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1.4.1 Interventional cardiology
Interventional cardiology is a branch of cardiology that specializes in the catheter based
treatment of structural heart diseases [49, 82]. The procedures are done by initially placing a
long, thin, catheter into one of the femoral veins. These vessels are accessed through a small
puncture site in either the left or right groin. Local anesthesia is used in the groin to permit
relatively painless introduction of a small sheath into the blood vessel. A catheter is then
advanced through the sheath, up to the heart. This process is called cardiac catheterization.
A large number of procedures, including coronary angioplasty (stent placement), patent
foramen ovale defect (PFO) closures and valve replacement can be performed on the heart by
catheterization. For example, the interventional cardiology procedure of primary angioplasty
is now the gold standard of care for an acute myocardial infarction, which occurs when
an atherosclerotic plaque slowly builds up in the inner lining of a coronary artery and
then suddenly ruptures, causing catastrophic thrombus formation, occluding the artery and
preventing blood flow downstream [91]. Coronary angioplasty restores blood flow to the
heart muscle by extracting clots from occluded coronary arteries and deploying stents and
balloons through a small hole made in a major artery.
Majority of these procedures rely on X-ray based fluoroscopy visualization in combi-
nation with contrast agents. Although it is able to show instruments and electrodes, it
is unable to distinguish soft tissue. In procedures such as valve replacements and PFO
closures, when instrument-tissue contact is crucial, better visualization alternatives are in
great need.
1.4.2 Cardiac electrophysiology
Cardiac electrophysiology (EP) deals with the diagnosis and treatment of rhythm disor-
ders of the heart such as atrial fibrillation (AF) or ventricular tachycardia. To assess the
arrhythmia, electrophysiologists study the electrocardiograms of intra-cardiac and external
spontaneous electrical activity, as well as the cardiac responses to programmed electrical
stimulations using catheters with electrodes at tip. Catheter based ablation procedures are
4
often performed as part of the treatment for arrhythmias.
AF is one of the most common arrhythmias, affecting nearly 1,000,000 adults in the US
and contributing substantially to the incidence of stroke and cardiovascular mortality [94].
It involves the two upper chambers of the heart, when the heart muscles quiver instead
of moving with coordinated contractions. From electrocardiography point of view, it is
characterized by the presence of rapid and irregular waves that vary in size, shape, and
timing [24, 30]. This results in ineffective pumping of blood to the ventricle. In a large
proportion of patients with AF, the primary arrhythmia substrate is thought to be located
at the openings of the pulmonary veins into the left atrium. Catheter based procedures
aim to create linear destructive lesions in the tissue around the pulmonary veins to prevent
propagation of the abnormal rhythm to the rest of the atrial tissue. The procedure involves
inserting catheters through the femoral artery in the groin, threading them up into the heart.
Through a hole pierced on the septum, the catheters get access to the four blood vessels that
are conduits of the uncontrolled impulses that cause fibrillation. Ablation catheters emit
radio frequency energy at the tip to cauterize the tissue and thus stop the random electrical
impulses.
Similar to interventional cardiology, in current EP suite, guidance is largely provided
by fluoroscopy, which is unable to image soft tissues. To compensate for this, the widely
adopted approach is to generate a three-dimensional electrophysiological model resembling
the shape of the atria. This is done by using a electromagnetic (EM) position sensing system
that records the locations of the ablation catheter’s tip in space. The point clouds are then
registered to a CT or MRI based pre-operative anatomic model. The EP software suite
CARTO Electroanatomical Mapping System (Biosense Webster, Diamond Bar, CA USA) and
EnSite NavX (St. Jude Medical, St. Paul, MN, USA) are two leading commercial systems on
the market.
The main deficiencies of such systems currently include: (1) the mapping and model
creation can be a tedious process. (2) The complexity of the system requires extensive
experience from the user. (3) The pre-operative CT or MIR model may not accurately
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capture the intra-operative condition. To our knowledge, there is no commercial system
currently capable of producing real-time patient-specific anatomical visual guidance for
ablation procedures.
The quality of the ablation procedures such as AF ablation largely depends on the ability
of the surgeon to create continuous linear lesions without gaps using ablation catheters
[29]. However, the anatomy of the pulmonary veins is quite variable and areas such as the
junction of the left pulmonary veins and left atrial appendage (LAA) present a difficult
and anatomically complex structure for the surgeon to maneuver [37]. The complex 3D
curvature of the pulmonary vein area, rapid cardiac motion, and limitations in real-time
imaging and catheter navigation account for a significant proportion of the failures in AF
ablation [4].
1.5 Thesis Outline
Unlike fluoroscopy, real-time 3DUS allows visualization of the soft tissues at a high frame
rate, and avoids the use of ionizing radiation. It can also be easily integrated into procedures
as the small probe can be readily placed at the point of interest (Section 1.2).
Despite these evident advantages, however, a decade after its commercial introduction,
3DUS is rarely used clinically for procedure guidance. The adoption of 3DUS has been
slow due to its limited field of view (FOV), low signal to noise ratio, missing anatomic
information and tedious analysis process [77]. 3D imaging in ultrasound at a given frequency
is limited by the acoustic time of flight. These constraints can be represented by a triangle
which encloses the vertices of frame rate, resolution and field of view (frustum size). For
instance, broadening the frustum size for the same frame rate blurs the point spread function
for a constant number of transmitted scan lines and this reduces spatial resolution. We
hypothesize that developing a real-time 3DUS mosaic to visualize the complex intra-cardiac
anatomy, together with the abilities to determine precise ablation catheter position and
tip-tissue contact would greatly improve the speed and accuracy of the procedures. In
addition, the development of 3DUS specific image processing techniques would also assist
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the real-time interpretation and diagnosis, lowering the threshold in the required training
and skills for 3DUS analysis. With these goals in mind, this thesis is organized as the
following:
Chapter 2 discusses the development of an ECG gated 3DUS mosaicing and enhanced
visualization system as an effective way to provide a real-time wide-view of the target
anatomy in both space and time. This aims to address 3DUS inherent limitation of limited
field of view.
When building a large FOV 3D volume, complementary information from different US
probe positions are often needed for the creation of complete anatomic structures. Chapter
3 discusses a novel technique that uses structure tensor for multiview 3DUS compounding.
Chapter 4 focuses on ICE catheters. We argue that automated pointing of ICE catheters
will make ICE far more useful, effective, and broadly applicable. Based on this assumption,
we developed a robotic ICE catheter control and visualization system. In this chapter, I will
present a number of visualization techniques which include automated sweeping for 3D
panorama creation and instrument tracking and tool tip identification.
The research effort above has broad applications beyond any specific beating heart
procedure. For example, Real-time 3D mosaicing addresses the inherent narrow field of
view presented in ultrasound images. The algorithms developed in Chapter 3 can be
extended to general multiview image composition to improve the preservation of salient
features from multiple contributing images while avoiding the introduction of noise at the
same time. The methods developed in Chapter 4 can be used for a variety of non cardiac
procedures such as those involving fluid-filled or solid organs.
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Chapter 2
Real-time 3D Ultrasound Enhanced
Visualization
2.1 Introduction
Real-time 3D ultrasound (3DUS) offers important advantages for guiding diverse medical
procedures. Foremost is the ability to visualize complex 3D structures [74]. Studies have
shown that real-time 3DUS is more efficient and accurate than 2DUS for basic surgical
tasks and can enable more complex procedures [21]. Imaging rates up to 30 volumes per
second also enable good visualization of instrument-tissue interactions, far faster than the
volumetric imaging alternatives (MR and CT scans). Fluoroscopy provides fast frame rates,
but only has a limited number of 2D views, requiring the clinician to mentally combine
them to derive 3D structure. Unlike fluoroscopy, 3DUS also allows visualization of soft
tissues, and avoids the use of ionizing radiation. 3DUS is easily integrated into procedures
as the small probe can be readily placed at the point of interest. Finally, costs are also
far lower, with top-of-the-line 3D ultrasound machines costing far less than comparable
fluoroscopy, CT, or MR systems.
Despite these evident advantages, a decade after its commercial introduction, 3DUS
is rarely used clinically for procedure guidance. There has been a broad spectrum of
8
research in 3DUS guidance, in diverse areas including liver surgery [50, 62], liver ablation
[5], kidney imaging [10] and cardiac imaging [42, 57, 96]. Nonetheless, 2D ultrasound is still
the prevailing choice in hospitals [74]. The reasons for this surprising lack of acceptance
of 3DUS are diverse. One clear drawback of 3DUS is limited resolution. While voxel
sizes are less than one millimeter, noise and distortion typically make it hard to discern
features smaller than a few millimeters. In addition, 3DUS images are typically displayed as
volume-rendered images. While this is effective for visualizing tissue surfaces surrounded
by fluids as in obstetrics and cardiology, volume rendering can accentuate the distortion
and noise inherent in 3DUS imaging [41], resulting in irregular surfaces and difficulty
in distinguishing instrument artifacts [60, 65]. Volume rendering is also problematic for
visualizing the internal features of solid organs like liver and kidney, where the entire organ
produces textured reflections that fill the imaging volume. Another limitation is the small
field of view. Because of the tradeoff in ultrasound imaging between volume size, resolution
and frame rate, the volume size is inherently limited.
We hypothesize that enhanced displays can overcome key limitations in current 3DUS
guidance, and bring the benefits of 3DUS to a broad range of procedures. In this chapter, we
aim to address (1) the limited field of view; (2) the difficulty in distinguishing instrument
from tissue in volume rendered images.
To overcome 3DUS inherent characteristics of small field of view, we mosaic multiple
3DUS volumes together to create a panoramic view. Volume registration is a key step for the
success of the mosaicing. The approaches for volume registration can be largely divided into
image-based, tracking-based or hybrid approaches. Image-based 3DUS registration methods
can be voxel-based [77, 81], feature-based [58, 64, 73, 87, 92] or phased-based [35, 75, 97].
Voxel-based methods compute a metric between two volumes in an iterative fashion until
a match meeting a certain threshold is found. These methods can handle relatively large
displacement, but can also be sensitive to noise. Feature-based methods first find salient
features and then compute a registration matrix using the matching features from the
two volumes. They work well when there are sufficient overlapping regions between the
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two volumes, therefore can only tolerate small translations and rotations and can be slow.
Schneider et al. reported a real-time image based rigid registration method using 3D SIFT
features [83]. Their work takes advantage of the fact that the scale of objects does not
change in real-time 3DUS volumes with small displacement. Phased-based methods use
a combination of local phase information and manually selected landmarks to find the
registration matrix. They are computationally intensive. Tracking-based registration method
involves attaching one or multiple position sensors to the ultrasound probe. Poon and
Rohling used an optical position tracker and developed two different registration methods
to correct the errors in the overlapping regions [72]. Yao et al. and Zhuang et al. used optical
tracking for multiview 3DUS dataset compounding [97, 100]. Magnetic tracking is often
used as well, especially when optical tracking is not feasible such as in the case when a clear
line of sight from the optical sensor to the ultrasound probe cannot be guaranteed [11, 13, 98].
Recently, Housden et al. developed a hybrid method that leverages the availability of x-ray
in EP suite and use x-ray images to track a TEE probe [40]. By registering the TEE probe
positions to x-ray coordinate system, they were able to create an extended field of view of
the 3DUS. Kutter et al. presented a multi-modal 3DUS registration and mosaicing approach
by incorporating information from co-registered CT [48].
In the context of beating heart procedures, electrocardiograph (ECG) gating is commonly
used in the 3D reconstruction of a time-series of 3DUS volumes (3D+time). Efforts have
been reported in the reconstruction of gated 3DUS by mosaicing tracked 2DUS imaging
[67, 71, 89], where 2DUS frames are acquired at the same phase of the cardiac cycle and
composited into 3D volumes, which in turn are assembled into a time series for temporal
display. With the arrival of real-time 3DUS machines, 3DUS volumes can be obtained directly
and they offer improved spatial information compared to 2DUS, especially for geometrically
complex targets with rapid motion. Brekke et al. developed an algorithm that assembles
ECG gated 3D cardiac ultrasound sub volumes into a symmetric pyramidal without using
image registration [15]. They reported decreased geometric distortions compared to the
non-stitched 3D volume. One major limitation of such a system is that sub volumes must
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be acquired at specific azimuth and elevation angles, thus users have limited control over
probe placement and orientation. For real-time procedure guidance, ECG gated 3D freehand
mosaicing is desired.
To address the lack of surface definition and the difficulty in distinguishing instrument
from tissue in volume rendered images, we propose to display cut plane images or ‘slice
views’ that contain the instrument tip. Because these cross-sectional views show the point
of contact of the instrument with the tissue, as well as adjacent tissue regions, the clinician
can readily determine the specifics of the tool-tissue interaction. Manually selecting these
cut planes from within the 3DUS volume is a highly challenging task, especially when the
instrument moves around within the volume. The ability to automatically visualize these
slice views would greatly enhance the usability of 3DUS.
In this chapter, I describe the design of a system for enhanced real-time 3DUS visualiza-
tion in the context of beating heart procedural guidance. The system performs freehand
real-time 3DUS reconstruction and visualization with ECG gating. The freehand capability
is important as it allows clinicians to optimize the ultrasound acquisition geometry. Volume
registration is performed through tracking the 3DUS probe using an electromagnetic (EM)
tracking system. This method is similar to the reconstruction of 2D images as previously
described, with a key difference being that the data throughput is one or two orders of
magnitudes higher in 3D imaging. I address this issue by leveraging the parallel computing
power of graphics cards. In addition to the 4DUS of the heart, which can be used as the
navigation map, the system is also capable of tracking the working catheter tip through the
continuous display of the instrument tool tip and thick slices that go through instrument
shaft. I report the results of a user study that demonstrates the potential of such enhanced
displays in improving the efficacy of real-time 3DUS guided procedures.
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2.2 Materials and Methods
2.2.1 System design
To investigate the potential benefits of mosaicing and slice views for procedure guidance,
we implemented a prototype visualization system. We used Philips 3DUS scanner iE33 with
an X7-2 2D/3D probe, imaging at 8.1cm and 35Hz with a volume size of 112× 48× 112
voxels (Philips Healthcare, Andover, MA, USA). The resolution of the voxel is primarily
determined by the imaging depth. An electromagnetic (EM) tracking system (3D Guidance
trakStar System, Ascension Technology Corporation, Shelburne, VT, USA, 1.4mm position
and 0.5◦ RMS accuracy) [88] tracked the trajectories of the 3DUS probe and the instrument
tip. Image processing and rendering was done on a graphics processing unit (GPU) enabled
computer (Dell Alienware Aurora, Intel Core i7 processor at 2.67GHz, 6GB RAM, NVIDIA
GTX260 graphics card).
2.2.2 Mosaicing process
The software application is implemented in C/C++, using multi-threading for data ac-
quisition, NVidia CUDA C (Driver v5.0.0) for parallel computing, and OpenGL (v3.3) for
visualization. CUDA is a parallel computing platform and programming model invented by
NVIDIA. It enables significant increase in computing performance by harnessing the power
of GPU. Although originally designed to render computer graphics, GPUs are increasingly
being used for programs in science, engineering, medicine and finance, among other do-
mains. These non-graphics domain applications are referred to as general-purpose GPU
programming. NVIDIA GPUs are built on the CUDA Architecture, in which CPUs are often
referred to as the host, and GPUs as the device.
In our system, three threads run in parallel on the CPU: 3DUS volumes from the 3DUS
machine, EM sensor readings from the EM tracker, and ECG waveform streaming. The
streamed data then goes into their respective circular buffers which maintain a user specified
duration of data. Here we choose to save the latest 2 seconds of data from each streaming
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Figure 2.1: Data flow between host and device
source. All the data is time-stamped. ECG peak detection is performed online to identify
the latest cardiac cycle in the ECG circular buffer. Using the matching timestamps, we then
put the acquired 3DUS volumes and EM sensor readings into the right phases of the cardiac
cycle, and compute the transformation of the incoming frame in terms of the reference
frame. The transformation matrix and the gated 3DUS are then transferred to GPU for
mosaicing and visualization. Figure 2.1 illustrates the data flow between CPU and GPU.
For clarity, in the next two sub sections, we divide our mosaicing approach into two
steps. First, we present our algorithms for 3D volume registration and compounding of
static object. Next we expand our algorithms to include ECG gated 3D volumes (3D + time).
2.2.3 3D volume mosaicing
Each 3DUS volume is represented as a 3D matrix V with intensity value v(i,j,k). Once a
reference ultrasound frame is selected (by default, the first frame is used as the reference
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frame, Vre f ), it is uploaded to GPU and zero-padded to the size of the final mosaic volume
(Vmosaic). Each new input volume Vinput is subsequently padded, registered, interpolated,
and compounded into Vmosaic as it comes in. The transformation matrix Tmosaicinput between the
input volume and the reference volume is determined by the outputs of the EM tracker and
the calibration matrix between the EM tracker and the 3DUS coordinate frame
TTransmitterEMre f · TEMUS · Ts · Pre f = TTransmitterEMinput · TEMUS · Ts · Pinput
Therefore
Tmosaicinput = Ts
−1 · TEMUS
−1 · TTransmitterEMre f
−1 · TTransmitterEMinput · TEMUS · Ts
TEMUS is the transformation matrix between the 3DUS probe and EM sensor attached to the
probe. It is derived through a calibration procedure where we scan a triangle wire frame
phantom with known geometric dimensions from different probe positions and orientations
and perform intensity based registration. Pinput represents a voxel location in the input
volume to be registered to the reference volume, which is Vmosaic in this case. Pre f is the
corresponding registered voxel location in Vmosaic. Ts is the scaling matrix that converts
the ultrasound volume from voxel unit to a physical unit. TTransmitterEMre f and T
Transmitter
EMinput are the
respective EM sensor positions for Vmosaic and Vinput.
The computation of volume registration, compounding and ray-casting are all performed
on the GPU using a combination of CUDA linear arrays, texture memory and constant
memory. CUDA texture memory is a specifically organized and cached part of the CUDA
global memory that provides fast linear, bi-linear or tri-linear lookups. It can be in the
form of 1D, 2D or 3D arrays. In our program, we use 3D textures to store the mosaiced
volume and the current input volume, therefore taking advantage of their built-in tri-linear
spatial locality for volume registration. 3D texture also facilitate its direct utility in volume
rendering via OpenGL and CUDA pixel buffer object (PBO). Since data transfer between
host (CPU) and device (GPU) is an expensive operation, and it is especially costly to
update a texture from the host, we keep data transfer between host and device at minimum.
Once the original input volume is transferred to the device, the subsequent operations are
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performed without transferring the data back to the host. Our algorithms also interpolate
and composite the two volumes in one function, which further speeds up the mosaicing
process. Algorithm 1 and 2 describe the registration and compounding steps on GPU.
We also utilized CUDA constant memory to further reduce the memory bandwidth.
Constant Memory is a piece of read only memory (does not change over the course of a
CUDA kernel execution) that offers the benefit of short latency and high bandwidth when
all threads from half of the warp (16 threads) access the same location. This provides a large
memory access reduction when compared to using global memory. However, the total size
of constant variables in an application has a current limit of 64 KB, making constant memory
not suitable for large image data. In our program, we load the volume transformation
matrix Tmosaicinput to a constant memory for an added performance gain.
Once the input volume is transformed to the reference volume, the interpolated volume
needs to be compounded into the mosaiced volume. Intensity averaging of the overlapping
voxels is the most commonly used method. In our current implementation, we use the
weighted averaging of the existing voxel intensity and the contributing non-zero voxel
intensity [81].
Algorithm 1 3D Volume Reconstruction and Visualization on GPU
Transfer the reference volume from CPU host to GPU device
Zero pad to a linear array Vmosaic
Initialize 3D texture 3DTexdisplay for volume rendering
Store the initial non-zero voxel locations in N, where n(i,j,k) = 1 if Vmosaic(i,j,k) > 0
for each input volume to be registered to Vmosaic do
Copy the transformation matrix Tmosaicinput to a constant memory
Update 3D texture 3DTexinterp for interpolation
Call Registration and Compositing Kernel
Update 3DTexdisplay
Call Ray-casting and update OpenGL pixel buffer object for rendering
end for
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Algorithm 2 CUDA 3D Registration and Compounding Kernel
for each thread/voxel (m, n, p) in 3DTexinterp do
v = 3DTexinterp
(m,n,p)
if v > 0 then
Compute its voxel location (i, j, k) in Vmosaic with 3D texture tri-linear interpolation
Update the voxel value Vmosaic(i,j,k) such that
if Vmosaic(i,j,k) == 0 then
Vmosaic(i,j,k) ← v
else
Vmosaic(i,j,k) ← (n(i,j,k) ×Vmosaic(i,j,k) + v)/(n(i,j,k) + 1)
end if
n(i,j,k) ← n(i,j,k) + 1
end if
end for
2.2.4 ECG gated mosaicing
Cardiac gating divides the motion of the heart into multiple phases across a complete
cardiac cycle. Typical ECG tracing of a cardiac cycle consists of P wave, QRS complex, and
T wave. The R wave peak in the QRS complex is typically used for cardiac gating as it
can be readily identified in the ECG signal. The interval between R wave peaks, the RR
interval, defines one cardiac cycle as shown in the top row of Figure 2.2. In our study,
we perform R wave peak detection from the latest ECG circular buffer and divide the
latest RR interval into a user-specified N number of equally spaced cardiac bins. The time
stamps of these cardiac bins are then used to place the matching 3DUS and EM tracker
data into the right bins. Figure 2.2 illustrates the data collection process. For simplicity,
only four ECG bins and three spatial locations are shown here. Color corresponds to spatial
location, and number indicates the bin. Transformation matrix T is a 4× 4 homogeneous
matrix containing rotation and translation. Ti,j represents T acquired at spatial location i
at bin j. First, the user chooses a location to image and sets it as the reference location. N
bins of gated 3DUS and EM tracker data are selected from the circular buffers as describe
above and saved as the reference frames. The four blue volumes in Figure 2.2 represent
the reference volumes of the four bins. The user then moves the probe to another spatial
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Figure 2.2: ECG gated 3DUS mosaicing
location and triggers the data acquisition at that location. The subsequent volumes acquired
(purple and green volumes in Figure 2.2) are added to the mosaiced volumes by registering
with the corresponding reference frames of the matching bin numbers. The mosaicing is
performed immediately at each data acquisition and can be visualized at real time. The
final time-series consist of N mosaiced volumes as illustrated in the last row of Figure 2.2.
To implement the gated mosaicing on GPU, we modify Algorithm 1 and 2 such that V4D
is a cascade of N number of 3D volume V along the depth direction. For example, if one
3D volume V is of the dimension width× height× depth, then V4D will have a dimension
of width× height× depth× N. The block and grid dimension of the GPU kernels are also
adjusted accordingly. V4D is uploaded to GPU in one data transfer. The transformation
matrices are also cascaded in a similar fashion and uploaded to a constant memory. In
this way, we are able to perform 4D volume registration and compounding without adding
significant computation time. The only limiting factor here is the global memory bandwidth,
one of the limitations in current CUDA architecture.
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2.2.5 Instrument tip tracking
To track the tip of an instrument inside a 3DUS volume, an EM sensor is attached rigidly
at the tip of the instrument, with the x-axis of the EM sensor aligned with the shaft of the
instrument. The instrument tip location can then be registered to the mosaiced volume or
to a live input volume through coordinate transforms. There are three coordinate frames
involved in the system: US, EM sensor, and EM transmitter (Figure 2.3). Similar to what
is described in Section 2.2, assuming PUS is the voxel location in the ultrasound volume
that corresponds to the instrument tip, PTransmitter is the EM sensor output from the tip of
instrument in terms of the EM transmitter coordinate frame, and Ts is the scaling matrix that
converts the ultrasound volume from voxel unit to a physical unit, the overall transformation
can then be established as the multiplication of a series of homogenous transformation
matrices
PTransmitter = TTransmitterEM · TEMUS · Ts · PUS
The tip location in the ultrasound volume can then be derived as
PUS = Ts−1 · TEMUS
−1 · TTransmitterEM
−1 · PTransmitter
EM transmitter
Xt
Yt
Zt
Xem1Yem1
Zem1
XusYus
Zus
US volume
US probe
Instrument
Xem2
Zem2
Yem2
EM
EM
Instrument
Figure 2.3: Coordinate frames in instrument tip tracking
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2.2.6 Slice views
EM tracker provides six degree of freedom (6 DOF) sensor position and orientation outputs.
The orientations of the three orthogonal axes (Xtip, Ytip, Ztip) at the instrument tip are used
to generate the initial orthogonal slice views that contain the tool tip. Users then have the
option to further adjust the orientation and thickness of each of the slice.
To render the slice views, each of EM sensor’s orthogonal axes is used as a normal of a
cut plane. Given a normal nˆ and a point Tip = (Tipx, Tipy, Tipz) on the plane, the plane is
described as
nˆ · (P− Tip) = 0
where P is any point on the plane. Given that the instrument has a thickness, to be able to
visualize the instrument shaft and the tip-tissue contact, we define a slice with a thickness e
as
nˆ · (P− Tip) < e
Any points inside the ultrasound volume that meet this equation will be displayed. The
system tracks the instrument tip position and three orthogonal orientations at real-time.
2.3 Experiments and Validations
2.3.1 Water tank string phantom study
Method
We use phantom data in a water tank to develop and test the system. The phantom
consists of vertical and diagonal strings suspended across a rigid frame with a dimension
of 60mm× 60mm (Figure 2.4(a)). A string phantom provides an easy means to validate the
mosaicing result by confirming the mosaiced colinearity of the segments from each input
volume. The phantom is suspended in the water tank with one side connected rigidly to a
cam device. The cam device simulates the 1D periodic motion of the mitral annulus and
gives a motion size of ∼ 30mm (Figure 2.4(b)). A signal from the cam device simulates the
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output of an ECG monitor and is used for gating.
Results
Figure 2.5(a) shows the mosaiced result of the string phantom at one bin, and Figure 2.5(b)-(f)
shows five 3DUS input volumes used for the creation of the mosaiced volume. It is evident
that the mosaiced volume provides a wider field of view. The input volume has a dimension
of 128× 48× 208 voxels, and the dimension of the mosaiced volume is 256× 256× 256 voxels.
On average, the time used to perform every two volume registration and compounding is
25ms. This mosaicing process is applied to each bin of the motion cycle. Figure 2.6 shows
the mosaiced string phantom at different phases of the RR interval with N = 6. The red dot
is the fiducial point on the string phantom. The yellow dotted line indicates the mid-line of
the cross section. The varying distance between the fiducial point and the mid-line is the
result of the motion of the phantom.
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Figure 2.4: Experiment setup. (a) Water tank setup. The string phantom is connected to a cam device that
provides a periodic motion simulating the 1D motion of the mitral annulus. (b) Typical periodic motion
trajectory from the cam device.
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Figure 2.5: Mosaiced string phantom. (a) Mosaiced volume at one of the ECG bins. (b)-(f) Five input volumes.
Note that the mosaiced volume provides a much wider field of view.
Validation
We use the string phantom to validate the colinearity of the mosaiced lines. For a given
mosaiced line, we first identity the reference line segment that the other line segments
are registered to (Figure 2.7(a)) and use it as the centroid of each of the mosaiced lines in
(Figure 2.7(b)). We then calculate the number of non-trivial voxels around the centroid at
different radius sizes. We expect to see most of the contributing voxels to be around the
centroid, and the number of contributing voxels falls off quickly when the radius increases.
Figure 2.8 is a plot of the percentage of the contributing voxels vs. radius from the centroid
calculated using the four mosaiced lines and their respective reference segments. It can
be seen that most of the voxels are located within 1 to 2 voxel radius. The reference
segments taper off at 3 voxel radius, while the mosaiced lines fall off at 4 voxel radius, thus
the mosaiced lines follow the reference segments closely. The mosaiced lines have slight
mis-alignements at a few junctions of the segments, which resulted in a small percentage of
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Figure 2.6: Mosaiced string phantom at different phases of the RR interval with total of N = 6 bins. The red
dot is the fiducial point on the string phantom. The yellow dotted line indicates the mid-line of the cross section.
The varying distance between the fiducial point and the mid line is the result of the motion of the phantom.
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contributing voxels at a bigger radius.
Figure 2.7: Reference line segments and the matching mosaiced lines. The number and color correspond to a
matching pair.
Figure 2.8: Colinearity of mosaiced line segments
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2.3.2 Mosaicing in vivo experiments
Method
We conducted in vivo experiments on a porcine heart using Philips 3DUS scanner iE33 with
an X7-2 2D/3D probe, imaging at 11cm with a volume size of 112× 48× 128 voxels (Philips
Healthcare, Andover, MA, USA). Similar to the water tank study, the probe was tracked by
an EM tracker. The imaging subject was a 40kg anesthetized Yorkshire pig with the chest
opened to permit access to the epicardial surface. A coupling gel standoff approximately
1cm thick was attached to the front of the probe to enlarge the field of view. The probe
was pressed by hand against the the heart in the vicinity of the right atrium. Images were
acquired for 3 seconds at four locations.
Results
Six ECG bins (N = 6) are generated with each mosaiced volume of 128× 96× 128 voxels.
Figure 2.9 compares the mosaiced volume at one of the bins to the input volumes. Fig-
ure 2.9(a)-(b) show two contributing volumes. Figure 2.9(c)-(d) are the mosaiced volume
from two different views with key anatomical structures identified. We can see an extended
view of the right atrium (RA) and more complete structure of the mitral valve (MV). Greater
spatial information is provided by the extended field of view.
Figure 2.10 and Figure 2.11 display the mosaiced volumes in Figure 2.9(c)-(d) at six
different bins. MV opening and closing in conjunction with RA and Left Atrium (LA)
contraction and expansion are visible across bins and from different view points. The gated
mosaiced volumes provide comprehensive spatial views and more complete motions at the
same time, information unavailable in one single volume.
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Figure 2.9: Mosaiced volume from two different views - in vivo study. (a)-(b) Two contributing volumes.
(c)-(d) Mosaiced volume from two different views with key anatomical structures identified. Greater spatial
information is provided by the extended field of view.
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Figure 2.10: ECG gated 3DUS mosaicing in vivo study - view from Figure 2.9(c). Mosaiced volumes at
different phases of a cardiac cycle.
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Figure 2.11: ECG gated 3DUS mosaicing in vivo study - view from Figure 2.9(d). Mosaiced volumes at
different phases of a cardiac cycle.
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2.3.3 Instrument tip tracking
Method
The tip and slice views can be displayed in reference to a single input volume or within a
mosaiced volume. In water tank studies, we imaged phantom objects made of gelatin with
fiber supplement, which closely mimicks animal tissue features [59]. Figure 2.12(a) is the
phantom shaped into a rectangular form with openings at the corners. The openings in the
phantom can be used to simulate tool insertions and tool tip tracking. In some minimally
invasive heart procedures, the instrument is introduced into the left atrium through a small
hole made in the left atrial appendage (LAA). The instrument we used is a flexible catheter
of 3mm in diameter with an EM sensor built-in at its tip, as shown in Figure 2.12(b). It
closely resembles the dimension of typical catheters used in minimally invasive procedures.
Figure 2.12(c) illustrate the orientations of the cut planes, which are rendered as thick slices
in Figure 2.12(d)-(f). Once the cut planes are identified, the user can further adjust the
thickness and orientation of each of them.
Results
Figure 2.13 are the instrument tracking and mosaicing results. The first row of the figure
shows the instrument in single volumes of the atrium phantom. Only part of the instrument
is captured in these volumes due to 3DUS limited field of view. Note the difficulty in
identifying the tip location. Some volumes may not contain the tip. The second row of the
figure shows the mosaiced volume containing the entire instrument tip from three different
point of views, from which we can see the extent of the tool shaft. In the third row of
the figure, orthogonal slice views generated from the mosaiced volume show the exact
instrument tip and surrounding tissue.
In addition, a mosaiced volume of a ROI can be created first, after which the instrument
tip is registered to the volume and tracked without having to have to be imaged. This is
illustrated by the fourth row of Figure 2.13, where the instrument tip is being tracked as a
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Figure 2.12: Instrument tip and orthogonal cut planes through the instrument. (a) Atrium phantom with
openings at the corners. (b) Instrument tip at one of the phantom openings. (c) Cut planes that go through the
instrument tip. (d)-(f) Orthogonal thick slices that contain the instrument tip. (e) and (f) also go through the
instrument shaft.
green dot in mosaiced volume of simulated pulmonary vein ostia (PVO).
2.4 User Study
We conducted a user study, following a protocol approved by our institutional review
board, comparing performance in clinical tasks with and without the enhanced displays. To
provide a specific clinical focus, the tasks are taken from intra-cardiac procedures as this
specialty shows strong potential for benefiting from 3DUS guidance, however, as discussed
below, the proposed display system can apply to a range of other procedures.
2.4.1 Study design
Five interventional cardiologists with experience in minimally invasive cardiac procedures
were recruited for the user study. Their experience in conducting procedures ranged from
3.5 years to 11 years after the beginning of postgraduate training. Each subject performed
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Figure 2.13: Intrument tracking and mosaicing results. First row: Instrument in single volumes of the atrium
phantom. Only part of the instrument is captured in these volumes. Note the difficulty in identifying the tip
location. Second row: Mosaiced volume contains the entire instrument tip from three different point of views.
Third row: Orthogonal slice views generated from the mosaiced volume showing the exact instrument tip and
surrounding tissue. Fourth row: Instrument tip in mosaiced volume of simulated PVO.
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two instrument navigation tasks in a water tank. Subjects could not directly see the task
by eye. There were three 3DUS display conditions: the volume rendered display on the
3DUS machine, Slice views in single volume, and slice views in mosaiced volume. The
order of the tasks and displays for each subject was randomized. In the first two display
conditions, subjects moved the probe with one hand to follow the moving instrument and
keep it in the 3DUS field of view. With the mosaiced display, there were two options. If the
imaging object was static, the user could simply use the EM tracker generated slice views
in the mosaic. With moving imaging object, such as a beating heart, the real-time 3DUS
volume would be superimposed on the mosaic. In this study, since the image objects were
static, subjects did not hold the US probe during the third testing conditions, instead the
instrument tip location is tracked by EM tracking and registered and displayed on the static
mosaic volume.
Catheter based ablation procedures such as atrial fibrillation ablations aim to create
linear destructive lesions in the tissue around the pulmonary veins to prevent propagation
of abnormal electrical signals to the rest of the atrial tissue [15]. The first task was to trace
the perimeter of the rectangle created by four rubber bands (Figure 2.14(a)) with the tip of
a catheter in a water tank. The dimensions of the rectangle were roughly 40mm× 30mm.
The goal of this task was to evaluate the effectiveness of the slice views in improving user’s
ability to maneuver the catheter tip along a predefined path. Rubber bands were chosen
because their 3DUS images (Figure 2.14(b)) show noticeable noise and blurring along the
edges, representative of in vivo conditions where noise and artifacts are common. The
subjects were instructed to hold the catheter roughly 5cm above its tip, and move the tip
along the loop ABCD as outlined in the blue dotted lines in Figure 2.14(a).
The second task was to trace the mitral annulus of a porcine heart in a water tank using a
rigid instrument. An instrument with straight and rigid tip was inserted through a puncture
created on the left atrial appendage to access the mitral valve annulus (Figure 2.15). In
minimally invasive beating heart mitral valve repairs such as mitral annuloplasty, an anchor
driver can be inserted through the left atrial appendage to reach the mitral annulus under
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3DUS guidance [16]. Instrument tip and tissue often blend together along the atrial wall,
making it difficult to discern the instrument tip. This task aims to assess the value of slice
views and mosaicing for such procedures. Task completion time was recorded for each
subject trial. The instrument tip trajectories were also recorded with EM tracker.
A
B C
D A
B C
D
(a) (b)
(c)
Figure 2.14: Navigation task 1. (a) Photograph of the rectangle (40mm× 30mm) created by four rubber
bands. (b) Mosaiced 3DUS image of the four rubber bands containing the rectangle. (c) Example input volumes
as a comparison.
Figure 2.15: Navigation task 2. (a) Top down view of the mitral valve and mitral annulus. (b) Instrument
inserted through the left atrial appendage (LAA). (c) 3DUS volume rendered showing the left atrium (LA) and
part of the instrument.
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2.4.2 Results
Typical trajectories for both tasks are shown in Figure 2.16. The completion times from
all subject trials were analyzed using Wilcoxon rank sum test (Figure 2.17). The criteria
for statistical significance was p ≤ 0.05. The average deviation of the trajectory µdistance
for task 1 was also calculated by first measuring each line segment AB, BC, CD and DA
in Figure 2.14(a), and then calculating the mean of the distance from each point on the
trajectory to the corresponding line segment. A smaller µdistance indicates a closer match to
the original path.
In task 1, compared to the completion time under 3DUS volume without slice views,
the completion time decreased by 46% with slice views (p ≤ 0.0159), and µdistance decreased
by 20%. The completion time decreased by 69% using mosaiced volume with slice views
(p ≤ 0.0079), and µdistance decreased by 25%.
In task 2, compared to the completion time under 3DUS volume without slice views,
the completion time decreased by 36% with slice views in single volume (p ≤ 0.0317). The
completion time decreased by 46% using slice views in mosaiced volumes (p ≤ 0.0159).
In both tasks, the variability of the results (standard error) also decreased with enhanced
displays. This suggests that with slice views and mosaic displays, the surgical task is less
dependent on each user’s individual echocardiography skills and experience. Subjects
reported that the three orthogonal views were intuitive. All subjects stated that mosaiced
volumes combined with slice views have great potential for 3DUS guided interventions.
2.5 Discussion
The work in this chapter aims to address the following three key issues in current 3DUS
guidance: (1) Volume rendering alone is not adequate to visualize tool-tissue interaction;
(2) Slice view avoids problem with volume rendering, but is difficult to align manually; (3)
3DUS has a small field of view and is difficult to navigate. Our prototype system and user
study demonstrate that improved visualization techniques could mitigate key limitations in
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Figure 2.16: Typical instrument tip trajectories. Left column: Trajectory of tracing the rectangle of rubber
bands. Right column: Trajectory of tracing the mitral annulus of a porcine heart. Trajectories are smoothest
with slice views in mosaiced volumes, as shown in the last row.
Figure 2.17: Task completion time comparison. (a) Task 1 – Tracing a rectangle of rubber bands. (b) Task 2 –
Tracing the mitral annulus of a porcine heart.
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3DUS. A mosaiced volume overcomes 3DUS limited field of view and can be used for broad
navigation. Computer assisted instrument tip tracking in slice views facilitates real-time
instrument navigation and visual feedback.
The tasks used here are simpler than clinical catheter based procedures and 3DUS
imaging in a water tank has better quality than in vivo situations. Thus, we expect even
better user improvement with slice views and mosaicing in in vivo and clinical procedures.
A number of image guidance systems share features with the approach presented
here. For example, 3D Slicer [85], was originally applied to neurosurgery, where tracked
instrument positions are superimposed on static preoperative brain images. These systems
necessarily used slice views. Similarly, ultrasound visualization tools such as Stradx [75]
work with prerecorded data. The system proposed here, however, uses real-time volumetric
data, which presents significant challenges for registration, mosaicing, and tracking.
2.5.1 Temporal resolution and imaging time
There is a tradeoff between imaging time to build or update the mosaic and time resolution
(i.e. the number of time bins N). Temporal resolution is particularly important for accurately
capturing the motion of fast-moving structures such as cardiac valves. For example, the peak
velocity of the mitral valve annulus has been estimated as v = 210mm/s [46], so assuming a
typical RR interval of TRR = 1s and with number of bins N = 10, the spatial blur within
one time bin can be as high as dx = v · (TRR/N) = 21mm. This shows that high temporal
resolution reduces the effect of spatial blurring. On the other hand, higher temporal
resolution will result in longer data acquisition and processing time and higher demand on
computer memory size. In addition, the current 3DUS streaming is at approximately 30Hz,
which limits the data acquisition to 30 volumes per second.
2.5.2 Real-time overlay
One of the important features that this system can offer is a ‘big picture’ view of a large
section of the heart, combined with a ‘fovea’ real-time view of the smaller region where
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the procedure is performed. The mosaiced time series (4D mosaic) can be viewed as a map
in the background, which can be extremely useful to the user for navigating to a specific
location and for planning subsequent surgical steps. The specific location where the working
catheter is can then be automatically overlayed on the 4D mosaic in real time. Color coding
of the real-time and mosaiced data can inform the clinician of which regions represent the
current versus historical information. This allows for a simple and reliable control of the
image acquisition and display process.
2.5.3 System extensions
Novotny et al. developed a GPU based real-time instrument detection algorithm that uses
a generalized Radon transform [66]. Any such image-based tracking approach can be
advantageously integrated with the current EM tracker based slice views. The EM sensor
provides the initial estimate of the tip location, which reduces the image search space hence
further speed up the algorithm.
Accuracy of the volume mosaicing could also be further improved using image based
methods. Schneider et al. developed a real-time feature-based 3DUS registration framework
on GPU [83]. Grau et al. reported a structure orientation and phase based algorithm to
register apical and parasternal 3DUS datasets of the heart [35]. EM based volume registration
can be used as an initial estimate for either of these two algorithms.
2.5.4 Application to beating heart procedures
The slice views presented here can be integrated with an ECG gated mosaicing system for
beating heart intra-cardiac procedures.
Currently in a typical catheter based intra-cardiac ablation procedure, a 3D electrophys-
iological model resembling the shape of the atria is generated by recording the ablation
catheter tip locations in space. The point clouds are then registered to a CT or MRI based
pre-operative anatomic model (e.g. CARTO, Biosense Webster, Diamond Bar, CA). Mapping
and model creation can be a tedious process and fluoroscopy is routinely used. An ECG
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gated 3DUS mosaicing system combined with enhanced user display such as slice views
could shorten the procedure time, reduce human exposure to fluoroscopy, and provide
improved visualization of tool-tissue interaction.
2.6 Conclusion
In this chapter, we presented a set of enhanced display techniques for real-time 3DUS
visualization. The system integrates EM tracking systems and GPU implementation for
real-time 3D mosaicing and instrument tip cut plane tracking. This mitigates the 3DUS
distortions, an adverse effect inherent in conventional volume rendering. The experimental
studies and user study, combined with feedback from participants demonstrate the potential
of such enhanced visualization in instrument navigation and procedure execution with
3DUS guidance.
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Chapter 3
Structure Tensor for 3DUS Multiview
Compounding
3.1 Introduction
Real-time 3D ultrasounds (3DUS) holds great promise in enabling a broad range of minimally
invasive cardiac procedures. It is non-invasive, inexpensive, able to image through the
blood, and can provide real-time diagnostic information of the anatomical region of interest.
3DUS also mitigates the difficulties in spatial perception associated with traditional 2DUS
[21]. But as discussed in previous chapters, there exist key limiting factors in the clinical
adoption of 3DUS. In addition to the limited field of views (FOV) and low signal to noise
ratio, signal attenuation and dropout can also affect the quality of the data. Ultrasound
images are constructed by sound reflection and scattering at tissue interfaces. The strength
of the reflections is highly depending on the propagation of the ultrasound wave in regards
to the orientation of the tissue boundary.
Furthermore, signal dropout can occur due to occlusion of underlying tissue by struc-
tures that reflect or absorb the acoustic signal. For instance, when the muscle fibers lies
perpendicular to the US beam, they reflect most of the wave back, little information from
below the muscle can be gathered, resulting in much attenuated signals, shadows, or missing
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(a) (b)
Figure 3.1: Example 3DUS images showing missing anatomical structures. (a) A TEE image of the aortic
valve area. (b)A TTE image of the mitral valve region. Arrows indicate missing anatomical structures.
anatomical structure. This phenomenon is illustrated by Figure 3.1. Two examples of 3D
echocardiography images of part of the heart are shown here, where important anatomi-
cal structures are missing as a result of signal dropout or limited FOV. Figure 3.1(a) was
acquired using a transesophageal (TEE) probe from inside the esophagus and the view is
limited by the esophagus. Figure 3.1(b) was acquired using a transthoracic (TTE) probe from
outside the chest through one of the acoustic windows in the thorax. The arrows indicate
missing anatomical structures.
Two local structures of importance are lines and surfaces. The strength of the returned
US signals vary depending on the incident angle in regards to the orientations of the
structures. For example, in Figure 3.2, a wooden toothpick is imaged from two different
angles. From angle (a), the US probe is almost parallel to the orientation of toothpick, thus
little signal is reflected. Note the artifact and distortion at the tip of the target. From angle
(b), a much higher percentage of the US incident wave is reflected by the toohtpick, note the
improvement in the quality of the image.
Similarly, when imaging a surface, if the incident angle is oblique to the surface normal,
as illustrated by Figure 3.3(a), the resulting image contains more artifacts and noise than if
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(a)
(b)
(a)
(b)
US beam 
direction
Figure 3.2: A wooden toothpick imaged from two different angles indicated by arrows (a) and (b). (a) The
toothpick is imaged straight down. Note the artifacts and distortion at the tip. (b) The toothpick is imaged from
a large angle. Note the improvement in the quality of the image.
the surface is imaged from straight down, where the surface boundary reflects stronger to
the US incident wave (Figure 3.3(b)).
One of the ways to mitigate this adverse affect of signal dropout is to image the region
of interest (ROI) from different view points and reconstruct a more complete image. This
is called multiview fusion. It also serves to increase the FOV. In the TTE case, images
from different acoustic windows (e.g. apical and parasternal views) can be fused together,
whereas in the TEE case, images can be acquired by carefully rotating the probe inside the
esophagus and then fused together for complementary information.
3DUS multiview fusion is a subset of the 3DUS mosaicing, where it aims to increase
the FOV through interpolating and compounding multiple volumes into a single large
composite volume. Compounding happens after one or all incoming volumes are registered
to the reference volume, and it is a key step in determining the final intensity values of the
composite volume.
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(a) (b)
(a)
(b)Target surface
Target surface
Target surface
US beam 
direction
Figure 3.3: A tissue mimicing phantom surface imaged from two different angles indicated by arrows (a) and
(b). (a)The surface is imaged from an oblique angle. Note the noise on the surface. (b) The surface is imaged
straight down. Note the improvement in the quality of the image.
In contrast to spatial mosaicing for increasing FOV, where the probe moves at small
displacement, during the acquisition of multiview images, probe orientations can vary
significantly from view to view resulting in large intensity variations of the same target.
This presents both challenges and opportunities in multiview compounding.
A simple compounding approach is to choose the maximum intensity pixel/voxel
from the contributing images. This method is easy to implement, but has a tendency to
increase noise levels, highlight speckle effects and often should not be used alone. Intensity
averaging for spatial compounding [74, 81] is another commonly used technique. Averaging
the intensity of the voxels in overlapping regions could improve the singal and noise ratio
(SNR) in some local regions, and decrease the speckle effect. This method works well in
areas of homogeneous tissue, but can create blurs or decrease the final intensity at a region
where features with a prominent orientation, such as the endocardial surface or septum
wall surface have significantly different contributing intensity values from different viewing
angles.
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As an alternative to intensity-based methods, an adaptive multiscale compounding
algorithm for using the phase information was recently reported by Grau et al. [36]. This
method is extremely computationally intensive and was only applied to a small number of
apical and parasternal images. Yao and Penney compared the performance of different com-
pounding methods with a larger number of images [97]. Four compounding methods were
investigated, mean, maximum, and two methods derived from phase-based compounding.
They concluded that the phase-based method performed better and the signal to noise ratio
and contrast could be improved by using increased number of images (10+).
Rajpoot et al. proposed a wavelet based fusion algorithm to exploit the low- and high-
frequency separation capability of wavelet analysis [77]. Their approach is based on the
assumption that in a 3DUS image, high frequency components represent speckle regions
while low frequency components contains features such as the myocardium. To suppress
the noise while maintaining the speckle appearance, information in the high frequency sub
bands are averaged. To preserve features, a voxel-wise maximum approached is chosen
in the low frequency sub bands. Although this is a conceptually simple approach, the
registration and fusion process is reported as being computationally intensive and time
consuming, which is not suitable for any real-time purpose.
We propose the use of structure tensor for improved compounding. The structure tensor,
also known as second moment matrix, is an important tool in computer vision for the
purpose of orientation estimation and local structure analysis. It is based on the integration
of data from a local neighborhood. Typically this neighborhood is defined by a Gaussian
window function and the structure tensor is computed by the weighted sum within this
window [8, 16, 32].
The initial matrix of a 2D structure tensor is expressed as the outer product of the image
gradient
S0 =
 I2x Ix Iy
Ix Iy I2y

where Ix and Iy are the partial derivatives of image intensity I with respect to x and y. Its
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discrete form can be expressed as
S0[p] =
 (Ix[p])2 Ix[p]Iy[p]
Ix[p]Iy[p] (Iy[p])2

with p = (px, py) representing a pair of integer indices (px, py), and I[p] a series of discrete
samples of I.
The structure tensor for a certain neighborhood of scale τ is then computed by convolu-
tion of the components of S0 with a Gaussian kernel Gτ
Sτ = Gτ ∗ S0 (3.1)
where
Gτ(x, y) =
1
2piτ2
e−(x
2+y2)
/
2τ2
Its discrete form can be expressed as
Sτ[p] =∑
r
G[r]S0[p− r] (3.2)
where r ranges over a finite set of index pairs of the window (the neighborhood) and G[r] is
the weight of the window depending on r, such that the sum of all weights is 1. The structure
tensor presents integrated information of a local neighborhood without cancellation effects,
whereas summing gradient alone in a window, gradient vectors in the opposing directions
would cancel each other out. This makes structure tensor robust against noise and a more
reliable estimator of orientations in noise-prone data, such as ultrasound [17].
Smoothing also distributes the information about the orientation into the areas between
edges. Thus we can estimate the dominant orientation at locations where the gradient is
close to zero [16]. The dominant orientation can be obtained from the structure tensor as
the eigenvector of the largest eigenvalue.
By studying the relationship of the eigenvalues, a local region coherence map can be
inferred, by which we can distinguish areas where structures are oriented uniformly (i.e.
edges) from areas where structures have different orientations (i.e corners).
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Because a structure tensor is the outer multiplication of the image gradient, it is sym-
metric and semi positive definite, thus, there exists non-negative eigenvalues such that
λ1 ≥ λ2 ≥ 0. Their respective eigenvectors are eˆ1 and eˆ2. We can distinguish different local
structures in 2D by analyzing eigenvalues:
(1) λ1 >> λ2 ≈ 0 : there exists a preferred local orientation represented by λ1 and eˆ1.
(2) λ1 ≈ λ2 >> 0: the gradient in the window has no predominant direction, indication of
rotational symmetry within the window.
(3) λ1 ≈ λ2 ≈ 0 : homogeneous regions.
At scale τ, the anisotropic measure, also known as the coherence measure, can be
expressed by the eigenvalues of the local structure tensor [44, 56]
Cτ = (
λ1 − λ2
λ1 + λ2
)
2
(3.3)
when λ2 > 0.
When Cτ ≈ 1, the gradient is aligned and there is a predominant direction, and when
Cτ ≈ 0, there is no preferred orientation.
As discussed in the introduction section, the incident angle of ultrasound wave and the
muscle fiber orientations has non-negligible affects on the outcome of an ultrasound image.
We aim to design a measure to describe the orientation of a local structure in regards to the
ultrasound beam direction dˆbeam. From eigenvalues, we can estimate local coherence. From
eigenvectores, we can gather the orientations of the local structures. Figure 3.4 shows that
in the 2D case, θ, the angle between the gradient vector (the larger of the two eigenvectors,
eˆ1) and the US beam direction dˆbeam tells us how a local structure is aligned with the beam
propagation direction. When the gradient vector is well aligned with the incident direction,
cos(θ) ≈ 1. When the gradient vector is perpendicular to the US propagation direction,
cos(θ) ≈ 0. The concept can be expanded to 3D cases which we will discuss in the following
sections.
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θUS beam direction
Gradient vector
Figure 3.4: Angle between the US beam direction and the orientation of a 2D structure. cos(θ) can be used
as an indicator of the alignment of the gradient vector and the US incident beam.
This chapter is organized as follows. In the next sections, I will start with brief back-
ground information on 3D structure tensor, including the calculation of the coherence
measures. I will then discuss how to construct a weighting function using the structure
tensor and US beam incident angle, for the purpose of volume compounding. Results
from both water tank and in vivo studies will be presented. I will conclude this chapter
with a summary and discussions on multiscale compounding and GPU implementation for
real-time performance.
3.2 Methods
3.2.1 3DUS structure tensor
The initial matrix of a 3D structure tensor is expressed as the outer product of the image
gradient
S0 =

I2x Ix Iy Ix Iz
Iy Ix I2y Iy Iz
Iz Ix Iz Iy I2z

where Ix, Iy and Iz are the partial derivatives of image intensity I with respect to x , y and z.
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Its discrete form can be expressed as
S0[p] =

(Ix[p])2 Ix[p]Iy[p] Ix[p]Iz[p]
Iy[p]Ix[p] (Iy[p])2 Iy[p]Iz[p]
Iz[p]Ix[p] Iz[p]Iy[p] (Iz[p])2

where p = (px, py, pz) now represents integer indices of a 3D grid.
Similar to Equation 3.1 and Equation 3.2, given a 3D Gaussian kernel Gτ, structure tensor
Sτ for a certain neighborhood of scale τ is the convolution of S0 with Gτ.
Typically in computing the partial derivatives, a pre-smoothing is applied. This is
especially important in dealing with US data due to its noisy nature. For computational
efficiency, we combine the the smoothing and partial derivatives in one step by using the
Difference of Gaussian (DoG), which is a separable kernel and can be expressed as the
convolutions of multiple 1D kernels.
In this paper, we use σ to denote the scale of the pre-smoothing Gaussian kernel Gσ, and
τ the scale of the structure tensor windowing function Gτ.
Similar to the 2D case, a structure tensor for a 3D function is also a symmetric and semi
positive definite matrix, therefore, there exists non-negative eigenvalues (λ1, λ2, λ3) and an
orthogonal system of eigenvectors (eˆ1, eˆ2, eˆ3). The eigenvalues and eigenvectors summarize
the distribution of gradient directions within the neighborhood of p defined by the window
τ. For ease of explanation, we order them such that λ1 ≥ λ2 ≥ λ3 ≥ 0. Different local
structures can be gleaned from the eigenvales:
(1) λ1 >> λ2 ≈ λ3 infers a surface-like (surfel) neighborhood. If we use an ellipsoid to
represent the 3D structure tensor, the ellipsoid in this case is stretched along one axis
(eˆ1) only, like a tube.
(2) λ1 ≈ λ2 >> λ3 represents a line-like (curvel) neighborhood. The ellipsoid of the 3D
structure is a flat disk.
(3) λ1 ≈ λ2 ≈ λ3 indicates an isotropic neighborhood. The ellipsoid of the 3D structure is a
sphere.
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3.2.2 Design of an US incident angle weighted coherence measure
The eigenvalues of Sτ provide useful information on the coherence of local structures, i.e.
the amount of anisotropy. Several different coherence measures are considered here for the
purpose of improving the compounding of the registered 3DUS volumes. The goal here is
to:
(a) Identify isotropic regions where all three eigenvalues are roughly the same sizes. In
these regions, the non-zero intensity values are averaged.
(b) Identify regions of high anisotropy, in which we further distinguish line-like and surface-
like structures and their orientation in regards to US beam incident angle.
(c) Use the measure above to construct a weighted compounding.
Weickert et al. proposed a measure of local coherence [93]
κ :=
3
∑
i=1
3
∑
j=i+1
(λi − λj)2 (3.4)
κ becomes large for strongly differing eigenvalues, and it goes to zero for isotropic structures.
To keep the coherence value to [0, 1], κ was further transformed to
Canisotropy =

α, if κ = 0,
α+ (1− α) exp(−Kκ ), otherwise.
(3.5)
where K is a scaling factor of positive value. When κ >> K, Canisotropy ≈ 1, and when
κ >> K, Canisotropy ≈ α.
A different coherence measure proposed by Brox et al. evaluates when the two larger
eigenvalues of the structure tensor are large enough compared to the smallest one, i.e. that
the ellipsoid associated to the tensor is flat [18]
C1 = (
λ1 − λ3
λ1 + λ3 + e
)2 − ( λ1 − λ2
λ1 + λ2 + e
)2 (3.6)
e is a small positive constant as a regulation term. When λ2 ≈ λ3, this measure yields a
value close to 0, and when λ1 ≈ λ2 >> λ3, it becomes close to 1. This measure detects
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line-like (‘curvel’) structure in a neighborhood.
For completeness, we propose the following to measure when the largest eigenvalue is
much larger than the other two
C2 = (
λ1 − λ2
λ1 + λ2 + e
)2 (3.7)
When λ1 ≈ λ2, C2 ≈ 0. When λ1 >> λ2, C2 ≈ 1. This identifies surface-like (‘surfel’)
neighborhood.
In practice, both C1 and C2 are sensitive to noise and can be large even when the
eigenvalues are small. We apply Canisotropy to each of them such that they only measure
line-like and surface-like structures at areas of high anisotropy
Ccurvel = Canisotropy · C1
= Canisotropy · (( λ1−λ3λ1+λ3+e )2 − (
λ1−λ2
λ1+λ2+e
)2)
(3.8)
Csur f el = Canisotropy · C2
= Canisotropy · ( λ1−λ2λ1+λ2+e )2
(3.9)
All three measure Canisotropy, Ccurvel , and Csur f el from above aim to infer the coherence of
local structures, but with slightly different goals. Canisotropy measures the anisotropy and
does not try to infer the shapes of the local structures. Ccurvel measures specifically the
‘flatness’ of the tensor for the purpose of identifying line-like structures. Csur f el measures
the strength of the largest eigenvalue against the smaller two for surface-like structures.
In regards to ultrasound images, we would also like to consider the US beam incident
angle for the reasons discussed in Section 3.1. We choose to design a measure W for this
purpose. We break W into two terms:
(1) In a surfel neighborhood, the largest eigenvector eˆ1 represents the surface normal. θ is
the angle of the incident wave unit direction vector dˆbeam and eˆ1 (Figure 3.5(a)). cos(θ)
equals to the dot product of eˆ1 and dˆbeam, and thus is chosen to evaluate the orientation
of a surfel in regards to the incident angle. Taking the dot product of cos(θ) and
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Equation 3.9, we get
Wsur f el = Csur f el · (|eˆ1 · dˆbeam|) (3.10)
When eˆ1 is well aligned with dˆbeam in a surfel neighborhood, (i.e. the surface is per-
pendicular to dˆbeam and cos(θ) ≈ 1), Wsur f el ≈ 1. When it is not a surfel, or when eˆ1 is
perpendicular to dˆbeam, Wsur f el ≈ 0.
(2) In a curvel neighborhood, the third eigenvector eˆ3 indicates the orientation of the line-
like structure. θ + φ = pi/2 as shown in Figure 3.5(b). We construct the following
measure
Wcurvel = Ccurvel · (1− |eˆ3 · dˆbeam|) (3.11)
When |eˆ3 · dˆbeam| is small in a curvel neighborhood, i.e. the line-like structure is per-
pendicular to dˆbeam, Wcurvel ≈ 1. When it is not a curvel, or when |eˆ3 · dˆbeam| is large,
Wcurvel ≈ 0.
Combining the two terms above, we have a measure that includes both the orientations of
the local structures and its relationship with the US incident wave
W = Wsur f el +Wcurvel
= Csur f el · (|eˆ1 · dˆbeam|) + Ccurvel · (1− |eˆ3 · dˆbeam|)
(3.12)
Here we use the US axial direction as dˆbeam, as shown in Figure 3.5.
3.2.3 Algorithm for the compounding
Measure W combines the local structure information with the incident wave direction and
is a measure specifically designed for signals such as ultrasound. The steps to use W for
the compounding of multiple registered volumes are summarized in Figure 3.6 and in
Algorithm 3.
Let Wi(p) represents the measure W at voxel location p = (x, y, z) in a registered volume
Vi, i = 1, 2, ..., N. Ii is the intensity value at voxel p in volume Vi. N is the total number of
registered volumes to be compounded. Figure 3.6 outlines the three key conditions for the
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Figure 3.5: Measure of surfel and curvel with US beam incident angle. (a) Surfel. (b) Curvel.
weighted compounding.
(1) If Wi(p) values are small (below a pre-defined threshold) in all the volumes, the non-zero
intensity values of Ii are averaged.
(2) If there is only one large Wi(p), the intensity value from that volume is chosen to be the
final intensity value at voxel p.
(3) If Wi(p) values are large in multiple volumes, the intensity values of those volumes are
weighted by their respective Wi(p) for a composite value.
3.3 Design Validation
To validate our design, we applied our weighting function to 3DUS images with line-like
structures in Figure 3.2 and surface-like structures in Figure 3.3. Figure 3.7(a)-(b) and
Figure 3.8(a)-(b) show the respective source 3DUS images smoothed with σ = 2.
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Figure 3.6: Steps for US incident angle weighted compounding.
Algorithm 3 US incident angle weighted volume compounding
Define a threshold, below which W scores are considered small. Define I f (p) as the
intensity value of the final compounded volume at voxel p.
for each voxel p = p(x, y, z) do
for each i = 1 : N do
Ws(i)←Wi(p)
Is(i)← Ii(p)
end for
index ←Ws > threshold
if length of index == 0 then
I f (p)← Average(Is)
else if length of index == 1 then
I f (p)← Is(index)
else if length of index > 1 then
I f (p)← Average(Ws(index) ∗ Is(index))
end if
end for
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In Figure 3.2(a), because the US beam was almost in parallel to the orientation of the
wooden toothpick, the resulting US image was low in SNR. The tip of the toothpick has
noticeable artifact. If this image is registered and compounded using the intensity averaging
method, the artifact would be introduced into the final composite images. When we measure
this image using the coherence measures without accounting for the US beam direction, the
tip of the toothpick is given high score as can be seen in the top row of Figure 3.7(c), which
shows an XZ−plane slice of the measures of Ccurvel , Csur f el and Canisotropy in the form 2D
gray scale images. With our proposed measure, the tip of the toothpick is barely seen, as it
should be for the purpose of improving compounding (Bottom row in Figure 3.7(c). Also
compare this to Figure 3.8(c), in which the orientation of the toothpick has a large angle
with the incident beam and our measure assigns higher scores to them, but they are lower
than the scores without considering the US beam incident angle.
Similar observations can be drawn from the comparison of the coherence measures of
a surface. Figure 3.9(c) shows the measures of 3.9(b), where the US beam is oblique to
the surface. Figure 3.10(c) shows the measures of 3.10(b), where the US beam is almost
perpendicular to the surface. Across the board, the scores for the surfel components from
Figure 3.10(c) are higher than those in Figure 3.9(c). In addition, when compare the bottom
row of the two figures, we see the differences in the surfel measures with respect to the
incident wave. The W value of the surface almost perpendicular to the US beam angle is
much higher.
Based on the comprehensive comparisons above, we demonstrated that our measure is
able to capture the combination of the local structure orientation and its relationship with
the US incident wave. This prevents artifacts from being introduced from views of small
angle and help enhance features from views of large angle during the compounding.
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(c) Coherence measures of (b) (τ = 10)
(a) Source 3DUS (σ = 2)
Ccurvel Csur f el Canisotropy
Wcurvel Wsur f el W
(b) 2D XZ-plane slice from (a)
Figure 3.7: Comparison of coherence measures using 3DUS source image in Figure 3.2(a). (a) Source 3DUS
smoothed with σ = 2. (b) 2D XZ-plane slice of (a). (c) Coherence measure of (b). Top row: Ccurvel , Ccurvel ,
and Canisotropy. Bottom row: Wcurvel , Wcurvel and W measure weighted by US incident angle. The tip of the
toothpick region is assigned a much lower score in bottom rows.
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(c) Coherence measures of (b) (τ = 10)
(a) Source 3DUS (σ = 2)
Ccurvel Csur f el Canisotropy
Wcurvel Wsur f el W
(b) 2D XZ-plane slice from (a)
Figure 3.8: Comparison of coherence measures using 3DUS source image in Figure 3.2(b). (a) Source 3DUS
smoothed with σ = 2. (b) 2D XZ-plane slice of (a). (c) Coherence measure of (b). Top row: Ccurvel , Ccurvel ,
and Canisotropy. Bottom row: Wcurvel , Wcurvel and W measure weighted by US incident angle.
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(c) Coherence measures of (b) (τ = 10)
(a) Source 3DUS (σ = 2)
Ccurvel Csur f el Canisotropy
Wcurvel Wsur f el W
(b) 2D XZ-plane slice from (a)
Figure 3.9: Comparison of coherence measures using 3DUS source image in Figure 3.3(a). (a) Source 3DUS
smoothed with σ = 2. (b) 2D XZ-plane slice of (a). (c) Coherence measure of (b). Top row: Ccurvel , Ccurvel ,
and Canisotropy. Bottom row: Wcurvel , Wcurvel and W measure weighted by US incident angle.
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(c) Coherence measures of (b) (τ = 10)
(a) Source 3DUS (σ = 2)
Ccurvel Csur f el Canisotropy
Wcurvel Wsur f el W
(b) 2D XZ-plane slice from (a)
Figure 3.10: Comparison of coherence measures using 3DUS source image in Figure 3.3(b). (a) Source 3DUS
smoothed with σ = 2. (b) 2D XZ-plane slice of (a). (c) Coherence measure of (b). Top row: Ccurvel , Ccurvel ,
and Canisotropy. Bottom row: Wcurvel , Wcurvel and W measure weighted by US incident angle.
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3.4 Results
3.4.1 Water tank results
We conducted water tank experiment to evaluate our method. We used a Philips Sonos
7500 3DUS machine (Philips Healthcare, Andover, MA, USA) with an Xt-7 3D matrix
probe. The probe was tracked by an electromagnectic (EM) tracking system (3D Guidance
trakStar System, Ascension Technology Corporation, Shelburne, VT, USA, 1.4mm and
0.5◦ RMS accuracy) [88] for registration purpose. The imaging phantom was a wooden
ball embedded in a gelatin-based mixture that minics the echogenic properties of animal
tissue [59] (Figure 3.11(a)). We scanned the phantom at depth 80mm and frequency 5MHz
from a number of different directions - two orthogonal views from the top, and two opposing
directions from the sides, as illustrated by the outlines in Figure 3.11(b).
Figure 3.12(a)-(d) show typical volumes acquired from different view points. Note the
signal dropout due to reflection from the surface of the wooden ball and missing surface
definition where the surface is parallel to the US beam. Each single volume only provides
very limited information of the ball. The mosaiced volume is two times the size of the single
volume and shows the entire top half of the inner surface and cavity of the ball. Figure 3.13
compares a complete cross section from the mosaiced volume to the contributing single
slices. Figure 3.13(d) shows the complete contour of a cross section of the wooden ball.
When compared to intensity averaging compounding result (Figure 3.13(e)), our method
preserves the details of the inner surface from each contributing single volumes much better.
The compounding of two volumes of size 128× 128× 256, including the computation of
the coherence measures takes about 60s on a CPU (Intel Core i7 CPU 920 @ 2.67 GHz, 12 GB
Memory, 64-bit operating system). Volume registration is based on our previously reported
methods [13, 83] and can already achieve real-time performance of ∼ 30ms per every two
volumes of 256× 256× 256.
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Figure 3.11: Water tank imaging phantom. (a) Wooden ball embedded inside a gelatin-based phantom. (b)
Close up view of the wooden ball. The colored slices indicate representative imaging angles.
(a) (b)
(c) (d)
Surface
Missing surface 
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Figure 3.12: Typical single volumes of the wooden ball phantom from different views. Note the signal dropout
and missing surface definition where the surface is parallel to the US beam.
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Complete cross section 
(a) Segments of the cross section 
(b) (c) 
Figure 3.13: An XY-plane 2D slice of the mosaiced volume showing a complete cross section of the wooden
ball. (a) Example XY-plane slices from contributing single volumes. (b) An XY-plane 2D slice from our
method. (c) The same slice from the intensity averaging compounding method. Note that the features are better
preserved in (b).
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Figure 3.14: Example of contributing 3D volumes
3.4.2 in vivo results
The in vivo data was collected on a human subject using an X7-2t 3D matrix TEE probe
connected to a Philips iE33 3DUS machie with ECG gating. Total of five different views
at the same cardiac phase were registered using a real-time image-based rigid registration
method developed by Schneider et al. [83]. Each single contributing volume is of the
size 160× 48× 208 but only offers a partial and incomplete view of the mitral valve area.
(Figure 3.14).
The FOV of the mosaiced volume is three times the orginal volume. It can be seen from
Figure 3.15(a) that important anatomical structures such as the mitral leaflets are much
more complete in the mosaice volume, and preserved better than that in Figure 3.15(b). It
can also be noted that our method performs better at the boundary of the input volumes.
Less artifact is introduced from the input volume boundaries.
3.4.3 Contrast to noise ratio
To quantify the results, we computed the contrast to noise ratio (CNR) defined as the
difference between the mean values of the feature and background, divided by the standard
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Boundary Artifacts
LA - Left Atrium LV - Left Ventricle MV - Mitral Valve
Figure 3.15: Mosaiced volume slice views of the YZ-plane. (a) US beam direction weighted compounding. (b)
Intensity averaging. Result in (a) shows better definition of the mitral valve leaflets and better performance at
the boundary of input volumes.
deviation of the background and the feature
CNR =
µ f eature − µbackground√
(σ f eature)2 + (σbackground)2
(3.13)
where µ represents the mean, and σ the standard deviation. CNR indicates how well a
feature is shown against its surrounding background.
Figure 3.16 shows the areas selected for computing the CNR scores. Blue arrows indicate
the features and white arrows indicate the background. The features in Figure 3.16(a)
are the walls of the wooden ball, and the background includes the wooden ball cavity
and the tissue around the surface of the ball. CNR scores from the intensity averaging
compounded volume and from the weighted compounding volume are compared. The
results are tabulated in Table 3.1. Two areas are selected in Figure 3.16(b). The dotted
rectangle on top is mitral leaflets against the blood pool, while the dotted rectangle at
bottom is the left ventricular wall against the blood pool. The CNR scores for these two
areas are tabulated in Table 3.2 and Table 3.2. The range of the intensity values for all
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Figure 3.16: Features and backgrounds selected for computing CNR scores. Blue arrows indicate features and
white arrows indicate background. (a) A cross-section of the wooden ball phantom. (b) Left atrium and left
ventricle of the in vivo TEE data.
the data sets is from 0− 255. When compared to intensity averaging, we achieve ∼ 20%
increase in CNR. Our weighted compounding method performs better in preserving the
feature-to-background ratio.
Table 3.1: Wooden Ball Contrast to Noise Ratio
Method µ f eature µbackground σ f eature σbackground CNR 4CNR%
Intensity Averaging 101.84 68.45 14.87 8.28 1.96 ——-
Weighted Compouding 136.49 70.75 25.72 10.68 2.36 20.41
Table 3.2: in vivo Mitral Leaflets Contrast to Noise Ratio
Method µ f eature µbackground σ f eature σbackground CNR 4CNR%
Intensity Averaging 150.13 41.59 53.88 12.99 1.95 ——-
Weighted Compouding 160.36 36.23 49.70 10.68 2.44 20.10
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Table 3.3: in vivo Left Ventricular Wall Contrast to Noise Ratio
Method µ f eature µbackground σ f eature σbackground CNR 4CNR%
Intensity Averaging 161.15 27.80 46.40 21.75 2.60 ——-
Weighted Compouding 177.69 22.56 46.22 17.10 3.15 21.15
3.5 Discussion and Conclusion
In this chapter, I presented a novel 3DUS compounding method based on a coherence
measure derived from local structure tensors and weighted by the US incident angle. This
method addresses the issue of integrating US images from multiple viewpoints where the
intensity values of the overlapping region could be significantly different due to difference
in the orientations of the local tissue structures with regards to US beam incident angles.
The commonly used approach of intensity averaging tends to decrease the contrast at the
regions of prominent features, an outcome we would like to avoid. Our weighted coherence
measure takes into account of the alignment of the feature orientations with respect to the
US beam, and assigns a higher score to those that have a larger angle and a lower score
to those with a smaller angle. A compounding algorithm based on this measure was also
presented. Both water tank and in vivo studies demonstrated a ∼ 20% increase in CNR
when compared to intensity averaging.
3.5.1 Multiscale compounding
The scale of the window function for generating the structure tensor largely determines the
size of the features to be measured, and has an impact on the assessment of local structures.
For example, Figure 3.17 shows the effects of different scales on the structure detected. At
τ = 4, the line-like toothpick also has relatively high score as surfels and is detected as
regions of two surfaces with opposing normal. At a higher scale τ = 10, the curvel score
becomes noticeably higher than that of the surfel. Choosing the right scale for a feature of
interest is an important part of the method.
In cases where features of different sizes are of interest, the compounding method
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τ = 10
Source 3DUS (σ = 2)
Wcurvel Wsur f el W
τ = 4
Wsur f el WWcurvel
Figure 3.17: Different scales for the window function. Top row: Source 3DUS image. Second row: Wcurvel ,
Wsur f el , and W at scale τ = 4 Third row: Wcurvel , Wsur f el , and W at scale τ = 10. Note that at τ = 4, the
line-like toothpick is also detected as regions of two surfaces with opposing normal. At scale τ = 10, the surfel
score becomes small when compared to that of the curvel.
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presented in Section 3.2 can be extended to include multiple scales. For example, first W is
computed at different scale levels, and then the values of W at different scales are compared
to determine the final compounded image using the compounding steps outlined in Section
3.2.3.
3.5.2 GPU implementation
Convolution with Gaussian filters and the computations of the eigenvalues and eigenvec-
tors are the two time consuming steps in the implementation of structure tensor based
compounding. Fortunately, both of them are highly parallelizable.
We implemented a 3D convolution kernel accelerated on a computer graphics card
by means of the CUDA parallel computing model described in Chapter 2. To compute a
structure tensor of a given 3D image, we upload the 3DUS volume to GPU and store it as
a 3D texture or linear array. The Gaussian kernels are stored in constant memory. DoG
convolution can be done in 1D for X, then Y and Z direction. The resulting structure tensor
is stored in a linear array. Next, the computation of eigenvalues and eigenvectors can be
implemented such that GPU threads are mapped to individual voxel, providing coalesced
memory accesses and massive parallelism.
This approach is simple and scalable, only limited by the global memory bandwidth.
We expect GPU acceleration will reduce the computation time significantly and bring it to
real-time performance.
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Chapter 4
Automated Sweeping and Instrument
Tracking with Ultrasound Catheters
4.1 Introduction
Catheters enable many diagnostic and repair procedures to be accomplished with minimal
collateral damage to the patient’s healthy tissues. In complex catheter procedures, workflow
is often limited by visualization capabilities, which contributes to operator’s inability to
prevent and assess complications, as well as facilitation of key procedural components. In
electrophysiological (EP) cardiac procedures, guidance is largely provided by fluoroscopy,
which is unable to image soft tissues. To compensate for this, a widely-adopted approach is
to generate a 3D electrophysiological model resembling the shape of the cardiac chamber by
sampling surface points with a magnetic position sensing system that records the locations
of the ablation catheter tip in space. The point clouds may then be registered to a CT or
MRI based pre-operative anatomic model and displayed to the clinician with the real-time
positions of the catheters superimposed [22, 23]. Although catheter-based geometry is
acquired real-time, the pre-operative rendered anatomy is not, and thus may result in an
anatomic mismatch at the time of the procedure.
Ultrasound (US) imaging catheters (intra-cardiac echocardiography, or ICE) have been
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routinely used in EP procedures for over a decade [54]. These catheters are inserted into the
patient’s vasculature (e.g. femoral vein) and navigated to the heart, where they acquire 2D
B-mode images of cardiac structures.
Compared to transthoracic (TTE) and transesophageal echocardiography (TEE) probes,
US catheters produce higher resolution images with their proximity to cardiac structures
in the near-field, before acoustic lines diverge and image plane thickness increases, and
where attenuation of higher frequencies (up to 10MHz) is not a limiting factor. In addition,
US catheters provide access to a far greater range of viewing angles than from the limited
windows available for TTE and TEE imaging. For example, attempts to use TEE for guiding
atrial ablation procedures have found that visualization of the inferior pulmonary veins with
TEE is not possible in a significant fraction of patients [68, 68]. The versatility of ICE imaging
is particularly important during EP procedures, as it provides excellent visualization of all
cardiac chambers when the probe is placed in the appropriate anatomic position. Recent
studies suggest that ICE monitoring of lesion formation may increase the effectiveness of
ablation procedures [54, 95].
Unfortunately, controlling ICE catheters requires the clinician to aim the imaging plane
by manually turning control knobs and rotating and advancing the catheter handle. This
makes it highly challenging to align the image plane with the target, so moving between
targets requires extensive time and skill to obtain an adequate view. This has largely limited
the use of ICE to a few critical tasks such as transseptal puncture. Recently-developed 3D
ICE catheters can acquire only a limited number of slices in the third dimension due the
small catheter diameter. This ‘thick slice’ remains challenging to manually aim due to the
non-intuitive controls and narrow field of view.
Automated transducer pointing will make ICE far more useful, effective, and broadly
applicable. Cardiologists presently use a combination of pre-operative images, fluoroscopic
imaging, electroanatomic mapping, and haptic feedback through the catheter handle to
navigate ablation catheters. However, the actual catheter tip-to-tissue interaction can only
be visualized in real time with the use of US imaging. This presents a challenge for the
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operator because significant training and time are required to manually maneuver US
imaging catheters.
We hypothesize that automatic tracking of the ablation tool tip with direct visual feedback
will better facilitate ablation procedures, including confirmation of adequate catheter tip-to-
tissue contact. Real-time monitoring also enables rapid lesion assessment and may aid in
the detection of impending complications. Automatic panoramic US imaging and enhanced
displays also promise to decrease the need for fluoroscopy, reducing ionizing radiation
exposure to patients and medical personnel. To our knowledge, no similar capability has
been reported in the literature. Instrument tracking and real-time visual feedback using ICE
catheters are unique contributions of the system presented here.
The system provides different functionality than current commercial catheter robots,
such as the Amigo from Catheter Robotics [2], CorPath from Corindus [25], Artisan from
Hansen Medical [5], and EPOCH from Stereotaxis [28]. They primarily enable teleoperation
of catheter controls to increase operator comfort and reduce exposure to radiation from
fluoroscopic imaging. These systems simply replicate manual control knob, which does
not mitigate the difficulties of aiming imaging catheters in joint space. While some systems
offer limited Cartesian control, these systems do not feature orientation control, which is
essential for aiming an imager.
The system described in this chapter is a collaboration between myself and my colleague
Paul Loschak at Harvard Biorobotics Laboratory. Paul was responsible for the mechanical
engineering and kinematic modeling portion of the work while I was responsible for
ultrasound image processing and visualization, in addition to the overall software design
and development.
In this chapter, I begin with an overview of our robotic US catheter steering system. Next,
I describe 3D panorama creation, instrument tracking and tip identification, capabilities
enabled through our robotic system. I will present our experimental results and conclude
this chapter with discussions on both the contributions and limitations of the current system.
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4.2 System Design
4.2.1 Overview
We developed a robotic ICE catheter steering system to automate the pointing of ICE
catheters. The ICE catheter we used for testing and validation was a 10Fr (3.30mm diameter)
110cm long catheter with a 64-element 2D ultrasound transducer at its distal tip (AcuNav,
Biosense Webster, Diamond Bar, CA, USA). The AcuNav ICE catheter is the most common
ICE catheter in clinical use at present.
An AcuNav ICE catheter can be viewed as a four degree of freedom (DOF) system that
has two orthogonal bending directions (Pitch and Yaw) and can translate along and rotate
about its body axis (Figure 4.1). It is unique in that it features an extra bending direction for
achieving desired tip orientations for imaging purposes. The fourth DOF offers a number of
functionality. For example, using 3 DOFs to reach a position and the extra 1 DOF to steer
the imaging plane to a specific orientation, or spinning the catheter tip about its own axis,
thereby sweeping the imaging plane across a desired region, while keeping the catheter tip
in the same location.
Figure 4.2 is a block diagram of our system. At the center of the system is a robotics
manipulator (Figure 4.3) that has four pairs of motor/EPOS controller (Maxon Precision
Motors, inc., Fall River, MA, USA), each controlling one of the 4 DOFs. Closed form
solutions for forward and inverse kinematics were developed to enable position control of
the catheter tip. Additional kinematic calculations enables 1-DOF angular control of the
imaging plane. The robot controls an ICE catheter. An electromagnetic (EM) tracker system
(3D Guidance trakStar System, Ascension Technology Corporation, Shelburne, VT, USA,
1.4mm position and 0.5◦ RMS accuracy) [88] is rigidly attached at the distal end of the ICE
catheter, and is used for closed loop control, performance validation, and safety functions.
The other end of the ICE catheter connects to an ICE compatible US machine, the output of
which is sent to our image processing pipeline, and the results are sent to display. The user
interacts with the robot and the display through a user interface module. The combination
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Figure 4.1: ICE catheter - a four DOF system. Yaw and pitch of imaging planes are controlled by the two
bending knobs. Rotation is achieved by rotating around the Z axis. Translation is done by moving the catheter
body along its base Z axis. (Image courtesy of Paul Loschak)
of positioning with imaging plane rotation enables a wide range of visualization capabilities,
such as quick sweeps from inside the heart for 3D/4D volumes reconstruction or ablation
catheter tracking [52].
Getting a US catheter robotic and visualization system together required both mechanical
engineering, kinematics modeling and careful software design and implementation. The
software needs to be able to process multiple data feeds, such as motor encoder readings,
EM position tracking outputs, and ICE image streaming, simultaneously and responds with
proper control commands at a timely fashion. Based on these requirements, I implemented a
C/C++ based software program using multi-threaded programming, with an user interface
that offers direct interaction with critical modules that include motor controls, EM tracking,
kinematics, and imaging tasks. Parallel computing on GPU is also used here for the
computationally intensive tasks such as volume registration and rendering. Figure 4.4
provides an overview of the major software modules and the interaction among them.
Safety is always a priority in a clinical environment, thus being able to perform imaging
tasks while keeping the ICE catheter tip stationary is a very useful capability. It prevents
potential unwanted collisions with important anatomical structures. Based on this important
assumption, we developed the following key capabilities: (1) Automated sweep while
keeping the ICE catheter tip at a fixed location, and build a 3D ‘panorama’ that shows the
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Figure 4.2: System Overview. A robotic manipulator controls an ICE catheter, which is connected to an
ICE compatible ultrasound machine. The distal tip of the ICE catheter is tracked by an EM tracker. Image
processing and user interface are developed to support a number of visualization functionality.
(b)
ICE catheter tip 
EM 
Image
 plane
Phantom
(a)
Figure 4.3: System Hardware (a) Imaging phantom and ICE catheter tip with an EM sensor attached. (b)
Robotics manipulator. (Image courtesy of Paul Loschak)
tissue structure across a treatment area and beneath the surface; (2) Follow the working
instrument (e.g. ablation catheter) by keeping its tip constantly in the imaging plane; and
(3) Sweep locally (dither) near the ablation tool tip for a detailed view of the work region
and provide real-time visual cues on tip-tissue interaction.
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Figure 4.4: Software Modules and Data Flow Diagram. The CPU handles data inputs, kinematics and control
algorithms while the GPU handles computational intensive tasks such as volume registration and rendering.
4.2.2 Sweeping
During manual manipulation, a clinician may wish to position the ICE catheter in a desired
region of the heart and sweep the imaging plane to get a comprehensive view of the region.
While bending, it is extremely difficult to intuitively and manually spin the catheter about
its own axis while keeping the tip in place. Our system uses a combination of yaw, pitch,
and handle roll to rotate the catheter tip about its distal tip (Figure 4.5(a)). This is different
from simply rotating the catheter handle or body around its rotational axis.
The automated sweeping mode allows the user to input a desired range of angles to
sweep with a specified angular resolution at the setup. During the sweeping, the imager is
rotated through a sequence of angles in the range defined by the user, while having its tip
continuously position-controlled to remain at the fixed point. Several sweeps can be done at
a few different user specified locations to generate a large patient specific anatomical map
for real-time navigation guidance.
72
Figure 4.5: Schematic diagram of (a) Sweeping while keeping the tip stationary. (b) Instrument tracking.
(Image courtesy of Paul Loschak)
4.2.3 Instrument tracking
In instrument tracking mode the system aims the imaging plane at a moving target by
computing the angle between the target and the ICE imaging plane and commanding a
specific sweep angle. Simultaneously, the position controller makes small adjustments of
the tip position to maintain the ICE catheter tip position (Figure 4.5(b)).
4.2.4 3D panorama of 2D ICE images acquired from sweeping
The sweeping functionality enables acquisition of closely-spaced 2D images across a user-
specified region of interest (ROI). The 2D slices are non-parallel sections which need to be
spatially registered into a common Cartesian coordinate frame using catheter tip EM tracker
locations and then interpolated and compounded into a gridded 3D volume. There are
several leading methods for 3D reconstruction of ultrasound images [7, 33, 75, 81, 86]. Our
method is similiar to the voxel based approach. In order to achieve real-time performance,
we implemented the 3D reconstruction and visualization on a GPU, based on our previous
real-time mosaicing technique for 3D/4D ultrasound [13, 14].
A 2D US image has an infinite thickness due to US out-of-plane beam width. The
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thickness of 2D ICE images ranges from 3− 6mm primarily depending on the imaging
depth [99]. To interpolate an input 2D ICE image to the reference volume, we first add a
small thickness of 1mm to represent the mid-plane. This reduces the edge artifacts during
the interpolation. We also add some empty space to the slice (zero-padding) to avoid losing
some part of the image near the border during registration. The padded image is then
registered to the reference volume. For high resolution reconstruction, we choose a voxel
resolution same as the pixel spacing of the ICE image (0.16mm at imaging depth 90mm). The
transformation matrix is determined by the EM sensor outputs and a series of coordinate
transforms from the 2D ICE image frame to the EM transmitter coordinate frame, which is
the reference frame. The registered volume is then compounded to the reference volume
using weighted averaging. The registration and compounding are done on GPU using the
algorithms similar to those outlined in Section 2.2.3 of Chapter 2. Figure 4.6 summarizes
the steps described in this section.
Figure 4.7 shows the coordinate frames and transformation matrices that determine the
registration matrix. TCTEMS is the transformation matrix from EM sensor to ICE catheter tip,
and T IMGCT is the transformation matrix from ICE catheter tip to the image frame. Both are
known a prior by attaching the EM sensor rigidly at a known position and orientation on the
catheter tip, and by knowing the image resolution and dimension. We further define TEMS
as the EM sensor outputs, P = [i, j, k, 1]T as a voxel at location (i, j, k) in its homogeneous
vector form, and Ts as the scaling matrix that converts voxel unit to to a physical unit.
We can establish the following between an input image Pinput and its location Pre f in the
reference coordinate
TEMSre f · TCTEMS · Ts · T IMGCT · Pre f = TEMSinput · TCTEMS · Ts · T IMGCT · Pinput
The registration matrix Tre finput thus is
Tre finput = T
IMG
CT
−1 · Ts−1 · TCTEMS
−1 · TEMSre f −1 · TEMSinput · TCTEMS · Ts · T IMGCT
The registered 2D slices fan out in the lateral direction, thus are not well aligned with
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Figure 4.6: 3D Panorama Creation Pipeline
EM sensor (EMS)
Catheter tip (CT)
XEMS
YEMS
ZCT
XCT
EM transmitter (EMT)
YEMT
Reference frame
ZEMT
XEMT
TCTEMS
T IMGCT
(IMG)
Image
ICE Catheter
Figure 4.7: Coordinate frames and transformation matrices. TCTEMS is the transformation matrix from EM
sensor to ICE catheter tip, and T IMGCT is the transformation matrix from ICE catheter tip to the image frame.
Both are known a prior by attaching the EM sensor rigidly at a known position and orientation on the catheter
tip and by knowing the image resolution and dimension. EM transmitter coordinate frame is chosen as the
reference frame.
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the gridded space, resulting in gaps in the reconstructed 3D voxel array. In our system,
the 2D slices can be acquired at a small spacing in order to keep the gaps small, at the
expense of longer sweeping times. To fill the gaps, a number of gap filling methods have
been reported, including voxel averaging [55, 63], adjacent voxel interpolation [39], Voxel
Nearest Neighbor (VNN) [75] and Distance Weighted interpolation (DW) [90]. Coupe [26]
reported a 3D freehand US reconstruction method using probe trajectory, which handles
the gaps at the same time. They concluded that since the virtual slice was generated by
using the information from the closest two frames, this method outperformed traditional
reconstruction approaches such as VNN and DW. The main limitation of their method was
the assumption of constant probe speed between two slices and the added time on probe
trajectory estimation.
This limitation does not exist in our system. Both the actual catheter tip locations at
two adjacent frames and the commanded tip trajectory are known through our control
module. This allows us to generate an image through a ‘virtual’ tip position on the trajectory
by projecting images from the two closest 2D frames to the position. A virtual image is
then generated as the composite of the two projected images and interpolated onto the 3D
volume. For instance, in Figure 4.8, Ire fi and I
re f
i+1 represent two adjacent image frames i and
i + 1 acquired at an angular spacing of θ, and registered to the reference frame, which is the
EM transmitter coordinate frame as shown in Figure 4.7. Tre fi and T
re f
i+1 are their respective
transformation matrices in terms of the reference coordinate. The red arrow shows the
catheter tip Z axis ZCT, which conincide with EM sensor X axis XEM. The commanded
catheter tip trajectory from frame i to i + 1 is to roll about ZCT by θ.
In Figure 4.8, Ire fvi is a virtual slice computed by rotating the catheter tip at frame i
counter clockwise by an angle of φ around ZCT. Here we choose φ = θ2 . This is the same as
rotating around XEM by φ in the EM transmitter reference coordinate frame. We use Tivi to
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Figure 4.8: Virtual slice Ire fvi represents the image formed by rotating the catheter tip at frame i by an angle of
φ around ZCT from. I
re f
i and I
re f
i+1 are two adjacent image frames i and i + 1 acquired at an angular spacing of
θ, and registered to the reference frame. Tre fi and T
re f
i+1 are their respective transformation matrices in terms of
the reference coordinate.
represent this transformation, and it is expressed as
Tivi =

1 0 0 0
0 cos(φ) −sin(φ) 0
0 sin(φ) cos(φ) 0
0 0 0 1

Therefore
Ire fvi = T
i
vi · I
re f
i
and its location in terms of the reference is
Tre fvi = T
i
vi · T
re f
i
Similarly, a virtual slice Ire fvi+1 can be created by rotating frame i+ 1 around ZCT clockwise
by φ. A final virtual slice Ire fv can be computed by averaging I
re f
vi and I
re f
vi+1 .
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4.2.5 Instrument tip localization and visualization
Localizing the instrument tip in ultrasound is a challenging task due to noise, artifacts and
US out-of-plane beam width. Here, we present a novel but simple technique to identify and
visualize the instrument tip. First, we find the rough location of the tip through EM based
tracking, next we dither near the tip region across a user defined angular range (e.g. ±5 ◦)
so that we sweep past the tip. This ensures that the actual tip location will be part of the
reconstructed volume with an accuracy only limited by the spacing of the adjacent frames.
The 3D volume shows the extend of the tip and the tip location is identified by registering
the EM sensor on the tip to the 3D volume. Slice views that cut through the instrument
shaft and tip can also be extracted automatically.
4.3 Experimental Results
4.3.1 Sweeping
We conducted water tank experiments using gelatin-based phantoms that closely mimic
animal tissue features. The ICE catheter was connected to a Siemens Acuson X300 US
imaging system (Siemens Medical Solutions USA, Inc. Malvern, PA, USA) and introduced
through the side of the water tank where the imaging phantom was located.
The first experiment was to sweep across a specified ROI and build a 3D panorama. The
imaging phantom is shaped to resemble the left atrium with four openings that simulate
the pulmonary vein ostia (PVO), which are the critical areas for imaging during an atrial
fibrillation ablation procedure. The atrium area (the opening in the phantom) is roughly
40mm× 40mm. The ICE tip was directly in front of the phantom (Figure 4.9(a)). The images
were acquired at 90mm depth and 6.7MHz frequency. The system swept across the phantom
in 1 ◦ increments over 40 ◦ while the ICE tip position remained stationary. Volume rendering
is done as described in 4.2.4. Figure 4.9(b)-(d) shows the reconstructed 3D volume from
three different view points. The PVOs are easily seen from Figure 4.9(c).
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Figure 4.9: Sweeping result shows the reconstructed volume of the atrium phantom from three different views.
The simulated PVO can be clearly seen from (c).
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4.3.2 Instrument tracking results
In the instrument tracking experiment, the instrument was a 3mm diameter catheter with
an EM sensor attached at the tip and calibrated to the catheter tip position. It closely
resembled the dimension and echogenic properties of an ablation catheter tool tip. The ICE
catheter tracked the tool tip as it moved around the simulated PVO in the atrium phantom.
Figure 4.10(a) shows the experiment setup and 4.10(b) plots the imaging plane as it followed
the tool tip. The lines are imaging planes, and the circles represent tool tip positions. Colors
indicate corresponding imaging planes and tool tip positions. We calculated the distance
of each of the targets to the center line of their respective image plane. On average, the
targets are within ±1mm of the imaging plane center line thus appear in the images. The
angular tracking accuracy reported by the system is 0.3 ◦, adding EM sensor’s angular error
of 0.5 ◦ [88], the overall angular tracking accuracy of the system is 0.8 ◦.
Z(m)
Y(m)
X(m)
Ablation catheter tip 
PVO 
ICE catheter tip 
EM 
Imaging plane
(b)(a)
Figure 4.10: Instrument tracking (a) Instrument tip at PVO. (b) Imaging plane following the tool tip. The
lines show imaging planes, the circles represent tool tip positions. Colors indicate corresponding imaging
planes and tool tip positions. Targets are within ±1mm of the imaging plane center line, thus appear in the
images.
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4.3.3 Instrument tip visualization
To compensate for misalignment and artifacts, we implemented a correction method, based
on the sweeping capability developed. We dither locally near the instrument tip region,
first sweeping the tip and then continuing to sweep until the tip is no longer in view
(Figure 4.11(a)). This way, the actual tip is guaranteed to be included in the swept volume.
Figure 4.11(b) is an example of a 2D ICE image showing the ablation tool tip, while
Figure 4.11(d) contains no tip. Note the artifacts around the ablation tool tip which
accentuate both the importance and challenge in tool tip identification. In Figure 4.11(c), the
entire distal tip section is visualized in 3D volume rendering and the tip is identified.
The tip is imaged at 60mm depth with an angular spacing of 0.5 ◦ between the acquired
frames (Figure 4.12). The accuracy of the tip identification is derived by adding EM tracking
position accuracy 1.4mm [88] and our system reported angular accuracy of 0.3 ◦ to d2. Thus
the overall tip identification accuracy of our system is ∼ 2.2mm.
4.3.4 ICE imaging plane thickness vs. system accuracy
Inaccuracy of the EM trackers in ICE and the working instrument may result in misalignment
of the US imaging plane with the instrument. In this case the image may not show the tool
tip. To analyze accuracy limits, the thickness of the ICE imaging plane can be compared
to the possible positioning errors of the tool tip. Figure 4.13 illustrates a simplified case
considering only misalignment error in the sweep angle, using a typical ICE image plane
depth 90mm and thickness 6mm [99]. RMS accuracy specifications for the EM tracker are
1.4mm in positionand 0.5 ◦ in angle [88] and our system tracking accuracy is 0.3 ◦. A simple
geometric analysis of the worst case accuracy scenario shows that an ablation catheter of
diameter 3mm would be visible in the US image, although it may not be in the mid-plane.
Metal interference in clinical procedure rooms will likely decrease the accuracy of the EM
trackers, nonetheless the close proximity of the imaging catheter to the ablation catheter
will minimize the relative tracking errors.
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Figure 4.11: Dither for tool tip identification (a) Region to be swept includes the tip and beyond. (b) 2D ICE
image containing part of the tip. Note the artifacts around the tip. (d) 2D ICE image containing no tip. (c)
Reconstructed 3D volume showing the instrument shaft, tip and surrounding tissue.
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Figure 4.12: Tool tip identification accuracy. The tip is imaged at d1 = 60mm depth with an angular spacing
of θ = 0.5 ◦ between the acquired frames. The accuracy of the tip identification is derived by adding EM
tracking position accuracy 1.4mm [88] and our system reported angular accuracy of 0.3 ◦ to d2. The overall
tip identification accuracy of our system is ∼ 2.2mm.
Figure 4.13: (left) Typical ICE image plane depth; (right) cross section view of imaging plane for calculation
of imaging accuracy based on EM measurement accuracy of sweep angle: solid line is EM-estimated boundary
of image plane, dotted line is true image plane; circle is target ablation catheter cross section.
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4.4 Discussion
Situational awareness plays a critical role in intra-operative procedure guidance. The current
environment lacks real-time direct visual feedback of instrument-issue interactions, which in
part contributes to the low success rate of ablation procedures. The system described in this
chapter addresses this issue with the following capabilities: (1) Build real-time panorama of
a ROI by spinning the ICE catheter at desired angles while keeping its tip at a fixed and safe
location; (2) Instrument tracking and tool tip location identification; (3) Volume rendering of
the instrument tip and the surrounding tissue. All these tasks would be difficult to achieve
manually. The current system can be easily extended to 4D (3D + time) based on the work
discussed in Chapter 2 on 3D US mosaicing and visualization with ECG gating. In addition
to better spatial localization than 2D views, the reconstructed 3D volume can also be used
for surface and instrument segmentation, facilitating the integration with the current clinical
EM mapping system or with an augmented virtual reality environment.
The robotic system in combination with US image processing and visualization capabili-
ties has the potential to further improve the intra-operative procedure guidance.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
3DUS is a promising modality for procedure guidance. Its ability to visualize soft tissue
at real-time rates is an important aspect in enabling real-time visual feedback, which is
lacking in current clinical environment. However, the adoption of 3DUS has been slow due
to its small field of view, limited resolution, signal dropout and high learning curves in
interpretation and analysis. This thesis aims to provide new engineering technologies to
mitigate these key challenges and ultimately improve the quality of 3DUS guidance.
In Chapter 2, I presented a set of enhanced display techniques for real-time 3DUS
visualization. The system integrates EM tracking system with GPU implementation for
real-time ECG gated 3D mosaicing and instrument tip cut plane tracking. The user study
with cardiologists demonstrated the potential of such enhanced visualization in instrument
navigation and procedure execution with 3DUS guidance.
Ultrasound incident angle can affect the outcome of the image, and this could result
in missing anatomical features from certain data acquisition angles. In many situations,
images from complimentary views are acquired in order to reconstruct a complete view of
the region of interest. To further improve the mosaicing results, in Chapter 3, I described a
novel 3DUS volume multiview compounding technique using structure tensors. Structure
85
tensors are commonly used in computer vision for local coherence estimation. Here I
designed a structure tensor based measure that incorporates information from both the
local structures and their orientations in regards to US incident waves. The measure was
validated by water tank and in vivo experiments and has shown a 20% increase in contrast
to noise ratio when compared to intensity averaging. When compared to other recent work
on 3DUS multiview compounding, such as phase based and wavelet based methods, which
are computational intensive, this approach is highly parallelizable, thus can be accelerated
with parallel programming on computer graphics cards with minimal effort.
ICE catheters have been used for visualization in beating heart procedures such as atrial
fibrillation ablation. Although it provides better resolution from imaging inside the heart
and reduces the exposure to radiation, its application has been limited to few due to the high
learning curve in manual control of the imaging planes. We argue that a robotic steering
system could broaden its role in procedure guidance. In Chapter 4, I presented visualization
techniques developed alongside the robotic system we built. By controlled imaging near
the instrument tip and its surrounding tissue, the system provides volumetric rendering of
the local work region and helps identify the exact tip location. We are able to achieve an
accuracy of 2.2mm RMS in position and 0.8 ◦ in angle during instrument tracking.
5.2 Future Work
5.2.1 3DUS surface boundary detection for volume rendering
Facilitated by improvements in computer graphics cards, direct volume rendering has
become a popular visualization method, by which, volumetric data is visualized without an
explicit surface, instead, the delineation of the surface is replaced by applying an opacity
transfer function. This approach has worked well for medical CT and MRI data, but not
for ultrasound data due to its speckle artifacts, low dynamic range, low SNR, and often
incomplete surface boundary [43].
Assigning the voxels with non-binary, continuous opacity values is essential for dis-
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playing smooth and anti-aliased surfaces in volume rendering. Different opacity transfer
function (OTF) approaches have been suggested. The histogram volumes method [47] gener-
ates semi-automated transfer function by using the gradient vector to find the direction that
passes perpendicularly through the object boundary and then use the statistical properties
of the histogram to provide the overall picture of the boundary characteristics. An adaptive
design of OTF is also proposed based on the evaluation of collections of voxels gathered by
transversing the volume in the rendering direction (i.e. tube cores) [38]. The VolumePro
real-time volume rendering system offers an interactive transfer function design and uses
gradient magnitude modulation of opacity and illumination [70].
All the approaches above make the same underlying assumption that the features of
interest in the volume are the boundary regions between areas of relatively homogeneous
material [6]. Gradient and directional derivatives along the gradient are mostly commonly
used to extract or infer boundaries.
I propose to design an OTF based on coherence measures from structure tensors. Struc-
ture tensor presents integrated information of a local neighborhood without cancellation
effects, thus making it robust against noise and a more reliable estimator of orientations
in noise-prone data, such as ultrasound [17]. Smoothing also distributes the information
about the orientation into the areas between edges. Thus we can estimate the dominant
orientation at locations where the gradient is close to zero [16]. US incident angle can also
be taken into account to remove the artifacts resulted from less optimal viewing angles.
The coherence measure modulated OTF can be implemented using a parallel program-
ming approach by utilizing 3D texture mapping on GPU at voxel level. Real-time user
interaction to adjust the weighting function is also feasible. I hypothesize that this method
is more robust in dealing with noisy US data than existing OTF approaches and has the
added benefit of reducing incident angle dependent artifacts.
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5.2.2 US catheters and robotics
In clinical settings, a system that offers ease for use is essential. An ICE catheter, such as
the AcuNav (Biosense Webster, Diamond Bar, CA, USA) [1] can be viewed as a four DOF
robotic system. By building a robotic manipulator, we provide means for a simplified work
flow in clinical settings when time is critical. Imaging tasks such as controlled quick sweep
and automatic instrument tracking require complex coordination among the joints, which
are difficult or impossible for manual control but can be achieved with high precision by
our robotic system.
The system presented in the thesis provides a good foundation for future robotic
controlled catheter systems. The next step is to have the system tested under in vivo
conditions for comprehensive evaluations of the engineering capabilities developed.
In reconstructing 3D volumes from the 2D images acquired through automated sweeping,
‘virtual slice’ technique is used to fill the gaps during interpolation. Other interpolation
method such as natural neighbors could also be explored. Natural neighbors interpolation
operates locally and does not infer trends or produce extrema that are not present in the
data [84].
We have developed the control module for ICE catheter sweeping from multiple views.
As discussed in Chapter 3, multiview imaging and compounding are effective in mitigating
signal dropout resulted from occlusion of underlying tissue by structures that reflect or
absorb the acoustic signal. The multiview compounding method presented in Chapter 3
can be readily integrated with the robotic system and applied to multiview sweeping for
improved target visualization.
The current user interface, although functional and informative for system implementa-
tion and debugging, as the system involves, a user interface that has a strong clinical focus
should be developed and tested with user studies. For example, the system could keep
track of no-fly zones for safety and alert the clinicians when the instrument is approach-
ing a dangerous zone. Automated surface and instrument segmentation methods could
also be developed for integration with the current EP suites or augmented virtual reality
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environment.
Besides cardiac procedures, the visualization technique developed here could also be
applied to procedures in a variety of fluid-filled and solid organs. For example, robotic US
catheters could be used during the incremental resection process of transurethral resection
of bladder tumors (TURBT), for augmenting endoscopic visualization with high-resolution
US panoramic views of subsurface tumor margins. Similarly, in laparoscopic and robotic
partial nephrectomy, it can be introduced to the renal pelvis via the ureter for tumor margin
detection [27, 45, 51, 69]. It is hypothesized that continuous visualization of instrument-
tissue contact and tumor margins can improve work flow and decrease complications across
a range of resection procedures.
5.3 Future of Procedure Guidance
Seamless integration of multidisciplinary technologies, such as robotics, telecommunication,
virtual reality, play an important role in the future of procedure guidance. Robotic technolo-
gies have shown to improve the control in the operating room environment and facilitate
the performance of complex procedures [79]. Intra-operative imaging, such as real-time
3DUS provides patient-specific information and offers surgeons the opportunity to make
better treatment decisions when time is of essence. Virtual reality provides a means for
spatial, temporal and tactical immersion. The culmination of the interdisciplinary efforts
have the potential to greatly improve clinical work flow and bring better patient outcome.
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