Abstract. We discuss families of meromorphic functions f h obtained from single functions f by the re-scaling process
Introduction
Yosida functions. In [17] Yosida introduced the class (A) of transcendental meromorphic in the complex plane having bounded spherical derivative
Then the translates f h (z) = f (z + h) of f in the class (A) form a normal family in C, and vice versa; f is called of the first category, if no limit function (2) f = lim hn→∞ f hn is a constant (convergence is always understood with respect to the spherical metric). It is this additional condition that makes the class A 0 of Yosida functions so fascinating. The elementary functions (like e z , tan z etc) have bounded spherical derivatives, but are not Yosida functions. On the other hand A 0 contains the elliptic functions. A thorough investigation of the class A 0 was performed by Favorov [3] , with emphasis on the distribution of zeros and poles.
Painlevé transcendents. The first Painlevé transcendents are the solutions to Painlevé's first differential equation w ′′ = z + 6w 2 ; they are meromorphic in C (see [14] ) and satisfy w # = O(|z| 3 4 ). More precisely, if Q denotes the set of (non-zero) zeros of w and Q ǫ = q∈Q {z : |z − q| < ǫ|q| has constant solutions ≡ 0, ∞, see [15] . We note, however, that in many applications it is only required that f hn → 0, ∞.
Definition. The class Y α,β (α ∈ R, β > −1) consists of all in C transcendental meromorphic functions f in C, such that the family (f h ) |h|≥1 of functions (3) f h (z) = h −α f (h + h −β z) (for any or just one determination of h −α and h −β ) form a normal family in C, and no limit function (2) is constant. Functions in Y α,β are called generalised Yosida functions. We also define the classes Y α,−1 by postulating normality of the family of functions f h (z) = h −α f (h + hz) only in C \ {−1}, and postpone the analysis of this class to the last section.
Remarks and Examples.
• Some of the results proved in this paper are not new. This, in particular, concerns theorems in the classes W 0 1 = Y 0,−1 (see the last section) and A 0 = Y 0,0 . The proofs in this paper cover all parameters α ∈ R and β > −1.
• The re-scaling process in the definition of Y α,β is motivated by and formally related to the Pang-Zalcman process [11, 12, 19, 20] . As far as I know, particular classes Y α,β with α = 0 occurred for the first time, although implicitly, in the paper [15] on the Painlevé transcendents. Of course, this kind of rescaling is also not new. It goes back at least to Valiron, but was even used in Painlevé's so-called α-method.
• It will turn out that Y α,β is contained in the class W 2+|α|+β discussed by Gavrilov [4] : f ∈ W p (p ≥ 1) if and only if sup C |z| 2−p f # (z) < ∞, see also 
belongs to Y a+bα,b+bβ−1 ; z b and z a may be replaced by a polynomial p and a rational function r, respectively, with deg p = b and r(z) ∼ cz a as z → ∞ (c = 0). We mention two simple corollaries:
-If α = −a/b is rational, thenf ∈ Y 0,β+bβ−1 .
-If −1 < β < 0 and b is sufficiently large, then b + bβ − 1 ≥ 0. It would thus suffice to deal with the cases β = −1 and β ≥ 0, respectively.
• To every n ∈ {2, 3, 4, 6} there exists a meromorphic function f such that f (z n ) is an elliptic function (see Mues [9] ). Thus and Y 1,1 , respectively (for "some" solutions the second condition is violated, namely those having large zero-and pole-free regions).
• Any first Painlevé transcendent has a primitive W which also is a first integral: w ′2 = 2zw + 4w 3 − 2W ; in "most"cases W ∈ Y 1 4 , 
Proof. We may assume α ≥ 0, otherwise would replace f by 1/f , noting that
while the left hand side is bounded by Marty's Criterion. q.e.d.
Remarks.
• The bound |z| |α|+β is sharp (not only for the Painlevé transcendents).
• It is obvious that every limit function f = lim
we have also f
At a pole of f we will consider 1/f instead of f (more in Theorem 8).
• The limit functions of the Painlevé families (w h ) are elliptic functions.
Yosida [17] has shown that given f ∈ A 0 and ǫ > 0 there exists some δ > 0, such that |z−h|<ǫ f # (z) d(x, y) > δ holds for every h ∈ C. The analog for Y α,β is Theorem 2 below. For β fixed, |h| > 1 and ǫ > 0 we set
Theorem 2. For every f ∈ Y α,β and ǫ > 0 we have
Remark. The second inequality was proved by Gavrilov [5] for the class Y 0,−1 (which
, and by definition of Y α,β the right hand side has a positive infimum with respect to h. q.e.d.
Theorem 3. Let f be meromorphic in C. Then in order that f ∈ Y 0,β it is necessary and sufficient that
Proof. We just have to prove sufficiency. The first condition ensures that (f h ) is a normal family in C, and the second guarantees that the limit functions are nonconstant: sup
Definition. Given f ∈ Y α,β we denote by P and Q the set of non-zero poles and zeros of f , respectively (if any), and set (for the definition of ∆ ǫ see (5))
Proof. Take any sequence (q n ) of zeros such that dist(
Concerning the second assertion we just note that 1/f ∈ Y −α,β , so that the notions "pole" and "zero" may be interchanged. q.e.d.
Remark. We will say that the zeros and poles of f are β-separated. From now on it will be tacitly assumed that Q ǫ ∩ P ǫ = ∅.
Proof. Let (h n ) be any sequence outside P ǫ , such that f hn tends to f ≡ const, locally uniformly in C, and
is finite. The second assertion follows from 1/f ∈ Y −α,β , and together we obtain
Remark. The symbol ≍ has proved very useful: φ(z) ≍ ψ(z) in some real or complex region means |φ(z)| = O(|ψ(z)|) and |ψ(z)| = O(|φ(z)|).
Corollary 1. Every function f ∈ Y α,β has infinitely many zeros and poles.
Proof. If f had only finitely many poles, then f were rational as follows from
Theorem 6. For f ∈ Y α,β andf ∈ Yα ,β with sets of poles and zeros Q andQ, and P andP, respectively, the product ff belongs to Y α+α,β if Q ∪Q and P ∪P are β-separated. In particular, f m belongs to Y mα,β .
Proof. The hypotheses ensure that zeros [poles] of f cannot collide with poles [zeros] off , hence f hnfhn → ff. q.e.d.
By Theorem 1 the zeros and poles of f ∈ Y α,β are β-separated. On the other hand, zeros and poles are equally β-distributed in the following sense:
Theorem 7. Given f ∈ Y α,β there exist positive numbers ǫ 0 , η 0 , and M , such that (i) every disc ∆ η0 (z 0 ) contains at least one zero and one pole;
(ii) every disc ∆ ǫ0 (z 0 ) contains at most M zeros (counted by multiplicities) and no pole, or at most M poles of f and no zeros. In particular, the zeros and poles of f have bounded multiplicities.
Proof. Suppose there exist sequences h n → ∞ and η n → ∞, such that ∆ ηn (h n ) contains no poles (the same for zeros), while f hn → f ≡ const, locally uniformly in C. Then by Hurwitz' Theorem, f is finite in every euclidian disc |z| < η n , hence is an entire function, this contradicting Corollary 1. Similarly, if we assume that the pair (ǫ 0 , M ) does not exist, then there exist sequences ǫ n → 0 and h n → ∞, such that f has at least n zeros (say) in ∆ ǫn (h n ), while f hn tends to some non-constant function f. By Hurwitz' theorem, f has a zero at the origin of order ≥ n for every n, which is absurd. Thus there exists ǫ > 0, such that the number of zeros in ∆ ǫ0 (z 0 ) is bounded, uniformly with respect to z 0 . Diminishing ǫ 0 , if necessary, it we may achieve by Theorem 1 that none of the discs ∆ ǫ0 (z 0 ) contains a pole. q.e.d.
Remark. It is not hard to prove that there also exists some θ 0 > 0, such that f assumes every value in every disc ∆ θ0 (z 0 ). Proof. First of all f has bounded spherical derivative, hence f ∈ W 2 and the family (f h ) h∈C of translations f h (z) = f(z + h) is normal in C. Also the corresponding sets P and Q are 0-separated (euclidian distance between P and Q is positive), and equally 0-distributed: there exist positive numbers ǫ 0 , η 0 and M , such that every disc |z − h| < η 0 contains at least one zero and one pole, while every disc |z − h| < ǫ 0 contains at most M poles [zeros], and no zeros [poles] . If (h n ) is any sequence tending to ∞, then the disc |z − h n | < η 0 contains at least one zero q n and one pole q n . Since |p n − q n | ≥ 2ǫ 0 , all limit functions of (f hn ) also have at least one zero and one pole in |z| ≤ 2η 0 , and therefore are non-constant. q.e.d.
Value Distribution
In this section we are concerned with the value distribution of functions f ∈ Y α,β . For the definition of the Nevanlinna functions T (r, f ), m(r, f ) and N (r, f ), and for basic results in Nevanlinna Theory the reader is referred to Hayman [7] and Nevanlinna [10] . From the Ahlfors-Shimizu formula
and Theorem 1 follows T (r, f ) = O(r 2(|α|+β+1) ), hence f ∈ Y α,β has order of growth
, and since inf a∈Z,b∈N |a/b + α| = 0, we obtain in any case:
Every f ∈ Y α,β has order of growth ̺(f ) ≤ 2β + 2.
Remark. For the first Painlevé transcendents the first estimate yields ̺(w) ≤ Theorem 10. Every f ∈ Y α,β (β > −1) has ≍ r 2β+2 zeros and poles in |z| < r :
and n(r, ∞) ≍ r 2β+2 .
In particular, f has order of growth ̺(f ) = 2β + 2.
Remark. We remind the reader that φ(r) ≍ ψ(r) means φ(r) = O(ψ(r)) and ψ(r) = O(φ(r)) as r → ∞.
Proof. With every pole p in |p| < r we associate the disc ∆ ǫ0 (p); by Theorem 7 it contains at most M poles. Starting with p 1 (|p 1 | < r), let p 2 (|p 2 | < r) be any of the poles not contained in ∆ ǫ0 (p 1 ), p 3 (|p 3 | < r) not contained in ∆ ǫ0 (p 1 ) ∪ ∆ ǫ0 (p 2 ), and so forth; we may arrange that |p ν | −β ≥ |p ν+1 | −β holds. Then obviously n(r, ∞) = O(φ(r)), where φ(r) counts how many mutually disjoint discs ∆ ǫ0/2 (p) may be placed in a large euclidian disc |z| < r + ǫ 0 r −β . The geometric answer is φ(r) = O(r 2β+2 ), if β ≥ 0, and φ(r) ≤ φ(r/2) + O(r 2β+2 ) if −1 < β < 0, which also implies φ(r) = O(r 2β+2 ) (consider the radii r = 2 k ). Thus
holds in any case. To prove the converse, we note that for r sufficiently large the annulus ||z| − r| < η 0 r −β contains at least c ′ r β+1 mutually disjoint discs of radius η 0 r −β , hence also at least c ′ r β+1 poles. Again we have to distinguish the cases (i) β ≥ 0 and (ii) −1 < β < 0. Starting with r 1 sufficiently large we define in case (i) r k = r k−1 + 2η 0 r poles of f . We claim
There is a misprint in [15] : "T (r, f ) = 2T (r, w) + O(log r)" for f (z) = z −1 w(z 2 ), of course, has to be replaced by "T (r, f ) = T (r 2 , w) + O(log r)".
provided c is sufficiently small, this implying n(r, ∞) ≥ cr 2β+2 for r sufficiently large (note that r k → ∞). Assuming ν k−1 ≥ 2cr 2β+2 k−1 to be true, we obtain 
in all cases β > −1. The assertion about the order of growth now follows from ̺(f ) ≤ 2β + 2 on one hand, and T (r, f ) ≥ N (r, f ) ≍ r 2β+2 on the other. q.e.d.
From the proof we obtain:
Corollary 2. For β > −1 and c > η 0 , every annulus |z| − r| < cr
Theorem 11. For every f ∈ Y α,β holds
and, in particular,
Remark. For the class Y 0,0 the first assumption was proved by Favorov [3] , even with O(1) instead of O(log r).
Proof. Let C r denote the circle |z| = r. For 0 < ǫ < ǫ 0 fixed, the contribution of C r \ (Q ǫ ∪ P ǫ ) to the integral is O(log r) by Theorem 4 (it says, among others, that 
where I r = {θ ∈ [0, 2π) : re iθ ∈ K} and |I r | is its linear measure. From Lemma 2 at the end of section 5 follows |I r | = O(r −β−1 ), hence
The assertion follows from the fact, that by virtue of Corollary 2 there are at most O(r β+1 ) components K intersecting C r . q.e.d.
Theorem 12.
For every f ∈ Y α,β and c ∈ C we have m r,
Remark. Yosida [17] proved m r,
Proof. We just note that Theorem 11 also holds for f − c instead of f . For α ≥ 0 we have f − c ∈ Y α,β , while 1/f ∈ Y −α,β if α < 0 and log |f − c| ≤ log |c| + log |f | + log |1/f − 1/c| . q.e.d.
Theorem 13. The c-points (c = 0) of f ∈ Y α,β are β-close to the zeros, and β-separated from the poles if α > 0, and vice versa if α < 0 :
For α = 0 and any pair (a, b) the sets of a-and b-points are β-separated.
Proof. The first assertion (α > 0) follows from f − c ∈ Y α,β and Theorem 4. If (ζ n ) denotes any sequence of c-points such that f ζn → f ≡ const, then we have also ζ
Finally, since Y 0,β is Möbius invariant, every pair (a, b) can play the role of (0, ∞). q.e.d.
Derivatives
, and since the limit functions of the family (f h ) are non-rational, one might expect that f ′ ∈ Y α+β,β . Now a trivial necessary condition for φ n → φ ≡ const, locally uniformly in some domain D, is that the a-points and b-points of φ n are locally uniformly 0-separated (separated with respect to euclidian metric in any compact subset of D). In general, φ n → φ does not imply φ ′ n → φ ′ if φ n has poles, in other word, there is no Weierstrass Convergence Theorem for meromorphic functions (while the converse is true: φ ′ n → ψ implies that ψ has a primitive φ, and φ n → φ + const). The obstacle that prevents φ ′ n from converging to φ ′ is the existence of colliding poles of φ n and/or of zeros of φ ′ n colliding with poles. Lemma 1. Suppose that φ n converges to φ, locally uniformly in |z| < r, and φ has a pole of order m at z = 0. Then for φ ′ n → φ ′ , locally uniformly in some neighbourhood of z = 0, each of the following conditions is necessary and sufficient: there exist ρ > 0 and n 0 , such that for n ≥ n 0 (i) φ n has only one pole (of order m) in |z| < ρ; (ii) φ ′ n has no zeros in |z| < ρ. Proof. Since φ ′ has a pole of order m + 1 at z = 0, and no other pole and also no zero in |z| < 2ρ, it is necessary for φ ′ n → φ ′ , uniformly in some neighbourhood of z = 0, that φ ′ n (n ≥ n 0 ) has m + 1 poles (counted with multiplicities) and no zero in |z| < ρ, say. Since every pole of φ n of order ℓ is a pole of order ℓ + 1 of φ ′ n , this means that φ n has only one pole in |z| < ρ. Conversely, if φ n has only one pole b n (of order m) with b n → 0, then we have
uniformly in some neighbourhood of z = 0. It remains to show that (ii) implies (i). If φ n has p > 1 different poles in |z| < ρ of total multiplicity m, then by the RiemannHurwitz formula φ has m − 1 critical points close to z = 0, only m − p of them arising from multiple poles. Thus φ ′ n has p − 1 zeros close to z = 0. q.e.d. Remark. In any case the sequence φ ′ n tends to φ ′ , locally uniformly in 0 < |z| < ρ. If (i) or (ii) is violated, then some of the poles of φ ′ n collide with zeros of φ ′ n , and in the limit multiplicities disappear as do the zeros of φ ′ n . If φ n = 1/P n , P n a polynomial of degree m, the equivalence of (i) and (ii) follows from the Gauß-Lucas Theorem.
Theorem 14. In order that for f ∈ Y α,β the derivative f ′ belongs to Y α+β,β , each of the following conditions is necessary and sufficient:
(ii) inf
Corollary 3. If the poles of f ∈ A 0 are 0-separated from each other, then every derivative of f also belongs to A 0 . 
From f ′ ∈ Y α+β,β would follow m(r, 1/f ′ ) = O(log r). This, however, is true anyway and provides a new proof of Theorem 12.
Remark. This was proved by Yosida [17] for f ∈ A 0 with O(log r) replaced by O(r).
Proof. Taking into account that m(r, 1/f ) = O(log r) and m(r, f ) = O(log r), hence also m(r, f ′ ) ≤ m(r, f ) + O(log r) = O(log r) holds,
We claim that the right hand side of (10) is O(log r). The lower estimate follows from Theorem 1: − log f # (z) ≥ −(|α| + β) log |z| + O(1). It remains to prove 2 More generally, Yosida [17] proved that 2T (r, f ) − N 1 (r) = − 1 2π We finish this section by proving a technical lemma as follows:
Lemma 2. Let C be any domain that consists of n discs ∆ ǫ (h ν ) and intersects |z| = r. Then for ǫ sufficiently small and r sufficiently large, C has diameter and boundary curve length ≤ K n ǫr −β ; the constant K n only depends on n.
℘(c + i log(z + 1)) -it is, of course, single-valued since ℘ has period π, with essential singularity at z = −1.
