This paper is concerned with the following Dirichlet problem for a quasilinear elliptic system with variable growth: -div σ (x, u(x)
Introduction and main result
In this paper, we consider the Dirichlet problem for the quasilinear elliptic system < q(x) <
n(p(x)-) n-p(x)
, such that
(H) (Monotonicity) σ satisfies one of the following conditions:
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(i) For any x ∈ and u ∈ R m , ξ → σ (x, u, ξ ) is C  and monotone, i.e.
σ (x, u, ξ ) -σ (x, u, η) : (ξ -η) ≥  for any x ∈ , u ∈ R m and ξ , η ∈ M m×n .
(ii) There exists a function W : × R m × M m×n → R such that σ (x, u, ξ ) = D ξ W (x, u, ξ ) and ξ → W (x, u, ξ ) is convex and C  .
(iii) σ is strictly monotone, i.e., σ is monotone and
Our main result is as follows. [] . Inspired by the works mentioned above, we want to extend the result of [] to the case that σ satisfies variable growth conditions. To our knowledge, problem (.) with variable growth conditions has never been studied by others.
Theorem . If σ satisfies conditions (H)-(H), then the Dirichlet problem (.) has a weak solution u ∈ W
The classical result of Leray and Lions and other typical monotone operator methods require strict monotonicity or monotonicity in the variables (u, ξ ) (see [-] and the references therein). In (H), it is not required that σ is strict monotone or monotone in the variables (u, ξ ) as had usually been assumed in previous work. We only require that ξ → σ (x, u, ξ ) is monotone. Here is an example: g : R → R, . This paper is organized as follows: In Section , several important properties on variable exponent spaces are presented; in Section , we give some conclusions concerned with the Young measure in a variable exponent space; in Section , we construct the Galerkin approximation sequence; in Section , the proof of Theorem . is given.
Preliminaries
In this section, we first recall some facts on variable exponent spaces L p(x) ( ) and
Let P( ) be the set of all Lebesgue measurable functions p :
where
For a given p(x) ∈ P( ), we define the conjugate function p (x) as
In the following of this section, for every p ∈ P( ), we assume
we have:
for almost every x ∈ , and in this case the embedding is continuous. http://www.journalofinequalitiesandapplications.com/content/2014/1/23
Next k is a given positive integer. Given a multi-index α = (α  , . . . , α n ) ∈ N n , we set |α| =
We denote the dual space of W
Lemma . ([]) Let be a domain in R n with cone property. If p : → R is Lipschitz continuous and
 < p -≤ p + < n k , q : → R is measurable and satisfies p(x) ≤ q(x) ≤ p * (x) := np(x) n-kp(x) for almost every x ∈ , then there is a continuous embedding W k,p(x) ( ) → L q(x) ( ).
Lemma . ([]) Let be a domain in R n with cone property. If p : → R is continuous
and
, then for any measurable function q(x) defined in with p(x) ≤ q(x) for almost every x ∈ , and inf x∈¯ (p
for every ξ ∈ R m and almost every x ∈ , then the Nemyckii operator H :
is continuous and bounded.
3 The Young measure generated by sequences in variable exponent space
Weak convergence is a basic tool of modern nonlinear analysis, because it has the same compactness properties as the convergence in finite dimensional spaces (see [] 
k= and a Borel probability measure ν x on R m for a.e. x ∈ , such that for each F ∈ C(R m ) we have
We call {ν x } x∈U the family of Young measure associated with the subsequence {f k j } ∞ j= .
Lemma . ([])
Let ⊂ R n be Lebesgue measurable (not necessarily bounded) and z j : 
then ν x =  for almost every x ∈ , and for any measurable A ⊂ we have ϕ( 
, then there is a Young measure ν x generated by {u j } satisfying ν x =  and the weak L
Proof It suffices to prove that {u j } satisfies equation (.) in Lemma .. By Lemma ., there is C ≥ , for any R > ,
. By Lemma .(iii), taking ϕ as the identity mapping I,
erates the Young measure δ u(x) ⊗ ν x . Moreover, for almost every x ∈ , ν x is a probability measure and satisfies ν x , I = Du(x).
, R 
By Theorem ., we can infer that ν x , I = Du(x).
Galerkin approximation
( , R m ) be a sequence of finite dimensional subspaces with the property that i∈N V i is dense in W ,p(x)  ( , R m ). We define the operator
where , denotes the dual pairing of (W
and σ satisfies (H)-(H).

Lemma . For every u ∈ W ,p(x)  ( , R m ), the functional J(u) is linear and bounded.
Proof It is easy to see that J(u) is linear. By the growth condition in (H) and Lemma .,
By Lemma . and Lemma ., for each w ∈ W
This implies that J(u) is bounded.
Lemma . The restriction of J to a finite linear subspace of W
Proof By the continuity assumption (H) and the growth condition in (H),
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Observe that
.
Thus by Lemma . and Lemma ., we can get the conclusion.
Let us fix some k and assume that the dimension of V k is r and φ  , . . . , φ r is a basis of V k . For simplicity, we write r i= a i φ i = a i φ i . Then we define
Lemma . G is continuous and
where · denotes the inner product of two vectors in R r .
Proof In order to prove that G is continuous, it is sufficient to show that
Then a l R r is equivalent to |u l | and a  R r is equivalent to |u  |. We have
Since J is continuous on finite dimensional subspaces, we can get the continuity of G.
as |u | → ∞.
Lemma . For any k
Proof By Lemma ., there exists R >  such that for any a ∈ ∂B R () ⊂ R r we have
G(a) · a >  and the topological argument [] shows that G(x) =  has a solution x ∈ B R ().
Hence, for each k there exists u k ∈ V k such that our conclusion holds.
Proof of Theorem 1.1
In this section, first we give some lemmas for σ satisfying (H)-(H). Then we prove Theorem ..
, σ satisfies (H)-(H) and {Du k } generates the Young measure ν x , then the following inequality holds:
Proof Let us consider the sequence
We will use Lemma . giving
So we have to establish the equiintegrability of negative part I -k of I k . We write I k in the form
To get the equiintegrability of the sequence {I k, }, we take a measurable subset ⊂ and by Lemma .
, by the growth condition in (H) and Lemma ., 
and moreover
By equation (.) we can infer from Lemma . that equation (.) holds. Next we will prove that
for any k > k  . Consequently, for v k ∈ V k , by Lemma . we may estimate X as follows:
is bounded by the growth condition (H). On the other hand, by choosing v k ∈ V k in such a way that
Since ε >  is arbitrary, this proves X ≤ . We conclude from equation (.) that equation (.) holds.
At last we get the equiintegrability of σ (x, u k , Du k ) from
where Proof Notice that
We infer from equation (.) that
By the monotonicity of σ , the integrand in the above inequality is nonnegative. It follows that for almost every
Proof By Theorem ., the sequence {(u k , Du k )} generates the Young measure δ u(x) ⊗ ν x and for almost every x ∈ , ν x is a probability measure such that ν x , I = Du(x). The proof will be divided into three cases. In the following, cases (i)-(iii) correspond to the three cases of (H). Case (i): We claim that in this case for almost every x ∈ and for every μ ∈ M m×n the following identity holds on supp ν x :
where ∇ is the derivative with respect to the third variable of σ . Indeed, by the monotonicity of σ we have for each
and, by Lemma .,
Then we get
Equation (.) follows from this inequality since the sign of t is arbitrary. Take μ = E ij , where E ij is the matrix whose entry in the ith row and jth column is  and others are . Then by equation (.),
further we can get Case (iii): By strict monotonicity, it follows from Lemma . that supp ν x = {Du(x)}, thus ν x = δ Du(x) for almost every x ∈ . By Lemma . and Du k → Du in the measure and by equation (.) u k → u in the measure. After extracting a suitable subsequence if necessary, we can infer that Du k → Du for almost every x ∈ and u k → u for almost every x ∈ . Then σ (x, u k , Du k ) → σ (x, u, Du) for almost every x ∈ , moreover we have σ (x, u k , Du k ) → σ (x, u, Du) in the measure. By the equiintegrability of σ (x, u k , Du k ) : Dv, already discussed above, the Vitali theorem implies 
