Using the Malliavin calculus, we give a uni ed treatment of the socalled perturbation analysis of dynamic systems. Several applications are also given.
Introduction
Given a marked point process (MPP for short) N whose law depends on a parameter 2 R and a functional F of the sample-paths of N, the socalled Perturbation (or Sensitivity) Analysis is concerned with the evaluation of the derivative with respect to of E F(N)], where E is the expectation under P the law of N for the value of the parameter. In other words, the objective is to compute (or at least to nd some estimates) the sensitivity of the mean value of F with respect to a slight change in the law of N. The simplest but generic example is the following one : Example 1. Given a standard Poisson process N of intensity and a functional of it, say F = N t for t xed, how can we compute d=d E N t ]. The result is here straightforward since we know that E N t ] = t but what happens for a more complex functional ? A There are several motivations for being interested in such a question, the main reasons being the applications to optimization and control of systems see for instance (Devetsikiotis et al., 1993) . The concept of Perturbation Analysis was introduced in a paper by and has been addressed by many authors (Glasserman, 1990) , (Glynn, 1987) , 1 (Heidelberger, 1987) , , (Reiman & Weiss, 1989b; Reiman & Weiss, 1989a) , (Suri & Zazanis, 1988) , (Suri, 1989) ; mainly in the context of queuing networks. There are essentially three ways to handle this problem : the so-called In nitesimal Perturbation Analysis (IPA), Rare Perturbation Analysis (RPA) and Likelihood Ratio Method (LRM). Our motivation, here, is not to discuss these methods in detail but to show how they can be seen as a part of the stochastic calculus of variations. This theory, initiated by P. Malliavin (Malliavin, 1978) in the context of the Brownian motion aims to de ne a di erential calculus for stochastic processes mimicking the di erential calculus of usual numerical functions see for example ( st nel, 1995) and references therein. Besides the aesthetics of this new point of view, the known results of the Malliavin calculus also allows us to obtain somewhat deeper results in perturbation analysis.
Section 2 contains a brief description of IPA and RPA and a rather detailed description of the LR Method. Actually, this latter approach plays a key role to exhibit relationships between the stochastic calculus of variations and the sensitivity analysis. Section 3 and 4 are devoted to the Malliavin calculus for marked point processes and to its applications to perturbation analysis. Precisely, in Section 3, we de ne a Malliavin derivative by a variational approach and in Section 4, we de ne a di erence operator using the chaos decomposition of some random measures. Both the Malliavin derivative and the di erence operator share the so called formula of stochastic integration by parts which is central to our work. In Section 5, we mention two results which can be connected to the theory developed in this paper.
Methods of the Perturbation Analysis
Let E be a Lusin space ( for practical purposes E = R d is su cient) and be the space of simple (i.e. there is at most one jump at a time), locally nite (i.e. the number of jumps in each compact time interval is almost surely nite), integer valued measures on 0; T] E where T can be a xed deterministic time or T = +1 for details on Marked Point Processes, see for instance (Jacod, 1979) . A generic sample-path ! 2 is thus of the form P n>0 (tn;zn) where ft n ; n > 0g is a strictly increasing sequence of nonnegative reals (t n represents the n-th jump time) and z n belongs to E for any n (z n is the mark associated to the n-th jump). 0 is xed and P 0 is 2 called the nominal probability. fF t ; t > 0g is the canonical ltration : (1) Both IPA and RPA are based on suitable alterations of the nominal samplepath in order to obtain a modi ed process of law P . The second step consists of exactly expressing the right hand side di erence in (1) and then being able to pass to the limit. Let us illustrate these two methods by some examples.
obtain a Poisson process of intensity as close as we want to 0 by decreasing thinning. Namely, the derivative of the expectation of a functional F with respect to the mean intensity of the underlying process, at = 0 is obtained by considering A We see that its principle itself induces that RPA is essentially meaningful for the Poisson process and for the so-called Light Tra c Analysis the part of Perturbation Analysis which is dedicated to the analysis of the sensitivity of F when the mean intensity of the underlying process goes to 0.
Example 2. Consider a G/GI/1 queue with mean service time and distribution function G . Let F be the averaged waiting time for the rst K customers, i.e., F = K ?1 P K i=1 W i , whose mean value we want to di erentiate with respect to at = 0 . The evolution of the queue is fully described by f(T n ; Z n ); n 1g where T n is the arrival time of the n-th customer and Z n its service time. In a simulation of this queue, when = 0 , the sequence fZ n ; n 0g can be generated by taking Z n = G ?1 0 (U n ) where U def = fU n ; n 0g is a sequence of independent random variables, uniformly distributed over 0; 1]. Following IPA principle, a perturbed path is generated with the same sequence U but with n-th service time Z n equal to G ?1 (U n ) (see gure 1). In our example, IPA is known to work for the G/M/1 queue (i.e.,the limit can be computed) and we have (see (L'Ecuyer, 1990) , (Suri & Zazanis, 1988) ) : where B i is the set containing customer i and all the customers that precede him in the same busy period.
A
It appears from the two previous examples that these two approaches require a very ne knowledge of the sample-paths of the underlying process for the di erence of expectations which appeared in (1) to be calculated. The LR method does not present a priori this default but on the other hand it implies some restrictions on the possible di erentiations.
In order for the LR method to be applicable, it is necessary that for each , P is locally absolutely continuous with respect to P 0 , i.e., for any t 0, the restriction of P to F t is absolutely continuous with respect to the restriction of P 0 to F t : From (Jacod, 1979, page 265 273) 
6 for any 2 V( 0 ); for any t; P 0 a.e., R (!; s; z) > ?1; dP 0 0 (ds; dz) a.e., for any 2 V( 0 );
R tends to 0 when goes to 0 , in the sense that
Hypothesis III. For any 2 V( 0 ), Z 0 = 1 see Remark 2.4] below.
Then, for any square integrable, F t measurable functional F; we have
Proof Since F is F t measurable, by the Girsanov theorem (see Eqn. (3)) and Hypothesis (III), 
By Condition (7), the second summand of the last equation tends to 0 when goes to 0 : Moreover, by Condition (5), for any n 2;
thus by induction,
and sup
Hence,
and the proof is completed.
Remark 2.3. The proof can also be done when the time interval is random :
let S be a stopping time and F be F S measurable, we do have
provided that
Remark 2.4. In the perturbation analysis literature, one often aims to work under stationary regime. This would a priori prevent to take Z 0 = 1 since there is no reason for P to coincide with P 0 on F 0 when these probabilities need to be stationary. Actually, another way to de ne perturbation analysis in stationary regime consists of assuming that the system has reached its equilibrium and that we analyze the sensitivity after a sudden change in the driving parameters : in that case, P 0 is still the equilibrium distribution but not P and we can x Z 0 to be equal to 1. This is implicitly the situation in the current literature on sensitivity analysis because of the di culty arising when handling the rst expectation in the right hand side of (9).
Example (1) (Reiman & Weiss, 1989b) . A Example (2) cont'd. As usual in the representation of queues by marked point processes, the marks represent the service times, in particular E = R + .
The P compensating measure is here given by (ds; dz) = f(!; s)ds G (dz): Assume furthermore that G (dz) = g( ; z) dz where g( ; z) > 0 for any ( ; z), we get : (ds; dz) = g( ; z) g( 0 ; z) 0 (ds; dz): Hence, in view of Hypothesis (II), we have to assume that g is twice di erentiable with respect to ; that @g=@ belongs to L 2 (R; G 0 (dz)) and that @ 2 g=@ 2 is bounded. In this case, one should take h(s; z) = g( 0 ; z) ?1 @g @ ( 0 ; z): In order that Condition (iii 0 ) be satis ed on the random interval 0; T K ], one should assume (as we do hereafter) that there exists " > 0 such that 
we then have E 0 F:
This formula is the key point of this work : there exist at least three sensible ways to de ne DF(h) in the sense that all of them are such that (10) holds, hence all three of them give new expressions of the derivative we aim to compute. The rest of this paper is devoted to show how DF(h) can be de ned and how these de nitions are related and can be applied to Sensitivity Analysis.
q is a predictable process, there exists m > 0 and Q(s; z) 2 L 1 (ds (dz)) such that m q(!; s; z) Q(s; z);
for any s; z and P 0 almost everywhere.
By L 2 p (P 0 0 ); we mean the set of predictable processes such that
Remind that for such a process, by Cauchy Schwarz inequality We now aim to prove the stochastic integration by parts formula, i.e., Proof There exists fB n ; n 0g a sequence of compact sets of E such that n B n = E and (B n ) < +1; for any n: Let ft n ; n 0g be an enumeration of 0; T] \ Q ; the canonical ltration is generated by the set It is then classical to approximate E 0 F j F n ] and thus F; by a sequence of elements of S : Corollary 1. For any h 2 H, the map F 7 ! DF(h) is closable.
Proof Let fF n ; n 1g be a sequence of S such that F n converges to 0 in L 2 (P 0 ) and for any h 2 H; DF n (h) converges to a limit denoted by (h): For any G 2 S ;
Since S is dense in L 2 (P 0 ); (h) = 0 P 0 a.e.. De nition 3.4. The set D 2;1 is the closure of S for the topology de ned by its converging sequences as : the sequence fF n ; n 0g of elements of S converges for the topology to F whenever fF n ; n 0g tends to F in L 2 and DF n (h) converges weakly in L 2 for any h 2 H: 
Proof For F 2 S , it is clear that '(F) still belongs to S and by usual derivation rules,
Let F 2 D 2;1 and fF n ; n 0g a sequence of elements of S converging to F in D 2;1 : We have
hence '(F) is the limit in D 2;1 of (' n (F ); n 1) and (18) Now, we see that kDF n (h)k L 2 (P 0 ) are bounded uniformly with respect to n, hence there exists a weakly convergent subsequence (DF n k (h)) k in L 2 (P 0 ).
Since DF n k (h) converges almost surely to DF(h)(1 fF>0g ?1 fF<0g ), it follows that jFj belongs to D 2;1 with DjFj = DF(h)(1 fF>0g ? 1 fF<0g ):
Since F + = (F + jFj)=2; it follows that DF + (h) = 1 2 DF(h)(1 fF>0g + 1 fF<0g + 1 fF=0g ) + DF(h)(1 fF>0g ? 1 fF<0g )
= DF(h)(1 fF>0g + 1
If F is non negative, F = F + almost surely thus DF(h)1 fF=0g = 1 2 DF(h)1 fF=0g ; hence DF(h)1 fF=0g = 0: In general, DF(h)1 fF=0g = (DF + (h) ? DF ? (h))1 fF + =0g 1 fF ? =0g = 0:
Reporting this result in the current expression of DF + (h) yields to (19).
Remark 3.1. The key result of this part is in fact Theorem 3]. Indeed, thanks to it, we are able to nd the convenient expression of DF(h) for regular functionals by convenient expression, we mean here that (16) should hold. By looking deeper in the previous construction, one should realize that the main idea (which comes from (Bismut, 1983) ) is the construction of a family of perturbation f h ; 2 g of the sample paths and a new probability measure P such that, for any , the modi ed process h ! under the new law P has the same law as the original process under the reference probability P 0 , see Eqn. (17). We have in fact two main possibilities to nd h : either it is obtained by modifying the jumps magnitude (see (Bismut, 1983) , (Bass & Cranston, 1986) , (Bichteler & Jacod, 1983) , (Norris, 1987) , (Privault, 1994) ) or by changing the jumps times see (Decreusefond, 1994) , (Privault, 1994) . The sequel follows without any di erence. When we have the choice between the two possibilities, the main di erence between the two approach lies in the set of di erentiable functionals. For instance, when altering the jump times, the functional ! 7 ! N t (!) (i.e., the number of jumps up to time t) does not belong to D 2;1 ; on the opposite, when changing the jump magnitudes, this functional belongs to the associated space D 2;1 :
Example (2) so that we obtain a generalization of (2). A Viewing IPA as a part of the stochastic analysis enables us to answer the following conjecture : experimental data tend to prove that estimates deduced from IPA have a lower variance than those obtained with LRM. For a given perturbation h, we know that IPA works for smooth functionals and that
On the other hand, by LRM, we get Since we can choose ' bounded but with an arbitrary large derivative, it is easy to see that we can achieve a lower variance for some estimates originating from LRM.
Chaos Decomposition and Applications
A rather di erent approach to de ne DF(h) consists of using the so called chaos decomposition. In order to distinguish this object with the previously de ned one, the new object will be denoted byDF (h):
We denote by L 2
) the Hilbert space of deterministic real valued functions (respectively real valued predictable processes) de ned on (R + E) n (respectively (R + E) n ) which are square integrable for the measure P 0 n i=1 0 (ds i ; dz i ); i.e., It is a challenging (and open) question to characterize processes which admit a chaos decomposition. Known results indicate that this property holds for Poisson processes and for Markov chains whose state space is a discrete group such that the jumps (di erences between two consecutive states) can take only a nite number of values see (Biane, 1989) . We do not need any more Hypothesis (II) or (V) but we do need now that Hypothesis V. Proof If 0 is deterministic, the result follows from (Nualart & Vives, 1988 
