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We consider the adjacency matrix A of the Erdős–Rényi graph on N vertices with edge probability
d/N . For (log logN)4  d . logN , we prove that the eigenvalues near the spectral edge form
asymptotically a Poisson point process and the associated eigenvectors are exponentially localized.
As a corollary, at the critical scale d  logN , the limiting distribution of the largest nontrivial
eigenvalue does not match with any previously known distribution. Together with [5], our result
establishes the coexistence of a fully delocalized phase and a fully localized phase in the spectrum
of A. The proof relies on a three-scale rigidity argument, which characterizes the fluctuations of
the eigenvalues in terms of the fluctuations of sizes of spheres of radius 1 and 2 around vertices
of large degree.
1. Introduction
1.1. Overview. This paper is about the eigenvalue fluctuations of the Erdős–Rényi graph near
the spectral edge. In spectral graph theory, obtaining precise information on the spectral edge
is of fundamental importance and has attracted much attention in the past thirty years. See for
instance [4, 15,24] for reviews. The Erdős–Rényi graph G ≡ G(N, d/N) is the simplest model of a
random graph, where each edge of the complete simple1 graph on N vertices is kept independently
with probability d/N , with 0 < d < N . Here, d ≡ dN is a parameter whose interpretation is the
expected degree of a vertex. The adjacency matrix of G, denoted by A = (Axy)x,y∈[N ], is the
archetypal sparse random matrix, and its eigenvalue fluctuations have been extensively studied in
the random matrix theory literature.
If d  N then the graph G is dense, and the matrix H ..= d−1/2A is (up to a centring) a Wigner
matrix with Bernoulli entries. In that regime, the fluctuations of the extreme eigenvalues of H
have been analysed in great detail [19,30,32,34], and are known to be governed by the universal
Tracy-Widom distribution of random matrix theory. In [17, 18] it is proved that the Tracy-Widom
distribution persists down to d N2/3, and this result is further extended to d N1/3 in [29]. A
crossover appears at the scale d  N1/3, where the Tracy-Widom fluctuations for d N1/3 give
way to Gaussian fluctuations for d N1/3. This phenomenon is identified in [25], where Gaussian
fluctuations are proved for N2/9  d N1/3. In [23], Gaussian fluctuations are established in the
full polynomial regime No(1) 6 d N1/3.
The goal of this paper is to analyse the regime d . logN . The scale d  logN is well known to be
critical for the Erdős–Rényi graph G: if d logN the graph is with high probability homogeneous,
in the sense that its vertices all have comparable degrees, and if d  logN the graph is with
























high probability inhomogeneous, in the sense that its vertices have wildly differing degrees, which
leads to the proliferation of isolated vertices, leaves, and hubs. The most famous manifestation
of this transition is the well-known connectivity transition for G around d = logN [20]. On the
spectral side, it is proved in [10] that if d logN then the extreme eigenvalues of H converge to
the boundary of the asymptotic support [−2, 2] of the spectrum, while in [9] it is proved that if
d logN then they do not. The critical scale d  logN is analysed in [6, 36]. There, it is proved
that the behaviour established in [10] persists down to d > b∗ logN , where b∗ ..= 1log 4−1 ≈ 2.59. If
d < b∗ logN , then the extreme eigenvalues of H are determined by the largest degrees of G: with
high probability, each vertex x with normalized degree αx ..= 1d
∑
y Axy greater than 2 gives rise
to two eigenvalues near ± αx√
αx−1
. In other words, with high probability, there is an approximate
bijection between vertices of normalized degree greater than 2 and eigenvalues larger than 2.
The works [6,9,36], as well as the somewhat improved bounds from [5], only give weak estimates
on the locations of the eigenvalues. In particular, they are far from describing the microscopic
fluctuations of the eigenvalues. A particularly striking manifestation of this observation is the
well-known fact [11] that if d  logN then with high probability the largest normalized degree
maxx αx of G is deterministic, so that the approximation maxx αx√αx−1 derived in [6, 36] is also
deterministic.
In this paper we derive the full joint fluctuations of the eigenvalues near the spectral edges in
the regime (log logN)4  d < b∗ logN . We prove that they form asymptotically a Poisson point
process with an explicit intensity. This intensity does in general not have a limit as N →∞, and its
form depends strongly on the scale d. We refer to Figure 1.1 below for an illustration. In particular,
for d logN , we show that the largest eigenvalue of H has asymptotically Gumbel fluctuations,
provided that d stays away from a set of resonant densities. At the critical scale d  logN , we
identify the asymptotic distribution of the largest eigenvalue of H, which we find to be a new law
that does not satisfy the conclusion of the Fisher–Tippett–Gnedenko theorem.
An important observation of our proof is that the fluctuations of the extreme eigenvalues are
determined not just by the degrees of the large degree vertices, but also by the sizes of the spheres
of radius two around them. Following this observation, we establish very precise rigidity bounds
on the extreme eigenvalues, comparing the location of each eigenvalue with an explicit function of
the spheres of radii 1 and 2 around some vertex, with error bounds that are much smaller than
the magnitude of the fluctuations. To that end, we develop a three-level rigidity argument, which
balances the precision of the estimates with the number of vertices to which they apply. The finest
rigidity estimate is the most involved analytical part of our proof. It relies on an approximate
tridiagonalization argument. Its starting point is the construction of a trial basis that strikes a
delicate balance between, on the one hand, being explicit enough to yield very precise estimates on
the tridiagonal, and, on the other hand, ensuring that the off-tridiagonal part is small enough. This
allows us to compare the neighbourhoods of large degree vertices with rooted regular trees, where
the degree of a vertex depends only on its distance to the root, and whose spectra can be analysed
explicitly. It turns out, however, that the errors made in this comparison are larger than the scale
of the fluctuations, and a further important ingredient of our proof is to account for deviations
arising from the irregularities in the neighbourhoods of vertices of large degree. We remark that all
of these steps, required to reach a sufficient degree of precision, are qualitatively novel and represent
a major departure from [5,6]. Many difficulties of the proof stem from justifying the heuristic that
the independent random variables associated with the edges of the complete graph determine both
the neighbourhoods of the large degree vertices as well as the random geometry connecting them;
this collective contribution of the independent random variables precludes any simple structuring
or splitting of the randomness. We refer to Section 2 for an overview of the proof. The methods
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developed in this paper also apply to sparse Wigner matrices, as defined e.g. in [5, 6, 36]; the details
will appear elsewhere.
Another important motivation for our work is the general universality conjecture for disordered
quantum systems. A disordered quantum system is described by its Hamiltonian H, a self-adjoint
matrix acting on a typically high-dimensional space. The eigenvalues of H represent the system’s
energy levels, and the corresponding eigenvectors its stationary states. Disorder, arising for instance
from impurities and irregularities in a medium, is mathematically modelled by randomness in H.
The general universality conjecture for disordered quantum systems states that the spectrum of H
can consist of two distinct phases: (i) the localized (or insulating) phase, where the local eigenvalue
statistics are Poisson and the associated eigenvectors are localized; and (ii) the delocalized (or
metallic) phase, where the local eigenvalue statistics are governed by random matrix theory and the
associated eigenvectors are delocalized. The archetypal model expected to exhibit both phases is the
Anderson model [7], for which Anderson famously conjectured that in dimensions d > 2 and for
small enough disorder, the spectrum splits into a delocalized phase in the bulk of the spectrum and a
localized phase near the edges of the spectrum (for large disorder, the delocalized phase disappears).
Much progress has been achieved in the localized phase [3, 21, 22, 31], but the delocalized phase
remains wide open.
Transitions in the localization behaviour of eigenvectors have also been analysed in several
models of Wigner matrices. In [27, 28] the authors consider the sum of a Wigner matrix and a
diagonal matrix with independent random entries with a large enough variance. They show that
the eigenvectors in the bulk are delocalized while near the edge they are partially localized at a
single site. Heavy-tailed Wigner matrices, or Lévy matrices, whose entries have α-stable laws for
0 < α < 2, were proposed in [16] as a simple model that exhibits a transition in the localization of
its eigenvectors. They have been extensively studied in the physics and mathematics literature; we
refer to [2] for a summary of the predictions from [16,35]. In [12,13] it is proved that for energies in
a compact interval around the origin, eigenvectors are weakly delocalized, and for 0 < α < 2/3 for
energies far enough from the origin, eigenvectors are weakly localized. In [2], full delocalization is
proved in a compact interval around the origin, and the authors even establish GOE local eigenvalue
statistics in the same spectral region. In [1], the law of the eigenvector components of Lévy matrices
is computed. Moreover, the fluctuations of the extreme eigenvalues are determined in [8, 33], where
they are shown to form asymptotically a Poisson process with power law intensity measure.
In [5], we proposed the Erdős-Rényi graph at and below criticality, d < b∗ logN , as a natural and
attractive new model on which to analyse the phase coexistence stipulated by the above universality
conjecture. To the best of our knowledge, the coexistence of phases at different energies in this
model had not been previously analysed even in the physics literature. It has two features that
make it particularly appealing: its graph structure provides an intrinsic and nontrivial notion of
distance, and it is amenable to rigorous analysis, including in the delocalized phase. It is proved
in [5] that for
√
logN  d < b∗ logN the spectrum of H splits into two phases: a delocalized phase
in the bulk of the spectrum and a semilocalized phase in its complement. The delocalized phase is
characterized by completely delocalized eigenvectors w, in the sense that ‖w‖2∞/‖w‖22 6 N−1+o(1).
The semilocalized phase is characterized by eigenvectors satisfying ‖w‖2∞/‖w‖22 > N−γ(w)+o(1) for
some (explicit) γ(w) < 1.
In this paper we prove the existence of a fully localized phase phase near the spectral edge,
by establishing both hallmarks given above – Poisson statistics and eigenvector localization. The
localization holds in a strong sense: exponential decay around a unique vertex. We also show that
each localized eigenvector is approximately radial. Together with [5], we have therefore rigorously
established the coexistence of a fully delocalized phase and a fully localized phase in the spectrum
of H.
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Conventions. Every quantity that is not explicitly constant depends on N . We omit this dependence
in our notation. We use C, c to denote generic positive constants, which may change from step to
step. We write X . Y or X = O(Y ) to mean X 6 CY . We write X  Y to mean X . Y and
Y . X. Moreover, we write X  Y or X = o(Y ) to mean X/Y → 0 as N →∞. We say that an
event Ω holds with high probability if P(Ω)→ 1 as N →∞.
1.2. Results. In order to describe the appropriate rescaling of the eigenvalue process, we need a
few definitions. Define the function f ≡ fd on [1,∞) through





Clearly, f is increasing and f(2) = 1b∗ +O(
log d
d ), where we recall the definition b∗ ..=
1
log 4−1 . This
function is well known, with the following interpretation: if Pd is a Poisson random variable with
expectation d then by Stirling’s approximation we have











The number du has the interpretation of the typical maximal degree of the graph, since the
distribution of any degree of the graph is approximately Pd.
We introduce the parameters
τ(u) ..= 2(u− 1)
5/2
u1/2(u− 2)




dΛ(u/d, 1/d) , d ..= 1 + 1
d
, (1.4)
where, for any α > 2 and β > 2(
√
2− 1), we set
Λ(α, β) ..= α
(




(α+ β)2 − 4α
)−1/2
. (1.5)
The function Λ can be naturally interpreted in terms of the largest eigenvalue of the infinite
(p, q, s)-regular tree (see Appendix A), or, alternatively, of the infinite tridiagonal matrix Z1(α, β)
defined in (2.2) below. We refer to Appendix A for details and further properties of Λ(α, β). The
parameter σ(u) represents the typical location of the largest nontrivial eigenvalue of H, while dτ(u)
represents the typical eigenvalue spacing of H near the spectral edge. Thus, we shall rescale the
eigenvalue process according to the following definition.
Definition 1.1 (Eigenvalue process near right edge). We define the rescaled eigenvalue process
of H ..= A/
√





Denote by g(s) ..= 1√2πe
− 12 s
2 the density of the standard Gaussian. For x ∈ R denote by
〈x〉 ∈ [−1/2, 1/2) the 1-periodic representative of x in [−1/2, 1/2).
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and denote by Ψ the Poisson point process on R with intensity measure ρ.
Our first main result states that Φ is close to Ψ as N →∞. The convergence holds in the region
[−κ,∞) containing an expected number K of rescaled eigenvalues. Thus, for given K we define
κ ..= − inf{s ∈ R .. ρ([s,∞)) 6 K} . (1.7)
An elementary argument shows that for K large enough we always have κ > 0, uniformly in N and
1 6 d 6 3 logN .
In general neither process Φ or Ψ has a limit as N →∞, and we establish asymptotic closeness


















Theorem 1.3 (Poisson statistics). For any constant ζ > 4 and any small enough constant ξ > 0
the following holds. Suppose that
(log logN)ζ 6 d 6 (b∗ − (logN)−ξ) logN . (1.8)
Define
K ..= d1/2−2/ζ−16ξ (1.9)







Remark 1.4 (Stray eigenvalue). We call the eigenvalue ν from Theorem 1.3 the stray eigenvalue.
It is approximately equal to d1/2 with high probability; see Corollary 3.3 below for a precise
statement. For d2  logNlog logN , it is an outlier eigenvalue separated from the other eigenvalues, and
coincides with the well-known outlier eigenvalue of the dense G(N, d/N). For d2 . logNlog logN , it is
near or inside the main spectrum. All of these claims follow easily from the asymptotics σ(u) 
√
u
for u 1 combined with u  logNd log logN for d logN , as follows from Lemma E.2 below.
In fact, in the regime where the stray eigenvalue is in the region [−κ,∞), it fluctuates on a much
smaller scale than the other eigenvalues. In particular, its fluctuations are negligible compared to
the scale 1/dτ(u) of the rescaled eigenvalue process Φ. This observation follows from Corollary 3.3,
combined with the behaviour of Λ from Lemma A.2 below and the bound on κ from Lemma 7.2
below, which imply that if d < (logN)1/2−c for some constant c > 0 then the stray eigenvalue is
outside of the region [−κ,∞).
Thus, Theorem 1.3 combined with Corollary 3.3 give a detailed picture of the transition at the
scale d2  logNlog logN , where the stray eigenvalue enters the main spectrum. Our result also gives a
precise description of the crossover between the two regimes for the largest eigenvalue of H first
discussed in [26].
Finally, a straightforward extension of our analysis in Sections 6 and 8 shows that the eigenvector
associated with the stray eigenvalue is delocalized and close (in the Euclidean) norm to the flat
vector N−1/2(1, . . . , 1). This is in stark contrast to all other eigenvectors near the spectral edge,
which are localized by Theorem 1.7 below. We omit further details.
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Remark 1.5 (Fluctuations of extreme eigenvalues). An immediate corollary of Theorem 1.3
is the convergence of the joint law of any bounded number of eigenvalues with index up to K/2.
Denote by λ1 > λ2 > · · · > λN−1 the eigenvalues in spec(H) \ {ν}, and for simplicity consider only
the distribution of a single eigenvalue. We have, uniformly for k ∈ N∗ and s > −κ,






l + o(1) .
Since the right-hand side is 1− o(1) for s = −κ and k 6 K/2 by Lemma D.2 below (applied to a
Poisson random variable with expectation ρ([s,∞))), we therefore obtain the fluctuations of λk for
any k 6 K/2.
We discuss the distribution of the rescaled top eigenvalue X1 ..= dτ(u)(λ1 − σ(u)) in more
detail. Its distribution function is P(X1 6 s) = e−ρ([s,∞)) + o(1). To analyse the right-hand side,
we distinguish three cases: (a) the critical regime, d  logN ; (b) the subcritical resonant regime,
d logN and 〈du〉 = 0; (c) the subcritical nonresonant regime, d logN and |〈du〉| > c for some
constant c > 0. The tail distribution function s 7→ ρ([s,∞)) in each of the three cases is illustrated
in Figure 1.1. In the critical regime (a), where u  1, we suppose that u→ ū and 〈du〉 → h. Then



















s dt g(t) is the Gaussian tail distribution function. The right-hand side of (1.10)
is a distribution function on R that seems not to have appeared previously in the literature. In
particular, X1 does not satisfy the conclusion of the Fisher–Tippett–Gnedenko theorem of classical
extreme value theory. In the subcritical resonant regime (b), where u→∞, one easily finds that
ρ([s,∞)) = uG(s + θ(u)) + G(s) + o(1) provided that s is chosen so that this expression is O(1).
We conclude that the distribution of X1 does not have a limit. Instead, it is a mixture of two
distributions on different scales: asymptotically, with probability 1 − 1/e, the variable X1 has a
standard normal distribution, and with probability 1/e it has a Gumbel distribution on the scale
1/
√
log u around −θ(u) +O(
√
log u). Finally, in the subcritical nonresonant regime (c), it is easy to
see that, after a suitable affine rescaling, X1 has asymptotically a Gumbel distribution.









Figure 1.1. An illustration of the tail distribution function s 7→ ρ([s,∞)) of the intensity measure ρ defined
in (1.6). We plot the three cases, from left to right: (a) the critical regime, d  logN ; (b) the subcritical
resonant regime, d logN and 〈du〉 = 0; (b) the subcritical nonresonant regime, d logN and |〈du〉| > c
for some constant c > 0.
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Remark 1.6 (The left edge). An analogous result to Theorem 1.3 holds at the left edge of the
spectrum. In fact, near the spectral edges the spectrum of H is with high probability approximately
symmetric: in the notation of Remark 1.5, |λk + λN−k| is with high probability much less than the
scale of the fluctuations of λk for k 6 K/2. In particular, the correlation coefficient of λk and −λN−k
is 1− o(1) for any k 6 K/2. A more precise formulation may be found in Corollary 3.3 and Remark
3.4 below. As a consequence, the point process near the left edge, Φ− ..=
∑
λ∈spec(H) δdτ(u)(−λ−σ(u)),
satisfies Dκ(Φ−,Ψ)→ 0 under the assumptions of Theorem 1.3.
We now move on to the eigenvectors of H. We denote by Bi(x) the ball of radius i around x,
and by Si(x) the sphere of radius i around x. We denote by w|X the restriction of the vector w to
the set X.
Theorem 1.7 (Localization). For any constant ζ > 4 and any small enough constant ξ > 0
the following holds with high probability. Suppose that (1.8) holds. Let w be the `2-normalized
eigenvector associated with any of the largest d1/4−1/ζ−8ξ eigenvalues of H except ν. Then w is





(du)8 , q =
2 +O(d−1/3)
σ(u) .
Note that in Theorem 1.7 we have q < 1 since σ(u)− 2 & d−2ξ, as follows from the definition of
σ(u), (A.8) below, and (3.12) below.
Remark 1.8 (Approximate structure of w). The eigenvector w in Theorem 1.7 can be very
precisely approximated by the eigenvector w(x) of the largest eigenvalue of the matrix obtained by
restricting H to the ball Br(x) for some suitably chosen radius r: ‖w−w(x)‖ 6 (du)−8. Moreover,
w(x) is approximately radial and exponentially decaying, in the sense that∥∥∥∥w(x)− r∑
i=0
ui(x)si(x)
∥∥∥∥ . d−1/2+3ξ√u + 1d , si(x) ..= 1Si(x)‖1Si(x)‖ ,











u1(x) (k > 2) ,
and 1Si(x) is the vector equal to 1 on Si(x) and 0 elsewhere.
Remark 1.9. Finally, we comment on some straightforward extensions of Theorem 1.7.
(i) The error bound (du)−8 in Theorem 1.7 and Remark 1.8 can be easily improved to any constant
power of (du)−1, by the same proof.
(ii) Theorem 1.7 also applies to the d1/4−1/ζ−5ξ smallest eigenvalues of H, with minor modifications
that we omit; see also Remark 1.6.
(iii) The number of eigenvalues covered by Theorem 1.7 is
√
K, where K is the number of eigenvalues
covered by Theorem 1.3. This stronger constraint arises from a union bound needed for the
simultaneous statement of Theorem 1.7. By the same proof, we also find that localization
holds for all of the largest K eigenvalues contained in any deterministic interval I satisfying
ρ(I) = O(1).
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We conclude this section with an overview of the structure of the paper. In Section 2, we
introduce basic definitions used throughout the paper and give an overview of the proof. Section 3
constains the statement of our main rigidity bounds, which are proved in Sections 4–6. Theorem 1.3
is proved in Section 7, and Theorem 1.7 in Section 8. Section 9 establishes some properties of the
graph G which are used throughout Sections 4 and 5.
2. Basic definitions and overview of proof
In this preliminary section we introduce some basic notations and definitions that are used throughout
the paper, and give an overview of the proofs of Theorems 1.3 and 1.7.
2.1. Basic definitions. We write N = {0, 1, 2, . . . }. We set [n] ..= {1, . . . , n} for any n ∈ N∗ and
[0] ..= ∅. We write |X| for the cardinality of a finite set X. We use 1Ω as symbol for the indicator
function of the event Ω.
Vectors in RN are denoted by boldface lowercase Latin letters like u, v and w. We use the
notation v = (vx)x∈[N ] ∈ RN for the entries of a vector. We denote by supp v ..= {x ∈ [N ] .. vx 6= 0}
the support of a vector v. We denote by 〈v ,w〉 = ∑x∈[N ] vxwx the Euclidean scalar product on
RN and by ‖v‖ =
√
〈v ,v〉 the induced Euclidean norm. For a matrix M ∈ RN×N , ‖M‖ is its
operator norm induced by the Euclidean norm on RN . For any x ∈ [N ], we define the standard
basis vector 1x ..= (δxy)y∈[N ] ∈ RN . To any subset S ⊂ [N ] we assign the vector 1S ∈ RN given by
1S ..=
∑
x∈S 1x. In particular, 1{x} = 1x.
For r ∈ N and x ∈ [N ], we denote by Br(x) the ball of radius r around x, i.e. the set of vertices
whose graph distance from x in G is at most r. For r ∈ N∗, we denote by Sr(x) ..= Br(x) \Br−1(x)
the sphere of radius r around x.
For X ⊂ [N ], we denote by G|X the restriction of the graph G to the vertex set X, i.e. the set of
edges of G whose incident vertices are both in X. Similarly, we denote by the H|X the restriction
of H to the set X, so that (H|X)xy = Hxy1x∈X1y∈X .








which have the interpretation of the normalized degree of x and the normalized size of the 2-sphere,
S2(x), around x, respectively.
2.2. Overview of proof. Throughout this subsection, we use c > 0 to denote a small positive
constant. The central phenomenon underlying our proof is that in the regime d 6 (b∗ − c) logN the
extreme eigenvalues of H are associated with distinct neighbourhoods of vertices of large degree.
Thus, we identify a family of random variables, which approximate the extreme eigenvalues of H
with a better precision than the scale of the eigenvalue fluctuations, and whose joint distribution
can be explicitly identified. In fact, variables of this family can be regarded as the approximate top
and bottom eigenvalues of the graph restricted to small balls around the vertices of large degree.
A much simpler and less precise instance of this phenomenon was identified in [5, 6, 36] (see
also [9]), where it was proved that each extreme eigenvalue λ of H satisfies a rigidity estimate of
the form λ = Λ(αx) + εx for some vertex x ∈ [N ] of large normalized degree αx, with |εx|  1 and
Λ(α) = α√
α−1 . However, the estimates obtained in [5,6,36] are far from being able to capture the
actual fluctuations of the eigenvalues. This is made particularly obvious in the case d  logN ,
where it is well known [11] that the top degree is typically almost surely deterministic.
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Hence, in order to determine the fluctuations of the extreme eigenvalues, we need a much
more refined analysis, which entails identifying a suitable local function of the neighbourhoods of
vertices of large degree, and establishing rigidity bounds on a scale much smaller than the eigenvalue
fluctuations. It turns out that, in order to reach the required precision, we have to establish rigidity
bounds on three different scales, which we call fine, intermediate, and rough, in decreasing order of
precision and increasing number of vertices to which they apply.
The three-scale approach is required because of a competition between the precision of an estimate
and the strength of the corresponding probability bounds. The latter prevents a simultaneous
statement for many vertices. Thus, the fine rigidity bounds are sufficiently precise to identify the
fluctuations, but only hold with weak probability bounds. They can hence only be applied to a
rather small set of vertices. To ensure that the remaining eigenvalues do not lie in the region of the
spectrum near the largest eigenvalue, we need less precise rigidity estimates on the complementary
set of vertices. These estimates are not precise enough to identify the fluctuations, but they hold
with stronger probability bounds. It turns out that such rigidity estimates have to established on
two levels, the weakest of which, rough rigidity, is essentially on the level of [5] and holds with very
high probability.
In the following we give more details on this argument, focusing for simplicity on the largest
scale d  logN , where the scale of the fluctuations of the extreme eigenvalues of H is of order d−1
(by Theorem 1.3). How to deal with sparser graphs is remarked on at the end of this subsection.
Moreover, as a further simplification, throughout this subsection we ignore the stray eigenvalue (see
Remark 1.4).
Fine rigidity. The fine rigidity estimates are established on the set of vertices of large degree
W = {x ∈ [N ] : αx > u− ηW} ,
where u is the typical maximal degree defined in (1.3), and ηW is an appropriately chosen cutoff
parameter2. The main work is to construct, for each x ∈ W, a random variable Λx and a
normalized vector w(x) supported in a small neighbourhood of x such that, with high probability,
‖(H − Λx)w(x)‖ = O(d−1−c) for each x ∈ W.
Our construction of Λx and w(x) proceeds by an analysis of the graph G|Br(x), the restriction
of G to the ball Br(x) of an appropriately chosen radius r around a vertex x ∈ W. The guiding
principle of our estimates is to approximate G|Br(x) with a rooted tree that is regular in the sense
that the degree of a vertex depends only on its distance to the root. As we shall see, however, this
approximation is too crude to capture the correct fluctuations, and an important element of our
proof is a precise analysis of the deviations of G|Br(x) from such a regular tree.
We start by establishing some graph-theoretic properties of G|Br(x), which are collected in
Proposition 5.3 below. We show that with high probability, G|Br(x) is a tree satisfying a host of
estimates stating, informally, that all vertices except the root have approximately degree d. These
properties hold with high probability simultaneously for all x ∈ W. We note that this latter fact
is crucial for our argument, and its validity determines the maximal size of W through ηW . Our
choice for the size of W is essentially optimal, as the concentration bounds in Proposition 5.3 rely
on near-sharp large deviation estimates and the maximal size of W is obtained from a union bound
for almost independent events.
Using this information about the structure of G|Br(x), we analyse the spectrum of M ..= H|Br(x)
for x ∈ W. The starting point of this analysis is the tridiagonalization of M around the vertex x
(see e.g. [6, Appendix A]). This amounts to writing M in the basis h0,h1,h2, . . . obtained from
2The actual choice of ηW will be made precise in the precise definition of W; see (3.4) below.
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orthogonalizing the sequence 1x,M1x,M21x, . . . . Unfortunately, this simpleminded approach, as
used e.g. in [6], faces a major obstacle arising from the irregularity of the tree G|Br(x). To understand
it, we note that if G|Br(x) were a regular tree, where the degree of a vertex depends only on its
distance to the root, then we would simply have hi = 1Si(x). However, owing to the irregularity of
G|Br(x), this is not true for G|Br(x) and in fact the basis (hi) is very complicated. Its unwieldy form
makes it very difficult to obtain precise enough estimates on the spectrum of M from its tridiagonal
form.
A possible way to overcome this issue is to simply ignore the irregularity G|Br(x) by writing M
in the basis (1Si(x)). In this basis, M is no longer tridiagonal, but it is almost tridiagonal, in the
sense that its off-tridiagonal entries are small. Unfortunately, it turns out that these entries are too
large to actually obtain the eigenvalue fluctuations.
An important ingredient of our proof, therefore, is an approximate tridiagonalization of M ,
through the construction of a suitable basis that is in some sense intermediate between the simple
basis (1Si(x)) and the basis (hi) in which M is tridiagonal. These basis vectors are denoted by
fi, and they are explicit enough to admit precise error estimates, while at the same time being
close enough to hi to ensure that the off-tridiagonal entries are small enough. To explain their
construction, we note that each basis vector M i1x can be naturally decomposed into a sum indexed
by random walks in N of length i starting at 0, whereby a step of the walk to the left/right indicates
that we keep only the terms of M that decrease/increase the distance from the root by one (recall
that G|Br(x) is a tree). Keeping the contribution of all walks results in the basis (hi), while only
keeping walks with no steps to the left results in the basis (1Si(x)). By definition, the basis (fi) is
obtained by keeping the contribution of all walks with at most one step to the left. It is sufficiently
explicit to be amenable to a detailed analysis, and close enough to (hi) to yield an accurate enough
tridiagonal approximation. For instance,
f3 = 1S3(x) +
∑
y∈S1(x)
(Dy − F )1y ,
where F is some constant determined by the orthogonality of (fi). The higher-order vectors fi, i > 3,
are constructed analogously, with values on Si−2(x) determined by the average degree of the vertices
on the geodesic back to the root x.
The most involved analytical part of our proof is to show that, in the basis (fi), the matrix M
has an approximate tridiagonal form such that the off-tridiagonal matrix has a suitable structure
and operator norm bounded by O(d−1−c), thus yielding estimates of sufficient precision to capture
the eigenvalue fluctuations. We compare the upper-left (r + 1)× (r + 1) block of the tridiagonal
















d 0 . . .
. . . . . .

(2.2)
and d = 1 + 1d (as in (1.4)). The matrix Zd(α, β) has a simple interpretation, which also gives a
heuristic explanation of its role in our analysis. Let Tp,q,s be the infinite (p, q, s)-regular rooted tree,
whose root has p children, which themselves each have q children, and all other vertices have s
children. Then it is easy to see that the tridiagonalization of the adjacency matrix of Tdα,dβ,d+1
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around the root is
√
dZd(α, β). See Appendix A below. Hence, somewhat surprisingly, we have
to compare the graph G|Br(x) to the regular tree Tdαx,dβx,d+1, where vertices further than 2 from
the root have d+ 1 children instead of the expected d. This slight excess degree is a trace of the
irregularity of G|Br(x) in its approximation by a regular tree.








with Λ defined in (1.5) (see Corollary A.3 below). Therefore, we choose the approximate eigenvalue
Λx from above as Λd(αx, βx). We construct a corresponding approximate eigenvector v(x) for M
out of the top eigenvector (ui)i∈N of Zd(αx, βx) (see Corollary A.3 below) and the orthonormal




‖fi‖ . The proof of the closeness of the largest eigenvalue
of M and Λd(αx, βx) is based on a perturbation theory argument summarized in Lemma E.1.
This requires precise bounds on 〈v(x) , (M − Λd(αx, βx))v(x)〉 and ‖(M − Λd(αx, βx))v(x)‖ as well
as control on the spectral gap of M (see the explanations in the proof of Proposition 5.1 and
the proof of Proposition 4.5). As a conclusion, we obtain that the largest eigenvalue of M is
Λd(αx, βx) +O(d−1−c).
Finally, we let w(x) be the top eigenvector of M . We establish exponential decay of w(x), using
resolvent estimates and a spectral gap for M , which follows from the local tree approximation of
G|Br(x) and concentration estimates of the degrees in Br(x)\{x}. Then we deduce, embedding w(x)
in the original graph G, that if r is chosen large enough then ‖(H − Λd(αx, βx))w(x)‖ = O(d−1−c),
as desired. Since the balls (Br(x))x∈W are disjoint with high probability for small enough r (see
Proposition 5.3), the vectors (w(x))x∈W are orthogonal. We conclude that there are (εx)x∈W such
that maxx∈W |εx| = O(d−1−c) and we have the inclusion
{Λd(αx, βx) + εx : x ∈ W} ∩ [σ(u)− χ,∞) ⊂ spec(H) ∩ [σ(u)− χ,∞) , (2.4)
where σ(u), defined in (1.4), is the typical value of the largest eigenvalue of H and χ is a parameter
satisfying d−1  χ ηW .
Intermediate and rough rigidity. The next step of the proof is to show that (2.4) is not merely an
inclusion but an equality. This entails showing that the only eigenvalues in the interval [σ(u)−χ,∞)
are precisely the ones arising from vertices x ∈ W described above: each eigenvalue in [σ(u)− χ,∞)
can be written as Λd(αx, βx) + εx for some x ∈ W and εx = O(d−1−c).
To exclude other eigenvalues of H in [σ(u) − χ,∞), we first consider eigenvalues of the form
Λd(αx, βx) + εx for x /∈ W and αx > 2 + o(1). In this case, we do not obtain the precision
εx = O(d−1−c) as above, but we also do not need it. All that we need is to ensure that such
eigenvalues cannot pollute the interval [σ(u)− χ,∞). Essentially, we prove that
Λd(αx, βx) + εx < σ(u)− χ (2.5)
for all x /∈ W and αx > 2 + o(1).
As outlined above, this step has to be split into two scales, since the precision of the rigidity
estimates on εx that are valid simultaneously for all vertices x satisfying αx > 2 + o(1) is not
sufficient to ensure (2.5) if αx is below but close to the threshold u− ηW . Thus, we introduce the
sets
V = {x : αx > u− ηV}, U = {x : αx > 2 + o(1)}
with cutoff parameters ηV and 2+o(1) satisfying ηW  ηV  u−2−o(1). Thus, we obtain the three-
scale hierarchy W ⊂ V ⊂ U . In the largest set U we prove the rough ridigidy result εx = O(d−1/2+c),
while in the intermediate set V we prove the intermediate ridigidy result εx = O(d−1+c).
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Owing to the monotonicity of Λd, the high-probability estimate βx ≈ 1, and σ(u) = Λd(u, 1), by
linearization of Λd in α, we find that the bound (2.5) essentially reduces to showing εx < cηW − χ
for all x ∈ V \W , and similarly εx < cηV −χ for all x ∈ U \V , where c > 0 is some positive constant.
At this point the need for a three-scale approach is apparent: for the fine rigidity step, we have to
choose d−1  ηW  d−1/2, so that the condition εx < cηW − χ is clearly never going to be satisfied












Figure 2.1. A schematic illustration of the three-scale rigidity estimate. Eigenvalues of H are plotted
on the top line, while the variables Λd(αx, βx) with αx > 2 + o(1) are plotted on the bottom line. The
approximate bijection between these sets is indicated with the coloured triangular regions. We use blue
for points associated with x ∈ W, green for points associated with x ∈ V \ W, red for points associated
with x ∈ U \ V, and grey for all other eigenvalues. The precision of the rigidity estimates is indicated above
the diagram: d−1−c for x ∈ W (fine rigidity), d−1+c for x ∈ V \ W (intermediate rigidity), and d−1/2+c
for x ∈ U \ V (rough rigidity). The extent of the blue and green regions is indicated below the diagram:
ηW  d−1+2c for the region of fine rigidity, and ηV  d−1/4+c for the region of intermediate rigidity. See
Proposition 3.1 below for a detailed statement.
The intermediate rigidity estimate εx = O(d−1+c) for x ∈ V \W follows analogously to the fine
rigidity argument sketched above, except that we require less precision but stronger high-probability
bounds to accommodate the larger set V. In particular, it suffices to perform an approximate
tridiagonalization in terms of the simple basis (1Si(x)) instead of (fi); see Proposition 4.1 as well
as its proof. Finally, the rough rigidity estimate εx = O(d−1/2+c) for x ∈ U \ V follows similarly
to the rough bounds from [5,6]. In particular, we also need to understand the graph structure of
G in the vicinity of any vertex x ∈ U \W to obtain an approximate eigenvector w(x) for H with
approximate eigenvalue Λd(αx, βx); see Proposition 6.4 as well as its proof.
We remark that it is crucial that all the approximate eigenvectors w(x) constructed above,
for x ∈ W, for x ∈ V \ W, and for x ∈ U \ V, are orthogonal. This is ensured by requiring that
their supports be disjoint. It turns out that, with high probability, this is true for x ∈ W and for
x ∈ V \W, but not for x ∈ U \ V. Indeed, the set U \ V is large enough that with high probability
the balls of even a small radius r around its vertices overlap. This problem was remedied in [6]
by introducing the pruned graph, obtained from G by removing a small number of edges. We use
this construction in the proof of the rough rigidity in the neighbourhood of vertices in U \ V. It
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is essential, however, that the neighbourhoods of all vertices in W and V \W be left intact, as in
general the removal of even a single edge gives rise to a shift of order d−1/2 in the eigenvalues of H
(which is also the precision of the rough rigidity estimate). Our argument ensures that, owing to
the structure of the eigenvectors, the shift in the extreme eigenvalues caused by a pruning near the
vertices of U \ V is smaller than d−1−c.
Block diagonal matrix. The three-scale rigidity result outlined above is best formulated in terms of
a block diagonal matrix, which also incorporates information about the approximate eigenvectors
of H. We note that for each x ∈ U , the arguments sketched above also yield an approximate
eigenvector w−(x) of H with approximate eigenvalue −Λd(αx, βx). We set w+(x) ..= w(x), note
that w−(x) ⊥ w+(x), and extend (wσ(x))x∈U , σ=± to an orthonormal basis constituting the columns
of an orthogonal matrix U . Then we have
U−1HU =
(
diag((σΛd(αx, βx))x∈U ,σ=±) 0
0 X
)
+ E , (2.6)
where E is a matrix containing all error terms, and whose individual blocks are controlled precisely
using the above three-scale rigidity estimates and the fact that all balls of radius r + 1 around
vertices of x ∈ U can be chosen to be disjoint. See Proposition 3.1 below. Moreover, by adapting an
estimate on the spectral radius of the non-backtracking matrix of H and Ihara-Bass-type formulas
from [5,6, 10] we show that the lower-right block X satisfies ‖X‖ 6 2 + o(1).
Together with the results sketched above, these bounds on X and E imply in particular that all
eigenvalues of H in [σ(u)−χ,∞) are of the form Λd(αx, βx)+εx for some x ∈ W and εx = O(d−1−c).
That is, the inclusion in (2.4) is an equality. This concludes the sketch of the proof of the rigidity
estimates, which are summarized in Corollary 3.3 below.
Convergence to a Poisson point process. The rigidity result establishes an approximate bijection
between the extreme eigenvalues of H and random variables (Λd(αx, βx))x∈W . By standard extreme
value theory, the eigenvalue point process near the edge would be Poisson if the random variables
Λd(αx, βx), x ∈ W, were independent. In our case, therefore, the main work to prove Poisson
statistics, Theorem 1.3, is a decorrelation result, stating that the correlation functions of the
appropriately rescaled correlation measures of the eigenvalue process factorize asymptotically. First
we prove that the finite-dimensional joint distributions of (αx, βx)x∈W factorize asymptotically.
To that end, we use that (αx, βx) is a function of H restricted to the ball B2(x), and estimate
the correlations by bounding the contribution of geodesics of length shorter than 4 connecting
vertices of W . Then we deduce a factorization result for the correlation measures using a truncated
inclusion-exclusion formula. We remark that the intensity measure ρ from (1.6) arises from an
asymptotic analysis of the quantity NP(Λd(αx, βx) > s) in the regime of s where this quantity is
of order one. Essentially, this analysis amounts to an expansion of f from (1.1) around u and of
Λd around (u, 1), combined with an extreme value analysis of αx and a Gaussian approximation of
βx − 1. This analysis also determines the parameters σ(u) and τ(u).
Localization. The proof of eigenvector localization, Theorem 1.7, is relatively straightforward using
two main ingredients: Poisson eigenvalue statistics with an intensity that has a bounded density,
and exponential localization of the vectors w(x), x ∈ W, used to construct the block diagonal
approximation. Indeed, using that the two-point correlation measure of the eigenvalue process near
the edge is approximately a product of the intensity ρ with a bounded density, we deduce a uniform
spectral gap between all extreme eigenvalues of H. This allows us to conclude that for x ∈ W,
‖(H − Λd(αx, βx))w(x)‖ is much smaller than minx 6=y∈W |Λd(αx, βx)− Λd(αy, βy)|. Hence, we can
apply perturbation theory to the eigenvectors of H in terms of the eigenvectors w(x) of H−UEU−1
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(in the notation of (2.6)). Together with the exponential localization of the top eigenvectors w(x)
of H|Br(x), we conclude the proof.
Extension to very sparse graphs. As advertised at the beginning of this subsection, the preceding
discussion focused on the critical regime d  logN . Our results are in fact valid for much sparser
graphs, down to the scale d (log logN)4. The arguments sketched above carry over with a few
complications. Now one has to keep track of the u-dependence of the errors, as u 1 if d logN .
With some additional care, we obtain the error bound εx = O(d−1−c/u), with optimal u-dependence.
The main new ingredient is a new proof of the rough rigidity estimate, since we cannot rely on the
estimates from [5, 6], which were restricted to d
√
logN . The key observation here is that, in the
very sparse regime d .
√
logN , the eigenvectors w(x) have very fast exponential decay, and hence
for the rough rigidity estimates it suffices to consider balls of radius r = 2.
3. Block diagonal approximation
In this section we state the three-scale rigidity estimates and the block diagonal approximation of
H. First, we reformulate our upper bound on d from (1.8) in terms of the expected location of
the largest normalized degree. In many arguments it is convenient to replace u from (1.3) with an
approximation, which is denoted by a and defined through
h(a− 1) = logN
d
, (3.1)
where the function h : [0,∞)→ [0,∞) is defined as
h(a) ..= (1 + a) log(1 + a)− a . (3.2)
Throughout the remainder of this section, we shall assume that











Here, and throughout the proof, γ is a constant exponent assumed to lie in (0, 1/6). At the end of
the proof (see Section 7.2), it will be chosen depending on the exponents ζ and ξ from Theorem 1.3.
The three-scale rigidity estimates are formulated in terms of the three sets of vertices
W ..=
{
















if d > (logN)3/4{
x ∈ [N ] : αx > a− c∗a1/2
}









if d > (logN)3/4{
x ∈ [N ] : αx > a5
}
if d 6 (logN)3/4 .
(3.6)
Here, γ > 0 and the constant c∗ > 0 in the definitions of W and V will be chosen in the following
results. We remark that, owing to (3.3), we have W ⊂ V ⊂ U .
Proposition 3.1 (Block diagonal approximation and rigidity estimates). Let γ ∈ (0, 1/6)
be a constant. Let d be such that (3.3) and
d2γ > K log logN (3.7)
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with a large enough K are satisfied. Then there is a constant c∗ > 0 such that, with high probability,
the following holds. There exists an orthogonal matrix U such that
U−1HU =

νs 0 0 0 E∗s
0 DW 0 0 E∗W
0 0 DV\W 0 E∗V\W
0 0 0 DU\V + EU\V E∗U\V
Es EW EV\W EU\V X
 . (3.8)
Here, the upper left blocks satisfy
D# = diag(σΛd(αx, βx) + εx,σ)x∈#,σ=±, νs ∈ R , (3.9)
for # =W,V \W,U \ V, and the error terms as well as the other blocks satisfy the estimates












and ‖EW‖ . (da)−10,
(ii) maxx∈V\W, σ=± |εx,σ| . 1da
(
1 + a3/2 log d(a−2)2
)
and ‖EV\W‖ . (da)−10,











if d 6 (logN)3/4,








if d > (logN)3/4
ηa1/2 if d 6 (logN)3/4,




The proof of Proposition 3.1 is given in Section 6.1 below.
Remark 3.2 (Choice of U). In the proof of Proposition 3.1, the (x, σ)–column of U , for any
x ∈ V and σ ∈ {±}, is chosen as the eigenvector of H|Br(x) corresponding to its largest (σ = +) or
smallest (σ = −) eigenvalue, respectively, with an appropriately chosen, large r.
The following corollary of Proposition 3.1 states that the eigenvalue process of H and the process
of the expected locations (Λd(αx, βx))x∈W (with the possible exception of an eigenvalue close to
d1/2 + d−1/2 + d−3/2) coincide approximately for all sufficiently large energies.
Corollary 3.3. Let γ ∈ (0, 1/6) be a constant. If d is chosen such that (3.3) and
d2γ > K∗γ
−1(log logN)(log log logN) (3.10)
with a sufficiently large K∗ are satisfied then, with high probability there exist a constant c > 0, an
eigenvalue ν of H, and error terms εx, x ∈ [N ], such that



















coincide in the window [σ(u)− cχ,∞), where χ ..= (u−2)d
2γ−1
u3/2 log u .
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Corollary 3.3 is proved in Section 6.2 below.
Remark 3.4. The same proof at the left spectral edge shows that Corollary 3.3 holds also if one
replaces the point process ∑λ∈spec(H)\{ν} δλ with ∑λ∈spec(H) δ−λ. In fact, using the notation of
Remark 1.5, with high probability we have the much stronger bound |λk − λN−k| 6 (du)−10 for all
k such that λk ∈ [σ(u) − cχ,∞). This can be read off from our proof in Section 5, using, in its
notation, that the graph restricted to Br+1(x) is a tree, in particular bipartite, and hence has a
symmetric spectrum.
Remark 3.5. By a trivial extension of our proof (see Section 6.3), we obtain an asymptotic
expansion for ν in d−1 up to any constant power d−k; we omit the details as we do not need it here.
For future use, we note that the definition of V in (3.5) and the lower bound on a− 2 from (3.3)
imply
αx − 2 & a− 2  u− 2 (3.11)
for all x ∈ V ; and, in particular, for all x ∈ W . In the last step we also used Lemma E.2. Moreover,
we note that under the assumption (1.8) we have
u− 2 & d−ξ , (3.12)
as follows by Taylor expansion of (1.1).
4. Intermediate rigidity
The main result of this section is the next proposition, which establishes intermediate rigidity for
eigenvalues induced by large degree vertices. We note that its condition (4.2) is satisfied for x ∈ V,
as explained in Remark 4.3 below.
Proposition 4.1 (Intermediate rigidity for extreme eigenvalues). Let C > 0 be an arbitrary
constant. Then there are positive constants K, c∗ and C∗ such that if d and δ satisfy
K log logN 6 d 6 3 logN, K (log d)
4/3
d2/3
6 δ 6 Ca (4.1)
then the following holds with high probability. There is rδ ∈ N such that rδ  dlog logN and, for each










and each `2-normalized eigenvectors w+(x) and w−(x) of H|Brδ (x) corresponding to its largest and
smallest eigenvalue, respectively, we have










‖(H − 〈w+(x) , Hw+(x)〉)w+(x)‖+
∥∥(H − 〈w−(x) , Hw−(x)〉)w−(x)∥∥ . 1(da)10 . (4.3)
In particular, w+(x) ⊥ w−(x), supp w±(x) ⊂ Brδ(x) and w+(x) ⊥ Hw−(x).
Remark 4.2. Note that rδ in Proposition 4.1 can be chosen throughout the regime (4.10) below,
which is nonempty due to (4.1) (see the proof of Proposition 4.1 below).
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We now collect a few auxiliary results for the proof of Proposition 4.1. For a constant c∗ > 0 we
define the set of vertices
Vδ ..=
{





Remark 4.3 (Relation between V and Vδ). We recall the definition of V from (3.5) and note







log d if d > (logN)3/4
a1/2 log a if d 6 (logN)3/4 .
(4.5)
Moreover, (4.2) is satisfied for each x ∈ V = Vδ? due to (3.3).
In the next proposition, we fix c∗ and Vδ is always understood with respect to this c∗. First, we
choose the constant c∗ > 0 such that




d log 4 logNd
, (4.6)
where c  1 depends only on the constant C in the upper bound δ 6 Ca; see (4.1). The proof of
(4.6) is given in Appendix F below. Along the argument, c∗ will be reduced a few times.
For x, y ∈ [N ], we denote by
Ny(x) ..= |Sd(x,y)+1(x) ∩ S1(y)| (4.7)
the number of vertices that have distance d(x, y) + 1 from x and distance 1 from y.
Proposition 4.4. Let C > 0 be an arbitrary constant. Then there exist K > 0 and c∗ > 0 such
that if d and δ satisfy
K log logN 6 d 6 3 logN, K log logN
d
6 δ 6 Ca , (4.8)









the following statements hold with high probability.
(1) The balls of radius r around the vertices in Vδ are disjoint, i.e. Br(x) ∩ Br(y) = ∅ for all
x, y ∈ Vδ with x 6= y.
(2) For each x ∈ Vδ, the graph G restricted to Br(x) is a tree.
(3) For all x ∈ Vδ and i ∈ [r], we have∣∣∣∣ |Si+1(x)|d|Si(x)| − 1
∣∣∣∣ . ( δ|Si(x)|
)1/2
,
∣∣∣∣ |Si(x)|Dxdi−1 − 1
∣∣∣∣ . ( δDx
)1/2
.
(4) For any x ∈ Vδ and y ∈ Br(x) \ {x} we have |Dy − d| 6 δ1/2d.
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(5) For any x ∈ Vδ and any i ∈ [r], we have
∑
y∈Si(x)








The proof of Proposition 4.4 is deferred to Section 9.1 below. Throughout the remainder of this
section, we exclusively work on the intersection of the high-probability events from Proposition 4.4
and Lemma E.3. Whenever we say that a statement holds with high probability then it is meant
that it holds on this intersection.
The next proposition provides important properties of the largest (and smallest) eigenvalue of
the graph G|Br+1(x) restricted to a ball around x ∈ Vδ as well as the associated eigenvector. This
proposition is the core of the proof of Proposition 4.1 and are proved in Section 4.1 below.
Proposition 4.5 (Extreme eigenvalue and eigenvector of H|Br+1(x)). Let K be chosen as in
Proposition 4.4. Suppose that d and δ satisfy (4.8). Let x ∈ [N ]. Then there are c∗ > 0 and C∗ > 0

















then, with H(x,r) ..= H|Br+1(x), the following holds with high probability.
(i) (Eigenvalue rigidity) The largest eigenvalue µ of H(x,r) satisfies








The smallest eigenvalue of H(x,r) is −µ.
(ii) (Eigenvector decay) The eigenspaces of H(x,r) corresponding to µ and −µ, respectively, are





We note that, for certain choices of d and δ, it might not be possible to find r ∈ N satisfying
(4.10). Proposition 4.1 and its proof provide conditions on d and δ that are sufficient for the existence
of r.
We remark that the factor (da)−10 on the right-hand side of (4.12) can be easily improved to
(da)−k for any fixed k by shrinking c∗ and increasing 43 in the lower bound on r in (4.10). Since
this does not strengthen our other results, we refrain from establishing this improvement.
Proof of Proposition 4.1. Owing to (4.1) and (E.1), it is easy to see by distinguishing the regimes
d > c0 logN and d 6 c0 logN for some small enough c0 > 0 that there is r ∈ N satisfying (4.10) for
all αx satisfying (4.2). We set rδ ..= r+ 1. Let µ be the largest eigenvalue of H(x,r) and w+ and w−
two `2-normalized eigenvectors of H(x,r) associated to µ and −µ, respectively. With this choice, we
clearly have w+(x) ⊥ w−(x) and supp w±(x) ⊂ Brδ(x). Moreover,
〈w+(x) , Hw−(x)〉 = 〈w+(x) , H(x,r)w−(x)〉 = −µ〈w+(x) ,w−(x)〉 = 0 .
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For the rest of the argument we focus on the positive eigenvalue of H and w = w+ as the argument
for the negative eigenvalue proceeds in the same way. We compute
(H − µ)w = (H −H(x,r))w = O((1 + δ1/4)‖w|Sr+1(x)‖) , (4.13)
where, in the last step, we used that G|Br+2(x)\Br+1(x) is a forest with maximal degree d(1 + δ1/2) by
Proposition 4.4 and Lemma E.5 if r+ 2 is smaller or equal to the right-hand side of (4.9). Therefore,
using (4.12) to estimate the right-hand side of (4.13) yields (4.3). Consequently, using (4.11) to
replace µ by Λd(αx, βx) completes the proof of Proposition 4.1.
4.1. Proof of Proposition 4.5. In this section, we prove Proposition 4.5. We first note that it
suffices to prove Proposition 4.5 with Λd(αx, βx) replaced by Λ(αx, βx) from (1.5) due to Lemma A.5
below. An important step in the proof of this version of Proposition 4.5 is the next proposition.
Proposition 4.6 (Approximate eigenvector for H(x,r)). Suppose that d and δ satisfy (4.8).
Then there are c∗ > 0 and C∗ > 0 such that the following holds with high probability. For any
x ∈ [N ], if αx satisfies (4.2) and r ∈ N satisfies (4.10) then there is a normalized vector v(x) such
that











We shall prove Proposition 4.6 in Section 4.2 below. After the next corollary, we shall use
Proposition 4.6 to establish Proposition 4.5.
Corollary 4.7 (Concentration of βx). Let d and δ satisfy (4.8). On the high-probability event
from Proposition 4.4, for all x ∈ Vδ, we have






Proof. The expansion (4.15) follows directly from the definition of βx in (2.1) and Proposition 4.4
(3), since Dx & da for all x ∈ Vδ by (4.6).
Proof of Proposition 4.5. We start the proof of (i) by remarking that −µ is smallest eigenvalue
of H(x,r) if µ is the largest eigenvalue of H(x,r). This follows from the symmetry of the spectrum of
H(x,r) around zero which holds as G|Br+1(x) is a tree by Proposition 4.4 (2) and, hence, bipartite.
The next step is applying perturbation theory, more precisely, Lemma E.1 with M = H(x,r),
λ = Λ(αx, βx) and v = v(x) from Proposition 4.6. To check the conditions of Lemma E.1, we start
by determining the spectral gap of H(x,r). By removing the vertex x from G|Br+1(x) and using
eigenvalue interlacing, we see that H(x,r) has at most one eigenvalue larger than ‖QH(x,r)Q‖ with




〈1y , · 〉1y, ‖QH(x,r)Q‖ 6 2(1 + δ1/2)1/2 , (4.16)
where we used Lemma E.5 and Proposition 4.4 (4) to obtain the bound in (4.16).
Thus, H(x,r) has at most one eigenvalue in [Λ(αx, βx)−∆,Λ(αx, βx)+∆], where ∆ ..= Λ(αx, βx)−
‖QH(x,r)Q‖. Moreover, there is a constant C∗ > 0 such that if αx satisfies (4.2) then





The first inequality in (4.17) is trivial since ‖QH(x,r)Q‖ 6 2(1 + δ1/2)1/2 by (4.16). The second
estimate follows from (A.8) with α = αx and β = βx as well as αx & a due to (4.6) by distinguishing
the cases αx > C0 and αx 6 C0 for a sufficiently large constant. The condition (A.2) required for
(A.8) is satisfied due to (4.2), (4.6) and (4.15).
We set ε ..= ‖(H(x,r) − Λ(αx, βx))v‖ and conclude from (4.14a) in Proposition 4.6 that
5ε 6 ∆ , (4.18)
which can be checked by distinguishing the regimes a > C0 and a 6 C0 for a sufficiently large C0 > 0
and using the conditions on d and δ from (4.8).
Hence, Lemma E.1 for the largest eigenvalue µ of H(x,r) yields













Here, in the last step, we used (4.14a) and (4.14b) as well as, in the last step, the bound on ∆
from (4.17) and (log d+δ
1/2)a3/2
(αx−2)2 . 1 +
a3/2 log d
(αx−2)2 (this can be obtained easily from αx > 2 + C∗δ
1/4
by distingushing the two regimes a > C0 and a 6 C0 for a large enough constant C0). Owing to
Lemma A.5, this completes the proof of Proposition 4.5 (i).
For the proof of (ii), we focus on eigenvectors w corresponding to the eigenvalue µ. The
argument works completely analogously for eigenvectors corresponding to −µ. We first decompose
w = wx1x+Qw in the eigenvector relationH(x,r)w = µw, where Q denotes the orthogonal projection




























since (QH(x,r)Q)ky1,y2 = 0 for all y1 ∈ Sr+1(x) and y2 ∈ S1(x) if k 6 r − 1.
Applying ‖ · ‖ to the previous identity and summing up the geometric series, we see that to show














ad by Lemma E.3 and µ 
√
a by (4.11), (A.7), (4.8) and (4.2). Note
that the condition (A.2) required for (A.7) is satisfied here as explained after (4.17).
For the proof of (4.20), we distinguish two cases. First, we assume a > C0 for some sufficiently
large constant C0 > 0. In this case, we use (4.16), µ 
√







. a−1/4 . (4.21)
Thus, if r > 41 + 1c
log d







Note that this condition on r is satisfied due to the lower bound on r in (4.10) since a2(αx−2)2  1 due
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to αx & a > C0 by (4.6). Moreover, (4.21) with large enough C0 implies that ‖QH(x,r)Q‖/µ 6 1/2,
hence, µ
µ−‖QH(x,r)Q‖ 6 2. This proves (4.20) if a > C0 for a large enough C0 as δ
1/4 . a1/4.
Next, we suppose that a 6 C0. Since a & 1 by (E.1), we have a  1 in this regime. Hence, since
|µ − Λ(αx, βx)| 6 ε by the definition of ε, the bounds (4.18) and (4.17) imply µ − ‖QH(x,r)Q‖ &
∆ & (αx − 2)2. Thus, as µ 
√











− cr(αx − 2)2
)
for some c  1. This proves (4.20) in the remaining regime due to the lower bound on r in (4.10)




the lower bound αx > 2 + C∗δ1/4 in (4.2) and the lower bound on δ in (4.8). This completes the
proof of (4.20) and, thus, the ones of (ii) and Proposition 4.5.
Remark 4.8 (Eigenvector decay for H(x,r)). Let w be the eigenvector of H(x,r) corresponding








for all i ∈ [[1, r + 1]], where Q is the orthogonal projection onto the coordinates in Br+1(x) \ {x}.
The inequality (4.22) can be obtained from the proof of Proposition 4.5 (ii) with minor modifi-
cations. If Pi denotes the projection onto the coordinates in Si(x) then replacing P by Pi in (4.19)
and arguing as after (4.19) and (4.20) yields (4.22) as ‖w|Si(x)‖ = ‖Piw‖.
4.2. Proof of Proposition 4.6.
Proof of Proposition 4.6. We first introduce v = v(x), defined in terms of an eigenvector
(ui)i∈N of Z(αx, βx) ..= Z1(αx, βx) associated with the eigenvalue Λ(αx, βx) (see (2.2), (A.1), and















For the proof of (4.14a), we note that
(H(x,r) − Λ(αx, βx))v = w2 + w3 + w4 , (4.24)















































The computation proving (4.24) is detailed in Appendix F below.
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‖w4‖ . (da)−10 . (4.25c)
Before proving (4.25), we note that (4.25) and (4.24) imply (4.14a), since Dx = dαx & da by (4.6)
as x ∈ Vδ and δ . a by (4.8). We shall use αx & a frequently throughout this proof.
Hence, to complete the proof of (4.14a), it suffices to show (4.25). In the following, we shall use
that ui+1 6 ui for i > 2 by (A.9). Moreover, we shall apply Lemma A.4 with α = αx and β = βx
whose condition, (A.2), is satisfied due to (4.2), (4.6) and (4.15). To verify (4.25a), we use the








































Here, we used Proposition 4.4 (5) as well as the concentration of |S2|/|S1| and |Si| > Dx by






−1 due to (A.11) in the third step. This completes the proof of (4.25a).






























The definition of w4, ur+1 6 ur and |Sr+1| 6 4d|Sr| by Proposition 4.4 (3) directly yield
‖w4‖ 6 3ur. Thus, (4.25c) follows from u2 6 1 and (A.12), which completes the proof of (4.25).
We now show (4.14b). Since 〈sj , H(x,r)si〉 = 〈sj , Hsi〉 for i, j ∈ [r] by definition of H(x,r), writing
Λ = Λ(αx, βx) yields
〈v , (H(x,r) − Λ)v〉 =
r∑
i,j=0








− urur+1 . (4.26)
The details of the proof are given in Appendix F below.





−1 due to (A.11), and (A.12), we obtain


















Throughout this section, we assume that (3.3) is satisfied. The main result of this section is
Proposition 5.1 below. It refines the rigidity estimates shown in Proposition 4.1 for vertices x ∈ W.
Recalling the definition of W from (3.4), we see that they satisfy a stronger lower bound than (4.2).
Proposition 5.1 (Fine rigidity for extreme eigenvalues). Let γ ∈ (0, 1/6) be a constant.
Then there are positive constants K and c∗ such that if d satisfies
(K log logN)
1
2γ 6 d 6 3 logN (5.1)
then there is rW ∈ N such that rW  dlog logN and, with high probability, for any x ∈ W, the
following holds. Any two `2-normalized eigenvectors w+(x) and w−(x) of H|BrW (x) corresponding
to its largest and smallest eigenvalue, respectively, satisfy













Moreover, w+(x) ⊥ w−(x), w+(x) ⊥ Hw−(x), supp w±(x) ⊂ BrW (x) and
‖(H − 〈w+(x) , Hw+(x)〉)w+(x)‖+ ‖(H − 〈w+(x) , Hw+(x)〉)w−(x)‖ . (da)−10 . (5.3)
The proof of Proposition 5.1 will follows exactly as of Proposition 4.1 once we have improved
Proposition 4.6 to Proposition 5.2. We recall the definition H(x,r) = H|Br+1(x).
Proposition 5.2 (Approximate eigenvector for H(x,r)). Let d, r ∈ N and γ ∈ (0, 1/6] satisfy
rd−
1
2 +3γ 6 c, (4.10) with δ = d2γ−1 as well as (5.1) for sufficiently small constants c > 0 and c∗ > 0
as well as a large enough constant K > 0. Then, with high probability, for any x ∈ W, there exists
a normalized vector v(x) supported on Br(x) such that∥∥(H(x,r) − Λd(αx, βx))v(x)∥∥2 . a−1r2d−2+4γ , (5.4a)∣∣〈v(x) , (H(x,r) − Λd(αx, βx))v(x)〉∣∣ . a−1r2d− 32 +3γ . (5.4b)
Proof of Proposition 5.1. Denoting by b · c the integer part of a real number, we introduce









for sufficiently small c > 0, such that r = rW − 1 satisfies (4.10) with δ = d2γ−1 due to (5.1) and
(3.3). Note that rW  dlog logN . Moreover, rd
− 12 +3γ = o(1) for all γ ∈ (0, 1/6) by (3.3) and (5.1),
i.e. r satisfies all assumptions of Proposition 5.2.
We now follow step by step the proof of Proposition 4.1 with δ = d2γ−1 and use Proposition 5.3
below instead of Proposition 4.4 as well as an analogue of Proposition 4.5. This analogue is obtained
by following the proof of Proposition 4.5 and applying Proposition 5.2 instead of Proposition 4.6.
This yields





















where we used Lemma E.4 and W ⊂ U to justify (A.2) and, in the last step, αx − 2 & a − 2 &
a3/4d−1/4+γ/2 due to (3.4) and (3.3) (see also (3.11)). Estimating r = rW − 1 in (5.6) using the
definition of rW in (5.5) completes the proof of (5.2). The remaining statements of Proposition 5.1
follow as in the proof of Proposition 4.1.
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5.1. Proof of Proposition 5.2. Since supp v(x) ⊂ Br(x) and H(x,r) = H|Br+1(x), we have that
H(x,r)v(x) = Hv(x) = Av(x)/
√
d. Therefore, for notational convenience, we express everything in
terms of A or H (instead of H(x,r)).
The next proposition collects a few key properties of the graph G in the vicinity of vertices in
W. For every x ∈ [N ], we introduce
N (k)z (x) = |Sk(z) ∩ Sk+d(x,z)(x)| . (5.7)
Note that N (1)z (x) = Nz(x) by the definition from (4.7). An interpretation of N (k)z (x) will be given
just after the next proposition.
Proposition 5.3 (Structure of G in vicinity of W). Let γ ∈ (0, 1/2) and d satisfy (5.1) for
some sufficiently large K > 0. Then there exists c∗ > 0 such that if W is defined as in (3.4) and









then the following statements hold with high probability.
(1) The balls of radius r around the vertices in W are disjoint, i.e. Br(x) ∩ Br(y) = ∅ for all
x, y ∈ W with x 6= y.
(2) For all x ∈ W, the graph G restricted to Br(x) is a tree.
(3) For all x ∈ W and i ∈ [r], we have∣∣∣∣ |Si+1(x)|d|Si(x)| − 1
∣∣∣∣ . d− 12 +γ|Si(x)| 12 ,
∣∣∣∣ |Si(x)|Dxdi−1 − 1
∣∣∣∣ . d− 12 +γD− 12x .
(4) For any x ∈ W and y ∈ Br(x) \ {x} we have |Dy − d| 6 d
1
2 +γ. In particular,∣∣Ny(x)− d∣∣ 6 d 12 +γ + 1 .
(5) Let i ∈ [r]. If z ∈ Br(x) \ {x} for some x ∈ W and Si(z) ⊂ Br(x) then we have∣∣∣∣ ∑
y∈Si(z)∩Si+d(x,z)(x)
(Ny(x)− d)
∣∣∣∣ . d 12 (i+1)+γ , ∣∣∣∣N (i)z (x)Dzdi−1 − 1
∣∣∣∣ . d−1+γ .
(6) If γ 6 1/6 then for any x ∈ W and any i ∈ [r], we have
∑
y∈Si(x)








The proof of Proposition 5.3 is given in Section 9.2 below. We remark that Proposition 5.3 (1) –
(4) coincide with Proposition 4.4 (1) – (4) for δ = d2γ−1. Moreover, (5.8) is (4.9) with δ = d2γ−1.
We restate them here to collect all properties of G used in this section in one place.
In the remainder of this section, we work on the high-probability event from Proposition 5.3
(or a subset of it that occurs with high probability) and choose r ∈ N such that r + 1 is smaller or
equal to the right-hand side of (5.8). Moreover, throughout, we fix a vertex x ∈ W. We suppress
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..= N (i)y (x) (cf. (5.7)) and denote the graph distance of a vertex z from x by |z| = d(x, z).
Owing to Proposition 5.3 (2), we will always view G|Br+1 as a tree rooted on x and will say that
z is a child of y and that y is a parent of z if z ∈ S1(y) ∩ Sd(x,y)+1. Note that Ny is the number of
children of y. We also denote
• N (i)y = |Si(y) ∩ Si+d(y,x)|, the number of children of y after i generations,
• (x, y] the path from x to y in the graph, y included and x not included. Since G|Br+1 is a tree,
the path is uniquely defined.
• z1 6 z2 if z1 ∈ (x, z2] as well as z1 < z2 if z1 6 z2 and z1 6= z2.
The main improvement in Proposition 5.2 compared to Proposition 4.6 is a more precise choice
of the approximate eigenvector v(x) (see (5.14) below). The vectors 1Sk in the definition (4.23) of
the approximate eigenvector for Proposition 4.6 are replaced by different vectors, which we call fk.
They are defined by
f0 ..= 1x , f1 ..= 1S1 , f2 ..= 1S2 , (5.9a)






(Nz − F|z|) , (5.9b)
for all 3 6 i 6 r, where the F|z| ∈ R are defined such that the fi are orthogonal (the existence of
such Fi follows from (5.23) below). By convention, we set F0 ..= Dx.
To explain the intuition behind the definition of the basis (fi), which also serves as a guiding
principle in the proof of Proposition 5.4 below, we recall that the tridiagonalization of A amounts
to writing A in the basis 1x, A1x, A21x, . . . . Because G is a tree in the neighbourhood of x, we
note that A1y for some y can be split into the outer terms
∑
z∈S1(y) 1z>y1z and the inner terms∑
z∈S1(y) 1z<y1z. Hence, we can decompose A
i1x into a sum of terms encoded by simple random
walks w in N of length i starting from 0, whereby a step of w to the right corresponds to selecting
the outer terms in applying A, and a step to the left to selecting the inner terms. More explicitly,
denoting by Wi the set of simple random walks w = w0 · · ·wi on N of length i starting from w0 = 0,
we have the splitting Ai1x =
∑
w∈Wi b(w), where b(w) =
∑
y by(w)1y for some coefficients by(w).










bz(w)(1y>z + 1y<z) =.. b(w+) + b(w−) ,
where w± ∈Wi is the walk of length i obtained from w by making a step ±1 in the last step. By
definition, b(w) is supported on the sphere Swi . Note that i−wi is twice the number of steps to the
left in w. The simple basis vectors 1Si used in Section 4 arise from considering only the term b(w)
for the walk w ∈Wi with no steps to the left. Moreover, if the tree around x were regular, in the
sense that the degree of a vertex y depends only on |y|, then it is easy to see that the contribution of
all other walks vanishes after orthogonalization of the vectors Ai1x. As explained in Section 2.2, the
vector fi corresponds to the contribution of all walks with at most one step to the left. These vectors
constitute an intermediate basis between 1Si and Ai1x. They are sufficiently simple to admit an
effective analysis of the tridiagonal matrix, and sufficiently close to the true tridiagonal basis to
result in small enough off-tridiagonal entries.
The next proposition shows that A restricted to span{f0, . . . , fr} is approximately tridiagonal in
the basis (fi)ri=0.
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Proposition 5.4. Let γ ∈ (0, 1/6] and r ∈ N satisfy (5.8) for a sufficiently small c∗ > 0. Then, on
the high-probability event from Proposition 5.3, we have
Af0 = f1 , Afi = fi+1 + Fi−1fi−1 + gi (1 6 i 6 r) , (5.10)
for vectors g1, . . . , gr satisfying gi = 0 for i 6 3 and
(i) supp gi ⊂ Si−3,
(ii) 〈gi, fi−3〉 = 0,
(iii) ‖gi‖2 6 4|Si−3|d2+4γi2,
for 4 6 i 6 r.
The proof of Proposition 5.4 is given in Section 5.2 below.





if |i− j| = 1
0 otherwise .
(5.11)
The symmetry of A and the construction of M imply that M is a symmetric tridiagonal matrix.
The next result proves that M is close to the upper-left (r + 1)× (r + 1) block Zd(αx, βx)[0,r] of the
(infinite) tridiagonal matrix Zd(αx, βx) defined in (2.2).
Proposition 5.5. Let r ∈ N and γ ∈ (0, 1/6] satisfy (5.8) and rd− 12 +3γ 6 c for a sufficiently small
constant c > 0. Then, on the high-probability event from Proposition 5.3, the matrix M satisfies
Mii = Zd(αx, βx)ii = 0 , M01 = Zd(αx, βx)01 =
√











Proposition 5.5 is proved in Section 5.3 below.
Let (ui)ri=0 ∈ Rr+1 be the first r+ 1 components of the eigenvector of Zd(αx, βx) associated with its




i = 1. Since
M and Z[0,r](αx, βx) are close by Proposition 5.5, we consider the candidate eigenvector







in analogy to the definition of the approximate eigenvector for Proposition 4.6 in (4.23).
After the following lemma, we shall estimate (H − Λd(αx, βx))v(x) and prove Proposition 5.2.
Lemma 5.6. If r ∈ N satisfies (5.8) for c∗ from Proposition 5.4 then Mi i+1 = ‖fi+1‖√d‖fi‖ for all
i ∈ [0, r] ∩ N.
Proof of Lemma 5.6. The claim is obvious by Proposition 5.4 if i = 0.











For the last equality we used that fi+1 and fi−1 are orthogonal and the supports of gi and fi+1 are
disjoint because of Proposition 5.4 (i).
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Proof of Proposition 5.2. We note that (4.10) with a sufficiently small c∗ > 0 implies (5.8).
Throughout this proof, we work on the intersection of the high-probability events from Proposition 5.3
and Lemma E.3. Note that H(x,r)v = Hv since supp v ⊂ Br(x). Owing to (5.10) in Proposition 5.4,
we have













for 1 6 i 6 r. Since fi−1 and gi− 〈gi,fi−1〉fi−1‖fi−1‖2 are orthogonal, taking the scalar product of (5.15) and
fi−1 yields 〈gi , fi−1〉 = Mi i−1
√
d‖fi‖‖fi−1‖−Fi−1‖fi−1‖2 due to (5.11). Therefore, asMi i+1 = ‖fi+1‖√d‖fi‖



















for 1 6 i 6 r. Therefore, using Af0 = f1 by (5.10), the definition of v in (5.14) and the convention











+ w2 , (5.16)












To shorten the notation, we set Zij ..= Zd(αx, βx)ij with the convention Z0 −1 = 0. Owing to the
definitions of Λd(αx, βx), Zij and ui, we have Λd(αx, βx)ui = Zi i+1ui+1 + Zi i−1ui−1 for 0 6 i 6 r.
Hence, (5.16) and the identities (5.12) from Proposition 5.5 imply
Hv = Λd(αx, βx)v + w2 + w3 + w4 (5.17)





(Mi i+1 − Zi i+1)ui+1 + (Mi i−1 − Zi i−1)ui−1
) fi
‖fi‖















Note that the error terms w2, w3 and w4 are the analogues of the corresponding error terms in
(4.24).
We now control these three error terms. Owing to the definition of W in (3.4) and the upper
bound in Lemma E.3, we have αx  a. In the following, we shall use (A.11) and (A.12) from
Lemma A.4 and always apply them to Zd(αx, βx) and Λd(αx, βx). The condition (A.2) required
for Lemma A.4 is satisfied due to Lemma E.4 and W ⊂ U . Moreover, Lemma A.5 and (A.7) are





































Here, in the last step, we used Proposition 5.4 (iii) and ‖fi‖2 > |Si| > d
3
2 |Si−3| by (5.9) and
Proposition 5.3 (3) to estimate the maximum and (A.11) to estimate the sum.





|Mi i+1−Zi i+1|2u2i+1+|Mi i−1−Zi i−1|2u2i−1
)
. a−1r4d−3+6γ . (5.19)
By Lemma 5.6 and Proposition 5.5, we have ‖fr+1‖‖fr‖
√
d









∥∥∥∥ . u2√a(da)−10 . (da)−10 . (5.20)
Finally, the identity (5.17) together with the estimates (5.18), (5.19) and (5.20) yields (5.4a) since
r2d−1+2γ . 1 by (4.10) with δ = d2γ−1 and γ 6 1/6.
We now prove (5.4b). Owing to (5.17), we have 〈v , (H − Λd(αx, βx))v〉 = 〈v ,w2〉+ 〈v ,w3〉+
























〈fi−3 ,gi〉 = 0
as supp fj ⊂ Sj ∪ Sj−2 by (5.9), supp gi ⊂ Si−3 and 〈fi−3 ,gi〉 = 0 by Proposition 5.4 (i) and (ii),
respectively. Moreover, we compute





(Mi i+1 − Zi i+1)ui+1 + (Mi i−1 − Zi i−1)ui−1
)
,
which is bounded by the right-hand side of (5.4b) due to (5.13) in Proposition 5.5, ui+1 6 ui and
(A.11). Finally, we trivially have 〈v ,w4〉 = O((da)−10) by (5.20), which completes the proof of
(5.4b) and, thus, the one of Proposition 5.2.
5.2. Proof of Proposition 5.4. We now prove Proposition 5.4. Throughout this section, we
work on the high-probability event from Proposition 5.3. First, we show that the coefficients Fi
from (5.9) are close to d.
Lemma 5.7. On the high-probability event from Proposition 5.3, the following holds. We have
F1 = |S2|/|S1| . (5.21)
Moreover, if r ∈ N satisfies (4.2) and γ ∈ (0, 1/6] then, for all 1 6 i 6 r − 2, we have
|Fi − d| . id2γ . (5.22)











(Nz − F|z|) (5.23)
for any 1 6 i 6 r − 2. This proves (5.21) since the second term on the right-hand side of (5.23)
vanishes if i = 1. Note that 1 6 |z| 6 i− 1 in (5.23).
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Indeed, the definition of fi in (5.9) and their orthogonality imply























(Nz − F|z|) .
Since ∑z∈Si Nz = |Si+1| and ∑y∈Si−1 ∑z∈(x,y](Nz − F|z|) = 〈fi+1, fi−1〉 = 0, this shows (5.23).
Next, we prove (5.22) in Lemma 5.7 by induction. Since the second term on the right-hand side
of (5.23) vanishes for i = 1, we have |F1 − d| . dγ by Proposition 5.3 (3) and Dx & ad > d.
We assume that (5.22) is valid up to i− 1. By (5.23) we have
|Fi − d| 6



























where we used Proposition 5.3 (3), (4), Dx & d by the definition of W in (3.4) and the induction
hypothesis. As i 6 r . d2γ and γ 6 1/6, we have idγ−1/2 . 1, which completes the proofs of (5.22)
and Lemma 5.7.
Proof of Proposition 5.4. This is a direct calculation. By slightly decreasing c∗ in (5.8), we can
assume due to Proposition 5.3 (2) that G|Br+1 is a tree. Therefore, we have Af0 = f1 and




for i ∈ [r]. From (5.24) and the definitions of f0, f1, f2 and f3 in (5.9), we conclude Af1 = f2 + F0f0
and Af2 = f3 + F1f1 since F0 = Dx by definition and F1 = |S2|/|S1| by (5.21). Hence, (5.10) for
i 6 2 with g1 = g2 = 0.
Let 3 6 i 6 r and y ∈ Si−2. If t denotes the parent of y in the tree, i.e. {t} = Si−3 ∩ S1(y), and
y′ ∈ Si−1 ∩ S1(y) are the children of y then























































































= fi+1 + Fi−1fi−1 + gi .
Here, in the second step, we used that (x, y′) = (x, y] = (x, t] ∪ {y} if t is the parent of y and y′ is a















This shows the desired relation, (5.10), for i > 3 and some vector gi. We now verify the additional
properties of gi. From (5.26), we immediately deduce g3 = 0 and (i), i.e. supp gi ⊂ Si−3 for all i.
For the proof of (ii), we use the symmetry of A and the orthogonality of (fi)i to obtain
〈fi−3,gi〉 = 〈fi−3, Afi − fi+1 − Fi−1fi−1〉 = 〈Afi−3, fi〉 = 〈fi−2, fi〉 = 0 .

































2 +γ + (i− 1)d2γ)2 + (d+ d
1
2 +γ)(i− 2)d2γ + d1+γ
)2
. |Si−3|d2+4γi2 ,
where we used, for the second inequality, (5.22) and Proposition 5.3 (4) to estimate the first term,
that |{y ∈ S1(t), t < y}| = Nt, (5.22) and Proposition 5.3 (4) to estimate the second term, and
Proposition 5.3 (5) for the last term. For the last inequality, we used i2d2γ . d by (5.8) and
γ 6 1/6.
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5.3. Proof of Proposition 5.5. We now prove Proposition 5.5. It will follow from
Lemma 5.8. Let γ ∈ (0, 1/6] and r ∈ N satisfy (5.8). Then, on the high-probability event from
Proposition 5.3, we have






2 +3γ + i3d−1+4γ
))
uniformly for any i ∈ [2, r] ∩ N.
Proof of Proposition 5.5. From (5.9), we deduce ‖f0‖2 = 1, ‖f1‖2 = |S1| = Dx and ‖f2‖2 = |S2|.









































Here, in the second step, we used Lemma 5.8, id− 12 +3γ + i3d−1+4γ . id− 12 +3γ 6 c as rd−2γ . 1 by
(5.8) and rd− 12 +3γ 6 c by assumption, and chose the constant c > 0 sufficiently small. In the third
and fourth step, we used Proposition 5.3 (3). As i 6 r, dividing (5.27) by d and taking the square
root of the result prove (5.13) in the entrywise matrix norm. Since M −Zd(αx, βx)[0,r] is tridiagonal,
the bound (5.13) in operator norm follows.
Proof of Lemma 5.8. Owing to the definition of f2 in (5.9), ‖f2‖2 = |S2| which implies the claim



















































































Here, in the last step, we used
N (i−2−j)z = di−2−j(1 +O(d−
1
2 +γ))(1 +O(d−1+γ)) = di−2−j(1 +O(d−
1
2 +γ)) , (5.32)
Proposition 5.3 (6) and Dx & d by the definition of W in (3.4). The expansion (5.32) follows from
Proposition 5.3 (5) and (4).

































(Nz1 − d)(Nz2 − d)di−2−|z2| +O
(






















































where we used Proposition 5.3 (4) for the first inequality, Proposition 5.3 (5) for the second inequality
and Proposition 5.3 (3) for the third inequality.





















. (i− 2)Dxdi−2(i− 3)d3γ−
1
2 , (5.35)
where the first step follows from Proposition 5.3 (4) and, for the second step, we first used∑
z2∈Bi−2, z2>z1 d
−|z2| . (i− 2)d−j if z1 ∈ Sj by Proposition 5.3 (5) as well as (4) and then (3).
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Finally, by plugging (5.34) and (5.35) into (5.33) and then the result together with (5.31) into















Using (5.36) in (5.29) and the result then in (5.28) completes the proof of Lemma 5.8.
6. Proof of block diagonal approximation
In this Section we prove Proposition 3.1 and Corollary 3.3. Throughout this section, we assume
that (3.3) is satisfied.
6.1. Proof of Proposition 3.1. For the proof of Proposition 3.1, we use the following result on
the stray eigenvalue whose proof is deferred to Section 6.3 below.
Proposition 6.1. For d 1 and r  dlog logN there exists a normalized vector q supported in the
complement of
⋃
x∈U Br+1(x) such that with high probability∥∥(H − (d1/2 + d−1/2 + d−3/2))q∥∥ . d−5/2 + d1/21d<(logN)1/4 , ‖q − e‖ . d−1/2 .
For the proof of Proposition 3.1, we separately consider the regimes d > (logN)3/4 and
d 6 (logN)3/4. We start with the former regime.
Proof of Proposition 3.1 for d > (logN)3/4. We choose the vectors wσ(x) as follow :
1. If x ∈ W, wσ(x) ..= wσ(x) as in Proposition 5.1.
2. If x ∈ V \W, wσ(x) ..= wσ(x) as in Proposition 4.1.
3. If x ∈ U \ V, wσ(x) ..= vτσ(x) defined as in [5, eq. (3.5)] with
τ ..= 1 + ξ1/2 . (6.1)
We recall rW from Proposition 5.1. Moreover, we introduce
rV ..= rδ? , rU ..= bc
√
logNc, r? ..= max{rW , rV , rU} , (6.2)
where rδ is as in Proposition 4.1, δ? as in (4.5) and the constant c > 0 is as in [5, eq. (1.8)]. Note
that r?  dlog logN due to Proposition 4.1, Proposition 5.1 and d > (logN)3/4.
Lemma 6.2. Let d > (logN)3/4 and r∗ as in (6.2). Then, with high probability, the balls Br?+10(x)
and Br?+10(y) are disjoint for all x ∈ V and y ∈ U with x 6= y.
Proof of Lemma 6.2. We apply Proposition 4.4 with δ = 1 and r = c∗dlog logN for a sufficiently
small constant c∗ > 0. By Proposition 4.4 (4), for all x ∈ V1 and y ∈ [N ] \ {x} with αy > 2 we have
dist(x, y) > c∗dlog logN  2r? + 21 in the regime d > (logN)3/4, where dist denotes the distance in the
graph G. Since V ⊂ V1 and U ⊂ {y : αy > 2}, this proves Lemma 6.2.
Let q be the vector from Proposition 6.1 for r = r? = max{rW , rV , rU}.
Corollary 6.3. The family (q, (wσ(x))x∈U , σ∈{±}) is orthonormal and supp wσ(x) ⊂ Br?(x) for all
x ∈ U and σ ∈ {±}.
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Proof of Corollary 6.3. Owing to their definitions, these vectors are all normalized. For x ∈ U\V ,
we have w+(x) = vτ+(x) ⊥ vτ−(x) = w−(x) by [5, Remark 3.3]. The supports of vτσ(x) and vτσ′(y)
are disjoint for all x, y ∈ U \ V with x 6= y and σ, σ′ ∈ {±} by [5, Remark 3.3]. For any x ∈ U \ V
and σ ∈ {±}, we have
supp vτσ(x) ⊂ BrU (x) (6.3)
by [5, eq. (3.5), (1.8) and Proposition 3.1 (iv)]. Moreover, supp wσ(x) ⊂ Br?(x) for all x ∈ V by
Proposition 4.1 and Proposition 5.1. Hence, by Proposition 6.1, the supports of q and wσ(x) are
disjoint for each x ∈ U and σ ∈ {±}. From Lemma 6.2, we thus conclude that the supports of wσ(x)
and wσ′(y) are disjoint for all x ∈ V and y ∈ U with x 6= y. Finally, w+(x) ⊥ w−(x) for all x ∈ V
by Proposition 4.1 and Proposition 5.1.
We expand the orthonormal family (q, (wσ(x))x∈U ,σ∈{±}) by (ti)i∈[N−1−2|U|] to an orthonormal
basis of RN . We choose U as the matrix with columns (q, (wσ(x))x∈U ,σ∈{±}, (ti)i∈[N−1−2|U|]). Note
that U is orthogonal.
We view U−1HU as a 5× 5-block matrix (see (3.8)) whose blocks, on the level of H, are induced
by the families q, (wσ(x))x∈W,σ∈{±}, (wσ(x))x∈V\W,σ∈{±}, (wσ(x))x∈U\V,σ∈{±} and (ti)i∈[N−1−2|U|,
respectively. We now determine the structure of these blocks. Let x ∈ V, y ∈ U with x 6= y
and σ, σ′ ∈ {±}. Since suppHwσ′(y) ⊂ Br?+1(y) and supp wσ(x) ⊂ Br?(x), we conclude from
Lemma 6.2 that 〈wσ(x), Hwσ′(y)〉 = 0. Therefore, the (2, 3)-, (2, 4)- and (3, 4)-block of U−1HU
as well as their counterparts induced by the Hermitian symmetry vanish. Since (supp q)c ⊃⋃
x∈U Br?+1(x) by Proposition 6.1, the (1, 2)-, (1, 3)-, (1, 4)-block (and their counterparts) are also
zero.
By Proposition 4.1 and Proposition 5.1, we also have 〈w+(x), Hw−(x)〉 = 〈w−(x), Hw+(x)〉 = 0
for all x ∈ V. Therefore, the (2, 2)- and the (3, 3)-block of U−1HU are diagonal matrices whose
entries are 〈wσ(x), Hwσ(x)〉 indexed by x and σ. This proves the structure given in (3.8).
Proof of Proposition 3.1 (i), (ii), (iii) for d > (logN)3/4. For any x ∈ W , (5.2) in Proposition
5.1 implies




















∥∥(H − 〈wσ(x) , Hwσ(x)〉)wσ(x)∥∥2 . (da)−20∑
x,σ
|ax,σ|2 ,
where we used (5.3) from Proposition 5.1 in the last step. This proves Proposition 3.1 (i).
The estimates on |εx,σ| for x ∈ V \ W and on ‖EV\W‖ are obtained in the same way using
Proposition 4.1 instead of Proposition 5.1 as well as (3.11).
We now bound |εx,σ| for x ∈ U \V , ‖EU\V‖ and ‖EU\V‖. We make use of the matrices Hτ from [5,
Definition 3.6] and Ĥτ from [5, Defintion 3.10]. By definition, we have Ĥτvτσ(x) = σΛ(αx, 1)vτσ(x)













for u > 0 (see also [5, eq. (1.9)]). Owing to (E.2) and αx > 2 + ξ1/4 for x ∈ U , the conditions




Lemma A.5, αx > 2, (A.6) and (E.2). Hence, ‖(Λ − Ĥτ )v‖ .
√
logN/d for any normalized
v ∈ span{vτσ(x) : x ∈ U , σ ∈ {±}}, where Λ is the matrix satisfying Λvτσ(x) = σΛd(αx, βx)vτσ(x)
for all x ∈ U and σ ∈ {±}. On the other hand, for any such v, we have ‖(H − Ĥτ )v‖ 6
‖(EH)v‖ + ‖EH − χτ (EH)χτ‖ + ‖(H − χτ (EH)χτ ) − Hτ‖ + ‖Hτ − Ĥτ‖ . ξ1/2. Here, we used
(6.3) and Lemma 6.12 below with r = rU to estimate the first term, [5, eq. (3.13)] with χτ
from [5, Definition 3.6] for the second term, [5, Lemma 3.8] and ξτ−1 . ξ1/2 by our choice of τ from
(6.1) for the third term and [5, Lemma 3.11] for the last term. In particular, for later use, we note
that
‖(H − σΛd(αx, βx))vτσ(x)‖ . ξ1/2 (6.5)
for all x ∈ U and σ ∈ {±}. This proves Proposition 3.1 (iii) for d > (logN)3/4.
Proposition 3.1 (iv) follows from Proposition 6.1 and we now prove (v).








τ ..= I−Πτ ,
where τ is chosen as in (6.1) and vτσ(x) as in [5, eq. (3.5)]. These definitions of Πτ and Π
τ coincide
with those from [5, eq. (3.15)]. By [5, Theorem 1.7] and Lemma E.3, there exists at most one
eigenvalue of H larger than (1 + o(1))
√
a νs if d > (logN)3/4 and therefore the same for ΠHΠ.













+ ‖Es‖ 6 ‖ΠHΠ− ff∗‖+ ‖Es‖
for any f ∈ RN by eigenvalue interlacing. Hence, by choosing ff∗ = Πχτ (EH)χτΠ, we obtain
‖X‖ 6 ‖ΠτHτΠτ‖+ 2‖Hτ‖‖Π−Πτ‖+ ‖Hτ − (H − χτ (EH)χτ )‖+ ‖Es‖ (6.6)
with Hτ and χτ from [5, Definition 3.6].
We now estimate the four terms on the right-hand side of (6.6). For the first one, we obtain
‖ΠτHτΠτ‖ 6 2τ + O(ξ1/2) = 2 + O(ξ1/2) from [5, Proposition 3.12] and our choice of τ in (6.1).






)∥∥∥∥ 6 4 maxx∈V,σ=± ‖wσ(x)− vτσ(x)‖
as wσ(x) = vτσ(x) for x ∈ U \ V and (vτσ(x),wσ′(x))x∈V are supported on disjoint balls by Corol-
lary 6.3, (6.3) and Lemma 6.2. Below we shall see that for any x ∈ V, we have
‖wσ(x)− vτσ(x)‖ . ξ1/2(a− 2)−2a3/2 , (6.7)
and therefore ‖Hτ‖‖Π − Πτ‖ . ξ1/2(a − 2)−2a2, where we used that ‖Hτ‖ . Λ(a) . a1/2 by the
definition of Ĥτ in [5, Definition 3.10], Lemma E.3 as well as [5, Lemma 3.11, Proposition 3.12].
The third term satisfies ‖Hτ − (H − χτ (EH)χτ )‖ . ξ1/2 due to [5, Lemma 3.8]. Proposition 3.1
(iv) yields ‖Es‖ . ξ1/2.
Therefore, to prove Proposition 3.1 (v), it remains to establish (6.7). For its proof, we focus
on the case σ = + and apply Lemma E.1 to the matrix H(x,r) = H|Br(x), where r = rW if x ∈ W
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and r = rV if x ∈ V \W (cf. (6.2)), the approximate eigenvalue λ = Λ(αx, βx) and the approximate
eigenvector v = vτ+(x).
If x ∈ V \W then we see from the proof of Proposition 4.1 that rV = rδ? can be chosen bigger
than bc
√
logNc for any constant c > 0, i.e. supp vτ+(x) ⊂ BrV (x) by (6.3). Thus, the spectral
gap estimate from (4.17) together with (3.11) and the approximate eigenvector estimate in (6.5)
combined with Lemma A.5 imply the conditions of Lemma E.1, which yields (6.7).
For x ∈ W , we see from the choice of rW in the proof of Proposition 5.1 that supp vτ+(x) 6⊂ BrW (x).
As for x ∈ V \ W, we obtain that ‖(wσ(x) − vτσ(x))|BrW (x)‖ . ξ
1/2(a − 2)−2a3/2. Owing to [5,
eq.’s (3.4) and (3.5)] and the choice of rW in the proof of Proposition 5.1, it is easy to show
that ‖vτ+(x)|[N ]\BrW (x)‖ . ξ
1/2(a − 2)−2a3/2. Therefore, supp wσ(x) ⊂ BrW (x) implies (6.7) and
completes the proof of Proposition 3.1 (v) for d > (logN)3/4.
This completes the proof of Proposition 3.1 if d > (logN)3/4.
Proof of Proposition 3.1 for d 6 (logN)3/4. In this regime, the proof proceeds analogously to
the one for d > (logN)3/4. However, we need to include a few additional arguments as the results
from [5] are not applicable throughout the entire regime d 6 (logN)3/4.
We start with rigidity estimates that replace results from [5] used for d > (logN)3/4 and hold
for all x ∈ U in the next proposition whose proof is given in Section 6.4 below.
Proposition 6.4 (Rough rigidity for extreme eigenvalues). There is a constant K > 0 such
that if K log logN 6 d 6 (logN)3/4 then, with high probability, there exists a family of orthonormal
vectors (wσ(x))x∈U ,σ∈{±} such that
(i) The sets (supp w+(x) ∪ supp w−(x))x∈U are disjoint.










(iii) For any normalized v ∈ span{wσ(x) : x ∈ U , σ ∈ {±}}, we have





where the matrix D is defined through Dwσ(x) = σΛd(αx, βx)wσ(x) for all x ∈ U and σ ∈ {±}.
To define the matrix U in Proposition 3.1 for d 6 (logN)3/4, we choose the vectors wσ(x) as
follows.
1. If x ∈ W then wσ(x) is chosen as in Proposition 5.1.
2. If x ∈ V \W then wσ(x) is chosen as in Proposition 4.1.
3. If x ∈ U \ V then wσ(x) is chosen as in Proposition 6.4.
With rW from Proposition 5.1, we introduce the radii
rV ..= rδ? , r? ..= max{rW , rV , 2} , (6.9)
where rδ is from Proposition 4.1 and δ? was defined in (4.5). From Proposition 4.1 and Proposition 5.1,
we get r?  dlog logN .
The next lemma and the next corollary are the analogues of Lemma 6.2 and Corollary 6.3,
respectively, in the regime d 6 (logN)3/4.
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Lemma 6.5. Let d 6 (logN)3/4 and r? as in (6.9). There is a constant K > 0 such that if
d > K log logN then, with high probability, the balls Br?+10(x) and Br?+10(y) are disjoint for all
x ∈ V and y ∈ U with x 6= y.
Proof of Lemma 6.5. Let x ∈ V. From Proposition 4.4 (4) with δ = a1/2 log a and r = c∗dlog logN
for a sufficiently small c∗ > 0, we conclude that αy 6 1 + a1/4(log a)1/2 if dist(x, y) 6 c∗dlog logN . Since
y ∈ U implies αy > a/5 and c∗dlog logN > 2r? + 21 for r? from (6.9), this proves Lemma 6.5.
Let q be the vector from Proposition 6.1 for r = r? = max{rW , rV , 2} (cf. (6.9)).
Corollary 6.6. The family (q, (wσ(x))x∈U ,σ∈{±}) is orthonormal and supp wσ(x) ⊂ Br?(x) for all
x ∈ U and σ ∈ {±}. Moreover, the sets (supp w+(x) ∪ supp w−(x))x∈U are disjoint.
Proof of Corollary 6.6. Given the normalization of all vectors, it suffices to show that they are
orthogonal. By Propositions 4.1, 5.1 and 6.4, we have supp wσ(x) ⊂ Br?(x) and w+(x) ⊥ w−(x) for
all x ∈ U and σ ∈ {±}. Hence, Proposition 6.1 implies that the supports of q and wσ(x) are disjoint
for each x ∈ U and σ ∈ {±}. Moreover, we conclude that the sets (supp w+(x) ∪ supp w−(x))x∈U
are disjoint by Proposition 6.4 (i) and Lemma 6.5. By Proposition 6.4, we also know that wσ(x)
and wσ′(y) are orthogonal if x, y ∈ U \ V and x 6= y. If x ∈ V, y ∈ U and x 6= y, the orthogonality
of wσ(x) and wσ′(y) follows from Lemma 6.5, supp wσ(x) ⊂ Br?(x) and supp wσ′(y) ⊂ Br?(y).
Owing to Corollary 6.6, we can extend (q, (wσ(x))x∈U ,σ∈{±}) by some vectors (ti)i∈[N−1−2|U|] to
obtain an orthonormal basis of RN . We denote the matrix (q, (wσ(x))x∈U ,σ∈{±}, (ti)i∈[N−1−2|U|])
by U . By construction, U is orthogonal.
In the same way as in the regime d > (logN)3/4, parts (i), (ii) and (iv) of Proposition 3.1 follow
from Proposition 5.1, Proposition 4.1 and Proposition 6.1 using Lemma 6.5 and Corollary 6.6 instead
of Lemma 6.2 and Corollary 6.3, respectively. In the present regime, (iii) of Proposition 3.1 is a
consequence of Proposition 6.4 (iii).
For the proof of Proposition 3.1 (v), we shall use the following proposition whose formulation
uses the diagonal matrix Q with the normalized degrees on the diagonal, i.e. Q ..= diag(αx : x ∈ [N ]).
Proposition 6.7 (Ihara-Bass type inequality). Let 4 6 d 6 3 logN . Then there is C > 0 such
that, for all t > 1 + Cd−1/2, with high probability, we have
















as an inequality of positive definite matrices.
Proof of Proposition 6.7. We adjust the proof of [5, Proposition 3.13] and use its notation. In















Combining this estimate with [5, eq. (3.45)] and [5, eq. (3.47)] yields Proposition 6.7.
Proposition 6.8. Let Ũ ⊂ U . For any vector w = (wy)y∈[N ] satisfying w ⊥ wσ(x) for all x ∈ Ũ
and σ = ±, we have ∑x∈Ũ αx|wx|2 . ‖w‖2.
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Proof of Lemma 6.9. We apply Lemma E.1 with M = H(x,r) = H|Br(x), where r = rW if x ∈ W
and r = rV if x ∈ V \W, and λ =
√
















sition 4.4 (3) with δ = δ?. For x ∈ V \ W, the second largest eigenvalue of H(x,r) is smaller
than ‖QH(x,r)Q‖ 6 2(1 + δ1/2? )1/2 . a1/8(log a)1/4 by eigenvalue interlacing and (4.16). Sim-
ilarly, if x ∈ W then the second largest eigenvalue is bounded by ‖QH(x,r)Q‖ . 1. Hence,
∆ = √αx − ‖QH(x,r)Q‖ & a1/2 as αx  a and, thus, Lemma 6.9 follows from Lemma E.1.
Proof of Proposition 6.8. For any x ∈ Ũ , we have
0 = 〈w, 1√
2
(w+(x) + w−(x))〉 = wx +O(a−1/2‖w|supp w+(x)∪supp w−(x)‖) ,
where in the second step we used Lemma 6.9 if x ∈ V and (6.8) if x ∈ U \ V. Thus, αx . a due







because the sets (supp w+(x) ∪ supp w−(x))x∈U are disjoint by Corollary 6.6.
Proof of Proposition 3.1 (v) for d 6 (logN)3/4. We introduce the orthogonal projections Π
and Π defined through





wσ(x)wσ(x)∗, Π ..= I −Π
and note that owing to ‖X‖ = ‖ΠHΠ‖, it suffices to estimate ‖ΠHΠ‖.
By contradiction, assume that there exists a normalized eigenvector w of ΠHΠ associated




〈w, (H − EH)w〉 > 〈w,ΠHΠw〉 −
√
d‖e− q‖2 > λ− o(1) , (6.10)
where the last step follows from ΠHΠw = λw and Proposition 6.1.
We conclude from (6.10) and Proposition 6.7 that λ 6 t + o(1) + 1t (1 + o(1))
∑
x∈[N ] αx|wx|2
with high probability for any t > 1 + Cd−1/2, where C is the constant from Proposition 6.7. In the
following, we will increase the value of C a few times. The final value of C is irrelevant for the
validity of the argument.
Because λ > ηa1/2 we can assume ∑x∈[N ] αx|wx|2 > (1 + Cd−1/2)2 and the choice t :=√∑
x∈[N ] αx|wx|2 yields





We decompose the sum on the right-hand side and use Proposition 6.8 with Ũ = U as well as∑








αx|wx|2 6 C +
1
5a .
Here, we used that w ⊥ wσ(x) for all x ∈ U and σ ∈ {±} as w is an eigenvector of ΠHΠ. Therefore,







a which contradicts λ > ηa1/2 as η >
√
4/5.
With the same argument, we can exclude eigenvalues λ of ΠHΠ with λ < −ηa1/2. This shows
‖ΠHΠ‖ 6 ηa1/2 and completes the proof.
This completes the proof of Proposition 3.1 in the missing regime, d 6 (logN)3/4.
6.2. Proof of Corollary 3.3. Corollary 3.3 will follow from the next result.
Proposition 6.10. If (3.3) and (3.7) with a large enough K are satisfied then there exists c > 0
such that, with high probability,







0 DU\V + EU\V E∗U\V
EV\W EU\V X
 . (6.12)






)∥∥∥∥ 6 Λ(a)− c(a− 2)d2γ−1a3/2 log a , (6.13)




and an analogous identification for Es was used.
Proof of Corollary 3.3 . First, we conclude from (E.1) that u  a. Moreover, a− 2  u− 2 by
(3.3) and (E.1). In particular, χ̃ & χ with χ̃ ..= (a−2)d
2γ−1
a3/2 log a . Moreover, σ(u) = Λd(u, 1) by definition,
(A.5), (E.1) and Lemma A.5 imply







where the last step followed from (3.10) for small d and from (3.3) for large d. Therefore, it suffices
to show Corollary 3.3 with σ(u)− cχ replaced by Λ(a)− c̃χ̃ as well as u by a in the bound on |εx|
and to choose K∗ in (3.10) large enough.
Let Y be the matrix defined as in (6.12). When d > (logN)1/4, we compare the matrix U−1HU






. By perturbation theory, the eigenvalue process∑









where εx,σ is from (3.9) and controlled in Proposition 3.1 (i), ν = d1/2 + d−1/2 + d−3/2 + εs is
an eigenvalue of H and the error terms ε′x,σ, εs and ελ̃ satisfy |ε′x,σ| 6 ‖EW‖ . (ad)−10 and
|ελ̃|+ |εs| . ‖EW‖+‖Es‖ . d−5/2 by Proposition 3.1 (i) (iv). Hence, (3.3), (E.1) and d > (logN)1/4
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imply |ελ̃|  χ̃ and we conclude from (6.12) in Proposition 6.10 that the process
∑
λ̃∈spec(Y ) δλ̃+ελ̃
does not appear in the window [Λ(a)− c̃χ̃,∞). Since −Λd(αx, βx) + εx,− + ε′x,− < 0 for all x ∈ W,
this proves Corollary 3.3 for d > (logN)1/4 by Proposition 3.1 (iv).
In the regime d < (logN)1/4, we apply perturbation theory, Proposition 3.1 (i) and (6.13) in
Proposition 6.10 to the right-hand side of
U−1HU =
0 0 00 DW 0
0 0 0
+
 νs 0 E∗s0 0 0
E∗s 0 Y
+O(‖EW‖) .
We thus obtain that the processes ∑λ∈spec(H) δλ and ∑x∈W δΛd(αx,βx)+εx coincide on [Λ(a)− c̃χ̃,∞)
with sufficiently small εx, x ∈ W . Since νs +O(d1/2) a1/2 . Λ(a)− c̃χ̃, setting ν to be a sufficiently
small eigenvalue of H completes the proof of Corollary 3.3.
For the proof of Proposition 6.10 we shall need the following estimate, whose proof is given after
the proof of Proposition 6.10.
Lemma 6.11. There exists c > 0 such that with high probability
max
x∈V\W




Proof of Proposition 6.10. We have












‖DV\W‖, ‖DU\V‖+ ‖EU\V‖+ ‖EU\V‖, ‖X‖+ ‖EU\V‖
}
+ ‖EV\W‖ . (6.14)
By Proposition 3.1 (ii) we have ‖EV\W‖ . (ad)−10  (a−2)d
2γ−1
a3/2 log a and we will therefore neglect this
term in (6.14).
We now estimate each argument of the maximum in (6.14). By definition of DV\W , Lemma 6.11,














where we used that (a− 2)3d2γ  log d by (3.3).
Before continuing, we record some auxiliary results. Lemma E.4 implies the applicability of
Lemma A.5 and (A.6) with α = αx and β = βx in the following. Moreover, as c∗δ?(a−2) log a 6
1
2 by





> Λ(a)− (a− 2)
4a3/2
c∗δ
log a . (6.16)
Finally, Λ(α, β) is monotonously increasing in α and β by Proposition A.1 (i).
In the regime d > (logN)3/4, Lemma A.5, the monotonicity of Λ and Proposition 3.1 (iii) yield
‖DU\V‖+ ‖EU\V‖+ ‖EU\V‖ 6 Λ
(





























d + d2γ−1 because of (4.5) and (3.3). By (iii) and (v) of Proposition 3.1, we also have









where we used that in the regime (a− 2) < 1, Λ(a)− 2 > c(a− 2)2  (a− 2)−2ξ1/2 + (a− 2)d2γ−1
by (A.8) and (3.3). Plugging (6.15), (6.17) and (6.18) into (6.14) proves (6.12) for d > (logN)3/4.
If d 6 (logN)3/4 then Lemma A.5, the monotonicity of Λ and Proposition 3.1 (iii) imply


















6 Λ(a)− c∗6 , (6.19)
where, in the second step, we also used (A.6), (6.16) with δ = δ? = a1/2 log a and (E.2). Finally, (iii)
and (v) of Proposition 3.1 yield
‖X‖+ ‖EU\V‖ 6 ηa1/2 +O(1) < Λ(a)− 1 . (6.20)
Inserting (6.15), (6.19) and (6.20) into (6.14) shows (6.12) for d 6 (logN)3/4.






)∥∥∥∥ 6 max{‖DV\W‖, ‖DU\V‖+‖EU\V‖+‖EU\V‖, |νs|+‖X‖+‖Es‖+‖EU\V‖}+‖EV\W‖ .
Using (6.15), (6.19) and (6.20), thus, completes the proof of (6.13) as |νs|+ ‖Es‖ . d1/2  a1/2 by
Proposition 3.1 (iv) and (E.1).
Proof of Lemma 6.11. By Corollary 4.7, there exists a constant K > 0 such that for any δ > 0
satisfying (4.8), we have
max
x∈Vδ






with high probability. Let k ∈ N be the smallest positive integer such that 2k > 1γ and define
δ0 ..= d2γ−1, δi ..= (Cd2







for all 0 6 i 6 k, where c∗ is chosen as in Proposition 4.1. Lemma A.5 and (A.6) with α = αx and





and use Lemma A.5 with α = αx & a by (4.6), as well as the monotonicity of Λ
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(see Proposition A.1 (i)) to obtain
max
x∈V\W









































Here, in the third step, we used (A.6), (6.16) and (6.21). In the fourth step, we used (6.22) to
absorb the third term into the second term as well as d2γ−1 6 δi 6 δi+1 6 δ? and (4.5) as well as
(3.3) to absorb the fourth term into the second term. Since mini δi = d2γ−1, this completes the
proof of Lemma 6.11.
6.3. Stray eigenvalue – proof of Proposition 6.1. This section is devoted to the proof of
Proposition 6.1. Abbreviate L ..= {x .. αx > 2}, and for k > 0 define Bk ..=
⋃
x∈LBr+k+1(x).
Throughout this section, r satisfies the condition r  dlog logN from Proposition 6.1, and we assume
d 1.
Lemma 6.12. There exist a positive constant c such that for r, k  dlog logN we have |Bk| 6 Ne−cd
with high probability.
Proof. By Bennett’s inequality (see Lemma D.2 below) we have E|L| = NP(αx > 2) 6 Ne−dh(1),
where h was defined in (3.2). Hence, by Chebyshev’s inequality we have |L| 6 Ne−cd with high
probability, for some universal constant c > 0. Moreover, by Lemma E.3 we have maxxDx 6 C logN
with high probability. Thus we get, with high probability, |Bk| 6 Ne−cd(C logN)r+k, and the claim
follows by replacing c with c/2.
Define the restriction H̃ ..= H|Bc0 . Define also êk
..= |Bck|−1/21Bck . Note that, by locality of the
matrix H, we have H lêk = H̃ lêk for all l 6 k.
Lemma 6.13. We have ‖(H − EH)|Bc0‖ 6 4 with high probability.
Proof. Let Q ..= diag(αx .. x ∈ [N ]). Since ‖Q|Bc0‖ 6 2 by definition of B0, we deduce the claim by
choosing t = 2 in Proposition 6.7.
Corollary 6.14. For r  dlog logN , with high probability, H̃ has a unique eigenvalue ν̃ =
√
d+O(1),
and all other eigenvalues are bounded in absolute value by 4.
Proof. We observe that (EH +
√






d+O(e−cd), where the latter step holds with high probability by Lemma 6.12. The claim then
follows from Lemma 6.13, by eigenvalue interlacing of rank-one projections as well as first order
perturbation theory.
Define ẽk ..= H̃kêk and νk ..= 〈ẽk ,H̃ẽk〉〈ẽk ,ẽk〉 . In particular, ẽk is supported in B
c
0.
Lemma 6.15. Under the assumptions of Lemma 6.12, there is a constant C > 0 such that with
high probability we have





∥∥∥∥(H̃ − νk) ẽk‖ẽk‖




Proof. Use the notation H̃ũ = ν̃ũ for the normalized eigenvector ũ associated with ν̃, which is
supported in Bc0. We decompose êk =
√
1− η2 ũ + ηw̃, where w̃ is normalized and orthogonal to ũ.





use Lemma 6.12 to estimate |Mij | with high probability by e−cd/N if i, j ∈ Bck and by
√
d/N
otherwise. We then estimate the norm ‖M‖ by applying the Schur test to the entries Mij with
i, j ∈ Bck, and estimating the Hilbert-Schmidt norm of the remaining entries using Lemma 6.12.
This yields ‖M‖ 6 e−cd for some constant c > 0. With Lemma 6.13 we conclude ‖H̃ −
√
dêkê∗k‖ 6 5
with high probability. Perturbation theory for eigenvectors (see e.g. Lemma E.1) therefore yields
ũ = êk +O(d−1/2), from which we conclude η = O(d−1/4).
Next,
ẽk = H̃kêk =
√
1− η2ν̃kũ + ηH̃kw̃ =
√
1− η2ν̃kũ +O(η 4k) , (6.23)
where in the last step we used that on the orthogonal complement of ũ the matrix H̃ has norm
bounded by 4, by Corollary 6.14. We calculate
〈ẽk , ẽk〉 = (1− η2)ν̃2k +O(η242k) , 〈ẽk , H̃ ẽk〉 = (1− η2)ν̃2k+1 +O(η242k+1) ,
from which we obtain
















, from which we conclude that∥∥∥∥(H̃ − νk) ẽk‖ẽk‖
∥∥∥∥ = O( 4kdk/2−1/4
)
,
which concludes the proof.
To compute νk, for l 6 2k + 1 we define al ..= 〈e , H le〉 and ãl ..= 〈êk , H̃ lêk〉.
Lemma 6.16. Under the assumptions of Lemma 6.12 we have for any l 6 2k + 1 with high
probability |al − ãl| 6 (logN)le−cd for some positive constant c > 0.







Hx1x2 · · ·Hxl−1xl(1− 1x1∈Bk)(1− 1xl∈Bk) .




d) 6 logN with high
probability, by Lemma E.3, as well as Lemma 6.12.
We can replace al by its expectation using the following large deviation estimate, which is an
immediate consequence of [18, Lemma 6.5] (or more precisely from its proof).





Hence, it suffices to compute Eal, which is a combinatorial exercise. We summarise a result that
is sufficiently precise for our purposes. (The same method yields an asymptotic expansion in 1/d,
which we shall however not need here.)
Lemma 6.18. For fixed l > 4 we have
dl/2Eal = dl + (l − 1)dl−1 +




Proof. We write dl/2Eal =
∑
x0,...,xl
EAx0x1 · · ·Axl−1xl , and partition the sum according to the
coincidences of the vertices x0, . . . , xl. We use EAxy = dN (1 − δxy) and the independence of the
entries of A to evaluate each term. The term of order dl arises from the restriction that x0, . . . , xl be
all distinct. The term of order dl−1 arises from the restriction that xi−1 = xi+1 for 1 6 i 6 l− 1 and
all other vertices are distinct. The term of order dl−2 arises from the restriction that xi−1 = xi+1
and xj−1 = xj+1 for 1 6 i < j 6 l − 1, or xi−1 = xi+1 and xi−2 = xi+2 for 2 6 i 6 l − 2, and all
other vertices are distinct. All other terms are of order O(d−3).
Proof of Proposition 6.1. We consider the two regimes d > (logN)1/4 and d < (logN)1/4
separately. Let first d > (logN)1/4. We set q ..= ẽ6/‖ẽ6‖. Then, by construction, the support of
q is contained in Bc0. Moreover, since H̃q = Hq, from Lemma 6.15 we get ‖(H − ν6)q‖ . d−5/2.






= d1/2 + d−1/2 + d−3/2 +O(d−5/2)
with high probability, where we used that d > (logN)1/4. Finally, setting again k = 6 we have










= 1 +O(1/d) ,
with high probability, where the second step follows from Lemma 6.16 and a trivial modification of its
proof, and the last step follows from Lemmas 6.17 and 6.18. We conclude that ‖q − e‖ = O(d−1/2).
This concludes the proof in the regime d > (logN)1/4.
If d < (logN)1/4, we set q ..= e|Bc1/‖e|Bc1‖. By Lemma 6.12, ‖q − e‖ . e
−cd, and we estimate
with high probability, using the locality of H,∥∥(H − (d1/2 + d−1/2 + d−3/2))q∥∥ . d1/2 + ‖H|Bc0‖ . d1/2 + ‖(H − EH)|Bc0‖ . d1/2 ,
where in the last step we used Lemma 6.13.
6.4. Rough rigidity – proof of Proposition 6.4.
Proof of Proposition 6.4. We recall U =
{
x : 15a 6 αx
}
from (3.6) and set r ..= 2.
In the following proposition, we introduce the pruned graph Ĝ, a subgraph of G, with a number
of nice properties. The construction of Ĝ goes back to [6, Lemma 7.2]. In analogy with the notations
on G, we introduce the spheres Ŝi(x), the balls B̂i(x) and the number N̂y(x) of children of y (relative
to x) for x, y ∈ [N ], x 6= y defined through
Ŝi(x) ..= {z ∈ [N ] : d̂(x, z) = i}, B̂i(x) ..=
i⋃
j=0
Ŝj(x), N̂y(x) ..= |Ŝ1(y) ∩ Ŝd̂(x,y)+1(x)| ,








Proposition 6.19 (Pruned graph Ĝ). There are constants K > 0 and C ∈ N such that if
K log logN 6 d 6 (logN)3/4 then, with high probability, there exists a subgraph Ĝ of G, which has
the following properties.
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(i) The balls (B̂3(x))x∈U of radius 3 in the graph Ĝ are disjoint.
(ii) The induced subgraph Ĝ|
B̂3(x)
is a tree for each x ∈ U .
(iii) The maximal degree of G \ Ĝ is bounded by C. In particular,
|α̂x − αx| 6 Cd−1, |β̂x − βx| . d−1 .












(v) For all x ∈ U , we have ∑
y∈Ŝ1(x)
(N̂y(x)− dβ̂x)2 . (logN)2 .
Proof of Proposition 6.19. We set Ĝ ..= Gτ with τ = 15a, where the latter graph is introduced in
[6, Lemma 7.2]. Then properties (i), (ii) and (iii) follow directly from [6, Lemma 7.2 (i), (ii) and (vi)],
respectively, as we have τ  a, h((τ − 1)/2) & a and (E.1). In particular, |α̂x − αx| 6 Cd−1, which
implies the bound on |βx−β̂x| due to the definitions of βx and β̂x as well as |Ŝ2(x)−S2(x)| 6 C|S1(x)|.
This proves (iii).
The first bound in (iv) is a direct consequence of β̂x = βx +O(d−1) by (iii) and [6, Lemma 5.4
(i)]. Here, we used that |S1(x)| = Dx > ad5 &
logN
log logN > K
logN
d due to (E.1) and K log logN 6 d 6
(logN)3/4 for some large enough K as well as Dx . ad with high probability by Lemma E.3. By
(iii), we also have |Ŝ3(x) − S3(x)| 6 C|S2(x)|. Hence, arguing as above as well as using the first
estimate in (iv) and [6, Lemma 5.4 (i)] complete the proof of (iv).
For the proof of (v), we note that |N̂y(x)−Ny(x)| 6 C by (iii) as |N̂y(x)−Ny(x)| is bounded
by the maximal degree of G \ Ĝ. Since Ŝ1(x) ⊂ S1(x), N̂y(x) = Ny(x) +O(1) and β̂x = βx +O(d−1)
by (iii), we have∑
y∈Ŝ1(x)
(N̂y(x)− dβ̂x)2 6 2
∑
y∈S1(x)
(Ny(x)− dβx)2 +O(|Ŝ1(x)|) . (logN)2 .
Here, we also used that |Ŝ1(x)| . |S1(x)| . logN with high probability by Lemma E.3 and (E.1) as
well as∑
y∈S1(x)





. d logN logN
d
. (logN)2 ,
whose first step can be read off from the proof of [6, eq. (5.9c)], while the other steps follow from
|S1(x)| . logN and log d logNd due to d 6 (logN)3/4.























By Proposition 6.19 (i), the balls (B̂2(x))x∈U in Ĝ are disjoint. Therefore, the sets (supp w+(x)∪
supp w−(x))x∈U are disjoint. This shows (i).
Moreover, as 〈w+(x),w−(x)〉 = 0 for any x ∈ U , the family (wσ(x))x∈U ,σ∈{±} is orthonormal. Let
x ∈ U and σ ∈ {±}. Since Ŝi(x) ⊂ Si(x) by Proposition 6.19, we conclude that supp wσ(x) ⊂ B2(x).
For the proof of (6.8), we note that α̂x
α̂x+β̂x
= 1 +O(a−1/2) as β̂x . 1 by Proposition 6.19 (iv) and
α̂x & a by Proposition 6.19 (iii) and αx & a for x ∈ U . Therefore, (6.8) follows directly from the
definition of wσ(x) in (6.24). This proves (ii) in Proposition 6.4.
For the proof of (iii), in analogy with H, we denote by Ĥ the adjacency matrix of Ĝ divided by√
d.
Proposition 6.20. There is a constant K > 0 such that if K log logN 6 d 6 (logN)3/4 then,





for all normalized v ∈ span{wσ(x) : x ∈ U , σ ∈ {±}} on the high-probability event from Proposi-
tion 6.19. Here, the matrix Λ̂ is defined through Λ̂wσ(x) = σ
√
α̂x + β̂xwσ(x) for all x ∈ U and
σ ∈ {±}.
For the proof of (iii), we use αx & a, Proposition 6.19 (iii) and (iv) to obtain∣∣∣Λd(αx, βx)−√α̂x + β̂x∣∣∣ 6 |Λd(αx, βx)− Λ(αx, βx)|+ |Λ(αx, βx)−√αx + βx|+ d−1a−1/2 . a−1/2 .
Here, in the second step, the estimate on the first term is a consequence of Lemma A.5, whose
conditions are satisfied by Propsition 6.19 (iii) and (iv) as well as d 6 (logN)3/4 and (E.1). For the
second term, we used (A.4), αx & a and (E.2). This shows ‖D − Λ̂‖ . a−1/2. As ‖H − Ĥ‖ . d−1/2
by Proposition 6.19 (iii), the bound in (iii), thus, follows from Proposition 6.20. This completes the
proof of Proposition 6.4.
Proof of Proposition 6.20. To simplify the notation in this proof, we set λx ..=
√


















































































Thus, for x, y ∈ U and σ1, σ2 ∈ {±}, we get


















‖2 = |Ŝ3(x)| and B̂3(x) and B̂3(y) are disjoint by Proposition 6.19 (i) if x 6= y.
Therefore, for v = ∑x,σ ax,σwσ(x), we obtain
‖(Ĥ − Λ̂)v‖2 =
∑
x,y,σ1,σ2
















which implies Proposition 6.20 due to Proposition 6.19 (iii), (iv) and (v) as well as λ2x > α̂x & a and
α̂xd &
logN
log logN by d 6 (logN)3/4 (see the proof of Proposition 6.19).
7. Eigenvalue process at the edge – proof of Theorem 1.3
In this section we prove Theorem 1.3. Throughout, we denote by Pµ a Poisson random variable
with parameter µ > 0.
7.1. Decorrelation. In this subsection we prove a decorrelation result on the joint distribution
of the pairs (αx, βx). To state it, we introduce the d-dependent function
Q(v, w) ..= P
(





which one should think of as a discrete approximation of the tail distribution function of the standard
normal in the argument w, which is almost independent of v provided that dv  1.
Proposition 7.1 (Decorrelation). Suppose that 1 6 d 6 N1/12 and k 6 N1/12. Let v1, . . . , vk ∈ N





dαi = vi, d
√










P(Pd = vi) +N−k−1
)
.
Proof. By setting ui = dvi + wi
√














P(Pd = vi) +N−k−1
)
(7.2)
for any u1, . . . , uk ∈ N.
For V ⊂ [N ] we use the notation AV ..= (Axy .. x, y ∈ V ) and A(V ) ..= (Axy .. x ∈ V or y ∈ V ).
For ` > 1 we define Ξ` as the event that there is no geodesic in G of length ` connecting two distinct




1|S1(i)|=vi,|S2(i)|>ui 1Ξ` · · ·1Ξ1
]
, E` ..= E
[∏
i∈[k]




The strategy of the proof is to use a telescoping argument to analyseM0 in terms ofM` for ` > 1,
using the trivial splittingM` =M`+1 + E`+1 for each ` > 0.
To estimate E1, we condition on A[k] and decompose Ξc1 =
⊔
U{G|[k] = U}, where the union















For a given graph U we denote by l = |U| its number of edges and by li the degree of vertex i in
U, so that ∑i∈[k] li = 2l. Denoting by Bn,p the binomial random variable with parameters n, p, we


































































where the second step follows from Lemma D.1, the third step from Lemma D.4, and the last step


























In order to estimate E2, we set Ξ2,xy as the event that there is no geodesic of length 2 connecting
the vertices x 6= y. Hence, Ξ2 =
⋂


















































P(BN−3,d/N = vy − 1) .
d
N
P(Pd = vy − 1) .
vy
N
P(Pd = vy) ,












. N−1/2P(Pd = vy)P(Pd = vx) ,



















Next, we estimate E3. We condition on A([k]), note that Ξ1 and Ξ2 are A([k])-measurable, and
estimate















We estimate the right-hand side using
|S1(i)| 6 d+ Ck logN (7.8)
with probability at least 1 − N−k−2 for some universal constant C, as follows from Lemma D.2.









































where we used that the family (|S2(i)|)i∈[k] is independent conditioned on A([k]) and AS1([k]), on the
event Ξ3 ∩ Ξ2 ∩ Ξ1.




j∈[k]\{i}(|S1(j)| + 1). Using (7.8) to estimate Bi 6 N1/5 with probability at least












Here we estimated the error terms of (D.1) using n = |S1(i)|(N − Bi) > N , since vi > 2 by


















Next, we remove the indicator functions 1Ξ1 ,1Ξ2 ,1Ξ3 in M3. The indicator function 1Ξ3 is
removed exactly as in (7.7) and (7.9), and the resulting error term is bounded by the right-hand
side of (7.9). The indicator function 1Ξ2 is removed exactly as in (7.5), and the resulting error term
is bounded by the right-hand side of (7.6). Since (|S1(i)|)i∈[k] is independent conditioned on Ξ1, we












∣∣Ξ1))P(Ξ1)(1 +O(N−1/3))+ (RHS of (7.4), (7.6), (7.9)) .
On Ξ1 we have |S1(i)|
d= BN−k+1,d/N , and P(Ξ1) = 1 +O(dk2/N). Invoking Lemmas D.1 and D.4
and recalling the estimates (7.4), (7.6), and (7.9), we conclude the proof of (7.2).
7.2. Convergence of the point process – proof of Theorem 1.3. Throughout this subsection
we make the following assumptions. We choose γ ∈ (0, 1/6) and a small enough constant ε > 0, and
assume that
d > (log logN)
1
1−6γ−2ε , u− 2 > d
6γ−1
10 +ε . (7.10)
Moreover, we assume (3.10) for some large enough constant K∗. Finally, we suppose that K satisfies
C 6 K 6 d
1
2−3γ−ε
((u− 2)5 ∧ 1)√
log u (7.11)
for some large enough universal constant C > 1 (see the remark after (1.7)).










g(t) dt . (7.12)
We shall use the following simple upper bound on κ defined in (1.7).










u〈du〉+`G(θ(u)(`− n)) > u
n−1
2 .
We deduce that if n > 1 + log dlog u then ρ(Esn) > d/2, and hence κ 6 −sn (using that K 6 d/2). Using
θ(u) 
√

















log a − a + u ,
with c∗ 6 1 as in (3.4). Using Lemma E.2, it is not hard to see that for large enough K∗ the
condition (3.10) implies q > log dd . Hence, by Lemma E.3, with high probability we have
W = {x .. |αx − u| 6 q} , q 6 d2γ−1 . (7.14)







θ(u)(dαx − du) + d
√
αx(βx − 1) if |αx − u| 6 q
−∞ otherwise .
(7.15)
Here −∞ acts as a graveyard state for those points which are outside the range of interest.
Recall the stray eigenvalue ν from Corollary 3.3. Its rescaled version is denoted by
ν̃ ..= dτ(u)(ν − σ(u)) . (7.16)







(u− 2)5 . (7.17)
Lemma 7.3. Suppose that the assumptions of Corollary 3.3 hold. Then with high probability, for
all s > −κ we have
Σ(Es+η) 6 Φ(Es)− δν̃(Es) 6 Σ(Es−η) .











if |αx − u| 6 q
−∞ otherwise .
(7.18)
We now compare Φ− δν̃ and Σ̃. Note first that we have











where the right-hand side is the error bound on εx in Corollary 3.3 multiplied by dτ(u). Hence, by
Corollary 3.3 and Lemma 7.2, with high probability, for all s > −κ we have
Σ̃(Es+η/2) 6 Φ(Es)− δν̃(Es) 6 Σ̃(Es−η/2) . (7.20)
Next, we compare Σ̃ and Σ. We expand Λd(α, β) using Corollary A.3. We use that with high
probability, for all x ∈ W we have




where the first estimate follows from (7.14) and the second from Corollary 4.7 with δ = d2γ−1. Thus,
abbreviating α = αx and β = βx for x ∈ W, we find that the assumptions of Corollary A.3 are
satisfied by (3.3) and (7.21), so that applying (A.10) with σ(u) = Λd(u, 1) (see (2.3)) yields























ud2  η, we conclude
Σ(Es+η/2) 6 Σ̃(Es) 6 Σ(Es−η/2) , (7.23)
and the claim follows together with (7.20).
By Lemma 7.3, to analyse Φ − δν̃ it suffices to analyse Σ. Indeed, denoting by Ω the high-

































{Φ(Esi)− δν̃(Esi) 6 ki}
)































v, s− θ(u)(v − du)
)
, (7.26)
where we recall the definition (7.1). The measure ρ̃ approximates ρ in the following sense.










for some small enough constant c > 0.
Proof. For |v − du| 6 dq we have, by (1.2),














where the second step follows from a Taylor expansion of order one f around u, using that q 6 d2γ−1
by (7.14). Next, setting µ = dv  d2u for |v − du| 6 dq, we find from Lemmas D.2 and D.5, for any
0 6 ξ 6 1/6,
Q(v, w) =
{
G(w)(1 +O(µ3ξ−1/2)) if w 6 µξ
O(e−(w2∧µ)/3) otherwise .
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+O(e−cd2γuγ ) , (7.28)
where the error term arises by estimating G(w) and Q(v, w) for w = s− θ(u)(v − du) > µξ using
w2 ∧ µ > µγ > (d2u)γ/4 combined with∑
v∈N
1|v−du|6dq u
du−v e−(d2u)γ/12 . d exp
(











after choosing c∗ in (3.4) small enough.
What remains is to remove the condition |v − du| 6 dq in (7.28). The contribution of the terms
v − du > dq is easy to estimate by O(u−dq) = O(e−cd2γ ), where we used (E.1). The contribution of
the terms v − du < −dq is estimated by∑
v∈Z
1du−v>dq u
du−v G(s+ θ(u)(du− v)) . (7.29)
From (E.1), θ(u) 
√
u, and (7.13), we conclude that 2κ 6 θ(u)2 dq. Hence, for du− v > dq we have
















for some constant c > 0. This concludes the proof.
Note that, by (7.17), (7.11), and Corollary C.2, ρ(E−κ−η) 6 2K. Using Lemma 7.4 we therefore
deduce that
ρ̃(E−κ−η) 6 3K , (7.30)
since K > 1.
Next, we show that the joint law of the variables (Zx) factorizes asymptotically. Recall the
definition of Zx from (7.15).
Lemma 7.5. If ` 6 c logN





























dαi = vi, d
√







1|v−du|6dq P(Pd = v)Q
(




N−1/3P(Pd > du− dq)` + (2dq)`N−`−1
)
.
Using that P(Pd > v) 6 CP(Pd = v) for v > 32d, the estimate (1.2), and a Taylor expansion of f
around u (see (7.27)), we deduce that
NP(Pd > du− dq) . udq 6 ed
2γ
,
where in the last step we used (E.1). The claim now easily follows from the assumption on `.
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For the next result, we recall the definition of the `-point correlation measure qΣ of a point
process Σ, given in (B.1) below; see also (B.2). We show that the `-point correlation measure
factorizes asymptotically, which will imply Poisson statistics.
Lemma 7.6. Let ` 6 c logN
d2γ , for some small enough constant c > 0. For all i ∈ [`], let Ii = [ai, bi)
with −κ− η 6 ai < bi. Then









Proof. By (B.2) we have qΣ(I1 × · · · × I`) = N(N − 1) · · · (N − `+ 1)P(Z1 ∈ I1, . . . , Z` ∈ I`), and
the right-hand side can be calculated using
N `P(Z1 ∈ I1, . . . , Z` ∈ I`) =
∑
U⊂[`]
(−1)|U |N ` P
(⋂
i∈U


















ρ̃([ai, bi)) +O(N−1/4) ,
where in the second step we used Lemma 7.5.
Lemma 7.7. Suppose that n ∈ N∗ satisfies n  logNKd2γ . Let I1, . . . , In be disjoint intervals of the











+ E(k1, . . . , kn) ,
where the error term satisfies, for some small enough c > 0,∑
k1,...,kn∈N
|E(k1, . . . , kn)| . e−c
logN
d2γ . (7.31)
Proof. Choose m ..= c logN
d2γ for some constant c > 0, which will be chosen small enough in the
following. Suppose first that ∑i ki 6 m. Then we get from Lemma B.1 that P(⋂i∈[n]{Σ(Ii) =
ki
})
= A0 + E0, where
A0 ..=
1











`1! · · · `n!
qΣ(Ik1+`11 × · · · × Ikn+`nn ) ,
|E0| .
1








`1! · · · `n!
qΣ(Ik1+`11 × · · · × Ikn+`nn ) .
Using Lemma 7.6 with ` = k1 + `1 + . . . + kn + `n 6 2m (after choosing c in the definition of m






































By (7.11), we find that 1∑
i
ki6m
































by the multinomial theorem and (7.30). By (7.11) we have m > 3e2nK, and hence ∑`>m+1 (3nK)``! 6
e−m by Stirling’s approximation, and thus it is easy to see that 1∑
i
ki6m
|E2| satisfies (7.31). The
error term E0 is estimated in exactly the same way. This concludes the proof in the case
∑
i ki 6 m.
























X> = 1−X6 = 1− Y6 +O(e−c
logN
d2γ ) = Y> +O(e−c
logN
d2γ ) = O(e−c
logN
d2γ ) ,
where the second step follows from the previous argument, and the last step is an elementary exercise
using the assumption (7.11), the definition (1.7), and the assumption on Ii. This concludes the
proof.
From now on we fix n, in which case under the condition (7.11) the assumptions of Lemma 7.7
are satisfied. Let Ψ̃ be the Poisson process with intensity ρ̃ from (7.26). For any t1 > t2 > · · · >

















Ψ̃([ti, ti−1)) = ri − ri−1
})





+ E(r1, . . . , rn) ,
where ∑r1,...,rn∈N|E(r1, . . . , rn)|  1. Recalling (7.25), we deduce, for any t1, . . . , tn > −κ− η and











+ o(1) . (7.32)
Next, we use the comparison results from (7.24) and Lemma 7.4, as well as the Lipschitz
continuity of ρ from Lemma C.1 to deduce the following result.












uniformly for k1, . . . , kn ∈ N, s1, . . . , sn > −κ, and t1, . . . , tn satisfying |ti − si| 6 η.
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Proof. A simple exercise on Poisson processes shows that it suffices to establish ρ̃(Eti) = ρ(Esi) +
o(1). To that end, we use the assumption (7.11), the estimate (7.30), and Lemma 7.4 to show
that ρ̃(Eti) = ρ(Eti) + o(1). Moreover, (7.11) implies η  1K√log u , so that Lemma C.1 yields
ρ(Eti) = ρ(Esi) + o(1). This concludes the proof.
Proof of Theorem 1.3. We now have everything needed to prove Theorem 1.3. We need to verify
that the assumptions (1.8) and the choice (1.9) imply the conditions (7.10) and (7.11), as well as






Suppose first that d >
√
logN . By (3.12), we have u − 2 & d−ξ. If ξ is small enough, we can
choose γ > 0 small enough and then ε > 0 small enough such that ξ = 13γ − ε, and (3.3), (3.10),
and (7.10) hold. Moreover, by Lemma E.2 we deduce
√





((u− 2)5 ∧ 1)√









logN , we choose γ = 12ζ +ε for small enough ε > 0 depending on ζ. Using Lemma E.2,
we then easily deduce from (1.8) that (3.3), (3.10), and (7.10) hold. Moreover, by Lemma E.2 we




((u− 2)5 ∧ 1)√

















provided that ε is chosen small enough. This verifies that (7.11) holds with the choice (1.9).
The proof now follows by putting (7.24), (7.32), and Lemma 7.8 together.
8. Eigenvector localization – proof of Theorem 1.7
An important ingredient in the proof of Theorem 1.7 is the following estimate on the level spacing
of the process Σ, defined in (7.15). Moreover, we recall the definition of η from (7.17).
Lemma 8.1 (Level spacing for Σ). Suppose (7.10) and (7.11), and let κ be given by (1.7). Under
the assumptions of Corollary 3.3, for any a ∈ R we have
P(∃x 6= y .. Zx, Zy > −κ, |Zx − Zy| 6 η) .
√
log uK2 η + o(1) (8.1)
P(∃x .. Zx > −κ, |Zx − a| 6 η) .
√
log uK η + o(1) . (8.2)
Proof. We only prove (8.1); the proof of (8.2) is similar, in fact easier. By Lemma E.3, the second
estimate of (7.21), and the estimate θ(u) 
√
u, we find that, with high probability, Zx 6
√
u d2γ
for all x. Thus,
P(∃x 6= y .. Zx, Zy > −κ, |Zx − Zy| 6 η) 6 P(∃x 6= y .. Zx, Zy ∈ [−κ,
√




P(Zx, Zy ∈ [−κ,
√
u d2γ ], |Zx − Zy| 6 η) + o(1)
= qΣ,2
({
(s, t) .. s, t ∈ [−κ,
√




where we used the two-point correlation measure qΣ,2 of Σ defined in (B.1) below. By covering the
set in the argument of qΣ,2 with squares of the form [u− η, u+ η]2, we find














ρ([u− η, u+ η])2 +O(e−cd2γ +N−1/4)
)
+ o(1) ,
where in the second step we used Lemmas 7.6 and 7.4. By Lemma 7.2, the sum over u has
O(
√
u d2γ/η) terms. Moreover, by Lemma C.1, Corollary C.2, and the definition (7.17) of η, we find
that ρ([−κ−η,∞)) 6 2K, and the density of ρ in the interval [−κ−η,∞) is bounded by C
√
log uK.
Using the assumption d2γ  log logN and the estimate u 6 logN from Lemma E.2, we therefore
conclude that







u d2γ ]ρ([u− η, u+ η]) + o(1) ,
from which the claim follows.
From now on we assume that, instead of (7.11), K satisfies the stronger condition
C 6 K2 6 d
1
2−3γ−ε
((u− 2)5 ∧ 1)√
log u , (8.3)
obtained by replacing K with K2 in (7.11). Under (8.3), the right-hand sides of (8.1) and (8.2) are
o(1).
We conclude that under the condition (8.3), with high probability, all points of the process Σ in
the region [−κ,∞) are separated by at least η. By invoking Lemma 7.3 and (7.23) with a smaller
ε > 0, we conclude the following result.
Lemma 8.2. With high probability, each interval of the form
[Zx − η/4, Zx + η/4] , Zx > −κ (8.4)
contains exactly one point of Σ̃ (see (7.18)) and exactly one point of Φ− δν̃ (see (7.16)). Moreover,
the complement of the intervals (8.4) in the region [−κ,∞) contains no point of Σ̃ and no point of
Φ− δν̃ .
We also have to ensure that with high probability the (rescaled) stray eigenvalue ν̃ is outside of
the intervals (8.4). To that end, we observe that if d 6 (logN)1/2−γ then ν̃ /∈ [−κ − η,∞). This
follows from the definitions of τ(u) and σ(u) from (1.4), Lemma E.2, and Lemma 7.2. On the other
hand, if d > (logN)1/2−γ then by Corollary 3.3, with a ..= dτ(u)(d1/2 + d−1/2 + d−3/2 − σ(u)), we
have with high probability |ν̃ − a| . dτ(u)d−5/2  η, where we also used Lemmas E.2 and 7.2. By
Lemma 8.1, we therefore conclude the following result.
Lemma 8.3. With high probability, ν̃ is not contained in any of the intervals (8.4).
Proof of Theorem 1.7. We may now conclude the proof of Theorem 1.7 using Proposition 3.1
and the perturbation result from Lemma E.1. We work on the intersection of the high-probability
events from Proposition 3.1 and Lemmas 8.1 and 8.2. Let λ 6= ν be an eigenvalue of H satisfying
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λ̃ ..= dτ(u)(λ − σ(u)) > −κ. Let x be the unique vertex such that λ̃ ∈ [Zx − η/4, Zx + η/4] (see
Lemma 8.2). Let v ..= w+(x), defined in Proposition 5.1, and let λ′ ..= Λd(αx, βx) + εx,+ in the
notation of Proposition 3.1.
Then, recalling the construction of the orthogonal matrix U in (3.8) from the proof of Proposition
3.1 in Section 6.1 we find ‖(H−λ′)v‖ 6 ‖EW‖ . (du)−10, by Proposition 3.1. Moreover, by Lemmas
8.2 and 8.3, λ ∈ [λ′ −∆, λ′ + ∆] with ∆ ..= dτ(u)η/4, and there is no other eigenvalue of H in the
same interval. Denoting by w the eigenvector associated with λ, we deduce from Lemma E.1 that
‖w− v‖ . (du)−8.
What remains is to bound ‖v|Bi(x)c‖. Since supp v ⊂ BrW (x) by Proposition 5.1, we conclude










(1− q)2 , q =
2 +O(d−1/3)
σ(u) ,
where Q is the orthogonal projection onto the coordinates in BrW (x). Here, in the second step, we
used that ‖QH(x,r)Q‖ 6 2(1 +dγ−1/2)1/2 6 2 +O(d−1/3) by (4.16) with δ = d2γ−1 and γ 6 1/6, and
µ = σ(u) +O(d−1/3). For the proof of the latter expansion, we note that µ = Λd(αx, βx) +O(d−1/3)
if ξ is sufficiently small by (5.6), (5.5) and (3.12). Moreover, Λd(αx, βx) = σ(u) + O(d−2/3/
√
u)
follows from using (7.21), which is applicable due to Zx > −κ, in (7.22) and γ 6 1/6.
Proof of Remark 1.8. Using the notation of Proposition 5.1, we choose r = rW and w(x) ..=
w+(x). From the proof of Theorem 1.7, we recall that ‖w−w(x)‖ 6 (du)−8, which proves the first
part of Remark 1.8.
Let v(x) be as in Proposition 4.6. With δ = d2γ−1, we use (4.14a) and (4.17) to check the






u by (3.12). Moreover,

















where (ui(x))i are as in Remark 1.8 and we used that Λd(αx, βx) = σ(u) +O(d−2/3/
√
u) (see the
proof of Theorem 1.7), βx = 1 +O(dγ−1u−1/2) by Corollary 4.7 with δ = d2γ−1 and d = 1 + d−1 by
definition. As γ 6 1/6, this completes the proof of Remark 1.8.
9. Local graph structure around large degree vertices
In this section we prove the properties of the local graph structure around vertices of large degree,
as stated in Propositions 4.4 and 5.3.
9.1. Proof of Proposition 4.4. We shall now prove Proposition 4.4 and use that, by Bennett’s
inequality (see Lemma D.2 below),
P
(
|Dx − d| > ad
)
6 2 exp(−dh(a)) (9.1)
for any x ∈ [N ] and for any a > 0, where h is defined as in (3.2) We recall from (7.8) that if
d 6 3 logN then for each ν > 0 there is C > 0 such that
P
(
Dx > C logN
)
6 CN−ν . (9.2)
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Proof of Proposition 4.4. Before going into the proof, we first establish that
P(Dx > αd) 6 2e−dh(α−1) 6
2
N
e(a−α)d log a (9.3)
for any α > 1. The bound (9.3) follows from (9.1) and, for the second step, from
dh(α− 1) > dh(a− 1) + (α− a)d log a = logN + (α− a)d log a (9.4)
for all α > 1, which is a consequence of the convexity of h, h′(α− 1) = logα and the definition of a
in (3.1).
We now show separately that each of the five events defined by parts (1) – (5) occurs with high
probability. We denote the event from (1) by Ξ1 and, to estimate its probability, remark that
Ξc1 =
{
∃x 6= y ∈ [N ] such that αx, αy > τ, y ∈ B2r(x)
}
with τ = a− c∗δ/ log a for some sufficiently small c∗ > 0. We follow the proof of [6, Lemma 7.3],


















Therefore, by choosing n = 10 and τ as above in (9.5), we obtain P(Ξc1) = N−ε with ε > 0 small
enough from (9.4) with α = τ − (n+ 1)/d since r 6 c∗d/ log logN for some sufficiently small c∗ > 0
and d 6 3 logN . Note that α > 1 since τ > 1 + c by (4.6).
For any x ∈ [N ], we introduce the x-dependent events
Ξ2(x) ..= {G|Br(x) is a tree },
Ξ3(x) ..=
{∣∣∣∣ |Si+1(x)|d|Si(x)| − 1
∣∣∣∣ . ( δ|Si(x)|
)1/2
and
∣∣∣∣ |Si(x)|Dxdi−1 − 1
∣∣∣∣ . ( δDx
)1/2
















for all i ∈ [r]
}
.








∣∣ S1(x))1x∈Vδ1Dx6C logN . e−cdδ(dr−1 logN + r2 + r log logN) + 1N (C logN)2r+3
(9.6b)
for all j = 2, 3, 4 and for any fixed x ∈ [N ]. From (9.6a) and (9.6b) we conclude
P
(










∣∣ S1(x))1x∈Vδ1Dx6C logN]+ ∑
x∈[N ]




eC(r+3) log logN + Celog logNer log de−cdδ
)
+N−2 . (9.7)
Here, the second term was estimated via (9.2). For the first term, we used (9.6a) together with
Dx 6 C logN . Then, we used P(x ∈ Vδ) 6 2N ec∗dδ, a consequence of (9.3) with α = a− c∗δ/(log a)
(see the definition of Vδ in (4.4)). Note that α > 1 by (4.6).
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Proposition 4.4 follows from (9.7) provided c∗ is chosen sufficiently small and K in (4.8) is chosen
sufficiently large since r log logN 6 c∗d 6 c∗3 logN and r log d 6 c∗δd.
Therefore, what remains is proving (9.6a) and (9.6b). To that end, we fix x ∈ [N ]. For controlling
P(Ξ2(x)c|S1(x)), we introduce the nonnegative, integer-valued function tr(x) ..= |E(G|Br(x))| −





∣∣ S1(x)) = P(tr(x) > 1 ∣∣ S1(x)) 6 1
N
(C(d+Dx))2r+1(2r)2 .
This proves (9.6a) for j = 2 due to the conditions Dx . logN , d 6 3 logN and r 6 c logN/ log logN
for a small enough c > 0.
To prove (9.6a) for j = 3, we shall use the auxiliary bound
P
(∣∣∣∣ |Si+1(x)|d|Si(x)| − 1
∣∣∣∣ > ε+ CEi ∣∣∣∣ Bi(x)) 6 2 exp (− cd|Si(x)|ε2) , Ei ..= d|Si(x)|N + 1√N , (9.8)
which holds for any ε ∈ [0, 1] if |Bi(x)| 6
√
N . The estimate (9.8) is proved in [6, eq. (5.17)].
Choosing ε = δ1/2|Si(x)|−1/2 in (9.8), following the induction arguments for the proofs of [6,
eq. (5.12a)] and [6, eq. (5.12b)] and performing a union bound over i = 1, . . . , r yield





Here, we used that δ/Dx 6 1/C for any constant C > 0 since Dx & da for x ∈ Vδ by (4.6),
dδ 6 C logN and d > K log logN . This shows (9.6a) for j = 3.





∣∣Bk(x)) 6 2|Sk(x)|e−cdδ, Ξ4,k(x) ..= {∃y ∈ Sk(x) : |Dy − d| > δ1/2d} ,
if |Bk(x)| 6
√
N . Hence, since 1|Sk|.Dxdk−1 is Bk-measurable, {|Sk| . Dxd














r−1e−cdδ + r2e−cdδ . (9.10)
This completes the proof of (9.6a) in the remaining case j = 4.
We now estimate P
(
Ξ5(x)c











)2 + (E[Ny|Bi]− d)2) . ∑
y∈Si
E2y + |Si| . (9.11)
Here, we used that |d−E[Ny|Bi]| 6 d|Bi|/N 6 C on Ξ3(x) and set Ey ..= Ny −E[Ny|Bi] to simplify
the notation in the following.
Using the lower bound on δ in (4.8), we see that E2y . δd2 on Ξ2(x) ∩ Ξ4(x) as Ny = Dy − 1 on








where we introduced Ni,k ..= {y ∈ Si : d2ek < E2y 6 d2ek+1}.





6 e|Si| to it and obtain that there is a constant
c > 0 such that
P
(
|{y ∈ Si : E2y > s2d2}| > `
∣∣Bi) 6 exp (|Si| − cd`(s ∧ s2))




We introduce the event Ξ̃5(x) ..= {|Ni,k| 6 `i,k for all i ∈ [r], k ∈ Z with |k| . log logN} and
conclude
P(Ξ̃5(x)c|S1(x)) . r log logNe−cdδ . (9.12)
Thus, on Ξ̃5(x) ∩ Ξ2(x) ∩ Ξ4(x), we have that
∑
y∈Si
E2y . d|Si|+ d(|Si|+ dδ)
( dlog δe∑
k=0
ek/2 + log d
)





for all i ∈ [r]. Hence, owing to (9.11), we conclude Ξ5(x) ⊃ Ξ̃5(x)∩Ξ2(x)∩Ξ3(x)∩Ξ4(x) and (9.12)
as well as (9.6a) for j = 2, 3, 4 yields (9.6b), completing the proof of Proposition 4.4.
9.2. Proof of Proposition 5.3.
Proof of Proposition 5.3. We shall show separately for each subevent introduced in (1) – (6) of
Proposition 5.3 separately that it holds with probability 1− o(1).
We haveW = Vδ if we choose δ = d2γ−1 in the definition of Vδ in (4.4). With this choice of δ, the
conditions in (4.8) are met since K log logN 6 d2γ 6 d 6 3 logN as γ 6 1/2. Therefore, the events
(1) – (4) hold with probability 1− o(1) by choosing c∗ sufficiently small, applying Proposition 4.4
and noting that (4.9) with δ = d2γ−1 in Proposition 4.4 is satisfied due to (5.8).
To simplify the notation, we fix x ∈ [N ] and introduce the x-dependent events
Ω2(x) ..=
{




{∣∣∣∣ |Sk+1(x)|d|Sk(x)| − 1




















for all k ∈ [r]
}
.
(These events should be compared to Ξ2(x), Ξ3(x) and Ξ4(x) from the proof of Proposition 4.4.)












∣∣S1(x))1x∈W1Dx.logN . reCe−cd2γDxdre−cd2γ + rN (C logN)2r+3 + re−cd2γ (dr−1 logN + r2)
(9.13c)
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for j = 2, . . . , 4.
Given (9.13), arguing as in (9.7) completes the proof of Proposition 5.3 since, for sufficiently
small c∗ > 0 and sufficiently large K > 0, we have NP(x ∈ W) 6 2ec∗d
2γ by (9.3) with α =





re−cd2γdr logN = o(1), rec∗d2γe−cd2γ = o(1) .
Here, for the first expression, we used r 6 c∗d2γ/ log d and d2γ > K log logN → ∞. For the
second expression, we chose c∗ sufficiently small and used r 6 c∗d/(log logN) as well as d2γ >
K log logN →∞.
Therefore, what remains is proving (9.13). The estimate (9.13a) follows from (9.6a) in the proof
of Proposition 4.4 with δ = d2γ−1 and j = 2, 3 or 4, respectively. Here, we used that Dy = Ny(x) + 1
on Ω2(x).
We now show (9.13b). We start by introducing the vertex sets S(k)z (x) = Sk(z) ∩ Sk+d(z,x)(x) if











for all z ∈ Br(x), k ∈ [r] such that Sk+1(z) ⊂ Br(x)
}
.
Note that |S(k)z (x)| = N (k)z (x) with the definition of N (k)z (x) in (5.7).




(C logN)2r+3 + re−cd2γ
(
dr−1 logN + r2
)
. (9.14)
The estimate (9.13b) follows directly from (9.13a) for j = 2, 4, (9.14), and the inclusion
Ω5(x) ⊃ Ω2(x) ∩ Ω̃3(x) ∩ Ω4(x) . (9.15)
For the proof of (9.15), let z ∈ Br(x) and k ∈ [r] such that Sk(z) ⊂ Br(x). Then we have∑
y∈S(k)z (x)
(Ny(x)− d) = |S(k+1)z (x)| − d|S(k)z (x)| (9.16)
on Ω2(x) as G|Br(x) is a tree on Ω2(x). Therefore, on Ω2(x) ∩ Ω̃3(x) ∩ Ω4(x), the bounds∣∣∣∣ ∑
y∈S(k)z (x)
(Ny(x)− d)
∣∣∣∣ 6 d|S(k)z (x)|∣∣∣∣ |S(k+1)z (x)|
d|S(k)z (x)|
− 1
∣∣∣∣ . d1/2+γ |S(k)z (x)|1/2 . d(k+1)/2+γ
hold as Dz = Nz(x) + 1 ∈ [d/2, 2d] on Ω2(x) ∩ Ω4(x) and γ < 1/2. Hence, we have proved (9.15)
and, thus, (9.13b) assuming (9.14).





∣∣∣∣ > ε+CEk ∣∣∣∣ Bk+d(x,z)(x)) 6 2 exp (−cd|S(k)z (x)|ε2), Ek ..= d|S(k)z (x)|N + 1√N
(9.17)
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for any ε ∈ [0, 1] if |Bk+d(x,z)(x)| 6
√
N . The estimate (9.17) is proved completely analogously
to [6, Eq. (5.17)].
Choosing ε = d−1/2+γ |S(k)z (x)|−1/2 in (9.17) and following the induction arguments for the proofs





∣∣∣∣ > ε+ CEk ∣∣∣∣ Bk+d(x,z)(x))1Dz&d 6 e−cd2γ .
Note that Dz & d implies that d−1/2+γ/D1/2z = o(1) since γ < 1/2.





∣∣Bj(x)) 6 r|Sj(x)|e−cd2γ + P({Dz . d for all z ∈ Sj(x)}c∣∣Bj(x))





∣∣∣∣ . d−1/2+γ|S(k)z (x)|1/2 for all z ∈ Sj(x), k ∈ [r − j]
}
.















∣∣S1(x))+ P(Ω2(x)c∣∣S1(x))+ P(Ω4(x)c∣∣S1(x)) .
Here, we used that by iterating the first bound in the definition of Ω̃3(x), we directly obtain the
expansion of |S(k)z (x)| stated in the definition of Ω̃3(x) since Dz & d on Ω2(x)∩Ω4(x). This completes
the proof of (9.14) due to (9.13a) and, thus, the one of (9.13b).






∣∣∣∣ . |Sk|d1+γD−1/2x for all k ∈ [r]} .
Here and in the following, we write Sk = Sk(x) and Bk = Bk(x). Since |Sk| = Dxdk−1(1 +
O(d−1/2+γD−1/2x )) on Ω3(x), we have Ω6(x) ⊃ Ω̃6(x) ∩ Ω3(x). Therefore, P(Ω6(x)c|S1(x)) 6
P(Ω̃6(x)c|S1(x)) + P(Ω3(x)c|S1(x)) and it suffices to show that P(Ω̃6(x)c|S1(x)) is bounded by the
right-hand side of (9.13c) due to (9.13a) for j = 4.









for all t ∈ [0, c|Sk|d1−2γ ].
We choose t = c|Sk|d1+γD−1/2x on the event Dx & d6γ in (9.18), use that 1Dx.|Sk|.Dxdk−1 is


























Since Dx & d on {x ∈ W} by (4.6) with δ = d2γ−1, we have {Dx & d6γ} ⊃ {x ∈ W} as γ 6 1/6.
Hence, owing to (9.13a) for j = 3, we have proved (9.13c) provided that (9.18) holds.





∣∣∣∣ > t∣∣∣∣Bk) 6 P(∣∣∣∣ ∑
y∈Sk
Xy1Xy6d1+2γ
∣∣∣∣ > t∣∣∣∣Bk)+ P(∃y ∈ Sk : Xy > d1+2γ∣∣∣∣Bk) . (9.19)
Next, we shall use the following lemma whose proof is deferred to Section 9.3.
Lemma 9.1. Let x ∈ [N ] and Xy ..= (Ny(x)− d)2 − d for any x ∈ [N ] \ {y}. The following holds.
(i) For any γ ∈ (0, 1/2), there is C > 0 such that, for any α ∈ [−d−1−2γ , d−1−2γ ], we have
E[exp(αXy1Xy6d1+2γ )|Bk(x)] 6 exp(Cα




(ii) For any k, the random variables (Xy)y∈Sk(x) are i.i.d. conditioned on Bk(x).
(iii) For any γ ∈ (0, 1/2), there are c > 0 and C > 0 such that P(Xy > d1+2γ |Bk(x)) 6 Ce−cd
2γ .
From Lemma 9.1 (iii) and a union bound, we directly conclude that the second term on the
right-hand side of (9.19) is bounded by the second term on the right-hand side of (9.18).



























































Here, we used Lemma 9.1 (ii) and (i) in the third step. In the fourth step, we pulled out eCα2d2 from
the parenthesis, used 1 + x 6 ex and the upper bound on α. The last step follows from minimizing
in α and the upper bound t 6 c|Sk|d1−2γ imposed after (9.18). This completes the proof of (9.18)
and, thus, the one of Proposition 5.3.
9.3. Proof of Lemma 9.1. We shall now prove Lemma 9.1. To that end, we record the following
auxiliary bound. Let Pλ have distribution Poisson(λ). For any a > 0, we have
P
(
Pλ > λ(1 + a)
)
6 exp(−λh(a)) 6 exp(−cλa2) , (9.21)
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where the last step holds only if a ∈ (0, 1]. Here, h is defined as in (3.2) and c > 0 is a constant.
The bound (9.21) follows from an exponential Chebyshev’s inequality and minimizing the resulting
upper bound. Similarly, we get
P
(











for all a ∈ [0, 1/2] and some c > 0.
Proof of Lemma 9.1. For the proof of (i), we fix y and write X instead of Xy. For all t ∈ [−1, 1]




∣∣Bk(x)] 6 1 + αE[X1X6d1+2γ ∣∣Bk(x)]+ 2α2E[X21X6d1+2γ ∣∣Bk(x)] (9.23)
We shall show below that there are constants C > 0 and c > 0 such that∣∣E[X1X6d1+2γ ∣∣Bk(x)]∣∣ 6 Cd2e−cd2γ , E[X21X6d1+2γ ∣∣Bk(x)] 6 Cd2 . (9.24)
Assuming these two estimates, (9.23) and 1 + t 6 et for all t ∈ R directly yield (9.20).
In the following we shall approximate the distribution of Ny(x) conditioned on Bk(x) by
Poisson(λ). Since Ny(x) has law Binom(N − |Bk(x)|, d/N) conditioned on Bk(x), we choose
λ = d(1− |Bk(x)|/N). Note that λ 6 d 6 λ(1 +O(N−1/2)) since |Bk(x)| 6
√
N .
Let Pλ be a random variable with distribution Poisson(λ). We set Y ..= (Pλ − d)2 − d. Since
d1+2γ 6
√
N − |Bk(x)| by |Bk(x)| 6
√























Here, in the second step, we used λ 6 d, |Bk(x)| 6
√








due to E[Pλ|Bk(x)] = λ and E[P2λ|Bk(x)] = λ(λ+ 1).
Introducing l± ..= d±
√













((l − d)2 − d)e
−λλl
l! .
Since λ 6 d 6 λ(1 + o(1)) and l+ > λ+ d1/2+γ , we have
∞∑
l=l+












Pλ > λ+ λ1/2+γ − 2
∣∣Bk(x)) 6 2d2e−cd2γ ,
where we used (9.21) in the last step. Similarly, using (9.22), we get
l−∑
l=0
((l − d)2 − d)e
−λλl
l! 6 d
2P(Pλ 6 d− d1/2+γ
∣∣Bk(x)) 6 d2e−cd2γ .
Combining these estimates yields the first bound in (9.24).
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In the second step, we dropped the indicator function and replaced d in the definition of Y by λ.
Finally, we used E[((Pλ − λ)2 − λ)2|Bk(x)] = O(λ2) and λ 6 d. This completes the proof of (9.24).
Part (ii) is obvious from the definition of Xy and the conditioning on Bk(x).
For the proof of (iii), we choose λ, Pλ and Y as in the proof of (i). Thus, using from Lemma D.1
and arguing as before yield





















This completes the proof of Lemma 9.1.
A. Spectral analysis of the (p, q, s)-regular tree
In this appendix, we study the extreme eigenvalues and eigenvectors of the infinite tridiagonal
matrix Zd(α, β) defined in (2.2) when it is viewed as an operator acting on `2(N). The main results
about Zd are collected in Corollary A.3 below. We have the scaling relation
Zd(α, β) =
√
dZ(α/d, β/d) , Z(α, β) ..= Z1(α, β) . (A.1)
We shall also prove a few properties of the functions Λ(α, β) and Λd(α, β) defined in (1.5)
and (2.3), respectively. They will turn out to be the largest eigenvalues of Z(α, β) and Zd(α, β),
respectively.
Proposition A.1 (Extreme eigenvalues and eigenvectors of Z(α, β)). Suppose that α > 2
and
|β − 1| 6 c
(
1 ∧ (α− 2)
)
(A.2)
for some small enough constant c.
(i) The matrix Z(α, β) has a unique eigenvalue λ in (2,∞). It satisfies λ = Λ(α, β). Moreover,
the spectrum of Z(α, β) is symmetric.

















u2 (k > 3) . (A.3)
Proposition A.1 is proved in Section A.1 below. There, we also show the following result.
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Lemma A.2 (Properties of Λ). Let α > 2. Then
Λ(α, 1) = α√
α− 1
, ∂αΛ(α, 1) =
α− 2
2(α− 1)3/2




Moreover, under the assumption (A.2) for small enough c, the following holds. The function
Λ = Λ(α, β) has positive derivatives ∂αΛ and ∂βΛ and satisfies
∂αΛ . α−1/2 , ∂βΛ . α−1/2 , |∂2αΛ| . α−3/2 |∂2βΛ| . α−1 |∂α∂βΛ| . α−3/2 , (A.5)
the expansion

















By expanding (2.3) using Lemma A.2, we obtain the following result. The expansion is designed
so that the error term is negligible in our application, the proof of Lemma 7.3, for the entire regime
of d allowed by our results. We note that the optimal bounds on the derivatives obtained in (A.5)
for large values of α are crucial. The spectral properties of Zd follow from Proposition A.1, (A.1),
and (2.3).
Corollary A.3. Suppose that d > 1, α > 2 + 4/d, and that (A.2) holds for some small enough
constant c.
(i) The matrix Zd(α, β) has a unique eigenvalue λ in (2
√
d,∞). It satisfies λ = Λd(α, β).
Moreover, the spectrum of Zd(α, β) is symmetric.

















u2 (k > 3) .
(A.9)
(iii) The derivatives ∂αΛd(α, β) and ∂βΛd(α, β) are positive. For any u > 2 + 4/d satisfying
|α− u| 6 1, the function Λd(α, β) has the expansion
Λd(α, β) = Λd(u, 1) +
u− 2
2(u− 1)3/2









+ |β − 1|
u1/2d





Lemma A.4. Let α > 2. There is a constant c > 0 such that under the condition (A.2) the
following holds for the normalized, nonnegative eigenvector (ui)i∈N of Z(α, β) corresponding to its

















ur 6 u2(dα)−10 . (A.12)
The same estimates hold if (ui)i∈N is the eigenvector of Zd(α, β) corresponding to its largest eigenvalue
Λd(α, β), for any d > 1 and α > 2 + 4/d.
Proof. We distinguish the regimes α > C0 and α 6 C0 for some sufficiently large C0 > 0.
First, suppose that α > C0. For large enough C0 > 0, we get from (A.3) and (A.7) that
(ui/u2)1/(i−2) . 1/
√
α for all i > 3. Thus, ∑i>2 u2i . u22 if α > C0 for C0 large enough. Moreover,
u22  α−1 if α > C0 and C0 is sufficiently large due to (A.7) and (A.3). This proves (A.11) if α > C0.
Since (ui/u2)1/(i−2) . 1/
√
α for all i > 3, the imposed lower bound on r yields (A.12) if α > C0.
We now assume that α 6 C0. Since α & 1 by (E.1) below and (ui)i∈N is normalized, (A.11)
is trivial in the present regime. For the proof of (A.12), we also use (A.3) to conclude, with




























for some constant c̃ > 0. Hence, (A.12) holds if r satisfies the imposed lower bound due to ΛΛ−2 > 1,
(A.8) and (A.7). Finally, the proof of the claim for the eigenvector of Zd(α, β) is analogous, using
Corollary A.3 (ii) instead of Proposition A.1 (ii).
Lemma A.5. There is a constant c > 0 such that under the condition (A.2), we have for all α > 2,




Proof. The inequality Λd(α, β)− Λ(α, β) > 0 is a standard consequence of the Perron-Frobenius
theorem. For the other estimate, let u = (ui)i∈N be a normalized eigenvector of Z(α, β) corresponding
to its largest eigenvalue Λ(α, β). Then









where we used (A.11) from Lemma A.4 and d = 1 + 1/d in the last step. This proves Λd(α, β) =
Λ(α, β) +O((d
√
α)−1) and, thus, the lemma if α 6 C0 for any constant C0.
We now choose C0 sufficiently big such that α > C0 implies Λ(α, β) > 2
√
d + 1. Then Zd(α, β)
has only one eigenvalue in [Λ(α, β)− 1,Λ(α, β) + 1] by Corollary A.3 (i). Hence, we have justified
the conditions of Lemma E.1 with M = Zd(α, β), λ = Λ(α, β), ∆ = 1 and ε = O((d
√
α)−1) by
(A.13). Similary, as in (A.13), we obtain from (A.11) that





Therefore, using Lemma E.1 completes the proof of Lemma A.5.
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A.1. Proofs of Proposition A.1 and Lemma A.2. The rest of this appendix is devoted to
the proofs of Proposition A.1 and Lemma A.2. We start with some auxiliary results. The following
result is a simple consequence of a transfer matrix analysis (see [6, Appendix C]).
Lemma A.6. If α 6 2 then ‖Z(α, 1)‖ 6 2. If α > 2 then Z(α, 1) has two eigenvalues ± α√
α−1 , and
the remainder of the spectrum is contained in [−2, 2].










α, Cauchy’s interlacing inequalities yield the following result.
Corollary A.7. If β 6 2 then Z(α, β) has at most one eigenvalue in (2,∞).
Lemma A.8. If α > 2 and (A.2) holds for some sufficiently small c > 0 then Λ(α, β) > 2.
Proof. We first show the well-definedness of the definition of Λ in (1.5). If α > 2 and β > 2(
√
2−1)




(α+ β)2 − 4α. If β 6 6/5 then




(α+ β)2 − 4α > |α− β2 (α+ β)|. Hence, µ > 0 if α > 2
and β > 2(
√
2− 1) which implies the well-definedness of (1.5) as Λ = α/√µ.
We note that, since α2− 4α+ 2β(α+ β) = α(α− 2 + 2(β − 1)) + β2 > 0 if |β − 1| 6 (α− 2), our
goal Λ(α, β) > 2 is equivalent to α4 − 8α3 + 16α2 + 4α3β + 4α2β2 − 16α2β > 0. The last expression
coincides with α2((α− 2)(α− 2 + 4(β− 1)) + 4(β− 1)2), which is positive if |β− 1| < (α− 2)/4.
We now deduce Proposition A.1 from these previous auxiliary results.
Proof of Proposition A.1. We first note that Z(α, β) conjugated by diag(1,−1, 1,−1, . . . ) is
equal to −Z(α, β). Therefore, the spectrum of Z(α, β) is symmetric and it suffices to focus on the








βu2 , λu2 =
√
βu1 +u3 , λuk = uk−1 +uk+1 (k > 3) . (A.14)















For λ > 2, the matrix T (λ) has eigenvalues γ(λ) and 1/γ(λ), where γ(λ) ..= λ−
√
λ2−4
2 < 1. Since





collinear to the eigenvector associated with γ(λ). Hence, we have uk = γ(λ)uk−1 for k > 3. This
already yields (ii) assuming λ > 2 from (i).
What remains is completing the proof of (i). Let α and β satisfy the assumptions of Proposition
A.1. As the uniqueness is taken care of by Corollary A.7 and λ = Λ(α, β) > 2 by Lemma A.8, it
suffices to show that λ is an eigenvalue of Z(α, β). Together with uk = γ(λ)uk−1 for k > 3, the
conditions (A.14) can be written as
λu0 =
√




βu2 , λu2 =
√
βu1 + u3 , u3 = γ(λ)u2 . (A.15)
Thus, using the definition of Λ(α, β) in (1.5), we see that q(α, β,Λ(α, β)) = 0, where we introduced
the quartic (biquadratic) polynomial
q(α, β, λ) ..= (1− β)λ4 + (αβ + β2 − 2α)λ2 + α2 . (A.16)
Then a simple calculation shows the existence of (ui)i ∈ `2(N) \ {0} such that (A.15) holds with
λ = Λ(α, β), and hence Λ(α, β) is an eigenvalue of Z(α, β).
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Proof of Lemma A.2. By following the proof of Lemma A.8, we obtain α−β2 (α+β) & α if β 6 6/5.
Thus, for µ defined in the proof of Lemma A.8, we get µ  α if α > 2 and 2(
√
2− 1) 6 β 6 6/5.
This proves (A.7).
The identities in (A.4) follow by a simple computation from (1.5). Owing to the well-definedness
of Λ shown in the proof of Lemma A.8, Λ is smooth in α and β if α > 2 and β > 2(
√
2−1). Therefore,
the positivity of the derivatives ∂αΛ and ∂βΛ is a standard consequence of the Perron-Frobenius
theorem as Λ(α, β) is the largest eigenvalue of Z(α, β) by Proposition A.1 (i).
As µ  α, we have µ & 1 and, thus, |∂αΛ|+ |∂βΛ|+ |∂2αΛ|+ |∂αβΛ|+ |∂2βΛ| . 1 for all α ∈ (2, C∗]
and any constant C∗ satisfying 2 < C∗ . 1.
Let u = (ui)i∈N be a normalized eigenvector of Z(α, β) corresponding to Λ = Λ(α, β). Note that
it satisfies (A.3) and |ui| . 1 due to the normalization. Both properties will be used extensively in


















α, this shows ∂αΛ . α−1/2 and ∂βΛ . α−1/2. If Π denotes the orthogonal projection onto











(Π(Z − Λ)Π)−1(u2e1 + u1e2) ,
where ei denotes the standard basis vector in RN.
Hence, ‖∂αu‖ . α−1/2(Λ − 2)−1 and ‖∂βu‖ . (Λ − 2)−1 by Corollary A.7 and Λ > 2 from
Lemma A.8. We now choose C∗ > 2 so large that C∗ . 1 and Λ − 2 
√
α for all α > C∗. In

























∂αΛ = O(α−3/2) ,
∂2βΛ = −









∂βu1 = O(α−1) .
This proves (A.5), which immediately implies (A.6). Since α√
α−1 − 2 &
(α−2)2
α3/2
, the inequality in
(A.8) follows from (A.6) and the condition |β − 1| 6 c(α− 2).
B. Truncated inclusion-exclusion formula for point processes
In this appendix we give an inclusion-exclusion formula relating finite-dimensional distributions of a
point process to its correlation measures. It is standard, except some extra care is taken to avoid
overexpanding, which turns out to be important for its application in Section 7.
Let Φ be a random point process on some measurable space Z. We can represent Φ = ∑x∈X δZx ,
where X is an index set and (Zx)x∈X is an exchangeable family of random variables in Z. For k ∈ N∗




P((Zx1 , . . . , Zxk) ∈ F ) (B.1)
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for measurable F ⊂ Zk, where the sum ranges over distinct indices of X . If X is a deterministic set
of size N , as in our applications in Section 7, then
qΦ,k(F ) = N(N − 1) · · · (N − k + 1)P((Z1, . . . , Zk) ∈ F ) . (B.2)
We frequently write qΦ,k ≡ qΦ when there is no risk of confusion.
Lemma B.1. For any n,m ∈ N∗, k1, . . . , kn ∈ N, and disjoint measurable I1, . . . , In ⊂ Z, we have
P(Φ(I1) = k1, . . . ,Φ(In) = kn) =
1











`1! · · · `n!












`1! · · · `n!
qΦ(Ik1+`11 × · · · × Ikn+`nn )
)
.
Proof. By truncation of X and monotone convergence, it suffices to consider finite deterministic
X , which we order in some arbitrary fashion. In the following, the index x ranges over X , i over [n],
and A over (possibly empty) subsets of X . We use the notation ∑∗ to denote a sum over disjoint
subsets of X , and t to denote disjoint union. We find





































We expand the last product by expanding successively each factor, in increasing order of x,
and stopping the expansion if m + 1 terms 1Zx∈Ii have been generated. Using the estimate







































Plugging this into (B.3), we find
















































k1!`1! · · · kn!`n!
qΦ(Ik1+`11 × · · · × Ikn+`nn ) ,
The error term is dealt with analogously.
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C. Lipschitz continuity of the intensity measure ρ
Let ρ be the intensity measure from (1.6), with u > 2. Recall the notation Es ..= [s,∞).
Lemma C.1. For any s ∈ R we have − ddsρ(Es) .
√
log u ρ(Es).
Proof. Recall the notations (7.12) and let s ∈ R be given. Define
`0 ..= min{` ∈ Z .. s+ θ(u)(〈du〉+ `) > 0} .
Then for any t satisfying










u〈du〉+`  u〈du〉+`0−1 , (C.2)
since 12 6 G(x) 6 1 for x 6 0. Since the left-hand side of (C.2) for t = s is bounded by ρ(Es), we
conclude that
`0 log u 6 C log u + log ρ(Es) . (C.3)
To estimate the terms ` > `0, we use the elementary estimates
G(x)  11 + x g(x) , g(x+ y) 6 g(x) e
− 12y
2 (C.4)















t0 + θ(u)(〈du〉+ `0)
)
 ρ(Es) . (C.6)
By using (C.4) and the definition of g, we conclude that
t0 + θ(u)(〈du〉+ `0) .
√
C + (〈du〉+ `0) log u− log ρ(Es) .
√
log u , (C.7)
where the last step follows from (C.3).


















u〈du〉+` . ρ(Es) ,




















by the same argument as in (C.5).
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log u ρ(Es) ,
where in the first step we used that g(x) is decreasing for x > 0, in the second step we used (C.4),
and in the last step we used (C.6) and (C.7).
Corollary C.2. For s ∈ R and η > 0 we have ρ(Es−η) 6 eCη
√
log uρ(Es).
D. Approximation of binomial random variables
In this appendix we collect some standard quantitative approximation results for binomial and
Poisson random variables. We use the notation Pµ to denote a Poisson random variable with
parameter µ > 0, and Bn,p to denote a binomial random variable with parameters n ∈ N∗ and
p ∈ [0, 1].
Lemma D.1. For 0 6 v 6
√
















Proof. See [5, Lemma A.6].
Lemma D.2 (Bennett’s inequality). Recall the function h from (3.2). For 0 6 µ 6 n and a > 0
we have
P(Bn,µ/n − µ > aµ) 6 e−µh(a) , P(Bn,µ/n − µ 6 −aµ) 6 e−µa
2/2 6 e−µh(a) ,
and a22(1+a/3) 6 h(a) 6
a2
2 . By taking n→∞, the same estimates hold with Bn,µ/n replaced with Pµ.
Proof. See [14, Section 2.7].
Lemma D.3. For v > 0 and 0 6 p 6 n−3/4 we have
P(Bn,p > v) = P(Ppn > v)(1 +O(n−1/2)) +O(e−n
1/4) . (D.1)
Proof. The claim follows easily from Lemma D.1 combined with a tail estimate for v > 10n1/4
using Bennett’s inequality (see Lemma D.2).
Lemma D.4. For |ε| 6 1/2 and v > 0 we have
P(P(1+ε)µ = v) = P(Pµ = v)eO(|ε|(µ+v)) . (D.2)
Proof. This is immediate from the definition of a Poisson random variable.
The following result is a De Moivre-Laplace approximation of the Poisson distribution. We give
a version with a quantitative error bound suitable for our needs. Recall the notations (7.12).
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Lemma D.5. Let 0 6 ξ 6 1/6. Then for µ > 1 and t 6 µξ we have
P(Pµ > µ+
√

















P(|Pµ − µ| > 2µ1/2+ξ)
)
.
By Lemma D.2, the error term is bounded by O(e−µ2ξ). Moreover, for |s| 6 2µξ, Stirling’s
approximation followed by a Taylor expansion yields
P(Pµ = µ+
√










































where in the last step we used that all error terms can be absorbed into the factor O(µ3ξ−1/2),
because t 6 µξ and hence
∫∞
t ds1|s|62µξ g(s)  1t e−t
2/2 for t > 1. Now the claim easily follows by
estimating the contribution of the integral over |s| > 2µξ.
E. Miscellaneous tools
In this section collect various basic estimates used in several places of the paper.
The following result is a simple perturbation estimate for approximate eigenvalues and eigenvec-
tors.
Lemma E.1. Let M be a self-adjoint matrix. Let ε,∆ > 0 satisfy 5ε 6 ∆. Let λ ∈ R and suppose
that M has a unique eigenvalue, µ, in [λ−∆, λ+ ∆], with corresponding normalized eigenvector w.
If there exists a normalized vector v such that ‖(M − λ)v‖ 6 ε then












Proof. Define the orthogonal projections Π ..= vv∗ and Π ..= 1−Π, and decompose M = W + E,
where
W ..= λΠ + ΠMΠ , E ..= Π(M − λ)Π + ΠMΠ + ΠMΠ .
From Ev = (M −λ)v and the assumption ‖(M −λ)v‖ 6 ε we easily conclude that ‖E‖ 6 2ε. Since
λ is an eigenvalue of W , we conclude that all other eigenvalues of W are separated from λ by at
least ∆− 2ε. The claim now follows from perturbation theory for the isolated eigenvalue λ of W
with associated eigenvector v.
Recall the definitions (1.3) of u and (3.1) of a.
Lemma E.2. For 1 d 6 3 logN we have
a  logN
d log 4 logNd





Proof. We set t = logN/d. Note that by assumption t > 1/3, and for the first claim of (E.1) we
have to show a  tlog 4t . If t 6 C for any C  1 then it is easy to see from (3.1) that a  1 and
t
log 4t  1. For t > C, we write a = γ
t
log 4t for some γ > 0. From (3.1), we conclude that γ  1
for t > C if C  1 is chosen large enough. This proves a  tlog 4t . Since t & log 4t for t > 1/3, we
conclude the proof of the fisrt claim of (E.1). The second claim of (E.1) follows easily from a Taylor
expansion of the function f from (1.1).
Lemma E.3. If 1 6 d 6 3 logN and u > 2, then for any ξ  1 we have maxx∈[N ] αx − u = O(ξ/d)
with high probability. In particular, maxx∈[N ]Dx . ad . logN with high probability.
Proof. The first claim follows from [6, Proposition D.1] with l = 1 and β1(d) = u. The second
claim follows from (E.1).














if d 6 (logN)3/4 .
(E.2)
Moreover, (A.2) with α = αx and β = βx is satisfied for all x ∈ U .
Proof. If d > (logN)3/4 then |S1(x)| = αxd > 2d for all x ∈ U and (E.2) follows from [6, Lemma 5.4
(i)]. If d 6 (logN)3/4 then |S1(x)| = αxd & ad for all x ∈ U . Thus, [6, Lemma 5.4 (i)] and (E.1)
imply (E.2). Finally, (A.2) with α = αx and β = βx follows directly from (E.2) and (3.6).
Lemma E.5. Let T be a graph whose vertices have degree at most q + 1 for some q > 1. Then
‖AT‖ 6 q + 1 and if in addition T is a tree then ‖AT‖ 6 2√q.
Proof. See e.g. [5, Lemma A.4].
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F. Auxiliary estimates and computations
Proof of (4.6). From d 6 3 logN , the definition of a in (3.1) and the monotonicity of h−1, we first
conclude that




& 1 . (F.1)
This, in particular, implies that a log a = logNd + a− 1 >
logN
d . Hence, we obtain













where, in the last step, we chose c∗ sufficiently small and used (F.1). This proves the first inequality
in (4.6).
The second inequality in (4.6) follows directly from (E.1).
Proof of (4.24). Observe thatH(x,r)v = Hv since supp v ⊂ Br(x) whileH(x,r) = Adj(G|Br+1(x))/
√
d.
Since A is a tree around x, we have A1x = 1S1 and A1Si = 1Si+1 +
∑
y∈Si−1 1yNy for i > 1.



















Hence, the definition of v in (4.23) yields



























βxu1 + u3, Λui = ui−1 + ui+1 (F.3)












βxu1 + u3) +
r∑
i=3





v = − s1
√





























































= w2 + w3 + w4 ,
which completes the proof of (4.24).
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Proof of (4.26). Since supp v ⊂ Br(x) and H is symmetric, we have
〈v , (H(x,r) − Λ)v〉 = 〈v , (H − Λ)v〉 =
r∑
i=0





uiuj〈sj , (H − Λ)si〉 .
We conclude that 〈si , (H − Λ)si〉 = −Λ and from (F.2), for j > i, that
〈sj , (H − Λ)si〉 = 〈sj , Hsi〉 =

0 if j > i+ 2
√
αx if i = 0, j = 1√
βx if i = 1, j = 2√
|Si+1|√
d|Si|
if i > 2, j = i+ 1 .
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