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Résumé : Cette étude traite de la sensibilité de l’espérance de récompense cumulée
des modèles markoviens raides correspondant aux systèmes informatiques haute-
ment fiables. Il s’agit de la dérivée partielle de cette mesure transitoire cumulative
par rapport à un paramètre du générateur infinitésimal tel que le taux de panne,
de réparation, la probabilité de couverture. Généralement, nous sommes confron-
tés au problème du temps de calcul notamment lorsque le modèle markovien est
raide. Nous proposons dans ce papier une nouvelle approche basée sur la méthodo-
logie des puissances uniformisées. L’intérêt de cette approche est sa rapidité surtout
lorsque la taille de l’espace d’état est raisonnable et le temps de mission est long. La
complexité temporelle de cette approche est comparée à celle de l’uniformisation
standard et de la méthode IRK3. L’algorithme relatif à cette dernière méthode est
implanté avec un nouveau choix du pas afin d’améliorer sa vitesse d’exécution.
Mots-clés : Système informatique, processus markoviens, raideur, espérance de
récompense cumulée, sensibilité, IRK3, uniformisation, puissances uniformisées.

Projet ALADIN
Projet ARMOR
Sensitivity Analysis of the Expected Accumulated
Reward of Stiff Markov Models
Abstract: This study deals with the sensitivity computation of the expected accu-
mulated reward of stiff Markov models. The sensitivity of this transient cumulative
measure is its derivative with respect to a parameter of the infinitesimal generator
such that the fault rate, repair rate, coverage probability. In order to compute this
sensitivity, we are generally faced with the problem of the computation time, es-
pecially, when the Markov model is stiff. We propose a new approach based on
the uniformized power methodology. The interest of this approach is that it will
save computation time if the state space is not too large and the mission time is
long. The time complexity of this method is compared with respect the standard
uniformization and IRK3 methods. The algorithm relatively to this ODE method is
implemented with a new choice of the step which accelerates its execution.
Key-words: Computing system, Markov process, stiffness, expected accumulated
reward, sensitivity, IRK3, uniformization, uniformized power.
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1 Introduction
Les modèles markoviens de récompense sont des outils de préférence pour mo-
déliser le comportement des systèmes informatiques tolérant ou non les pannes. Il
s’agit des modèles combinant les aspects performance et fiabilité. Ceci revient à
considérer un modèle markovien (de fiabilité) et à associer à chaque état un taux
de récompense représentant le niveau de performance du système dans cet état. Les
transitions vers les états à faible taux de récompense sont des transitions vers les
composants défaillants. Dans les systèmes réparables, les transitions vers les états
à haut niveau de performance sont des transitions vers les états opérationnels. Dans
la suite de cette étude, on suppose que les taux de récompense sont tous constants.
Il est intéressant pour ce type de modèles d’évaluer non uniquement les mesures
transitoires instantanées, mais aussi les mesures transitoires cumulatives telles que
l’espérance de récompense cumulée (ERC) sur un intervalle donné    ;  désigne
le temps de mission du système. Comme les paramètres utilisés (taux de panne,
taux de recouvrement, probabilité de couverture) sont estimés, il est alors néces-
saire de déterminer la sensibilité de cette espérance aux paramètres. La sensibilité
de l’ERC à un paramètre se définit comme étant sa dérivée partielle par rapport à
ce paramètre. Les paramètres donnant les plus grandes sensibilités nécessitent une
attention particulière. Une autre utilité de la sensibilité est qu’elle peut être utilisée
pour réduire le nombre de paramètres en éliminant certains d’entre eux, si cela n’a
pas d’influence significative sur les résultats. L’analyse de la sensibilité de mesures
transitoires est beaucoup utilisée dans la conception des systèmes informatiques to-
lérant (ou non) les pannes. Une de ses applications à l’analyse des multiprocesseurs
est présentée dans [1]. Nous nous intéressons, dans ce rapport, à l’évaluation nu-
mérique de la sensibilité de l’ERC des modèles markoviens de récompense raides.
Ceux-ci correspondent aux systèmes informatiques hautement fiables pour lesquels
les taux de panne sont beaucoup plus petits que les taux de recouvrement. Le rapport
taux de recouvrement au taux de panne peut aller jusqu’à 	
 . La raideur dépend
également du temps de mission du système. Ainsi, dans [2], l’indice de raideur a été
défini comme étant le produit du maximum des taux de séjour dans les états et du
temps de mission du système. Ce produit peut avoir un ordre de grandeur de 
 .
Lors de l’évaluation de le sensibilité de l’ERC, nous sommes confrontés au pro-
blème du temps de calcul des ordinateurs. Nous allons procéder au calcul de cette
sensibilité par les méthodes analytiques. Les méthodes de simulation de Monte-
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Carlo ont été appliquées pour estimer la sensibilité de mesures transitoires et sta-
tionnaires [3, 4]. Ces méthodes servent souvent à valider les méthodes analytiques
quand celles-ci trouvent leur limite en temps de calcul. Elles sont très coûteuses
lorsque l’on a affaire à des modèles raides. Les modèles acycliques correspondant
aux systèmes informatiques tolérant les pannes mais non réparables ont été étu-
diés dans [5]. Une expression de la sensibilité de l’ERC y est donnée. L’algorithme
relatif à cette approche est numériquement instable lorsque le modèle est raide.
Les méthodes de résolution des équations différentielles ordinaires (ODE : Or-
dinary Differential Equations) sont aussi utilisées pour calculer les mesures transi-
toires cumulatives [6, 7, 8]. Le système d’équations différentielles dont la résolution
donne la distribution cumulative (intégrale du vecteur des probabilités d’état), donc
les mesures cumulatives, est non homogène. Sa résolution ne pose pas de problèmes
particuliers dans la mesure où le second membre est indépendant de  . Pour calcu-
ler la sensibilité de la distribution cumulative sur     et déduire celle de l’ERC,
nous sommes face à un système non homogène avec un second membre dépen-
dant de  . Pour affronter le problème du temps de calcul croissant avec la raideur,
deux méthodes ODE L-stables sont souvent utilisées pour calculer les distributions
transitoires instantanée et cumulatives. Il s’agit des méthodes TR-BDF2 (Trape-
zoid Rule Backward Difference Formulae d’ordre 2) et IRK3 (Implicit Runge-Kutta
d’ordre 3). L’application de ces deux méthodes au calcul de la sensibilité de me-
sures transitoires instantanées a montré que la méthode TR-BDF2 souffre du temps
de calcul lorsque la raideur augmente [9, 10]. Nous retenons uniquement la mé-
thode IRK3. Nous allons d’abord l’adapter au calcul de la sensibilité de la distri-
bution cumulative en calculant simultanément la distribution et sa dérivée partielle
par rapport à un paramètre. Ensuite, comme dans le cas de la sensibilité de mesures
transitoires instantanées, nous choisissons un nouveau pas augmentant la vitesse
d’exécution de cette méthode. L’inconvénient des méthodes ODE en général est
qu’elles ne permettent pas un contrôle de l’erreur globale de précision. Une esti-
mation d’une certaine erreur locale se fait après la résolution de systèmes linéaires
par une méthode itérative. La complexité temporelle ne peut donc pas être connue
à l’avance.
La technique de l’uniformisation standard (SU : Standard Uniformization) consiste
à déterminer l’expression du vecteur des probablilités d’état (la distribution transi-
toire instantanée) sous forme d’une somme infinie d’éléments positifs. La tronca-
ture de cette somme infinie permet de majorer l’erreur globale à un certain rang
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dépendant d’une tolérance fournie a priori par l’utilisateur. L’approche SU est aussi
utilisée pour calculer la sensibilité de mesures transitoires instantanées [1, 11, 12].
L’intégration sur     du vecteur des probabilités d’état puis sa dérivation par rap-
port à un paramètre donne respectivement la distribution cumulative et sa sensibi-
lité. Dans tous les cas, l’erreur globale de précision est majorée par une expression
simple reposant sur la troncature d’une somme infinie. Malheureusement, lorsque le
temps de mission est long, le temps de calcul devient prohibitif même si le nombre
des états est modéré.
Afin de remédier aux problèmes du temps de calcul de la méthode SU et du
contrôle de l’erreur globale par les méthodes ODE, nous proposons une nouvelle
approche basée sur la méthodologie des puissances uniformisées (UP : Uniformi-
zed Power method). Cette technique permet de calculer la sensibilité de l’ERC (et
l’ERC) avec un temps de calcul acceptable pour les modèles les plus raides ayant un
espace d’état raisonnable. La méthode UP comprend aussi un mécanisme efficace
de contrôle de l’erreur.
Ce papier est organisé comme suit. La section suivante comprend la formulation
mathématique du problème. Dans la section 3, nous présentons la méthode IRK3
avec un nouveau choix du pas. La technique SU est rappelée dans la section 4.
La section 5 est consacrée à la méthode proposée (UP). Nous comparons dans la
section 6 la complexité temporelle des
 
méthodes; un exemple numérique illustrera
cette comparaison. La section 7 comprend la conclusion de ce travail.
2 Formulation du problème
Considérons une Chaîne de Markov à Temps Continu (CMTC) homogène  
	  à espace d’état        fini. Soit    le vecteur des
taux de récompense; ! dénote le taux de récompense associé à l’état " de  . On
suppose que les taux de transition dépendent d’un paramètre # ; # pourra être le taux
de panne, de recouvrement, la probabilité de couverture. Le générateur infinitési-
mal (ou matrice des taux de transition) de la CMTC  est noté $% #&'(*)+-,.*#&/ .
Soit 01*# 2 le vecteur des probabilités d’état exprimant la distribution transitoire
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instantanée. L’ERC sur l’intervalle    est définie par      # 2     +	  *# 2 
  # 2  (1)
où   # 2   01*#   (2)
est la distribution cumulative de  sur l’intervalle     .
La sensibilité de
     *# 2  est sa dérivée partielle par rapport à # . Il ressort de (1)
que 
#
    *# 2    #    *# 2   

#  *# 2  (3)
puisque les taux de récompense sont supposés constants. Le calcul de cette sensibi-
lité repose alors sur celui de    # 2 , ce vecteur est noté dans la suite  *# 2 .Il est bien connu que 0 *# 2 est solution du système homogène d’équations diffé-
rentielles du premier ordre de Chapman- Kolmogorov :
 0 *# 2  0 *# 2 $% #&  0    donné (4)
Le vecteur 01 & désigne la distribution initiale de  , cette distribution est supposée
indépendante de # . L’expression de la solution de (4) est
01 # 2  01  "! *# 2 (5)
où ! *# 2 est l’exponentielle de la matrice #  #&  :
! *# 2  $ %   #  #&& 
%
')(  (6)
Il existe deux familles de méthodes permettant le calcul de * *# 2 . La première
famille comprend les méthodes ODE : on intègre le système (4) afin d’obtenir un
autre système différentiel dont la solution est   # 2 . La dérivation par rapport à # de
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ce dernier système différentiel conduit à un nouveau système ayant   *# 2 comme
solution. Nous retenons de cette famille la méthode IRK3. Il s’agit d’une méthode
L-stable (voir ci-dessous) particulièrement adaptée aux CMTC raides.
Les méthodes de la seconde famille consistent à calculer l’expression de   *# 2 à
partir de celle de 01 # 2 . En effet, une fois l’expression de 01 # 2 obtenue, il suffit
de l’intégrer sur l’intervalle    puis dériver l’expression de l’intégrale par rapport
à # . La technique SU et l’approche proposée UP font partie de la seconde famille.
3 La méthode IRK3
3.1 Introduction
Rappelons que les méthodes ODE s’appliquent en général à une équation ou à
un système d’équation du type   2       2  ;   2 est solution de cette équation.
La stratégie des méthodes numériques ODE est de subdiviser l’intervalle de solution
    en        %    et de calculer une solution approchée de la fonction
inconnue   2 aux points   , " 	  . Soit     (resp.   ) la solution exacte (resp.
approchée) de l’équation différentielle en   . Le   en " est défini par 	    
   .
Afin d’affronter la raideur, nous considérons une méthode implicite L-stable telle
que IRK3 [13], [14]. Pour plus de détails sur les méthodes ODE et leurs propriétés
de L-stabilité, le lecteur peut consulter [15].
L’intégration du système (4) donne
  *# 2   *# 2 $%*#& 01 &   *#  &        (7)
La dérivation par rapport à # de ce dernier système conduit au système suivant ayant   # 2 comme solution
   *# 2   *# 2 $ #&   # 2

# $%*#     *#            (8)
La résolution du système (8) par une méthode ODE quelconque nécessite la connais-
sance préalable de  *# 2 en   . L’implantation des méthodes considérées pour ré-
soudre (7) et (8) séparément est difficile. De plus, le système (8) est non homogène
avec un second membre dépendant de  . De même, le système (7) est non homogène
mais avec un second membre indépendant de  . Ceci ne complique pas la solution
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de ce système.
Rappelons que les méthodes L-stables s’appliquent à des systèmes homogènes du
type      . L’adaptation de la méthode IRK3 au calcul de * *# 2 est alors né-
cessaire. Une autre possibilité offerte est la résolution des systèmes (7) et (8) simul-
tanément en les réunissant pour obtenir le système suivant
    *# 2   # 2      *# 2  *# 2   $%*#&   $%*#  $ #&    0   / (9)
avec    *#     *#  /      .
Finalement, on transforme le système précédent afin d’obtenir un système homo-
gème de premier ordre 
  # 2    # 2  #& (10)
où   # 2     # 2  *# 2   et  #&  	
 $%*#    $% #& $%*#&  01 & 

La condition initiale est telle que  *#         .L’ordre de la matrice carrée  *#  est     . Généralement,  *#& est stockée de
façon compacte et l’intérêt porte sur les deux premières colonnes de  *# 2 et  *#  .Notons en passage que le vecteur 01 & contient souvent un seul élément non nul du
fait que dans la plupart des cas 0       et 0       " 	  .
3.2 Application au calcul de 
L’application de la méthode IRK3 au système (10) donne le schéma itératif :
 
     	  *#&  	  *#           	   #&  (11)
La méthode IRK3 requiert essentiellement la résolution du système linéaire (11). En
général,  *#& est stocké de façon compact et une méthode itérative telle que celle de
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Gauss-Seidel est utilisée pour résoudre les systèmes linéaires. la complexité tempo-
relle dépend donc du nombre de pas, noté  , et du nombre d’itérations par pas, dont
la moyenne est notée   . Si   désigne le nombre d’éléments non nuls de la matrice *#   , la complexité temporelle de la méthode IRK3 est en      .
Étudions maintenant la précision de la méthode IRK3. Appliquée à l’équation
(10), cette méthode calcule   2 avec un vecteur d’erreur locale  	   commise aupas 	  (donc au temps   	  ). On calcule ensuite une 
	   (erreur locale de tronca-
ture) comme la norme (par exemple la norme infinie) du vecteur  	   . L’expression
de  	   est la suivante [16] :
 	   	    2  *#     	  (12)
Le calcul direct de  	   ne pose pas de problème du fait que  *#&  et   2  *#  ontdéjà été calculés pour former les deux membres de l’équation (11). Afin d’obtenir  2  *#   , il suffit de faire deux produits matrice-vecteur, l’un avec la matrice  *#&et l’autre avec la matrice   #&  . Il existe d’autres techniques d’estimation d’erreur
telle que l’extrapolation de Richardson. Celle-ci permet d’obtenir une estimation de
  	   à l’aide de la formule suivante :
 	         	        	   
où      	 * et     	 * sont obtenus à partir de   2 , avec des pas respectifs de	  et  	  . Les expériences montrent que l’erreur calculée par les deux procédés a le
même ordre de grandeur. L’inconvénient du deuxième procédé est l’augmentation
de la complexité temporelle de IRK3. Le calcul direct par la relation (12) est adopté
dans la suite.
3.3 Choix du pas et implémentation
On part d’un temps initial   (ici égal à  ) et on se fixe un pas initial 	  . La
méthode IRK3 est appliquée pour obtenir   , la solution en       	  . Cetteméthode est ensuite appliquée en   avec un nouveau pas 	  et avec   commevecteur initial. Le résultat est   . On continue ainsi jusqu’à atteindre le temps demission  auquel la solution est désirée.
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Le passage du pas " au pas "   ne peut se faire qu’après adoption du pas 	  et
résolution d’un système linéaire. Le pas est calculé en fonction de la 
	   et de
la tolérance locale   fournie par l’utilisateur ( 
	      ) à l’aide de la formule
suivante :
	   	       	      
où  désigne l’ordre d’une méthode ODE (ici,     ). De plus, afin d’éviter d’une
part un grand nombre de pas (si 	 est trop petit) et d’autre part, une mauvaise pré-
cision (si 	 est trop grand), on fixe des limites 	
	 
%
et 		 telles que
		 
%
 	   		 . Un exemple de choix de 		 
%
 	  et 		  	 est donné
dans [7]. Pour éviter une succession de pas faibles (donc une augmentation du temps
de calcul), nous avons d’abord calculé l’erreur et ensuite choisi le pas optimal par la
formule de relaxation précédente. Ce pas est le plus grand 	 pour lequel l’erreur
reste inférieure à la tolérance locale fournie   . Cette technique nous a permis, en
partant d’un pas initial 	   	  , d’avoir des valeurs du pas relativement grandes
(voir section 6).
Le contrôle de l’erreur globale de précision par les méthodes ODE est difficile.
En conséquence, la LTE ne garantit pas toujours la précision désirée par l’utilisa-
teur. De plus, comme les nombres de pas et d’itérations par pas ne sont pas connus
à l’avance, on ne peut alors pas estimer le temps de calcul pour des valeurs don-
nées de  et  à partir de la complexité temporelle. Il est important de noter que
la complexité temporelle ne croît pas forcément linéairement avec  du fait que le
pas est choisi en fonction de la LTE (variable) et de la tolérance locale fournie par
l’utilisateur.
La technique SU que nous allons présenter calcule la sensibilité avec une erreur
obtenue par troncature d’une somme infinie. Le mécanisme de contrôle de l’erreur
globale par cette méthode est assez efficace.
4 La méthode SU
La méthode SU [12], [2], [8], [17], associe à la CMTC d’origine une Chaîne
de Markov à Temps Discret (CMTD) dont les transitions entre états sont régies
par un processus de Poisson. Ainsi, à la CMTC  gouvernée par 01   et $%*#  , on
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associera une CMTD ayant aussi 0    comme distribution initiale mais une matrice
des probabilités de transition  !*#  telle que
 !  #&    # *#   )  ) 	  .)  *#& (13)
où  est la matrice identité d’ordre  . Il s’ensuit que #  #&  )   !  #&    et que! *# 2 
	      	     	   	    	   (14)
L’expression de ! *# 2 est donc :
! *# 2  $ %     '  )	2  !*# 
%
(15)
où
  '  ) 2 	    *)	2
%
')( (16)
est la distribution de Poisson de moyenne )	 ; ) s’appelle le taux uniformisé. En
définissant le vecteur  0 
%
 *#  par  0 
%
 *#   0     !  #& & , on obtient à partir de (5)
et (15)
01 # 2  $ %     ' )	2 0 
%
  #&  (17)
Les vecteurs  0 
%
 *#  sont tels que
 0 
%
 *#    0 
%
   *#   ! *#& pour ' 	  avec  0     #&  01   
Dans la pratique, on calcule une valeur approchée des probabilités d’état à partir de
l’équation (17) en tronquant la somme à un certain terme  , de sorte que l’erreur
de troncature soit bornée. On choisit  tel que
 	  
  %     '  ) 22 (18)
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où  est une tolérance spécifiée a priori par l’utilisateur. Le calcul de 0 *# 2 requiert
un produit vecteur-matrice par itération. Lorsque l’indice de raideur )	 augmente,
le temps de calcul devient prohibitif puisque, d’après l’inégalité (18),    )  .
Afin d’assurer l’existence de la sensibilité de mesures transitoires, on suppose que
)     .)   #& .
Nous avons vu (relation (3)) que le calcul de        *# 2  repose sur celui de   # 2 . Déterminons d’abord l’expression de   # 2 . L’intégration de la relation
(17) donne :   # 2  $ %    0 
%
 *#&     '  )   (19)
On peut vérifier aisément que pour tout ' ,    '  )  "   ) $  % 
  
	  ) 2
En remplaçant ce résultat dans l’expression (19), on obtient *# 2  ) $ %    0 
%
 *#& $  % 
  
	 )	2
 ) $ %    ' )	2 $     0    *#&
  $ %    '  )	2 '  
%
 
    0    *# 
Finalement,   # 2   $ %     '  )	2 '  
%
    0    *#  (20)
Soit   une tolérance donnée et   le rang de troncature de la somme infinie pré-
cédente. Nous pouvons écrire :
 *# 2    %     ' )	2 '  
%
    0     #&   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La norme infinie du vecteur d’erreur
   vérifie
     $   $%    
   ' )	2 '  
%
        0    *#      $
Comme pour tout 	   , le vecteur % 
  %     0    *#  est stochastique, on a :
     $   $%    
   '  )	2  

 
 %     ' )	2
L’erreur maximale commise sur
     # 2  , notée   , est telle que        %     '  ) 2    $   
L’erreur de troncature commise et la complexité temporelle de la méthode SU dé-
pendent de la façon avec laquelle cette troncature est effectuée. Une première pos-
sibilité est de considérer   
  . D’après l’inégalité (18), on a : 	       $ (21)L’autre possibilité offerte est le calcul de      *# 2  avec une erreur absolue maxi-
male   . Ceci revient à prendre
'      $Il est clair que 
  et que l’écart devient très important lorsque le temps de
mission  augmente. La valeur de   risque alors d’être très grande par rapport à
celle de )  . Ceci risque d’augmenter considérablement la complexité temporelle de
la méthode SU. Pour éviter ces difficultés, nous retenons     .
4.1 Calcul de      
Afin d’obtenir l’expression de    # 2 , nous allons dériver l’équation (20) par
rapport à # , ce qui donne   # 2   $ %     '  )	2 '  
%
  

#  0
   *#  (22)
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Les vecteurs    0    *#& vérifient
#  0
    #&    #  0       #&   !  #&  0       #& 

#  !  #&  	 	  (23)
La condition initiale est    0     #&   car  0    *#&  01 & .Dans la pratique, on calcule simultanément  *# 2 et * *# 2 en tronquant les deux
sommes infinies (20) et (22) au même rang   . Les raisons invoquées ci-dessus re-
lativement à la complexité temporelle nous amènent à considérer   comme terme
de troncature des différentes sommes infinies données par la méthode SU. Le vec-
teur d’erreur maximale commise sur   # 2 , notée    , satisfait alors :

    $   $%    
   ' )	2 '  
%
       

#  0
    #&
     $
D’après la relation (23), on peut démontrer par récurrence que pour tout 	   ,    

#  0
   *#&
     $
 	
    

#  !*#       $Il s’ensuit que

    $   $%    
   '  ) 2 '  
%
   	     

#  ! #&      $  $%    
   '  ) 2 '   '  '        

#  ! #&      $      

#  !*#       $ $
%    
 '   '  ) 2
 
    

#  !*#       $ )  $
%      '  ) 2
 )	      

#  ! #&      $ $
%      '  ) 2
       

# #  #&      $ $
%      '  )	2
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En tenant compte de l’inégalité (18), l’erreur maximale commise sur        *# 2  ,notée    , satisfait alors :
 
   

   $
    

# #  #&      $          )	2  (24)Le calcul de        # 2  requiert essentiellement   produits vecteur-matrice paritération. La complexité temporelle de la méthode SU est donc en          .
En utilisant un stockage compact de #  #& et de sa dérivée   # *#& , la complexitétemporelle pourra être réduite à     *        .
Pour une tolérance donnée, la valeur de  reste toujours supérieure à celle de )  .
Lorsque la raideur (donc )	 ) augmente, le temps de calcul de SU devient prohibitif.
L’approche que nous proposons traite efficacement de telle classe de problèmes.
5 L’approche UP
Cette approche a déjà été utilisée pour calculer plusieurs mesures transitoires et
la sensibilité de 01 # 2 [9, 10, 17, 18, 19]. Elle est basée sur le choix d’un nombre
entier positif  tel que )	  
  où       	 . Ce choix est justifié plus tard. D’un
point de vue pratique, si par exemple )   	 
 et     alors )	  
  . Soit  *# 2
la matrice définie par
  # 2      ! *#   (25)
Notons que la matrice
 *# 2 est stochastique et que *# 2   0      # 2 (26)
En conséquence, nous avons      # 2    0      # 2  (27)
On en déduit la sensibilité de
      # 2  , notée   *# 2 , en dérivant la relation pré-
cédente par rapport à # :   *# 2   01 &   #  *# 2   (28)
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Soit   *# 2 la matrice désignant     # 2 . La technique UP consiste à calculerdans un premier temps la matrice    #    à l’aide de la méthode SU. Dans un
deuxième temps, une nouvelle relation de récurrence permet le retour à   *# 2 
  *# 	    en partant de    #    . La sensibilité de      # 2  se déduit par la
simple relation (28). En fait, avec cette relation, on calcule une suite de   
valeurs    #   ,        où       .
Construisons d’abord cette relation de récurrence. On peut démontrer facilement
que pour tout   ,
 *#     ! *#   2     #   2 (29)
La dérivation par rapport à # de la relation précédente donne
  *#          #       *#        !  #      	 
 *#     (30)
où    *#     désigne la matrice   !  #   2 . Les matrices !  #     s’obtiennentà partir des équations de Chapman-Kolmogorov :!  #       ! *#       (31)
Les matrices dérivées     #     se déduisent par dérivation par rapport à # des
équations précédentes :
   *#        *#    "! *#     !  #       *#     (32)
L’expression de !  #    par la méthode SU est donnée par la formule (15). L’inté-
gration de cette relation se fait de la même façon que dans (20), ce qui donne
 *#     $ %     '  )	   '  
%
    !   #& (33)
Les dérivées respectives de ! *#    et   #    sont :
    #     $ %     ' )	  

#  !
%
*#& (34)
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et
 
 *#     $ %     ' )	   '  
%
  

#  !  *#& (35)
Comme pour tout 	   ,
 !   #&   !     #&  !  #&   !  *#   
alors 
#  !  *#&  

#  !     #&   !  #&  !    *#& 

#  !*#& 

#  !   #&  
Désignons respectivement par    *#    ,   *#    ,    #    , et   *#    les matrices!  #    ,   #    ,    *#    et   *#    calculées après troncature des sommes infi-
nies au même rang   tel que
        $     ! *#        #       $   
 %     '  )      
La tolérance   est fixée à l’epsilon machine. Dans toute cette étude, les calculs
sont effectués sur une station de travail SUN Ultra-30, 295 MHZ, en double
précision où  
	 	   .
On peut démontrer facilement que la matrice d’erreur commise sur
 *#    , no-
tée
      , vérifie         $    . Les matrices d’erreur commise par la méthodeSU sur le calcul de     #    et  
 *#    , notées respectivement       et       ,
sont telles que :

       $   
    

# # *#&      $           )     (36)et

       $   
    

# #  #&      $           )     (37)
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D’après les inégalités (28) et (37), l’erreur commise sur   *#    , notée       ,
satisfait :
 
          $         $Le choix de )	  
  implique que   '  )    décroît lorsque ' croît. Le choix de
)    )	   	 est celui qui minimise    , c.à.d., la complexité temporelle de
la méthode UP tout en assurant une précision acceptable. Ces critères sont vérifiés
pour )       .
5.1 Majoration de l’erreur
Afin de pouvoir majorer l’erreur commise sur   *#   ,       , et déduire
celle commise sur   *#   , nous définissons d’abord les matrices (calculées) sui-
vantes :
   *# *     *#       *#   .
  *#  *       #         *#  .
   # *    #       *#       *#   .   *#   .
  *#  *  
    *#       #    
     *#          *#   .
La sensibilité calculée à l’instant   , notée   *# * , est telle que
  *# *   01       *#  * 
Les matrices d’erreurs commises sur !  #    ,   #   ,     #   et  
  #   sont
respectivement notées
    * ,       ,     * et       .
On peut démontrer à l’ordre  que pour tout  	  ,
     *  $     ! *#       *#  *    $    
   (38)
et
     *  $       #       # *    $    
   (39)
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Il a été démontré [18] que

    *  $        *#      *#  *    $  
    

# # *#&      $
            )    (40)
Nous démontrons dans l’annexe A qu’à l’ordre 1

    *  $      
 *#       #      $ 

    

# # *#       $ 
     
            )	    (41)
En prenant  
 , l’erreur       commise sur    # 2 vérifie alors
     (    # 2    *#   
  

   $
    

# #  #&      $ 
    	 
   	         )	   
Signalons que si on remplace dans la relation (24) la tolérance  par     	 
      et     )	2 par      )    , on retrouve le majorant de l’erreur donné par la méthode
SU (cf. relation (24)).
5.2 Algorithme UP et complexité temporelle
L’algorithme présenté ci-dessous montre le calcul effectué par la méthode UP.
Dans cet algorithme, les vecteurs    # * et   *#  * désignent respectivement   *#   
et    #    ,  	  .
Entrée : 
Sortie :    # 2
Calculer 
 " '                   	Calculer   tel que         $   Calculer   *#   ,   *#   ,     #   ,    #  
Pour  depuis 1 jusqu’à  faire
  *#  *        #       #           *#          #       #           #          #    
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   # *    #       *#        *#   .   *#   .
    # *      #     
Refaire
  *# 2   01 &   *#   
La méthode UP requiert essentiellement
    produits vecteur-matrice et     pro-
duits matrice-matrice pour calculer   *#   ,   *#    ,    *#    et   *#   . La com-
plexité temporelle de cette phase est alors en                ,   
 	 . La
phase des puissances, c.à.d., du retour à   *# 2 en partant de    #   ,   *#    ,     #  
et    #   , requiert    produits vecteur-matrice et    produits matrice-matrice.
La complexité temporelle de cette phase est alors en      *      / . La va-
leur de    *# 2 se déduit par un simple produit scalaire. Malheureusement, les ma-
trices    *#  * et    # * ,  	  , se remplissent au fur et à mesure que  augmente.
Par conséquent, le nombre des états doit être limité à quelques centaines d’états.
D’après ce qui précède, la complexité temporelle de l’approche UP est donc en
                 / .
6 Illustration numérique
6.1 Exemple
L’exemple considéré est un système informatique tolérant les panne constitué
de ' processeurs associés à   buffers (cases mémoires) [20]. Ce système peut être
modélisé par une file d’attente     '  '   . Les arrivées ont lieu avec un taux 
et sont perdues lorsqu’un buffer est plein;  dénote le taux de service.
Les processeurs (resp. les buffers) ont un taux de panne   (resp.  ) et sont reparés
individuellement avec un taux  (resp.   ). Lorsqu’un processeur tombe en panne, le
système continue de fonctionner et le nombre de processeurs diminue d’une unité.
Le système est en panne lorsque tous les processeurs sont en panne ou dès que
l’un des buffers tombe en panne. Le modèle est représenté par une CMTC dont
le graphe de transition est donné sur la figure 1. L’espace d’état de la CMTC est
    "       "  '  %    . La composante " de l’état  "    du système signifie
que " processeurs sont opérationnels et la composante  est égal à zéro si au moins
un des buffers est en panne, un sinon. Ainsi, l’ensemble des états opérationnels
correspond à %  pour tout "    ' .
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   

                 


'    '         
( ' -1,0)
( ' ,1) ( ' -1,1)
( ' ,0)
(1,1) (0,1)
(1,0) (0,0)
FIG. 1 – Graphe de transition d’un système de ' processeurs et   buffers
Le choix des taux de récompense des états dépend du type de mesure que l’on
désire calculer. Celle-ci pouvant être une mesure de perfomance, de sûreté de fonc-
tionnement ou de performabilité. Par exemple, pour calculer la disponibilité instan-
tanée ou sur un intervalle du système, il suffit de choisir comme taux de récompense
 pour les états opérationnels et  pour les états défaillants.
Pour notre exemple, nous associons à tous les états défaillants un taux de récom-
pense égal à  . À chaque état opérationnel, nous affectons un taux de récompense
caractérisé par le nombre de processeurs en état de marche. Notons qu’il est égale-
ment possible de considérer une capacité égale au nombre moyen de clients (tâches)
dans le système à l’état stationnaire en considérant le nombre de processeurs en état
de marche. Dans ce dernier cas, on trouve dans [21] une expression formelle de la
capacité.
6.2 Résultats
Nous comparons ici le temps de calcul des trois méthodes présentées en fonc-
tion du nombre  des états et du temps de mission  du système considéré. Celui-ci
possède     '  . états et se trouve à l’instant    dans l’état  '    avec une
probabilité 0       ( 0   &   "'	  ). La valeur de   *# 2 est calculée pour
#   . En prenant #     ou  , les résultats obtenus vis-à-vis du temps de calcul
sont similaires à ceux énoncés ci-dessous. Pour nos expérimenations, les valeurs
des paramètres sont telles que         et      	  . Ceci conduit à un
modèle markovien fortement raide. Ainsi par exemple, pour   	  et      ,
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la valeur de )  est 	 
 environ. Les différents algorithmes sont exécutés sur une sta-
tion de travail SUN Ultra-30, 295 MHZ, en double précision où  
	 	   . Pour la
méthode SU, la tolérance donnée est 	     alors que la tolérance locale de IRK3 est
égale à 	    . La figure 2 montre l’évolution de la sensibilité de l’ERC par rapport à  en fonction de  . On constate que plus le temps de mission augmente, plus l’ERC
est sensible à   (baisse de l’ERC). La précision numérique des trois méthodes SU,
IRK3 et UP a été traitée dans une étude précédente [10] et que cette précision est
satisfaisante en pratique.
  
  
  
  	
  

  
1 10

 	  
 
Temps de mission







FIG. 2 – Sensibilité de l’ERC au taux de panne   en fonction de 
Afin d’évaluer le temps de calcul des méthodes SU et IRK3, on effectue un sto-
ckage compact des matrices # *#  et de  # *#  . Les trois méthodes ont d’abord étéexécutées pour   	 puis   	  en variant  de  à 	  . Pour   	 , la
méthode UP est la plus rapide. En prenant   	  , la méthode SU reste la plus
efficace pour     , ses performances se dégradent lorsque  augmente. Cette mé-
thode demande un temps de calcul prohibitif pour les grandes valeurs de  . Seules
les méthodes UP et IRK3 sont retenues pour      . La figure 5 montre que pour
  	  , la méthode IRK3 est plus rapide que la technique UP. Cette accélération
est due à des valeurs du pas variant entre 	   et   

en partant d’un pas initial
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  	  . Malgré cette accélération, IRK3 requiert   heures CPU pour   	 
alors que UP demande près de
 
heures CPU. Il est donc recommandable d’utiliser
IRK3 pour   	  et UP pour   	  .
  
1
10
 

 	
 
 
 
1 10
 
  	    
CPU (s)
Temps de mission

IRK3







UP
     

SU







FIG. 3 – Temps CPU en fonction de  pour   	
7 Conclusion
Nous avons étudié dans ce rapport le calcul numérique de la sensibilité de l’ERC
des modèles markoviens raides. Le principal problème auquel nous avons à faire
face est le temps de calcul croissant avec la raideur. Après avoir étudié la méthode
SU avec comme avantage le contrôle de l’erreur, nous avons considéré la méthode
IRK3, une méthode ODE L-stable particulièrement adaptée aux modèles raides.
Nous avons d’abord transformé le système différentiel donnant la sensibilité en un
système ODE de la forme      où   est une constante en vue d’appliquer la
méthode IRK3. Nous avons ensuite amélioré cette dernière méthode avec un nou-
veau choix du pas garantissant l’erreur locale la plus proche de la tolérance locale
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1
10


	


1 10

 	  
CPU (s)
Temps de mission

IRK3
  




SU







UP
    


FIG. 4 – Temps CPU en fonction de  pour   	 


	



1 10

 	  
CPU (s)
Temps de mission

IRK3
  




UP
   
 

FIG. 5 – Temps CPU en fonction de  pour     
INRIA
Sensibilité de l’espérance de la récompense cumulée 25
requise. Les valeurs du pas sont plus importantes que celles fournies par les algo-
rithmes classiques.
Face aux difficultés relatives au contrôle de l’erreur globale par les méthodes
ODE, nous avons proposé une approche basée sur la méthodologie UP. Cette mé-
thode est particulièrement rapide pour les grandes valeurs du temps de mission  des
systèmes à espace d’état raisonnable (
    ). Les   méthodes ont été comparées
vis-à-vis du temps de calcul sur un exemple réel. Nous constatons que la méthode
SU est intéressante pour les petites valeurs de  . Les méthodes UP et IRK3 sont
recommandées pour les grandes valeurs de  .
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Annexe A
Majoration de l’erreur commise sur
 
  
	
Dans cette annexe, nous allons majorer à l’ordre 1 la la norme infinie de la
matrice     * d’erreur commise sur   *#   . On a :
  *# *      
  #      *#   .    *#   .    #     
        #                 *#   2         /
% ! *#   2              
  #               
  
 *#        *
où
                  
  #   2        /    *#   2        
%    #                         *#            
A l’ordre 1, nous avons

       $               $   *#      $       #   2  $           $  ! *#   2   $           $            $   
  #       $
Comme pour tout        , les matrices  *#  et  !  #   2    sont sto-chastiques, il s’ensuit que :

       $         .  $              $      *#   2  $           $           $   
 *#      $
D’après les inégalités (38), (39) et (40) et compte tenu du fait que

   *#      $    
    

# # *#       $
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et

 
 *#   2  $    
    

# # *#       $nous avons

    *  $           $    
    

# # *#       $
    
         )	  
avec

       $   
    

# #  #&      $           )     (42)
Établissons maintenant par récurrence une majoration simple de

    *  $ . On a :

    .  $          $   
    

# # *#&      $            )    et plus généralement,

       $       &  $  
    

# # *#&      $
  
         
        )	  
Plus clairement,

    *  $          $  
    

# #  #&      $

          
         )            
En remplaçant pour tout 	 	  ,   par     , on obtient

       $          $  
    

# #  #&      $

             
       )              
ou encore

    *  $          $   
    

# # *#&      $    
                 )	   
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En tenant compte de l’inégalité (42), nous avons

       $   
    

# # *#&      $ 
    
               )   
ou plus simplement

    *  $  
    

# #  #&      $     
     
            )	   
En remplaçant     par  , nous obtenons le résultat recherché

    *  $  
    

# #  #&      $ 
     
             )    
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