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1. Spodaj podpisani(-a) Gašper Tanko, rojen(-a) 22. 7. 1994 v Ljubljani, študent(-ka) 
Fakultete za strojništvo Univerze v Ljubljani, izjavljam, da sem zaključno nalogo z 
naslovom Podpora inženirskim operacijam v okolju mešane resničnosti, izdelal(-a) 
samostojno v sodelovanju z mentorjem doc. dr. Rokom Vrabičem in somentorjem prof. 
dr. Petrom Butalo. 
 
2. Izjavljam, da je zaključna naloga, ki sem jo oddal(-a) v elektronski obliki, identično 
tiskani verziji. 
 
3. Izrecno izjavljam, da v skladu z določili Zakona o avtorski in sorodnih pravicah (Ur. l. 
RS, št. 21/1995 s spremembami) dovolim objavo zaključne naloge na spletnih straneh 
Fakultete in Univerze v Ljubljani.  
 
4. S podpisom se strinjam z javno objavo svoje zaključne naloge na straneh na svetovnem 
spletu preko Repozitorija Univerze v Ljubljani. 
 
S svojim podpisom zagotavljam, da: 
‐ je predloženo besedilo rezultat izključno mojega lastnega raziskovalnega dela; 
‐ je predloženo besedilo jezikovno korektno in tehnično pripravljeno v skladu z Navodili 
za izdelavo zaključnih del, kar pomeni, da sem: 
‐ poskrbel(-a), da so dela in mnenja drugih avtorjev oziroma avtoric, ki jih uporabljam 
v zaključni nalogi, citirana oziroma navedena v skladu z Navodili za izdelavo 
zaključnih del, in 
‐ pridobil(-a) vsa dovoljenja za uporabo uporabljenih podatkov in avtorskih del, ki so v 
celoti (v pisni ali grafični obliki) uporabljena v tekstu, in sem to v besedilu tudi jasno 
zapisal(-a); 
‐ se zavedam, da je plagiatorstvo – predstavljanje tujih del (v pisni ali grafični obliki) kot 
mojih lastnih – kaznivo po Kazenskem zakoniku (Ur. l. RS, št. 55/2008 s spremembami); 
‐ se zavedam posledic, ki bi jih na osnovi predložene zaključne naloge dokazano 
plagiatorstvo lahko predstavljalo za moj status na Fakulteti za strojništvo Univerze v 
Ljubljani v skladu z relevantnim pravilnikom. 
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Mešana resničnost je tehnologija, katera dandanes še ni razvita do te mere, da bi bila sama 
uporaba le te smotrna. Sam razvoj mešane resničnosti pa je pogojen z razvojem virtualne 
(VR) in obogatene (AR) resničnosti, katere skupaj sestavljajo okolje mešane resničnosti. V 
zaključni nalogi smo tako dopolnili mentorjev program, kateremu smo dodali pogled VR, s 
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Mixed reality is a technology that nowadays has not yet been developed to such an extent 
that it's worthwhile using it on a daily basis. The development of the mixed reality itself is 
conditioned by the development of virtual (VR) and augmented (AR) reality, which together 
represent mixed reality environment. In this final task we upgraded a mentor's program to 
which we added the VR view, by means of which we can view the virtual world from a 
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1.1. Ozadje problema 
Ko govorimo o mešani resničnosti moramo kot prvo začeti s pojmoma virtualna resničnost 
(VR) in obogatena resničnost oz. po angleško Augmented reality (AR). Ko imamo opravka 
z virtualno resničnostjo moramo poleg ponavadi uporabiti še dodatne pripomočke kot so 
posebna Cardboard očala, ki nam s pomočjo leč omogočajo, da gledamo v ekran telefona in 
s tem dobimo občutek 3D sveta, občutka globine slike, občutka premikanja. VR aplikacije 
nas tako nekako postavijo v virtualni svet, kjer se lahko premikamo ter opazujemo 
računalniško generirano okolico. Velja poudariti, da je trenutno premikanje v aplikacijah z 
današnjimi napravami nemogoče uskladiti z našim dejanskim premikanjem, ter je možno le 
z nagibom kamere/glave, igralnim ploščkom, tipkovnico ali pa je premikanje preprosto 
samodejno v smeri pogleda kamere. Mnogi tehnološki gaganti posvečajo v razvoj VR veliko 








Pri obogateni resničnosti za razliko od virtualne ne potrebujemo posebnih pripomočkov in 
nam naš mobilni telefon že zadostuje. Tu se za razliko od VR ne nahajamo v virtualnem 
prostoru, pač pa si v realni prostor postavimo virtualne elemente. Z realnim prostorom imam 
v mislih prostor ujet na kamero telefona, ki je prikazan na ekranu. Pri tem si ta prostor oz.  
resničnost obogatimo z dodatnimi elementi, iz česar izhaja ime obogatena oz. razširjena 
resničnost. Uporaba AR je tako bolj priročna kot sama uporaba VR, v marsikaterem pogledu 
pa celo bolj zanimiva, saj nismo omejeni z virtualnim svetom. Zelo znan primer AR je igra 
Pokemon GO, kjer nam je računalnik združil elemente realnega in virtualnega sveta. 
 
Tako tehnologija VR kot tudi AR spadata v nekakšne tehnologije prihodnosti, saj nam bo z 
njimi omogočena marsikatera stvar, za katero še danes mislimo da ni mogoča. Zelo 
pomembni bosta v vesoljski tehnologiji, uporabljeni pa bosta tudi v medicini, inženirstvu, 
izobraževanju in pa seveda tudi v vojski. Ponujali nam bosta dodatne možnosti 
komuniciranja in simuliranja. To bo imelo precejšen vpliv tudi na uporabi aplikacij 
oddaljene pomoči in vzdrževanja. V primeru, da bo prišlo do okvare v sistemu bomo 
preprosto »poklicali« serviserja, kateri nam bo lahko na zaslon telefona ali pa celo očal 
narisal oz. pokazal kaj moramo narediti, da napako odpravimo ali pa kako zamenjamo 
pokvarjen element v primeru da sami tega ne znamo narediti. Seveda bo za to potrebna 
internetna povezava, katera je dandanes že skoraj samoumevna v vsakodnevnem življenju. 
Danes že obstaja nekaj podjetji, ki se s tem ukvarjajo, vendar je vse skupaj še v začetnih 
fazah. Trenutno velja pri tej temi izpostaviti Scope AR, ki v sodelovanju s podjetjem 




Slika 1.2: Primer Scope AR aplikacije [1]. 
Sedaj, ko smo povedali nekaj o VR in AR lahko predstavimo še mešano resničnost (MR). 
Danes obstaja kar precej teorij o tem, kaj naj bi pojem mešane resničnosti sploh ponazarjal. 
Glede na to, da v nalogi uporabljamo tako AR kot VR bomo skozi celotno nalogo s pojmom 
mešana resničnost imeli v mislih integracijo virtualne resničnosti in obogatene resničnosti.  
Če povemo drugače, bomo lahko na VR vplivali skozi AR, saj je pri slednji značilna sama 




Del cilja zaključne naloge je bil dopolnitev mentorjevega programa s še dodatno opcijo 
pogleda. Se pravi, da pogledu s tlorisa in AR načinu gledanja dodamo še VR način, za 
katerega potrebujemo tudi posebna očala Cardboard. S tem bomo lahko objekte, ki jih 
imamo na mizi pred nami, v našem primeru QR kode, katere ponazarjajo različne radirke 
predstavili v virtualnem svetu. S premikanjem QR kod bomo lahko vplivali na virtualen svet, 
saj se bodo tu radirke premikale, tako da bomo imeli na mizi in v sami aplikacije radirke 
enako razporejene. Podobno bo gledanju skozi kamero, le da bo vse virtualno in v 3D načinu. 
Drugi del cilja naloge pa je sama predstavitev in demonstracija programa, kjer bomo 
pokazali kako se program uporablja, ter predstvili kje bi bila uporaba takega oz. bolj 
razvitega programa možna. 
 
Struktura naloge bo precej enostavna. Za začetek bomo v 2. poglavju šli skozi teoretičen del 
elementov naloge, se pravi da bomo opisali VR, AR in povedali nekaj o sami mešani 
resničnosti, nato bomo v 3. poglavju podrobneje predstavili program, katerega se dopolnjuje 
in ga dopolnili s potrebnimi elementi. Eksperimentalni del naloge pa bo sledil v 4. poglavju. 
Ta del je tudi najpomembnejši, saj je uspešen eksperiment tudi glavni cilj te zaključne 
naloge. Vse skupaj se bo povzelo še v zadnjem poglavju, s katerim se bo ta zaključna naloga 
tudi končala. Tu bodo predstavljeni rezultate in težave na katere smo naleteli, ter smernice 













2. Teoretične osnove in pregled literature 
2.1. Virtualna resničnost 
2.1.1. Zgodovina virtualne resničnosti 
Virtualna resničnost se začne prvič pojavljati že na koncu 19. stoletja in začetku 20. stoletja 
[2]. To je čas v katerem je stereoskopija postala popularna. Pri stereoskopiji gre v bistvu za 
ustvarjanje 3D slik, katere nato gledamo s posebnimi očali, ki poskrbijo za trirazsežnostno 
iluzijo globine. Eden izmed prvih večjih izumov je bila igrača View-Master [2], katera je 
izšla leta 1939, pri kateri sta bila bistvena 2 elemena. Kot prvo sta bili potrebni leči, kot 
drugo pa je bil potreben disk na katerem se je nahajalo 14 slik. Po 2 sliki v paru sta tvorili 
3D sliko, tako da je bilo skupno število 3D sliko na disku 7. Sliki v paru sta bili skorajda 
enaki in edina razlika je bila ta, da sta si bile med seboj malenkost zamaknjeni, tako da je 




Slika 2.1: View master z vstavljenim diskom [3]. 
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Nasleden velik korak k razvoju virtualne resničnosti pa je naredil Morton Heilig, človek ki 
velja za nekakšnega očeta virtualne resničnosti. Že kot mladenič je imel željo ustvariti 
veččutno gledliško izkušnjo, tako ki bi presegla vse kar je bilo do tistega časa ustvarjeno. 
Želel je združiti 3D sliko, zvok, veter, vibracije in vonjave. Tako mu je leta 1960 uspelo kot 
prvemu patentirati tako imenovano Telesphere mask [4]. V njej je bilo združeno skoraj vse 
o čemer je sanjal. Vsebovala je leče, katodne cevi (ekran televizije), slušalke in zračne šobe. 





Slika 2.2: Telesphere mask [4]. 
 
Vendar se Morton ni ustavil pri tem patentu, saj je le 2 leti kasneje patentiral še mnogo 
naprednejši izdelek, ki ga je poimenoval Sensorama [5]. Poleg tega je moral razviti še 3D 
kamero in projektor, katera sta bila potrebna za delovanje Sensorame. Uspelo mu je posneti 
tudi 5 kratkih filmov, eden izmed teh je bila vožnja z motorjem skozi New York [2]. To ne 
bi bilo samo po sebi nič nenavadnega, vendar je Morton ta film dopolnil z dodatnimi efekti. 
Pod seboj si čutil vibriranje sedeža, katero je bilo podobno pravi motoristični vožnji, prav 
tako je bilo moč občutiti vetrove. Šel je celo tako daleč, da je dodal tudi vonjave, tako si 
vohal sam vonj asfalta, lahko si zavohal tudi gostilno mimo katere si ravnokar peljal, oz te 
je kamera ponesla. Seveda je bila Sensorama po velikosti precej večja od predhodne maske, 
vendar je bila velik korak naprej pri razvoju VR. Na žalost Morton ni uspel privabiti nobenih 
vlagateljev, zato so njegove sanje počasi propadale. Podobno se je zgodilo z njegovima 





Slika 2.3: Sensorama [6]. 
 
Naslednji velik skok se je zgodil leta 1968, ko sta znanstvenik Ivan Sutherland, ter njegov 
študent Bob Sproull izumila prvi tako imenovani naglavni zaslon, oz. head mounted display 
(HMD) [7]. Poseben pa je bil zato, saj je bil kot prva naprava povezan direktno z samim 
računalnikom in ne s kamero. Tako so lahko ljudje prvič videli virtualni svet v 3D. Dobra 
stvar računalnika pa je bila ta, da je posameznik preko njega vplival na sam virtualni svet. 
Zaradi velike teže je morala biti naprava pričvrščena na strop, kar bi bilo v primeru porušitve 
lahko usodno za človeka, ki je tisti trenutek z napravo upravljal. Ravno zaradi tega se je 




Slika 2.4: Damoklejev meč [9]. 
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Sama naglavna maska je bila sestavljena iz 2 katodnih cevi, optike in 2 sledilnih sistemov, 
katera sta z naprednimi algoritmi in programi skrbela, da so se elementi v samem VR 
programu premikali [2]. Čeprav pri tem izumu ne moremo govoriti dobri grafiki je bil le  ta 
izjemno pomemben, saj je kot prvi uspel združiti premikanje glave s premikanjem virtualnih 
elementov v programu.   
 
Kljub vsem raziskavam in razvojem na području virtualne resničnosti pa je minilo kar precej 
let, preden je bil ta pojem dejansko uporabljen. Samo ime virtualna resničnost je luč sveta 
ugledalo leta 1987 in za to se je moč zahvaliti Jaronu Lanieru [7]. Lanier je bil tisti čas zelo 
aktiven na področju VR in je celo ustanovil podjetje imenovano Visual Programming 
Languages (VPL) [2]. Tu so razvili nekaja pomembnih izdelkov, ki so precej prispevali k 
trenutnemu razvoju VR. Predvsem velja omeniti DataGlove in EyePhone. Pri prvemu je šlo 
za nekakšno rokavico, katera je imela vgrajene razne senzorje, s katerimi je bilo moč zaznati 
kje v prostoru se rokavica nahaja, ter ali ima uporabnik pest stisnjeno ali ne. Ti podatki so 
bili posredovani v računalnik, kjer je bilo v virtualnem svetu moč videti rokavico. Lahko pa 
so bili posredovani tudi direktno v naglavno masko, tako da si virtalni svet videl v 3D načinu. 
Pri produktu EyePhone je šlo vbistvu za to naglavno masko, tako da sta bila oba produkta 
med seboj povezana in sta se dopolnjevala [2]. Tako se je posameznik lahko igral z virtualno 
resničnostjo s tem, ko je premikal predmete v simulaciji s pomočjo rokavice ter vse skupaj 
opazoval v 3D načinu skozi očala oz. masko. Kljub vsemu pa se prudukt ni najbolje prijel. 
Razlog pa tiči predvsem v tem, da si ga večina ljudi ni mogla privoščiti, saj je bila cena 
bistveno previsoka za normalnega človeka. Osnoven model očal je stal malo manj kot 10.000 
dolarjev, naprednejši model pa kar 50.000 dolarjev. Če poleg prištejemo še rokavico za 9.000 




Slika 2.5: DataGlove in EyePhone [11]. 
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Po leti 1990 so mnoga podjetja še vedno razvijala VR, vendar na žalost ni bilo večjih in 
odmevnejših napredkov. Bodisi so se nekateri razvoji ustavili že pri prototipih ali pa 
preprosto niso bili zanimivi širši množici. Po letu 2010 pa se je vse to spremenilo in lahko 
rečemo, da je VR tu doživela največji razvoj. Dandanes obstaja mnogo podjetji, ki posvečajo 
ogromno finančnih sredstev ravno razvoju VR. Velja poudariti, da gresta mobilna 
tehnologija in tehnologija virtualne resničnosti naprej z roko v roki, saj za uporabo VR v 
večini primerov potrebujemo mobilni telefon. Bolj ko je telefon zmogljiv bolj napredno 
aplikacijo lahko poganja in zato ni čudno, da se je nadaljno razvoj VR začel s tem, ko so 
mobilni telefoni napredovali. 
2.1.2. Virtualna resničnost danes 
Eden izmed prvih bolj uporabnih VR izdelkov je bil seveda Googlov Cardboard, ki je izšel 
junija 2014 [12]. Ta je bil in še vedno je najcenejši možni izdelek s katerim lahko gledamo 
VR posnetke. Sestavljen je le iz katrona ter 2 leč, preko katerih gledamo na ekran telefona. 
Seveda je cardboard primeren le za preprostejše programe/igre. ter za gledanje 3D in 360 
stopinjskih posnetkov. Sprva je bil primeren le za telefone z operacijskim sistemom Android, 
kar pa se je maja 2015 spremenilo, saj so dodali tudi podporo za iOS, tako da je lahko 




Slika 2.6: Cardboard [13]. 
 
Google je kasneje Cardboard nadgradil in izdal nov naprednejši izdelek imenovan Google 
Daydream. Le ta je bil na voljo javnosti Novembra 2016 le dobri 2 leti po izidu Cardboarda 
[14]. Seveda je dosti bolj napreden od svojega predhodnika, ima pa to slabost, da lahko z 
njim upravljamo samo s telefonom, ki ima nameščen Android, pa še ta mora biti za to dovolj 
zmogljiv. Trenutno je v prodaji le nekaj takih modelov, kar pa se bo v prihodnosti seveda 
spremenilo, saj se bodo telefoni še vedno razvijali naprej. V prodaji poleg Daydreama dobi 
kupec še dodaten brezžični krmilnik, katerega lahko uporablja poleg aplikacij/iger za 
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dodatne interakcije z virtualnimi elementi, prav tako pa sama maska zaznava lokacijo tega 




Slika 2.7: Google Daydream [15]. 
 
Vendar pri razvoju VR nisi bili aktivni le pri Googlu, saj je svoj delež prispeval tudi 
Facebook s svojim izdelkom Oculus Rift [2]. Velja omeniti, da je sprva Oculus začel kot 
samostojno podjetje januarja leta 2012, vendar ga je že marca zaradi velikega zanimanja 
kupil Facebook. Po mnogih razvijalskih različicah je naposled marca 2016 [16] za javnost 
izšla prva uradna verzija Oculus Rifta. Za razliko od Daydreama tu uporabnik ne potrebuje 
mobilnega telefona ampak kar računalnik s katerim poveže Oculus Rift. Celotna izkušnja je 
zaradi računalnika defenitivno boljša kot z uporabo telefona, vendar je tudi dražja, prav tako 
pa je tudi sama mobilnost izdelka manjša. Tudi tu dobimo poleg naglavne maske še dodatna 
krmilnika/igralna ploščka, katera uporabljamo za navigacijo v prostoru. Poleg pa se dobi 
tudi poseben senzor, katerega namestimo nekam v prostor, kjer se bo Rift uporabljal. Ta 
senzor nam nato zaznava lokacijo igralnih ploščkov in maske s pomočjo infrardečih LED 
luči, ki se nahajajo na sami maski ter ploščkih. Senzor je zmožen 6-osnega zaznavanja, kar 
pomeni da zaznava praktično vrako translacijo in rotacijo [16]. Sami pa lahko tudi z 
dodatnimi LED lučmi označimo predmete in računalnik bo ta predmet nato s pomočjo 
senzorja prepoznal. Na žalost pa ni vsak računalnik sposoben poganjati Oculus Rifta, saj so 
priporočene zahteve kar precej višje od tistih, ki jih dosega povprečen uporabnik. Tako 
potrebujemo kar 16 GB pomnilnika, grafična kartica in procesor pa morata biti višjega 
cenovnega razreda. Velja tudi omeniti, da je možno poleg uporabljati tudi igralni plošček 





Slika 2.8: Oculus Rift [16]. 
Virtualna resničnost je prepotovala že kar precej dolgo pot da je prišla do stanja kjer se 
nahaja sedaj, prav tako ta pot ni bila lahka, saj se praktično vse dela iz nič. Na žalost bomo 
potrebovali še nekaj let raziskav in še mnogo prototipov, da bomo prišli do točke, kjer bo 
VR nekaj vsakdanjega in samoumevnega. Mnogi posamezniki pa so mnenja, da nam bo 
virtualna resničnost dobesedno spremenila način življenja, katerega poznamo sedaj, ter da 
ga bo v nemalo primerih tudi močno olajšala in polepšala. 
2.1.3. Kako deluje virtualna resničnost 
Pri virtualni resničnosti gre predvsem za ustvarjanje nekakšnega virtualnega sveta s pomočjo 
računalnika v katerem ima lahko posameznik možnost interakcij z virtualnimi elementi ali 
pa ima le možnost opazovanja. V obeh primerih se na nek način z vidom nahaja v tem 
ustvarjenem svetu. Lahko rečemo da ima VR nekakšno nalogo, da prelisiči možgane. Za 
samo uporabo virtualne resničnosti potrebujemo tudi dodatna naglavna očala. Lahko so 
preprostejša (Cardboard, Daydream) in omogočajo da vsebino gledamo na mobilnem 
telefonu, kateri že ima vgrajene vse potrebne senzorje, kot so giroskop in pospeškomer za 
zaznavanje samega premikanja telefona, ali pa uporabimo malenkost zahtevnejša 
(OculusRift), kjer telefona ne potrebujemo, saj so vsi senzorji že vgrajeni v samih očalih, 
potrebujemo pa seveda računalnik s čimer jih tudi povežemo. Za boljšo izkušnjo se lahko 
uporabi tudi stereo zvok okolice, tako da dobimo še dodatno predstavo o virtualnem 
prostoru.  
 
Zakaj imamo v VR aplikacijah občutek globine? No, če pogledamo kako izgleda zaslon 
aplikacije ali igre brez očal lahko vidimo da imamo v realnosti na zaslonu 2 dokaj si podobne 
slike (slika 1.1). Edina razlika je ta, da sta si med seboj zamaknjene, to pa zato, ker je leva 
slika namenjena levemu očesu desna slika pa desnemu. Temu lahko rečemo tudi 
stereoskopija. Enako sliko vidimo tudi v resničnem svetu, saj levo oko nikoli ne vidi istih 
stvari kot desno, ampak vidi vse malenkost zamaknjeno, kar je smiselno saj sta tudi obe očesi 
zamaknjeni. S pomočjo očal tako prelisičimo možgane da gledajo neke vrste realni 3D svet, 
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kjer imamo tudi občutek globine, v resnici pa gledajo le 2 2D malenkost zamaknjeni si sliki 
na zaslonu. Na tem principu nekako sloni celotna virtualna resničnost. 
2.2. Obogatena resničnost 
2.2.1. Zgodovina obogatene resničnosti 
Sami začetki obogatene resničnosti segajo šele v leto 1980 [17], za kar se gre predvsem 
zahvaliti kanadskemu raziskovalcu z imenom Steve Mann. Mann velja za očeta [18] 
takoimenovanega wearable computinga, oz. po slovensko nekakšne prenosne računalniške 
tehnike. Tistega leta mu je kot prvemu uspelo razviti napravo, preko katere je lahko gledal 
realni svet obenem pa je videno tudi posnel, vse pa se je dogajalo preko posebnih očal, ki so 
bila povezana z računalnikom. Da je to seveda delovalo je moral uporabiti delilnik žarka, s 
katerim je žarek razdelil na 2 dela. Prvi del je nadaljeval pot proti očesu drugi pa proti 
kameri, ki je posnela isto, kar je oko videl. V pvotni verziji je moral poleg sebe nositi še 
računalnik, katerega je zaradi velikosti prenašal s seboj kar v nahrbtniku. Sčasoma je napravo 
EyeTap razvil do te mere, da nahrbtnik ni bil več potreben, saj je vse komponente lahko 
spravil v manjšo škatljico, ki je je nosil pripeto na pasu. Podobno se je zgodilo tudi s samimi 




Slika 2.9: Razvoj Eyetapa z leti. (a) 1980, (b) 1985, (c) 1990, (d) 1995, (e) 2000 [17]. 
 
Podobno kot pri VR tudi obogatena resničnost imena ni dobila s prvimi izumi na tem 
področju ampak kasneje. Tako je pojem obogatena resničnost v uporabi šele od leta 1990, 
glavna krivca za to pa sta profesor Tom Caudell in David Mizell tisti čas raziskovalca v 
podjetju Boeing [19]. Kot prvim jim je uspelo narediti program, ki je združil tako realni svet 
kot tudi virtualne elemente. S programom pa so seveda nastala tudi posebna očala, s katerimi 
je bilo delovanje možno. Vse to je bilo razvito z namenom, da se tehnikom olajša procedure 
pri proizvodnji letal. Skratka, razvila sta napravo, ki čez resnično okolje izriše virtualne 
elemente, katere povejo »kam gre določen kabel«. S tem izumom so bili na nek način 
postavljeni temelji, kako naj bi obogatena resničnost izgledala in delovala. Če jo primerjamo 
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z današnjimi napravami lahko vidimo da je večina stvari enakih. Edina razlika je ta da so 




Slika 2.10: Tom Caudell s svojo napravo [20]. 
 
Istočasno, ko so se pri Boeingu ukvarjali z razvojem svojega izdelka so tudi v vojnem 
letalstvu ZDA razvijali svoj izdelek imenovan Virtual Fixture [21]. Glavnemu raziskovalcu 
na tem projektu Louisu Rosenbergu je leta 1992 uspelo dokončno razviti ta izdelek. Glavni 
namen samega razvoja je bil ta, da je bilo pilotom in bodočim pilotom omogočeno še dodatno 
urjenje. Pri tem izdelku je šlo v bistvu za nadzorovanje robota s pomočjo zunanjega skeleta 
oz. eksoskeleta ob dodatni uporabi očal za obogaten resničnost. Tako je bilo možno 
upravljati z robotskimi rokami in slediti navodilom, ki so se izpisovala na očalih tudi v 




Slika 2.11: Primer eksoskeleta, realnega pogleda  in obogatene resničnosti [22]. 
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Istočasno, ko so se pri letalstvu ukvarjali s svojim projektom, so na univerzi Columbia 
razvijali svojo verzijo naprave za obogateno resničnost [23]. V njihovem primeru so si za 
nalogo zadali izdelati delujočo AR napravo, katera je nudila pomoč pri preprostih 
vzdrževalnih delih nekega laserskega tiskalnika. Tako so se na zaslonu očal izrisovala 
navodila, ki so kazala kaj moramo narediti, da da bomo del zamenjali. Vsa navodila so bila 
zelo preprosta, saj je bilo potrebno upoštevati le puščice, ki so kazale kam kaj potegnemo, 
potisnemo ali obrnemo, prav tako pa je bila na zaslonu izrisana končna lokacija dela, tako 
da se je lepo videlo kako daleč se mora nek del izvleči. Po celotnem tiskalniku so morali 
pred tem še nalepiti posebne sledilnike, s pomočjo katerih je naprava uspela prepoznati 
lokacijo in orientacijo tiskalnika in njegovih sestavnih delov. Projekt so poimenovali 




Slika 2.12: Tiskalnik in očala (levo), primer navodil (desno) [24]. 
 
Kljub vsemu razvoju na področju obogatene resničnosti pa je bilo potrebnih še nekaj let, da 
so ljudje sploh začeli razumeti samo bistvo in da se je uporaba v osebne namene povečala. 
Težavo pri temu gre zagotovo pripisati do takrat na nek način prezakomplicirani programski 
opremi in bistveno preveliki strojni opremi. Vse to se je leta 1999 [25], potem ko je japonski 
raziskovalec z Nara inštituta za znanost in tehnologijo po imenu Hirokazu Kato razvil  
knjižnico s programsko opremo, namenjeno pisanju programov za obogateno resničnost 
imenovano ARToolKit bistveno spremenilo. Sedaj je bilo mnogo lažje ustvarjati aplikacije 
z obogateno resničnostjo, prav tako pa je s tem poskočil sam razvoj AR. 
 
Tako je že naslednje leto izšla prva mobilna AR igra imenovan ARQuake [26], katera je bila 
ustvarjena s pomočjo ARToolKita. Za samo delovanje te igre je igralec poleg očal 
potreboval samo še računalnik, katerega je nosil s seboj na hrbtu. Uporabnik je nato lahko v 





Slika 2.13: ARQuake [27]. 
 
Nasledenj velik skok pa je obogatena resničnost doživela oktobra leta 2008 [28], ko so prve 
AR aplikacije postale na voljo tudi za pametne telefone. Zaradi precejšnih zmogljivosti 
takratnih telefonov ni bilo nobenega problema s samo uporabo take vrste aplikacij. Sicer je 
bila prva aplikacij na voljo le telefonom z operacijskim sistemom Android, vendar tudi 
telefoni z iOS niso rabili na to čakati dolgo. Pri tej aplikaciji je v bistvu šlo za navigacijo, 
katero je dopolnjevala obogatena resničnost. Tako je z uporabo lokacije, internetne 
povezave, kompasa, pospeškomera aplikacija na ekranu izrisovala cesto po kateri se vozimo. 
V primeru, da je bila v bližini gostilna ali pa mogoče bencinska postaja je aplikacija seveda 




Slika 2.14: Wikitude Drive [29]. 
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2.2.2. Obogatena resničnost danes 
Danes je na svetu mnogo podjetji, ki se ukvarjajo z razvojem obogatene resničnosti, vendar 
Microsoft trenutno vodi s svojim produktom HoloLens. Tu gre pravzaprav za že znan 
princip, ko za uporabo potrebujemo posebna očala, vendar je Microsoft ta očala dodobra 
razvil. Očala tako zaznavajo premikanje osebe, prav tako pa zaznavajo okolico, tako da sama 
prepoznajo ovire kot so stoli ter mize. Z njimi je možno upravljanje tudi z rokami, saj 
prepoznajo kretnje rok, zaradi česar je možno neposredno upravljanje z virtualnimi elementi. 
S samimi očali pa lahko tudi uporabljamo določene programe, ki so nameščeni na 
računalniku, tako lahko na primer v kuhinji na mizi prebiramo e-pošto, v kopalnici gledamo 
televizijo v dnevni sobi pa urejamo datoteko k Wordu. Dobra stvar očal je tudi ta, da lahko 
te aplikacije poljubno premikamo po prostoru, očala pa si njihovo lokacijo zapomnijo, kar 
pomeni da bo koledar vedno na isti steni, prav tako pa bo helikopter, katerega se dobi v 




Slika 2.15: HoloLens [30]. 
 
Ob omembi obogatene resničnosti v današnjem času pa ne smemo mimo igre Pokemon Go, 
ki je izšla 6. julija leta 2016. Že prvi mesec po izidu je podrla tako rekord po število prenosov 
kot tudi rekord v prihodku [31], za kar pa je bila zaslužena predvsem obogatena resničnost, 
zaradi katere je igra zanimiva. S to igro je podjetje Niantic predstavilo AR res ogromnemu 
številu ljudi po celotnem svetu in prav mogoče je, da je kdo s to igro dobil navdih za 
obogateno resničnost. Pri igri gre pravzaprav za to, da se oseba premika po realnem svetu, 




Slika 2.16: Pokemon GO. 
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2.2.3. Kako deluje obogatena resničnost 
Podobno kot pri virtualni resničnosti tudi tu potrebujemo neko računalniško napravo 
(računalnik, pametni telefon) za poganjanje potrebne programske opreme, poleg pa 
potrebujemo še kamero, katera zajema sliko realnega sveta, ter seveda zaslon na katerem se 
izrisuje tako realna slika kot virtualni elementi. Dodatni elementi, kot na primer sistem 
globalnega pozicioniranja (GPS) niso nujno potrebni, vendar vsekakor izboljšajo samo 
izkušnjo. Če povemo še z drugimi besedami, kamera sliko pošilja programski opremi, le ta 
nato to sliko sprocesira in jo obogati z dodatnimi elementi, vse pa lahko opazujemo na 
zaslonu računalnika ali pa telefona. Poleg 3D elementov je v okolje možno dodati tudi tekst, 
avdioposnetek in video posnetek.  
 
Cheng in Tsai [32] sta obogateno resničnost razdelila v 2 skupini. Prvo sta poimenovala 
slikovna (angl. image-based), drugo pa lokacijska (angl. location based). Pri slikovni za 
delovanje potrebujemo označevalnik (marker), pri kateremu gre  v bistvu le za neko  posebno 
vrsto kode imenovana QR koda. Le to je potrebno posneti s kamero, nakar programska 
oprema poskrbi, da se na določeni lokaciji ustvari virtualni objekt. Pri slikovni obogateni 
resničnosti poznamo še eno podskupino imenovana »naravna grafična zaznava«, pri kateri 
pa  ne potrebujemo nobenih kod, saj tu aplikacija zaznava vsakodnevne elemente. Primer 
take zaznave je aplikacija Snapchat, katera deluje prav na principu prepoznavanja obrazov. 
Pri lokacijski obogateni resničnosti pa ne potrebujemo nobenih elementov, saj deluje na 








2.3. Uporaba virtualne in obogatene resničnosti 
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Dandanes gresta razvoj tako virtualne kot tudi obogatene resničnosti z roko v roki, poleg 
tega pa so si področja uporaba obeh zelo podobna. Zagotovo je izobraževanje eno glavnih 
področji, kjer je možna uporaba ene ali pa obeh vrst resničnosti. Mogoče je trenutno še 
največji problem nerazvitost, vendar bo imela tu predvsem obogatena resničnost velik vpliv 
[32]. Uporabo AR v izobraževanju bi lahko po napovedih bistveno razširili v naslednjih 5 
letih [28]. Kljub temu, da velja področje še za dokaj nerazvito pa obstaja že nekaj aplikacij, 
katerih namen je izobraževanje. Mogoče je japonska aplikacija z naslovom New Horizon 
ena izmed najzanimivejših. Tu se lahko japonski otroci s pomočjo obogatene resničnosti 
učijo angleščino. Tako imajo na različnih straneh v učbeniku natisnjene QR kode, katere 
nato zajamejo z mobilno kamero, aplikacija pa poskrbi, da se na zaslonu predvaja krajši 




Slika 2.18: Aplikacija New Horizon[33]. 
 
Naslednje zelo pomembno področje je seveda medicina, kjer lahko uporabniki v virtualnem 
okolju operirajo pacienta, kar služi kot nekakšno izobraževanje, ali pa s pomočjo obogatene 
resničnosti doktorjem nudijo dodatne poglede v notranjost človeka. Virtualno okolje je sicer 
super za izobraževalne namene, kjer lahko posameznik vadi različne vrste operacij, vendar 
na žalost pri medicini človek potrebuje tudi stik z realnostjo [34]. Tako VR na nek način 
služi kot predoperativna vaja, kar pa je tudi zelo pomembno, zlasti za nabiranje nekih 
izkušenj. Težava z AR pa je ta, da še ni razvita do te mere, da bi si bilo z njo pomagati pri 
operacijah. Mnogi raziskovalci strmijo k razvoju  obogatene resničnosti, s katero bi bilo 
možno informacije, katere dobi kirurg iz ultrazvoka kot 2D slike sestaviti  in prikazovati 
med operacijo v realnem času [35]. S tem bi doktorjem ponudili lepši pogled v notranjost 
telesa,  kot če bi morali vse razbirati iz 2D slik. Pri medicini velja omenit i  projekt univerze 
iz Severne Karoline, kjer so  uspeli  ustvariti podobo 3D zarodka v maternici pri noseči 
ženski s pomočjo ultrazvoka [36]. Sicer so imeli pri tem kar nekaj težav s samim programom  




Slika 2.19: 3D model zarodka [36]. 
 
 
Med vsemi panogami se zagotovo največ finančnih sredstev v obogateno in virtualno  
resničnost vlaga v vojski. Seveda je tu govora predvsem o ameriški vojski, katera je verjetno 
do tega trenutka zagotovo najbolj tehnološko podkovana. Ti obogateno resničnost v letalih 
uporabljajo že leta in leta, tako imajo na voljo zaslone, na katerih se izrisuje vektorska 
grafika. Ta grafika lahko ponazarja tudi nasprotna letala, kar omogoča lažje merjenje. 
Tehnologija je napredovala celo tako daleč, da lahko pilot meri v nasprotnika le s tem, ko 
ima nanj usmerjen pogled, saj mu senzorji zaznavajo tudi to. Eden od mogoče pomembnejših 
projektov na področju vojske pa je projekt BARS (Battlefield Augmented Reality System), 
keteri omogoča prikazovanje stavbi in ulic, ter njihove informacije. Sam sistem je sestavljen 
iz prenosnega računalnik, GPS sistema, inercialnega senzorja (giroskop, kompas), 




Slika 2.20: BARS [37]. 
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Kot zadnja panoga, kjer bi uporaba ali virtualne ali obogatene resničnosti pripomogla k 
izboljšanju rezultatov pa je inženirstvo. Tu bi imela VR mogoče med vsem panogami še 
največji vpliv, saj bi se jo lahko uporabljalo v namene simulacij in daljinskega vodenja. Tako 
se na primer v Indiji na inštitutu za raziskave plazme trudijo razviti VR do te mere, da bi se 
jo bilo možno uporabljati pri samemu procesu jedrske fuzije [38], saj je reaktor med 
obratovanjem nedostopen ljudem.  Prav zato bi tu še kako prav prišla pomoč virtualne 
resničnost kot nekakšen način daljinskega vodenja. Željo imajo uporabiti virtualno 
resničnost tudi pri proizvodnji tako imenovanega tokamaka. To je naprava, katera s pomočjo 
močnega magnetnega polja omejuje plazmo v obliki torusa, katera je v fuzijskemu reaktorju 




Slika 2.21: Pogled v reaktor s pomočjo Oculus Rifta [38]. 
 
Mnogo raziskovalcev na področju proizvodne industrije, akademskih inštitutov in univerz 
so začeli z raziskovanjem uporabe tako AR kot tudi VR tehnologij [39]. Z dobro simulacijo 
v VR okolju, bi bilo zagotovljeno, da bo končen rezultat zadovoljiv že v prvem poiskusu, 
kar bi posledično zmanjšalo celotne stroške, čas in material pa bi se tako lahko uporabila v 
druge namene. VR okolje se dandanes v proizvodnji uporablja kot orodje za izdelavo 
virtualnih prototipov, sestavo, ter za diagnosticiranje napak [39]. 
 
Na področju obogatene resničnosti v inženirstvu pa velja omeniti tudi slovenske raziskovalce 
s Fakultete za gradbenštvo in geodezijo [40], katerim je uspelo narediti prototipno aplikacijo, 
ki v bistvu pokaže kako bi izgledala hiša na neki lokaciji, katero snemamo s kamero. Prav 
tako pa lahko s to isto aplikacijo spremljamo kako poteka sam gradnja objekta, in sicer ali 









Tako lahko vidimo (slika 2.22 desno) zeleno liniji, ki ponazarja kaj naj bi bilo trenutno na 
urniku. Prav zaradi te grafike pa lahko tudi opazimo, da ne gre vse po planu. Sama aplikacija 
je bila v tem stanju še precej oddaljena od popolne aplikacije, vendar je bila dovolj dobra za 
grobo oceno stanja projekta [40]. 
 
2.4. Mešana resničnost 
Mešana resničnost je že kot ime pove hibrid večih resničnosti in v našem primeru gre tukaj 
za združenje virtualne resničnosti in obogatene resničnosti. Sam pojem je kot prvega 
podrobneje predstavil Paul Milgram leta 1994 [41], kateri je takrat predstavil tako imenovani 
kontinuum virtualnosti (slika 2.23). Na njem je mešano resničnost predstavil kot skupek 
realnega okolja, obogatene resničnosti, obogatene virtualnosti in virtualnega okolja. Pri 
obogateni resničnosti gre za resničnost obogateno z virtualnimi elementi, pri obogateni 
virtualnosti pa za virtualen svet obogaten z resničnimi elementi [42]. Slednje se ne uporablja 




Slika 2.23: Kontinuum virtualnosti [41] 
 
Kako pa naj bi združili virtualno in obogateno resničnost? No, v praktičnem delu naloge 
bomo poiskusili dopolniti program, s katerim bomo lahko ob uporabi internetne povezave 
na nek način sinhronizirali obe resničnosti, tako da bi lahko obogateno resničnost, ki jo 
vidimo na zaslonu telefona videli tudi v 3D kot virtualni prostor. Nekaj podobnega so 
naredili raziskovalci na Univerzi za tehnologijo v Eindhovnu [43], kjer so poskušali združiti 
realen svet z obogateno resničnostjo. Tu so želeli poustvariti prizor iz Alice v čudežni deželi, 
kjer prostor okoli nje spreminja velikost glede na to, ali oseba poje piškot ali spije pijačo. Na 
žalost jim obogatene resničnost ni uspelo popolnoma vključiti, v smislu gledanja prostora 
skozi očala. So pa se odločili za drugačen pristop, in sicer so naredili stene iz polprosojnega 
platna, na katerega so projecirali virtualno sliko stene in tako na nek način poizkusili ustvariti 
kar se da virtualno okolje. Po tleh so imeli postavljene tudi senzorje, ki so zaznavali 
premikanje, ti pa so bili povezani z zvočniki, ki so predvajali zvok, ki naj bi ponazarjal 
škripanje tal pri hoji. V sobi se je nahajala tudi miza, na kateri je bila škatla s piškoti z 
napisom »Eat me« (pojej me) in steklenica z napisom »Drink me« (popij me). Obe stvari sta 
bili opremljeni s senzorji, ki so ugotavljali, ali je oseba iz škatle vzele piškot ali je pila iz 
steklenice, od tega pa je zaviselo ali se bo soba zmanjšala ali povečala. Seveda je fizični 
model sobe ostal enak, spremenila se je le projekcija navidezne stene, tako da je dajala 
občutek spremembe velikosti sobe. Mogoče bi bilo ob uporabi dodatnih senzorjev in kamer 
celotno sobo celo spraviti v virtualen svet, kjer bi se lahko prosto gibali, ter preko senzorjev 
na škatli in steklenici vplivali na virtualno sobo, s čimer bi tako ustvarili na nek način 




Slika 2.24: Izgled projeciranih sten [43]. 
Ša dandanes pa ostaja mešana resničnost dokaj neraziskano področje, kar po eni strani ni 
presenetljivo, saj se o tem govori šele dobrih 20 let, prav tako pa je odvisno tako od virtualne 
kot tudi od obogatene resničnosti. Sam bistven preboj na področju mešane resničnosti gre 
verjetno pričakovati takrat, ko bo razvoj prej omenjenih prišel do te točke, da bo uporaba v 








3. Predstavitev in dopolnitev programa 
3.1. Delovanje programa 
Sam program sloni na obogateni resničnosti, kjer s telefonom zajamemo QR kode, nakar 
program na tem mestu ustvari virtualen objekt. V tem primeru gre za preproste modele kock 
različnih barv in velikosti. Prav tako pa ima posameznik možnost izbrati, da ta program 
deluje na računalniku, kjer pa se ustvari virtualno okolje, katero se s pomočjo internetne 
povezave sinhronizira z obogateno resničnostjo. Na ta način lahko vidimo kocke tudi na 




Slika 3.1: Obogatena resničnost (levo), virtualno okolje (desno). 
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Kot lahko vidimo (slika 3.1) smo uporabili 4 QR kode. 3 od teh predstavljajo kocke, ena pa 
mizo, katera služi kot izhodišče globalnega koordinatnega sistema. To potrebujemo le v 
primeru če želimo povezati virtualno okolje in obogateno resničnost, saj le ta ponazarja 
sredino virtualne mize na kateri se generirajo kocke. V primeru če želimo uporabljati le 




Slika 3.2: QR koda, ki ponazarja sredino virtualne mize. 
 
 
Katero okolje bomo uporabljali izberemo v meniju takoj ob zagonu aplikacije, prav tako pa 
tu izberemo ali bo naprava služila kot strežnik ali pa se le ta poveže že v predhodno 




Slika 3.3: Začetni meni. 
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Celoten program je bil ustvarjen s programom Unity, kateri danes velja za enega izmed bolj 
popularnih programov, če ne celo za najpopularnejši program ustvarjanja AR in VR 
aplikacij. Ena izmed dobrih lastnosti je ta, da lahko v njem programiramo tako z uporabo C# 
kot tudi z uporabo UnityScripta, ki je nekako podoben JavaScriptu. Zelo je tudi prijazen do 
začetnikov, saj je na njihovi spletni strani ogromno vaj, s katerimi hitro pridobiš osnovno 
znanje programiranja v Unityju. Velika prednost pa je ta, da lahko ustvarjamo za praktično 
vse pomembnejše operacijske sisteme računalnikov (Windows, OS x, Linux), telefonov 
(Android, iOS), ter za mnogo drugih elektronskih naprav (Xbox, PlayStation, Samsung TV, 
...). Za samo delovanje obogatene resničnost pa smo morali uporabiti še dodaten komplet za 
razvoj programske opreme imenovan Vuforia, kateri omogoča kreiranje aplikacij za 




Slika 3.4: Program Unity. 
3.2. Dopolnitev programa 
 
Za nalogo smo si zadali, da program dopolnimo s še dodatnim pogledom na virtualno okolje. 
In sicer, da poleg navadne kamere uporabimo še kamero virtualne resničnosti, kar pomeni, 
da moramo dodati še stereoskopski pogled. Tudi za uporabo virtualne resničnosti moramo v 
Unity uvoziti dodaten komplet za razvoj programske opreme v tem primeru imenovan 
Google VR SDK (GVS). Ker je bil prvoten projekt izdelan avgusta 2016 smo morali poiskati 
GVS iz tistega obdobja, saj zaradi različnih verzij v nasprotnem primeru ob samem uvozu 
dodatka javlja napake zaradi nekompatibilnosti ali pa dodatek preprosto ne deluje. V 
aplikaciji bi lahko dali na voljo možnost, da bi se s pomočjo igralnega ploščka premikali 
okoli mize in tako imeli na mizo poglede iz poljubnih zornih kotov, vendar ker ploščka 





Slika 3.5: Lokacija kamere v VR načinu. 
 
 
Naslednja stvar, katero smo bili primorani narediti je bila odstranitev vseh ostalih kamer, saj 
je ob zagonu aplikacije VR kamera vedno bila na zaslonu, neglede na to ali smo v meniju 
izbrali način VR, AR ali način način namizja. Ker smo odstranili kamere smo bili zaradi tega 
primorani spremeniti začetni meni. Tako smo z menija odstranili možnost izbire okolja in 
pustili na voljo le ustvarjanje strežnika  in pridružitev že obstoječemu omrežju. S tem smo 




Slika 3.6: Spremenjeni meni. 
Sedaj ko imamo vse elemente aplikacije postavljene moramo aplikacijo še namestiti na 2 
mobilna telefona in računalnik. Na računalnik moramo namestiti aplikacijo s prvotnim 
menijem, saj moramo izbrati način namizja, prav tako pa na prvi mobilni telefon namestimo 
to isto aplikacijo, saj bomo morali izbrati način obogatene resničnosti. Na drugi telefon pa 
bomo morali namestiti spremenjeno aplikacijo. Da namestimo aplikacijo ali na računalnik 
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Slika 3.7: Build settings meni. 
 
V primeru VR aplikacije pa je bilo potrebno še nekaj malega sprememb, in sicer je moral 
biti Minimum API Level, kateri se ja nahajal v Player settings (slika 3.7) nastavljen na neko 
vrednost, ki je bila pogojena v datoteki AndroidManifest.xml. Če je bila ta vrednost 
















4. Rezultati in diskusija 
Za cilj smo si pri tej nalogi zadali dopolniti program, kar nam je tudi uspelo, tako lahko zdaj 
virtualen svet gledamo tudi s pomočjo očal Cardboard, ter se tako vanj bolj vživimo. Takšne 
vrste aplikacij bodo v prihodnost zagotovo zelo pomembne tako v inženirstvu, medicini in 
izobraževanju. S tem nam bodo ponujene dodatne možnosti komunikacij in simulacij, 












1) Dopolnili smo program z dodatnim pogledom, tako da zdaj lahko aplikacijo gledamo v 
načinu virtualne resničnosti. 
2) Povedali smo kako program deluje. 
3) Predstavili smo virtualno in obogateno resničnost in pomembnejše izume, kateri so 
vplivali na bistven razvoj obeh tehnologij. 
4) Povedali smo na katerih principih delujeta obe vrsti resnčnosti. 
5) Predstavili smo tudi mešano resničnost, ter predstavili primer, kjer se je uporabljala 
nekakšna okrnjena verzija le te. 
 
V delu je na enem mestu zbrana celotna zgodba razvoja tako virtualne kot tudi obogatene 
resničnosti, ter kako obe delujeta. Poleg tega pa so predstavljene tudi pomembnejše možnosti 
uporabe ene ali druge tehnologije. Sam program pa lahko služi kot nakakšna osnova pri 
razvoju novih programov, kateri bodo nastali na osnovi mešane resničnosti. 
 
 
Predlogi za nadaljne delo 
 
V nadaljnih delih bi programu lahko dodali možnost premikanja z uporabo igralnih ploščkov 
ali tipkovnice, kar bi nam omogočilo še boljšo predstavo o virtualnem svetu. Poleg tega bi 
lahko poskusili vključiti še možnost pisanja na zaslon telefona z obogateno resničnostjo, s 
čimer bi še dodatno vplivali na virtualen svet. Seved pa lahko za začetek v samem programu 
Unity dopolnimo knjižnico QR kod in elementov, tako da se v obogateni resničnosti lahko 
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