Motivated by observed anomalous features in cycle 23, as inferred from records of photospheric magnetic flux, we develop a flux transport dynamo-based scheme in order to investigate the physical cause of such anomalies. In this first study we focus on understanding anomalies occurring in the polar field evolutionary pattern in cycle 23, namely, why the polar reversal in cycle 23 was slow, why after reversal the buildup of the polar field was slow, and why the south pole reversed approximately a year after the north pole did. We construct a calibrated flux transport dynamo model that operates with dynamo ingredients such as differential rotation, meridional circulation, and large-scale poloidal field source derived from observations. A few other dynamo ingredients, such as diffusivity and quenching pattern, for which direct observations are not possible, are fixed by using theoretical guidance. By showing that this calibrated model can reproduce major longitude-averaged solar cycle features, we initialize the model at the beginning of cycle 22 and operate by incorporating the observed variations in meridional circulation and large-scale surface magnetic field sources to simulate the polar field evolution in cycle 23. We show that a 10%-20% weakening in photospheric magnetic flux in cycle 23 with respect to that in cycle 22 is the primary reason for a $1 yr slowdown in polar reversal in cycle 23. Weakening in this flux is also the reason for slow buildup of polar field after reversal, whereas the observed north-south asymmetry in meridional circulation in the form of a larger decrease in flow speed in the northern hemisphere than that in the southern hemisphere during 1996-2002 and the appearance of a reverse, high-latitude flow cell in the northern hemisphere during 1998-2001 caused the north polar field to reverse before the south polar field.
INTRODUCTION
Analysis of sunspot data and longitude-averaged photospheric magnetic flux indicate that cycle 23 has behaved peculiarly: the rise of this cycle was slow compared with that of other odd-numbered cycles, it never reached the strength expected in a following odd cycle compared with its preceding stronger even-numbered cycle, and during its declining phase it showed a second peak, which is unusual for an odd cycle. Furthermore, the polar field pattern was different from the two previous cycles; for example, the polar reversal was very slow. These peculiar features of cycle 23 were not predicted accurately by so-called precursor methods (Ohl 1966; Brown & Williams 1969; Schatten & Sofia 1996) . Predictions about future solar magnetic features remain an important area of research because solar magnetic fields have profound influence on the Earth and the near-space environment. Therefore, being able to predict departure from ''normal'' cycles has significant value.
The cyclic evolution of the large-scale solar magnetic fields is believed to be due to a magnetohydrodynamic dynamo operating inside the Sun. Solar dynamo models have evolved significantly over the past half-century. Until recently, the large-scale solar dynamo mechanism involved two basic processes, the generation of toroidal field by shearing a preexisting poloidal field by differential rotation (the effect) and the regeneration of poloidal fields by lifting and twisting the toroidal flux tube (the effect ; Parker 1955; Steenbeck & Krause 1969) . Recent studies indicate that it should include an important third process, namely, flux transport by meridional circulation (Wang & Sheeley 1991; Choudhuri, Schüssler, & Dikpati 1995; Dikpati & Charbonneau 1999; Küker, Rüdiger, & Schültz 2001) . These ''flux transport'' dynamos are now successful in reproducing many large-scale solar cycle features, including a difficult one, the correct phase relationship between the equatorward-migrating sunspot belt and the poleward-drifting large-scale fields. The cycle period in such dynamo models is primarily governed by the meridional flow speed. Given these successes, it may now be feasible to develop a flux transport dynamo-based strength prediction scheme.
Predicting the properties of an upcoming solar cycle by using old cycle data has so far been attempted by various methods, for example, (1) the precursor method, (2) a dynamobased scheme, (3) a curve-fitting technique, (4) the spectral method, (5) neural networks, and (6) climatology (see Sello 2001) . Among these, the first two are the relevant ones in the present context. The precursor method is an empirical method, whereas the dynamo-based scheme has been incorporated with thin physical foundations (see the discussion and criticism of these methods in Joselyn et al. 1997) . These schemes use the polar field of the previous cycle to determine the strength of the upcoming sunspot cycle, assuming that there is a ''magnetic persistence'' (Schatten et al. 1978; Layden et al. 1991; Sofia, Fox, & Schatten 1998 ) between these two. To probe deeper into the physical foundation of such a strength prediction scheme, we need to answer such questions as (1) What is magnetic persistence? (2) How do the $5.5 yr old polar fields from the previous cycle play an important role in determining the upcoming cycle's strength? (3) How are these polar fields brought down to the strong radial shear layer (tachocline) at the base of the convection zone for generating and amplifying toroidal fields, responsible for producing spots at the surface through their buoyant rise?
We postulate that the magnetic persistence, or the Sun's memory about its own magnetic field, is governed by the meridional flow speed Giles et al. 1997; Schou & Bogart 1998; Haber et al. 2002; Basu & Antia 2003) in a flux transport dynamo. The slower the flow speed, the longer is the Sun's memory. To demonstrate this concept, we illustrate in Figure 1 the turnover time of a plausible solar meridional flow by plotting the location of a fluid particle at 1 yr intervals along the streamlines of the flow. For a maximum surface flow speed of 15 m s À1 the polar field frozen to the fluid would take 17-21 yr to be advected down to the midlatitude at the shear layer via the conveyor belt. We can infer therefore that in a flux transport dynamo-based scheme, the previous cycle's polar field will not be the sole factor in determining the upcoming cycle's strength; rather, a few previous cycles' polar fields should contribute. In fact, the analysis of the model output from the simulation of a flux transport dynamo (Charbonneau & Dikpati 2000) has indicated that an nth cycle's polar fields have the strongest correlation with the subsurface toroidal field (proxy for sunspots) of cycle n þ 2.
Thus, we should expect that the polar fields of cycle 21, instead of those of cycle 22, have contributed significantly in producing the features of cycle 23, but the extent to which cycles 20 and 22 also have contributed will be investigated. The number of past cycles whose polar fields can contribute to the magnetic persistence effect depends on the ''lifetime'' of the polar fields before they disappear, undergoing diffusive decay. Currently we do not accurately know the diffusivity as a function of depth from the surface down to the convection zone base; for example, the lifetime of the polar fields would be about 40 yr if the average diffusion coefficient in the convection zone is $3 Â 10 11 cm 2 s À1 . Our aim is to develop a flux transport dynamo-based scheme that can eventually be used as a predictive tool. Although helioseismology has fixed most of the dynamo ingredients, there are still a few unknowns. We can calibrate them by using the information from the old cycles' magnetic field and meridional flow data, and then we can reproduce the new cycle's features. In this first study we will focus on understanding the cause of the polar field anomaly in cycle 23 in order to test the viability of the physical foundation of such a scheme. Forthcoming papers will explore other peculiar features in sunspot cycle 23 and attempt longer predictions using longer meridional flow records when they become available.
In the next section we give a physical description of the polar reversal process. As an observational motivation of our study, we present in x 3 the polar magnetic flux recorded by National Solar Observatory (NSO/Kitt Peak), Mount Wilson Observatory (MWO), and Wilcox Solar Observatory (WSO) and discuss the peculiarities in the polar field distribution in cycle 23. In x 4 we build a scheme based on a calibrated solarlike flux transport dynamo model that can be used as a tool for analyzing the anomalous features of cycle 23. We do a validity test of this calibrated model in x 5 and then present our results in x 6 with interpretation of how various physical processes have affected the polar field distributions in this cycle. We close in x 7 with our comments and conclusions.
PHYSICAL PHENOMENA OF POLAR REVERSAL
To investigate the processes responsible for the polar field anomaly in cycle 23, we first elaborate on the physics of polar reversal. The widely accepted polar reversal mechanism is based on a solar surface flux transport model, first developed by the NRL group (Wang, Nash, & Sheeley 1989a) . Various observations (Babcock 1959; Bumba & Howard 1965; Stenflo 1972) have shown that active regions break up during their decay process and coalesce to form the large-scale weak diffuse magnetic fields. The trailing polarity flux from bipolar active regions drifts toward the pole to produce polar fields. The polar reversal occurs when sufficient flux from a new cycle has reached the pole to neutralize the remnant flux of opposite polarity from the previous cycle.
The schematic diagram in Figure 2 describes this process in four major steps: (1) in Figure 2a we see the fully developed positive polar field from an old solar cycle during the onset of a new cycle and the opposite-polarity large-scale fields that are being produced at sunspot latitudes; (2) as the solar cycle progresses, the opposite-polarity large-scale fields from the new cycle are seen to advance toward high latitudes, canceling some of the remnant flux from the old cycle as sketched in Figure 2b ; (3) with further advancement of the cycle, we see in Figure 2c the continuation of the process of poleward drift of the large-scale fields and the cancellation of more remnant flux; and (4) finally, in Figure 2d when the solar cycle is declining toward the minimum, the opposite polarity fields have canceled all remnant positive flux and have established the negative polar fields.
By developing an advective-diffusive flux transport model on the solar surface, the NRL group (Sheeley, Devore, & Boris 1985; Sheeley, Wang, & Harvey 1989; Wang, Nash, & Sheeley 1989b ) demonstrated that supergranular diffusion alone (as proposed in Leighton 1964) is not adequate to produce the correct polar field distributions in latitude (e.g., as described in Fig. 2) ; a meridional circulation with a poleward surface flow is also necessary.
While many authors (van Ballegooijen, Cartledge, & Priest 1998; van Ballegooijen 1999; van Ballegooijen, Priest, & Mackay 2000; Mackay, Priest, & Lockwood 2002; Schrijver & De Rosa 2003) have been successfully working on a surface flux transport model, by using a complementary flux transport model operating in meridian planes, a number of researchers over the past decade (Dikpati & Choudhuri 1994 , 1995 Choudhuri et al. 1995; Durney 1995; Dikpati 1996 et al. 2002) have come to similar conclusions concerning the cause of the polar reversal. Given this description of the polar reversal phenomena, we will focus on the role of the following processes in the dynamo-based prediction scheme in order to investigate polar reversal features peculiar to cycle 23: (1) the meridional flow pattern, (2) the diffusion coefficient, and (3) the sources of the polar fields. Figure 3 represents the time-dependent behavior of the north and south polar field distributions from MWO, WSO, and NSO/Kitt Peak since 1974. The polar field map has been updated from Arge et al. (2002) , including the data up to the present. Even though the data have been taken with increased accuracy since 1992, from the overall agreement in the polar field patterns derived from various observatories, we can list the following evolutionary features of polar fields over three successive cycles (21, 22, and 23) and speculate on what physical processes contribute to produce those features.
OBSERVED POLAR FIELD FEATURES
1. The polar reversal of cycle 23 was slower than the preceding cycles 21 and 22, and after the reversal, the polar field buildup is also slow.
Is this because the source of the polar fields, arising from the decay of erupted bipolar active regions on the surface, was relatively weaker in cycle 23 than in past cycles? 2. In cycles 22 and 23 the south polar field reversed approximately 1 yr after the reversal of the north polar field.
Can the asymmetry in the source of north and south polar fields cause these asynchronous reversals in the two hemispheres?
Or is it the asymmetry in the transport processes in the northern and southern hemispheres?
3. The south polar fields were stronger than the corresponding north polar fields at the solar minima of cycles 21 and 22.
Did that create more remnant flux near the south pole from the preceding cycles to be canceled by the following cycles' flux before the polar reversal occurs?
4. During the late declining phase of cycle 22 and the rising phase of cycle 23 ($1993-1999 ) the north polar field remained at a steady value before falling off sharply and reversing, while the south polar fields showed a rather steady decrease.
Was this due to the appearance of a second cell in the meridional flow pattern during 1998-2001 such as detected by Haber et al. (2002) ?
Or was it due to the north-south asymmetry in the amplitude of the meridional flow?
CONSTRUCTION OF A CALIBRATED SOLAR DYNAMO MODEL
In order to develop a solar cycle prediction scheme in the framework of a flux transport dynamo, we first construct a solar-like model. We start by writing down the nonlinear dynamo equations under the assumption of axisymmetry (see eqs.
[3a] and [3b] in Dikpati & Charbonneau 1999) :
where B p ¼ r r r r Â Â Â ðAê Þ denotes the poloidal field, B the toroidal field, u the meridional flow, the differential rotation, and Sðr; ; B Þ the poloidal source term.
In the kinematic regime, the following five ingredients characterize the dynamo: (1) the differential rotation (), (2) the meridional circulation (u), (3) the poloidal source term (S), (4) the quenching of the poloidal source, and (5) the depth-dependent diffusivity. To construct a plausible solar-like model, our goal is to obtain a best fit of our model output with the observed longitude-averaged basic features of a solar cycle. We prescribe the dynamo ingredients 1-5 above in the subsections that follow.
Differential Rotation
Helioseismic analysis and inference indicates that the solar internal rotation profile contains primarily latitudinal shear in the bulk of the convection zone, changing to solid rotation across a thin layer at or below the base of the convection zone to the radiative core inside (Brown et al. 1989; Goode et al. 1991) . This thin layer (<0.05 R ) is called the tachocline. To represent the differential rotation, we use the parameterized profile used by Charbonneau & MacGregor (1997) and also by Dikpati & Charbonneau (1999) , which closely resembles that inferred from two-dimensional helioseismic inversions (Tomczyk, Schou, & Thompson 1995; Corbard et al. 1998) . We reproduce in expression (3) the differential rotation profile from Dikpati & Charbonneau (1999) :
where s ðÞ ¼ Eq þ a 2 cos 2 þ a 4 cos 4 represents the latitudinal differential rotation in the convective envelope and the error function erf ðxÞ defines the ''tachocline'' of thickness d 1 centered at the radius r c ; c and Eq , respectively, are the core rotation and the equatorial rotation rates. Parameter values that produce the best fit with the helioseismic solution are c =2 ¼ 432:8, Eq =2 ¼ 460:7, a 2 =2 ¼ À62:69, a 4 =2 ¼ À67:13 nHz, r c ¼ 0:7R, and d 1 ¼ 0:05R. Note that the typographical errors (the missing ''2'' factors) in a 2 and a 4 of Dikpati & Charbonneau (1999) have been corrected. We do not reproduce the plot of rotation contours here; it is the same as Figure 1a of Dikpati & Charbonneau (1999) .
Using MDI observations of surface gravity waves ( f-modes) from SOHO, have analyzed quantitatively the radial angular velocity gradient that is seen in a thin subphotospheric layer. The analytical form of the solar rotation profile we incorporate, including this near-surface radial shear layer, as well as the tachocline, is too complicated to show. It is found in Kosovichev (1996;  see also x 2 of Dikpati et al. 2002) .
Meridional Circulation
Unlike the differential rotation, the meridional circulation is not yet fully constrained by observation, but a poleward surface flow of about 15 m s À1 has been detected by various techniques, such as Doppler measurements (Duvall 1979; Ulrich et al. 1988; Cavallini, Ceppatelli, & Righini 1992; , magnetic tracers (Komm, Howard, & Harvey 1993) , and helioseismic analysis (Giles et al. 1997; Braun & Fan 1998; Haber et al. 2002) . Helioseismic inversions have also indicated that the meridional flow remains poleward in the upper half of the convection zone down to about 0.85 R . The equatorward return flow has not yet been observed, but it must exist, since mass does not pile up at the solar poles. We construct this return flow by incorporating the observed flow pattern in the outer envelope of the convection zone and then applying the constraint of mass conservation.
A remaining question is how to choose a suitable penetration depth of the meridional flow below the convection zone. Until we know this depth from observations, we must rely on theoretical arguments and analysis. While it is unphysical to assume that a weak flow like the Sun's meridional circulation would penetrate with the strongest equatorward flow amplitude into the subadiabatically stratified radiative interior beneath the tachocline, it is also unlikely that this flow pattern is closing above the proper convection zone base. Preliminary results from two distinct and ongoing calculations indicate that the meridional flow should penetrate a part of the weakly subadiabatic overshoot tachocline. One of these two models, addressing the lithium-burning issues (P. Charbonneau 2004, in preparation) , has found that to produce solar-like lithium depletion, the meridional flow should penetrate the overshoot layer. However, the flow penetrating below 0.65 R into the radiative interior will cause such an excessive lithium burning as to become a problem. On the other hand, while studying the thin-shell tachocline dynamics, Gilman & Miesch (2003) are showing that the penetration can be no deeper than the overshoot tachocline.
Given the above theoretical guidance, we choose a meridional flow pattern that closes above the center of the tachocline. Since in our prescribed pattern the thickness of the tachocline is P0.05 R with its center located at 0.7 R , we close the return flow of our meridional circulation pattern at $0.71 R .
We adopt here a mathematical form for the meridional flow from van Ballegooijen & Choudhuri (1988) . Although this form has already been used by many authors (Dikpati & Choudhuri 1994; Dikpati & Charbonneau 1999; Gilman & Howe 2002) , we give the form again here to discuss further how to choose the parameters in such a way as to mimic a physically plausible solar-like pattern:
in which
Here m is the exponent for an adiabatically stratified solar convection zone with a density profile ðrÞ ¼ b ðR =rÞ À 1 ½ m ( b denotes the density at the convection zone base), and therefore we fix it at the value 1.5. While u 0 is a measure of the amplitude of the flow, the parameter p controls the relative amplitude of the surface flow and the subsurface return flow, and q, that of the upwelling radial flow at the equator and the sinking flow at high latitudes. Noting from the helioseismic observations (Braun & Fan 1998; Giles et al. 1997 ) that the flow remains poleward down to about 0.85 R , we take p ¼ 3 and q ¼ 1:5, which suitably fits the observed pattern in the outer envelope of the convection zone, as well as reproduces the correct phase relation between the surface radial fields and subsurface toroidal fields (we see this in x 3). Figure 4 presents such a meridional flow theoretically reconstructed with observational constraints and mass conservation. An important feature of this flow pattern is its equatorward return flow that decreases to zero at r 0 ¼ 0:71 R instead of including an unphysical (by the argument given above) strong return flow amplitude in the strongly subadiabatically stratified radiative interior. Given that the center of the tachocline in this model is at 0:7 R , this flow pattern penetrates the overshoot tachocline, consistent with the aforementioned arguments.
Diffusivity Profile
Direct measurements of magnetic diffusivity () as a function of depth are not possible yet. The mixing-length theory gives us a rough estimate of the supergranular diffusivity within a range ( super $ 10 12 10 14 cm 2 s À1 ) in the supergranulation layer near the surface. However, we do not know how it should vary with depth. Assuming that the turbulence governs the diffusivity in the convection zone and it gets significantly reduced in the subadiabatically stratified radiative zone below, we consider a depth-dependent diffusivity profile as shown in Figure 5 . This diffusivity increases from a value of $10 8 cm 2 s À1 at the bottom boundary (0.6 R ) of our computation domain to a turbulent diffusivity of $10 10 -10 11 cm 2 s À1 across the core-envelope interface. In a thin subphotospheric layer (0.97-1 R ) it jumps to a supergranular diffusivity, which helps greatly to reduce the polar fields to the solar-like value, keeping the conveyor belt mechanism unaffected in the advective regime in the main bulk of the convection zone. A more detailed discussion has been given in x 3 of Dikpati et al. (2002) , along with a table that presents the polar field values for various supergranular diffusivities.
Poloidal Source Terms
As mentioned in x 1, the poloidal sources are responsible for one of the three primary processes in the operation of the large-scale solar dynamo, but we still lack sufficient observational evidence to describe this ingredient through a unique mathematical expression. There is observational evidence (Babcock 1959 ) that the decay of the tilted bipolar active regions can produce a substantial amount of the net poloidal fields near the surface. But the theoretical studies indicate that the surface poloidal field source cannot be the sole driver for the large-scale solar dynamo for two reasons. First, a flux transport dynamo driven purely by a Babcock-Leighton poloidal source cannot produce the solar-like parity of the dynamo mode, namely, the antisymmetric magnetic field about the equator, as inferred from Hale's polarity rule. To produce a toroidal field that is antisymmetric about the equator, a poloidal field with an extended dipolar configuration near the equator needs to be sheared by the differential rotation. However, many authors (Dikpati & Gilman 2001a , 2001b Bonanno et al. 2002) have demonstrated that a poloidal field generated near the surface by a Babcock-Leighton type source undergoes significant decay during the long transport to the poles, down to the bottom and then toward the equator via the conveyor belt, because it is detached from its source; hence, it cannot produce an extended dipole configuration by joining with its oppositehemisphere counterpart. The dynamo relaxes to a symmetric toroidal field solution about the equator (the quadrupole mode). The above authors have also shown that an additional poloidal source at the tachocline (an effect arising due to various hydrodynamic, as well as MHD, instabilities) can solve the problem by producing poloidal fields that traverse a shorter path to meet with their opposite-hemisphere counterparts and therefore can produce an extended dipole configuration near the equator.
Second, the Babcock-Leighton poloidal source owes its existence to the erupted active regions; therefore, during Maunder type minima when the sunspot maximum goes down to a level comparable to the normal sunspot minimum, the Babcock-Leighton poloidal source in the model becomes too weak to maintain the dynamo number (the square of the ratio of field generation rate to field decay rate) above its critical value. Consequently, very weak poloidal fields are produced and hence weak toroidal fields as well because the poloidal fields are the source of the toroidal fields. Hence, the weak spot formation continues, eventually leading to the decaying solar dynamo. However, in reality the solar dynamo has revived again to the normal activity level after undergoing the Maunder type minima. Thus, there must be some other source of the poloidal fields that helps revive the solar dynamo after such minima. A tachocline effect is sufficient to revive the solar dynamo.
We argue that the classical convection zone effect is unlikely to contribute much to the operation of the large-scale solar dynamo because the toroidal flux tubes will not reside there long enough during their buoyant rise, and hence allow little time for the convection zone effect to work on them. In addition, the tilt in active regions at the surface is evidence of the effect of Coriolis forces directly on the rising flux tubes, so an effect is acquired during the rise, but that effect is effective primarily at and near the photosphere.
Given the above discussions, we consider two poloidal sources: (1) the Babcock-Leighton type source working in a thin layer near the surface and (2) the tachocline effect. Figure 6 shows the location of these two sources, marked by gray shading.
We prescribe these two poloidal sources by the following mathematical expression: It has a small value of 10 8 cm 2 s À1 at the bottom boundary (0:6 R ) and reaches a value of 10 10 -10 11 cm 2 s À1 , varying as an error function across the tachocline. In a thin layer near the surface (>0.96 R ) it reaches a value of 10 12 -10 13 cm 2 s À1 .
where
; for < =2;
; for > =2;
1 e 2 ðÀ=3Þ þ 1
Here s 1 and s 2 determine the amplitudes of the poloidal sources; the two error functions in each of the above expressions (11), (12), and (13) confine the poloidal sources in a thin layer near the surface and in the overshoot tachocline, respectively. The latitudinal profile of S BL is such that the Babcock-Leighton poloidal source is most effective at sunspot latitudes, while the tachocline effect is most effective in midlatitudes (as in Dikpati & Gilman 2001b) . The parameter values in expressions (11), (12), and (13) are
, and 2 ¼ 20.
Note that, because of the factor 1 4 coming from the two error functions and the incorporation of a few Gaussian and Fermitype profiles in latitude, the parameter s 1 ¼ 60 cm s À1 does not exactly correspond to a maximum amplitude of BabcockLeighton poloidal source of 60 cm s À1 ; rather, it corresponds to a somewhat smaller value. Similarly, the maximum amplitude of the tachocline effect is actually less than 20 cm s À1 . While a wide range of the amplitudes of the poloidal sources, 1 cm s À1 < s 1 and s 2 P 100 cm s À1 , produces solarlike model output, the relative amplitude is important for maintaining the solar-like symmetry of the dynamo mode. A ratio of s 1 =s 2 > 4 leads to the symmetric magnetic fields about the equator, violating Hale's polarity rule (we will describe this feature in detail in x 5).
The prescribed latitudinal profiles are also not unique; the model allows a modest amount of flexibility in these profiles. However, we must choose these profiles by using some guidance from observations (or theoretical studies when observation is not possible); for instance, it is not plausible for a Babcock-Leighton poloidal source to have a maximum at the pole. Figure 7 shows the profiles of the two poloidal sources we use, as functions of depth (Fig. 7, top) and latitude (Fig. 7,  bottom) . It has not yet been possible to observe the tachocline effect directly, but some efforts via helioseismic techniques have been undertaken in order to investigate the kinetic helicity pattern in the tachocline. Until observational guidance is available, we rely on theoretical calculations. In the present paper we adopt the latitudinal profile of the tachocline effect following the kinetic helicity arising from hydrodynamic shallow-water instability (Dikpati & Gilman 2001a) in the overshoot tachocline. This pattern gets modified in the presence of a strong toroidal field, which should exist in the radiative tachocline Dikpati, Gilman, & Rempel 2003) ; the kinetic helicity in the radiative tachocline is much weaker in amplitude than in the overshoot tachocline but does not disappear. The implications of such kinetic helicity in a dynamo model will be explored in a future paper, but in the present paper we stick to the profile used by Dikpati & Gilman (2001b) . We discuss the saturation of these sources as a function of B [ f ðB Þ] in the next subsection.
Quenching of Poloidal Sources
In a purely linear model, the dynamo-generated magnetic fields can be unlimited in strength. However, in reality there exist various processes that nonlinearly saturate the field strength. For example, the poloidal source originating from the helical flow fields (correlation between the velocity and vorticity) will not be able to twist a toroidal field exceeding a certain high strength because of the opposing Lorentz force type reaction. We do not know how the poloidal field generation mechanism saturates as a function of field strength, but we can prescribe (in a somewhat ad hoc way, but used by 
where B 0 denotes the cutoff field strength. Thus, no more poloidal fields can be generated from the toroidal fields exceeding the strength B 0 . That means the dynamo-generated poloidal fields will saturate at a certain value, not necessarily that the dynamo-generated toroidal fields will saturate at B 0 . The strongest toroidal field that can be generated by the dynamo depends on the poloidal fields, as well as the differential rotation amplitudes. Therefore, for a solar-like effect a cutoff toroidal field of B 0 $ 30 kG can be sufficient to produce a $100 kG toroidal field. The quenching of a Babcock-Leighton type poloidal source does not come from the Lorentz force type reaction force inhibiting the twisting. Instead, the cutoff in such a source comes from the fact that a toroidal field exceeding a certain strength (Choudhuri & Gilman 1987; D'Silva & Howard 1993) cannot produce spot groups with the observed bipolar tilts. However, because of the lack of sufficient knowledge of the quenching pattern of a Babcock-Leighton poloidal source as a function of toroidal field strength, we use the same mathematical form as given in expression (14) for obtaining a saturation value of the poloidal fields produced by the Babcock-Leighton source.
VALIDITY TEST OF CALIBRATED SOLAR DYNAMO MODEL
We solve the dynamo equations (1) and (2) numerically by using the same scheme as used by Dikpati & Charbonneau (1999) . We are solving an initial boundary value problem, so we specify the boundary conditions as well as the initial conditions. Our computational domain, being a meridional plane of a full spherical shell, extends from 0.6 to 1 R in the radial direction and north pole to south pole in the latitudinal direction. To avoid unphysical solutions, we set both B and A to zero at the poles. The bottom boundary behaves as a perfect conductor with the diffusivity dropping down from 10 13 cm 2 s À1 at r ¼ R to 10 8 cm 2 s À1 at r ¼ 0:6 R . Thus, we demand that if B j r¼0:6 R and Aj r¼0:6 R were zero initially, they remain zero during the timescale of our interest (see Dikpati & Gilman 2001b for detailed discussion on this boundary condition). The region above the photosphere (r > R ) is essentially a vacuum, so we set B to zero at r ¼ R and demand that the interior solutions of A match smoothly with the exterior solutions across the photosphere (for more detailed analysis of the top boundary condition see . Even though some coronal reconnection events might contribute to the evolution of surface magnetic flux, we are not attempting yet to add that to the system.
For the initial conditions, we set poloidal fields to zero everywhere. Since we need some seed fields to start the dynamo loop, we set the toroidal fields to random values above the core-envelope interface (r ¼ 0:7 R ) and zero below down to the bottom boundary.
In order to perform the validity test of this calibrated dynamo model, we must compare the solar cycle features derived from the model output with those observed. The best way to do this is to show an observed time-latitude diagram, describe the largescale evolution of magnetic features, and investigate how well a similar theoretical time-latitude diagram reproduces them. Figure 8 shows the observed time-latitude diagram and immediately reveals the following features:
1. Appearance of the sunspots in a latitude belt within $AE35 . 2. Equatorward migration of this latitude belt with an $11 yr periodicity.
3. Poleward migration of the large-scale radial fields with an $11 yr periodicity. 4. A certain phase relationship between the sunspots and surface radial fields, such that the polar reversal takes place approximately during the epoch of sunspot maxima, and polar surges occur during sunspot minima.
5. The sign of the magnetic field in each hemisphere for a given cycle is by convention defined to be the sign of the follower spots in that hemisphere. With this sign convention, the polar field is seen to change sign from positive (white) to negative (dark) when the sunspot cycle (the sign of the follower spots) has already been negative. That means the polar fields lag in phase with respect to the sunspot fields by 90 . 6. The northern and southern hemispheres of the Sun are magnetically coupled by antisymmetric magnetic fields about the equator. We find in Figure 8 that at a particular time, the follower spot in the bipolar spot groups is positive (white) in one hemisphere and negative (dark) in the other hemisphere and vice versa. We also find the dark features poleward in one hemisphere and white ones in the other hemisphere.
The theoretical time-latitude diagram in Figure 9 is constructed by plotting the surface radial fields (in gray shades) directly extracted from the model output. To form a proxy for sunspots, we have extracted the toroidal fields from r ¼ 0:725 R , assuming that the toroidal flux tubes will start from the top of the overshoot tachocline, rising buoyantly to erupt at the surface. These fields, plotted as a gray-scale map superposed on the radial field map, are primarily confined at low latitudes. The contour intervals for B j r¼0:725 R in Figure 9 are logarithmic, the innermost contour having a value of $100 kG, and five successive contours approximately cover 1 order of magnitude of field strength. The surface radial fields are 3-4 orders of magnitude weaker than the toroidal fields at the convection zone base; the strongest surface radial fields are about 20 G.
The model output is obtained by incorporating a meridional flow pattern described in x 4.2 with a maximum surface flow speed of 18.5 m s À1 , an T of 3 Â 10 10 cm 2 s À1 , an super of 3 Â 10 12 cm 2 s À1 , a Babcock-Leighton source amplitude of 40 cm s À1 , and a tachocline effect amplitude of 10 cm s À1 . With these choices, we obtain a converged solution after simulating the dynamo for about 50 yr. The final solution does not depend on how we initialize the model. The dynamo initialized by different configurations relaxes to the same solution by taking different amounts of time to get rid of the initial transients. Figure 9 shows that our calibrated dynamo model reproduces all six numbered features listed above well enough to provide a valid starting point for specific studies of the effect of changes in the ingredients of the dynamo. This solution is a representative solution for the particular parameter values chosen, such as diffusivity, meridional circulation, and poloidal source terms. We can vary the meridional circulation amplitude by AE20% and still get an observationally acceptable solution.
The diffusivity and the poloidal sources are linked in parameter space. They can be varied together from one numerical experiment to another by up to a factor of 3 while still yielding observationally acceptable solutions. For example, if we increase the poloidal source amplitudes from 40 to 80 cm s À1 at the surface and from 10 to 20 cm s À1 in the tachocline, the supergranular diffusivity value needs to be calibrated to a value in the range ð5 7Þ Â 10 12 cm 2 s À1 to obtain the solarlike solutions. However, during each numerical experiment, the supergranular diffusivity is held fixed. Our supergranular diffusivity value is consistent with the value recently derived by and also used by .
A few more important large-scale solar cycle features that cannot be noted directly from Figure 8 are revealed from indirect evidence from other observations and various theoretical studies: (1) Observations indicate that the polar fields are of strength $10 G (Wang et al. 1989b; Arge et al. 2002) . (2) Rising flux tube simulations indicate that the toroidal field strength of 50-150 kG is required to produce spots from them at observed latitudes (Choudhuri & Gilman 1987; Fan, Fisher, & DeLuca 1993; D'Silva & Howard 1993; Schüssler et al. 1994; Caligari, Moreno-Insertis, & Schüssler 1995; DeLuca, Fan, & Saar 1997) . Our calibration reproduces 15-30 G polar fields and 60-130 kG toroidal fields at the base of the convection zone by using the aforementioned parameters combined with a quenching field strength of 30 kG. latitude) superposed on the gray-scale map of surface radial field in the time-latitude plane. Solid contours represent positive toroidal fields. That means that toroidal fields run from positive to negative along the direction of rotation and hence follower spots will erupt with positive polarity. Light shades denote outward radial fields, while dark shades denote inward. The innermost contour at low latitudes has a value of 100 kG; five contours cover an order of magnitude of field strength. Radial fields are 3-4 orders of magnitude weaker.
RESULTS
In order to investigate how various long-term dynamical changes in the dynamo ingredients have contributed to produce certain polar field features in cycle 23, we first focus on their time variations one by one and then study their combined effect. For all calculations reported in this section, we keep the amplitudes of the following two dynamo ingredients, the supergranular diffusivity and the poloidal source quenching field strength, fixed at 3 Â 10 12 cm 2 s À1 and 30 kG, respectively. The surface and tachocline poloidal sources are varied within the ranges of 40-60 and 10-20 cm s À 1 , respectively.
Effect of Changes in Meridional Flow

Appearance of a Reverse Cell in the Northern Hemisphere
Various earlier observations (Duvall 1979; Howard & La Bonte 1981; Komm et al. 1993; Cavallini et al. 1992; have indicated that the solar meridional circulation in general consists of a single cell in each hemisphere. However, recent helioseismic analyses of the nearsurface (within 15 Mm depth below the surface) meridional flow by Haber et al. (2002; see also Giles 1999) have indicated that a reverse flow cell occurred at high latitude in the northern hemisphere during 1998-2001. This second cell did not show up right at the surface but existed slightly below that level. It is not known yet how common this second cell is or whether it has occurred at other times in the past, but since it did appear during cycle 23, we explore the effect of such a reverse flow cell in the polar field evolution.
We prescribe a variable meridional flow as the combination of a single-cell [v 1 ðtÞ] and a two-cell [v 2 ðtÞ] flow pattern, both separately satisfying mass conservation so that H G ðv 1 þ v 2 Þ ¼ 0. We introduce the amplitude of the reverse flow by matching with the observations. That means that while simulating the evolution of the polar fields in cycle 23 starting from cycle 22 (t ¼ 0 is the proxy for the year 1986), we switch on the reverse cell in our calibrated dynamo model after about 12 yr (in 1998) and allow it to persist on top of the single cell for 3 yr. The resulting flow pattern is shown in Figure 10 . After 3 yr, the reverse cell is removed and the single cell is restored. We use the same single-cell flow as we used for the calibration of the model (see x 4.2).
We do not know details about the flow pattern in the bottom half of the convection zone. Satisfying the surface criteria and mass conservation, a two-cell flow can be mathematically constructed in various ways. A forthcoming paper by E. A. McDonald & M. Dikpati (2004, in preparation) will extensively explore the formulation of a two-cell flow and its implications in the evolution of the large-scale solar magnetic fields. For the present purpose, we incorporate a two-cell flow derived from the stream function of multiplied by a factor À 0 , where 0 determines the colatitude of the reverse flow.
The results without the reverse cell and with it are shown in Figure 11 by thin and thick lines, respectively. We find that the appearance of the reverse cell in the northern hemisphere speeds up the north polar reversal rather than slows it down. To interpret this result, we recall from x 2 the basic mechanism of the polar reversal process. The new fields drift toward the pole by advection and diffusion and cause the polar reversal by completely canceling the opposite polarity remnant fields from the old cycle. During the rising phase of the solar cycle (the epoch just before the polar reversal) if the high-latitude reverse flow cell appears, it will carry the remnant old fields to somewhat lower latitudes, making them available to the new cycle's fields for cancellation by the new fields sooner. That is what we obtain in the simulation by incorporating the second cell in the northern hemisphere right before the epoch of the polar reversal. Figure 11 shows that the north pole reversed polarity approximately 1.5 yr before the south pole.
North-South Asymmetry in Meridional Flow Speed
Although the existence of the poleward surface flow has long been known, extensive analyses of the properties of this flow data have been performed only since 1996. The flow pattern showed a systematic decrease in its speed in both hemispheres (Haber et al. 2002; Basu & Antia 2003) during the period 1996-2002. Examining Figure 6 of Haber et al. (2002) and Figure 10 of Basu & Antia (2003) , we also see that the flow amplitude in the northern hemisphere decreased a few percent more than that in the southern hemisphere with respect to the average amplitude in 1996. That gives rise to a small but notable north-south asymmetry in the surface flow amplitudes. This decrease in flow speed during 1996-2002 and the northsouth asymmetry may have important effects in the flux transport dynamo. Thus, we investigate the effect of the northsouth asymmetry in the simulation of the polar field evolution in cycle 23.
Unfortunately, the observed temporal variations and northsouth asymmetry before 1996 are not yet available to us. Reconstruction of meridional flow for the past 20 yr using MWO data is currently being done (T. Corbard et al. 2003, private communication) . However, until that is available, we incorporate a time-varying meridional flow in our calibrated model, assuming a steady and symmetric flow pattern in both hemispheres during cycle 22, and a 15% and 10% decrease in the flow speed in northern and southern hemispheres, respectively, during cycle 23. Thus, we capture in a simplified manner the observed variations in the meridional flow as mentioned in the previous paragraph and simulate the polar field evolution through our calibrated dynamo starting from cycle 22. Figure 12 shows the polar field evolutions with and without the north-south asymmetry in meridional flow amplitudes, plotted in thick and thin lines, respectively. Dashed lines represent north polar field and solid lines south polar field. Comparing the thin and thick lines, we can clearly see that the effect of 10%-15% variations in the meridional flow amplitudes is significant. This decrease in flow speed in cycle 23 can cause about a 1 yr delay in the transport of polar fields and hence in the reversal process. If we recall the scaling law of Dikpati & Charbonneau (1999; see their expression [12] ), between the dynamo cycle period and the flow speed for the dynamo of the flux transport type, we can see that an increase in the cycle period by about 1 yr is not surprising. An average maximum flow speed of 15 m s À1 in cycle 22 and an overall decrease in that speed by 10% will cause an increase in the cycle period by 11½ð15=13:5Þ À0:89 À 1 $ 1:1 yr and hence a corresponding delay in the polar field transport as well, because transport of poloidal and toroidal flux is closely related via the conveyor belt in a flux transport dynamo.
However, the north-south asymmetry in the polar reversal times in Figure 12 is opposite to what happened in reality (see Fig. 3 , in which the north pole reversed before the south pole in cycle 23). This north-south asymmetry in the polar reversal time obtained from our model output is an immediate theoretical consequence of the incorporation of the north-south asymmetry in the meridional flow amplitudes in cycle 23. Some other processes, for instance, the effect of a reverse flow cell in the northern hemisphere as described in x 6.1.1, must be compensating for this unobserved north-south asymmetry in the polar field reversal time. We shall explore this possibility later when we examine the combined effects of all dynamical changes.
Effect of Variation in Photospheric Magnetic Flux in Northern and Southern Hemispheres
We now demonstrate the effect of the observed variations in the photospheric magnetic flux in the polar field pattern. One of the major sources of the polar fields is the BabcockLeighton type surface poloidal source, which arises because of the decay of active regions. The Babcock-Leighton type source can reasonably be assumed to scale with the average photospheric magnetic flux within sunspot latitudes. We plot in Figure 13 the NSO/Kitt Peak total unsigned photospheric magnetic flux in the latitude range 0 -45 in each hemisphere as a function of time. The major component of this magnetic flux comes from the contribution of the active regions. In Figure 13 we see a significant drop in surface magnetic flux from cycle 22 to cycle 23, particularly in the southern hemisphere. It indicates that the surface source of polar fields was weaker in cycle 23 than in cycle 22.
While it is obvious that there is a one-to-one correspondence between the variations in observed photospheric magnetic flux and the Babcock-Leighton type source for largescale photospheric fields, it is not known how the variation in photospheric flux would affect the tachocline poloidal source. If the amplitude of the tachocline poloidal source decreases, the amplitude of the generated poloidal fields will decrease, and in turn, weaker toroidal fields will be produced in the tachocline. That will result in producing weaker active region flux in the photosphere. However, before the eruption at the surface the tachocline toroidal fields undergo many other processes, such as flux concentration and buoyant rise through the convection zone, all or part of which may also cause flux reduction. Thus, we cannot be sure just from the reduction in the observed photospheric flux whether this reduction is the result of weakening in the tachocline poloidal source or the combination of various processes involved in the flux generation and eruption. However, it is plausible to assume some weakening in the tachocline poloidal source when we observe the weakening in the photospheric magnetic flux. Following this reasoning, we map the observed time variation in the photospheric magnetic flux as shown in Figure 13 onto both the surface and tachocline poloidal sources. We simulate the polar field pattern in cycle 23 through our calibrated dynamo and present the model output in Figure 14 .
We see clearly that the relative weakening of the polar field sources in cycle 23 with respect to those in cycle 22 causes a major slowdown, 1.7 yr in the polar reversal in the northern hemisphere and 1.3 yr in the southern hemisphere. To interpret this result physically, we again turn to the basic mechanism of the polar reversal described in x 2. The weak poloidal field sources in cycle 23 produce weaker polar fields. Therefore, a longer time is required to accumulate sufficient new cycle flux, which is continually being transported toward the poles from low latitudes, to neutralize the remnant flux from the previous cycle and establish the new reversed polarity there.
Looking at the solid and dashed curves in Figure 13 , corresponding to surface photospheric flux in the northern and southern hemispheres, respectively, we should also expect some north-south asymmetry in the surface source of the polar fields. The polar field evolution in Figure 14 shows that the north-south asymmetry in the surface source of the polar fields caused the south polar field to reverse approximately 6 months before the north polar field. We could have expected the opposite-the north pole reversing before the south pole because the stronger surface source in the southern hemisphere than in the north in cycle 22 is producing more south polar flux to be canceled by the new cycle's polar flux. But this did not happen because the strongest north-south asymmetry in cycle 22 lasted for a relatively short time, and that produced the north-south asymmetry in the polar field amplitudes also for a short time, namely, during 1995-1996, as we see in our simulation (Fig. 14) and also in the observed polar field pattern (see Fig. 3 ). The average amplitude of the polar field in the northern hemisphere remained stronger than that in the south. Therefore, the new cycle's north polar flux had to accumulate for a longer time to cancel completely the cycle 22 north polar flux. If the stronger south poloidal field source had lasted for a time comparable to the solar cycle, it should have produced the slowdown in the reversal of the south polar field relative to the north polar field. We verified this expectation by simulating a case that assumes a longer than observed north-south asymmetry in the polar field sources in cycle 22 (plot not shown here).
Combined Effects of Meridional Flow and Active Region Flux Changes and Comparison with Observed Polar Fields
We have explored the effect of each dynamical change in the relevant dynamo ingredients on the polar field evolution in order to understand physically their individual influence on producing certain features in the polar field pattern in cycle 23. Since all such dynamical variations take place simultaneously in the Sun, we include in our calibrated model all effects with values derived from observations. Figure 15 shows the polar fields (thick lines) of the simulated cycle 23 undergoing all aforementioned effects simultaneously since cycle 22; superposed (thin lines) are the polar fields without any effect.
We see that the simulated polar field pattern reproduced well the general slowdown of about 1.5 yr in the polar reversal in cycle 23. This slowdown is primarily due to the fact that the major source of the polar field was much weaker in cycle 23 than that in the previous cycle and partially due to an overall decrease in the meridional flow amplitude during 1996-2002 as observed (Haber et al. 2002; Basu & Antia 2003) . Because of being weak, the polar field sources in cycle 23 took longer than average time to produce sufficient new cycle poleward flux to cancel all remnant flux at the poles from the old cycle before establishing the new polarity there.
The slow buildup of the polar field after the reversal is also the consequence of the weak polar field sources in cycle 23. However, the strong north-south asymmetry present in cycle 22 in the observed photospheric magnetic flux (Fig. 13) , which imparts a similar asymmetry to the polar field sources, being a short-lived feature, could not be the reason for the asymmetry in the reversal epoch in northern and southern hemispheres. Instead, it caused only the asymmetry in the strength of the north and south polar fields.
The appearance of the submerged, high-latitude, reverse meridional flow cell during the rising phase of cycle 23 is found to be the primary reason for the north-south asymmetry in the polar reversal epoch in this simulation. Incorporating a second cell derived from observations, we obtained a speedup in the north polar reversal, and a part of that speedup was compensated for by an asymmetric slowdown in the meridional flow speed with a weaker surface flow in the northern hemisphere than that in the south. The net effect is the north polar reversal about $1 yr before the south polar reversal. Note from Figure 16 that the north polar region field (at $ 68 -73 ) reversed during the period 2000 June-September while the south polar region field reversed during 2001 May-August.
Finally, to compare our simulation output closely with observations, we show in Figure 16 the observed polar field and the one derived from model output for 1992-2003. The observed magnetic flux has been converted to gauss under the assumption that the field is radial. It is evident that the model can successfully estimate the observed polar field strength of about 10 G and the delay in polar reversal in cycle 23. The model has also reproduced the fact that the north pole reversed about 1 yr before the south pole.
The buildup of model polar fields after the reversal is slower than that in cycle 22, but in the southern hemisphere it is not as slow as observed. A decrease in the flow amplitude in either hemisphere during late 2002 and 2003 would reduce the buildup of polar field in that hemisphere. However, the data for the observed variation in meridional flow after the middle of 2002 are not available to us yet, so we do not know whether this is what happened during this period.
We note that the appearance of a dip in the north polar field evolution from the model output (Fig. 16 , bottom, dashed curve), centered around 1996, is not present in the observations. This dip is caused by the destructive interference between the two poloidal flux processes, one at the surface and the other advected up from the tachocline via meridional flow. Dikpati & Gilman (2001b) found a similar feature due to such destructive interference between the two poloidal fields produced by the two spatially separated poloidal sources. In the present model, operating with two poloidal sources without having any north-south asymmetry, we see a shallow dip in the polar field evolution in both northern and southern hemispheres (see the thin dashed and solid curves in Fig. 15 ). Some specific north-south asymmetry in the time-varying dynamo ingredients, such as the poloidal sources and meridional flow, may cause the enhancement or reduction in this dip. We see here that the combination of all time-varying ingredients with specific north-south asymmetry incorporated into the model has worked in such a way as to enhance the dip in the north polar field and to reduce and spread that in the south polar field pattern. This dip is to some extent an artifact of considering the model polar field at only one latitude; averaging over a broader latitude range would further reduce the level of this dip.
Our model does capture other details of the polar field evolution that are different in the northern and southern hemispheres during the period 1991-2003. For example, in Figure 3 , the north polar field plateaus at $8 G for the years 1993-2000, while the south polar field reaches a sharp field peak in 1994, followed by a decline. Figure 14 shows a similar behavior in the model. This is caused in the model, and perhaps in the Sun, by the poloidal source functions inferred from the observations shown in Figure 13 .
COMMENTS AND CONCLUSIONS
In this paper we constructed a calibrated flux transport dynamo for the Sun to investigate the influence of various dynamical changes in the dynamo ingredients in producing the observed polar field anomaly in cycle 23. We performed a validity test of our calibrated model by comparing the longitude-averaged solar cycle features formed from model output with those observed. The model can satisfactorily reproduce the following major solar cycle features:
1. The 11 yr dynamo cycle period 2. The equatorward migration of the sunspot fields 3. The poleward drift of the large-scale surface radial fields 4. The polar reversal taking place during the sunspot maximum 5. The polar field changing sign from positive to negative when the toroidal fields have already been negative, ensuring a 90 phase lag in the polar field evolution with respect to the evolution of the sunspots 6. The coupling of northern and southern hemispheres by an antisymmetric magnetic field about the equator 7. The generation of a toroidal field of 50-150 kG at tachocline depth 8. The production of 10-20 G polar field
We then initialized the model with data derived from observations and ran it including the observed time variations in meridional circulation and poloidal sources since cycle 22, to understand physically the cause of polar field anomalies in cycle 23. We summarize our findings.
1. The weakening in the large-scale poloidal field sources in cycle 23 compared with those in cycle 22 is found in this simulation to be the primary reason for causing a $1.5 yr slowdown in the polar reversal in this cycle. The polar fields produced in cycle 23 were much weaker than those in cycle 22, so these new cycle's fields had to accumulate for a longer time to cancel the much stronger, remnant old-cycle polar fields of opposite polarity; hence the delay in polar reversal.
2. The slow buildup in the polar field after the reversal is also the consequence of poloidal field sources being so weak in cycle 23.
3. The systematic decrease in meridional flow amplitudes as observed during (Haber et al. 2002 Basu & Antia 2003) also partially contributed to the slowdown in the polar reversal in cycle 23 by causing a delay in the advective transport of the large-scale poloidal fields toward the pole.
4. The north-south asymmetry in the polar reversal epochs in cycle 23, namely, the north pole reversing approximately 1 yr before the south pole (Harvey & Recely 2002; Wang, Sheeley, & Andrews 2002 ; also see our Figs. 3 and 16) , is the consequence of the appearance of the submerged high-latitude reverse cell in the meridional flow in the northern hemisphere during 1998-2001 (Haber et al. 2002) . The reverse cell caused in our simulation the faster cancellation of the remnant polar fields from the old cycle by the new cycle's fields by carrying the remnant fields to somewhat lower latitude and making them available for cancellation by new fields sooner.
We are able to understand physically the polar field evolutionary pattern in cycle 23 through the application of the calibrated flux transport dynamo. We can therefore proceed further with some confidence to explore the viability of a flux transport dynamo-based scheme for investigating the cause of other peculiar features in sunspot cycle 23, namely, (1) why the amplitude of the cycle remained weak throughout, (2) why it never reached the strength expected for an odd-numbered cycle relative to its preceding, stronger even-numbered cycle, and (3) why it showed a second peak during its declining phase.
We demonstrated earlier that in flux transport dynamos a part of the polar field is transported down to the shear layer at the base of the convection zone in 17-21 yr, not in 5.5 yr. That part of the polar field is the seed poloidal field from which the new cycle's toroidal fields and hence the new cycle's spots are produced. Given that the physical foundation of the model is established, it is evident that we will need the polar fields from the past two or three cycles as well as their transport pattern, rather than just from the previous minimum. We know the details of the meridional flow pattern only since 1996. The span of 7-8 yr is good enough for the transport of the largescale fields from the low to midlatitudes at the surface up to the pole, and that is why we were able to explore the polar field evolutionary pattern in cycle 23. However, the meridional flow pattern for this span of time is not sufficient to determine why certain other sunspot anomalies occurred in cycle 23. For this, we require flow observations for the period before 1996. Efforts to reconstruct such flow patterns are being undertaken (T. Corbard et al. 2003, private communication) using 20 yr MWO helioseismic data to infer meridional flow. The results from such analyses will help us in exploring the sunspot features in the peculiar cycle 23, as well as making longer term predictions for upcoming cycles.
