A stable cutset in a connected graph is a stable set whose deletion disconnects the graph. Let K 4 and K 1,3 (claw) denote the complete (bipartite) graph on 4 and 1 + 3 vertices. It is NP-complete to decide whether a line graph (hence a claw-free graph) with maximum degree five or a K 4 -free graph admits a stable cutset. Here we describe algorithms deciding in polynomial time whether a claw-free graph with maximum degree at most four or whether a (claw, K 4 )-free graph admits a stable cutset. As a by-product we obtain that the stable cutset problem is polynomially solvable for claw-free planar graphs, and also for planar line graphs.
Introduction
In a graph, a stable set (a clique) is a set of pairwise non-adjacent (adjacent) vertices. A cutset (or separator ) of a graph G is a set S of vertices such that G − S is disconnected. A stable cutset (a clique cutset) is a cutset which is also a stable set (a clique).
Clique cutsets are a well-studied kind of separators in the literature, and have been used in divide-and-conquer algorithms for various graph problems, such as graph colouring and finding maximum stable sets; see [24, 27] . Applications of clique cutsets in algorithm designing based on the fact that clique cutsets in arbitrary graphs can be found in polynomial time [2, 24, 26, 27] .
The importance of stable cutsets has been demonstrated first in [7, 25] in connection to perfect graphs. Tucker [25] proved that if S is a stable cutset in G and if no induced cycle of odd length at least five in G has a vertex in S then the colouring problem on G can be reduced to the same problem on the smaller subgraphs induced by S and the components of G − S.
Later, the papers [3] [4] [5] 12, 16, 18] discussed the computational complexity and efficient solvability of Stable Cutset ("Does a given graph admit a stable cutset?"). It was shown in [18] that Stable Cutset is NP-complete on line graphs of bipartite graphs, hence on perfect graphs; see also Theorem 3 below.
Actually, stable cutsets (in line graphs) have been also studied under other notion. A graph is decomposable (cf. [14] ) if its vertices can be coloured red and blue in such a way that each colour appears on at least one vertex but each vertex v has at most one neighbour having a different colour from v. In other words, a graph is decomposable if its vertices can be partitioned into two nonempty parts such that the edges connecting vertices of different parts form an induced matching, a matching-cut. Matching-cuts have been studied in [1, 6, 10, 11, 18, 20, 23] . The papers [8, 23] pointed out an application of matching-cuts in graph drawing.
Theorem 2 (Chvátal [6] ). Stable Cutset is NP-complete, even if the input is restricted to line graphs with maximum degree six.
Theorem 2 has been improved as follows, stating that the computational complexity of Stable Cutset with respect to degree constraint is completely solved for line graphs: Theorem 3 ( [18] ). Stable Cutset remains NP-complete if restricted to line graphs (of bipartite graphs) with maximum degree five, and is polynomially solvable for line graphs of maximum degree at most four.
In particular, Stable Cutset is NP-complete for claw-free graphs with maximum degree 5. In [18] , it is shown that Stable Cutset is solvable in linear time for arbitrary graphs with maximum degree at most 3. The complexity of Stable Cutset for graphs with maximum degree 4 is still open.
In this paper, we will improve the second part of Theorem 3 to the larger class of claw-free graphs as follows: Stable Cutset can be solved in polynomial time for claw-free graphs of maximum degree at most 4. Thus, with respect to degree constraint, the computational complexity of Stable Cutset is completely solved for claw-free graphs.
In [3] , it was shown that Stable Cutset is NP-complete for K 4 -free graphs (notice that for K 3 -free graphs, Stable Cutset becomes trivial). Our second result is that Stable Cutset can be solved in polynomial time for (claw, K 4 )-free-graphs. As a by-product, we will show that Stable Cutset is polynomially solvable for claw-free planar graphs. In particular, Stable Cutset is polynomially solvable for planar line graphs.
Finally, we show that Stable Cutset remains NP-complete on planar graphs with maximum degree five.
Preliminaries
Let G be a graph. The vertex set and the edge set of G is denoted by V (G) and E(G) respectively. Unless specified, we assume |V (G)| = n and |E(G)| = m. When discussing the computational complexity of Stable Cutset, we clearly may assume that no vertex v in G has a stable neighbourhood N(v),
otherwise N(v) or {v} would be a stable cutset in G (or G has at most two vertices) and we are done. Thus, we have (cf. [18] ):
Observation 4. If G has a stable cutset, then, for any vertex v of G, G − v has a stable cutset.
Proof. Let S be a stable cutset in G and consider an arbitrary vertex v of
Observation 5. Let C be a clique cutset in a graph G, |C| 2. Then G has a stable cutset if and only if, for some connected component
Proof. Assume first that G has a stable cutset S. Since C is a clique with at least two vertices, C \ S is nonempty. Thus, if for all connected components
Next, assume that, for some connected component
Since a clique cutset (if any) can be found in polynomial time ( [24, 26] ), and one-element clique cuts are stable cutsets, Observation 5 allows us to assume that G has no clique cutset.
A vertex v in G is simplicial if N G (v) is a clique. The following fact is a special case of Observation 5.
Observation 6. Let v be a simplicial vertex of a graph G on at least three vertices. Then G has a stable cutset if and only if G − v has a stable cutset.
Rigid sets
A set R ⊆ V is said to be rigid in G = (V, E) if for every stable set S ⊆ V there is a connected component G[C] of G − S with R \ S ⊆ C. Rigid sets naturally come in because G has a stable cutset if and only if V is not rigid.
Clearly, every clique of G is rigid. Moreover, if Q and R are rigid sets such that Q ∩ R contains a pair of adjacent vertices, then Q ∪ R is rigid. However, further rigid sets exist, see Figure 1 for examples.
Fig. 1. Graphs without stable cutset
By definition, a chordal graph has no induced cycle of length four or more.
Proof. The proof is by induction. The base step is for complete H. In the inductive step we consider a minimal separator of H and use the fact that it induces a clique in G.
Known algorithms revisited

Decomposition by clique cutsets
To avoid easy cases we assume (1) and (2) . Algorithmically this translates into a Preprocessing. Line 1 of this algorithm can be easily implemented to run in linear time O(n + m). For the decomposition by clique cutsets into atoms (these are maximal induced subgraphs without clique cutset), Whitesides [26] uses a method that requires O(n 3 m) time in the worst case. Tarjan gives a better algorithm for this task in [24] . It decomposes a connected graph into at most n − 1 atoms in O(nm) time.
Line 4 is where we plug in more specific algorithms described later. The whole Preprocessing adds a term of O(nm) to the overall running time. if |N (v) ∩ C| ≤ 1 for all v ∈ G − C then output YES and STOP 6.
ALGORITHM Preprocessing
else
Note that the correctness strongly relies on the fact that G has maximum degree at most 3. Also, after line 7, F is a triangle or a K 2,3 .
Running time: A shortest cycle can be constructed in time O(nm) (line 2). Line 5 and line 6, respectively, can be implemented in time O(n). Since the maximum degree of G is at most 3, the while-loop in line 8 will be executed at most two times, and in each time a vertex in the while-condition can be detected in time O(n), thus line 8 needs time O(n) in total. So, Chvátal runs in time O(nm).
Graphs of maximum degree at most three
Next we present an O(m) implementation of an algorithm from [18] that decides whether a graph of maximum degree at most three has a stable cutset.
ALGORITHM SCS-MaxDegree3
Input: Graph G = (V, E) with maximum degree at most 3 Output: YES if G has a stable cutset and NO otherwise
choose a vertex v arbitrarily 3.
if N (v) is a stable set then output YES and STOP 4.
For the correctness proof we refer to [18] . 
Line graphs of maximum degree at most four
The case of claw-free graphs with maximum degree 4 relies on decomposable graphs of maximum degree at most 3 and on the case of line graphs of maximum degree at most four.
The idea in [18] is to reduce Stable Cutset, via bad vertices, to the recognition of decomposable graphs of maximum degree 3. A vertex v of degree 4 in a line graph L = L(G) with the corresponding edge
Note that if L has no bad vertices, any root G of L must have maximum degree at most 3.
Running time: In the second paragraph of the next section we refer to the root graph mentioned in line 1, and how to construct one in linear time. A simplicial vertex can be found in O(m+n), hence the while-loop (lines 3 and 4) will be executed in time n · O(m + n) = O(nm). A bad vertex can be found in O(m + n). Thus the repeat-loop (lines 2-7) needs time n · O(nm) = O(n 2 m). Since after line 8 G must have maximum degree at most 3, testing if G is decomposable can be done in time
So, SCS-LineG-MaxDegree4 runs in time O(n 3 m).
ALGORITHM SCS-LineG-MaxDegree4
Input: Connected line graph L = (V, E) with maximum degree 4 Output: YES if G has a stable cutset and NO otherwise
if |L| ≥ 13 and a bad vertex v exists then 6.
5 Claw-free graphs of maximum degree four
We are going to improve the second part in Theorem 3. We will show that Stable Cutset is polynomially solvable for claw-free graphs with maximum degree four by reducing the problem to the case of line graphs.
Recall that the line graph L(G) of a graph G has the edges of G as its vertices, and two distinct edges of G are adjacent in L(G) if they are incident in G.
, can be determined in linear time (see [9, 19, 22] ). Furthermore, line graphs have been characterised in terms of forbidden induced subgraphs as follows: A graph is a line graph if and only if it does not contain any of the nine graphs listed in Fig. 2 as an induced subgraph (cf. [15] ).
Fig. 2. Forbidden induced subgraphs for line graphs
Lemma 8. Let G be a claw-free graph of maximum degree four. (ii): Assume G has an induced subgraph H isomorphic to G 2 . Let x be the vertex of degree 1 in H and y its neighbour in H, let z and w be the two remaining vertices of degree 3 in H. Let |V (G)| 9.
If deg(z) = 3 or deg(w) = 3 then {y, w}, respectively, {y, z} is a stable cutset of G. So, let us assume that z ′ is the neighbour of z outside H and w ′ is the neighbour of w outside H. Consider first the case z ′ = w ′ . If z ′ is adjacent to y then z ′ is also adjacent to x because G is claw-free, and therefore {x} is a stable cutset of
(iii): Assume G has an induced subgraph H isomorphic to G 3 . Let x, y be the two non-adjacent vertices of degree 3 in H, let v, w be the other degree 3-vertices and let z be the degree 2-vertex in H. Let |V (G)| 9.
If deg G (v) = deg G (w) = 3 then {x, y} is a stable cutset of G and we are done. Thus, assume that v ′ is the neighbour of v in G − H. As G is claw-free, v ′ must be adjacent to x or y, say v ′ x ∈ E(G). Then v ′ is also adjacent to w or to z otherwise there is a claw.
If v
′ is adjacent to both w and z then we may assume that y and z have neighbour y ′ , respectively, z ′ in G − H; otherwise {z} or {y} is a stable cutset of G. Now, if y ′ = z ′ then y, y ′ , z and v induce a claw. Thus, y ′ = z ′ and {y ′ } is a stable set of G.
So, assume that v
′ is adjacent to at most one of w and z. Consider first the case where v ′ w ∈ E(G). If y has no neighbour other than v
and we are done by (ii). Thus, let y ′ v ′ ∈ E(G). Then, as G is claw-free, y ′ must be adjacent to z, and deg G (y ′ ) = 3, hence {z} is a stable cutset of G.
Next, consider the case v ′ z ∈ E(G). We may assume that v ′ is non-adjacent to y; otherwise {z, w} is a stable cutset of G and we are done. Now, z must have degree four, otherwise deg G (y) = deg G (v ′ ) = 3, and deg G (w) = 3 because G is claw-free, and G would have only six vertices. Thus, let z ′ = v ′ be the fourth neighbour of z in G − H. Then z ′ must be adjacent to y or to v ′ because G is claw-free.
. Let x, y be the two non-adjacent vertices of degree 3 in H, let v, w be the other degree 3-vertices and let a, b be the other neighbour of x, respectively, y in H. (Thus, H is the G 4 in case a and b are adjacent; otherwise H is the G 5 .) Let |V (G)| 9.
As in (iii), we may assume that v has a neighbour v
′ is adjacent to both w and a then {a, y} is a stable cutset of G.
If v
′ is adjacent to w but not to a then {a, y, v ′ } (if v ′ and y are non-adjacent) or {a, y} (otherwise) is a stable cutset of G.
So, let us assume that v
′ is adjacent to a but not to w. If v ′ is adjacent to y then, as G is claw-free, deg G (w) = 3, and therefore {a, y} is a stable cutset of G. If v ′ is non-adjacent to y then H − b + v ′ induces a G 6 and we are done by Lemma 9. Part (iv) follows.
Lemma 9. Let G be a claw-free graph of maximum degree four without clique cutset. Assume that G contains an induced G 6 (see Fig. 2 ). If G has a stable cutset, then G has a stable cutset with at most 2 vertices.
Proof. Let H be an induced subgraph of G containing a G 6 such that
• H is 2-connected and chordal, and • H is maximal with respect to this property.
Since G is claw-free and has maximum degree four, H has exactly two vertices of degree 2 and exactly two vertices of degree 3 (actually, H is a so-called 2-tree). Let a, a ′ be the two vertices of H of degree 2 and let b, b ′ be the two vertices of H of degree 3 as indicated in Fig. 3 . G is claw-free, x is adjacent to a. By the choice of H, x must be adjacent to
If x is also adjacent to b ′ , then {a, a ′ } is a stable cutset of G (in case deg(a) = 4 or deg(a ′ ) = 4) or H and x induce G (i.e., G is 2-connected chordal) and then by Observation 7 G has no stable cutset and we are done.
Consider the case where x is non-adjacent to b ′ . If a has a neighbour y = x outside H, then, as G is claw-free, y is adjacent to x and a ′ . Then H and x, y induce G, otherwise y is not adjacent to b ′ and {y, b ′ } would be a stable cutset in G separating H and G − (H + x + y). Now, by Observation 7 G has no stable cutset.
So, we may assume that deg(a) = 3. If a ′ has a neighbour z = x outside H then, as G is claw-free, z is adjacent to x. Now, if H and x, z induce G, then z is adjacent to b ′ (otherwise {x, a ′ } would be a clique cutset in G separating z and b ′ ), hence by Observation 7 G has no stable cutset. If H and x, z do not induce G, then {z,
So, we may assume that deg(a ′ ) = 3. Then, as before, {x, b ′ } is a stable cutset of G, or H and x induce G and, by Observation 7 again, G has no stable cutset.
We have proved the lemma in case deg(b) = 4. Thus, let us assume that deg(b) = 3, and by symmetry, deg(b ′ ) = 3. Then {a, a ′ } is a stable cutset of G if G = H. In other case, by Observation 7, G = H has no stable cutset. Lemma 9 is proved. Theorem 10. Let G be a claw-free graph with maximum degree four and without clique cutsets. Assume that G is not a line graph and has at least 9 vertices. Then G has a stable cutset if and only if G has a stable cutset with at most 3 vertices.
Proof. As G is not a line graph, G must contain one of the nine forbidden induced subgraphs listed in Fig.2 . As G is claw-free and has maximum degree four, G therefore must contain one of the graphs G 1 , . . . , G 6 in Fig. 2 as an induced subgraph. The Theorem follows then from Lemmas 9 and 8.
To solve Stable Cutset when restricted to claw-free graphs of maximum degree at most four, we plug the lines of SCS-ClawFree-MaxDegree4 into
Preprocessing to obtain the pseudo-code of the algorithm anticipated in this section.
ALGORITHM SCS-ClawFree-MaxDegree4
Input: A claw-free graph G = (V, E) of maximum degree at most 4 Output: YES if G has a stable cutset and NO otherwise
if |V (G)
Theorems 3 and 10 imply:
Theorem 11. Stable Cutset can be solved in O(n 4 ) time for claw-free graphs with maximum degree at most four.
Thus, with respect to degree constraint, the computational complexity of Stable Cutset is completely solved for claw-free graphs.
(Claw, K 4 )-free graphs
This section shows that Stable Cutset can be solved efficiently for (claw, K 4 )-free graphs by reducing the problem to claw-free graphs with maximum degree at most four. We observe first: Recall that a 1 and a 2 are adjacent. As G is K 4 -free, s i is nonadjacent to a 1 or a 2 , say s 1 is nonadjacent to a 2 . Then s 2 and a 2 are adjacent (otherwise, v, s 1 , s 2 , and a 2 would form a claw) and hence s 2 and a 1 are nonadjacent, implying s 1 a 1 ∈ E(G) (otherwise, v, s 1 , s 2 , and a 1 would form a claw). Finally, s 1 and s 2 both must be adjacent to b (otherwise there would be a claw). See also Fig. 4 .
We now discuss several cases according to the number of neighbours of s i in A and B. Recall that, for i = 1, 2, |N(s i ) ∩ B| 2. In this case,
otherwise some vertex u ∈ N(s i ) ∩ B must have a neighbour x in B \ N(s 1 ) = N(s 2 ) \ B, and u, s 1 , s 2 , x would induce a claw. Hence,
otherwise every vertex s ∈ S \ {s 1 , s 2 } must be adjacent to a vertex u ∈ B and u, s 1 , s 2 , s would form a claw.
′ and a would form a claw. Thus, A = {a 1 , a 2 }, otherwise {a 1 , a 2 } would be a clique cutset in G separating A \ {a 1 , a 2 } and B. It follows that in this case, G has only seven vertices.
Case 1.2 B = {b}.
If N(s i ) ∩ A = {a i }, i = 1, 2, then, as before, A = {a 1 , a 2 }. Thus in this case G has only six vertices. If N(s 1 ) ∩ N(s 2 ) ∩ A = {a}, that is, N(s i ) ∩ A = {a i , a}, i = 1, 2, then a i is adjacent to a otherwise b, s 1 , a 1 and a would form a claw; thus, A = {a 1 , a 2 , a}, otherwise {a 1 , a 2 , a} would be a clique cutset in G separating A \ {a 1 , a 2 , a} and b. Thus in this case G has only 7 vertices. So, we may assume that |N(s i )∩A| = 2 for some i and N(s 1 )∩N(s 2 )∩A = ∅.
Then, as G is claw-free, x i and a i are adjacent. Assume first that x 1 is adjacent to a 2 (or x 2 is adjacent to a 1 ). Then x 1 and x 2 are adjacent (else a 2 , v, x 1 , x 2 would form a claw), and deg(a 1 ) = 4 (else a 1 , s 1 , a 2 and the fifth neighbour of a 1 would form a claw). Hence A = {a 1 , a 2 , x 1 , x 2 }, otherwise {x 1 , x 2 } would be a clique cutset in G separating A \ {a 1 , a 2 , x 1 , x 2 }, and b. Thus in this case G has only eight vertices.
So, let us assume that x 1 and a 2 are nonadjacent and x 2 and a 1 are nonadjacent. Note that, as G is claw-free, deg(a i ) = 5 for some i if and only if deg(a i ) = 5 for both i = 1, 2, and, in case deg(a i ) = 5, a 1 and a 2 have the same fifth neighbour in A. Now, if deg(a 1 ) = deg(a 2 ) = 4 then A = {a 1 , a 2 , x 1 , x 2 }, otherwise {x 1 , x 2 } would be a stable cutset or a clique cutset in G separating A \ {a 1 , a 2 , x 1 , x 2 } and b. Thus in this case G has only eight vertices.
If deg(a 1 ) = deg(a 2 ) = 5 then the fifth neighbour a of a 1 and a 2 in A must be adjacent to x 1 , x 2 (as G is claw-free). If x 1 and x 2 are adjacent or deg(a) = 4 then A = {a 1 , a 2 , x 1 , x 2 , a}, otherwise {x 1 , x 2 , a} (if x 1 and x 2 are adjacent) would be clique cutset in G or {x 1 , x 2 } (if x 1 and x 2 are nonadjacent and deg(a) = 4) would be a stable cutset in G separating A \ {a 1 , a 2 , x 1 , x 2 , a} and b. Thus in this case G has only nine vertices.
So, let x 1 and x 2 be nonadjacent and let deg(a) = 5. As S = {s 1 , s 2 }, the fifth neighbour z of a must belong to A. As G is claw-free, z is adjacent to x 1 , x 2 . Moreover, if x i or z has a further neighbour, there is a claw. Thus, A = {a 1 , a 2 , x 1 , x 2 , a, z} and hence G has only ten vertices.
Then x must be adjacent to a 1 . If deg(a 1 ) = 4 then A = {a 1 , a 2 , x}, otherwise {a 2 , x} would be a stable cutset or a clique cutset in G separating A\{a 1 , a 2 , x} and b. Thus in this case G has only seven vertices.
Assume that deg(a 1 ) = 5, and let y be the fifth neighbour of a 1 . Since S = {s 1 , s 2 }, y ∈ A. Then, as G is claw-free, y is adjacent to a 2 and x. Furthermore, deg(a 2 ) = 4 (else a 2 , s 2 , a 1 and the fifth neighbour of a 2 would form a claw), hence A = {a 1 , a 2 , x, y}, otherwise {x, y} would be a clique cutset in G separating A \ {a 1 , a 2 , x, y} and b. Thus in this case G has only eight vertices.
Case 1 is settled. otherwise there would be a claw. Moreover, as G is claw-free and
Y consists of at most one vertex. We write X = {x} and Y = {y} in case X = ∅, respectively, For, if s ∈ S ′ is adjacent to some a i , s is adjacent to both a 1 , a 2 because G is claw-free, hence there would be a claw (if s is non adjacent to x) or a K 4 (otherwise). Similarly,
It follows that
otherwise {x, y} would be a stable cutset in G separating S ′ and {s 1 , s 2 }, and
otherwise, since every vertex in S ′ is adjacent to a i (if X = ∅) or is adjacent
Thus, let S ′ = {s}. If X = ∅ then A = {a 1 , a 2 , x}, otherwise {x, s} would be a clique cutset or a stable cutset in G separating A \ {a 1 , a 2 , x} and B, hence G has only ten vertices. Similarly, if Y = ∅ then B = {b, b 1 , b 2 , y}, and G has only ten vertices. For, if s ∈ S ′ is adjacent to some a i , s is adjacent to both a 1 , a 2 . Hence s is adjacent to a (otherwise a 2 , v, a, s would form a claw). Now, if a is nonadjacent to a 1 then s, a 1 , a and a neighbour of s in B would form a claw; if a is adjacent to a 1 then s, a 1 , a 2 , a would induce a K 4 .
Note also, that a 1 has at most one neighbour x in A \ {a 2 }, and x must be adjacent to a 2 , otherwise it would be a claw or a K 4 . Case 2.2.1 a and a 1 are adjacent.
But then S ′ ∪ {a} is a stable cutset in G separating A \ {a 1 , a 2 , a} and B, a contradiction. If N(a 1 ) ∩ A = {a 2 } then N(a 2 ) ∩ A = {a, a 1 }, hence {a, b 1 } is a stable cutset in G separating S ′ and {s 1 , s 2 }.
Thus, let N(a 1
otherwise, as G is claw-free, a and x must have a common neighbour y in A ′ , and x, y, a 1 , s would induce claw, or x, y, a, s would induce a K 4 . It follows that
otherwise, by the minimality of S, two vertices in S ′ and x, a 1 would induce a claw, and
otherwise {s, b 1 } would be a stable cutset or a clique cutset in G separating A and B \ {b, b 1 }. Thus in this case G has only ten vertices. 7 Claw-free planar graphs
In [5] , it was shown that every graph with n vertices and at most 2n − 4 edges always contains a stable cutset (and, by the proof given there, such one can be found in polynomial time). This motivates the question for the computational complexity of Stable Cutset in graphs with few edges. A natural candidate in this direction is the class of planar graphs. In this section we show that Stable Cutset can be solved efficiently for claw-free planar graphs.
It is well-known that planar graphs do not contain a K 5 -minor. Where, a K 5 -minor in a graph G consists of five non-empty, pairwise disjoint subsets
] is connected and for i = j, there exists an edge in G between V i and V j . We first prove:
Observation 15. Let G be a graph without clique cutset. If G contains no
Proof. We show that G cannot properly contain a K 4 . Assume the contrary and consider four pairwise adjacent vertices a, b, c, and d in G. Then H := G − {a, b, c, d} is non-empty and connected (otherwise, {a, b, c, d} would be a clique cutset in G). Moreover, for each vertex v ∈ {a, b, c, d}, N(v) ∩ H = ∅, otherwise {a, b, c, d} \ {v} would be a clique cutset in G separating v and H. Thus, {a}, {b}, {c}, {d}, and H form a K 5 -minor, a contradiction. Proof. Recall that we may assume that the input graphs for Stable Cutset do not contain any clique cutset. Thus, Theorem 16 directly follows from Observation 15 and Theorem 14.
(Actually, we have a slightly stronger result: Stable Cutset can be be solved
Planar graphs of degree at most five
In this section we prove that it remains NP-complete to decide whether a given graph has a stable cutset if the inputs are restricted to be partial subgraphs of the triangular grid without vertices of degree six. Since such graphs are K 4 -free, this substantially improves the NP-completeness result in [3] . We use a reduction from a restricted, but still NP-complete version of 3-SAT.
Let ϕ = m j=1 c j be the conjunction of clauses. Each clause is the disjunction of literals. The literals are boolean variables or their negations. By X and C we denote the set of variables and clauses. For x ∈ X and c ∈ C, x ∈ c means that x or its negation x is a literal in c. We may assume the following restrictions of 4-bounded planar 3-connected 3-SAT, see [17] :
• each variable appears (as x or x) in at least three and at most four clauses, • each clause consists of exactly three literals, and • the graph G = (V, E) is planar, where V = X ∪ C and E = {xc : x ∈ c}.
Note that these conditions ensure |X| |C| 4 3 |X|, i.e. |V | is linear in |X|.
Construction
Let G ′ be a partial subgraph of a square grid such that each edge of G corresponds to a path in G ′ , and the vertices having degree three or four in G ′ are in one-to-one correspondence with the vertices of G. Such an embedding G ′ of G into an n × n-grid can be constructed in quadratic time [21] , and n = O(|X|).
For each e ∈ E let ℓ(e) be the number of horizontal edges on the path representing e in G ′ . We compute an ℓ-minimum spanning tree T = (V, F ) of G. Each edge in E \ F is represented by a path containing at least one horizontal edge because we cannot make a cycle of vertical edges only.
For example, consider the set X = {u, v, x, y, z} of boolean variables and the set C = {a, b, c, d, e, f } of clauses, where
A grid embedding G ′ of the graph G corresponding to ϕ is shown on the left hand side of Figure 5 . A spanning tree T is indicated by bold edges.
Starting from the embedding G ′ , we construct a reduction graph as follows:
• each vertex corresponding to a variable in X is replaced by a truth assignment component, • each vertex corresponding to a clause in C is replaced by a satisfaction test component, and • each path corresponding to an edge in E is replaced by a channel.
Channels consist of three strips. The outer ones are banks and appear as double lines in the subsequent figures. The inner strip is the water, depicted in bold. The edges in F correspond to plain channels, while the edges in E \ F contain a bridge in a horizontal part. The bridge interrupts the water and connects the two banks.
The water component is still connected because T is connected. Similarly, the bank component becomes connected via the bridges, because all the water is surrounded by banks. Now we are ready to describe channels and components in more detail. All the vertices are either bold (water) or double (bank), except four black vertices in the satisfaction test component. Edges are double (if both endpoints are double), bold (is both endpoints are bold), dotted (a double and a bold endpoint) for the reed between bank and water, and black (if one endpoint is black). A monochrome component is a maximal connected set of vertices of the same style (double or bold). All the components have the following properties:
• they are partial subgraphs of the triangular grid, • they do not contain vertices of degree six (or more), and
• all monochrome components are rigid. This is ensured by 2-trees (2-connected chordal graphs without 4-cliques), which are rigid by Observation 7 and so called struts. These are the constructions that link the two 2-trees in the graphs in Figure 1 to make the whole vertex set rigid.
In the entire reduction graph all double vertices (bank) will form one monochrome component, and all bold vertices (water) will form another one. If this graph has a stable cutset at all, then it separates bank from water. That is, each stable cutset will contain exactly one endpoint from each dotted edge.
Horizontal channel
The horizontal channel is depicted in Figure 6 . Note that exactly two different stable cutsets exist which separate the upper monochrome component (bank) from the middle one (water). These cutsets are disjoint. That is, one endpoint of a dotted edge fixes the entire stable cutset. This way the truth values are propagated through the horizontal channel.
Vertical channel
The vertical channel is depicted in Figure 7 . As in the horizontal channel, exactly two different stable cutsets exist which separate the left monochrome component (bank) from the middle one (water). Again, these cutsets are disjoint, and one endpoint of a dotted edge fixes the entire stable cutset. The truth values are propagated through the vertical channel in a similar way. 
Bends
The mini-bends depicted in Figure 8 are at the hart of bends in the channel. While the vertical part of a mini-bend always fits to a vertical channel, this is not the case for the horizontal part. The gadgets depicted in Figures 9, 10 and 15 or reflections thereof will rectify. Note that all these components propagate the truth values as the straight channels do. 
Channel with bridge
The bridge is depicted in Figure 11 . The essential part in the centre resembles the idea of Figure 9 with interchanged styles. The rest are just helping constructions to keep the monochrome components rigid.
Again, the outlet on the right is not in line with the one on the left, and lacks the standard format. Some bends and gadgets used before will rectify.
Truth assignment component
We give a mini-version with four horizontal outlets in Figure 12 . For a variable appearing in only three clauses just cap one outlet. That is, discontinue the water and connect the upper and lower bank by some rigid cap. Figure 16 shows the truth assignment component with caps at all four outlets.
Again, the essential part in the centre is the one known from Figure 9 . This time it serves four outlets rather than two. The remaining parts are struts to keep the monochrome components rigid.
Satisfaction test component
A mini-version of this component is given in Figure 13 . It has three inlets, on the top right, on the left, and bottom right. Let x, y and z be the literals whose truth values are fed in at these positions. On the left we first split the y-channel into two, as in Figure 12 . What follows is a strut to keep the water component rigid. The interesting part follows further to the right. The two black houses really test whether the clause is satisfied. The upper house tests x ∨ y, the lower one y ∨ z. Both houses together test (x ∨ y) ∨ (y ∨ z). 
Equivalence
Let a : X → {0, 1} be a truth assignment of the variables in ϕ such that a(ϕ) = 1. We describe a stable cutset in the reduction graph.
The graph depicted in Figure 16 allows exactly two stable cutsets, which are disjoint. These correspond to the truth values 0 (false) and 1 (true). For each variable x ∈ X we choose the stable set in the truth assignment component that is given by ϕ(x). These stable sets are extended along the channels into the satisfaction test components.
Because a(ϕ) = 1, for each clause there is at least one true literal. If literal x is true (upper right inlet), we choose the vertices marked by big dots in Figure 17 . Whatever the truth value of the literals y (left inlet) and z (lower right inlet) is, the set of marked vertices extends to a stable cutset in this satisfaction test component. Symmetrically, if literal z is true, the set of vertices marked in Figure 18 extends to a stable cutset in this component. This also holds if y is true for the stable set marked in Figure 19 . Note that the latter set contains vertices both in the lower and upper branch of the satisfaction test component. Because this works in every satisfaction test component, we constructed a stable cutset of the reduction graph.
Now assume a stable cutset S of the reduction graph R is given. Then there is a bank component of R − S containing all double vertices not in S, and a water component of R − S containing all remaining bold vertices. The stable cutset, restricted to a truth assignment component, is a stable cutset of the capped component pictured in Figure 16 . We claim that these cutsets of the truth assignment components define a satisfying truth assignment a : X → {0, 1} for ϕ. Because the channels propagate the truth values between the truth assignment components and satisfaction test component, it remains to be shown that for each clause there is a true literal.
We consider a satisfaction test component. This component contains two ad-jacent bank vertices incident with black edges. Clearly at most one of these vertices belongs to S. This vertex separates its black house from the bank component. The other black house belongs to the bank component, and is separated from the water component by two nonadjacent vertices in its four-cycle. One of these vertices is bold. It marks a true literal in clause corresponding to this satisfaction test component.
The above argument leads to the following theorem.
Theorem 18. Stable Cutset remains NP-complete when restricted to planar graphs of maximum degree five.
Conclusion
While it has been shown that deciding whether or not a claw-free graph with maximum degree five [18] , or a graph without 4-clique [3] contains a stable cutset is an NP-complete problem, we have proved in this paper that it can be decided efficiently whether or not
• a claw-free graph with maximum degree at most four, • a claw-free graph without 4-clique, • a claw-free planar graph contains a stable cutset.
In contrast, it is NP-complete to decide whether or not a planar graph with maximum degree five contains a stable cutset. The computational complexity of the stable cutset problem still remains open for graphs with maximum degree four, even for planar graphs with maximum degree at most four. The latter problem might be polynomial, more precisely we conjecture:
Conjecture. There is an integer c > 0 such that each 3-connected planar graph of maximum degree at most four either has a stable cutset of size at most c, or has no stable cutset at all.
