Althauser and Heberlein (1970) and Costner and Schoenberg (1973) Concern with the validity of measures has long been a central concern of psychologists and sociologists (Curtis & Jackson, 1962; Bohrnstedt, 1970; Althauser & Rubin, 1971) . Of special interest is the evaluation of validity when indicators exist as measures of the same underlying concept or trait. In such instances, assessments of convergent and discriminant validity have been of major importance.
Costner's Auxiliary Theory Approach Costner (1969) Using the auxiliary theory, three aspects of this measurement model can be ascertained. An estimate of each unknown coefficient can be derived. Differential bias (if any) can be identified; this would suggest either that certain indicators may be inadequate or that a new model must be specified. Third, the implications of the connections among variables on an abstract level can be tested. These three items of information can only be acquired if the model is just-or over-identified.
In Figure 1 , six correlations will be generated from the data correponding to the model. This model provides the simplest demonstration of the use of consistency criterion equations for the identification of differential bias.
For this model, six equations can be derived:
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Equation 7 is the consistency criterion equation. When equality exists, this fulfills a necessary, but not sufficient, condition for the assumed absence of differential bias.
If, however, there is an error term, w, that affects both X; and Y, (as might be the case with a methods factor), then the model will take the form of Figure 2 . This specification alters only Equation Figure 1 , unique estimates of each of the five path coefficients in the model can be calculated. For each path, two estimates will be derived; each pair will be equivalent if the consistency criterion holds. For example:
Similar calculations provide solutions for the other epistemic paths and for the relationship between the two constructs. The procedures for doing so have been described by Hauser and Goldberger (1971 Figure 1 ) with a specified alternative (such as in Figure 3 (Joreskog et al., 1970) . Using this technique, path coefficients are estimated from the correlation matrix, given the particular hypothesized structure of the model. Then, a matrix of expected correlations is derived from the path estimates. The differences between the observed and expected correlation matrices results in a residual correlation matrix. A chi-square goodness of fit test can then be computed to test whether there is a significant difference between the expected and observed matrices. Given the lack of fit, Costner and Schoenberg have asserted that all nine possible submodels that take the form of Figure 1 should be examined so that the locus of error can be isolated. This entails Table 3 Residual Correlation Matrix for Figure 4a aWith construct Z deleted.
the computation of the discrepancies between the two estimates of the substantive path, n, for each of the nine submodels. This discrepancy is given by
These differences for each submodel are reported in Table 4 . An examination of these discrepancies leads to the tentative hypothesis of the existence of a methods factor operating on X and Y,. It is observed that the two largest discrepancies (.2270 and .0252) occur in submodels that have these two indicators present. Thus, the model to be tested would now take the form illustrated in Figure 5 . There may be other sources of systematic error that flaw the indicators, since relatively high residual correlations in Table 5 are observed between Y, and each of the indicators of construct X. No other residual correlation is sufficiently large to be problematic. Referring back to the discrepancies between estimates for the submodels in Table 4 , it can be noted that no observable pattern exists that justifies the hypothesis of a correlated error term between Y, and any one indicator of construct X. Table 5 Residual Correlation Matrix for Figure 5 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Given the data and these theoretical notions, the second hypothesized model would take the form of Figure 6 . The results of the confirmatory factor analysis of this model indicate that the specification of the path from X to Y, greatly reduces the residual correlation (Table 6 ). The chisquare value (6.63) demonstrates that the observed and expected correlation matrices are not significantly different. An examination of the residual correlation matrix shows that the only remaining residual that is at all large is that between X, and Y,,. However, there is some doubt whether the specification of a methods factor would reduce this residual, since the discrepancies in estimates in Table 4 are not consistently large for all submodels that include both X, and Y.,. Indeed, further analysis reveals that the specification of a methods factor does not reduce the residual correlation to any appreciable extent. Thus, it can be concluded that the model hypothesized in Figure 6 has been tested and accepted as adequate. Table 6 Residual Correlation Matrix for Figure 6 Given that a model which is a reasonable fit of the data has been specified, its parameters can now be estimated. Again, this is accomplished by the maximum likelihood technique of confirmatory factor analysis. The estimated path coefficients for each parameter are entered in Figure 6 Further, this method appears to be less powerful as a test of discriminant validity than the method proposed by Schmitt. Although it seems that the Althauser-Heberlein approach and the application of confirmatory factor analysis may often lead to similar conclusions (as in the case of our empirical example), confirmatory factor analysis enables the researcher to take into account a greater number of alternative models (Mayer & Younger, 1974 (Alwin, 1974, p. 102 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/
