Abstract-Surrogate models have shown to be effective in assisting metaheuristic algorithms for solving computationally expensive complex optimization problems. The effectiveness of existing surrogate-assisted metaheuristic algorithms, however, has only been verified on low-dimensional optimization problems. In this paper, a surrogate-assisted cooperative swarm optimization algorithm is proposed, in which a surrogate-assisted particle swarm optimization (PSO) algorithm and a surrogate-assisted social learning-based PSO (SL-PSO) algorithm cooperatively search for the global optimum. The cooperation between the PSO and the SL-PSO consists of two aspects. First, they share promising solutions evaluated by the real fitness function. Second, the SL-PSO focuses on exploration while the PSO concentrates on local search. Empirical studies on six 50-D and six 100-D benchmark problems demonstrate that the proposed algorithm is able to find high-quality solutions for high-dimensional problems on a limited computational budget.
M
ETAHEURISTIC optimization algorithms, such as genetic algorithms, differential evolution, ant colony optimization, and particle swarm optimization (PSO), have been empirically shown to perform well on many realworld optimization problems, ranging from job shop scheduling [1] , [2] , power systems [3] , [4] , wireless networks [5] , [6] , robotics [7] , to training of artificial neural networks (ANNs) [8] , and classification [9] . Most metaheuristic algorithms entail a large number of fitness evaluations (FEs) before they can locate the global optimum or a near-optimal solution, which poses a serious barrier in applying metaheuristic algorithms to computationally expensive optimization problems widely seen in structural optimization [10] and computational fluid dynamic optimization [11] , among many others. In solving these optimization problems, high-fidelity numerical analysis techniques, e.g., finite element analysis or computational fluid dynamics simulations are often involved to evaluate the performance of candidate solutions, which may consume minutes to hours, or even days of CPU time [12] , [13] .
Surrogate-assisted, also known as metamodel-assisted evolutionary algorithms, such as surrogate-assisted genetic algorithms [14] , surrogate-assisted differential evolution [15] , and surrogate-assisted PSO [16] , have received increasing attentions in recent years. In surrogate-assisted evolutionary algorithms, surrogate models are employed to replace in part the time-consuming exact function evaluations for saving computational cost because the computational effort required to build and use surrogates is usually much lower than that for expensive FEs [17] , [18] . The most commonly used surrogate models include polynomial regression [19] , also known as response surface methodology [19] , support vector machines [20] - [22] , ANNs [12] , [23] , [24] , radial basis function (RBF) networks [25] - [29] , and Gaussian processes (GPs), also referred as to Kriging or design and analysis of computer experiment models [26] , [30] - [34] . The surrogateassisted metaheuristic algorithms reported in the literature can be largely classified into the following categories.
1) Global-Surrogate Assisted Metaheuristic Algorithms:
Global-surrogate models, which aim to model the whole search space, were often used in the earlier stage of the research on surrogate-assisted evolutionary optimization. Ratle [35] proposed to use the Kriging interpolation as a function approximation model to replace the real function evaluation. Jin et al. [12] analyzed the convergence property of the ANN assisted evolutionary algorithms and proposed an empirical criterion to switch between the expensive FEs and cheap fitness estimation during the search. A RBF network was proposed in [36] to assist an evolutionary algorithm for computationally expensive multiobjective problems by prescreening the most promising individuals to be exactly evaluated. Parno et al. [37] incorporated design and analysis of computer experiment surrogate model as a standin for the expensive objective function within a PSO framework. Regis [16] proposed to generate multiple trial velocities and positions for each particle in each iteration and then an RBF surrogate model was utilized to select the most promising trial position for each particle. Di Nuovo et al. [38] presented an empirical study on the use of fuzzy function approximation to evaluate candidate individuals to speed up evolutionary multiobjective optimization. A GP surrogate model was proposed by Liu et al. [39] to assist differential evolution to solve computationally expensive optimization problems, in which dimension reduction techniques were utilized to reduce the dimension of the GP surrogate model. Different to the surrogate model building, Gong et al. [40] proposed a cheap surrogate model based on density estimation for prescreening the candidate individuals in evolutionary optimization.
2) Local-Surrogate Assisted Metaheuristic Algorithms:
Generally, it is difficult, in particular for highdimensional problems to build a reliable global surrogate model due to the "curse of dimensionality" [18] , [41] .
To alleviate this difficulty, local surrogate models are thus intensively investigated in order to enhance the accuracy of the surrogates. Ong et al. [25] employed a trust-region method for an interleaved use of exact models for the objective and constrained functions with computationally cheap RBF surrogate models during the local search. Martinize and Coello [42] introduced a local search algorithm assisted by surrogate models to accelerate the convergence of a multiobjective evolutionary algorithm [28] . Fitness inheritance [43] proposed by Smith et al. [44] in genetic algorithm, can also be seen as an ad hoc local surrogate technique, where the fitness of an individual is inherited (estimated) from its parents. Hendtlass [45] adopted a fitness inheritance strategies in PSO and added a reliability measure to enhance the accuracy of fitness estimation. Taking into account of the positional relationships between particles, Sun et al. [46] proposed a fitness estimation strategy (FES) for PSO (FESPSO) to approximate the fitness of a particle by estimating the fitness not only from its parents, but also its progenitors and siblings. The FESPSO was extended later on by introducing a similarity measure to further reduce computationally expensive FEs [47] .
3) Ensemble-Surrogate Assisted Metaheuristic Algorithms:
Compared to global-surrogate models, local-surrogate models are more likely to produce accurate fitness estimations. However, local surrogates are not able to help evolutionary algorithms escape from local optima, thereby losing one important potential benefit of surrogates known as "blessing of uncertainty" [41] . It has been shown that in some cases, approximation errors introduced by a global surrogate model may help smooth out local optima or filter out noise in the fitness function, thereby very effectively accelerating the search. To take advantage of such potential benefit of global surrogate models, an ensemble surrogate consisting of a local surrogate and a global surrogate was proposed and demonstrated to outperform a single surrogate in most cases. Tenne and Armfield [48] suggested a memetic optimization framework using variable global and local surrogate-models for optimization of expensive functions. Also within a framework of memetic algorithms, Georgopoulou and Giannakoglou [49] proposed to perform a low-cost pre-evaluation of candidate solutions using RBF networks in global search and the gradientbased refinement of promising solutions during the local search. In [50] , a global surrogate model was proposed for better preoffspring selection, and a local surrogate model was used to approximate the fitness in local search. Zhou et al. [26] , [51] proposed a hierarchical surrogate-assisted evolutionary algorithm in which a GP was used as a global surrogate to prescreen promising individuals and an RBF network was utilized as the local surrogate to assist the trust-region enabled gradient-based search strategy to accelerate convergence. Lim et al. [41] proposed to unify diverse surrogate models in the local search phase of memetic algorithm. The ensemble model was used to attain reliable and accurate fitness values while the global smoothing model was utilized to speed up evolutionary search by traversing through the multimodal landscape of complex problems. A two-layer surrogate-assisted PSO algorithm was proposed by Sun et al. [29] , in which a global and a number of local surrogate models were employed for fitness approximation. Despite the success of various surrogate techniques reported in the literature, most of these techniques have been verified only on low-dimensional problems, mainly because a large number of training samples are needed to build a sufficiently accurate surrogate for high-dimensional problems, which is often not affordable. To the best of our knowledge, the highest dimension of computationally expensive problems ever solved by surrogate-assisted metaheuristic algorithms is 50 [39] , where the principal component analysis technique is used to reduce the input dimension of the surrogate. This paper aims to push the boundary of surrogate-assisted optimization techniques by proposing a surrogate-assisted cooperative swarm optimization algorithm (SA-COSO), for solving highdimensional time-consuming optimization problems up to a dimension of 100. The SA-COSO consists of two cooperative PSO variants, one being a PSO with a constriction factor [52] and the other a social learning-based PSO (SL-PSO) [53] . These two PSO variants cooperate in such a way that a particle in the PSO learns not only from its personal and global best particles, but also from the global best of the SL-PSO, whereas the particles in the SL-PSO may learn also from promising solutions contributed by the PSO. On the other hand, the SL-PSO aims to perform exploratory search on the global surrogate model, while the PSO, assisted mainly by a local FES, focuses on fast local search. The proposed SA-COSO method is expected to be able to achieve a good performance for highdimensional computationally expensive optimization problems mainly for the following two reasons.
1) The SL-PSO algorithm has been demonstrated to be effective in finding global optima of large-scale optimization problems. Assisted by a surrogate model providing the global contour of the objective functions, the SL-PSO is able to quickly identify the region in which the global optimum is located. 2) Whilst it is very unlikely to train an adequately accurate surrogate model for high-dimensional expensive problems because of the curse of dimensionality, the FES is more scalable to high-dimensional problems. The above hypotheses are verified by the promising empirical results reported in this paper.
The rest of this paper is organized as follows. Section II briefly reviews the related background techniques including the PSO with a constriction factor, the SL-PSO, RBF networks, and the FESPSO. In Section III, the proposed SA-COSO is presented in detail. Section IV empirically assesses the proposed SA-COSO on six commonly used benchmark problems of a dimension 50 and 100, respectively. Section V concludes this paper with a summary and some ideas for future work.
II. RELATED TECHNIQUES

A. Particle Swarm Optimization Variants
PSO was originally proposed by Eberhart and Kennedy [54] to solve optimization problems by simulating collective behaviors of social animals such as bird flocking and fish schooling. PSO has been successfully applied to a number of applications owing to its simplicity and attractive search efficiency. Over the past decades, numerous PSO variants have been proposed in order to enhance the performance of the canonical PSO on both exploratory and exploitative search [55] , [56] . One category of the PSO variants focuses on enhancing exploitation (convergence) capability, while the other concentrates more on improving the exploration (diversity) capability of PSO.
PSO with an inertia weight [57] and PSO with a constriction factor [52] are two early yet very popular PSO variants proposed to improve the convergence performance. Comparative studies [58] have shown that the PSO with a constriction factor usually perform better than the PSO with an inertia weight in particular in terms of convergence, indicating that the PSO with a constriction factor is better suited for efficient local search.
Another variant of PSO focuses on improving the diversity of the swarm in order to escape from local optima. In these variants, the comprehensive learning PSO (CLPSO) [59] , the competitive swarm optimizer [60] , and the SL-PSO [53] showed better performance on preserving the diversity of the swarm and discouraging the premature convergence. Experimental results in [53] showed that SL-PSO has a higher computational efficiency in comparison with some representative PSO variants including CLPSO.
In this paper, we integrate two PSO variants, the PSO with a constriction factor (PSO) proposed in [52] shown to be efficient for local search and the SL-PSO algorithm [53] suited for global search, to work cooperatively for solving highdimensional expensive optimization problems. Without loss of generality, we consider a class of minimization problems as follows:
where 
1) Particle Swarm Optimization With Constriction
Factor: For simplicity, we denote the PSO algorithm with a constriction factor as PSO. The PSO algorithm starts with a population of particles randomly positioned in the search space, each of which has its own velocity and position. At each iteration, the position and velocity of a particle in PSO are updated as follows:
where 1 ≤ i ≤ m, m is the swarm size of the PSO algorithm, and
. . , x iD (t)) are the velocity and position of particle i at iteration t, respectively.
is the best historical position found by particle i (known as the personal best position),
is the best historical position of the swarm (known as the global best position), r 1 and r 2 are two uniformly generated random numbers in the range [0, 1], c 1 and c 2 are positive constants called cognitive and social coefficients, respectively. χ is the constriction factor, with
In general, φ > 4 and therefore, c 1 and c 2 are usually set to 2.05. k is a real number in the range (0, 1].
2) Social Learning-Based Particle Swarm Optimization: In SL-PSO, the particles are first sorted in an increasing order of the fitness, i.e., from the worst to the best. Each particle j, except for the best particle, i.e., 1 ≤ j ≤ n − 1, where n is the swarm size of the SL-PSO algorithm, learns from a randomly chosen particle whose fitness is better than that of particle j, known as the demonstrator. Then, the position of the jth particle will be updated as follows:
with
where pr j , 0 ≤ pr j ≤ 1, is a randomly generated probability and pr L j is the probability threshold for particle j to update its position, r 1 , r 2 , and r 3 are three random numbers uniformly generated in the range [0, 1], x kd represents the dth (1 ≤ d ≤ D) element of particle k whose fitness is better than f (x j ),x d (t) = ( n j=1 x jd (t)/n) is the mean position value on dth dimension of the swarm, is a parameter called the social influence factor that controls the influence ofx d (t).
Note that we use different notations for denoting the size of the PSO and SL-PSO in that typically, PSO uses a relatively small swarm size such as 30, while the size of SL-PSO is bigger, for example 200.
B. RBF Networks
The idea of using RBF networks as an approximation function was first proposed by Hardy [61] to fit irregular topographical data. It has been shown that the performance of RBF networks is relatively insensitive to the increase in the dimension of the function to be approximated [62] , [63] . In this paper, the RBF network is employed as a global surrogate model to assist SL-PSO to quickly find the region where the global optimum might be located.
Let
. . , N} denote the dataset for training the RBF network. x i ∈ R D and f (x i ) ∈ R are the inputs and output, respectively, N is the number of training data. An RBF network is a real-valued function : R D → R. There are several types of RBFs, including Gaussian, splines and multiquadrics. In this paper, the following Gaussian function is used as the basis function:
So the surrogate model can be written in the following form:
where σ > 0 is the width of the Gaussian function. CN is the number of RBFs, each being associated with a different center c k . ω k (k = 1, 2, . . . , CN) is the coefficient, and ω 0 is a bias term, which can be set to the mean of the values of the known data points from the training set that are used to train the surrogate model, or set to 0.
C. Fitness Estimation Strategy for Particle Swarm Optimization
A computationally simple yet effective fitness approximation technique based on the positional relationship between the particles of the PSO was proposed in [46] for computationally expensive optimization problems. According to (2) and (3), the position of particle i and particle j, 1 ≤ i, j ≤ m, is updated, respectively, as follows:
We then introduce a virtual position at iteration t + 1, denoted
, by combining and rearranging (9) and (10)
Therefore, the fitness of the virtual position can be calculated either by taking a weighted average of the fitness values of f (
or by taking a weighted average of the fitness values of
). Since these two fitness values should be the same, we can establish a relationship between f (x i (t + 1)) and f (x j (t + 1)) as follows:
where
and (14) where
, and d g (t) represent the distance between the virtual position x v (t + 1) and
, and p g (t), respectively. We can find that if the fitness of particle i at the iteration t + 1 (f (x i (t + 1))) is known, then the fitness of particle j (f (x j (t + 1))) can be approximated by (12) , and vice versa. Note that the fitness of a virtual position does not always need to be calculated. A more detailed description of the FES can be found in [46] .
III. SURROGATES-ASSISTED COOPERATIVE SWARM OPTIMIZATION
Multiswarm algorithms have shown to be effective in striking a good balance between exploration and exploitation [64] . Based on these findings, this paper proposes a surrogate-assisted cooperative swarm optimization algorithm, termed SA-COSO, by integrating a PSO [52] assisted by a FES and a surrogate assisted SL-PSO [53] for solving computationally expensive high-dimensional optimization problems. In SA-COSO, SL-PSO focuses on exploration while PSO concentrates on exploitation. To reduce the number of expensive FEs, an RBF network is adopted as a surrogate model capturing the global profile of the fitness landscape to assist SL-PSO to quickly find the region where the global optimum is located, whereas an FES is employed as a local estimation method to help the PSO perform local search.
In the following, we start with introducing general framework of the proposed SA-COSO algorithm, which integrates the FES assisted PSO (FES-assisted PSO) and RBF-assisted SL-PSO algorithms. Then, we describe in detail the fitness estimation algorithm in PSO and the surrogate management strategy in SL-PSO. Fig. 1 depicts the coupling between the FES-assisted PSO and RBF-assisted SL-PSO in the proposed SA-COSO. In Fig. 1 , DB represents an archive for storing the positions (decision variables) and their corresponding fitness values evaluated using the computationally expensive real objective function. All data stored in DB will be utilized to train the RBF network for fitness approximation for all individuals in both FESassisted PSO and RBF-assisted SL-PSO. Note that in the FESPSO presented in [46] , the fitness of a particle is always evaluated using the real objective function if the condition for using the FES is not satisfied. In the FES-assisted PSO in this paper, however, the RBF network will usually be used for calculating the fitness of a particle if the condition for using the FES is not met to further reduce the expensive FEs. The real fitness function is used only if the estimated fitness of a particle is potentially promising, i.e., if it is better than the current personal best, or the estimated fitness has a large degree of uncertainty. Although the RBF surrogate is also involved, the fitness of most particles in the PSO is estimated using the FES. For simplicity, we term the PSO assisted mainly by the FES and sometimes also by the RBF network FES-assisted PSO. gbest SL-PSO in Fig. 1 is the global best position found by the RBF-assisted SL-PSO. In the search process of PSO, the individuals not only learn from its own personal best position and the global best position of its own population, but also from the global best position obtained by the RBF-assisted SL-PSO in order to avoid premature convergence into a local optimum, since SL-PSO is meant for global search on a global surrogate, i.e., the RBF network. Therefore, each individual in the FES-assisted PSO will update its velocity according to the following equation:
A. Coupling Between FES-Assisted PSO and RBF-Assisted SL-PSO in SA-COSO
where 1 ≤ i ≤ m, c 1 , c 2 , r 1 , and r 2 are the same as defined in (2) Fig. 1 , those solutions in both PSO and SL-PSO re-evaluated using the real fitness function are saved in the archive DB. To prevent the population from being misled by the errors introduced by the approximated fitness values, and to enhance the diversity of the swarm of the RBF-assisted SL-PSO, we also randomly choose n solutions (n is the swarm size of SL-PSO) from the archive so that the RBF-assisted SL-PSO can also use solutions in the DB as demonstrators. Consequently, the size of DB should be larger than n, the swarm size of SL-PSO. Therefore, the range of two parameters "j" and "k" should be modified in (6) , where 1 ≤ j ≤ n, k ∈ K j , K j is a subset of the union of n solutions in the current SL-PSO and n solutions randomly chosen from DB whose fitness values are better than that of the jth particle to be updated. Please note that if no other solution is better than particle j, then the original position of this particle will be kept and participate in the evolution in the next generation.
Algorithm 1 presents the pseudocode of the main components of SA-COSO. In Algorithm 1, gbest represents the final output of global best position found by two swarm optimization algorithms and gbest PSO is the global best position found by FES-assisted PSO.
In the following, we present the details of the FESPSO and the surrogate-management in SL-PSO, including training of the RBF network and update of the archive (DB).
Algorithm 1 Pseudocode of SA-COSO
1: Initialize a population pop PSO : including velocity and position initialization, fitness evaluation using the real objective function, and assigning the position of each particle to its personal best position; 2: Initialize a population pop SL-PSO : including position initialization, fitness evaluation using the real objective function; 3: Save positional information of all particles in an archive DB, and train an RBF network using these data; 4: t = 0; 5: repeat 6: Determine the global best position of the swarm pop PSO (gbest PSO ) and of the swarm pop SL−PSO (gbest SL−PSO ); 7: gbest = min{gbest PSO , gbest SL−PSO }; 8: Run FES-assisted PSO; 9: Run RBF-assisted SL-PSO; 10: Update of the archive DB; 11: Retrain a global RBF network using the data in the DB; 12: t = t + 1; 13: until the terminal condition is satisfied 14: Output gbest; Algorithm 2 Pseudocode of the FES-Assisted PSO 1: Update velocity and position of each particle using Eq. (15) and Eq. (3), respectively; 2: Call the procedure to determine the fitness value of each particle; (see Algorithm 3) 3: Determine the personal best position of each particle (see Algorithm 4); 4: Call the procedure to determine the global best position; (see Algorithm 5)
B. FES-Assisted PSO
Algorithm 2 lists the pseudocode of the main steps of the FES-assisted PSO, which is similar to a canonical PSO. Algorithm 3 describes the procedure for determining the fitness value of each particle. In Algorithms 3, f FES (x) and f RBF (x) denote a fitness value approximated by the FES and the RBF network, respectively.
In the first two iterations (lines 1-3 in Algorithm 3), all individuals in the FES-assisted PSO are evaluated using the computationally expensive real objective function. This is necessary as the FES requires the fitness values of all particles in the previous two iterations. In addition, the RBF network needs to be trained before it can be used for fitness approximation. An archive "DB t " is used to temporarily save the particles (the position and its corresponding fitness value) calculated using the real function evaluations, which will be used to update the archive DB later on. The details for updating DB will be presented in Section III-D.
From the third iteration onward, the following procedure will be undertaken to evaluate the fitness of all particles (lines [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . The fitness of all particles in the current swarm will first be approximated by the RBF network and saved as f RBF (x i ), i = 1, 2, . . . , m, where m is the swarm size of the FES-assisted PSO (lines 5-8). Then, for the ith particle, if Evaluate the fitness of each particle using the real objective function; 3: Save all particles into a temporary archive DB t ; 4: else 5: for i = 1 to m do 6: Set a label showing that the fitness of the i-th particle has not been estimated using the fitness estimation strategy; 7: Approximate the fitness of particle i using RBF network, denoted as f RBF (x i ); 8: end for 9: for i = 1 to m do 10: if the fitness of the i-th particle has not been estimated using the fitness estimation strategy then 11: f (x i ) = f RBF (x i ); 12: end if 13: Find the nearest neighbor j of particle i, x j = x i ; 14: if j > i then 15: if the fitness of the j-th particle has not been estimated using the fitness estimation strategy then 16: f (
Set a label showing that the fitness of the jth particle has been estimated using the fitness estimation strategy; 18:
end if 21: end if 22: end for 23: end if the fitness of the ith particle has not been estimated using the FES till now, the value approximated by the RBF network will be adopted as its fitness value (lines [10] [11] [12] . Once the fitness of the i-particle is estimated using the RBF network, the particle that is closest to particle i, say, particle j, will be estimated using the FES). Note that j must be larger than i to avoid endless loops in fitness estimation. If the fitness of jth particle has not been approximated using the FES either, the fitness approximated by the FES is assigned to particle j and a label is set to show that the fitness of jth particle has been approximated using the FES. If, however, the fitness of the jth particle has already been estimated by another particle using the FES, then the current fitness value f (x j ) will be replaced by the fitness value estimated by particle i in case the fitness value estimated according to particle i is better than f (x j ). The above procedure repeats until the fitness of all particles are determined.
We can see from Algorithm 3 that the method for fitness determination in the FES-assisted PSO algorithm is almost the same as the one in [46] except that when the fitness of a particle has not yet been estimated using the FES, the fitness approximated by the RBF network will be adopted as the "real" fitness value to reduce the number of FEs. This might Fig. 2 . Illustrative example of fitness determination using the RBF network and the FES for the FES-assisted PSO. A shaded circle denotes a particle whose fitness is calculated using the RBF network, while a blank circle stands for one whose fitness is estimated using the FES.
introduce a risk of degrading the accuracy of the estimated fitness and thereby misleading the FES-assisted PSO, however, this risk is reduced in that here the fitness value obtained by the RBF network is used as a "reference," and as soon as there is a large deviation between the fitness approximated by the RBF and the fitness estimated using the FES, the fitness of the particle will be re-evaluated using the real objective function. Fig. 2 gives an example illustrating the fitness determination method described above. In the example, there are ten particles in the population, each being represented by a numbered circle. In the figure, an arrow in dotted line is utilized to point from a particle whose fitness is known to one whose fitness is approximated using the FES. In addition, a shaded circle indicates that the fitness of this particle is calculated using the RBF network, while a blank circle represents a particle whose fitness is estimated using the FES.
The fitness of each particle will be determined sequentially according to the number starting from particle 1. The fitness of particle 1 adopts the fitness value estimated by the RBF network by default. Assume particle 2 is the closest neighbor of particle 1, and since the condition 2 > 1 is satisfied, the fitness of particle 2 will be estimated using the FES based on the fitness of particle 1. A label will be set to indicate that the fitness of particle 2 has been calculated using the FES. Then we proceed to determine the fitness of particle 2. As the fitness value of particle 2 is known, the fitness approximated by the FES will be used as its fitness. Now the fitness of particle 3, under the assumption that it is the closest neighbor of particle 2, will be estimated using the FES based on fitness of particle 2 and a label is set to indicate that the fitness of particle 3 has been calculated using the FES. This process continuous until the fitness of all particles are determined. Note, however, that the fitness of particle 8 is estimated using the FES according to the fitness of particle 5 as it is the closest neighbor of particle 5, and later on, its fitness can be estimated again according to the fitness of particle 7, as it is also the closest particle of particle 7. In this case, the fitness of 
end if 6 :
Evaluate the fitness of particle i using the real objective function; 9: Save it into DB t ;
10:
end if 13: end if 14: end if 15 : end for 16: if no particle's fitness is evaluated using the real objective function in current population then 17: Calculate the mean difference between two values approximated by RBF network and FES method using Eq. (16); 18:
Evaluate the fitness of particle i using the real objective function; 21: Save it into DB t ;
22:
end if 25: end if 26: end for 27: end if particle 8 will be updated only if the fitness estimated by particle 7 is better than that estimated by particle 5. Note also that the fitness of particle 5 will not be re-estimated by particle 8 since 8 is larger than 5. In this way, endless loops can be avoided in fitness determination. The next step is to update the personal best of all particles, which is described in Algorithm 4. The personal best of each particle will be replaced if its fitness value in the current iteration is calculated using the RBF network and is better than its personal best (lines 2-5). However, if the current fitness value is estimated using the FES and is better than the personal best, we will also compare the fitness estimated using the RBF network with the personal best. If both fitness values of the particle, one estimated using the FES and the other calculated using the RBF network, are better than the personal best, we will verify the fitness of this particle using the real objective function. So eventually, the personal best of this particle will be updated only if its real fitness value is better than the personal best (lines 7-13).
From the above description, we can see that a particle will be evaluated using the real fitness function only if both its fitness values estimated using the RBF network and using if f (best PSO ) is calculated using the real objective function then 4: Replace gbest PSO with best PSO ; 5: else 6: Evaluate the fitness of best PSO using the real objective function; 7: Save it into DB t ; 8: if f (best PSO ) < f (gbest PSO ) then 9: Replace gbest PSO with best PSO ; 10: end if 11: end if 12: end if the FES are better than its personal best. If this situation does not occur, no particle in the current iteration will be estimated using the real fitness function, which is undesirable. To avoid false convergence, i.e., the PSO converges to a minimum of the surrogate that is not an optimum of the original fitness function, we will re-evaluate the particles if their fitness value estimated using the FES has a degree of uncertainty larger than the average. The average degree of uncertainty of the estimated fitness is defined as the average difference between the fitness calculated by the RBF network and the FES
Note that if the fitness of a particle is calculated using the RBF network, the difference will be 0.
| is larger than the mean difference DF, it will be re-evaluated using the real fitness function and the personal best position of this particle will be updated only if the fitness value is better than the personal best (lines 16-27 in Algorithm 4). Finally, the global best of the FES-assisted PSO needs to be updated, which is described in Algorithm 5. The main point here is that if the new global best is estimated using the RBF network or the FES, it will be re-evaluated using the real fitness function and replaces the current global best if the fitness value using the real fitness function is indeed better.
The FES described in Algorithm 3 (lines 14-21) is proposed to approximate the fitness of the closest neighbor of particle i once its fitness is known. Fitness estimation based on the positional relationships between the particles has been demonstrated to be an effective approach to reducing the number of FEs for expensive optimization problems [46] . As the PSO in SA-COSO is closely coupled with the SL-PSO, the mechanism for updating the velocity has been slightly modified as described in (15) . Thus, the FES proposed in [46] must be adapted accordingly. Similar to (9) and (10), we can rewrite the equations for updating the position of particle i and particle j (i, j ∈ {1, 2, . . . , m, i = j}), respectively, according to (3) and (15) as follows:
By combining and rearranging (17) and (18), we can introduce a virtual position
Consequently, the fitness of the virtual position can be approximated using the weighted average of f ( t) ), and f (p rg (t)) in the following form:
, and d rg (t) are the distances between the virtual position x v (t + 1) and
, and p rg (t), respectively. Here, all distances are Euclidean distance. Seen from (20) to (24), the relationship between the fitness values of f (x i (t + 1)) and f (x j (t + 1)) can be established as follows:f (25) where
Equation (25) can be used to estimate the fitness of any particle j in the swarm whose fitness has not yet been estimated using the FES, provided that the fitness of particle i in the same iteration is known.
C. RBF-Assisted SL-PSO
In the SL-PSO algorithm, a particle (termed imitator) learns from the behaviors of different particles in the current swarm that have better fitness values (termed demonstrators) than the imitator. In this paper, an RBF network is used to learn the global profile of the fitness landscape and therefore the fitness values of all particles in SL-PSO are estimated using the RBF network. Due to the fitness estimation errors introduced by the RBF network, the real fitness values of the demonstrators may be actually worse than the imitator. To avoid false convergence of the SL-PSO, n particles stored in the DB will be randomly chosen as potential demonstrators for updating the particles in the current swarm. Note that all particles stored in DB are evaluated using the real fitness function.
Once the position and velocity of all particles are updated, their fitness value will be estimated using the RBF network and update the personal best of each particle accordingly. If the best particle (according to the RBF network) is better than the current global best, the best particle is re-evaluated using the real fitness function. If the real fitness value of this particle is indeed better than the current global best, replace the global best with the best particle.
Algorithm 6 gives the pseudocode of the RBF-assisted SL-PSO. Note that in each iteration of the surrogate-assisted SL-PSO, at most one FE using the real objective function will be conducted.
D. Update the Archive DB
The archive DB is used to store the particles evaluated using the real fitness function, which plays an important role in model management in SA-COSO. The stored particles are used not only to serve as demonstrators in SL-PSO, but also to train the RBF network. Note that the RBF network is meant to serve as a global surrogate and the SL-PSO is supposed to perform global search. To this end, the samples for training the RBF network must be properly selected to ensure that Algorithm 6 Pseudocode of the RBF-Assisted SL-PSO 1: for i = 1 to n do 2: Find its demonstrators from current swarm and demonstrators drawn from archive DB; 3: Update its position using Eqs. (6) and (5); 4: Estimate the fitness of particle i using the RBF network; 5: end for 6: Find the best position (best SL−PSO ) in all individuals in the current population;
Evaluate the fitness of best SL−PSO using the real objective function; 9: Save the position and corresponding fitness in the temporary archive DB t ; 10: if f (best SL−PSO ) < f (gbest SL−PSO ) then 11: Replace gbest SL−PSO with best SL−PSO ; 12: end if 13: end if the RBF network can model a slightly larger region than that covered by the SL-PSO, but still be most relevant to the current swarm. In addition, it is not desirable to use all particles evaluated using the real objective function to train the RBF network in order to reduce the computational time.
Recall that in each iteration, all particles re-evaluated using the real fitness function are saved in the temporary DB t . In our method, whether a solution in DB t is to be selected and put into DB mainly depends on the distance between this solution and those in pop SL-PSO . Fig. 3 gives an example illustrating the strategy for updating the archive DB. In the figure, the horizontal axis represents the decision space and the vertical axis is the fitness value. The circles denote particles (data pairs) in DB, the two vertical dashed lines indicate the region in which the current swarm pop SL−PSO is located, and the triangles represent the particles that have been evaluated using the real objective function and stored in the temporary database DB t . Assume there are three newly evaluated particles in DB t , denoted by triangles 1-3, respectively. Among them, we can see that particle 3 is far away from the current location of the population pop SL−PSO . If we add this data into DB, it will have little influence on the surrogate that covers the region of the current population. By contrast, if we include solution 1 or solution 2 into the database, the quality of the surrogate model will be improved more effectively.
Since the size of DB is fixed, the next question is whether the particles in DB t should replace those in DB if DB is already full. An intuitive idea is to discard those particles that are far away from the location of the current swarm. For example in Fig. 3 , if we must discard one particle in the archive DB for including a newly evaluated particle in DB t , say the one denoted by triangle 1, we can see that the particle denoted by red circle "a" is most likely to be removed.
Note that the distance to the current population of SL-PSO is the only criterion for our method to determine whether a solution in the temporary DB t will be saved in the archive or whether a solution will be discarded from DB. One question that may arise is whether a discarded solution is better than Fig. 3 . Example to show the strategy for updating the archive DB using particles in DB t .
the best solution found so far. This is very unlikely due to the following reasons. First, a discarded solution will not be better than the best solution of the RBF-assisted SL-PSO algorithm, because if it is, this solution must be an individual in the current population, and therefore it should not locate far away from the current population pop SL-PSO . Second, this solution should not be the global optimum of the FES-assisted PSO, because as a local search algorithm, the population of the FESassisted PSO is expected to be within or not far away from the region in which SL-PSO is in. Thus, discarding a solution that is far away from the current location of the SL-PSO should not lead to loss of important information for training the RBF network. Nevertheless, it might also be beneficial to store the data in a separate database as these data are computationally expensive and could be useful for future use in training the surrogate.
We must emphasize that the RBF network is a "global" surrogate relative to the decision space the current swarm is searching, rather than a global model that aims to account for the whole decision space. This can be clearly seen from the above description of the strategies for updating the training data in DB.
Algorithm 7 gives the pseudocode to update the data in the archive. Note that all distances in this paper are calculated using the Euclidean distance. The minimum distance to pop SL_PSO denotes the minimum distance between the position of a solution stored in DB and the position of all individuals in the current population of SL-PSO.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
To investigate the effectiveness of the proposed SA-COSO, we conducted an empirical study on six widely used unimodal and multimodal benchmark problems. The characteristics of these test problems are listed in Table I . To the best of our knowledge, the largest dimension of computationally expensive optimization problems ever been handled using surrogateassisted metaheuristic algorithms is 50, as reported in [39] , in Algorithm 7 Updating Archive DB 1: for each data i in the archive DB do 2: Find the minimum distance to the pop SL−PSO , denoted by DB_pop min (i); 3: end for 4: Find the maximum distance in all minimum distance max(DB_pop min ); 5: for each particle k in the DB t do 6: if the position that particle k occupies has not been saved in the archive then 7: if the archive is not full then 8: Save the position and corresponding fitness of particle k in DB; 9: else 10: Find the minimum distance to the the pop SL−PSO , denoted by ind_pop min (k); 11: if the minimum distance is less than max(DB_pop min ) then 12: Replace the particle that has the maximum value of DB_pop min with particle k in the DB t ; 13: end if 14: end if 15: end if 16 : end for which a dimension reduction strategy has been used. In order to evaluate the effectiveness of SA-COSO for solving highdimensional expensive optimization problems, we perform a set of experiments on 50-D and 100-D test problems listed in Table I and compare the performance of SA-COSO with that of PSO, FESPSO, SL-PSO, RBF-assisted SL-PSO, and COSO. Refer to Table II for the definition of the algorithms investigated here. Among them, FESPSO and RBF-assisted SL-PSO are two surrogate assisted particle swarm algorithms, while the rest are not. All experimental results are obtained over 20 independent runs in MATLAB R2014b.
A. Parameter Settings
The sizes of pop PSO and pop SL-PSO in our algorithm are set to 30 and 200, respectively. The experimental results of SA-COSO with a different setup of the population sizes are given in the supplementary materials I to show that the setup of the population size in this paper is rational. In PSO [52] , (2) and (15), the difference in updating the velocity of the canonical PSO [52] and the PSO used in SA-COSO is that in the latter there are two social coefficients, c 2 and c 3 , which aim to cooperatively guide the particles toward the global best position. Two factors must be considered in setting the value of c 2 and c 3 . First, both c 2 and c 3 are social coefficients, which are introduced to accelerate the convergence to the global best position. Therefore, the sum of c 2 and c 3 should remain to be 2.05 to be consistent with the setting in the canonical PSO. Second, the global best position of SA-COSO can be the global best of either the FES-assisted PSO or surrogate-assisted SL-PSO. Thus it is important to prevent the search dynamics of SA-COSO from being dominated by one of the two global best positions. Therefore, c 2 and c 3 are both set to 1.025.
The parameters pr L i and in RBF-assisted SL-PSO are set to 1 and 0, respectively. As the RBF network is utilized for learning the contour of the fitness landscape, the complexity of the RBF network should not be overly large. Therefore, in our experiments, the RBF network stops learning if the maximum number of its hidden nodes (max _node) reaches eight or the mean squared errors of the RBF is less than 0.1. Correspondingly, the minimum size of training data can be set to max _node * D + max _node for the RBF network with eight hidden nodes. In our method, the size of the archive DB (N DB ) is set to max _node * D + 10, which is slightly larger than the minimum requirement on the size of training data. The width of the Gaussian function is set adaptively according to the number of data pairs (solutions) saved in archive DB as follows:
where d_ max(k, d) and d_ min(k, d) represent the maximum and minimum values of dimension d at iteration k in DB. t represents the current iteration, D is the dimension of the problem to be optimized and N DB is the total number of particles (number of training samples) saved in the archive. The maximum number of FEs is set to 1000. In order to make fair comparisons, the population size of both PSO and FESPSO is set to 30, the size of SL-PSO and SLPSO_RBF is set to 200, and the size of COSO is set to 230. The parameters of the RBF-assisted SL-PSO and in COSO are set the same as those in SA-COSO.
B. Experimental Results on 50-D Problems
Table III lists the statistical results of all algorithms under comparison averaged 20 independent runs, including the results of the Wilcoxon rank sum tests calculated at a significance level of α = 0.05, where "≈" indicates that there is no statistically significant difference between the results obtained by SA-COSO and the compared algorithm, "+" indicates that the compared algorithm is significantly outperformed by SA-COSO according to a Wilcoxon rank sum test, while "−" means that SA-COSO is significantly outperformed by the compared algorithm.
It can be seen from Table III that SA-COSO has achieved significantly better or comparative results on all of the benchmark functions used in this paper. In order to examine the performance of SA-COSO, we plot the convergence profiles of the compared algorithms in Fig. 4 . Note that as the population sizes of the algorithms under comparison are different, the initial best fitness of the different algorithms are different. We can make the following observations regarding the performance of the compared algorithms. First, SA-COSO, which integrates the advantages of global surrogate model and FES, is able to continuously improve its performance over the generations. The performance improvement of SA-COSO is not as fast as the RBF-assisted SL-PSO in the early search stage, which might be attributed to the fact that SA-COSO considers not only the global best position of SL-PSO, but also that of PSO, resulting a larger degree of diversity in the population that contributes to more exploratory search. Compared to the RBF-assisted SL-PSO and FESPSO, SA-COSO performs the best on all test problems used in the comparisons. Second, we can see from the figures that the RBF-assisted SL-PSO (the blue line) converges rapidly in the beginning and then stagnates for all problems except for the Ackley function, which confirms that hypothesis that a global surrogate model is able to help the population quickly locate the region where an optimum is located. The reason why this does not happens to the Ackley function is due to the fact that its fitness landscape is nearly a plateau in most of the region close to the global optimum and the optimum is located in a very narrow region near the origin. Such fitness landscape is very hard for an RBF network to capture trained using only a limited number of samples. Third, the results of the FES-assisted PSO is only slightly better than PSO on 50-D test problems, the FES in SA-COSO is very helpful in that SA-COSO is able to continuously improve the results, while the RBF assisted SL-PSO stagnates in the later stage after its quick convergence in the early search stage.
To further demonstrate the performance of the SA-COSO, we also compare the results obtained by SA-COSO with those obtained by a surrogate-assisted differential evolution, termed GPEME (GP+DR) [39] on 50-D test problems F1−F4. GPEME (GP) uses a GP surrogate model to assist a differential evolution algorithm and GPEME (GP+DR) represents a GPEME variant using a dimension reduction technique. We are not able to compare the performance of the two algorithms on 50-D test problems F5 and F6 as no results were provided on these two test functions in [39] . The comparative results are given in Fig. 5 . Seen from Fig. 5 , we can see that SA-COSO achieves better results than both GPEME and GPEME(GP+DR) on F1, F3, and F4, and comparative results with GPEME(GP+DR) on F2, showing the promising performance of the proposed method.
C. Experimental Results on 100-D Problems
The main motivation of this paper is to push the boundary of surrogate-assisted metaheuristics for solving high-dimensional computationally problems. In the following, we examine the performance of the SA-COSO on 100-D test problems with limited computational budget in terms of the number of FEs using the real fitness function. Table IV summarizes the obtained optimal solutions together with the t-test results on the same set of test problems. Seen from these statistical results, we can conclude that the proposed SA-COSO shows superior performance to the compared algorithms on the 100-D optimization problems, similar to the results on the 50-D test problems. Fig. 6 plots the convergence profiles of the compared algorithms on 100-D test problems. As we can see, SA-COSO shows similar search dynamics as shown on the 50-D test problems. The RBF network is able to help the SA-COSO algorithm locate the region where the optimum is To further evaluate our method on higher dimensional problems, we have also conducted the comparisons on 200-D problems and the results are provided in the supplementary materials. These results confirm the good performance of the proposed method for solving high-dimensional problems. 
D. Empirical Analysis of the Computational Complexity
The computational complexity of the proposed SA-COSO is composed of three main parts, namely, the computation time for FEs, for training the RBF network, and for calculating the distances in updating the archive DB. In this section, we empirically compare computation time needed by compared algorithm for solving the 50-D and 100-D optimization problems. All algorithms are implemented on a computer with a 2.50-GHz processor and 8-GB in RAM. Table V presents the computation time of the algorithms under comparison averaged over 20 independent runs when a maximum of 1000 FEs using the real fitness function is allowed. From Table V , we find that PSO, whose computation time is mainly dedicated to FEs, requires the least computation time. For convenience, we use the time for PSO to search for an optimum on a fixed budget of 1000 FEs as the baseline for comparison. From Table V , we can see that the RBF-assisted SL-PSO requires the longest time, meaning that training the surrogate model takes up more time than calculating the distance in updating the archive DB. We can also find that the average time required by the proposed SA-COSO for solving 50-D and 100-D test problems are approximately 0.6 and 1.4 s per FE using the expensive fitness function, respectively. Compared to most time-consuming FEs in real world applications where each FE may take tens of minutes to hours, this increase in computation 
V. CONCLUSION
An SA-COSO algorithm is proposed in this paper for solving high-dimensional computationally expensive problems. The PSO algorithm assisted by an FES and the SL-PSO assisted by a RBF network are integrated for computationally efficient and effective search of high-dimensional problems. The RBF-assisted SL-PSO aims to quickly find the region in which a global optimum is located, based on the hypothesis that SL-PSO is a powerful global search algorithm for large-scale optimization problems and that the RBF network is able to capture the global profile of the fitness landscape. FES-assisted PSO is meant help the algorithm to perform efficient local search assisted by the FES given limited computational budget. Experimental results on six 50-D and six 100-D benchmark problems demonstrated the efficiency and effectiveness of the proposed SA-COSO algorithm in comparison to a few PSO variants with and without using surrogates, and a surrogate-assisted differential evolution algorithm that is the only surrogate-assisted algorithm reported in the literature that have solved optimization problems up to a dimension of 50.
Although the proposed SA-COSO has shown promising performance on the six high-dimensional test problems up to a dimension of 100, several questions remain to be answered. First, the performance of the proposed algorithm is relatively poor on problems whose global optimum lies near the boundary of the decision space and problems whose global optimum is located very close to the local optima. Second, as the dimension of the problems increases, the computation time to train a surrogate model will dramatically increase too, and the capability of the surrogate model to capture the global profile of the fitness landscape will seriously degrade. Therefore, it is of great interest to develop efficient and effective training algorithms for large-scale problems. Finally, although the performance of SA-COSO has been convincingly demonstrated on six widely used test problems, it is of great interest to test its performance on real-world application problems such as aerodynamic design optimization. He is a Professor with the State Key Laboratory of Synthetical Automation for Process Industry, Northeastern University. He has authored or co-authored over 90 refereed journal papers and refereed papers at international conferences. He is also the inventor or co-inventor of 17 patents. His current research interests include modeling, plant-wide control and optimization for the complex industrial systems, stochastic distribution control, and multiobjective evolutionary algorithms and its application. 
