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des journées d’aventure et celles qui m’ont tenu compagnie au laboratoire
durant les nuits froides d’hiver.
Je n’oublie pas ma famille, en France et à Madagascar, qui m’a soutenu
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2.3.4 Quelques remarques sur les modèles . . . . . . . . . . . . . . . 128
2.4 Test numérique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
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4.2 Méthode de resommation de Borel-Laplace . . . . . . . . . . . . . . . 183
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cavité ventilée . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
Conclusion générale et perspectives 209
Annexes 213
A Les groupes de symétries 213
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A.4 Extension aux équations aux dérivées partielles . . . . . . . . . . . . 225
B Extension du théorème de Nœther aux équations de Navier-Stokes229
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B.2.2 Application du théorème de Nœther . . . . . . . . . . . . . . . 237
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Nomenclature
 Produit scalaire vectoriel : V W =
n∑
i=1
ViWi = V
T W = tr(V W T )
: Produit scalaire matriciel, M : P =
n∑
i,j=1
MijPij = tr(M
TP )
< • > Moyenne d’ensemble
∇ Opérateur gradient
∇2 Opérateur laplacien
⊗ Produit tensoriel
× Produit vectoriel
| • | Norme modifiée d’une matrice, |M |2 = 2
n∑
i,j=1
MijMij = 2‖M‖2
|| • || Norme euclidienne d’une matrice (‖M‖ =
√
M : M)
ou d’un vecteur (‖V ‖ =
√
V TV )
1E Fonction caractéristique d’un ensemble E
! Factoriel d’un entier naturel, i! = i(i− 1)(i− 2) . . . 2.1
——–
β Coefficient d’expansion thermique
δ Taille du maillage
δ Longueur de coupure
ε Taux de dissipation de l’énergie cinétique
8 Nomenclature
εc Flux ou taux de transfert d’énergie cinétique à travers la coupure
εp Taux de production d’énergie cinétique
ǫ Un petit paramètre
Γ Bord du domaine, Γ = Γu ∪ Γσ
Γσ Partie du bord du domaine correspondant à une contrainte de
Cauchy nulle
Γu Partie du bord du domaine correspondant à une vitesse imposée
Γad Partie du bord du domaine correspondant à une paroi adiabatique
Γis Partie du bord du domaine correspondant à une paroi isotherme
κ Diffusivité thermique
κsm Diffusivité thermique de sous-maille
µ Viscosité dynamique
ν Viscosité cinématique ν = µ/ρ
νsm Viscosité de sous-maille
Ω Domaine spatial de l’écoulement
Π Flux de sous-maille, Π = Tu− θu
θ Température
θ Température filtrée
ρ Masse volumique
σ Tenseur des contraintes de Cauchy : σ = −pI + 2µS
τ Tenseur des contraintes de sous-maille, τ = u⊗ u− u⊗ u
——–
Adj Opérateur adjugué, M( AdjM) = (detM)Id
B(x, r) Boule de centre x et de rayon r
Nomenclature 9
Cq Classe des fonctions q fois continûment dérivables, q ∈ N
C∗ L’ensemble des nombres complexes, privé de 0, C∗ = C − {0}
C[[z]] Ensemble des séries entières en z et à coefficients dans C
C[[z]] =
{
s̆ =
∑
k≥0
skz
k, sk ∈ C
}
C{z} Ensemble des séries entières convergentes à coefficients dans C
•
d Déviateur d’un endomorphisme, Md = M − 1
3
( trM)I
Dαf =
∂α1+···+αnf
∂xα11 · · ·xαnn
si α = (α1, . . . , αn) ∈ Nn
diag Matrice diagonale, diag(a1, a2, a3) =


a1 0 0
0 a2 0
0 0 a3


div Opérateur divergence
DNS Direct Numerical Simulation ou simulation numérique direct
ei Vecteur unitaire dirigeant le i
ème axe de coordonnées
eg Le vecteur unitaire vertical ascendant
g Accélération de la pesanteur
Id Opérateur ou matrice identité
Lm Espace de Lebesgue, Lm(E) =
{
f : E → Rn,
∫
E
fm(x) dx <∞
}
,
1 ≤ m <∞
LES Large-Eddy Simulation ou simulation des grandes échelles
MAN Méthode Asymptotique Numérique
n La normale extérieure à Γ
n Dimension de l’espace physique
p Champ de pression
10 Nomenclature
p Pression filtrée
p′ Pression de sous-maille, p′ = p− p
RANS Reynolds Averaged Navier-Stokes ou Navier-Stokes moyenné
Re Nombre de Reynolds
rot Opérateur rotationnel
S Tenseur de déformation : S = (∇u+ ∇uT )/2
S Tenseur de déformation filtré : S = (∇u+ ∇uT )/2
•
T Transposée (d’une matrice ou d’un vecteur)
t Temps
T Gradient de la température, T = ∇T
T Gradient de la température filtrée, T = ∇θ
tr Trace d’une matrice, trM =
n∑
i=1
Mii
u Champ de vitesse, u = (u1, . . . , ud)
T
u Vitesse filtrée
u′ Vitesse de sous-maille, u′ = u− u
Uref Vitesse de référence
W Tenseur de vorticité, W = (∇u−∇uT )/2
W Tenseur de vorticité filtré, W = (∇u−∇uT )/2
x Vecteur position, x = (x1, . . . , xn)
T
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Introduction
Très souvent, dans l’étude du confort dans les espaces habitables (ventilation,
transfert de polluants, . . . ), la simulation numérique directe (DNS) reste encore un
outil inapplicable. Ceci est dû au fait que les calculateurs actuels ne possèdent pas
la capacité de stockage et la rapidité suffisantes pour représenter toutes les échelles
contenues dans un écoulement turbulent, lorsque le domaine possède des dimensions
réalistes (chambre, bâtiment, . . . ). Pour contourner ce problème, une solution est
de ne calculer que l’écoulement moyen, en appliquant un moyennage statistique sur
les équations de Navier-Stokes (RANS). Cette méthode réduit considérablement le
coût de calcul mais empêche l’observation de l’évolution temporelle de l’écoulement.
La technique de simulation des grandes échelles (LES) constitue alors un bon com-
promis entre la DNS et la RANS. Sans passer par un moyennage, la LES consiste
à ne représenter que les grandes échelles ou grosses structures de l’écoulement, sa-
chant que, dans la pratique, ces grandes échelles contiennent toutes les informa-
tions nécessaires. Les petites échelles ne sont quant à elles prises en compte dans
les équations qu’à travers un modèle représentant leur interaction avec les grandes
échelles.
A l’heure actuelle, il existe un grand nombre de modèles qui se basent sur des
hypothèses diverses et qui ont des fondements mathématiques et physiques plus
ou moins bien élaborés (voir [122, 123] pour une bonne synthèse). Par ailleurs,
beaucoup parmi ces modèles détruisent les propriétés d’invariance des équations
de Navier-Stokes par rapport à certaines transformations. En effet, les équations
de Navier-Stokes possèdent des transformations (sur la variable temporelle, la va-
riable spatiale, la vitesse, . . . ), appelées symétries, qui transforment une solution
en une autre. Un exemple de telles transformations est la transformation galiléenne
sur laquelle se base toutes les lois de la mécanique classique, mais les équations de
Navier-Stokes admettent d’autres symétries. L’introduction du modèle, pour beau-
coup d’entre eux, fait alors que les équations finales ne sont plus invariantes par les
symétries des équations de départ. C’est par exemple le cas de l’un des modèles les
plus courants qui est le modèle de Smagorinsky. La perte de ces symétries peut être
très dommageable pour un modèle car, comme on le verra ci-après, chacune d’elles
a une grande importance pour la représentation de l’écoulement.
14 Introduction
On sait, grâce aux théorèmes de Nœther ([99, 100]), qu’à chaque symétrie laissant
le lagrangien invariant1 correspond une grandeur conservée au cours du temps. Mais
l’intérêt des symétries ne se limite pas aux lois de conservation. Elles permettent
aussi de réduire l’ordre d’une équation différentielle, voire de trouver une solution
analytique ([62]). En outre, dans le domaine de la mécanique des fluides, elles ont
permis à Oberlack de déduire des lois d’échelle ([102]). Ünal s’en est également servi
pour retrouver le spectre de Kolmogorov ([143]) et le modèle de Speziale ([144, 134]).
On verra dans ce document d’autres travaux qui montrent l’intérêt des symétries.
Il est donc important que le modèle utilisé (RANS ou LES) respecte les symétries
des équations de départ pour espérer que la solution obtenue possède les mêmes
propriétés que la solution réelle.
Plusieurs auteurs ([132],[133],[148],[149], [46], . . . ) ont déjà analysé quelques
modèles de turbulence courants et ont essayé de donner des pistes pour construire des
modèles mathématiquement consistants du point de vue de l’indifférence matérielle
dans la limite de la dimension 2 et de la transformation galiléenne, ces deux transfor-
mations étant des symétries des équations de Navier-Stokes. Mais comme ils n’ont
pas utilisé la théorie de Lie (voir [105]) qui donne la liste exhaustive des symétries des
équations, ils n’ont pas considéré les autres symétries qui ont aussi une importance
capitale.
Le but de la première partie de cette thèse est alors, dans un premier temps, de
faire une analyse plus systématique de quelques catégories de modèles existants dans
la littérature sous l’angle de la symétrie, puis, dans un deuxième temps, de construire
des modèles conservant les symétries des équations de Navier-Stokes. Parmi ces
nouveaux modèles, on extraira ensuite ceux qui vérifient le second principe de la
thermodynamique. Le respect de ce principe est essentiel non seulement pour des
raisons physiques (dissipation positive, . . . ) mais aussi, et on le montrera, parce
qu’il assure la stabilité du modèle. On effectuera un test pour évaluer l’efficacité
numérique des modèles construits. L’analyse, ainsi que la construction de modèles,
seront étendues au cas des équations de la convection thermique.
La deuxième et dernière partie de la thèse sera consacrée à la faisabilité de
l’intégration de la LES dans des algorithmes de la famille des méthodes asympto-
tiques numériques (MAN). La MAN est une méthode de résolution numérique de
problèmes non linéaires par une technique de perturbation (voir [10]). Elle consiste
donc à chercher une solution sous forme d’un développement en série formelle par
rapport à un paramètre de contrôle. En procédant ainsi, le problème initial se trans-
forme en une cascade de problèmes linéaires ayant le même opérateur tangent et
1Les équations de Navier-Stokes ne dérivent pas directement d’un lagrangien. Par contre, on
montre dans l’annexe B qu’on peut étendre la notion de lagrangien pour pouvoir appliquer le
théorème de Nœther aux équations de Navier-Stokes.
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dont seul le second membre varie. On obtient alors une partie de la courbe solution
correspondant au domaine de validité de la série, au prix d’une seule inversion de
matrice. Grâce à une technique de continuation ([26]), on arrive à reconstituer toute
la courbe solution.
A l’origine, la MAN a été développée pour l’étude de problèmes non linéaires
en mécanique de structure ([31, 33, 38, 17, 35, 16, 19],. . . ). Sa capacité à suivre
les branches solutions lui a permis d’être utilisée avec efficacité pour la détection
des bifurcations en mécanique du solide. Son champ d’application a été récemment
étendu à la mécanique des fluides où elle a été utilisée avec succès pour étudier les
bifurcations stationnaires ([140]) et les bifurcations de Hopf ([22, 23]). Elle a aussi
permis d’étudier l’effet Coanda qui est un phénomène important dans le domaine du
bâtiment (réduction de bruit, dispersion de particule, . . . ) ([1, 4, 3]). L’étude dans
le cas instationnaire est actuellement limité aux nombres de Reynolds modérés à
cause des limites informatiques. Le premier objectif de cette deuxième partie de la
thèse est alors d’intégrer la LES dans un algorithme basé sur la MAN, de manière à
atteindre des valeurs élevées du nombre de Reynolds, cette étape étant indispensable
pour étudier les bifurcations instationnaires. Ceci sera fait en utilisant un algorithme
proposé par Braikat ([17, 19]) qui utilise une technique d’homotopie. Le paramètre
de contrôle de la série est alors le paramètre de chemin.
Comme on le verra plus tard, dans certains cas, l’implémentation de la LES dans
la MAN avec l’aide d’une homotopie est très efficace. Dans le meilleur des cas, une
seule inversion de matrice est requise pour calculer la solution jusqu’à un temps
très grand. Ceci a cependant une limite liée au fait que la technique d’homotopie
nécessite que le rayon de convergence de la série par rapport au paramètre de chemin
soit supérieur à l’unité. Pour franchir cette limite, on propose d’éviter la technique
d’homotopie et d’effectuer un développement en série directement par rapport au
temps.
Le dernier objectif de la thèse est d’explorer les potentialités de l’utilisation
d’un développement en série temporelle. On montrera alors qu’un tel développement
conduit à un algorithme plus simple, le paramètre de contrôle étant le temps mais
plus un paramètre externe comme précédemment. Toutefois, grâce à une étude
théorique, on mettra en évidence que le rayon de convergence de la série décrôıt
lorsque la taille du problème discrétisé augmente et peut même devenir nul pour
un problème continu. Cependant, cela n’est pas forcément un handicap pour la
méthode. En effet, il est possible de calculer une approximation asymptotique de la
série, même lorsque celle-ci est divergente au voisinage de l’origine. Pour cela, on
utilise la méthode de resommation de Borel-Laplace.
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Comme son nom l’indique, la méthode de resommation de Borel-Laplace se base
sur la transformation de Borel et son inverse qui est la transformation de Laplace.
A l’heure actuelle, elle est surtout utilisée pour calculer une solution d’un problème
théorique lorsqu’on connâıt une solution formelle sous forme de série divergente.
Notre but est alors d’étudier les possibilités d’exploitation de cette méthode pour
résoudre les équations de Navier-Stokes discrétisées. Néanmoins, comme les études
numériques sur le sujet manquent encore, on n’appliquera pas la méthode sur les
équations de Navier-Stokes complètes mais sur des modèles réduits issus de celles-ci.
On s’arrêtera donc dans ce cadre exploratoire dans cette thèse.
Ce document sera scindé en deux grandes parties qui reflètent les deux parties de
la thèse. La première correspond à l’étude de la LES par rapport aux symétries et sera
composée de deux chapitres. Dans le chapitre 1, on rappellera le principe de base de la
LES. On fera alors une étude sur le filtrage qui sert à séparer les grandes et les petites
échelles de l’écoulement. Après avoir présenté brièvement la théorie des groupes de
symétrie, on effectuera ensuite l’analyse de quelques modèles de sous-maille courants
par rapport au groupe de symétrie des équations de Navier-Stokes. Cela sera suivi
de l’extension aux cas des équations de la convection thermique. On terminera ce
chapitre par une revue des applications des symétries à l’étude des écoulements
turbulents. Dans le chapitre 2, on construira une classe de modèles invariants par
rapport au groupe de symétrie des équations de Navier-Stokes et qui respectent
le second principe de la thermodynamique. On testera ensuite numériquement un
des modèles les plus simples de la classe sur un écoulement qui nous intéresse pour
des applications dans l’étude du bâtiment. On construira également des modèles de
sous-maille invariants et vérifiant le second principe de la thermodynamique pour la
convection thermique.
La deuxième partie du document concerne l’intégration de la LES dans la MAN et
regroupera les chapitres 3 et 4. Dans le chapitre 3, on présentera alors un algorithme
qui combine la MAN et la LES et qui est basé sur la technique d’homotopie. On
effectuera ensuite des tests pour étudier l’efficacité numérique. A la fin, on discutera
des avantages et limites de l’algorithme. Dans le chapitre 4, on présentera un algo-
rithme de résolution basé sur un développement en série temporelle. On fera alors
une étude sur le rayon de convergence de la série. Puis, on présentera la méthode de
resommation de Borel-Laplace, accompagnée de quelques exemples. On l’appliquera
ensuite à la résolution d’un modèle réduit des équations de Navier-Stokes.
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Chapitre 1
Analyse de la LES et symétries
Le but principal de ce premier chapitre est d’analyser différents modèles de LES
dans la littérature par rapport aux symétries. Cependant, avant d’entamer cette
analyse, on va faire quelques études mathématiques préalables sur le filtrage qui est
le point de départ de la LES. Nous nous intéresserons particulièrement à l’erreur qui
apparâıt lorsqu’on commute le filtrage avec les opérateurs de dérivation. Le chapitre
sera alors structuré comme suit. Dans la première section, on rappellera le fondement
mathématique de la LES. On analysera alors le filtrage et l’erreur de commutation.
Dans la deuxième section, on calculera les symétries des équations de Navier-Stokes
après avoir fait un rappel de la théorie de Lie sur les groupes de symétrie. Ensuite,
dans la section 3, on fera l’analyse des modèles par rapport aux symétries. Puis,
dans la section 4, on étendra cette analyse au cas de la convection thermique. Nous
terminerons ce chapitre par un aperçu des travaux de quelques auteurs qui montrent
l’importance des symétries lors de la modélisation de la turbulence.
1.1 Principe mathématique de la LES
1.1.1 Équations de base
On considère un fluide visqueux newtonien, incompressible, de masse volumique
ρ et de viscosité dynamique µ, s’écoulant dans un domaine régulier Ω, de frontière
Γ. Les forces de volume sont supposées négligeables. Ce fluide est alors régi par les
équations de Navier-Stokes suivantes :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS = 0
divu = 0
(1.1)
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où u est le champ de vitesse, p le champ de pression, S le tenseur des taux de
déformation
S =
1
2
(∇u+ ∇uT )
et ν =
µ
ρ
est la viscosité cinématique. Notons σ le tenseur des contraintes de Cauchy,
défini par
σ = −pId + 2µS
où Id est le tenseur identité. On suppose que la solution (u, p) possède une régularité
suffisante.
Les conditions aux limites associées à (1.1) peuvent être très variées. Pour sim-
plifier l’étude de la permutation, on se place dans le cadre des conditions aux limites
naturelles adaptées à une formulation faible. On impose alors une vitesse γu sur une
partie Γu de la frontière et une contrainte normale nulle sur la partie restante Γσ :



u(t, x) = γu(t, x) sur Γu
σ n = 0 sur Γσ,
(1.2)
avec Γ = Γu ∪ Γσ, n étant la normale extérieure au bord (voir figure Fig. 1.1). La
première relation de (1.2) représente soit un non-glissement (ou adhérence à une
paroi solide) soit une vitesse imposée (par exemple une condition d’entrée) et la
seconde est une condition de sortie.
Enfin, soit
u(0, x) = γ(x) sur Ω,
la condition initiale.
Pour appliquer la LES à ces équations, introduisons la notion de filtrage.
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Fig. 1.1 – Exemple de domaine en dimension 2 et conditions au bord
1.1.2 Filtrage des équations
La LES se base sur la séparation des grandes et petites échelles. Mathémati-
quement, cela se traduit par l’application d’un filtre passe-bas à la vitesse et à la
pression. Notons Gδ le noyau du filtre où δ est sa longueur de coupure. Si Ω = R
n,
on définit alors respectivement les champs de vitesse et de pression filtrés u et p par1
u(t, x) = (Gδ ∗ u)(t, x) =
∫
Ω
Gδ(x− ξ) u(t, ξ) dξ,
p(t, x) = (Gδ ∗ p)(t, x) =
∫
Ω
Gδ(x− ξ) p(t, ξ) dξ
(1.3)
en s’accordant que u et p appartiennent par exemple à un espace Lm(Rn), 1 ≤ m <
∞, et Gδ ∈ L1(Rn).
u et p représentent les grandes échelles ou échelles résolues de l’écoulement, c’est-
à-dire les échelles dont la taille est plus grande que δ, tandis que les petites échelles
ou échelles de sous-mailles sont représentées par les quantités
u′ = u− u,
p′ = p− p.
Comme la taille du maillage δ ne doit pas être plus grande que la taille de la plus
petite échelle résolue, on prend δ = δ dans la pratique.
1On utilisera par abus de langage les mêmes définitions lorsque Ω est un domaine borné.
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Si on commute les opérateurs de dérivation et le filtrage en négligeant l’erreur
éventuelle engendrée, on obtient à partir de (1.1) :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS + divτ = 0
divu = 0
(1.4)
où
τ = u⊗ u− u⊗ u.
Le tenseur τ est le tenseur des contraintes de sous-maille2. Physiquement, il repré-
sente l’interaction entre les échelles résolues et les petites échelles qui sont absentes.
Pour fermer les équations, ce tenseur doit être modélisé.
Le nouveau tenseur de Cauchy dans (1.4) est
σ∗ = σ − ρτ.
Conditions au bord
Généralement, on déduit les nouvelles conditions au bord en adaptant celles des
équations d’origine. Il en est de même pour la condition initiale. Ce qui donne :
u = γu sur Γu, (1.5a)
σ∗n = 0 sur Γσ, (1.5b)
u(0, x) = γ(x) sur Ω. (1.5c)
Signalons que le maillage devrait être très fin proche des parois pour que les fortes
interactions entre les échelles dans la couche limite soient bien représentées, ce qui
engendrerait un coût de calcul élevé. Pour éviter cela, on utilise la plupart du temps
une loi de paroi à la place des conditions au bord (On trouve les plus courantes dans
[110]). Un autre moyen est de combiner avec la méthode RANS proche de la paroi
(voir par exemple [51, 125]).
Par ailleurs, le choix de la condition d’entrée et de la condition initiale à imposer
aux équations filtrées sont susceptibles de poser des difficultés lorsque l’écoulement
2Ceci est un abus de langage car c’est le tenseur ρτ qui est généralement appelé tenseur des
contraintes de sous-maille.
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est turbulent ([84, 125]). Ici, on suppose que les conditions (1.5a-1.5c) restent accep-
tables.
Mathématiquement, la LES consiste donc
– à séparer les échelles résolues et les échelles de sous-maille via le filtrage,
– à modéliser les effets des petites échelles sur les grandes à travers τ ,
– et à ne calculer que la partie résolue (u, p) à partir des équations filtrées (1.4)
et des conditions aux limites (1.5).
Généralement, (u, p) est alors pris directement comme approximation de la so-
lution (u, p) de (1.1). Cette dernière considération pose tout de suite la question de
la convergence de (u, p) vers (u, p). De plus, pour établir les équations (1.4), on a
supposé que le filtre commute avec les opérateurs de dérivation. Ceci n’est pas tou-
jours le cas dans un domaine borné. Tout ceci nous amène à étudier les propriétés
du filtrage.
1.1.3 Analyse du filtrage
Pour qu’on puisse prendre les quantités filtrées (u, p) comme approximation de
(u, p), la première condition à exiger du filtre est que pour tout ϕ appartenant à un
certain espace de fonctions E :
lim
δ→0
‖Gδ ∗ ϕ− ϕ‖E = lim
δ→0
‖ϕ− ϕ‖E = 0. (1.6)
Puis, généralement on demande, quitte à faire une normalisation, que
a = a (1.7)
si a est une constante. Cela implique que :
∫
Ω
Gδ(x) dx = 1. (1.8)
On verra dans le paragraphe qui suit deux exemples de filtres.
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a) Exemples de filtres
Pour les études théoriques, le filtre le plus utilisé est le filtre gaussien. Son noyau
s’écrit :
Gδ(x) =
(
γ
πδ
2
)d/2
exp
(
− γ‖x‖22
δ
2
)
où γ est une constante, généralement prise égale à 6. Son allure est représentée sur
la figure Fig. 1.2.
0
0.2
0.4
0.6
0.8
1
1.2
1.4
–2 –1 1 2
x
Fig. 1.2 – L’allure du noyau du filtre gaussien en dimension 1, lorsque δ = 1.
Pour ce filtre on montre ([72]) que si ϕ ∈ Lp(Rn), 1 ≤ p ≤ ∞, alors
‖ϕ− ϕ‖Lp(Rn) → 0, δ → 0.
Un autre filtre qu’on utilisera aussi dans la suite pour sa compatibilité avec les
symétries des équations de Navier-Stokes (voir la section 1.3.5) est le filtre porte. Ce
filtre a pour noyau la fonction
x 7−→ Pδ(x) =



1
Aδ
si x ∈ Bδ
0 sinon
où Bδ = B
n
(
0,
δ
2
)
est la boule de Rn de centre O (l’origine du repère) et de rayon
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δ
2
. Aδ est le volume de Bδ. L’allure de Pδ en dimension 1 est représentée sur la figure
Fig. 1.3.
>
>
1/δ
δ/2 δ/2
x
G
δ
O
Fig. 1.3 – Filtre porte en dimension 1
Le filtre porte vérifie la condition (1.8). On a les deux résultats de convergence
suivant :
Proposition 1.1. Soit ϕ une fonction continue appartenant à un espace Lm(Rn),
avec 1 ≤ m <∞ et Pδ le noyau du filtre porte.
Alors
Pδ ∗ ϕ−−→
δ→0
ϕ
uniformément sur tout compact de Rn.
Preuve
Soit K un compact de Rn et ǫ > 0. Il nous faut montrer qu’il existe un réel δ0 tel
que
|Pδ ∗ ϕ(x) − ϕ(x)| < ǫ
pour tout δ < δ0 et tout x dans K.
Nous avons, pour tout δ > 0 et tout x ∈ K :
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Pδ ∗ ϕ(x) − ϕ(x) =
[∫
Rn
Pδ(ξ) ϕ(x− ξ) dξ
]
− ϕ(x)
=
∫
Rn
Pδ(ξ)
[
ϕ(x− ξ) − ϕ(x)
]
dξ car
∫
Rn
Pδ(ξ) dξ = 1
=
∫
Bn(0,δ/2)
Pδ(ξ)
[
ϕ(x− ξ) − ϕ(x)
]
dξ.
Or, comme ϕ est continue et K est compact, il existe η > 0 tel que
∣∣ϕ(x− ξ) − ϕ(x)
∣∣ < ǫ ∀ξ ∈ B(0, η) et ∀x ∈ K.
Soit alors δ0 = 2η. On a, pour tout δ < δ0 et tout x dans K :
∣∣Pδ ∗ ϕ(x) − ϕ(x)
∣∣ < ǫ
∫
Bn(0,δ/2)
Pδ(ξ) dξ = ǫ.

Théorème 1.2. Soit ϕ ∈ Lm(Rn) avec 1 ≤ m <∞. Alors Pδ∗ϕ→ ϕ dans Lm(Rn).
Preuve
Il suffit d’adapter la preuve du théorème IV.22 de [21]. On utilise alors la densité de
l’ensemble des fonctions continues à support compact dans Lm(Rn) et la proposition
1.1. 
Le filtre porte vérifie également les trois propriétés suivantes qu’on utilisera plus
tard :
Lemme 1.3. Si x désigne la variable spatiale alors il existe une matrice constante
A telle que
Pδ ∗ (x⊗ x) = (x⊗ x) + δ
2
A. (1.9)
De plus, si u est une fonction continue appartenant à un espace Lm(Rn), avec
1 ≤ m <∞, alors
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Pδ ∗ (u⊗ x)−−→
δ→0
(Pδ ∗ u) ⊗ x (1.10)
uniformément sur tout compact. La vitesse de convergence est en O(δ)
Preuve
Démontrons (1.9). On a
Pδ(x⊗ x) =
∫
Rn
Pδ(ξ) (x− ξ) ⊗ (x− ξ) dξ
= (x⊗ x) − x⊗
(∫
Rn
Pδ(ξ) ξ dξ
)
−
(∫
Rn
Pδ(ξ) ξ dξ
)
⊗ x
+
∫
Rn
Pδ(ξ) (ξ ⊗ ξ) dξ.
Ensuite, on peut montrer que
∫
Rn
Pδ(ξ) ξ dξ = 0.
Cette égalité est vérifié par tout filtre dont le noyau présente une symétrie par
rapport à l’origine.
Pour la dernière intégrale, on écrit ξ sous la forme ξ = rer où er est le vecteur
unitaire :
er =
ξ
‖ξ‖ = (sin Φ cos Θ)e1 + (sin Φ sin Θ)e2 + cos Φe3
et (r,Θ,Φ) sont les coordonnées sphériques si la dimension est 3, avec r = ‖ξ‖. Par
un calcul direct, on montre alors que si A désigne la matrice constante suivante
A =
3
80π
∫ 2π
0
∫ π
0
(er ⊗ er) sin Φ dΦ dΘ,
alors on obtient bien (1.9).
La démonstration est analogue si la dimension n’est pas 3.
Prouvons maintenant (1.10).
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Soit K un compact de R3. Pour tout x ∈ K, on a :
Pδ ∗ (u⊗ x) =
∫
Rn
Pδ(ξ) u(x− ξ) ⊗ (x− ξ) dξ
=
∫
Rn
Pδ(ξ) u(x− ξ) ⊗ x dξ −
∫
Rn
Pδ(ξ) u(x− ξ) ⊗ ξ dξ
= (Pδ ∗ u) ⊗ x− I(δ, x)
où
I(δ, x) =
∫
Rn
Pδ(ξ) u(x− ξ) ⊗ ξ dξ =
1
Aδ
∫
B
δ
u(x− ξ) ⊗ ξ dξ.
Supposons qu’on est en dimension 1. Pour tout ξ ∈ Bδ, x − ξ appartient à un
compact fixe dès que δ est assez petit. La continuité de u entrâıne alors l’existence
d’un réel U tel que :
|u(x− ξ)| ≤ U.
D’où
|I(δ, x)| =
1
δ
∣∣∣∣∣
∫ δ/2
−δ/2
u(x− ξ) ξ dξ
∣∣∣∣∣ ≤
U
δ
∫ δ/2
−δ/2
|ξ| dξ =
δU
4
.
Cela conduit bien à (1.10).
Le résultat s’étend aisément en dimension n > 1. 
Toutefois, dans la plupart des cas, on n’effectue pas explicitement un filtrage
pour résoudre (1.4). Dans ce cas, on dit que le filtrage est implicite et on passe
directement à la discrétisation. Néanmoins, en procédant ainsi, on ne s’écarte pas
de l’idée générale de filtrage, comme le montre le paragraphe suivant.
b) Le filtrage implicite
L’idée du filtrage implicite est de prendre comme filtrage la discrétisation. La
question est alors de savoir si la discrétisation peut réellement être considérée comme
un filtrage classique.
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Prenons la discrétisation par différences finies en dimension 1. Si on note
∆
∆x
la
dérivation par différences finies et xi l’abscisse du ième nœud alors
∆u
∆x
(xi) =
ui+1/2 − ui−1/2
δ
=
∫ xi+δ/2
xi−δ/2
1
δ
∂u
∂x
(x) dx.
δ étant la taille du maillage. D’où
∆u
∆x
(xi) = Gδ ∗
∂u
∂x
où Gδ est la fonction
Gδ(x) =



1
δ
si |x| <
δ
2
0 sinon
La discrétisation par différences finies peut bien être considéré comme un filtrage
dont le noyau est Gδ.
Voyons maintenant le cas d’une discrétisation par éléments finis en dimension
1. Supposons que chaque élément est un élément P1 : trois nœuds de discrétisation
et des fonctions d’interpolation polynomiales de degré 1, comme représenté sur la
figure Fig. 1.4.
x i-1 x i i+1x
le i   élémentè
f
Fonctions d'interpolation
f
f
i-1
i
i+1
Fig. 1.4 – Un élément P1
Avec une telle discrétisation, la solution approchée uh est à prendre dans un es-
pace Vh, de base (fi)i=1,...,N . Remarquons que les fi peuvent se déduire de la fonction
chapeau f0 par translation :
fi(x) = f0(x− ih).
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uh appartient à Vh et peut donc s’écrire comme suit :
uh(x) =
N∑
i=0
uifi(x)
=
N∑
i=0
u(ih)f0(x− ih)
car ui = u(ih). Cela montre bien que u
h n’est que le résultat de l’application d’un
filtrage discret, de noyau f0, à u. L’utilisation de la discrétisation par éléments finis
comme un filtrage implicite est bien justifiée.
Des auteurs ont mené des études sur le filtrage explicite. Certains ont conclut
que cela n’améliore pas forcément le résultat ([57, 83]). D’autres ont constaté une
amélioration, mais ont aussi déduit que, comparé à un raffinage du maillage, le sur-
coût du filtrage explicite n’est pas justifié ([150, 58, 82]). De plus, la discrétisation
est de toute façon à faire.
Dans nos applications numériques, on considèrera que le filtrage est implicite.
c) Etude de l’erreur de commutation.
Pour déduire les équations filtrées (1.4), on a négligé l’erreur de commutation
entre le filtrage et les opérateurs de dérivation. En fait, si le domaine Ω est l’espace
Rn tout entier, le filtrage commute avec les opérateurs de dérivation, sans engendrer
une erreur :
∂
∫
Rn
G(ξ)ϕ(t, x− ξ) dξ =
∫
Rn
G(ξ) ∂ϕ(t, x− ξ) dξ
sous de bonnes conditions sur ϕ si ∂ représente un opérateur de dérivation ∂ =
∂
∂xi
ou
∂
∂t
. La situation est différente lorsque Ω est borné, sauf pour la dérivation par
rapport à t, le filtrage ne concernant pas le temps.
Si on note ∂i =
∂
∂xi
et 1Ω la fonction caractéristique de Ω, on a (au sens des
distributions) :
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∂i[G ∗ ϕ](x) = ∂i
∫
Ω
G(x− ξ)ϕ(ξ) dξ
= ∂i
∫
Rn
G(x− ξ)ϕ(ξ)1Ω(ξ) dξ
= ∂i
∫
Rn
G(ξ)ϕ(x− ξ)1Ω(x− ξ) dξ
Maintenant qu’on s’est ramené à une intégration sur Rn tout entier, on peut inter-
vertir ∂i avec le signe somme et on a :
∂i[G ∗ ϕ](x) =
∫
Rn
G(ξ) ∂i
[
ϕ(x− ξ)1Ω(x− ξ)
]
ds
=
∫
Rn
G(ξ) ∂iϕ(x− ξ) 1Ω(x− ξ) dξ +
∫
Γ
G(s)ϕ(x− s)ni(x− s) ds
=
∫
Ω
G(x− ξ) ∂iϕ(ξ) dξ +
∫
Γ
G(s)ϕ(x− s)ni(x− s) ds
où n est, rappelons-le, la normale extérieure au bord Γ. Ainsi,
∂iϕ = ∂iϕ−
∫
Γ
G(x− s)ϕ(s)ni(s) ds. (1.11)
Lorsqu’on applique cela aux équations (1.1) on obtient :
∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS =
∫
Γ
G(x− s) [u⊗ u](s) n(s) ds−
∫
Γ
G(x− s) σ(s) n(s) ds.
Dans cette relation, le terme de droite est l’erreur de commutation. On voit bien
que c’est la présence du bord qui l’engendre. Si G décrôıt assez vite en s’éloignant
de 0, ce qui est généralement le cas, cette erreur est petite loin du bord, tandis que
proche du bord, elle se décompose en la différence de deux termes :
– le premier
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∫
Γ
G(x− s)[u⊗ u](s)n(s) ds = [u⊗ u]n
vaut
[γu ⊗ γu]n
sur la partie Γu du bord, et s’annule sur cette partie si γu = 0 (condition de
non-glissement),
– le second
∫
Γ
G(x− s)σ(s)n(s) ds = σn
s’annule sur l’autre partie Γσ.
Quant à l’équation de continuité, nous pouvons écrire :
divu =
∫
Γ
G(x− s) u(s)  n(s) ds.
L’erreur de commutation est donc u  n. Elle s’annule le long des parois solides ou si
on impose une vitesse parallèle à la paroi.
L’erreur de commutation est inévitable. Par contre, des résultats permettent de
la négliger. Par exemple, lorsque le filtre est gaussien, on montre ([72]) que, pour
tout ϕ ∈ L2(Γ), il existe une constante C telle que
∥∥∥∥
∫
Γ
Gδ(x− s)ϕ(s) ds
∥∥∥∥
H−1(Ω)
≤ Cδ1/2‖ϕ‖L2(Γ).
Quelques auteurs ([145, 89]) ont aussi construit des filtres dont l’erreur de com-
mutation est arbitrairement petit (en O(δ
k
), k quelconque), mais leur utilisation
implique un filtrage explicite.
D’autres analyses d’erreur ont été faites dans la littérature ; par exemple dans
[46] pour le cas compressible et [36] pour un calcul dans l’espace L2.
Après cette étude du filtrage, on va présenter quelques modèles usuels de la
littérature. On rappellera brièvement la manière dont ils ont été établis. On pourra
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trouver une synthèse plus riche des modèles existants dans les ouvrages de Sagaut
dont [122] et [123].
1.1.4 Quelques modèles usuels
Les modèles qu’on rencontrera seront classés en quatre catégories :
– La première sera composée des modèles se basant sur la notion de viscosité de
sous-maille.
– La seconde contiendra les modèles de type gradient.
– La troisième rassemblera les modèles de similarité d’échelle et
– la quatrième les modèles du même type que celui de Lund.
On va présenter chacune de ces catégorie.
a) Modèles de viscosité de sous-maille
Les modèles de viscosité de sous-maille partent de l’hypothèse que l’interaction
entre les échelles de sous-maille et les échelles résolues se manifeste essentiellement
sous forme d’un échange d’énergie. Par ailleurs, un transfert d’énergie des échelles
résolues vers les échelles de sous-maille (qui sont absentes de la simulation) peut être
vu comme une perte d’énergie, donc comme une dissipation supplémentaire, et le
mécanisme inverse comme un gain d’énergie ou une dissipation négative.
A partir de ces considérations, on modélise l’interaction entre les échelles par
l’ajout d’une viscosité artificielle (positive ou négative) νsm à la viscosité réelle ν.
Cela donne à τ , ou plus précisément à son déviateur
τ d = τ −
1
3
( tr τ)Id
(en dimension 3), l’expression suivante :
τ d = −2νsmS (1.12)
de telle sorte que les équations finales (1.4) s’écrivent



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇P − 2 div(ν + νsm)S = 0
divu = 0
(1.13)
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Le déviateur de τ a été introduit de manière à avoir l’égalité des traces dans
(1.12). La partie
1
3
( tr τ)Id a ensuite été associée à p dans (1.13), ce qui a donné la
pression modifiée P :
P = p+
1
3
ρ( tr τ)Id.
On notera encore p cette pression modifiée. Ce qui reste à évaluer est donc la
viscosité artificielle νsm appelée viscosité de sous-maille.
Dans les exemples de modèles qui suivront, νsm est une fonction des variables
résolues, de ses dérivées spatiales et de δ.
Modèle de Smagorinsky
Puisque νsm représente l’échange d’énergie entre les échelles résolues et les
échelles de sous-maille, il est naturel de considérer que νsm = νsm(δ, εc ) où εc est le
taux de transfert d’énergie cinétique à travers la coupure. Une analyse dimension-
nelle conduit alors à :
< νsm >= C1 < εc >
1/3 δ
4/3
(1.14)
où C1 =
A
K0π4/3
, A ≃ 0, 438 et K0 la constante de Kolmogorov. Le symbole < . >
désigne une moyenne d’ensemble, qui peut être perçue comme une moyenne spatiale.
D’autre part, en se plaçant dans le cas homogène isotrope, on montre que le taux
de dissipation ε est telle que
< ε >= C2δ
2
< 2 trS
2
>3/2 .
où C2 =
1
π2
(
3K0
2
)−3/2
.
Grâce à l’hypothèse d’équilibre local, qui permet d’écrire que
< ε >=< εc >,
on déduit que
< νsm >= (Csδ)
2 < 2 trS
2
>1/2= (Csδ)
2 < |S|2 >1/2 (1.15)
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où Cs =
√
C1C
1/3
2 ≃ 0, 148.
Le modèle de Smagorinsky s’obtient en localisant la relation (1.15) et propose
donc que
νsm = (Csδ)
2|S|.
Cs est appelée la constante de Smagorinsky.
Ce modèle est le modèle le plus facile à mettre en œuvre et le plus populaire à
cause de sa simplicité. Cependant, la localisation va à l’encontre de la relation de
départ (1.14) qui n’est vraie qu’en moyenne. De plus, les simulations numériques et
les expériences montrent que la constante Cs doit être ajustée selon la configuration
pour maintenir l’équilibre local (qui n’est donc plus vérifié).
Modèle dynamique
Pour une meilleur adaptation à la structure locale, Germano et al. ([52]) puis
Lilly ([79]) proposent une procédure pour évaluer la constante Cs du modèle de
Smagorinsky d’une manière dynamique. La procédure peut d’ailleurs s’appliquer à
tout autre modèle où il y a une constante Cd à évaluer, mais dans ce paragraphe,
on se limitera au modèle de Smagorinsky. On opère alors comme suit.
Si on effectue un second filtrage, symbolisé par « .̃ » et associé à la longueur de
coupure δ̃ > δ, sur les équations de Navier-Stokes, on se retrouve avec le terme
L = ũ⊗ u− ũ⊗ ũ
à modéliser. Ce terme peut s’écrire sous la forme
L = T − τ̃
où
T = ũ⊗ u− ũ⊗ ũ et τ = u⊗ u− u⊗ u.
T étant identique à τ mais avec deux niveaux de filtrage, on suppose qu’il se
modélise de la même façon que ce dernier, c’est-à-dire
τ d = −2Cdδ
2|S|S
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T d = −2Cdδ̃
2
|S̃|S̃.
En supposant que τ̃ d = −2Cd ˜(δ
2|S|S), on obtient l’approximation suivante de
L :
Ld ≃ −2CdM (1.16)
où
M = δ̃
2
|S̃|S̃ − δ2 |̃S|S.
En minimisant par moindres carrés l’erreur commise en approximant Ld par (1.16),
on obtient la valeur de Cd :
Cd =
1
2
tr(LM)
tr(M2)
et le modèle
τ d = Cdδ
2|S|S.
Cette procédure dynamique améliore généralement bien le résultat par rapport
au modèle original. Toutefois, le calcul de Cd peut engendrer une viscosité totale
négative, ce qui brise le second principe de la thermodynamique. Ainsi faut-il la
plupart du temps imposer que si à un certain moment et à un certain endroit
ν + νsm < 0
alors prendre νsm légèrement plus grand que −ν, c’est-à-dire :
νsm = −ν(1 − α)
où α est un réel positif, petit devant 1. D’autre part, Cd peut avoir une valeur
numérique très élevée si le dénominateur est petit. Il est alors nécessaire de lui
donner une limite supérieure.
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Modèle de fonction de structure
Pour établir le modèle de fonction de structure, ses auteurs ([94]) utilisent la
fonction de structure d’ordre 2 définie par (voir figure Fig. 1.5)
F2(x, r) =
∫
‖x′‖=r
‖u(x) − u(x+ x′)‖2 dx′
et la fonction
F2(r) =
∫
F2(x, r) dx
(ces deux fonctions dépendent du temps).
r
x
x+x'
Fig. 1.5 – Illustration du domaine d’intégration de la fonction de structure
En se plaçant dans le cas homogène isotrope et en prenant le spectre de Kolmo-
gorov, on montre que
F2(r) = C3ε
2/3r2/3,
où C3 est une constante déterminée explicitement en fonction de K0. Si on admet
l’équilibre local, on obtient grâce à (1.14) :
< νsm >=
C1√
C3
δ
4/3
r−1/3
√
F2(r).
Appelons F 2 la partie de F2 calculable à partir des seules échelles résolues :
F2(r) =
∫
F 2(x, r) dx
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si
F 2(x, r) =
∫
‖x′‖=r
‖u(x) − u(x+ x′)‖2 dx′.
On montre alors que F2 peut s’écrire sous la forme
F2(r) = f(r/δ) F2(r)
pour une fonction connue f (dont on peut trouver l’expression par exemple dans
[122]). Cela induit :
< νsm >=
C1
√
f(r/δ)
√
C3
δ
4/3
r−1/3
√
F2(r).
Lorsqu’on prend r = δ, on a enfin :
< νsm >= CSF δ
√
F2(δ)
où CSF ≃ 0, 105. D’une manière similaire au modèle de Smagorinsky, le modèle de
fonction de structure s’obtient en localisant cette dernière relation, c’est-à-dire qu’il
propose
νsm = CSF δ
√
F 2(x, δ).
Ce modèle prédit assez bien le spectre de Kolmogorov à la coupure. Mais du fait
de la localisation, on peut lui faire les mêmes reproches qu’au modèle de Smagorinsky.
Les simulations montrent aussi que ces deux modèles sont trop dissipatifs ([78]).
Comme annoncé précédemment, on va également prendre quelques exemples de
modèles qui ne font pas intervenir une viscosité de sous-maille. Ces modèles ap-
proximent directement τ qui ne se met plus sous la forme νsmS. Commençons par
les modèles de type gradient.
b) Modèles de type gradient
Les modèles de cette catégorie partent de considérations plutôt mathématiques.
Ils essaient d’écrire directement
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τ = u⊗ u− u⊗ u
en fonction des échelles résolues seules, à travers la décomposition de Léonard ([76]) :
τ = L + C + R
où
L = u⊗ u− u⊗ u, C = u⊗ u′ + u′ ⊗ u et R = u′ ⊗ u′.
Pour cela, on se place dans l’espace de Fourier. Si le filtre est gaussien, on a
Gδ =
(
6
πδ
2
)d/2
exp
(
−
6
δ
2 ‖x‖2
)
,
F(Gδ)(k) = exp
(
−
δ
2
24
‖k‖2
)
, (1.17)
F désignant la transformation de Fourier. Par définition, on a, pour une fonction ϕ :
F(ϕ) = F(Gδ) F(ϕ), (1.18)
d’où on tire :
F(ϕ) =
1
F(Gδ)
F(ϕ) et F(ϕ′) =
(
1
F(Gδ)
− 1
)
F(ϕ). (1.19)
Il faut ensuite revenir dans l’espace physique pour avoir les expressions de L, C et
R. Mais pour cela, on doit faire une approximation de la transformée de Fourier
F(Gδ) du noyau du filtre gaussien qui est définie par l’expression (1.17).
Modèle de gradient
Pour avoir les différents termes, le modèle de gradient propose d’utiliser le
développement de Taylor de (1.17) et de son inverse par rapport à δ :
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F(Gδ)(k) = 1 −
‖k‖2
24
δ
2
+O(δ
4
) (1.20)
et
1
F(Gδ)
(k) = 1 +
‖k‖2
24
δ
2
+O(δ
4
).
Ces développements, associés à (1.18) et (1.19) donnent alors1 :
L + C =
δ
2
12
∇u ∇uT +O(δ4)
R = O(δ
4
)
D’où, si on se limite à l’ordre 3 :
τ =
δ
2
12
∇u ∇uT .
Modèle de Taylor
Le modèle de gradient n’est pas satisfaisant car pas assez dissipatif et instable
([77, 150, 70]). Ainsi, on le combine généralement avec le modèle de Smagorinsky
qui est très dissipatif. En faisant cela, on obtient le modèle de Taylor :
τ =
δ
2
12
∇u ∇uT − Cδ2|S|S.
Un autre point de vue consiste à considérer le terme −Cδ2|S|S comme une
modélisation du tenseur de Reynolds R qui a été négligé dans le modèle de gradient,
ces deux termes étant du même ordre (ordre 4) en δ.
A cause de l’approximation polynomiale de la transformation de Fourier, ce
modèle ne simule pas correctement les hautes fréquences ([68, 72]). En effet, on
1Rappels :
‖k‖2F(ϕ) = −F(∇2ϕ), ‖k‖−2F(ϕ) = −F((∇2)−1ϕ),
(1 + c‖k‖2)−1F(ϕ) = F
(
(I − c∇2)−1ϕ
)
.
Chapitre 1. Analyse de la LES et symétries 43
constate sur la figure Fig. 1.6 que l’approximation polynomiale a plutôt tendance
à accentuer les hautes fréquences qu’à les atténuer. Par conséquent, la constante
C doit être élevée pour espérer que le modèle ne diverge pas, bien que le terme
de Smagorinsky soit théoriquement négligeable devant le terme de gradient. Malgré
tout, la divergence peut survenir si le nombre de Reynolds est élevé ([67, 71]).
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Fig. 1.6 – La transformée de Fourier du filtre gaussien avec δ = 1 et son approxi-
mation polynomiale
Modèle rationnel
Pour éviter l’accentuation des hautes fréquences dans le modèle précédent, le
modèle rationnel propose de remplacer l’approximation polynomiale de F(Gδ)(k) par
une approximation rationnelle (voir figure Fig. 1.7 et [68, 71, 72, 14]). On obtient
alors :
F(Gδ)(k) =
1
1 +
‖k‖2
24
δ
2
+O(δ
4
)
et
1
F(Gδ)
(k) = 1 +
‖k‖2
24
δ
2
+O(δ
4
).
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Fig. 1.7 – La transformée de Fourier du filtre gaussien avec δ = 1 et son approxi-
mation par une fonction rationnelle
De la même façon que pour le modèle de gradient, on déduit (voir note de bas
de page (1) de la page 42) :
L + C =
δ
2
12
(
Id −
δ
2
24
∇2
)−1
[∇u ∇uT ] +O(δ4)
R = O(δ
4
)
Le modèle rationnel s’obtient en se limitant à l’ordre trois, et en combinant avec
le modèle de Smagorinsky :
τ =
δ
2
12
(
Id −
δ
2
24
∇2
)−1
[∇u ∇uT ] − Cδ2|S|S
L’inversion de l’opérateur
(
Id − δ
2
24
∇2
)
implique la résolution d’un problème
auxiliaire. On peut éviter ce problème auxiliaire car, en utilisant (1.18) et (1.20), on
montre que
Gδ ∗ ϕ ≃
(
Id −
δ
2
24
∇2
)−1
ϕ.
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Dans ce cas, le modèle s’écrit
τ =
δ
2
12
Gδ ∗ [∇u ∇uT ] − Cδ
2|S|S.
C’est cette dernière forme qu’on retiendra pour la suite. Comme pour le modèle de
gradient, l’absence du terme de Smagorinsky peut faire diverger les simulations.
La famille suivante de modèles qu’on rencontrera est composée par les modèles
de similarité d’échelles.
c) Modèles de similarité d’échelles
Les modèles de cette catégorie reposent sur l’hypothèse de similarité d’échelles qui
stipule que le tenseur τ calculé avec les échelles de sous-maille a la même structure
statistique que son équivalent calculé avec les plus petites échelles résolues. C’est
par un second filtrage ou filtrage test, symbolisé par « .̃ » , que les petites échelles
résolues sont définies. Elles sont déterminées par
u− ũ
(voir aussi la figure Fig. 1.8).
>
>
E(k)
é
n
e
rg
ie
nombre d'onde
k
><
< >< >
échelles de sous-
mailles (u-u)
échelles résolues
correspondant à u
petites échelles résolues
correspondant à (u-u)
~
Fig. 1.8 – Echelles de sous-mailles et petites échelles résolues dans l’espace spectral
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Grâce à l’hypothèse de similarité d’échelles, on modélise alors simplement le
tenseur de sous-maille par :
τ = ũ⊗ u− ũ⊗ ũ. (1.21)
Cette hypothèse peut être interprétée comme suit d’un point de vue du transfert
d’énergie : l’interaction entre les échelles résolues et les échelles de sous-maille est
similaire à l’interaction entre les plus grandes échelles résolues et les plus petites
échelles résolues.
A partir de la forme générique (1.21), plusieurs modèles peuvent être déduits,
soit en jouant sur le filtre test (son noyau ou sa longueur de coupure), soit en
multipliant par un coefficient, soit en ajoutant un dernier niveau de filtrage. Les
simulations montrent que le modèle (1.21) représente bien le tenseur de sous-maille
réel. Cependant, il n’est pas assez dissipatif. Pour y remédier, on le combine alors
avec le modèle de Smagorinsky ([151, 90, 93]).
La dernière catégorie de modèles qu’on considèrera est celle composée par les
modèles dérivés de celui de Lund et Novikov. Ces modèles ne sont pas parmi les plus
courants mais la démarche empruntée se rapproche de celle qu’on utilisera dans le
chapitre 2 pour construire des nouveaux modèles. La présence du tenseur de vorticité
dans le modèle le rend aussi intéressant du point de vue des symétries (on verra cela
dans la section 1.3).
d) Modèle de Lund et Novikov
Le modèle de Lund et Novikov suppose que le tenseur de sous-maille est de la
forme :
τ = F(S,W, δ2)
W = (∇u − ∇uT )/2 étant le tenseur de vorticité filtré. Le théorème de Cayley-
Hamilton permet alors d’écrire :
τ d = C1δ
2|S|S+C2δ
2
(S
2
)d+C3δ
2
(W
2
)d+C4δ
2
(SW −W S)+C5δ
2 1
|S|
(S
2
W −SW 2)
où les Ci sont fonctions des invariants issus de S et W . La forme de ces Ci est cepen-
dant très complexe et certains auteurs ont préféré les calculer avec des techniques
statistiques. Ils sont généralement pris constants. Par ailleurs, le coût algorithmique
du modèle est élevé.
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Modèle de Kosovic
Pour réduire le coût du modèle précédent, Kosovic simplifie le modèle et propose :
τ d = −(Cδ)2
[
2|S|S + C1(S
2
)d + C2(SW −W S)
]
.
Les coefficients C, C1 et C2 sont calculés à partir de la théorie de la turbulence
homogène isotrope. Puis, en partant d’exemples de turbulence homogène anisotrope,
l’auteur propose
C2 ≃ C1.
Ici, on s’est limité aux modèles de sous-maille basé sur les échelles résolues.
Beaucoup d’autres types de modèles existent. On peut citer le modèle d’échelles
mixtes qui fait intervenir l’énergie cinétique à la coupure (Ta Phuoc et Sagaut [121]).
On peut également mentionner les modèles incluant l’énergie cinétique de sous-maille
et qui nécessitent une équation de transport supplémentaire.
Le tableau qui suit résume les modèles décrits précédemment.
Modèle de Smagorinsky
τ d = −(Csδ)2|S|S
Modèle dynamique
τ d = −Cdδ
2|S|S où Cd =
tr
[
(ũ⊗ u− ũ⊗ ũ)(δ̃
2
|S̃|S̃ − δ2 |̃S|S)
]
tr
[
(δ̃
2
|S̃|S̃ − δ2|̃S|S)2
]
Modèle de fonction de structure d’ordre 2
τ d = −CSF δ
√
F 2(x, δ) S où F 2(x, δ) =
∫
‖x′‖=δ
‖u(x) − u(x+ x′)‖2 dx′
Modèle de gradient
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τ =
δ
2
12
∇u ∇uT
Modèle de Taylor
τ =
δ
2
12
∇u ∇uT − Cδ2|S|S
Modèle rationnel
τ =
δ
2
12
Gδ ∗ [∇u ∇uT ] − Cδ
2|S|S
Modèle de similarité d’échelles
τ = ũ⊗ u− ũ⊗ ũ
Modèle de Lund et Novikov
τ d = C1δ
2|S|S + C2δ
2
(S
2
)d + C3δ
2
(W
2
)d + C4δ
2
(SW −W S)
+C5δ
2 1
|S|
(S
2
W − SW 2)
Modèle de Kosovic
τ d = −(Cδ)2
[
2|S|S + C1(S
2
)d + C2(SW −W S)
]
Face au nombre élevé de modèles, qui sont basés sur des hypothèses plus ou moins
bien fondées et qui sont numériquement plus ou moins efficaces, il est nécessaire de
se doter d’outils simples pour évaluer a priori la qualité des modèles. Les outils
qu’on a choisis ici sont les symétries, c’est-à-dire les transformations qui, à une solu-
tion d’une équation, fait correspondre une autre solution. Pour les raisons qu’on va
évoquer ci-dessous, le respect de ces symétries semblent être une qualité importante,
sinon indispensable, que le modèle doit avoir si on veut espérer bien représenter
l’écoulement.
Les équations de Navier-Stokes (1.1) admettent un certain nombre de symétries
(par exemple la transformation galiléene, la rotation et la translation temporelle). On
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dira alors que (1.1) sont invariantes par ces symétries. Ces symétries ont une grande
importance dans la description des phénomènes physiques liés aux équations, au
moins pour les quelques raisons suivantes :
– D’après le théorème de Nœther ([99, 105]), chacune des symétries d’un lagran-
gien traduit la conservation d’une grandeur physique. Les lois de conservation
ne sont donc qu’une conséquence des propriétés de symétrie.
– La connaissance des symétries donne des informations sur la solution des
équations. En effet, les travaux d’Oberlack (dont [102, 104]) montrent qu’à
travers ces symétries, on peut calculer des lois d’échelle.
– La théorie des groupes de symétrie fournit une méthode pour réduire les équa-
tions aux dérivées partielles, et même pour calculer des solutions exactes dans
certaines situations ([62, 61]). Fushchych et ses collaborateurs ([49, 47, 48, 111])
ont alors utilisé les symétries des équations de Navier-Stokes pour calculer des
solutions exactes.
– Gandarias et al. ([50]) ont utilisé les symétries pour réduire les équations
d’évolution de l’énergie cinétique et du taux de dissipation dans le modèle
K − ǫ. Grâce à cela, ces auteurs ont pu calculer des solutions et prouver l’exis-
tence de solutions sous forme de fronts progressifs décroissants et bornés.
– Ünal a montré que, grâce aux symétries, on peut trouver des solutions ayant
le spectre de Kolmogorov ([143]). Ces symétries lui ont en outre permis de
retrouver le modèle de Speziale ([144, 134]).
– Citons enfin que les solutions auto-similaires (c’est-à-dire qui ne changent pas
lorsqu’on applique la transformation correspondante) par rapport à la dilata-
tion d’échelle, qui est une symétrie des équations de Navier-Stokes, ont une
relation avec le comportement asymptotique de la solution lorsque t → ∞
([24]). Ces solutions auto-similaires ont d’ailleurs fait l’objet de quelques études
depuis que Leray a soulevé la question de leur existence ([24, 97, 141, 142, 91]).
On reviendra sur ces différents travaux dans la section 1.5 et dans l’annexe B où
plus de précisions seront données.
Lors de la modélisation de la turbulence, par approche RANS ou LES, il est
donc important que le modèle ne détruise pas les symétries des équations de Navier-
Stokes si on veut retrouver les lois de conservation et les propriétés de la solution
exacte. Autrement dit, lorsqu’on introduit le modèle dans les équations moyennées
(RANS) ou filtrées (LES), il faut que les symétries des équations d’origine soient
aussi symétries des équations finales (moyennées ou filtrées).
Le but de la suite de ce chapitre est d’analyser les modèles cités plus haut par
rapport aux symétries des équations de Navier-Stokes. Pour cela, on va d’abord
calculer lesdites symétries, à partir de la théorie des groupes de symétrie.
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1.2 Le groupe de symétrie des équations de Navier-
Stokes
La théorie des groupes de symétrie est d’usage assez répandu en physique théo-
rique, en particulier en physique quantique. En revanche, malgré les avantages qu’elle
offre, elle est pratiquement ignorée dans le domaine de la mécanique. Pour cette
raison, on va faire un bref rappel de la théorie avant de l’appliquer aux équations de
Navier-Stokes, en évitant le formalisme mathématique qui rend son apprentissage
difficile. De détails complémentaires peuvent être trouvés dans l’annexe A.
1.2.1 Groupes de symétrie
Nous allons faire ici une présentation sur les équations différentielles, la générali-
sation aux équations aux dérivées partielles ne posant pas de problème particulier.
Soit (E) une équation différentielle
(E) : F
(
t, y(t),
dy(t)
dt
, . . . ,
dky(t)
dtk
)
= 0. (1.22)
Une transformation
T : (t, y) 7→ (t̂, ŷ) avec
{
t̂ = t̂(t, y)
ŷ = ŷ(t, y).
(1.23)
est appelée une symétrie de (E) si
(E) =⇒ F
(
t̂, ŷ(t̂),
dŷ(t̂)
dt̂
, . . . ,
dkŷ(t̂)
dt̂k
)
= 0. (1.24)
Cela veut dire que T transforme toute solution de (E) en une autre solution3.
Dans ce cas, on dira aussi que (E) est invariante par la transformation T .
Une équation différentielle peut posséder plusieurs type de symétries, mais ce
qu’on se propose de calculer ce sont les symétries à un paramètre, c’est-à-dire les
symétries de la forme :
3On ne prend pas en compte ici les éventuelles conditions au bord et initiale
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Ta : (t, y) 7→ (t̂, ŷ) avec
{
t̂ = t̂(t, y, a)
ŷ = ŷ(t, y, a)
(1.25)
où a est un paramètre local, appartenant à un certain intervalle centré en 0, et Ta
dépend continûment de a.
On définit alors un groupe de transformations (à un paramètre) comme étant
un ensemble de transformations Ta vérifiant localement les axiomes d’un groupe,
l’élément neutre étant T0 = Id. Enfin, un groupe de symétrie d’une équation différen-
tielle (E) est un groupe de transformations dont chaque élément est une symétrie de
(E).
Supposons maintenant qu’on a un groupe de transformations G. Ces éléments
sont de la forme (1.25). Notons
ξ(t, y) =
∂t̂(t, y, a)
∂a
∣∣∣∣∣
a=0
,
η(t, y) =
∂ŷ(t, y, a)
∂a
∣∣∣∣∣
a=0
,
(1.26)
puis
X = ξ
∂
∂t
+ η
∂
∂y
.
Le champ de vecteur X est appelé générateur infinitésimal de G. Il est défini plus
rigoureusement par
X : f 7→ X.f = ξ
∂f
∂t
+ η
∂f
∂y
où f est une fonction de t et de y(t). Ce générateur infinitésimal détermine complète-
ment le groupe. En effet, connaissant X, on peut retrouver les transformations ap-
partenant à G à partir du système suivant :



dt̂
da
= ξ(t̂, ŷ),
dŷ
da
= η(t̂, ŷ),
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avec les conditions initiales
{
t̂(a = 0) = t
ŷ(a = 0) = y.
Si on appelle q = (t, y), ce système s’écrit plus simplement :



dq̂
da
= X.q̂
q̂(a = 0) = q
(1.27)
Le générateur infinitésimal décrit comment t et y se transforment lorsqu’on ap-
plique le groupe à l’équation différentielle. Mais cette dernière faisant également
intervenir des dérivées de y jusqu’à l’ordre k, il est nécessaire de savoir comment ces
dérivées se transforment. On définit alors
ηm(t, y) =
∂ŷ(m)(t, y, a)
∂a
∣∣∣∣∣
a=0
où
ŷ(m) =
dmŷ(t̂ )
dt̂m
, m = 2, . . . , k.
Cela conduit à un nouveau champ de vecteurs
X(k) = ξ
∂
∂t
+ η
∂
∂y
+ η1
∂
∂y′
+ · · · + ηk
∂
∂y(k)
.
Le champ de vecteurs X(k) est le prolongement de X à l’ordre k. On peut exprimer
les ηm en fonction de ξ et η selon la formule de récurrence
ηm = Dtη
m−1 − y(m)Dtξ. (1.28)
Dt désigne la dérivation totale par rapport à t.
On montre alors que pour que le groupe de transformation G soit un groupe de
symétrie de (E), il faut et il suffit que
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(E) =⇒ X(k).F = 0. (1.29)
En résumé, pour calculer les groupes de symétrie de (E),
– on exprime le champ de vecteur X(k) en fonction de ξ et de η,
– on pose la condition (1.29) pour avoir des équations différentielles vérifiées par
ξ et η,
– on calcule les différentes solutions (ξ, η) et on forme les générateurs infinité-
simaux,
– on déduit les groupes de symétrie en résolvant (1.27).
On trouve quelques exemples dans l’annexe A.
Cette procédure fournit une liste exhaustive des symétries à un paramètre de
l’équation différentielle. De plus, tous les calculs peuvent être effectués de manière
formelle. Ils peuvent donc être automatisés avec l’aide de l’ordinateur et d’un logiciel
de calcul symbolique (voir l’annexe A pour plus de précision). Cela est indispensable
la plupart du temps car le calcul est généralement très fastidieux à faire à la main.
Remarques 1.4.
– Dans le cas où une même équation possède plusieurs groupes de symétrie, on
désigne aussi le groupe engendré par la réunion de ces groupes le groupe de
symétrie de l’équation.
– Les générateurs infinitésimaux d’une même équation engendrent une algèbre
de Lie. On peut donc en déduire d’autres à partir des combinaisons linéaires
et des crochets de Lie.
La théorie s’adapte aisément au cas des équations aux dérivées partielles où un
générateur infinitésimal s’écrit
X =
n∑
i=1
ξi(x,w)
∂
∂xi
+
m∑
j=1
ηj(x,w)
∂
∂wj
si la variable indépendante est x = (x1, . . . , xn) et la variable dépendante est w =
w(x) = (w1, . . . , wm). Dans cette expression,
ξi(x,w) =
∂x̂i(x,w, a)
∂a
∣∣∣∣∣
a=0
,
54 Chapitre 1. Analyse de la LES et symétries
ηj(x,w) =
∂ŵj(x,w, a)
∂a
∣∣∣∣∣
a=0
.
En notation vectorielle, X s’écrit :
X = ξ 
∂
∂x
+ η 
∂
∂u
.
La théorie fournit une méthode pour réduire l’ordre d’une équation aux dérivées
partielles et même pour trouver une solution exacte en ne cherchant que les solutions
auto-similaires, c’est à dire les solutions telles que
w(x) = ŵ(x̂).
On verra quelques applications dans la section 1.5.
Remarque 1.5. L’imposition des conditions aux limites peut détruire certaines sy-
métries. Cependant, les modèles sont construits indépendamment de ces conditions
aux limites. On se placera alors dans les zones où l’effet de ces conditions aux limites
est négligeable lorsqu’on fera l’analyse des modèles.
1.2.2 Cas des équations de Navier-Stokes
Appliquons maintenant la procédure ci-dessus au calcul des symétries à un pa-
ramètre des équations de Navier-Stokes (1.1). On va abréger (1.1) comme suit :
F
(
t, x, u,
∂u
∂t
,∇u,∇p,∇2u
)
= 0. (1.30)
Pour l’instant, on ne prend pas en compte les conditions aux limites.
Si on considère que les variables qui sont transformées sont t, x, u et p, alors les
symétries sont de la forme4 :
Ta : (t, x, u, p) 7→ (t̂, x̂, û, p̂) avec
4Il existe des transformations qui dépendent explicitement des dérivées, elles sont dénommées
transformations de Bäcklund. Ce type de transformations ne sera pas considéré ici.
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


t̂ = t̂(t, x, u, p, a)
x̂ = x̂(t, x, u, p, a)
û = û(t, x, u, p, a)
p̂ = p̂(t, x, u, p, a).
Supposons que la dimension spatiale est 3. Le générateur infinitésimal d’un
groupe de symétrie de (1.30) sera de la forme
X = ξt
∂
∂t
+
3∑
i=1
ξxi
∂
∂xi
+
3∑
i=1
ηui
∂
∂ui
+ ηp
∂
∂p
.
Il nous faut donc calculer les composantes de X. Mais pour cela, comme (1.30)
fait intervenir des dérivées, on a besoin de prolonger X en le générateur X ′ défini
par
X ′ = ξt
∂
∂t
+
3∑
i=1
ξxi
∂
∂xi
+
3∑
i=1
ηui
∂
∂ui
+ ηp
∂
∂p
+
3∑
i=1
ηti
∂
∂ui,t
+
3∑
i,j=1
ηji
∂
∂ui,j
+
3∑
j=1
ηjp
∂
∂p,j
+
3∑
i,j=1
ηjji
∂
∂ui,jj
où
ui,t =
∂ui
∂t
, ui,j =
∂ui
∂xj
, p,j =
∂p
∂xj
, ui,jj =
∂2ui
∂x2j
.
Les composantes η•
•
peuvent s’écrire en fonction des ξ
•
et η
•
selon des relations de
même type que (1.28).
Lorsqu’on applique la condition de symétrie
X ′.F = 0 sachant que F = 0,
on obtient un système d’équations sur les ξ
•
et η
•
dont la résolution conduit aux
générateurs infinitésimaux suivants :
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X0 =
∂
∂t
Y0 = ζ(t)
∂
∂p
Xij = xj
∂
∂xi
− xi
∂
∂xj
+ uj
∂
∂ui
− ui
∂
∂uj
, i = 1, 2, j > i
Xi = αi(t)
∂
∂xi
+ α′i(t)
∂
∂ui
− ρ xi α′′i (t)
∂
∂p
, i = 1, 2, 3
Y1 = 2t
∂
∂t
+
3∑
j=1
xj
∂
∂xj
−
3∑
j=1
uj
∂
∂uj
− 2p
∂
∂p
.
Dans ces expressions, ζ et les αi sont des fonctions C
∞ arbitraires. C’est Pukhnachev
([114]) qui a découvert en premier ces générateurs. On les a recalculés ici avec le
programme DESOLV écrit par Vu et Carminati ([147]). On peut aussi les retrouver
dans [62].
Rappelons que dans ces calculs, les variables transformées étaient t, x, u et p.
On peut également laisser la viscosité cinématique ν se transformer. Dans ce cas, les
symétries prennent la forme
Ta : (t, x, u, p, ν) 7→ (t̂, x̂, û, p̂, ν̂) avec



t̂ = t̂(t, x, u, p, ν, a)
x̂ = x̂(t, x, u, p, ν, a)
û = û(t, x, u, p, ν, a)
p̂ = p̂(t, x, u, p, ν, a)
ν̂ = ν̂(t, x, u, p, ν, a).
Laisser ν évoluer est intéressant car, à vitesse de référence fixe, sa variation équivaut
à la variation du nombre de Reynolds. En faisant ainsi et en utilisant de nouveau
le programme DESOLV, on retrouve tous les générateurs précédents (avec toutefois
quelques légères différences) mais aussi un générateur tout à fait nouveau :
Y2 = β(ν)
[
3∑
j=1
xj
∂
∂xj
+
3∑
j=1
uj
∂
∂uj
+ 2p
∂
∂p
+ 2ν
∂
∂ν
]
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β étant une fonction arbitraire de ν, généralement pris égal à 1.
Signalons que c’est grâce à la combinaison des deux générateurs Y1 et Y2 que
Ünal a retrouvé le spectre de Kolmogorov ([143]).
Avec ces générateurs infinitésimaux, on reconstruit enfin les groupes de symétrie
des équations de Navier-Stokes :
Le groupe des translations temporelles
Le groupe engendré par X0 est le groupe des translations temporelles. En effet,
on a :
ξt = 1, ξxi = 0, ηui = 0, ηp = 0.
Donc, si on appelle q = (t, x, u, p), le système (1.27) s’écrit



dt̂
da
= ξt(q̂) = 1,
dx̂
da
= ξx(q̂) = 0,
dû
da
= ηu(q̂) = 0,
dp̂
da
= ηp(q̂) = 0
q̂(a = 0) = q
Cela conduit à
t̂ = t+ a, x̂ = x, û = u, p̂ = p.
D’où la translation temporelle
(t, x, u, p) 7→ (t+ a, x, u, p).
On vérifie aisément que l’application de telles transformations n’a aucun effet
sur les équations de Navier-Stokes (1.1). Concrètement, l’invariance de (1.1) par ces
translations se traduit par ceci :
Si (u(t, x), p(t, x)) est solution de (1.1)
alors (u(t+ a, x), p(t+ a, x)) est aussi solution de (1.1).
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Cela signifie simplement que le choix de l’instant initial n’influence pas la solu-
tion.
Le groupe des translations par rapport à la pression
De la même façon que précédemment, on montre que Y0 engendre le groupe des
translations par rapport à la pression qui sont les transformations de la forme :
(t, x, u, p) 7→ (t, x, u, p+ ζ(t)).
On en conclut que, si on ne tient pas compte des conditions aux limites, les équations
de Navier-Stokes ne définissent la pression qu’à une fonction du temps près. Ceci est
bien sûr dû au fait que la pression n’intervient qu’à travers son gradient.
En fait, en toute rigueur, p devrait se transformer en p + aζ(t) mais ζ étant
arbitraire, le paramètre a a été inclus dans ζ.
Le groupe des rotations
Pour avoir le groupe engendré par un des Xij, j > i, on résoud :



dq̂
da
= Σij q̂
q̂(0) = q
où q = (x, u) et Σij est l’une des matrices
Σ12 =


0 1 0
−1 0 0
0 0 0

 , Σ13 =


0 0 1
0 0 0
−1 0 0

 et Σ23


0 0 0
0 0 1
0 −1 0


On trouve alors (voir également l’exemple A.3 de l’annexe A) :
ŷ = exp(aΣij)y.
La matriceRij = exp(aΣij) est la matrice de rotation d’angle fixe a et de direction
ek, k /∈ {i, j}. Le générateur Xij engendre donc le groupe des rotations dans la
direction ek. La combinaison des trois Xij forme alors le groupe (à trois paramètres)
des rotations :
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(t, x, u, p) 7→ (t, Rx,Ru, p)
où R est une matrice de rotation (ne dépendant pas du temps), c’est-à-dire :
RRT = Id, detR = 1.
L’invariance par rotation des équations signifie que la solution ne dépend pas de
l’orientation du repère.
Le groupe des transformations galiléennes généralisées
Chacun des Xi engendre le groupe des transformations telles que, si k 6= i alors



t̂ = t
x̂i = xi + αi(t),
x̂k = xk
ûi = ui + α
′
i(t),
ûk = uk
p̂ = p− ρxiα′′i (t)
où αi est une fonction arbitraire du temps. La combinaison des trois générateurs Xi
engendre alors le groupe (à trois paramètres) des transformations
(t, x, u, p) 7→ (t̂, x̂, û, p̂) = (t, x+ α(t), u+ α′(t), p− ρ x  α′′(t)) .
où α est une fonction vectorielle arbitraire. Si la fonction α est constante, on obtient
la translation spatiale, tandis que si α est linéaire en t, on a la transformation
galiléenne classique.
L’invariance par de telles transformations signifie que si le repère est en transla-
tion (dépendante du temps), on peut retrouver la solution en appliquant une com-
pensation adéquate à la pression.
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Le premier groupe de changements d’échelle
Le générateur Y1 engendre (voir l’exemple A.2 de l’annexe A) le groupe de
changements d’échelle défini par
(t, x, u, p) 7→ (t̂, x̂, û, p̂) = (e2at, eax, e−a u, e−2a, p)
Il est plus pratique de noter les éléments de ce groupe sous la forme équivalente
suivante :
(t, x, u, p) 7→ (t̂, x̂, û, p̂) = (a2t, ax,
1
a
u,
1
a2
p). (1.31)
Ces changements d’échelle montrent de quelle manière doivent varier la vitesse et
la pression si on modifie l’échelle spatio-temporelle selon les proportions respectives
a et a2.
Le second groupe de changements d’échelle
Le dernier groupe de symétrie des équations de Navier-Stokes est le groupe
engendré par Y2. Chacun de ses éléments représente aussi un changement d’échelle :
(t, x, u, p, ν) 7→ (t, ax, au, a2p, a2ν). (1.32)
Il décrit ce qu’un changement d’échelle spatiale (mais pas temporelle) induit sur la
vitesse, la pression et la viscosité (ou le nombre de Reynolds).
D’autre part,
û
ν̂
=
1
a
u
ν
.
Cette relation montre que les petites échelles (correspondant à a petit) sont plus
affectées par la viscosité que les grandes échelles puisque le rapport
û
ν̂
augmente par
rapport à la référence
u
ν
lorsque a diminue. D’une manière équivalente, on peut aussi
comprendre que les petites échelles sont moins dépendantes du nombre de Reynolds.
Ces changements d’échelle sont aussi appelés « equivalence transformations » car
ils transforment les solutions des équations de Navier-Stokes avec une valeur de ν
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en les solutions d’autres équations de Navier-Stokes avec une nouvelle valeur de ν
([65]).
Grâce à la théorie des groupes de symétrie, on a donc pu trouver tous les groupes
à un paramètre des équations de Navier-Stokes, et, par composition, tous les groupes
à un nombre fini de paramètres.
1.2.3 Autres symétries des équations de Navier-Stokes
A part les symétries qui viennent d’être évoquées, les équations de Navier-Stokes
possèdent deux autres propriétés d’invariance connues : l’invariance par réflection et
l’indifférence matérielle qu’on va décrire ci-dessous. Les transformations correspon-
dantes n’ont pas pu être obtenues à partir de la théorie des groupes de symétrie car
elles ne sont pas des transformations à un paramètre.
L’invariance par réflection
Les trois réflections (si la dimension est n = 3) dans les trois directions spatiales
sont
(t, x1, x2, x3, u1, u2, u3, p) 7−→ (t,−x1, x2, x3,−u1, u2, u3, p),
(t, x1, x2, x3, u1, u2, u3, p) 7−→ (t, x1,−x2, x3, u1,−u2, u3, p),
(t, x1, x2, x3, u1, u2, u3, p) 7−→ (t, x1, x2,−x3, u1, u2,−u3, p).
Examinons l’invariance des équations de Navier-Stokes, qu’on va abréger comme
suit
F ′(t, x, u, p) = 0,
par la réflection dans la direction 1. En notation matricielle, cette dernière s’écrit :
(t, x, u, p) 7→ (t,Λ1x,Λ1u, p)
où Λ1 est la matrice symétrique
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Λ1 =


−1 0 0
0 1 0
0 0 1


qui vérifie :
Λ21 = Id.
Si ∇̂ et d̂iv désignent respectivement les opérateurs de gradient et de divergence
dans l’espace transformé alors les règles de dérivation et les formules de changement
de base habituelles conduisent à :
∂û
∂t̂
+ d̂iv(û⊗ û) +
1
ρ
∇̂p̂− 2ν d̂ivŜ = Λ1
(
∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS
)
et
d̂ivû = divu.
Ainsi,
F ′(t̂, x̂, û, p̂) = Λ1F
′(t, x, u, p).
Par conséquent,
F ′(t̂, x̂, û, p̂) = 0 ⇐⇒ F ′(t, x, u, p) = 0,
Les équations de Navier-Stokes sont donc invariantes par la réflection dans la di-
rection 1. Il en est de même pour les deux autres réflections. Ces trois réflections
engendrent un groupe par lequel les équations de Navier-Stokes sont invariantes.
Chaque élément de ce groupe peut être représenté par une matrice diagonale
Λ =


ι1 0 0
0 ι2 0
0 0 ι3

 avec ιi = ±1, i = 1, 2, 3.
L’invariance par le groupe des réflections signifie l’indépendance par rapport au
sens des axes de coordonnées.
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L’indifférence matérielle
Supposons que l’écoulement évolue parallèlement à un plan, dans un domaine
simplement connexe. L’invariance par rotation nous permet de supposer que ce plan
est le plan (x1Ox2) où O est l’origine du repère. Dans ce cas, la condition d’incom-
pressibilité assure l’existence d’une fonction de courant ψ(x1, x2) vérifiant
u = rot(ψe3)
où e3 est le vecteur unitaire de l’axe (Ox3). Prouvons alors que les équations de
Navier-Stokes sont invariantes par la transformation suivante :
(t, x, u, p) 7→ (t̂, x̂, û, p̂) avec
t̂ = t, x̂ = R(t)x, û = R(t)u+R′(t)x, p̂ = p− 3ωψ +
1
2
ω2‖x‖2
où R(t) est la matrice de rotation plane d’angle ωt :
R(t) =


cosωt sinωt 0
− sinωt cosωt 0
0 0 1

 .
Preuve
Soit J la matrice
J =


0 1 0
−1 0 0
0 0 0

 .
R et J vérfient les relations suivantes :
R′RT +RR′T = 0, RTR′ = ωJ, R′ = ωRJ et J2 = −Id.
D’autre part, si f est une fonction scalaire, V un vecteur et M une matrice alors
∇̂f = R∇f
∂V
∂t̂
=
∂V
∂t
− (∇V )(RTR′x),
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∇̂V = (∇V )RT , ∇(RV ) = R∇V.
d̂ivM = div(MR) et div(RM) = R divM.
Cela donne, entre autres, que
∇̂û = R∇uRT +R′RT ,
∇̂ûT = R∇uTRT +R′TR = R∇uTRT −R′RT
et
Ŝ = RSRT .
Ainsi
∂û
∂t̂
+ (∇̂û)û+ ∇̂p̂− 2ν d̂ivŜ =
[
2R′u+R
∂u
∂t
− ωR∇uJx
]
+
[
R(∇u)u+ ωR∇uJx+R′u− ω2Rx
]
+R
[
∇p− 3ωJu+ ω2x
]
−
[
2νR divS
]
.
En utilisant les relations entre R, R′ et J , on en déduit que
∂û
∂t̂
+ (∇̂û)û+ ∇̂p̂− 2ν d̂ivŜ = R
(
∂u
∂t
+ (∇u)u+ ∇p− 2ν divS
)
.
Pour l’équation de continuité, on a :
d̂ivû = divu+ divRTR′x = divu+ divJx = divu.
Par conséquent
F ′(t̂, x̂, û, p̂) = 0 ⇐⇒ F ′(t, x, u, p) = 0.
D’où l’invariance des équations de Navier-Stokes. 
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L’indifférence matérielle traduit l’invariance de (1.1) par rotation dépendante du
temps du repère, moyennant une compensation au niveau de la pression.
Le tableau suivant résume les symétries des équations de Navier-Stokes avec les
générateurs infinitésimaux qui les ont engendrées. Le nom de chaque transformation
est suivi de son abréviation.
Translations temporelles (Transt)
X0 =
∂
∂t
(t, x, u, p) 7→ (t+ a, x, u, p)
a ∈ R
Translations de pression (Transp)
Y0 = ζ(t)
∂
∂p
(t, x, u, p) 7→ (t, x, u, p+ ζ(t))
ζ est une fonction scalaire arbitraire
Rotations (Rot)
Xij = xj
∂
∂xi
− xi
∂
∂xj
+ uj
∂
∂ui
− ui
∂
∂uj
, i = 1, 2, j > i
(t, x, u, p) 7→ (t, Rx,Ru, p)
R est une matrice de rotation : RRT = Id, detR = 1
Transformations galiléennes généralisées (Transg)
Xi = αi(t)
∂
∂xi
+ α′i(t)
∂
∂ui
− ρ xi α′′i (t)
∂
∂p
, i = 1, 2, 3
(t, x, u, p) 7→
(
t, x+ α(t), u+ α′(t), p− ρx  α′′(t)
)
α est une fonction vectorielle arbitraire
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Premiers changements d’échelle (Ech1)
Y1 = 2t
∂
∂t
+
3∑
j=1
xj
∂
∂xj
−
3∑
j=1
uj
∂
∂uj
− 2p
∂
∂p
(t, x, u, p) 7→ (a2t, ax,
1
a
u,
1
a2
p)
Seconds changements d’échelle (Ech2)
Y2 =
3∑
j=1
xj
∂
∂xj
+
3∑
j=1
uj
∂
∂uj
+ 2p
∂
∂p
+ 2ν
∂
∂ν
(t, x, u, p, ν) 7→ (t, ax, au, a2p, a2ν)
Réflections (Refl)
(t, x, u, p) 7→ (t,Λx,Λu, p)
Λ est une matrice diagonale de la forme
Λ = diag(ι1, ι2, ι3) où ιi = ±1
Indifférence matérielle (Mat)
(t, x, u, p) 7→
(
t, R(t)x,R(t)u, p− 3ωψ +
1
2
ω2‖x‖2
)
R(t) est une matrice de rotation plane, d’angle ωt,
ψ est la fonction de courant
Ecoulement plan
Dans la section suivante, nous allons examiner les modèles de LES usuels décrits
dans le paragraphe 1.1.4 sous l’angle de la préservation du groupe de symétrie des
équations de Navier-Stokes.
1.3 Analyse des modèles de sous-maille par rap-
port aux symétries
Pour rappel, récrivons les équations de Navier-Stokes et les équations filtrées
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Navier-Stokes :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS = 0
divu = 0
(1.33)
Navier-Stokes filtrées :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS + divτ = 0
divu = 0
(1.34)
Formellement, la seule différence entre (1.33) et (1.34) est la présence du terme
divτ . Le modèle et lui seul est donc susceptible de détruire les symétries des équations
d’origine (1.33). Ainsi, si une transformation
T : (t, x, u, p, ν) 7→ (t̂, x̂, û, p̂, ν̂)
est une symétrie de (1.33) alors un modèle consistant est tel que la même transfor-
mation, appliquée aux champs filtrés,
T : (t, x, u, p, ν) 7→ (t̂, x̂, û, p̂, ν̂),
est une symétrie de (1.34). Notre but ici est d’analyser les modèles, selon qu’ils
respectent ou non les symétries.
On a déjà signalé que quelques études dans ce sens ont déjà été effectuées par
des auteurs, par exemple par Speziale ([132, 133, 134]) et Spalart ([131]) ou Fureby
et Tabor ([46]). Cependant, ces études n’ont pris en compte que quelques symétries
(la transformation galiléenne, la translation temporelle et de pression ainsi que l’in-
différence matérielle). On n’y trouve pas par exemple les changements d’échelle qui
pourtant, comme on le verra dans la suite, impose des conditions très contraignantes
et ont une importance capitale dans l’élaboration de modèles invariants (voir cha-
pitre 2). A notre connaissance, le seul auteur à avoir effectué une analyse en tenant
compte de tous les groupes de symétrie des équations de Navier-Stokes est Oberlack
([101, 103]). Notre but est ici d’enrichir son analyse en l’étendant à des modèles
autres que ceux qu’il a considérés.
Dans nos analyses, on supposera que le filtre test éventuel ne détruit pas les
symétries des équations, c’est-à-dire qu’il est tel que
68 Chapitre 1. Analyse de la LES et symétries
Geδ ∗ ϕ̂ = Ĝeδ ∗ ϕ ou ˜̂ϕ = ̂̃ϕ
pour toute quantité transformée ϕ, si Geδ est le noyau et δ̃ la longueur de coupure.
On étudiera les conséquences de cette hypothèse une fois que les analyses seront
faites.
On va prendre les symétries par catégories :
– la catégorie des translations formée par la translation temporelle, la transfor-
mation de pression et la transformation galiléenne généralisée,
– la rotation et la réflection,
– les changements d’échelle, et
– l’indifférence matérielle
1.3.1 L’invariance par les translations
Il est clair que les équations (1.34) ne sont pas modifiées par les translations
temporelle et de pression
(t, x, u, p) 7→ (t+ a, x, u, p)
et
(t, x, u, p) 7→ (t, x, u, p+ ζ(t))
du moment que le modèle τ ne fait pas intervenir directement le temps et la pression
filtrée. Ce qui est le cas de tous les modèles.
Considérons maintenant la transformation galiléenne généralisée
(t, x, u, p) 7→ (t, x+ α(t), u+ α′(t), p− x  α′′(t)) .
Prenons alors les modèles.
◮ Tous les modèles qui ne font intervenir x et u qu’à travers ∇u ou à travers S
sont invariants car
∇̂û = ∇û = ∇u.
◮ Les modèles qui restent, c’est-à-dire le modèle dynamique et le modèle de
similarité d’échelles, sont également invariants car
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˜(u+ α′) ⊗ (u+ α′) − ˜(u+ α′) ⊗ ˜(u+ α′) = ũ⊗ u− ũ⊗ ũ,
α′ n’étant pas affecté par le filtre puisqu’il ne dépend pas de x.
1.3.2 L’invariance par rotation et réflection
La rotation et la réflection peuvent être rassemblées en la transformation :
(t, x, u, p) 7→ (t,Υx,Υu, p) (1.35)
où Υ est la matrice (indépendante du temps) égale à R ou à Λ. Les équations de
Navier-Stokes filtrées (1.34) sont invariantes par cette transformation si et seulement
si
τ̂ = ΥτΥT . (1.36)
Considérons alors les modèles.
◮ Pour le modèle de Smagorinsky, on a :
∇̂û = [∇(û)]ΥT = [∇(Υu)]ΥT = Υ[∇u]ΥT .
D’où :
Ŝ = ΥSΥT , |Ŝ| = |S|,
ce qui conduit à (1.36) et démontre l’invariance.
◮ Pour le modèle de similarité d’échelle, il suffit de remarquer que
û⊗ û = (Υu) ⊗ (Υu) = (Υu)(Υu)T = Υ(u)(u)TΥT = Υ(u⊗ u)ΥT
pour déduire l’invariance.
◮ Il en est de même pour le modèle dynamique car la trace est invariante par
changement de repère.
◮ Le modèle de fonction de structure est invariant car la fonction F2 ne change
pas par la transformation (1.35).
◮ Pour les modèles du type gradient, on a :
(∇̂û) (∇̂û)T = (Υ∇uΥT ) (Υ∇uTΥT ) = Υ[∇u ∇uT ]ΥT .
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Cela conduit à (1.36), et donc à l’invariance.
◮ Et enfin, pour les modèles du type Lund et Novikov, comme on a :
Ŝ
k
Ŵ
m
= Υ S
k
W
m
ΥT
et
Ŵ
m
Ŝ
k
= Υ W
m
S
k
ΥT
pour tous entiers naturels k et m et qu’il en est de même pour les déviateurs,
on a l’invariance.
Tous les modèles présentés sont donc invariants par rotation et par réflection.
1.3.3 L’invariance par changements d’échelle
On va rassembler les deux changements d’échelle qui sont
(t, x, u, p) 7→ (t̂, x̂, û, p̂) = (a2t, ax,
1
a
u,
1
a2
p).
et
(t, x, u, p, ν) 7→ (t, bx, bu, b2p, b2ν)
en une seule transformation à deux paramètres pour les équations filtrées :
(t, x, u, p, ν) 7−→ (t̂, x̂, û, p̂, ν̂) = (a2t, ab x,
b
a
u,
b2
a2
p, b2ν).
Le premier changement d’échelle correspond donc à b = 1 tandis que le second
correspond à a = 1.
Les équations de Navier-Stokes filtrées conservent l’invariance par les deux chan-
gements d’échelle si et seulement si
τ̂ =
b2
a2
τ. (1.37)
Comme Ŝ =
1
a2
S, cette condition est équivalente à :
ν̂sm = b
2νsm. (1.38)
dans le cas d’un modèle de viscosité de sous-maille.
Chapitre 1. Analyse de la LES et symétries 71
◮ Pour le modèle de Smagorinsky, on a :
ν̂sm = Csδ
2|Ŝ| =
1
a2
Csδ
2|S| =
1
a2
νsm.
Ce qui signifie que le modèle n’est invariant ni par le premier ni par le se-
cond changement d’échelle. Signalons que δ ne varie pas lorsqu’on applique la
transformation parce que c’est une grandeur externe à l’écoulement et qu’il
n’a aucune dépendance en les variables de l’écoulement.
◮ La procédure dynamique répare la non-invariance par changement d’échelle
car
Ĉd = a
2b2Cd
et que donc
ν̂sm = Ĉdδ
2|Ŝ| = b2Cdδ
2|S|.
La relation (1.38) est bien vérifiée.
◮ Pour le modèle de fonction de structure, on a :
ν̂sm = CSF δ
√
F̂2 =
b
a
CSF δ
√
F2 =
b
a
νsm,
Ce qui montre que le modèle n’est pas invariant.
◮ Pour le modèle de gradient, on a :
τ̂ =
δ
2
12
(
1
a2
∇u
) (
1
a2
∇u
)
T =
1
a4
τ.
Aucun modèle du type gradient ne vérifie donc (1.37) et n’est invariant par
aucun des deux changement d’échelle.
◮ Le modèle de similarité d’échelle est, quant à lui, invariant car
τ̂ = ˜̂u⊗ û− ˜̂u⊗ ˜̂u = b
2
a2
(ũ⊗ u− ũ⊗ ũ) =
b2
a2
τ.
◮ Enfin, les modèles du type Lund et Novikov ont un terme similaire au modèle
de Smagorinsky. Cela suffit pour conclure qu’ils ne sont pas invariants par
changements d’échelle.
En fait, aucun des modèles faisant explicitement intervenir la longueur de cou-
pure δ ne respecte l’invariance d’échelle. Ceci est dû au fait que δ est une grandeur
externe à l’écoulement. En effet, si δ était une échelle de longueur interne qui se
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transformerait comme x, les modèles vérifieraient (1.37). La procédure de calcul dy-
namique des constantes des modèles permet de retrouver l’invariance comme on le
montrera dans le chapitre 2. La raison est que lorsqu’on applique cette procédure, il
n’y a plus de grandeur externe. Par exemple, le modèle de Smagorinsky dynamique
peut s’écrire :
τ =
(ũ⊗ u− ũ⊗ ũ) : M ′
M ′ : M ′
|S|S
où
M ′ =
[
(δ̃/δ)2|S̃|S̃ − |̃S|S
]
.
C’est donc le rapport (δ̃/δ) qui est présent dans le modèle mais pas δ̃ seul ni δ seul.
A part le modèle dynamique, seul le modèle de similarité, qui ne fait pas intervenir
δ, est invariant par les changements d’échelle parmi les modèles cités dans la section
1.1.4.
Le non-respect de l’invariance d’échelle peut être très dommageable pour un
modèle car cela l’empêche de vérifier les lois d’échelle. Oberlack a aussi montré
([101]), à travers les corrélations, qu’un modèle faisant intervenir une longueur ex-
terne comme δ ne peut pas capter toutes les lois d’échelle. Pour un modèle non
invariant, l’utilisation d’une fonction de paroi s’impose donc.
Il nous reste maintenant l’indifférence matérielle.
1.3.4 L’indifférence matérielle
L’indifférence matérielle correspond à la rotation plane à vitesse angulaire cons-
tante ω suivante, appliquée à un écoulement qu’on suppose bidimensionnel :
̂ : (t, x, u, p) 7→ (t̂, x̂, û, p̂) avec :
t̂ = t, x̂ = R(t) x, û = R(t) u+R′(t) x, p̂ = p− 3ωψ +
1
2
ω2‖x‖2,
ψ étant défini par u = rot(ψe3). Elle est conservée par les équations de Navier-
Stokes filtrées si le modèle vérifie la relation (on n’écrira plus la dépendance de R à
t) :
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τ̂ = Rτ RT . (1.39)
◮ L’objectivité de S (voir section 1.2.3) conduit à l’invariance du modèle de
Smagorinsky.
◮ Pour le modèle de similarité, on a
˜̂u⊗ û− ˜̂u⊗ ˜̂u = R(ũ⊗ u− ũ⊗ ũ)RT +R(ũ⊗ x− ũ⊗ x̃)R′T
+ R′(x̃⊗ u− x̃⊗ ũ)RT +R′(x̃⊗ x− x̃⊗ x̃)R′T .
Donc, si le filtre test vérifie les conditions suivantes, le modèle de similarité
est invariant :
(ũ⊗ x− ũ⊗ x̃) = 0,
(x̃⊗ u− x̃⊗ ũ) = 0,
(x̃⊗ x− x̃⊗ x̃) = 0.
Tous les filtres n’ont pas ces propriétés là. Par exemple, pour le filtre porte,
on a (voir section 1.1.3) :
(ũ⊗ x− ũ⊗ x̃) = O(δ̃),
(x̃⊗ u− x̃⊗ ũ) = O(δ̃),
(x̃⊗ x− x̃⊗ x̃) = O(δ̃
2
).
◮ Sous les mêmes conditions sur le filtre test, le modèle dynamique est également
invariant.
◮ Le modèle de fonction de structure est invariant si et seulement si νsm reste
inchangé lorsqu’on applique la transformation. Cela est équivalent à demander
à ce que la fonction F 2 soit inchangée.
Notons ux′ la fonction : x 7→ u(x+ x′). La fonction de structure vaut alors :
F 2 =
∫
||x′||=δ
‖u− ux′‖2 dx′.
D’où :
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F̂ 2 =
∫
||x′||=δ
∥∥[Ru+R′x
]
−
[
Rux′ +R
′x+R′x′
]∥∥2 dx′
=
∫
||x′||=δ
‖u− ux′ −RTR′x′‖2 dx′.
En développant, il suit :
F̂ 2 = F 2 + ω
2
∫
||x′||=δ
‖x′‖2 dx′ − 2ω
∫
||x′||=δ
[u− ux′ ]T [e3 × x′] dx′
sachant que RTR′x′ = ωJx′ = e3 × x′,
= F 2 + 2πω
2δ
3 − 2ω
∫
||x′||=δ
[u− ux′ ]T [e3 × x′] dx′.
On n’a donc pas l’égalité entre F̂ 2 et F2 pour tout u (le cas particulier u = 0
le témoigne). Cela prouve que le modèle de fonction de structure n’est pas
invariant à cause de la non-objectivité de la fonction de structure.
◮ Pour le modèle de gradient, on a :
∇̂û = R∇uRT +R′RT = R∇uRT − ωJ
∇̂ûT = R∇uTRT +RR′T = R∇uTRT + ωJ
D’où
̂(∇u ∇uT ) = R(∇u ∇uT )RT + ωR∇uRTJ − ωJR∇uTRT + ω2Id.
La commutativité entre J et R entrâıne finalement que
τ̂ = RτRT + ωR(∇uJ − J∇uT ) + ω2Id.
Cela prouve que le modèle de gradient n’est pas invariant.
◮ Les autres modèles du type gradient héritent du défaut d’invariance du modèle
de gradient.
◮ Il reste alors à analyser les modèles du même type que celui de Lund et
Novikov. On va commencer par le modèle de Kosovic. Le tenseur de vorticité
se transforme comme suit :
Ŵ =
∇̂û− ∇̂ûT
2
= RWRT − ωJ.
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D’où
Ŝ Ŵ − Ŵ Ŝ = (RSWRT − ωRS RTJ) − (RW SRT − ωJRSRT )
= R(SW −W S)RT − ωR(SJ − JS)RT
toujours par commutativité entre J et R. Par contre, S et J ne sont pas
commutatifs. En effet, la symétrie de S permet d’écrire que
JS + SJ = tr(S)J.
D’où, SJ = −JS. Donc
Ŝ Ŵ − Ŵ Ŝ = R(SW −W S)RT − 2ωRSJRT .
Le modèle de Kosovic n’est donc pas invariant.
◮ Enfin, rappelons que le modèle de Lund et Novikov s’écrit :
τ d = C1δ
2|S|S + C2δ
2
(S
2
)d + C3δ
2
(W
2
)d + C4δ
2
(SW −W S)
+C5δ
2 1
|S|
(S
2
W − SW 2).
On a alors :
Ŵ
2
= RW
2
RT − ωR(JW +WJ)RT − ω2Id.
Comme W est anti-symétrique et que l’écoulement est parallèle à un plan, W
est forcément de la forme
W =
(
0 w
−w 0
)
(on a abandonné la troisième coordonnée qui n’a pas d’importance). Par suite,
JW = WJ = −wId.
Le tenseur W
2
se transforme donc comme suit :
Ŵ
2
= RW
2
RT + (2w − ω)ωId.
Voyons maintenant comment chaque terme du modèle qui contientW se trans-
forme.
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De la dernière équation, on obtient que
̂
(W
2
)d = R(W
2
)dRT
Ensuite, nous avons déjà vu que
Ŝ Ŵ − Ŵ Ŝ = R(SW −W S)RT − 2ωRSJRT .
Et en dernier,
Ŝ
2
Ŵ − Ŝ Ŵ
2
= R(S
2
W − SW 2)RT − ωRS2RTJ − (2w − ω)ωRSRT .
En rassemblant tout cela, on arrive à
τ̂ d = Rτ dRT − ωδ2R
[
2C4SJ + C5
1
|S|
(
S
2
J − (2w − ω)ωS
)]
RT .
On conclut que le modèle de Lund et Novikov n’est invariant que si C4 et C5
sont nuls.
A part le modèle de Smagorinsky, le modèle de similarité d’échelle et le modèle
dynamique, aucun modèle ne respecte donc l’indifférence matérielle.
Remarque 1.6. Les calculs ci-dessus ont montré au passage que le tenseur (W
2
)d
est objectif même si le tenseur de vorticité W ne l’est pas.
Cette remarque termine notre analyse de modèles.
Le tableau suivant résume les résultats de la précédente analyse. « Oui » signifie
que le modèle est invariant par la transformation et « Non » signifie le contraire.
Le nom des modèles et des transformation sont abrégés.
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Transt Transp Rot Transg Ech1 Ech2 Refl Mat
Smagorinsky Oui Oui Oui Oui Non Non Oui Oui
Dynamique Oui Oui Oui Oui Oui Oui Oui Oui∗
Structure Oui Oui Oui Oui Non Non Oui Non
Gradient Oui Oui Oui Oui Non Non Oui Non
Taylor Oui Oui Oui Oui Non Non Oui Non
Rationnel Oui Oui Oui Oui Non Non Oui Non
Similarité Oui Oui Oui Oui Oui Oui Oui Oui∗
Lund Oui Oui Oui Oui Non Non Oui Non
Kosovic Oui Oui Oui Oui Non Non Oui Non
∗ Sous réserve d’une bonne condition sur le filtre test.
Ainsi, seuls le modèle dynamique et le modèle de similarité d’échelle gardent
toutes les invariances des équations de départ parmi les modèles cités.
Pour effectuer les analyses précédentes, on a supposé que le filtre test ne détruit
pas les invariances. Intéressons nous maintenant aux conséquences de cette hy-
pothèse.
1.3.5 Conséquences sur le filtre test
On va reconsidérer les symétries par catégories et examiner les conséquences de
l’hypothèse
˜̂u = ̂̃u. (1.40)
a) Les translations
Les filtres ne font pas intervenir le temps et la pression. Les translations tempo-
relle et de pression n’interagissent donc pas avec le filtrage.
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Pour la transformation galiléenne généralisée, x et u se transforment comme suit :
x̂ = x+ α(t), û(x̂) = u(x) + α′(t).
Si Ω̂ est l’espace transformé, on a :
˜̂u(x̂) =
∫bΩGδ(x̂− ξ̂ ) û(ξ̂ ) dξ̂ = ∫ΩGδ(x̂− ξ − α) û(ξ + α) dξ
=
∫
Ω
Gδ(x− ξ )
[
u(ξ ) + α′
]
dξ = ũ(x) + α′ = ̂̃u(x̂).
Cela montre que la relation (1.40) est toujours vérifiée par la transformation ga-
liléenne généralisée.
Les translations n’imposent donc aucune condition sur le filtrage test.
b) La réflection et la rotation
x et u se transforment de la manière suivante par une rotation ou réflection de
matrice Υ :
x̂ = Υx, û(x̂) = Υu(x).
Ensuite,
˜̂u(x̂) =
∫bΩGδ(x̂− ξ̂ ) û(ξ̂ ) dξ̂ = ∫ΩGδ(x̂− Υξ )û(Υξ ) dξ
=
∫
Ω
Gδ
[
Υ(x− ξ )
]
Υu(ξ ) dξ = Υ
∫
Ω
Gδ
[
Υ(x− ξ )
]
u(ξ ) dξ .
Ainsi, pour avoir (1.40), il faut et il suffit que
Gδ
[
Υ(x− ξ )
]
= Gδ
[
x− ξ
]
. (1.41)
Si Υ est une matrice de réflection, cette condition est équivalente à la symétrie
de Gδ par rapport aux axes de coordonnées. Et si Υ est une matrice de rotation, elle
équivaut à l’isotropie du noyau. Cela est vérifié si et seulement si Gδ(ξ ) ne dépend
de ξ que par sa norme. Comme c’est généralement le cas, on suppose qu’il en est
ainsi dans toute la suite.
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c) L’indifférence matérielle
La transformation correspondant à l’indifférence matérielle transforme x et u
comme suit :
x̂ = Rx, û(x̂) = Ru+R′x
où R est une matrice de rotation dépendante du temps. Calculons ˜̂u.
˜̂u(x̂) =
∫bΩGδ(x̂− ξ̂ ) û(ξ̂ ) dξ̂ = ∫ΩGδ[R(x− ξ )](Ru(ξ ) +R′ξ ) dξ
En tenant compte de (1.41), il vient :
˜̂u(x̂) = Rũ(x) +R′
∫
Ω
Gδ(x− ξ ) ξ dξ = Ru(x) +R′
∫
Ω
Gδ(ξ ) (x− ξ ) dξ
= Ru(x) +R′x−R′
∫
Ω
Gδ(ξ ) ξ dξ .
Toujours grâce à (1.41), la dernière intégrale est nulle. Donc, sans condition
supplémentaire sur le filtre, on a toujours :
˜̂u = ̂̃u.
d) Les changements d’échelle
Les deux changements d’échelle transforment x et u de la manière suivante
x̂ = ab x, û =
b
a
u.
On va chercher les filtres de qui vérifient toujours la condition de normalisation
(1.8) lorsqu’on applique les changements d’échelle. Supposons alors qu’après avoir
normalisé G dans l’espace transformé, on obtienne un filtre dont le noyau est Ǧ.
Pour avoir (1.40), il faut que
Ǧ ∗ û = ̂̌G ∗ u (1.42)
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Cela signifie que
∫bΩ Ǧ(x̂− ξ̂ ) û(ξ̂ ) dξ̂ = ba ∫Ω Ǧ(x− ξ )u(ξ ) dξ ,
ou encore
∫bΩGδ(x̂− ξ̂ ) û(ξ̂ ) dξ̂∫bΩGδ(x̂− ξ̂ ) dξ̂ = ba ∫ΩGδ(x− ξ )u(ξ ) dξ∫ΩGδ(x− ξ ) dξ .
En calculant le premier membre, on peut récrire cette condition comme suit
b
a
∫
Ω
Gδ(ab
[
x− ξ
]
)u(ξ ) dξ
∫
Ω
Gδ(ab
[
x− ξ
]
) dξ
=
b
a
∫
Ω
Gδ(x− ξ )u(ξ ) dξ
∫
Ω
Gδ(x− ξ ) dξ .
Pour la vérifier, il suffit que ab puisse sortir de l’argument de Gδ. Autrement dit, il
suffit que Gδ soit homogène. Cela conduit à :
Gδ(x− ξ ) = A‖x− ξ ‖s
où A et s sont des constantes. Inversement, un filtre de la forme (1.3.5) vérifie
également (1.42).
Un exemple de tel filtre a pour noyau :
Geδ(x) = s+ 3
4πδ̃ s+3
‖xs‖ 1
B(0,eδ)(x), (1.43)
où s est un réel tel que s > −3 si la dimension est n = 3 et B(0, δ̃) est la boule
de centre O et de rayon δ̃ au sens de la norme euclidienne. Le filtre porte en est un
exemple. Il correspond au cas s = 0.
Si un nombre assez important d’études théoriques ont été menées sur l’applica-
tion de la LES aux équations de Navier-Stokes, peu d’auteurs se sont penché sur le
cas de la convection thermique qui, pourtant, a aussi son importance dans l’étude de
la turbulence. A notre connaissance, aucun auteur n’a par exemple effectué d’analyse
de modèles par rapport à ces symétries. Cette constatation nous pousse à étendre
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l’analyse faite sur les équations de Navier-Stokes aux équations de la convection
thermique. Ainsi, la section suivante de ce chapitre sera consacrée à l’application
de la LES à la convection thermique. Une étude de l’erreur de commutation sera
alors faite. Puis, on donnera quelques exemples de modèles de sous-maille. On cal-
culera ensuite le groupe de symétrie des équations de la convection thermique et on
terminera sur l’analyse des modèles.
1.4 La LES pour la convection thermique
Considérons un écoulement de fluide newtonien dans un domaine régulier Ω,
de frontière Γ. Appelons β le coefficient d’expansion thermique, et κ la diffusivité
thermique. Puis, notons g l’accélération de la pesanteur. L’écoulement est alors régi
par les équations de la convection thermique suivantes :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS − βgθ eg = 0
∂θ
∂t
+ div(θu) − κ div(∇θ) = 0
divu = 0
(1.44)
où θ la température (ou plus précisément, la différence entre la température absolue
et une température de référence Tref ) et eg le vecteur unitaire vertical ascendant qui,
selon le repère choisi, peut être le vecteur e3 ou le vecteur e2.
Supposons que le bord du domaine se décompose en une partie (ou un ensemble
de parties) isotherme Γis et une partie adiabatique Γad. Sur ce bord et à l’instant
initial, on imposera par exemple des conditions du type suivant :
⊲ sur Γis : u(t, x) = γis(t, x), θ(t, x) = ϑis
⊲ sur Γad : u(t, x) = γad(t, x), ∇θ(t, x)  n(x) = 0,
⊲ sur Ω à t = 0 : u(0, x) = γ(x).
Selon ces conditions, on peut être en présence de convection thermique naturelle,
de convection thermique forcée ou de convection thermique mixte.
On va appliquer le filtrage à ces équations.
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1.4.1 Filtrage des équations
Comme ce qui a été fait pour la vitesse et la pression dans (1.3), on définit la
température filtrée par
θ(t, x) = (Gδ ∗ θ)(t, x) =
∫
Ω
Gδ(x− ξ) θ(t, ξ) dξ.
Si on néglige l’erreur de commutation entre le filtre et les opérateurs de dérivation,
on obtient :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS + divτ − βgθ eg = 0
∂θ
∂t
+ div(θu) − κ div(∇θ) + div Π = 0
divu = 0.
(1.45)
τ = u⊗ u − u ⊗ u est toujours le tenseur de sous-maille et Π = θu − θu est le flux
de sous-maille. Pour les conditions au bord et initiales on a :



u = γis, θ = ϑis sur Γis,
u = γad, ∇θ  n = 0 sur Γad,
u = γ sur Ω à t = 0.
Les erreurs de commutation sont les mêmes que dans le cas des équations de
Navier-Stokes (1.4) pour les première et dernière équations de (1.45). Pour l’équation
de conservation de la quantité de mouvement, l’erreur est :
[u⊗ u]n+ σn.
Etant donné le type de condition au bord qu’on a pris, la contribution de la pression
au second terme ne s’annule pas, tandis que les autres termes s’annulent sur les
parois solides. Pour l’équation de continuité, l’erreur est
u  n
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Elle s’annule sur les parois solides ou si la vitesse imposée est parallèle à la paroi.
Enfin pour l’équation de la température, l’erreur vaut :
∫
Γ
G(x− s) θ(s)u(s)  n(s) ds+
∫
Γ
G(x− s)∇θ(s)  n(s) ds = θu  n + ∇θ  n.
Cette expression s’annule sur les parois solides adiabatiques (où γad = 0). Par contre,
sur les parois isothermes, le dernier terme peut subsister.
Dans la suite de ce document, on négligera ces erreurs de commutation.
Pour pouvoir les résoudre, il nous faut maintenant fermer les équations (1.45).
Pour cela, il faut modéliser τ et Π. Contrairement au cas des équations de Navier-
Stokes, il y a relativement peu de modèles disponibles pour la convection thermique.
Il n’existe donc pas encore d’ouvrages qui, comme ceux de Sagaut [122, 123] dans
le cas de Navier-Stokes, offre un éventail de modèles. Ainsi, on va exposer ici les
quelques modèles courants dans la littérature pour en faire une synthèse.
1.4.2 Quelques modèles usuels
La plupart des modèles de sous-maille en convection thermique se basent sur la
notion de viscosité et de diffusivité de sous-maille. Nous verrons deux catégories de
tels modèles : ceux inspirés du modèle de Smagorinsky et ceux dérivant du modèle
d’Eidson. Après cela, on donnera aussi un exemple de modèle qui n’utilise pas le
concept de viscosité et de diffusivité de sous-maille, fondé sur l’hypothèse de simila-
rité d’échelle de Bardina.
a) Modèles de type Smagorinsky
Les modèles de viscosité et de diffusivité de sous-maille supposent que le tenseur
de sous-maille représente une certaine dissipation,
τ d = −νsmS,
puis, par l’hypothèse de gradient-diffusion généralisée , que le flux de sous-maille
peut se mettre sous la forme :
Π = −κsm∇θ.
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Dans ce cas, les équations (1.45) deviennent :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2 div(ν + νsm)S − βgθ eg = 0
∂θ
∂t
+ div(θu) − div(κ+ κsm)∇θ = 0
divu = 0
(1.46)
Ce sont donc νsm et κsm qu’il faut modéliser.
Des simulations numériques ([73]) montre que le rapport
Prsm =
νsm
κsm
appelé nombre de Prandtl de sous-maille peut être pris constant (entre 0.3 et 0.5).
Si on utilise donc le modèle de Smagorinsky pour approximer τ , on obtient
νsm = Csδ
2|S|
κsm =
Csδ
2
Prsm
|S|.
Cs étant la constante de Smagorinsky.
Modèle dynamique
On peut évaluer les constantes du modèle de Smagorinsky par la procédure
dynamique de Germano-Lilly. Cela donne les expressions suivantes de νsm et de
κsm :
νsm =
tr(LM)
tr(M2)
δ
2|S|
κsm =
tr(LMT )
tr(MMT ) δ
2|S|
où L = ũθ− ũθ̃ et M = δ2S̃ ∇θ− δ̃
2
S̃ ∇θ̃. Le symbole « .̃ » désigne un filtrage test.
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b) Modèles d’Eidson
Pour le modèle d’Eidson ([37, 107]) , on prend νsm et κsm comme fonctions du
taux de dissipation ε et de la longueur de coupure δ, ce qui donne après analyse
dimensionnelle :
νsm = CEε
1/3 δ
4/3
, κsm =
νsm
Prsm
.
Eidson inclut alors la poussée thermique dans le calcul de la production d’énergie
qui prend la forme suivante :
εp =
1
2
tr(τ dS) + βg Πg.
où Πg est la composante de Π selon l’axe dirigé par eg. En admettant l’hypothèse
d’équilibre local qui suppose que εp = ε, ces relations conduisent à l’expression de
νsm puis de κsm :
νsm = CEδ
2
(
|S|2 −
βg
Prsm
∂θ
∂xg
)1/2
,
κsm =
CEδ
2
Prsm
(
|S|2 −
βg
Prsm
∂θ
∂xg
)1/2
,
xg étant la composante de x selon l’axe dirigé par eg.
Des études théoriques et numériques ont conduit à l’évaluation de CE (voir [37]).
Par rapport à celui de Smagorinsky, ce modèle a plus de capacité à prendre en
compte le couplage entre la vitesse et la température. En revanche, il nécessite un
traitement particulier lorsque
|S|2 <
βg
Prsm
∂θ
∂xg
.
On met généralement νsm à zéro dans ce cas.
Modèle d’Eidson modifié
Pour éviter la mise à zero de νsm dans le modèle d’Eidson, Peng et Davidson
([106]) propose la modification suivante :
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νsm = CEδ
2 1
|S|
(
|S|2 −
βg
Prsm
∂θ
∂xg
)
,
κsm =
CEδ
2
Prsm
1
|S|
(
|S|2 −
βg
Prsm
∂θ
∂xg
)
.
Les auteurs n’ont pas jugé nécessaire l’hypothèse d’équilibre local, qui n’est plus
satisfaite ici. Notons que ce modèle comporte une partie correspondant au modèle
de Smagorinsky.
D’autres modèles se basant sur le concept de viscosité et diffusivité de sous-maille
ont été construits. On trouve par exemple d’autres modèles de Peng et Davidson dans
[106] et [108], qui sont du même type que le modèle d’Eidson modifié. On peut aussi
mentionner les modèles mixtes de Sergent et al. ([127, 129, 128]) développés en partie
au LEPTAB, qui s’inspire du modèle d’échelle mixte ([121]) et qui fait intervenir
l’équation d’évolution de l’énergie cinétique de sous-maille.
Peu sont les modèles n’utilisant pas ce concept de viscosité et diffusivité de sous-
maille. La plupart de tels modèles se basent sur l’hypothèse de similarité d’échelles.
c) Modèles de similarité d’échelles
En effectuant une simple transposition du modèle de Bardina, on obtient le
modèle suivant :
τ d = C1(ũ⊗ u− ũ⊗ ũ),
Π = C2(θ̃ u− θ̃ ũ).
Comme dans le cas des équations de Navier-Stokes, il existe des variantes en
évaluant par exemple les constantes d’une manière dynamique pour améliorer les
performances, ou bien en combinant avec le modèle de Smagorinsky pour plus de
dissipation ([127, 92]).
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Résumons alors ces différents modèles dans le tableau suivant.
Modèle de Smagorinsky
τ d = Csδ
2|S|S Π =
Csδ
2
Prsm
|S|∇θ
Modèle dynamique
τ d =
tr(LM)
tr(M2)
δ
2|S|S Π =
tr(LMT )
tr(MMT ) δ
2|S|∇θ
Modèle d’Eidson
τ d = CEδ
2
(
|S|2 −
βg
Prsm
∂θ
∂xg
)1/2
S Π =
CEδ
2
Prsm
(
|S|2 −
βg
Prsm
∂θ
∂xg
)1/2
∇θ
Modèle d’Eidson modifié
τ d = CEδ
2 1
|S|
(
|S|2 −
βg
Prsm
∂θ
∂xg
)
S Π =
CEδ
2
Prsm
1
|S|
(
|S|2 −
βg
Prsm
∂θ
∂xg
)
∇θ
Modèle de similarité d’échelles
τ d = C1(ũ⊗ u− ũ⊗ ũ) Π = C2(θ̃ u− θ̃ ũ).
Pour les raisons déjà évoquées, on va analyser ces différents modèles selon qu’ils
respectent ou non l’invariance par les symétries. Avant cela, calculons le groupe de
symétrie des équations de la convection thermique.
1.4.3 Le groupe de symétrie des équations de la convection
thermique
Si on cherche les symétries à un paramètre
(t, x, u, p, θ) 7→ (t̂, x̂, û, p̂, θ̂)
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des équations de la convection thermique (1.44), alors les générateurs prennent la
forme suivante :
X = ξt
∂
∂t
+
3∑
i=1
ξxi
∂
∂xi
+
3∑
i=1
ηui
∂
∂ui
+ ηp
∂
∂p
+ ηθ
∂
∂θ
Pour simplifier les écritures, on va supposer dans ce paragraphe que l’axe vertical
correspond à la troisième coordonnée, c’est-à-dire
eg = e3 et xg = x3.
En utilisant toujours le programme DESOLV, on trouve les générateurs infinité-
simaux de (1.44) qui sont :
X0 =
∂
∂t
Y0 = ζ(t)
∂
∂p
X12 = x2
∂
∂x1
− x1
∂
∂x2
+ u2
∂
∂u1
− u1
∂
∂u2
Xi = αi(t)
∂
∂xi
+ α′i(t)
∂
∂ui
− ρ xi α′′i (t)
∂
∂p
, i = 1, 2, 3
Y ′1 = 2t
∂
∂t
+
3∑
j=1
xj
∂
∂xj
−
3∑
j=1
uj
∂
∂uj
− 2p
∂
∂p
− 3θ
∂
∂θ
Z = βg x3
∂
∂p
+
1
ρ
∂
∂θ
Si on permet aussi à ν et κ de varier lors de la transformation alors on obtient
un générateur infinitésimal indépendant supplémentaire :
Y ′2 = xj
∂
∂xj
+ uj
∂
∂uj
+ 2p
∂
∂p
+ θ
∂
∂θ
+ 2ν
∂
∂ν
+ 2κ
∂
∂κ
.
Avec ces générateurs, on déduit les groupes de symétrie (à un ou un nombre fini
de paramètres) des équations (1.44).
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Le groupe des translations temporelles
Les équations (1.44) sont invariantes par rapport aux translations temporelles
(t, x, u, p) 7→ (t+ a, x, u, p)
dont le groupe est engendré par X0.
Le groupe des translations par rapport à la pression
Les translations par rapport à la pression s’écrivent :
(t, x, u, p, θ) 7→ (t, x, u, p+ ζ(t), θ).
où ζ est une fonction C∞ arbitraire. Ici aussi, la pression n’est définie qu’à une
fonction du temps près.
Le groupe des rotations horizontales
X12 engendre le groupe des rotations d’angle fixe a dans le plan horizontal :
(t, x, u, p, θ) 7→ (t, Rx,Ru, p, θ)
avec
R =


cos a sin a 0
− sin a cos a 0
0 0 1

 .
Par rapport au cas des équations de Navier-Stokes, on a perdu l’invariance par
toute rotation non horizontale. Mathématiquement, ceci est dû au fait qu’ici, on ne
néglige plus l’effet de la gravité et que le terme correspondant à la poussée thermique
empêche l’invariance ; mais intuitivement, ceci s’explique par le fait que la force de
gravité ne peut être que verticale, et que toute rotation affectant l’axe verticale ne
préserve donc pas les équations.
Le groupe des transformations galiléennes généralisées
Comme les équations de Navier-Stokes, les équations de la convection thermique
sont invariantes par les transformations galiléennes généralisées
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(t, x, u, p, θ) 7→ (t, x+ α(t), u+ α′(t), p+ ρ x  α′′(t), θ),
qui forment le groupe à trois paramètres engendré par les Xi, i = 1, 2, 3.
Le premier groupe de changements d’échelle
Y ′1 génère le premier groupe de changements d’échelle :
(t, x, u, p, θ) 7→ (a2t, ax,
1
a
u,
1
a2
p,
1
a3
θ),
qui est simplement l’extension du premier groupe de changements d’échelle des
équations de Navier-Stokes.
Le groupe des translations pression-température
En plus de l’invariance par rapport aux translations temporelles et de pres-
sion, les équations de la convection thermique sont invariantes par rapport à aux
translations suivantes qui font intervenir la pression et la température
(t, x, u, p, θ) 7→ (t, x, u, p+ a βg x3, θ + a
1
ρ
).
Ces transformations sont générées par le champ de vecteur Z qui n’a pas de corres-
pondant dans le cas des équations de Navier-Stokes.
Cette invariance signifie que si on augmente la température en tout point de
l’écoulement d’une constante alors la vitesse ne change pas, tandis que la pression se
trouve augmentée (ou diminuée) d’une fonction linéaire de la coordonnée verticale.
Enfin, il nous reste les transformations acceptant des variations de ν et de κ :
Le second groupe de changements d’échelle
Le second groupe de changements d’échelle est formé des transformations :
(t, x, u, p, θ, ν, κ) 7→ (t, ax, au, a2p, aθ, a2ν, a2κ)
Si on associe ce groupe avec le premier groupe de changements d’échelle, on
obtient le groupe de changements d’échelle à deux paramètres composé des trans-
formations suivantes :
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(t, x, u, p, θ, ν, κ) 7→ (a2t, ab x,
b
a
u,
b2
a2
p,
b
a3
θ, b2ν, b2κ)
où a et b sont des réels.
La théorie de Lie nous a donc permis de trouver tous les groupes de symétrie à
un (nombre fini de) paramètre(s) des équations de la convection thermique (1.44).
Voyons maintenant si, parmi les autres symétries des équations de Navier-Stokes, il
y en a qui sont aussi symétries de (1.44). On va commencer par la réflection.
L’invariance par réflection
Si on applique la réflection telle qu’elle est définie pour les équations de Navier-
Stokes, c’est-à-dire comme étant la transformation :
(t, x, u, p, θ) 7→ (t,Λix,Λiu, p, θ), i = 1, 2 ou 3,
on obtient :
∂û
∂t̂
+ d̂iv(û⊗ û) +
1
ρ
∇̂p̂− 2ν d̂ivŜ − βgθ̂ e3 =
Λi
[
∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS
]
− βgθ e3.
La matrice Λi peut être mis en facteur dans tout le second membre si i = 1 ou 2 car
Λ1 = diag(−1, 1, 1) et Λ2 = diag(1,−1, 1) ne modifient pas la troisième composante
du terme entre crochets. Par contre, lorsqu’on applique Λ3 = diag(1, 1,−1), le signe
de cette troisième composante change. Donc, pour que Λi puisse se mettre en facteur
lorsque i = 3, il faut que θ change aussi de signe. Pour avoir l’invariance des équations
de la dynamique, les trois réflections doivent donc être définies par :
(t, x, u, p, θ) 7−→ (t,Λ1x,Λ1u, p, θ),
(t, x, u, p, θ) 7−→ (t,Λ2x,Λ2u, p, θ),
(t, x, u, p, θ) 7−→ (t,Λ3x,Λ3u, p,−θ).
Par ailleurs, ces trois transformations laissent invariantes les équations de la
température et de l’incompressibilité. Les équations de la convection thermique sont
92 Chapitre 1. Analyse de la LES et symétries
donc invariantes par le groupe des réflections dont les éléments sont les transforma-
tions :
(t, x, u, p, θ) 7−→ (t,Λx,Λu, p, ι3θ)
où
Λ =


ι1 0 0
0 ι2 0
0 0 ι3

 et ιi = ±1, i = 1, 2, 3.
L’indifférence matérielle
Les équations (1.44) ne sont pas invariantes par la transformation matérielle qui,
rappelons-le, est une rotation plane dépendante du temps, appliquée à un écoule-
ment évoluant parallèlement au même plan. En effet, comme la composante ver-
ticale a une importance particulière à cause de la gravité, alors, si l’écoulement
évolue parallèlement à un plan, ce plan est nécessairement vertical (penser à une
représentation de la cavité différentiellement chauffée, voir figure Fig. 1.9). Les seules
rotations planes qu’on peut considérer sont donc les rotations planes verticales. Or,
comme on l’a signalé précédemment, les équations (1.44) ne sont pas invariantes par
rotation non horizontale. D’ailleurs, si on calcule les symétries d’un écoulement en
deux dimensions, on retrouve toutes les symétries citées précédemment (adaptées
à la dimension 2), sauf la rotation. On conclut que les équations de la convection
thermique ne satisfont pas l’indifférence matérielle.
>
>
>
>
>
>
>
>
>
direction de
la force de
gravité
Fig. 1.9 – Représentation d’une cavité différentiellement chauffée
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Le tableau suivant résume les symétries des équations de la convection thermique,
avec éventuellement le générateur infinitésimale correspondant.
Translations temporelles (Transt)
X0 =
∂
∂t
(t, x, u, p, θ) 7→ (t+ a, x, u, p, θ)
Translations de pression (Transp)
Y0 = ζ(t)
∂
∂p
(t, x, u, p) 7→ (t, x, u, p+ ζ(t))
Translations de pression-température (Transpθ)
Z = βg x3
∂
∂p
+
1
ρ
∂
∂θ
(t, x, u, p, θ) 7→ (t, x, u, p+ a βg x3, θ + a
1
ρ
)
Rotations (Rot3)
X12 = x2
∂
∂x1
− x1
∂
∂x2
+ u2
∂
∂u1
− u1
∂
∂u2
(t, x, u, p, θ) 7→ (t, R3x,R3u, p, θ)
R3 est la matrice de rotation dans le plan (x10x2)
Transformations galiléennes généralisées (Transg)
Xi = αi(t)
∂
∂xi
+ α′i(t)
∂
∂ui
− ρ xi α′′i (t)
∂
∂p
, i = 1, 2, 3
(t, x, u, p, θ) 7→
(
t, x+ α(t), u+ α′(t), p− ρx  α′′(t), θ
)
Premier changements d’échelle (Ech1)
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Y ′1 = 2t
∂
∂t
+
3∑
j=1
xj
∂
∂xj
−
3∑
j=1
uj
∂
∂uj
− 2p
∂
∂p
− 3θ
∂
∂θ
(t, x, u, p, θ) 7→ (a2t, ax,
1
a
u,
1
a2
p,
1
a3
θ)
Second changements d’échelle (Ech2)
Y ′2 = xj
∂
∂xj
+ uj
∂
∂uj
+ 2p
∂
∂p
+ θ
∂
∂θ
+ 2ν
∂
∂ν
+ 2κ
∂
∂κ
(t, x, u, p, θ, ν, κ) 7→ (t, ax, au, a2p, aθ, a2ν, a2κ)
Réflections (Refl)
(t, x, u, p, θ) 7→ (t,Λx,Λu, p, ι3θ)
Λ est une matrice diagonale de la forme
Λ = diag(ι1, ι2, ι3) et ιi = ±1
Toutes ces symétries vont maintenant nous permettre d’analyser la qualité des
modèles.
1.4.4 Analyse des modèles par rapport aux symétries
On va ici compléter l’analyse qu’on a faite pour les équations de Navier-Stokes.
Comme on l’a déjà mentionné, pour le modèle de similarité d’échelles, τ possède
toutes les propriétés du terme qu’il représente, c’est-à-dire de (u⊗ u−u⊗u), du point
de vue des symétries. Il en est de même pour Π. Le modèle de similarité d’échelles
est donc invariant par toutes les symétries. Il nous reste donc à analyser les autres
modèles.
a) Invariance par les translations temporelle, de pression et galiléenne
Généralement, les modèles n’incluent ni le temps ni la pression. L’invariance par
la translation temporelle
(t, x, u, p, θ) 7→ (t+ a, x, u, p, θ)
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et la translation de pression
(t, x, u, p, θ) 7→ (t, x, u, p+ ζ(t), θ)
ne pose donc pas de problème.
Ensuite, la transformation galiléenne généralisée modifie les variables de la mani-
ère suivante :
(t, x, u, p, θ) 7→ (t, x+ α(t), u+ α′(t), p+ ρx  α′′(t), θ)
◮ Pour le modèle de Smagorinsky et les modèles d’Eidson, u n’intervient que
par son gradient. Or,
∇̂û = ∇u.
D’autre part, θ n’est pas modifié par la transformation. Ces modèles sont donc
invariants.
◮ Pour le modèle de similarité d’échelle, on a :
˜̂u⊗ û− ˜̂u⊗ ˜̂u = ˜(u+ α′) ⊗ (u+ α′) − ˜(u+ α′) ⊗ ˜(u+ α′) = ũ⊗ u− ũ⊗ ũ
et
˜̂
θ û−
˜̂
θ ˜̂u = ˜θ (u+ α′) − θ̃ ˜(u+ α′) = θ̃ u− θ̃ ũ.
Le modèle est donc invariant.
◮ En rassemblant les résultats précédents, on montre enfin que le modèle dyna-
mique est également invariant par la transformation galiléenne généralisée.
b) Invariance par la translation pression-température
Les équations filtrées (1.45) sont invariantes par la translation pression-tempéra-
ture
(t, x, u, p, θ) 7→ (t, x, u, p+ a βg x3, θ + a
1
ρ
)
si et seulement si
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τ̂ = τ et Π̂ = Π. (1.47)
◮ Le modèle de Smagorinsky et les modèles d’Eidson ne font intervenir la tempé-
rature filtrée que par l’intermédiaire de ses dérivées et vérifient donc (1.47).
◮ D’autre part :
˜̂
θ û−
˜̂
θ ˜̂u = (θ̃ u+ a1
ρ
ũ) − (θ̃ ũ+ a
1
ρ
ũ) = θ̃ u− θ̃ ũ.
Le modèle de similarité d’échelle, ainsi que le modèle dynamique sont donc
invariants.
c) Invariance par réflexions et par rotation
Considérons d’abord les réflections dans les deux premières directions et la rota-
tion. Le cas de la troisième réflection, qui transforme aussi θ sera traité à part.
Notons Υ l’une des matrices Λ1, Λ2 et R3. Les équations filtrées (1.45) sont
invariantes par les deux réflections et la rotation si et seulement si
τ̂ = ΥτΥT et Π̂ = ΥΠ. (1.48)
◮ Puisque
Ŝ = ΥSΥT et ∇̂θ̂ = Υ∇θ
et que θ n’est pas modifié, le modèle de Smagorinsky et les modèles d’Eidson
vérifient (1.48) et sont donc invariants.
◮ De plus,
û⊗ û = Υ(u⊗ u)ΥT et θ̂û = Υ(θu).
Cela conduit à l’invariance du modèle de similarité d’échelle puis du modèle
dynamique.
Pour la troisième réflection, les équations filtrées sont invariantes si et seulement
si
τ̂ = Λ3τΛ3
T = τ et Π̂ = −Λ3Π.
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◮ Pour cette troisième réflection, on a :
Ŝ = S, ∇̂θ̂ = −Λ3∇θ et
∂θ̂
∂x̂3
=
∂θ
∂x3
.
Avec ces relations, on montre que les modèles de Smagorinsky et les modèles
d’Eidson vérifient bien (1.4.4).
◮ Pour le modèle de similarité d’échelles et le modèle dynamique, on a :
û⊗ û = u⊗ u et θ̂û = −Λ3θu.
Cela conduit à l’invariance des modèles.
d) Invariance par changements d’échelle
Les équations filtrées sont invariantes par les changements d’échelle
(t, x, u, p, θ, ν, κ) 7→ (a2t, abx,
b
a
u,
b2
a2
p,
b
a3
θ, b2ν, b2κ)
si
τ̂ =
b2
a2
τ et Π̂ =
b2
a4
Π.
◮ Comme
Ŝ =
1
a2
S et ∇̂θ̂ =
1
a4
∇θ,
on a, pour le modèle de Smagorinsky :
τ̂ =
1
a4
τ et Π̂ =
1
a6
Π.
Que ce soit par le premier changement d’échelle (correspondant à b = 1) ou
par le second (correspondant à a = 1), ni τ ni Π n’est donc invariant.
◮ Les modèles d’Eidson possèdent un terme similaire à celui au modèle de Sma-
gorinsky. Ils ne sont donc pas invariants.
◮ Le modèle de similarité d’échelle est invariant car
˜̂u⊗ û− ˜̂u⊗ ˜̂u = b
2
a2
(ũ⊗ u− ũ⊗ ũ)
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et
˜̂
θ û−
˜̂
θ ˜̂u = b
2
a4
(θ̃ u− θ̃ ũ).
◮ En utilisant ces dernières relations, on montre que le modèle dynamique est
aussi invariant.
Comme dans le cas des équations de Navier-Stokes, aucun modèle faisant interve-
nir directement δ n’est invariant par changement d’échelle et la procédure dynamique
répare la non-invariance du modèle de Smagorinsky, aussi bien pour τ que pour Π.
Le tableau suivant synthétise le résultat de notre analyse.
Transt Transp Transpθ Transg Rot3 Ech1 Ech2 Refl
Smagorinsky Oui Oui Oui Oui Oui Non Non Oui
Dynamique Oui Oui Oui Oui Oui Oui Oui Oui
Eidson Oui Oui Oui Oui Oui Non Non Oui
Eidson modif. Oui Oui Oui Oui Oui Non Non Oui
Similarité Oui Oui Oui Oui Oui Oui Oui Oui
Seuls donc le modèle dynamique et le modèle de similarité d’échelles sont inva-
riants par rapport au groupe de symétrie des équations de la convection thermique.
Dans ces quelques paragraphes, on a premièrement passé en revue les erreurs
théoriques posées par la commutation entre le filtrage et la dérivation. On a alors vu
qu’un bon choix de conditions aux limites peut réduire ces erreurs. Deuxièmement,
on a montré l’inconsistance de beaucoup de modèles vis-à-vis des symétries des
équations de Navier-Stokes ou des équations de la convection thermique. Cette in-
consistance fait que les solutions calculées avec ces modèles perdent les propriétés
des vraies solutions des équations et sont donc incapables de respecter par exemple
les lois de conservation ou les lois d’échelle. Le prochaine grande étape, qui fera l’ob-
jet du second chapitre, est alors de proposer des modèles de LES qui respectent le
groupe de symétrie des équations de départ (équations de Navier-Stokes et équations
de la convection thermique). Mais avant cela, terminons ce chapitre par un passage
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en revue des travaux qu’on a cités et qui montrent l’intérêt des symétries.
1.5 Revue des travaux d’autres auteurs sur les
symétries
A la fin de la section (1.1.4), nous avons fait référence à des travaux de quelques
auteurs dont Nœther, Oberlack, Fushchych et al. , Gandarias et al. , et d’Ünal.
L’objectif de cette dernière section est de donner un petit aperçu de ces travaux.
1.5.1 Sur le théorème de Nœther
Le théorème de Nœther est un résultat assez bien connu. Il s’applique à des
équations d’évolution qui dérivent d’un lagrangien. Il stipule qu’à chaque transfor-
mation qui laisse le lagrangien invariant correspond une loi de conservation (voir [99]
pour le texte original en allemand, [100] pour une version anglaise, [74] pour une
version française et historique, et [105] pour une théorie actualisée). Ce théorème
ne peut pas être utilisé directement pour les équations de Navier-Stokes car celles-ci
ne dérivent pas d’un lagrangien. En revanche, Ibragimov et Kolsrud ont proposé
dans [66] une méthode qui permet de passer outre cette condition, pour certaines
équations d’évolution. Le but de ce paragraphe est de décrire la démarche proposée,
sans les détails qui, pour la continuité du document, sont laissés dans l’annexe B.
Il conviendrait aussi de lire cet annexe au préalable pour plus de précision sur le
théorème de Nœther.
Le théorème de Nœther s’applique aux équations d’évolution qui peuvent s’écrire
sous forme d’une équation d’Euler-Lagrange :
∂L(u)
∂u
− Div
∂L(u)
∂u̇
= 0
où X désigne t et/ou x, u = u(X), u̇ désigne les dérivées de u et L est une fonction
de X, de u et de u̇. Div est l’opérateur de divergence par rapport à ξ :
f 7−→ Div f =
∑
i
df
dX i
.
Soit maintenant une équation d’évolution
F (X, u) = 0 (1.49)
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qui ne dérive pas forcément d’un lagrangien. On dira que cette équation dérive d’un
« bilagrangien » si on peut trouver une fonction L de X, de u, d’une autre variable
v = v(X) et des dérivées u̇ et v̇ telle que l’équation (1.49) s’écrive sous la forme
∂L(u, v)
∂v
− Div
∂L
∂v̇
= 0.
Lorsque tel est le cas, on peut appliquer le théorème de Nœther au système d’équa-
tions



∂L(u, v)
∂v
− Div
∂L(u, v)
∂v̇
= 0
∂L(u, v)
∂u
− Div
∂L(u, v)
∂u̇
= 0.
(1.50)
puisque ce système peut s’écrire sous la forme
∂L(u)
∂u
− Div
∂L(u)
∂u̇
= 0
où u = (u, v), et cette dernière équation dérive du lagrangien L(u). La deuxième
équation de (1.50) est appelée équation adjointe.
En s’inspirant des exemples d’Ibragimov et de Kolsrud, nous montrons dans
l’annexe B que les équations de Navier-Stokes dérivent d’un bilagrangien. On pourra
donc leur appliquer le théorème de Nœther et déduire des lois de conservation.
Lors de la modélisation de la turbulence, si un modèle de turbulence détruit les
symétries des équations alors on ne pourra plus retrouver ces lois de conservation.
1.5.2 Oberlack et les lois d’échelle
Dans ce paragraphe, on décrit rapidement la manière dont Oberlack a obtenu
des lois d’échelle grâce aux symétries. Les détails de calcul peuvent être trouvés dans
beaucoup de ses articles dont [102, 104].
Supposons qu’on a un écoulement stationnaire dans un canal comme sur la figure
Fig. 1.10 ou bien qu’on a un écoulement quelconque mais qu’on se place proche
d’une paroi solide (dans ce dernier cas, les lois d’échelle sont des lois de paroi). La
composante < u1 > de la vitesse moyenne dépend alors uniquement de x2, tandis
que les autres composantes sont nulles.
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Fig. 1.10 – Ecoulement plan
En calculant les générateurs infinitésimaux (qui laissent aussi ν se transformer)
des équations vérifiées par la fluctuation statistique de vitesse u− < u >, on déduit
entre autres que
ξx2 = a1x2 + a3 et
η<u1> = (a1 − a4) < u1 > +a2.
où les ai sont des réels arbitraires. Par ailleurs, si a est le paramètre de la trans-
formation, on peut écrire que
d < u1 >
dx2
=
d<̂ u1 >
dx̂2
∣∣∣∣∣
a=0
=
(
d<̂ u1 >
da
da
dx2
)∣∣∣∣∣
a=0
=
η<u1>
ξx2
.
On en déduit que
dx2
a1x2 + a3
=
d < u1 >
(a1 − a4) < u1 > +a2
.
Enfin, en jouant sur les ai, on obtient les lois d’échelles :
◮ Loi algébrique si a1 /∈ {0, a4} :
< u1 >= C1(a1x+ a3)
1−a4/a1 −
a2
a1 − a4
où C1 est une constante.
◮ Loi logarithmique si a1 = a4 6= 0, b 6= 0 :
< u1 >=
a2
a1
ln(x+
a3
a1
) + C2
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où C2 est une constante.
◮ Loi exponentielle si a1 = 0, a4 6= 0 et a3 6= 0 :
< u1 >= C3e
−a4x/a3 +
a2
a4
où C3 est une constante.
◮ Loi linéaire si a1 = a4 = 0, a2 6= 0 et a3 6= 0 :
< u1 >=
a2
a3
x2 + C4
où C4 est une constante.
Si un modèle de turbulence ne respecte pas les symétries des équations alors le
champ de vitesse obtenu peut ne plus suivre ces lois d’échelle.
1.5.3 Gandarias et al. et le modèle K − ε
Dans [50], Gandarias et al. calculent des solutions des équations d’évolution de
K − ε, et montre l’existence de fronts progressifs (travelling wave) décroissants et
bornés. Cela a été fait en réduisant les équations avec les groupes de symétrie.
Rappelons qu’une équation où l’inconnue est une fonction y(t, x) admet un front
progressif s’il existe une fonction h et une constante v telle que
y(t, x) = h(x+ vt)
soit solution.
On se place dans le cas de la dimension 1. Notons alors
u′′ = u− < u >
la fluctuation statistique de vitesse,
S ′′ =
1
2
(∇u′′ + ∇u′′T ) =
∂u′′
∂x
ε =
ν
2
< trS ′′2 >=
ν
2
〈(
∂u′′
∂x
)2〉
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le taux de dissipation et
K = u′′2
la densité d’énergie turbulente.
Considérons les équations



∂K
∂t
= α
∂
∂x
(
K
2
ε
∂K
∂x
)
− ε
∂ε
∂t
= β
∂
∂x
(
K
2
ε
∂ε
∂x
)
− γ
ε2
K
(1.51)
où les réels α, β et γ sont les paramètres du modèle.
Comme des simulations numériques conduisent à α ≃ β, on suppose que α = β.
Dans ce cas, on montre que la solution vérifie :
K(t, x) = (γ − 1) (t+ t0) ε(t, x) (1.52)
où t0 ∈ R.
Le groupe de symétrie des équations (1.51) est engendré par les générateurs
infinitésimaux suivants
∂
∂x
, x
∂
∂x
+ 2K
∂
∂K
+ 2ε
∂
∂ε
,
X0 =
∂
∂t
, t
∂
∂t
+ 2K
∂
∂K
+ 2ε
∂
∂ε
.
En utilisant l’invariance par chacune des symétries sous-jacentes, on peut réduire
les équations en d’autres équations plus simples, mais ici, on ne s’intéressera qu’à
l’invariance par translation temporelle, engendré par X0. Cette invariance permet
de prendre t0 = 0. Dans ce cas, en utilisant (1.52) on a :
(γ − 1)t
∂ε
∂t
− α(γ − 1)3t3
∂
∂t
(
ε
∂ε
∂t
)
+ γε = 0. (1.53)
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Ecartons le cas trivial où γ = 1. Le groupe de symétrie de (1.53) est engendré
par les quatre générateurs infinitésimaux
V1
∂
∂x
, V2 = t
∂
∂t
− 3ε
∂
∂ε
,
V3 = x
∂
∂x
+ 2ε
∂
∂ε
, V4 = t
− γ−2
γ−1
∂
∂t
−
γ
γ − 1 t
− 2γ−3
γ−1 ε
∂
∂ε
.
La réduction par rapport à chaque combinaison de ces générateurs conduit à
des solutions sous une forme particulière. Prenons le cas de V2. V2 correspond au
changement d’échelle
(t, x, ε) 7→ (t, ax, a2ε)
Les solutions auto-similaires par rapport à cette transformation sont de la forme
ε = x2h(t)
où la fonction h vérifie (utiliser (1.53)) :
(γ − 1)th′ − 6α(γ − 1)3t3h2 + γh = 0.
Le calcul de h donne
ε =
(2γ − 3)x2
kt
γ
γ−1 − 6α(γ − 1)3t3
si γ 6=
3
2
ε =
2x2
k − 3α ln t si γ =
3
2
.
ce qui conduit à deux solutions de (1.51), k étant une constante.
Prenons maintenant le générateur
vV1 + V4
où v est un réel quelconque. En empruntant la même démarche que précédemment,
on montre l’existence d’une autre fonction h telle que
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K(t, x) =
1
t
h(x− vt), ε(t, x) =
1
t2
h(x− vt)
lorsque γ = 2. Les auteurs montrent enfin que h peut être pris borné. D’où l’existence
de solutions sous forme de front progressif décroissant et borné, lorsque α = β et
γ = 2.
1.5.4 Réduction et solutions exactes des équations de Navier-
Stokes
Toujours en utilisant la méthode de réduction d’équations aux dérivées partielles
comme précédemment, Fushchych et ses collaborateurs [49, 47, 48, 111] ont pu cal-
culer des Ansätze des équations de Navier-Stokes, c’est-à-dire des solutions sous des
formes particulières (voir la définition précise dans [154]). A partir de ces Ansätze,
ils ont alors déduit un grand nombre de solutions exactes.
Vu le nombre de combinaisons qu’on peut obtenir avec les générateurs infi-
nitésimaux des équations de Navier-Stokes, on ne va prendre qu’un exemple. Soit
alors
(avec ρ = 1) :
X0, X12 + Y0(a1) + b
[
X3(t) + Y0(a2t)
]
, et X3(e
st) + Y0(a2e
st)
où
Y0(f(t)) = f(t)
∂
∂p
,
X3(f(t)) = f(t)
∂
∂x3
+ f ′(t)
∂
∂u3
− x3 f ′′(t)
∂
∂p
,
et a1, a2, et s sont des paramètres qui vérifient certaines conditions. Cette algèbre
fournit l’Ansatz suivant :
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u1 = x1ϕ1 − x2
ϕ2
r2
,
u2 = x2ϕ1 + x1
ϕ2
r2
,
u3 = ϕ3 + sx3 + ν arctan
x2
x1
,
p = h−
1
2
s2x23 + a1 arctan
x2
x1
+ a2x3
où
r2 = x21 + x
2
2,
et les ϕi et h sont des fonctions de la seule variable r. L’introduction de ces rela-
tions dans les équations de Navier-Stokes conduit alors à un système d’équations
différentielles puis à différentes solutions exactes, selon les valeurs des paramètres.
Notons que les solutions exactes trouvées offrent un nouveau moyen pour analyser
les modèles de sous-mailles.
1.5.5 Ünal et le spectre de Kolmogorov
On va décrire somairement ici la démarche empruntée par Ünal ([143]) pour
transformer les équations de Navier-Stokes en un autre problème ayant comme so-
lution les champs de vitesse qui ont le spectre de Kolmogorov.
Le principe de Kolmogorov suppose que le transfert d’énergie entre les différentes
échelles ne dépend pas des échelles, lorsqu’on est dans une zone inertielle. Cela se
traduit par l’invariance de ε par une certaine transformation d’échelle. Ünal a trouvé
que le changement d’échelle permettant de réaliser cette hypothèse est celui engendré
par le générateur infinitésimal
1
3
Y1 +
2
3
Y2 =
2
3
t
∂
∂t
+
3∑
j=1
xj
∂
∂xj
+
1
3
3∑
j=1
uj
∂
∂uj
+
2
3
p
∂
∂p
+
4
3
ν
∂
∂ν
et qui est donc
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(t, x, u, v, p, ν) 7→ (a2t, a3x, au, a2p, a4ν). (1.54)
L’auteur propose alors de réduire les équations de Navier-Stokes par cette transfor-
mation. Ainsi, si on note
X = xt−3/2,
les solutions auto-similaires par rapport à (1.54) sont de la forme
u = t1/2u∗(X), p = tp∗(X), ν = t2ν∗(X),
où u∗, p∗ et ν∗ sont des fonctions de X. En intégrant ces expressions dans les équations
de Navier-Stokes, on obtient de nouvelles équations sur u∗, p∗ et ν∗. Si on continue
la réduction, on arrive à un système d’équations différentielles ordinaires dont la
résolution devrait conduire à des solutions des équations de Navier-Stokes ayant le
spectre de Kolmogorov.
1.5.6 Ünal et le modèle de Speziale
Ce dernier paragraphe décrit brièvement la manière dont Ünal a retrouvé le
modèle de Speziale ([134]) dans [144] grâce aux symétries.
L’étude de la turbulence par approche RANS conduit à la modélisation du ten-
seur de Reynolds
τ = −ρ < u′′ ⊗ u′′ > .
Pour vérifier l’invariance par les translations temporelle et de pression, l’invariance
galiléenne et l’indifférence matérielle, Ünal propose de prendre
1
ρ
τ = a00I + a10A1 + a20A
2
1 + a01A2 + a02A
2
2
+ a11(A1A2 + A2A1) + a12(A1A
2
2 + A
2
2A1)
+ a21(A
2
1A2 + A2A
2
1) + a22(A
2
1A
2
2 + A
2
2A
2
1)
(1.55)
où les aij sont des fonctions de K et de ε. A1 et A2 sont les tenseurs de Rivlin-Ericksen
d’ordre 1 et deux définis par
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A1 = G+G
T
A2 =
dA1
dt
+ A1G+G
TA1
si G est le gradient de la vitesse moyenne
G = ∇ < u > .
On montre que τ est aussi invariant par réflection. Le modèle (1.55) est donc in-
variant par toutes les symétries des équations de Navier-Stokes, sauf les changements
d’échelle. On ne considérera pas le second changement d’échelle.
Le premier changement d’échelle (1.31) transforme K, ε, A1 et A2 de la manière
suivante :
K̂ = a−2K, ε̂ = a−4ε,
Â1 = a
−2A1 et Â2 = a
−4A4.
(1.56)
On suppose alors que les fonctions aij sont de la forme
aij = cij
K
l
εm
où cij sont des constantes et l et m sont des entiers. En jouant sur les puissances l
et m, et en tenant compte de (1.56), on arrive à trouver un modèle invariant par le
toutes les symétries à partir de (1.55) :
1
ρ
τ = c00KI + c10
K
2
ε
A1 + c20
K
3
ε2
A21 + c01
K
l
εm
A2 + c02
K
5
ε4
A22
+ c11
K
4
ε3
(A1A2 + A2A1) + c12
K
6
ε5
(A1A
2
2 + A
2
2A1)
+ c21
K
5
ε4
(A21A2 + A2A
2
1) + c22
K
7
ε6
(A21A
2
2 + A
2
2A
2
1).
(1.57)
Enfin, pour que τ d soit à trace nulle, on retranche (1
3
tr τ) de τ .
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En se limitant aux termes quadratiques, on obtient le modèle de Speziale (en
remarquant que A2 est un terme quadratique par rapport à G). Rappelons que
le modèle de Speziale ([134]) est une prolongation jusqu’au terme quadratique du
modèle K − ε standard.
Ces différents travaux témoignent de l’intérêt de respecter les symétries lors de
la modélisation de la turbulence. Dans le chapitre suivant, on va alors construire des
modèles de turbulence, par approche LES, qui respectent toutes les symétries des
équations de Navier-Stokes. Ces modèles pourront être vus comme une généralisation
du modèle d’Ünal dans la mesure où, contrairement à ce derniers, leurs coefficients
dépendront aussi des invariants fondamentaux des tenseurs qui interviennent.
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Chapitre 2
Construction de modèles
respectant les groupes de symétrie
On a déjà signalé, et on le montrera plus tard, que la procédure d’évaluation
dynamique de la constante d’un modèle permet de retrouver l’invariance d’échelle.
Une première idée pour construire un modèle respectant le groupe de symétrie des
équations est alors de partir d’un modèle déjà invariant par les autres symétries,
comme par exemple du modèle de Smagorinsky. Cette méthode a cependant quelques
inconvénients : premièrement, comme elle introduit un filtre test, elle nécessite des
conditions sur ce filtre, et deuxièmement, elle détruit le respect du second principe de
la thermodynamique. La conformité à ce principe représente pourtant une certaine
consistance physique du modèle. De plus, comme on le prouvera, elle garantit la
stabilité. Dans ce chapitre, nous proposons alors une autre méthode pour construire
des modèles de sous-maille qui sont non seulement consistants du point de vue des
symétries mais aussi conformes au second principe de la thermodynamique. Grâce à
des tests numériques, nous montrerons que les modèles ainsi construits débouchent
sur des résultats meilleurs que ceux obtenus avec les modèles les plus courants.
Ce chapitre se décompose comme suit. Dans la section 2.1, nous montrerons que la
procédure dynamique introduit par Lilly ([79]) permet bien de retrouver l’invariance
d’échelle du moment que le modèle se met sous la forme
CQ
où C est la constante à évaluer et Q représente la partie restante, indépendante de
C. Dans la section 2.2, on construira une classe de modèles qui respectent le groupe
de symétrie des équations de Navier-Stokes. On raffinera cette classe dans la section
2.3 pour que les modèles soient conformes au second principe de la thermodyna-
mique. On démontrera alors que la vérification de ce principe conduit à la stabilité
du modèle. Ensuite, nous prouverons l’efficacité numérique d’un des modèles ainsi
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construits dans la section 2.4. Nous utiliserons la même démarche dans la section
2.5 pour construire des modèles de la convection thermique invariants et respectant
le second principe de la thermodynamique.
2.1 Sur la procédure dynamique
Dans cette section, on va démontrer rapidement que la procédure d’évaluation
dynamique de la constante conduit à un modèle respectant l’invariance d’échelle. On
va prendre le cas de la modélisation de τ . Pour Π, la démonstration est analogue.
Soit un changement d’échelle qui transforme (entre autres) u en û tel que :
û = au,
a pouvant être une puissance du paramètre de la transformation. L’invariance par
changement d’échelle est maintenue si et seulement si :
τ̂ = a2τ. (2.1)
Supposons que τ est modélisé de la manière suivante :
τ = u⊗ u− u⊗ u ≃ CQ,
Q = F(t, x, u, p, θ, ν, κ, δ) étant un tenseur d’ordre 2 et C la constante du modèle.
Supposons aussi que Q se transforme par le changement d’échelle en
Q̂ = bQ.
Si b 6= a2 alors le modèle n’est pas invariant.
Lorsqu’on applique la procédure dynamique, on trouve l’expression suivante de
la constante :
C =
(ũ⊗ u− ũ⊗ ũ) : (Q− Q̃)
(Q− Q̃) : (Q− Q̃)
où Q = F(t, x, ũ, p̃, θ̃, ν, κ, δ̃) et le symbole «˜» représente le filtrage test. Or Q se
transforme de la même manière que Q, c’est-à-dire
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Q̂ = bQ.
D’où
Ĉ =
a2
b
C.
Enfin, puisque
τ̂ = ĈQ̂,
on retrouve bien la condition d’invariance (2.1).
Les simulations numériques attestent que la procédure dynamique améliore bien
la performance des modèles. Cependant, si on veut obtenir à l’aide de cette procédure
un modèle respectant toutes les symétries des équations, il faut partir d’un modèle
déjà invariant par toutes les symétries autres que la transformation d’échelle. Par
ailleurs, le second niveau de filtrage requiert quelques conditions sur le filtre pour
que celui-ci ne détruise pas les invariances.
En outre, la détermination dynamique de la constante n’assure pas que le modèle
vérifie le second principe de la thermodynamique. En effet, la constante pouvant
prendre des grandes valeurs, aussi bien positives que négatives, la dissipation totale
peut ne pas être positive sans forçage a posteriori.
Pour ces différentes raisons, on propose des nouveaux modèles de sous-maille
qui respectent de par leur construction le groupe de symétrie de Navier-Stokes,
sans besoin d’un recours à la procédure dynamique qui n’est finalement qu’une
modification du modèle pour corriger la non-invariance par changement d’échelle.
De plus, comme on le verra ci-après, une condition simple à vérifier suffit pour
s’assurer que la dissipation totale sera positive. On procédera en deux étapes. Dans la
première, on commencera par construire une classe de modèles respectant le groupe
de symétrie, puis, dans la section d’après, on restreindra cette classe aux modèles
compatibles avec le second principe de la thermodynamique.
2.2 Construction d’une classe de modèles inva-
riants
Un certain nombre d’auteurs se sont intéressé à la construction de modèles de
turbulence invariants. On peut citer Speziale ([134]) et Wang ([148, 149]). Mais,
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n’ayant pas utilisé la théorie de Lie, les seules symétries qui leur étaient disponibles
sont les translations, l’invariance galiléenne classique, l’indifférence matérielle et la
réflection. Ünal est jusqu’à présent l’un des seuls à avoir élaboré des modèles en
ayant pour but le respect de toutes les invariances des équations de Navier-Stokes. Il
l’a fait pour une approche RANS (voir la section 1.5.6). La méthode qu’il a utilisée
manque toutefois de généralité car les coefficients des modèles sont indépendants des
différents invariants fondamentaux.
Les fonctions qui interviendront dans les expressions des modèles seront consi-
dérées de classe C∞.
2.2.1 Invariance par les translations, les rotations et la re-
flection
Pour que le modèle soit invariant par rapport à la translation temporelle, la
translation par rapport à la pression et la transformation galiléenne, on choisit τ
comme fonction uniquement des dérivées spatiales de la vitesse filtrée et de la vis-
cosité dynamique ν (ν pouvant varier au cours des transformations). On a donc :
−τ = F
(
∂ui
∂xj |i, j = 1, . . . , d
, ν
)
.
Ensuite, pour s’assurer de l’invariance par rotation et de l’indifférence matérielle,
on ne fait intervenir les dérivées de la vitesse que par l’intermédiaire du tenseur des
taux de déformation filtré S = (∇u+ ∇uT )/2. Et τ prend la forme :
−τ = F (S, ν).
Contrairement à d’autres auteurs comme Lund et Novikov ou Kosovic, on n’a
donc pas inclus le tenseur de vorticité dans le modèle car celle-ci n’est pas objective.
Notons toutefois que le tenseur (W
2
)d est objectif (voir remarque 1.6).
Maintenant, supposons qu’on est en dimension 3. En appliquant le théorème de
Cayley-Hamilton à S, on peut écrire :
−τ = A(χ, ζ, ν) S +B(χ, ζ, ν) AdjS + h(χ, ζ, ν)I (2.2)
où χ = trS
2
et ζ = detS sont les invariants fondamentaux de S, le troisième
invariant, trS, étant nul. AdjS désigne ici l’adjugué ou comatrice de S défini par
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( AdjS)S = (detS)Id.
En prenant les traces, on obtient :
− tr τ = B tr AdjS + 3h.
En en extrayant h et en le réinjectant dans (2.2), on trouve :
−τ d = A(χ, ζ, ν) S +B(χ, ζ, ν) Adjd S
où
τ d = τ −
1
3
tr τId et Adj
d S = AdjS −
1
3
tr( AdjS)Id
sont les déviateurs de τ et de AdjS.
Enfin, puisque S est invariant par réflection, il en est de même pour τ .
Il reste donc à faire vérifier l’invariance par les deux changements d’échelle.
Remarque 2.1. On pourrait prendre S
2
à la place de AdjS. A part que le calcul
numérique de ce dernier (considéré comme une comatrice) est légèrement plus ra-
pide, il n’y aurait pas de différence théoriquement. Toutefois, ce choix nous permettra
d’extraire facilement la condition pour que le modèle vérifie le second principe de la
thermodynamique (voir la preuve de la proposition 2.8).
2.2.2 L’invariance par les changements d’échelle
Pour des raisons de simplicité, on va d’abord considérer le second changement
d’échelle.
a) Invariance par le second changement d’échelle
Le second changement d’échelle transforme x, u et ν de la manière suivante :
x 7→ x̂ = ax, u 7→ û = au, ν 7→ ν̂ = a2ν.
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Par conséquent,
Ŝ = S, χ̂ = χ, ζ̂ = ζ.
Pour garder l’invariance, il faut et il suffit que τ̂ = a2τ . Cela équivaut à
A(χ̂, ζ̂, ν̂) = a2A(χ, ζ, ν) et B(χ̂, ζ̂, ν̂) = a2B(χ, ζ, ν).
Ces relations sont vérifiées si et seulement si ν peut se mettre en facteur, c’est-
à-dire qu’il existe des fonctions scalaires A0 et B0 telles que
A(χ, ζ, ν) = ν A0(χ, ζ) et B(χ, ζ, ν) = ν B0(χ, ζ).
D’où l’expression de τ d :
−τ d = νA0(χ, ζ) S + νB0(χ, ζ) Adjd S (2.3)
b) Invariance par le premier changement d’échelle
La dernière symétrie à prendre en considération est le premier changement d’éc-
helle. A partir de la classe (2.3) de modèles qui sont déjà invariants par toutes les
autres symétries, on propose alors le théorème suivant :
Théorème 2.2. Supposons S 6= 0 et soit v =
detS
‖S‖3
. Alors un modèle de sous-maille
de la forme
−τ d = νA1(v) S + ν
1
‖S‖
B1(v) Adj
d S (2.4)
où A1 et B1 sont des fonctions scalaires arbitraires respecte le groupe de symétrie
des équations de Navier-Stokes.
Preuve
Le premier changement d’échelle transforme x, u et ν de la manière suivante :
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x 7→ x̂ = ax, u 7→ û =
1
a
u, ν 7→ ν̂ = ν.
On en déduit que
S 7→
1
a2
S, AdjS 7→
1
a4
AdjS.
D’autre part, τ est invariant si et seulement si
τ̂ =
1
a2
τ.
Si τ est défini par (2.3) alors cette condition, récrite pour A0 et B0, devient :
A0(χ̂, ζ̂) = A0(χ, ζ) et B0(χ̂, ζ̂) = a
2B0(χ, ζ),
ou bien
A0(
1
a4
χ,
1
a6
ζ) = A0(χ, ζ) et B0(
1
a4
χ,
1
a6
ζ) = a2B0(χ, ζ).
Prenons la variation autour de a = 1, c’est-à-dire dérivons chaque membre par
a puis faisons a = 1. On obtient
−4χ
∂A0
∂χ
− 6ζ
∂A0
∂ζ
= 0 et − 4χ
∂B0
∂χ
− 6ζ
∂B0
∂ζ
= 2B0.
En utilisant les méthodes des caractéristiques ([5, 124]), on déduit, pour A0, une
surface solution est définie par une équation du type
F
(
ζ
χ3/2
, A0
)
= 0.
On peut alors prendre comme solution
A0(χ, ζ) = A1
(
ζ
χ3/2
)
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où A1 est une fonction scalaire. Quant à B0, la surface solution est du type
F
(
ζ
χ3/2
,
B0
χ−1/2
)
= 0.
On peut choisir
B0(χ, ζ) =
1
√
χ
B1
(
ζ
χ3/2
)
.
Il suffit alors d’injecter les expressions de A0 et B0 dans (2.3) et de remarquer que
√
χ = ‖S‖ et
ζ
χ3/2
= v pour avoir le théorème. 
On vient donc de construire une classe de modèles possédant l’invariance par
rapport à toutes les symétries des équations de Navier-Stokes et en particulier l’in-
variance par changements d’échelle qui fait défaut dans la plupart des modèles exis-
tants.
Revenons maintenant à des considérations plus spécifiques à la L.E.S. On sait
que le tenseur de sous-maille τ représente l’interaction entre les échelles résolues et
les échelles de sous-maille. Il engendre donc une certaine dissipation qui peut être
positive ou négative, selon le sens de la cascade d’énergie. Mais pour satisfaire le
second principe de la thermodynamique, il faut s’assurer que la dissipation totale
(la dissipation générée par τ ajoutée à la dissipation moléculaire) reste positive. Pour
que les modèles soient conformes à ce principe, on va restreindre la classe (2.4).
2.3 Conséquences du second principe de la ther-
modynamique
Pour plus de compatibilité aux équations de Navier-Stokes, on va d’abord poser
une hypothèse préliminaire avant de déduire des conditions de conformité avec le
second principe de la thermodynamique.
2.3.1 Préliminaire
Commençons par donner le lemme suivant :
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Lemme 2.3. Soit E un sous-espace convexe de Rn et
f : E −→ R
une fonction différentiable. Alors, si f est convexe et positif, on a
[
∇f(x)
]
T x ≥ 0
pour tout x dans E.
Preuve
Pour une fonction différentiable f , la définition de la convexité est équivalente à :
Pour tout x et y dans E, f(y) − f(x) ≤
[
∇f(x)
]
T (y − x)
On prend alors y = 0. Puis, par un changement d’origine adéquat, on peut se
ramener à f(y) = 0. D’où
[
∇f(x)
]
T x ≥ f(x).
Il ne reste plus qu’à utiliser la positivité de f . 
A l’échelle moléculaire, le tenseur des contraintes visqueuses τr = 2νS peut être
relié au tenseur des taux de déformation par1 :
τr =
∂ϕr
∂S
où ϕr est un potentiel
2 défini comme suit :
ϕr = ν trS
2.
1Ceci est un abus de langage car la vraie contrainte visqueuse est ρτr
2On devrait plutôt dire pseudo-potentiel car ce n’est pas la définition physique habituelle d’un
potentiel.
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Ce potentiel est convexe et positif. Le lemme 2.3 assure donc que la dissipation est
positive :
Φr = tr(τrS) ≥ 0.
De son côté, l’opposé du tenseur de sous-maille (−τ) peut être considéré comme
une contrainte de sous-maille, engendrant une dissipation
Φ = tr(−τS).
Pour rester compatible avec les équations de Navier-Stokes, on va faire l’hypothèse
que cette contrainte de sous-maille a la même propriété que la contrainte visqueuse
τr, c’est-à-dire :
Hypothèse 2.4. Le tenseur de sous-maille τ dérive d’un potentiel ϕ :
−τ =
∂ϕ
∂S
,
ϕ dépendant des invariants χ et ζ de S.
Avec cette hypothèse, la contrainte totale est donc
∂(ϕr + ϕ)
∂S
.
En vertu du lemme 2.3, il suffirait maintenant de s’assurer que le potentiel ϕ
est convexe et positif pour avoir une dissipation de sous-maille positive, ou bien de
s’assurer que ϕr+ϕ est convexe et positif pour avoir une dissipation totale positive.
Mais comme τ doit appartenir à la classe (2.4), il faut traduire l’hypothèse 2.4 sous
forme de conditions sur A1 et B1.
Supposons toujours que S 6= 0.
Lemme 2.5. Soit τ un tenseur défini par (2.4).
Alors, τ dérive d’un potentiel comme dans l’hypothèse 2.4, si et seulement si
A′1(v) = −B1(v) − 3vB′1(v).
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Preuve
Supposons que τ dérive d’un potentiel ϕ :
−τ =
∂ϕ
∂S
.
On a alors
−τ d =
(
∂ϕ
∂S
)d
.
D’où
−τ d =
(
∂ϕ
∂χ
dχ
dS
+
∂ϕ
∂ζ
dζ
dS
)d
=
(
2
∂ϕ
∂χ
S +
∂ϕ
∂ζ
AdjS
)d
= 2
∂ϕ
∂χ
S +
∂ϕ
∂ζ
Adjd S.
En comparant cela à (2.4), il vient :
1
2
νA1(v) =
∂ϕ
∂χ
et ν
1
√
χ
B1(v) =
∂ϕ
∂ζ
.
v étant égal à
ζ
χ3/2
. Par conséquent, si τ dérive d’un potentiel ϕ si et seulement si
∂
∂ζ
(
1
2
νA1(v)
)
=
∂2ϕ
∂χ∂ζ
=
∂
∂χ
(
ν
1
√
χ
B1(v)
)
,
c’est-à-dire si
1
2
1
χ3/2
A′1(v) = −
1
2
1
χ3/2
B1(v) −
3
2
ζ
χ3
B′1(v)
ou
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A′1(v) = −B1(v) − 3vB′1(v).
Pour la réciproque, il suffit de remonter le calcul. 
Comme conséquence immédiate du lemme , on a :
Proposition 2.6. Un tenseur τ défini par
−τ d = ν
[
2gτ (v) − 3vg′τ(v)
]
S + ν
1
‖S‖
g′τ(v) Adj
d S, (2.5)
où gτ est une fonction scalaire arbitraire, appartient à la classe (2.4) et dérive d’un
potentiel comme dans l’hypothèse 2.4.
Preuve
Il suffit de remarquer que la condition du lemme 2.5 sur A1 et B1 possède comme
solution :
A1(v) = 2gτ (v) − 3vg′τ (v) et B1(v) = g′τ (v). (2.6)
si gτ est une primitive de B1. Et comme B1 est arbitraire (ce qui n’est pas le cas de
A1 qui dépend de B1), il en est de même de gτ . 
Remarque 2.7. Les relations (2.6) entrâınent que
A1 + 3vB1 = 2gτ . (2.7)
On s’en servira plus tard.
2.3.2 Vérification du second principe
On va maintenant restreindre la classe (2.5) de manière à ce que, pour chaque
modèle lui appartenant, il soit sûr que la dissipation totale
ΦT = tr
[
(τ r − τ)S
]
est positive.
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Proposition 2.8. Soient τr = 2νS et τ un tenseur vérifiant la conclusion de la
proposition 2.6. Supposons que la fonction g qui détermine τ est telle que
1 + gτ (w) ≥ 0 (2.8)
pour tout réel w. Alors
tr
[
(τ r − τ)S
]
≥ 0.
Preuve
La dissipation totale vaut
ΦT = tr
[
(τ r − τ)S
]
= tr
[
(τ r − τ d)S
]
car trS = 0. D’où, en reprenant la relation (2.4),
ΦT = 2ν trS
2
+ νA1 trS
2
+ 3ν
1
√
χ
B1 detS
puisque tr[( AdjS)S] = tr[(detS)I] = 3 detS
= 2νχ+ νχA1 + 3ν
ζ
√
χ
B1
= 2νχ+ νχ(A1 + 3vB1)
= 2νχ+ 2νχgτ (v)
en tenant compte de (2.7).
Par suite
ΦT = 2χν(1 + gτ (v)).
Comme S a été supposé non nul, on a :
ΦT ≥ 0 ⇐⇒ 1 + gτ (v) ≥ 0.
D’où la proposition. 
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La proposition 2.8 signifie que, pour peu que la fonction
1 + gτ
reste positive, un modèle défini par (2.5) respecte le second principe de la thermo-
dynamique. On n’a cependant pas à vérifier cette condition sur R tout entier, mais
uniquement sur un intervalle borné, comme le montre le résultat suivant.
Lemme 2.9. Soit S une matrice carré réelle de dimension 3×3 non nulle et w =
detS
‖S‖3 .
Si S est symétrique et à trace nulle alors il existe un réel w∗ tel que w ∈ [−w∗, w∗].
Preuve
Soit S vérifiant les hypothèses du lemme.
Comme S est symétrique réelle, elle est diagonalisable. Dans une base adéquate,
elle s’écrit donc :
S =


λ 0 0
0 λ2 0
0 0 λ3


λ, λ2 et λ3 étant des réels.
Puisque S est non nul, on peut se ramener au cas où λ 6= 0. Soit alors c =
λ2
λ
∈ R.
Comme S est à trace nulle, on a encore :
S =


λ 0 0
0 cλ 0
0 0 −(1 + c)λ


Par suite, comme le déterminant et la norme sont invariants par changement de
base,
w =
detS
‖S‖3 =
λ3c(1 + c)
λ323/2(1 + c+ c2)3/2
=
c(1 + c)
23/2(1 + c+ c2)3/2
L’allure de la fonction
c 7→
c(1 + c)
23/2(1 + c+ c2)3/2
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–2 1
 –1/2
w*
*
>
c
–w
>
Fig. 2.1 – Allure de w lorsque c varie
qui est représentée sur la figure Fig. 2.1 montre clairement que w est borné. Une
étude de la dérivée permet d’extraire les extremums et de déduire que
|w| ≤
1
3
√
6
= w∗.

Rassemblons et résumons alors tous ces résultats dans le théorème suivant.
Théorème 2.10. Soit v =
detS
‖S‖3
. Alors un modèle de sous-maille τ tel qu’il existe
une fonction gτ vérifiant :
−τ d = ν
[
2gτ (v) − 3vg′τ(v)
]
S + ν
1
‖S‖
g′τ(v) Adj
d S (2.9)
respecte le groupe de symétrie des équations de Navier-Stokes et dérive d’un potentiel.
Si de plus
126 Chapitre 2. Construction de modèles respectant les groupes de symétrie
1 + gτ (w) ≥ 0 pour tout w ∈ [−w∗, w∗] (2.10)
où w∗ =
1
3
√
6
alors τ est conforme au second principe de la thermodynamique.
Grâce à ces quelques paragraphes, on a donc pu construire des modèles mathéma-
tiquement consistants non seulement du point de vue des symétries mais aussi du
point de vue thermodynamique. De plus, la généralité de ces modèles permet de
demander à ce qu’ils vérifient d’autres propriétés mathématiques ou physique. Par
ailleurs, comme on le démontrera ci-après, la vérification du second principe assure
la stabilité du modèle.
2.3.3 Stabilité du modèle
Le but de cette section est de montrer qu’un modèle défini comme dans le
théorème 2.10 possède une énergie finie. Pour cela, on va établir un résultat beau-
coup plus général qui prouve que dès que le second principe de la thermodynamique
est vérifié, l’énergie est finie. Mettons nous alors dans le cas où les conditions au bord
sont uniquement du type Dirichlet. Quitte à effectuer un changement de variable,
supposons que les équations filtrées s’écrivent :



∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− div(τ r − τ) = F
divu = 0
(2.11)
avec les conditions



u = 0 sur Γ
u(0, x) = γ(x) sur Ω
τ r étant, rappelons-le, τ r = 2νS. Et comme ces équations ne déterminent la pression
p qu’à une constante additive près, on va supposer que
∫
Ω
p(t, x) dx = 0 ∀t ∈ [0, tf ],
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tf désignant le temps final d’étude, tf > 0. On a alors la proposition suivante.
Proposition 2.11. Soit (u, p) une solution assez régulière de (2.11) où le tenseur
τ est symétrique et
tr[(τ r − τ)S] ≥ 0.
Alors, on a :
‖u(t, x)‖L2(Ω) ≤ ‖γ(x)‖L2(Ω) +
∫ tf
0
‖F (s, x)‖L2(Ω) ds.
Preuve
Notons (•, •) le produit scalaire dans L2(Ω) et soit (u, p) une solution assez régulière
de (2.11). De la première équation de (2.11) et de la condition au bord, on tire :
(
∂u
∂t
, u
)
+ b(u, u, u) −
1
ρ
(p, divu) + (τ r − τ,∇u) = (F, u) (2.12)
où b est la forme trilinéaire défini par
b(u, v, w) =
(
div(u⊗ v), w
)
.
Grâce à des intégrations par parties, on montre que
b(u, v, w) + b(u,w, v) = −( div u, v  w)) +
∫
Γ
(v  w) (u  n) ds.
Compte tenu de la condition au bord, il suit que b(u, u, u) = 0.
D’autre part, la condition d’incompressibilité entrâıne que (p, divu) = 0, et la
symétrie de (τ r − τ) conduit à :
(τ r − τ,∇u) = (τ r − τ, S).
En rassemblant tous ces résultats, (2.12) s’écrit :
(
∂u
∂t
, u
)
+ (τ r − τ, S) = (F, u).
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D’où
1
2
d
dt
(u, u) + (τ r − τ, S) = (F, u).
Or
(τ r − τ, S) =
∫
Ω
tr[(τ r − τ)S] dx ≥ 0.
Par conséquent,
1
2
d
dt
(u, u) ≤ (F, u),
et
‖u‖L2(Ω)
d
dt
‖u‖L2(Ω) ≤ (F, u) ≤ ‖F‖L2(Ω)‖u‖L2(Ω).
Enfin, en simplifiant par ‖u‖L2(Ω) et en intégrant par rapport au temps, on a :
‖u(t, x)‖L2(Ω) ≤ ‖γ(x)‖L2(Ω) +
∫ t
0
‖F (s, x)‖L2(Ω) ds
≤ ‖γ(x)‖L2(Ω) +
∫ tf
0
‖F (s, x)‖L2(Ω) ds.

On vient donc de montrer la stabilité des modèles définis par (2.9) et (2.10).
2.3.4 Quelques remarques sur les modèles
Quelques remarques peuvent être formulées à l’égard des modèles.
◮ Premièrement, les modèles du théorème 2.10 sont aptes à prendre en compte
la cascade inverse d’énergie car la dissipation de sous-maille
Φ = tr(−τS) = 2νχgτ (v)
peut prendre des valeurs négatives. Si on veut obtenir une dissipation de sous-
maille toujours positive, il suffit de remplacer la condition (2.10) par
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gτ (w) ≥ 0 pour tout w ∈ [−w∗, w∗].
◮ Deuxièmement, l’hypothèse 2.4 qui demande à ce que τ dérive d’un potentiel
n’est pas capital dans la démonstration de la proposition 2.8. En fait, on peut
se passer de cette hypothèse et obtenir le résultat équivalent au théorème 2.10
suivant.
Théorème 2.12. Soit v =
detS
‖S‖3
. Alors un modèle de sous-maille τ tel qu’il
existe deux fonctions A1 et B1 vérifiant :
−τ d = νA1(v) S + ν
1
‖S‖
B1(v) Adj
d S (2.13)
respecte le groupe de symétrie des équations de Navier-Stokes.
Si de plus
2 + A1(w) + 3wB1(w) ≥ 0 pour tout w ∈ [−w∗, w∗] (2.14)
où w∗ =
1
3
√
6
alors τ est conforme au second principe de la thermodynamique.
Mais dans ce cas, la contrainte de sous-maille ne possède bien sûr pas la même
forme que la contrainte visqueuse τr.
◮ Ensuite, on a supposé jusqu’ici que S 6= 0. Puisque g est continu, on montre
aisément que
τ −−→
S→0
0.
Comme la norme de S est présent au dénominateur dans les modèles, ce
résultat peut être utile dans les applications numériques.
◮ Enfin, la classe de modèle qu’on vient de présenter dans le théorème 2.10 est
encore assez large pour qu’on puisse donner aux modèles d’autres propriétés.
Dans la section suivante, on va prendre un simple modèle de la classe définie par
(2.9)-(2.10) et montrer son efficacité numérique.
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2.4 Test numérique
On va tester un simple modèle de la classe (2.10) à l’écoulement tridimensionnel
dans une chambre ventilée ou cavité de Nielsen ([98]), qui a ses applications dans
l’étude des bâtiments. Dans un premier temps, on va alors choisir le modèle. On
présentera ensuite le schéma numérique utilisé, qui est basé sur les différences fi-
nies. Après cela, on présentera la géométrie de la chambre et on terminera par une
comparaison des résultats avec ceux obtenus avec les modèles de Smagorinsky et
dynamique.
2.4.1 Modèles utilisés
On va prendre comme fonction gτ une fonction linéaire :
gτ (v) = C1v.
On a donc l’expression suivante :
−τ d = νC1
(
−
detS
‖S‖3
S +
1
‖S‖
Adjd S
)
.
Sous entendu, C1 est une constante par rapport à v (et donc par rapport à S aussi),
mais peut dépendre d’autres paramètres comme la longueur de coupure δ.
Pour des raisons dimensionnelles, on va introduire le rapport
δ̊ =
δ
ℓ
où ℓ est une échelle de longueur liée à la taille du domaine. δ̊ peut donc être compris
comme étant le rapport entre la taille du maillage (généralement égale à δ) et celle
du domaine. Posons alors que C1 a la forme suivante :
C1 = (Cmδ̊)
2,
Cm étant une constante pure. Finalement, le modèle s’écrit :
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−τ d = ν(Cmδ̊)2
(
−
detS
‖S‖3
S +
1
‖S‖
Adjd S
)
. (2.15)
Dans un premier temps, pour se rapprocher du modèle de Smagorinsky qui est le
modèle le plus populaire, on va prendre comme valeur de Cm celle de la constante de
Smagorinsky : Cm = Cs. On utilisera ensuite un calcul dynamique de la constante
pour voir dans quelles mesures cette procédure peut entrâıner des améliorations.
L’avantage d’un calcul dynamique est qu’il permet de se passer d’une détermination
analytique ou empirique de Cm. Il conduit à l’expression suivante :
−τ d =
〈[
ũ⊗ u− ũ⊗ ũ
]
:
[
(δ̃/δ)2Q− Q̃
]
[
(δ̃/δ)2Q− Q̃
]
:
[
Q− Q̃
]
〉
F(S)
où Q = F(S), Q = F(S̃) et F est l’opérateur tel que
F(S) = −
detS
‖S‖3
S +
1
‖S‖
Adjd S.
Le symbole < • > désigne ici un moyennage. Le filtre test utilisé est le filtre porte
tridimensionnel de taille 2δ. Ce filtre a été choisi car il a la propriété de ne pas
détruire l’invariance des modèles (voir (1.43)).
En revanche, le modèle dynamique ne respecte plus le second principe de la
thermodynamique sans forçage a posteriori. Il est utilisé ici uniquement pour valider
le choix de la constante de Smagorinsky comme valeur de Cm. De plus, le filtrage
test demande un temps de calcul plus élevé.
2.4.2 Le schéma numérique
Le programme qu’on a adopté pour implémenter le modèle invariant est le code
de calcul dénommé LES qui a été élaboré au Massachusetts Institute of Technology
par Chen et al. ([25]). Il a été créé particulièrement pour simuler (par l’approche
LES) et étudier les écoulements et la dispersion de particules dans une chambre
ventilée en dimension 3. Voici ses grandes lignes.
Le schéma de discrétisation temporelle du code est explicite ; cela nécessite un
pas de temps assez petit. Mais comme notre but, à terme, est la simulation de
la dispersion de particules et que de tel type de simulations impose une condition
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encore plus contraignante sur le pas de temps, on gardera ce schéma explicite, même
si dans les applications numériques présentées ici, il n’y a pas d’étude sur concernant
les particules.
Pour simplifier les écritures, on va récrire l’équation de la conservation de la
quantité de mouvement filtrée de la manière suivante :
∂u
∂t
+ F + ∇p = 0.
où on a désigné par F :
F = div(u⊗ u) − 2ν divS + divτ.
p est ici la pression modifiée
1
ρ
p−
1
3
tr τ.
Le schéma de discrétisation temporelle utilise la méthode d’Adams-Bashforth expli-
cite, qui est un schéma d’ordre deux. Il conduit à :
uk+1 − uk
∆t
+
3
2
F k −
1
2
F k−1 + ∇pk+1 = 0, (2.16)
qk désignant la valeur q(tk) de q au temps tk, pour toute quantité q. Puis, pour
la résolution, on utilise la méthode SMAC (Simplified Marker and Cell Method).
Introduisons alors une pseudo-vitesse u∗, qui est la solution de l’équation
u∗ − uk
∆t
+
3
2
F k −
1
2
F k−1 + ∇pk = 0. (2.17)
En soustrayant (2.16) à (2.17), il vient :
u∗ − uk+1
∆t
= ∇(pk+1 − pk).
Par suite, en appliquant l’opérateur de divergence, on a :
divu∗ = ∆t ∇2(pk+1 − pk)
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sachant que uk+1 est à divergence nulle. Notons p′ = pk+1 − pk. On peut maintenant
résumer le schéma de résolution de (2.16) comme suit :
Chercher u∗ tel que :
u∗ − uk
∆t
+
3
2
F k −
1
2
F k−1 + ∇pk = 0.
Résoudre l’équation de Poisson : divu∗ = ∆t ∇2p′.
Calculer pk+1 : pk+1 = pk + p′.
Calculer uk+1 : uk+1 = u∗ − ∆t∇p′.
L’équation de Poisson est résolue par la méthode itérative SIP (Strong-Implicit
Procedure).
La discrétisation spatiale s’effectue par différences finies. Pour le terme d’advec-
tion, on utilise un schéma centré d’ordre 2, c’est-à-dire que, si on était en dimension
1, on aurait :
∂uu
∂x
=
Ui+1/2Ui+1/2 − Ui−1/2Ui−1/2
∆x
=
Ui+Ui+1
2
Ui+Ui+1
2
− Ui−1+Ui
2
Ui−1+Ui
2
∆x
.
Quant au terme visqueux et au terme de sous-maille, on fait :
∂(τr + τ)
∂x
=
(τr + τ)i+1 − (τr + τ)i
∆x
.
Le filtre qui sépare les échelles est le filtre implicite.
Décrivons maintenant les paramètres de la simulation.
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2.4.3 Géométrie et résultats
La géométrie de la chambre ventilée sur laquelle on effectue le test est représentée
sur la figure Fig. 2.2. Cette configuration a été utilisée à maintes reprises par les
auteurs. On peut citer Davidson et Nielsen dans [32] ainsi que Emmerich et Mc
Grattan dans [40] qui l’ont adoptée pour étudier la L.E.S. dans le cas adiabatique.
Des résultats expérimentaux ont été fournis par Restivo dans [120].
>
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L=9m
>
> h=0.168m
>
>
0.46m
>
>
H
=
3
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>
> W=
3m
U     = 0.455m/sref
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>
>
x
x
x
1
2
3
O
Fig. 2.2 – Géométrie de la chambre ventilée et orientation du repère
La valeur de ℓ est prise égale à 1m. Le nombre de Reynolds, calculé à partir de
la hauteur d’entrée h est d’environ 5000.
Le maillage est un maillage décalé ([146]), comme il est montré sur la figure
Fig. 2.3. Il est composé de 72×52×26 mailles. Aucune fonction de paroi n’est utilisée
pour bien comparer les performances des modèles seuls. Un léger raffinement est
effectué près du plafond et du plancher. Le pas de temps vaut environ ∆t = 7.10−3,
sachant que
δmin
Uref
≃ 7.10−2,
où δmin est la taille minimale d’une maille. Le CFL vaut donc 10
−1.
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Fig. 2.3 – Coupe plane du maillage décalé.
• : Nœuds de pression
> : Nœuds de la composante horizontale de la vitesse
∧ : Nœuds de la composante verticale de la vitesse
Pour les comparaisons, un moyennage est effectué, puis on se restreint au plan
x3/W = 1/2. On appellera d1 la droite verticale appartenant à ce plan et se trouvant
aux deux tiers de la longueur de la chambre et dc la droite horizontale se situant à
0,084m au dessous du plafond.
Deux premières simulations ont été effectuées avec le modèle invariant. Pour la
première, la constante Cm a été mis égal à Cs ≃ 0.16, et pour la seconde, la constante
est évaluée dynamiquement. Les calculs ont été menés jusqu’à 1200 secondes, ce qui
correspond à environ 163000 pas de temps. On remarque d’après les comparaisons
(dont une partie se trouve sur la figure Fig. 2.4) que le modèle invariant simple
donne un résultat proche de celui obtenu avec une procédure dynamique. Cela valide
le choix d’avoir pris Cm = Cs.
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Fig. 2.4 – Comparaison entre le modèle invariant et le modèle invariant dynamique.
Profil moyen de la vitesse horizontale le long de d1.
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Suite à cette comparaison, on n’utilisera plus que le modèle invariant, sans calcul
dynamique, et où le coefficient Cm est égal à la constante de Smagorinsky. La figure
Fig. 2.5 montre alors une comparaison entre le modèle invariant et les modèles les
plus courants qui sont le modèle de Smagorinsky et le modèle (de Smagorinsky)
dynamique aux deux tiers de la longueur de la chambre. On peut y remarquer que
le modèle invariant donne des résultats nettement meilleurs que les deux autres
modèles. Par ailleurs, l’écart avec les résultats expérimentaux est faible sauf dans la
région proche du plancher qui constitue environ 15% de la hauteur où la vitesse est
surévaluée (en valeur absolue).
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Fig. 2.5 – Comparaison entre le modèle de Smagorinsky, le modèle (de Smagorinsky)
dynamique et le modèle invariant. Profil moyen de la composante horizontale de la
vitesse le long de d1.
La figure Fig. 2.6 compare les profils de vitesse moyen près du plafond. On
y remarque que globalement, le modèle invariant donne de meilleurs résultats par
rapport aux deux autres modèles. Dans la région centrale on a un bon accord avec
les données expérimentales. En revanche, à l’entrée, on a un écart significatif par
rapport à ces mêmes données. Malgré tout, les deux figures montrent que dans tous
les cas le modèle invariant est nettement meilleur que le modèle de Smagorinsky.
Et sauf dans une petite partie de l’écoulement, il est aussi meilleur que le modèle
dynamique.
Notons qu’il faut être prudent lors de l’appréciation des résultats proche des
parois car les mesures expérimentales peuvent y manquer des précisions. Par ailleurs,
rappelons qu’aucune fonction de paroi n’est utilisée.
La figure Fig. 2.7 représente le champ de vitesse moyen donné par le modèle
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Fig. 2.6 – Comparaison entre le modèle de Smagorinsky, le modèle (de Smagorinsky)
dynamique et le modèle invariant. Profil moyen de la composante horizontale de la
vitesse le long de dc.
invariant dans le plan (x3/W = 1/2). La figure 2.8 montre le champ de vitesse moyen
correspondant à trois plans transversaux. On peut constater grâce à cette figure que
le champ est bien tridimentionnel. Elle indique aussi la présence de nombreuses
zones de recirculation. L’évolution temporelle est représentée sur les figures Fig. 2.9
et Fig. 2.10. On y remarque qu’il n’y a plus beaucoup d’évolution à partir d’environ
400 secondes.
Fig. 2.7 – Champ de vitesse moyen donné par le modèle invariant en x3/W = 1/2.
(Seul le vecteur vitesse en un nœud sur quatre est représenté.)
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a) b) c)
Fig. 2.8 – Champ de vitesse moyen donné par le modèle invariant en :
a) x1/L = 1/3, b) x1/L = 1/2, c) x1/L = 2/3.
Pour plus de visibilité, un facteur d’agrandissement de 5 par rapport à
la figure Fig. 2.7 a été appliqué aux vecteurs.
2.4.4 Conclusion
A partir de ces premiers tests, on a pu montrer la validité du modèle invariant.
L’amélioration qu’il apporte par rapport au modèle de Smagorinsky prouve encore
l’importance du respect des symétries des équations de Navier-Stokes lors de la
modélisation de la turbulence. Mais au-delà de ces résultats, on a surtout construit
des modèles qui sont mathématiquement consistants du point de vue de la symétrie
et de la thermodynamique.
Pour les calculs ci-dessus, on a choisi la fonction g linéaire pour avoir un modèle
le plus simple possible. Une étude plus poussée pourrait donner plus de précision sur
cette fonction. On pourrait alors espérer des résultats encore meilleurs. On pourrait
aussi introduire d’autres paramètres comme le taux de dissipation ou bien l’énergie
cinétique dans le modèle. Notons que si on introduit le taux de dissipation, on peut
alors enlever ν de l’expression du modèle.
Enfin, faisons la remarque que la classe de modèles (2.10) a été construite pour
la dimension 3. On ne peut pas l’utiliser telle quelle pour déduire des modèles en
dimension 2. L’introduction d’autres paramètres est nécessaire pour construire des
modèles en dimension 2.
Après avoir validé un modèle pour les équations de Navier-Stokes, on va main-
tenant étendre la construction de modèles au cas de la convection thermique.
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t = 100s
t = 200s
t = 300s
t = 400s
Fig. 2.9 – Evolution temporelle du champ de vitesse
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t = 500s
t = 600s
t = 1200s
Fig. 2.10 – Evolution temporelle du champ de vitesse (suite)
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2.5 Classe de modèles invariants pour la convec-
tion thermique
Comme pour les équations de Navier-Stokes, on peut construire des modèles
invariants respectant le second principe de la thermodynamique pour les équations
de la convection thermique. On a alors à modéliser le tenseur des contraintes de
sous-maille τ = u⊗ u− u⊗ u et le flux de sous-maille Π = θu− θu.
On va adopter le même plan qu’avant, c’est-à-dire qu’on va construire une classe
de modèles invariants qu’on raffinera pour vérifier le second principe de la thermody-
namique. Pour cela, on se mettra dans le cas général où il y a un fort couplage entre
la vitesse et la température, c’est-à-dire que la vitesse intervient dans l’expression de
Π et qu’inversement, la température intervient dans l’expression de τ . On donnera
ensuite quelques exemples simples de modèles, dont des modèles où la température
n’intervient pas dans l’expression de τ .
Pour le moment, on restera dans le cadre théorique et on ne présentera pas de
résultats de simulations.
2.5.1 Construction d’une classe de modèles invariants
Pour que le modèle soit invariant par rapport à la transformation galiléenne, la
translation temporelle et la translation par rapport à la pression, il suffit de ne pas
inclure le temps et la pression. Ceci fait, en ne faisant intervenir la température qu’à
travers son gradient
T = ∇θ,
on vérifie l’invariance par rapport à la translation pression-température. De même,
si u et x n’interviennent qu’à travers S, alors on garde l’invariance par rotation. On
a alors :
−τ = F0(S,T, ν)
−π = G0(S,T, κ).
Pour satisfaire l’invariance par le second changement d’échelle, il faut et il suffit
que ν et κ se mettent en facteur. D’où :
−τ = νF (S,T)
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−π = κG (S,T).
A partir de là, la théorie des invariants, l’invariance par réflection et l’égalité des
traces entrâınent :
−τ d = νE1S + νE2 Adjd S + νE3(T ⊗ T)d
+ νE4[S(T ⊗ T)]d + νE5[S(T ⊗ T)S]d
−π = κE6T + κE7S T + κE8S
2
T
(2.18)
Les coefficients Ei sont des fonctions des invariants indépendants formés à partir de
S et
χ = trS
2
, ζ = detS, ϑ = T
2
, ω1 = T  S T, ω2 = S T  S T (2.19)
(voir aussi [149]).
Il ne reste plus maintenant qu’à faire vérifier l’invariance par le premier change-
ment d’échelle. On a alors le théorème suivant :
Théorème 2.13. Supposons que S 6= 0. Notons
v1 =
ζ
χ3/2
, v2 =
ϑ
χ2
, v3 =
ω1
χ5/2
, v4 =
ω2
χ3
où χ, ζ, ϑ, ω1 et ω2 sont les invariants fondamentaux indépendants définis par (2.19).
Alors, un modèle de sous-maille (τ, Π) de la forme
−τ d = νF1S
d
+ νχ−1/2F2 Adj
d S + νχ−3/2F3(T ⊗ T)d
+ νχ−2F4[S(T ⊗ T)]d + νχ−5/2F5S[(T ⊗ T)S]d
−Π = κF6T + κχ−1/2F7S T + κχ−1F8S
2
T
(2.20)
Chapitre 2. Construction de modèles respectant les groupes de symétrie 143
où les Fi, i = 1, . . . , 8, sont des fonctions de (v1, v2, v3, v4) respecte le groupe de
symétrie des équations de la convection thermique.
Preuve
Le premier changement d’échelle transforme les variables x, u, ν, θ et κ de la manière
suivante :
x 7→ x̂ = ax, u 7→ û =
1
a
u, ν 7→ ν̂ = ν,
θ 7→ θ̂ =
1
a3
θ, κ 7→ κ̂ = κ.
On a alors :
Ŝ =
1
a2
S, T̂ =
1
a4
T.
Quant aux invariants indépendants, on a :
χ̂ =
1
a4
χ, ζ̂ =
1
a6
ζ, ϑ̂ =
1
a8
ϑ, ω̂1 =
1
a10
ω1, ω̂2 =
1
a12
ω2.
Pour avoir l’invariance du modèle, il faut que
τ̂ =
1
a2
τ et π̂ =
1
a4
π.
A partir de ces relations et du modèle (2.18), on doit avoir :
E1(
1
a4
χ,
1
a6
ζ,
1
a8
ϑ,
1
a10
ω1,
1
a12
ω2) = E1(χ, ζ, ϑ, ω1, ω2)
En calculant la variation autour de a = 1, on obtient :
−4χ
∂E1
∂χ
− 6ζ
∂E1
∂ζ
− 8ϑ
∂E1
∂ϑ
− 10ω1
∂E1
∂ω1
− 12ω2
∂E1
∂ω2
= 0
En faisant de même avec les autres Ei, on trouve :
χ
∂Ei
∂χ
+
3
2
ζ
∂Ei
∂ζ
+ 2ϑ
∂Ei
∂ϑ
+
5
2
ω1
∂Ei
∂ω1
+ 3ω2
∂Ei
∂ω2
= biEi, i = 1, . . . , 8
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avec
b1 = 0, b2 = −
1
2
, b3 = −
3
2
, b4 = −2, b5 = −
5
2
, b6 = 0, b7 = −
1
2
, b8 = −1.
Les équations caractéristiques sont
dχ
χ
=
dζ
3
2
ζ
=
dϑ
2ϑ
=
dω1
5
2
ω1
=
dω2
3ω2
=
dEi
biEi
.
En supposant que χ ne s’annule pas, nous pouvons prendre comme solution
Ei = χ
biFi
(
ζ
χ3/2
,
ϑ
χ2
,
ω1
χ5/2
,
ω2
χ3
)
= χbiFi(v1, v2, v3, v4)
d’où le théorème. 
Raffinons maintenant la classe de modèles (2.20) pour satisfaire le second principe
de la thermodynamique.
2.5.2 Respect du second principe de la thermodynamique
A l’échelle moléculaire, le tenseur des contraintes visqueuses τr = 2νS peut être
relié au tenseur des taux de déformation par :
τr =
∂ϕr,m
∂S
où ϕr,m est le « potentiel mécanique » (que l’on notait ϕr précédemment et que l’on
notera désormais ϕr,m pour le distinguer du « potentiel thermique ») défini comme
suit :
ϕr,m = ν trS
2.
De même, le flux de chaleur Πr = −κθ peut être relié au gradient de température
par la relation :
−Πr =
∂ϕr,t
∂T
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où ϕr,t est le « potentiel thermique » :
ϕr,t =
1
2
κ‖T‖2.
Ces deux potentiels sont convexes et positifs. Le lemme 2.3 assure donc que la
dissipation mécanique et la dissipation thermique restent positives :
Φr,m = tr(τrS) = tr
(
∂ϕr,m
∂S
S
)
≥ 0,
et
Φr,t =
1
θ
tr(−Πr ∇θT ) =
1
θ
tr
(
∂ϕr,t
∂T
TT
)
≥ 0.
De leur côté, l’opposé du tenseur de sous-maille (−τ) peut être considéré comme
une contrainte engendrant une dissipation mécanique
Φm = tr(τS)
et le flux de sous-maille Π peut être considéré comme un flux de chaleur induisant
une dissipation thermique
Φt =
1
θ
tr(−Π TT ).
Pour rester compatible avec les équations de la convection thermique, on va sup-
poser qu’ils dérivent aussi respectivement d’un potentiel mécanique et d’un potentiel
thermique.
Hypothèse 2.14. Le tenseur de sous-maille τ et le flux de sous-maille Π dérivent
respectivement d’un potentiel mécanique ϕm (dépendant des invariants et de ν) et
d’un potentiel thermique ϕt (dépendant des invariants et de κ) tels que
−τ =
∂ϕm
∂S
et
−Π =
∂ϕt
∂T
.
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Avec cette hypothèse, il suffit donc que les deux potentiels soient convexes et
positifs pour assurer le second principe de la thermodynamique.
L’hypothèse 2.14 va induire une restriction de la classe de modèles (2.20) selon
la proposition suivante.
Proposition 2.15. Soient τ un tenseur de sous-maille et Π un flux de sous-maille
définis par (2.20).
Alors, si τ et Π satisfont l’hypothèse 2.14, il existe deux fonctions gm et gt de v1,
v2, v3 et v4 telles que
−τ d = ν
[
2gm − 3v1
∂gm
∂v1
− 4v2
∂gm
∂v2
− 5v3
∂gm
∂v3
− 6v4
∂gm
∂v4
]
S+
+ νχ−1/2
∂gm
∂v1
Adjd S + νχ−3/2
∂gm
∂v3
(T ⊗ T)d + 2νχ−2
∂gm
∂v4
[S(T ⊗ T)]d,
−Π = 2κ
∂gt
∂v2
T + 2κχ−1/2
∂gt
∂v3
S T + 2κχ−1
∂gt
∂v4
S
2
T.
(2.21)
Preuve
Supposons que τ et Π dérivent de potentiels :
−τ =
∂ϕm
∂S
, −Π =
∂ϕt
∂T
.
Or (τ, Π) appartient à la classe (2.20). Il est donc invariant par le second changement
d’échelle. Cela entrâıne la forme suivante
−τ = ν
∂ϕm
∂S
, −Π = κ
∂ϕt
∂T
.
où cette fois, ϕm et ϕt ne dépendent plus de ν et de κ.
On a alors,
−τ d = ν
(
∂ϕm
∂S
)d
, −π = κ
∂ϕt
∂T
.
Chapitre 2. Construction de modèles respectant les groupes de symétrie 147
Par suite,
−τ d = ν
(
∂ϕm
∂χ
∂χ
∂S
+
∂ϕm
∂ζ
∂ζ
∂S
+
∂ϕm
∂ϑ
∂ϑ
∂S
+
∂ϕm
∂ω1
∂ω1
∂S
+
∂ϕm
∂ω2
∂ω2
∂S
)d
= 2ν
∂ϕm
∂χ
S + ν
∂ϕm
∂ζ
Adjd S + ν
∂ϕm
∂ω1
(T ⊗ T)d + 2ν
∂ϕm
∂ω2
[S(T ⊗ T)]d
et
−Π = κ
∂ϕt
∂χ
∂χ
∂T
+ κ
∂ϕt
∂ζ
∂ζ
∂T
+ κ
∂ϕt
∂ϑ
∂ϑ
∂T
+ κ
∂ϕt
∂ω1
∂ω1
∂T
+ κ
∂ϕt
∂ω2
∂ω2
∂T
= 2κ
∂ϕt
∂ϑ
T + 2κ
∂ϕt
∂ω1
S T + 2κ
∂ϕt
∂ω2
S
2
T.
Or (τ, Π) appartient à la classe (2.20). Il est donc invariant par le premier chan-
gement d’échelle. Cela entrâıne que
ϕm(
1
a4
χ,
1
a6
ζ,
1
a8
ϑ,
1
a10
ω1,
1
a12
ω2) =
1
a4
ϕm(χ, ζ, ϑ, ω1, ω2),
et
ϕt(
1
a4
χ,
1
a6
ζ,
1
a8
ϑ,
1
a10
ω1,
1
a12
ω2) =
1
a8
ϕt(χ, ζ, ϑ, ω1, ω2).
Ainsi,
χ
∂ϕm
∂χ
+
3
2
ζ
∂ϕm
∂ζ
+ 2ϑ
∂ϕm
∂ϑ
+
5
2
ω1
∂ϕm
∂ω1
+ 3ω2
∂ϕm
∂ω2
= ϕm,
et
χ
∂ϕt
∂χ
+
3
2
ζ
∂ϕt
∂ζ
+ 2ϑ
∂ϕt
∂ϑ
+
5
2
ω1
∂ϕt
∂ω1
+ 3ω2
∂ϕt
∂ω2
= 2ϕt.
Ces équations ont une solution de la forme
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ϕm = χgm(v1, v2, v3, v4),
ϕt = χ
2gt(v1, v2, v3, v4).
Ce qui donne :
∂ϕm
∂χ
= gm −
3
2
v1
∂gm
∂v1
− 2v2
∂gm
∂v2
−
5
2
v3
∂gm
∂v3
− 3v4
∂gm
∂v4
,
∂ϕm
∂ζ
= χ−1/2
∂gm
∂v1
,
∂ϕm
∂ω1
= χ−3/2
∂gm
∂v3
,
∂ϕm
∂ω2
= χ−2
∂gm
∂v4
∂ϕt
∂ϑ
=
∂gt
∂v2
,
∂ϕt
∂ω1
= χ−1/2
∂gt
∂v3
,
∂ϕt
∂ω2
= χ−1
∂gt
∂v4
.
En injectant ces expressions dans τ et Π, on obtient (2.21). 
Pour que les dissipations soient positives, il suffit que les potentiels soient con-
vexes et positifs. On a vu au cours de la démonstration de la proposition que les
relations entre les potentiels ϕm et ϕt dont τ et Π dérivent et les fonctions gm et gt
sont :
ϕm = νχgm,
ϕt = κχ
2gt.
D’où le théorème suivant qui conclut les résultats précédents :
Théorème 2.16. Supposons que S 6= 0. Soient
χ = trS
2
, ζ = detS, ϑ = T
2
, ω1 = T.S T, ω2 = S T.S T,
puis
v1 =
ζ
χ3/2
, v2 =
ϑ
χ2
, v3 =
ω1
χ5/2
, v4 =
ω2
χ3
.
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Alors, un tenseur de sous-maille τ et un flux de sous-maille Π définis par
−τ d = ν
[
2gm − 3v1
∂gm
∂v1
− 4v2
∂gm
∂v2
− 5v3
∂gm
∂v3
− 6v4
∂gm
∂v4
]
S+
+ νχ−1/2
∂gm
∂v1
Adjd S + νχ−3/2
∂gm
∂v3
(T ⊗ T)d + 2νχ−2
∂gm
∂v4
[S(T ⊗ T)]d,
−Π = κ
∂gt
∂v2
T + κχ−1/2
∂gt
∂v3
S T + κχ−1
∂gt
∂v4
S
2
T.
(2.22)
où gm et gt sont des fonctions de v1, v2, v3 et v4 respectent le groupe de symétrie des
équations de la convection thermique et dérivent chacun d’un potentiel.
Si de plus, gm et gt sont positifs et que les fonctions χgm et χ
2gt sont convexes
alors τ et Π sont conformes au second principe de la thermodynamique.
Le facteur 2 de Π a été mis dans gt dans ce théorème.
Le théorème (2.22) donne une classe globale de modèles. On peut bien sûr en
déduire des modèles plus simples en jouant sur les fonctions gm et gt. Un raisonne-
ment similaire peut être utilisé pour déduire des modèles pour l’équation de transport
de n’importe quel autre scalaire comme la masse ou la concentration de particule.
Dans le paragraphe suivant, on propose des modèles plus simples appartenant à
la classe (2.22).
2.5.3 Exemples simples de modèles pour la convection ther-
mique
a) Un modèle fortement couplé simple
Prenons le cas où gm et gt dépendent uniquement de v1 et de v2. On a alors :
−τ = ν
[
2gm − 3v1
∂gm
∂v1
− 4v2
∂gm
∂v2
]
S + νχ−1/2
∂gm
∂v1
Adjd S
−Π = κ
∂gt
∂v2
T
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La fonction gt étant arbitraire, on peut remplacer (−Π) par :
−Π = κhtT
où ht est une fonction (dérivable suffisamment de fois) de v1 et v2
La dissipation mécanique totale vaut
tr[(τ r + τ)S] = 2ν trS
2
[
1 + gm − 2v2
∂gm
∂v2
]
tandis que la dissipation thermique totale est
tr[−(Πr + Π)TT ] = κ tr T
2
[1 + ht] .
Par conséquent, le modèle
−τ = ν
[
2gm − 3v1
∂gm
∂v1
− 4v2
∂gm
∂v2
]
S + νχ−1/2
∂gm
∂v1
Adjd S
−Π = κhtT
où gm et ht dépendent de v1 et v2 et
1 + gm − 2v2
∂gm
∂v2
≥ 0
1 + ht ≥ 0
(2.23)
est un exemple de modèle invariant, vérifiant le second principe de la thermodyna-
mique.
Contrairement au cas du théorème 2.22, le second principe de la thermodyna-
mique est vérifié au sens faible ici, c’est-à-dire que ce ne sont pas les dissipations
(mécanique et thermique) de sous-maille qui sont positives mais les dissipations
totales. Cela permet au modèle de prendre en compte la cascade inverse d’énergie.
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b) Un modèle couplé
La vérification de la première inégalité de (2.23) n’est pas toujours facile car,
contrairement à v1 (qui n’est autre que la variable qu’on a appelé v précédemment),
v2 n’est pas borné. Tout ce qu’on peut dire sur v2 est qu’il est positif. Il peut donc
être plus prudent de choisir gm indépendant de v2. Dans ce cas, on obtient un modèle
couplé où τ ne dépend pas de la température mais que Π peut dépendre à la fois de
la vitesse et de la température :
−τ = ν
[
2gm(v) − 3vg′m(v)
]
S + νχ−1/2g′m(v) Adj
d S
−Π = κ ht(v, v2) T
Les conditions thermodynamiques deviennent alors :
1 + gm ≥ 0
1 + ht ≥ 0
(2.24)
Le dernier exemple qu’on donnera est un modèle où les fonctions gm et ht sont
linéaires.
c) Modèles linéaires
On se met dans le cas où les fonctions gm et ht sont de la forme :
gm(v) = Cmδ̊
2v
et
ht(v, v2) = Ctδ̊
2v
ou
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ht(v, v2) = Ctδ̊
2v2.
avec δ̊ =
δ
ℓ
et les coefficients Cm et Ct sont positifs.
Dans le premier cas, le modèle s’écrit :
−τ = ν Cmδ̊2
[
−
detS
‖S‖3
S +
1
‖S‖
Adjd S
]
−Π = κ Ctδ̊2
detS
‖S‖3
T
Et comme v est borné, il suffit que Cm et Ct ne soient pas trop grands pour
assurer des dissipations positives.
Enfin, dans le cas où ht(v, v2) = Ctδ̊
2v2, on a :
−τ = ν Cmδ̊2
[
−
detS
‖S‖3
S +
1
‖S‖
Adjd S
]
−Π = κ Ctδ̊2
‖T‖2
‖S‖4
T
Sous peu que Cm n’est pas trop grand et Ct est par exemple positif, le modèle
vérifie le second principe de la thermodynamique.
Remarque 2.17. Ce n’est pas forcément une idée adaptée de tenter d’introduire la
notion de nombre de Prandtl de sous-maille avec le seul premier terme de τ car le
terme comportant Adjd S a son importance.
Enfin, revenons au modèle général (2.22) et notons qu’il est possible à partir de
ce modèle d’extraire des conditions sur la fonction gt pour que Π respecte le second
principe de la thermodynamique. En effet, on a le résultat suivant :
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Proposition 2.18. Soit Π défini comme suit :
−Π = κh1T + κh2S T + κh3S
2
T.
où les hi sont des fonctions scalaires réelles. Alors, on a :
tr[−(Πr + Π)TT ] ≥ 0 ⇐⇒



1 + h1 ≥ 0,
h3 ≥ 0 et
h22 − 4(1 + h1)h3 ≤ 0.
Preuve
La preuve qu’on présente ici est inspiré de [149].
D’abord, notons K la matrice
K = (1 + h1)Id + h2S + h3S
2
qui est symétrique réelle. On a alors :
tr[−(Πr + Π) TT ] ≥ 0 ⇐⇒ tr[(KT) TT ] ≥ 0.
Il faut donc et il suffit que K soit semi-défini positif. Cela est vrai si et seulement si
les valeurs propres de K sont positives ou nulles. Or ces valeurs propres sont :
(1 + h1) + h2λi + h3λ
2
i , i = 1, 2, 3
si les λi sont celles de S. D’où
tr[−(Πr + Π) TT ] ≥ 0 ⇐⇒ h0(λ) = (1 + h1) + h2λ+ h3λ2 ≥ 0, ∀λ ∈ R.
Cela conduit à trois conditions nécessaires :
• Comme h0(0) doit être positif,
1 + h1 ≥ 0.
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• Puisque h0(λ) doit rester positif lorsque λ→ +∞,
h3 ≥ 0.
• h0 change forcément de signe sauf si son déterminant (en tant que fonction
polynomiale de degré 2) est négatif ou nul, d’où
h22 − 4(1 + h1)h2 ≤ 0.
Il est aisé de montrer que ces trois conditions sont également suffisantes. 
Dans ce chapitre, on a proposé des modèles qui sont consistants du point de vue
des symétries, aussi bien pour les équations de Navier-Stokes que pour les équations
de la convection thermique. Ces modèles sont de plus conformes au second principe
de la thermodynamique. En outre, on a montré que la vérification de ce principe
conduit à la stabilité des modèles.
La généralité des modèles construits, mais également de la démarche empruntée,
laisse des possibilités d’améliorations. En introduisant d’autres paramètres comme
le taux de dissipation dans les expressions du modèle, il est possible d’élaborer par
exemple des modèles en dimension 2.
On va maintenant entrer dans la seconde partie de la thèse qui consiste à intégrer
la LES dans un algorithme de type MAN.
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Blanc
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PARTIE II
MISE EN ŒUVRE D’UNE
TECHNIQUE DE
PERTURBATION NUMÉRIQUE
POUR LA LES
158
159
Chapitre 3
Méthode Asymptotique
Numérique et LES
Dans ce chapitre, on s’intéresse à l’introduction de la LES dans un algorithme
basé sur la méthode asymptotique numérique (MAN). Rappelons que la MAN est
une méthode de résolution numérique de problèmes non linéaires qui se base sur la
technique de perturbation ([10]). Elle consiste à chercher une solution sous forme
d’une série formelle par rapport à un paramètre de contrôle. Cela transforme le
problème en une cascade de problèmes linéaires où seul le second membre change.
Dans l’introduction générale de ce document, on a déjà mentionné les intérêts
de la MAN et l’utilité d’y intégrer la LES (détection de bifurcations instationnaires,
. . . ). On va alors intégrer ici la LES dans un algorithme basé sur la MAN. Pour cela,
on va prendre un des algorithmes associant à la MAN une technique d’homotopie
et que Braikat et ses coolaborateurs ([17, 18, 19]) ont proposés pour traiter des
problèmes instationnaires. On adaptera cet algorithme à la résolution les équations
filtrées de Navier-Stokes, comportant un modèle de sous-maille.
Le chapitre sera organisé comme suit. Dans la première section, on discrétisera les
équations filtrées de Navier-Stokes par la méthode des éléments finis. On y appliquera
alors l’algorithme de résolution. Dans la deuxième section, on effectuera des tests
numériques pour évaluer l’efficacité de l’algorithme. On utilisera comme modèles de
sous-maille le modèle de Smagorinsky et le modèle dynamique. On discutera des
résultats obtenus dans la dernière section.
3.1 La MAN associée à une technique d’homoto-
pie pour la LES
Récrivons les équations de Navier-Stokes filtrées :
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


∂u
∂t
+ div(u⊗ u) +
1
ρ
∇p− 2ν divS + divτ = 0
divu = 0
(3.1)
La MAN ne dépend pas de la méthode de discrétisation (spatiale ou temporelle).
Mais comme le code de calcul qu’on utilise se base sur les éléments finis, on va choisir
des conditions aux limites adaptées aux éléments finis :



u = γu sur Γu,
σ∗ n = 0 sur Γσ,
u(0, x) = γ(x).
(3.2)
où σ∗ = −pI + 2µS − ρτ et Γu et Γσ sont une partition du bord du domaine (qu’on
suppose assez régulier).
Remarque 3.1. Avec le type de conditions au bord (3.2), on n’a d’erreur de com-
mutation entre le filtrage et la dérivation que sur la partie du bord où γu est non nul
(voir la section 1.1.3), ce qui correspond à une condition d’entrée.
Discrétisons les équations (3.1) en espace.
3.1.1 Discrétisation spatiale
a) Formulation faible
Dans le but d’utiliser la méthode des éléments finis, on va écrire la formulation
faible du problème (3.1). Prenons alors comme espaces test les espaces Hv et Hq
suivant :
Hv = {v ∈ H1(Ω) ∩W 1,3(Ω), v|Γu = 0},
Hq = L
2(Ω).
On obtient alors :
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


Trouver (u, p) ∈ Hu ×Hp tel que pour tout (v, q) ∈ Hv ×Hq on ait :
∫
Ω
(
∂u
∂t
 v + div(u⊗ u)  v −
1
ρ
p divv + 2 tr
[
(2νS − τ)S(v)
]
)
dx = 0
∫
Ω
( divu) q dx = 0.
(3.3)
avec la condition initiale
u(0, x) = γ(x),
où on a désigné par S(v) le terme
S(v) =
1
2
(∇v + ∇vT ).
Des résultats de convergence et d’unicité avec la LES peuvent être trouvées dans
[69] et [72] pour le problème faible.
b) Discrétisation par éléments finis
Dans le but d’enlever la pression dans les équations, on effectue une pénalisation,
c’est-à-dire qu’on remplace la dernière équation de (3.3) par
∫
Ω
(
divu+
1
b
p
)
q dx = 0 (3.4)
où b est un grand paramètre. Notons que la technique de pénalisation peut améliorer
la stabilité du schéma numérique ou encore accélérer la convergence dans le cas
stationnaire ([95]). On peut alors trouver des résultats de convergence vers la solution
d’origine dans [55] et [41]. Des études sur le choix optimal théorique de b peuvent
être trouvée dans [12] mais dans la pratique, b est pris comme un multiple de la
viscosité :
b = cµ.
La valeur pratique de la constante c se situe entre 105 et 107.
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Appliquons maintenant la discrétisation par éléments finis à notre problème (3.3)-
(3.4). Pour cela, nous approximons (u, p) ∈ Hu ×Hp par un couple (uh, ph) appar-
tenant à un espace V uh × V ph de dimension finie nu × np. Nous pouvons alors écrire
([34]) :
uh = NuU
ph = NpP
(3.5)
où Nu et Np sont les matrices formées par les fonctions de base de V
u
h et V
p
h , tandis
que U ∈ Rnu et P ∈ Rnp sont les valeurs nodales. En introduisant les relations (3.5)
dans (3.3)-(3.4), puis en remplaçant v et q par les fonctions de base, nous pouvons
mettre le problème sous la forme matricielle suivante :



Trouver (U, P ) ∈ Rdu × Rdp tel que
M
∂U
∂t
+Q(U,U) +
1
ρ
Kup P +N(U,U) = 0
Kup
T U +Kpp P = 0.
(3.6)
Dans ces expressions, M désigne la matrice de masse
M =
∫
Ω
Nu
T Nu dx,
Q est l’opérateur quadratique défini par
Q(U, V ) =
∫
Ω
Nu
T (NuU)  ∇NuV dx,
N l’opérateur non linéaire correspondant à S et τ , qui, dans le cas d’un modèle de
viscosité de sous-maille, s’écrit :
N(U, V ) =
(∫
Ω
2 [ν + νsm(NuU)]B
TDB dx
)
V,
où B est la matrice formée par les dérivées des fonctions de base de vitesse et D la
matrice telle que µD est la matrice de comportement. Le premier argument de N
va au coefficient du modèle. Ensuite,
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Kup =
∫
Ω
BvNp dx
où Bv est un réarrangement de B, Bv = (1 1 0)
T B, et enfin
Kpp =
1
b
∫
Ω
Np
T Np dx.
De (3.6), on peut enlever l’inconnu P puisque
P = −K−1pp Kup U.
Ainsi, en notant
L = −
1
ρ
Kup K
−1
pp Kup
T ,
résoudre le problème (3.6) revient à résoudre le problème suivant :



Trouver U ∈ Rdu tel que
M
∂U
∂t
+Q(U,U) + LU +N(U,U) = 0.
(3.7)
Dans la pratique, la condenstation de la pression, c’est-à-dire l’opération qui
consiste à enlever la pression, s’effectue au niveau élémentaire. L’inversion de Kpp se
fait alors à la main.
C’est donc le problème (3.7) qu’on va retenir comme forme discrète du problème
initial (3.1) et c’est à lui qu’on va appliquer l’algorithme de linéarisation annoncé
précédemment. Quelque soit la méthode de discrétisation utilisée, on peut toujours
s’arranger de manière à ce que le problème discrétisé soit de la même forme que
(3.7).
3.1.2 Algorithme de résolution
On va maintenant entrer dans la MAN proprement dite.
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Sous l’appellation MAN, il existe beaucoup d’algorithmes selon la manière dont
on décompose la solution en série entière (le paramètre de décomposition, le premier
terme de la série, . . . ). Dans le cas des problèmes instationnaires, Braikat et ses col-
laborateurs en proposent quelques uns dans [17, 18, 19]. On choisira l’algorithme dit
« de linéarisation par rapport à l’instant précédent basé sur une matrice arbitraire »
car les autres nécessitent l’inversion d’une matrice à chaque pas de temps à cause
de la non-linéarité dans N introduite par le modèle de sous-maille. De plus, c’est lui
qui s’est montré le plus efficace.
L’algorithme de linéarisation par rapport à l’instant précédent basé sur une ma-
trice arbitraire comporte les étapes suivants :
a) discrétisation temporelle,
b) changement de variable par rapport à l’instant précédent,
c) technique d’homotopie avec introduction d’une matrice arbitraire,
d) technique de perturbation,
On va développer chacune de ces étapes.
a) Discrétisation temporelle
Notre algorithme requiert une discrétisation temporelle mais ne dépend pas de la
méthode de discrétisation elle-même. On peut alors prendre la méthode de Newmark
qui propose la discrétisation suivante :
vi+1 − vi
∆t
= αγi+1 + (1 − α)γi
si vk et γk sont respectivement la vitesse et l’accélération au temps tk et α un réel
entre 0 et 1. Lorsque α = 0 (respectivement 1, 0.5), le schéma est un schéma explicite
(resp. implicite, de Crank Nicholson).
Pour éviter d’avoir une non-linéarité non quadratique (qui nécessiterait un traite-
ment particulier), les coefficients du modèle (par exemple la viscosité de sous-maille)
seront évalués à l’instant précédent. L’équation (3.7) devient alors :
MU i+1 + α∆t LU i+1 + α∆tQ(U i+1, U i+1) + α∆tN(U i, U i+1) = MU i + T i+1
(3.8)
avec
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T i+1 = ∆t(α− 1)LU i + ∆t(α− 1)Q(U i, U i) + ∆t(α− 1)N(U i, U i).
Quelque soit la méthode de discrétisation temporelle choisie, on devrait pouvoir
se ramener à la forme (3.8).
b) Changement de variable
On effectue un changement de variable par rapport à l’instant précédent :
U i+1 = U i + V,
ce qui donne :
LitV + α∆tQ(V, V ) = S
i+1 (3.9)
où Lit est l’opérateur tangent en U
i :
LitV = (M + α∆tL)V +Q(U
i, V ) +Q(V, U i)
et
Si+1 = −∆t LU i − ∆tQ(U i, U i) − ∆tN(U i, U i).
c) Technique d’homotopie avec introduction d’une matrice arbitraire
Pour éviter d’inverser l’opérateur Lit à chaque pas de temps, on introduit dans
(3.9) une matrice arbitraire inversible L∗ de la manière suivante :
L∗V + (Lit − L∗)V + α∆tQ(V, V ) = Si+1. (3.10)
Cette équation est bien sûr équivalente à (3.9). Ensuite, par la technique d’homoto-
pie, on modifie le problème (3.10) en introduisant un paramètre de chemin λ pour
arriver à :
L∗W + λ(Lit − L∗)W + α∆tQ(W,W ) = λSi+1 (3.11)
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où W dépend du paramètre : W = W (λ). Généralement, la matrice L∗ est la ma-
trice tangente L0t ou une autre matrice assez proche pour contenir le maximum
d’information sur la dynamique de l’écoulement.
L’équation (3.11) définit une classe de problèmes telle que, lorsque λ = 0, la
solution est nulle et, lorsque λ = 1, on obtient la solution V de l’équation (3.9). On
a donc : W (λ = 0) = W0 = 0 et W (λ = 1) = V .
d) Technique de perturbation
Pour arriver à la solution V qui correspond à λ = 1, on applique une perturbation
à la solution correspondant à λ = 0. On décompose alors W sous forme de série
entière autour de W0 = 0 :
W = λW1 + λ
2W2 + λ
3W3 + · · ·
Afin d’éviter un problème infini, on tronque la série à un ordre l.
W = λW1 + λ
2W2 + λ
3W3 + · · · + λlWl. (3.12)
En injectant le développement (3.12) dans (3.11), on obtient une cascade de
problèmes après une identification selon les puissances de λ :
Ordre 1
L∗W1 = S
i+1
Ordre k, 2 ≤ k ≤ l
L∗Wk = (L
∗ − Lit)Wk−1 − α∆t
k−1∑
r=1
Q(Wr,Wk−r)
U i+1 = U i +W1 +W2 + . . .+Wl
(3.13)
Enfin, on peut modifier légèrement la deuxième équation de (3.13) pour avoir le
schéma de résolution suivant :
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Ordre 1
L∗W1 = S
i+1
Ordre k, 2 ≤ k ≤ l
L∗wk = −LitWk−1 − α∆t
k−1∑
r=1
Q(Wr,Wk−r)
Wk = Wk−1 + wk
U i+1 = U i +W1 +W2 + . . .+Wp.
(3.14)
Sur le schéma (3.14), on remarque que pour tous les ordres k et tous les pas de
temps, tous les problèmes sont linéaires. Ceci est dû au fait qu’on n’a multiplié le
terme non-linéaire par λ dans (3.11).
L∗ est la seule matrice à inverser. A chaque fois, seul le second membre change.
Cela offre un grand avantage à la MAN par rapport aux méthodes classiques comme
la méthode Newton-Raphson. Pour conserver les informations concernant la dyna-
mique de l’écoulement, on choisit généralement une matrice proche de la matrice
tangente L0t comme L
∗.
Pour qu’on puisse calculer U i+1, il faut que le rayon de convergence de la série
représentée par (3.12) soit plus grand que l’unité, ce qui n’est pas forcément le cas.
Toutefois, la MAN présente l’avantage qu’il est facile d’évaluer numériquement ce
rayon de convergence.
3.1.3 Rayon de convergence et continuation
Pour évaluer le rayon de convergence de la série (3.12), on part de la consta-
tation que deux approximations polynomiales successives s’éloignent brusquement
lorsqu’on atteint le rayon de convergence. Il suffit alors d’exiger que la différence soit
inférieure à un petit paramètre ǫ pour être sûr qu’on est encore dans le domaine de
validité. Notons
Pk = W1 + λ2W2 + · · · + λkWk
l’approximation de W à l’ordre k. Donc, tant que l’inégalité suivante est vérifiée, on
est dans le domaine de validité de la série :
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‖Pl − Pl−1‖
‖Pl‖
=
‖λlWl‖
‖λW1 + . . .+ λlWl‖
< ǫ.
En approximant le dénominateur par ‖λW1‖, on obtient le rayon de convergence :
λconv =
(
ǫ
‖W1‖
‖Wl‖
) 1
l−1
Ce critère ne demande qu’un temps de calcul insignifiant par rapport à l’algorithme
de résolution.
Si à un certain t = ti0 le rayon de convergence de la série est inférieur à l’unité,
on ne peut pas calculer U i0 . Une continuation devient alors nécessaire. Pour cela, on
réajuste la matrice L∗ (par exemple, prendre la matrice Li0t ), puis on recommence
l’algorithme avec U0 = U i0 . On peut construire ainsi toute la courbe solution jusqu’à
un pas de temps élevé. Le nombre totale de matrices à inverser est finalement égal
au nombre de continuations. Le nombre de fois où on procède à une continuation
sera appelé nombre de pas de continuation.
Il est possible d’élargir le domaine de validité de la série (3.12) en remplaçant le
polynôme par une fraction rationnelle (Padé) qui lui est asymptotiquement équiva-
lente (voir [136, 96]). Ce procédé s’est révélé efficace mais peut être insuffisant pour
définir la série (3.12) en λ = 1. On peut aussi utiliser la méthode de resommation de
séries, de type Borel-Laplace. Ce procédé sera étudié en particulier ultérieurement.
Remarque 3.2. A chaque fois qu’on a un nouveau U i+1, même si le rayon de
convergence de la série est supérieur à 1, on calcule généralement le résidu pour
s’assurer que la norme de celui-ci est assez petite, ce qui a toujours été notre cas.
3.2 Tests numériques
On va appliquer l’algorithme ci-dessus pour simuler un écoulement d’air dans
une cavité entrâınée en dimension 2.
3.2.1 La configuration de l’écoulement
La géométrie de la cavité et les conditions au bord sont représentées sur la figure
Fig. 3.1.
La viscosité cinématique et la densité sont
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Fig. 3.1 – Géométrie de la cavité entrâınée et conditions au bord.
ν = 1.5 10−5 m2s−1, et ρ = 1.206 kg m−3.
Uref est pris égal à Uref = 0.15m/s de tel sorte que le nombre de Reynolds, calculé
à partir de la longueur L de la cavité, vaille Re = 10000.
3.2.2 Les paramètres de simulation
Le code qu’on a utilisé pour implémenter les modèles de sous-maille est le code
en éléments finis EVE. Ce code à été développé au départ par B. Cochelin et des
étudiants de l’Université de Metz.
On prendra des éléments Q9-P1, c’est-à-dire des éléments quadrangles, avec 9
nœuds de vitesse et 3 nœuds de pression. Un tel élément est représenté sur la figure
Fig. 3.2. La discrétisation spatiale est effectué avec la méthode de Crank-Nicholson
(α = 0.5).
Le paramètre b est pris égal à b = 107µ. La série (3.12) est développé jusqu’à
l’ordre l = 15. Le petit paramètre ǫ est mis à ǫ = 10−5. Aucun traitement n’est
appliqué aux parois.
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>
>
Noeuds de vitesse
Fig. 3.2 – Position des nœuds de vitesse sur un élément Q9-P1
Le maillage est uniforme et composé de 33×33 points. Le calcul est mené jusqu’à
t = 1000s avec un pas de temps de ∆t = 0.1. Le CFL vaut donc environ 0.5. On
prend L∗ = L0t .
On se servira des résultats de Ghia et al. ([54]) comme référence. Ceux-ci ont été
obtenus par simulation directe, avec 257 × 257 points.
3.3 Résultats et discussion
Deux calculs ont été effectués, le premier correspondant au modèle de Smago-
rinsky et le second au modèle dynamique (voir section 1.1.4). Les profils de vitesse
obtenu le long de la droite verticale passant par le centre de la cavité sont montrés
sur la figure Fig. 3.3. D’après cette figure, on a globalement un très bon accord
avec les résultats de simulation directe de Ghia. On remarque aussi que le modèle
dynamique donne un meilleur résultat par rapport au modèle de Smagorinsky. On
constate en revanche quelques écarts proche de la paroi solide (x2 = −1) et de la
paroi entrâınée (x2 = 0) où on a une surévaluation (en valeur absolue). Toutefois, la
zone où ces écarts sont significatifs n’excèdent pas 20% de la hauteur avec le modèle
de Smagorinsky et 10% avec le modèle dynamique. Rappelons qu’aucune fonction
de paroi n’est utilisée et qu’il n’y a pas de raffinement de maillage.
Sur les figures Fig. 3.4 et Fig. 3.5, on a alors les champs de vitesse moyen
donnés respectivement par les deux modèles. On peut distinguer la présence de zone
de recirculation dans les coins, sauf le coin supérieur droit.
Comme aucun traitement particulier n’a été fait proche des parois, on constate
des oscillations proche du bord avec le modèle dynamique. En revanche, le caractère
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Fig. 3.3 – Profils moyens de la vitesse horizontale le long de la droite verticale
passant par le centre
dissipatif du modèle de Smagorinsky, qui se remarque bien lorsqu’on compare les
figures Fig. 3.4 et Fig. 3.5, absorbe les oscillations.
Les figures Fig. 3.6 et Fig. 3.7 représentent l’évolution temporelle des champs
de vitesse obtenus avec les deux modèles. On y observe que le champ donné par
le modèle de Smagorinsky se stabilise vers t = 600s. Par contre, avec le modèle
dynamique, on a une petite évolution temporelle entretenue.
Revenons maintenant sur des aspects plus spécifiques à la MAN. Une seule inver-
sion de matrice a été nécessaire pour calculer la solution jusqu’à 1000 secondes avec
le modèle de Smagorinsky, ce qui représente une économie de calcul énorme. Par
contre, pour le modèle dynamique, le résultat est moins bien. Si seule une inversion
a été utile pour arriver jusqu’à environ 20 secondes (200 pas de temps), une inversion
tous les deux ou trois pas de temps devient indispensable à partir d’environ 30 se-
condes car le rayon de convergence de la série est inférieur à 1, ce qui diminue l’intérêt
de la méthode. Cette manque de performance peut s’expliquer par l’évaluation de la
viscosité de sous-maille à l’instant précédent. En effet, contrairement au modèle de
Smagorinsky, l’expression de la viscosité de sous-maille est bien plus complexe pour
le modèle dynamique, si bien que sa valeur à l’instant précédent n’est pas une assez
bonne approximation. Pour compenser cette mauvaise approximation, la matrice L∗
doit être actualisée plus fréquemment.
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Fig. 3.4 – Champ de vitesse moyen obtenu avec le modèle de Smagorinsky
Fig. 3.5 – Champ de vitesse moyen obtenu avec le modèle dynamique
3.4 Conclusion
Nous avons pu montrer que l’intégration de la LES dans un algorithme du type
MAN permet de simuler un écoulement avec un nombre de Reynolds élevé (10000
dans notre cas test). Cela ouvre une perspective pour la détection des bifurcations
instationnaires. La comparaison des profils de vitesse a montré un bon accord avec
les résultats de la DNS surtout dans la région centrale. En revanche, l’algorithme
choisi n’est pas bien adapté à tout type de modèles de sous-maille. L’évaluation de la
viscosité de sous-maille à l’instant précédent a pénalisé le modèle dynamique. Cela
s’est manifesté par la réduction du domaine de validité de la série et la nécessité
d’une actualisation plus fréquente de la matrice L∗.
Pour remédier à ce problème, quelques possibilités s’offrent à nous. La première
est un traitement particulier de la viscosité de sous-maille. On pourrait n’évaluer
qu’une partie moins importante de celle-ci à l’instant précédent pour avoir une
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t = 400s t = 600s
t = 800s t = 1000s
Fig. 3.6 – Evolution temporelle calculée avec le modèle de Smagorinsky
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t = 100s t = 200s
t = 400s t = 600s
t = 800s t = 1000s
Fig. 3.7 – Evolution temporelle calculée avec le modèle dynamique
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meilleure approximation, mais en faisant en sorte que les non-linéarités qui restent
soient quadratiques, les non-linéarités quadratiques étant plus faciles à manipuler
avec la MAN. Par exemple, avec le modèle dynamique, on a
τ d = δ
2
Cd|S|S.
On évaluerait alors la constante Cd à l’instant précédent et on traiterait le produit
|S|S de manière à n’avoir un terme quadratique. Cela peut se faire en utilisant
les techniques proposées par Potier-Ferry, Zahrouni et ses collaborateurs pour le
traitement des fortes non-linéarités ([112, 152]). Toutefois, cette méthode dépend
fortement de la forme du modèle de sous-maille. En outre, au moins une partie du
modèle sera toujours évaluée à l’instant précédent.
Une autre possibilité est de garder l’idée de l’évaluation à l’instant précédent
et de faire un prolongement du domaine de validité de la série mais il n’est pas
garantie qu’on pourra aller jusqu’à la valeur λ = 1. La solution qu’on propose est
alors d’éviter la technique d’homotopie, qui nécessite des rayons de convergence
assez grands pour avancer. On partira alors des équations discrétisées (3.7) et on
effectuera un développement en série de la solution où le paramètre de contrôle est
directement le temps. Dans le chapitre suivant, on s’intéressera à cette approche
pour voir sa faisabilité, trouver ses limites et étudier les améliorations possibles.
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Chapitre 4
Développement en série
temporelle et resommation de
Borel-Laplace
Quelques études sur la MAN avec un développement en série temporelle ont
déjà été initiées ([42, 13]). Deux algorithmes ont alors été proposés, l’un pour les
équations d’évolution non linéaires faisant intervenir la dérivée première et l’autre
pour les équations non linéaires faisant intervenir la dérivée seconde. Puis, quelques
applications ont été présentées ([44, 43, 19]). Dans ce chapitre, on va prendre le
premier algorithme proposé et l’adapter aux équations de Navier-Stokes. Comme
cet algorithme n’utilise pas la technique d’homotopie, on n’est plus tenu, du moins
théoriquement, d’avoir un rayon de convergence supérieur à une valeur fixe. Cepen-
dant, les études théoriques mettent en évidence que ce rayon peut être très faible
lorsque la taille du problème discrétisé est élevé. Il peut même devenir nul pour un
problème continu. Face à cela, on proposera d’utiliser la méthode de resommation
de Borel-Laplace qui consiste à chercher une solution qui est asymptotique à la série
et qui est applicable aux séries divergentes. Cette méthode peut être considérée
comme une méthode de prolongement du domaine de validité de la série lorsque
cette dernière est convergente et joue son rôle de méthode de resommation lorsque
la série diverge.
Dans la première section de ce chapitre, on présentera la mise en œuvre de
l’algorithme comportant un développement en série temporelle. On y effectuera alors
les études théoriques sur le rayon de convergence. Dans la deuxième section, on
décrira la méthode de resommation de Borel-Laplace et on l’appliquera dans la
dernière section à des formes réduites des équations de Navier-Stokes.
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4.1 Etude du développement en série temporelle
On commencera cette section par la description de l’algorithme avec le dévelop-
pement en série temporelle appliqué aux équations de Navier-Stokes.
4.1.1 Algorithme pour les équations de Navier-Stokes
Après discrétisation spatiale, les équations de Navier-Stokes ont la forme suivante
(voir ce qui a été fait pour les équations filtrées dans la section 3.1.1) :
M
∂U
∂t
+Q(U,U) + LU = 0, (4.1)
avec la condition initiale
U(t = 0) = U0.
M est la matrice de masse, Q un opérateur quadratique et L un opérateur linéaire.
Développons la solution U de (4.1) en une série (vectorielle) par rapport au
temps :
U(t) = U0 + U1t+ U2t
2 + · · · + Uktk + · · · (4.2)
En injectant ce développement dans (4.1) et en identifiant selon les puissances de t,
on obtient une cascade de problèmes :



Ordre 0 : MU1 +Q(U0, U0) + LU0 = 0
Ordre 1 : 2MU2 +Q(U0, U1) +Q(U1, U0) + LU1 = 0
...
Ordre k : (k + 1)MUk+1 +
k∑
j=0
Q(Uj, Uk−j) + LUk = 0
...
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Une fois qu’on a calculé les Uk jusqu’à un ordre arbitraire, on a une approximation
de la solution de (4.1) dans tout le domaine de validité de la série (4.2). Une seule
matrice, M , est à inverser. On procède ensuite par continuation lorsque le rayon de
convergence de la série est atteinte. La matrice à inverser reste la même au cours
des continuations, seule la condition initiale et les seconds membres changent.
Un développement en temps peut bien donc conduire à un algorithme d’une
grande simplicité pour résoudre les équations de Navier-Stokes et les équations
filtrées, et plus généralement des problèmes de mécanique. De plus, contrairement
à d’autres algorithmes de la famille MAN, on est sûr de n’inverser qu’une seule
matrice, même au cours des continuations.
Dans la pratique, la matrice de masse M est inversible. La performance de l’al-
gorithme se repose donc sur la rayon de convergence. Si celui-ci est petit, un nombre
élevé de continuations devient nécessaire. Cela nous amène à une étude sur le rayon
de convergence.
4.1.2 Estimation du rayon de convergence de la série tem-
porelle
On va simplifier l’équation (4.1) sous la forme suivante :
dU
dt
+Q(U,U) + LU = 0 (4.3)
où L = (Lij)i,j=1,...,N est une matrice et Q = (Qi)i=1,...,N l’opérateur quadratique tel
que
Qi(U, V ) =
N∑
j=1
N∑
l=1
QijlU
jV l,
Q = (Qij,l)i,j,l=1,...,N étant un tenseur d’ordre 3 et N est la taille du problème (le
nombre de nœuds spatiaux).
Sous forme vectorielle, la solution à trouver est
U = (U1, U2, . . . , UN)T .
La condition initiale est :
U0 = U(t = 0) = (U
1
0 , U
2
0 , . . . , U
N
0 )
T .
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Notons
Q = max
i,j,l=1,...,N
(Qijl)
L = max
i,j=1,...,N
(Lij)
U0 = max
i=1,...,N
(U i0)
les normes respectives de Q, de L et de U0. En notation vectorielle, le développement
(4.2) s’écrit :
U i(t) = U i0 + U
i
1t+ U
i
2t
2 + · · · + U iktk + · · · ,
i = 1, . . . , N
En injectant le développement ci-dessus dans (4.3), on a, à l’ordre 0 :
−U i1 =
N∑
j=1
N∑
l=1
Qij l U
j
0 U
l
0 +
N∑
j=1
Lij a
j
0,
|U i1| < Q
N∑
j=1
N∑
l=1
U0
2 + L
N∑
j=1
U0
|U i1| < QN2U02 + LNU0.
Notons E = (QN2α2 + LNα) où α = max(U0, 1). Alors
|U i1| < E, i = 1, . . . , N
Posons alors comme hypothèse de récurrence
|U ik| < Ek, i = 1, . . . , N, k = 1 . . . , l.
Ainsi, à l’ordre l, on a :
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(l + 1)|U il+1| =
∣∣∣∣∣
N∑
j=1
N∑
l=1
Qij l
(
l∑
r=0
U jr U
l
l−r
)
+
N∑
j=1
Lij U
j
l
∣∣∣∣∣
(l + 1)|U il+1| < Q
N∑
j=1
N∑
l=1
l∑
r=0
ErEl−r + L
N∑
j=1
El
< QN2(l + 1)El + LNEl
Cela donne :
|U il+1| < (QN2 + ‖L‖∞N
1
l + 1
)El
|U il+1| < El+1.
On conclut que
|U ik| < Ek, ∀i = 1, . . . , N, k ∈ N (4.4)
Cette relation montre que la série temporelle (vectorielle)
∑
k≥0
Ukt
k
est convergente et que son rayon de convergence est supérieur ou égal à r =
1
E
.
Cette estimation fait comprendre les limites de l’utilisation d’un développement
en série temporelle. En effet, elle montre que le rayon de convergence évolue en
1/N2 sauf lorsque la matrice Q est nulle auquel cas l’évolution est en 1/N . On peut
donc s’attendre à ce que le rayon de convergence de la série temporelle diminue
quand la taille du problème augmente et qu’on ait besoin de beaucoup de pas de
continuation. Ainsi, pour rendre un tel algorithme performant, il faut utiliser une
technique d’accélération de convergence ou de prolongement de la série hors du
domaine de convergence.
Quelques méthodes existent déjà et sont utilisées pour prolonger une série hors
de son domaine de validité ([10, 20]). Celle qui est la plus couramment associée
à la MAN pour des applications en mécanique est la méthode des approximants
de Padé (voir [10, 136]). Cette méthode consiste à prolonger la série par une fonc-
tion sous forme de fraction rationnelle dont le développement de Taylor est la série
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elle-même. On prend alors la fraction rationnelle comme approximation de la solu-
tion à l’extérieur du rayon de convergence. Les approximants de Padé se révèlent
très efficaces lorsqu’on les intègre à certains types d’algorithme de la famille MAN
([88, 17, 30, 43]). Par contre, ils peuvent ne pas être adaptés lorsque le rayon de
convergence de la série est très faible.
Après avoir montré que le rayon de convergence diminue lorsque la taille du
problème discret augmente, voyons ce qui se passe lorsque le problème est continu.
Prenons le cas de l’équation de la chaleur.
4.1.3 Cas de l’équation de la chaleur
Considérons l’équation de la chaleur en dimension 1 :
∂u
∂t
=
∂2u
∂x2
(4.5)
avec la condition initiale
u(0, x) = u0(x)
où u0 est une fonction C
∞ dans le domaine Ω. Cherchons une solution sous forme
d’une série temporelle formelle :
u(t, x) =
∑
k≥0
uk(x) t
k. (4.6)
En injectant ce développement dans (4.5), on obtient
∑
k≥1
k uk t
k−1 =
∑
k≥0
∂2uk
∂x2
tk.
En effectuant une identification selon les puissances de t, il suit que
uk =
1
k
∂2uk−1
∂x2
.
On en déduit que
uk =
1
k!
∂2ku0
∂x2k
.
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Ainsi, formellement, on a
u(t, x) =
1
k!
∑
k≥0
∂2ku0(x)
∂x2k
tk.
On obtient bien donc une solution sous forme de série temporelle. Par contre,
selon la condition initiale imposée, le rayon de convergence de la série peut être nulle.
Prenons par exemple le cas où Ω ⊂ ] − 1, 1[ et
u0(x) =
1
1 − x.
Pour cette condition initiale, on a :
u(t, x) =
∑
k≥0
(2k)!
k!
1
(1 − x)2k+1 t
k.
Cette série diverge en tout point x du domaine et pour tout t non nul.
Dans cette situation donc, la MAN ne peut pas conduire à une solution approchée
dans un voisinage de t = 0. De plus, on ne peut faire aucune continuation car pour
en effectuer une, il faudrait partir d’une solution connue en un temps t1 > 0.
En résumé, une approche avec un développement en série temporelle conduit à
un algorithme d’une grande simplicité et où une seule matrice est à inverser. En
revanche, le rayon de convergence de la série peut être très faible ou même nul.
Face à l’inefficacité des méthodes habituelles d’extrapolation, on propose alors de se
tourner vers des algorithme de resommation de séries divergentes. Actuellement, la
seule méthode qui semble réellement prometteuse pour accomplir cette tâche est la
méthode de resommation de Borel-Laplace. Elle agit sur les séries dont la divergence
n’est pas « trop rapide ». Elle prend tout son intérêt lorsqu’on sait que les solutions
sous forme de série entière de pratiquement toutes les équations fonctionnelles ana-
lytiques, appliquées à la physique, vérifient ce critère (théorème de Maillet [86, 139]).
Le dernier point de la thèse sera consacré alors à cette méthode.
4.2 Méthode de resommation de Borel-Laplace
Vers la fin du XIXème siècle, E. Borel cherchait à étendre le rôle que pouvaient
jouer les séries divergentes en analyse. Suite à cela, il a sorti dans un mémoire
([15]) une méthode pour calculer la « somme » d’une série divergente, ou celle d’une
série convergente à l’extérieur de son disque de convergence. Cette méthode se base
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sur la transformation de Borel et son inverse, la transformation de Laplace. Elle
est surtout utilisée par les mathématiciens pour faire une resommation de séries à
divergence nulle ([53, 115, 109]) pour étudier théoriquement les solutions d’équations
différentielles. Notre but est d’étendre le champ d’application aux problèmes réels
de la mécanique, d’autant plus que la performance des calculateurs actuels permet
une utilisation plus systématique et automatisée. On se limitera cependant à des
problèmes de petites tailles dans ce cadre d’exploration.
Pour comprendre le fond de la méthode, commençons par prendre deux exemples
théoriques. Afin de contourner les éventuelles irrégularités sur la droite réelle, on se
placera dans le plan complexe C.
4.2.1 Illustration de la méthode
Le premier exemple qu’on va traiter est une équation dont la non-linéarité est
quadratique, comme pour les équations de Navier-Stokes.
a) Un problème quadratique
Soit l’équation :



dw
dz
+ w2 = 0
w(0) = w0 = 1.
(4.7)
Supposons qu’on veuille résoudre (4.7) en effectuant un développement par rap-
port au temps. On décompose donc w comme suit :
w = w0 + w1z + w2z
2 + · · · .
En introduisant ce développement dans (4.7) et en identifiant selon les puissances
de t, on obtient :
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


Ordre 0 : w1 + w
2
0 = 0
Ordre 1 : 2w2 + 2w0w1 = 0
...
Ordre l − 1 : lwl +
l−1∑
k=0
wkwl−k−1 = 0.
...
(4.8)
On en tire que
wk = (−1)k, ∀k ∈ N
D’où la solution
w(t) =
∞∑
k=0
wkz
k =
∞∑
k=0
(−1)kzk.
Notons w̆ la série correspondant à cette fonction :
w̆ =
∑
k≥0
(−1)kzk. (4.9)
La MAN peut donc nous fournir la solution de (4.7) en tout t appartenant au
disque de convergence de la série (4.9) qui est le disque unité. Par contre, sans
continuation, il ne lui est pas possible d’évaluer la solution au-delà du cercle unité,
qui, pourtant, existe bien puisque c’est :
w(z) =
1
1 + z
.
Pour comprendre la méthode de resommation de Borel-Laplace, il suffit de re-
marquer que, formellement, on a :
∑
k≥0
skz
k = w0 +
∫ +∞
0
(∑
k≥0
sk+1
k!
ξk
)
e−ξ/z dξ (4.10)
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pour toute série formelle s̆ =
∑
k≥0
skz
k, sachant que
k! =
∫ +∞
0
ξke−ξ dξ.
Si on applique cela à la série (4.9), on a
∑
k≥0
wk+1
k!
ξk =
∑
k≥0
(−1)k+1
k!
ξk = −e−ξ.
Le membre de droite de (4.10) vaut donc
1 +
∫ +∞
0
e−ξe−ξ/z dξ = 1 −
1
1 +
1
z
=
1
1 + z
.
Ainsi, les opérations qu’on a fait subir à la série w̆ dans le membre de droite de
(4.10) a permis de retrouver la fonction analytique qui prolonge w dans C − {−1}
et dont le développement de Taylor est s̆.
Prenons maintenant un autre exemple qui montre encore plus la puissance de la
resommation de Borel-Laplace.
b) L’équation d’Euler
Considérons l’équation d’Euler :
z2
dw
dz
+ w = z.
Si on cherche une solution de cette équation sous forme de série formelle alors
on trouve la série :
w̆ =
∑
k≥0
(−1)kk!zk+1 (4.11)
Cette série étant divergente, on n’espère pas que la MAN puisse donner une
approximation fine de la solution, même dans un petit disque autour de l’origine. Si
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on applique maintenant successivement les opérations dans (4.10) à la série (4.11),
on a :
∑
k≥0
wk+1
k!
ξk =
∑
k≥0
(−1)kξk =
1
1 + ξ
Ainsi, le second membre de (4.10) vaut ici
∫ +∞
0
1
1 + ξ
e−ξ/z dξ
qui est une fonction analytique dans tout le demi-plan complexe où la partie réelle
de z est positive et qui se calcule numériquement. On a donc trouvé une solution
analytique de l’équation d’Euler à partir de la série (4.11). Cela a été possible car,
bien que la série diverge, sa divergence n’est pas « trop rapide ».
Après ces deux exemples, le principe de la resommation de Borel-Laplace et son
utilité sont clairs. Présentons maintenant la théorie avec plus de rigueur, mais dans
une version simplifiée.
4.2.2 Cadre théorique
Soit C[[z]] l’ensemble des séries formelles à coefficients complexes dont la variable
est z et C{z} celui des séries convergentes (c’est-à-dire dont le rayon de convergence
est non nul). Donnons un sens mathématique au terme « pas trop rapide » de la
divergence d’une série, qu’on a utilisé précédemment.
Définition 4.1. Une série s̆ =
∑
k≥0
skz
k de C[[z]] est de Gevrey d’ordre q (q > 0),
s’il existe deux réels C et A tels que
|sk| < CAk(k!)q
pour tout k ∈ N.
On notera C[[z]]q l’ensemble des séries de Gevrey d’ordre q. En utilisant la formule
de Stirling, on montre que
∑
k≥0
skz
k ∈ C[[z]]q ⇐⇒
∑
k≥0
sk
(k!)q
zk ∈ C{z}.
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En particulier, les séries de Gevrey d’ordre 0 sont les séries convergentes.
La définition précédente a été introduite par Gevrey [53] (bien sûr, il n’a pas
utilisé le terme « de Gevrey » mais l’expression « série de classe q » ).
Etendons la définition du développement de Taylor au voisinage de l’origine aux
séries de Gevrey.
Définition 4.2. On appelle secteur un ensemble V = Sect(a1, a2, r) ⊂ C∗ défini par
V = {z ∈ C∗; 0 < |z| < r, a1 < arg z < a2}
où a1 et a2 sont des réels et r ∈ R ∪ {+∞} .
(a2 − a1) est appelé l’ouverture de V.
La figure Fig. 4.1 montre un exemple de secteur.
a1
a2
r
Fig. 4.1 – Un secteur d’angles a1 et a2, de rayon r
Définition 4.3. Soit V un secteur, s une fonction analytique dans V et
s̆ =
∑
i≥0
skz
k ∈ C[[z]].
On dit que s admet la série s̆ comme développement asymptotique de Gevrey
d’ordre q dans V si pour tout sous-secteur compact W de V , il existe deux constantes
réelles C et A tels que
∣∣∣∣∣s(z) −
k−1∑
j=0
sjz
j
∣∣∣∣∣ < CA
k(k!)q|z|k,
pour tout i ∈ N et tout z ∈ W .
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Toute fonction analytique admet sa propre série de Taylor comme développement
asymptotique d’ordre quelconque. L’idée est alors de remplacer la série obtenue avec
la MAN par une fonction analytique qui l’admet comme développement de Gevrey.
Le théorème suivant montre que cela est toujours possible au moins dans un secteur
de petite ouverture et qu’on a l’unicité dans un secteur d’ouverture assez grande.
Théorème 4.4. Soient s̆ une série de Gevrey d’ordre q et V un secteur. Notons
m =
1
q
.
– (Théorème de Borel-Ritt-Gevrey) Si l’ouverture de V est inférieure ou égale à
π
m
alors il existe une fonction analytique s qui admet s̆ comme développement
asymptotique de Gevrey d’ordre q.
– Si l’ouverture de V est supérieure à
π
m
et que deux fonctions admettent s̆
comme développement asymptotique alors ces deux fonctions sont égales.
Preuve
Le premier point est le théorème de Borel-Ritt-Gevrey qu’on peut retrouver par
exemple dans [45, 153]. Le second est une conséquence du lemme de Watson ([10,
87]). 
Remarque 4.5. Lorsqu’on n’a pas l’unicité alors la différence entre deux fonctions
admettant la série comme développement asypmtotique de Gevrey d’ordre q est une
fonction exponentiellement plate d’ordre m = 1/q.
Rappelons qu’une une fonction exponentiellement plate d’ordre m est une fonc-
tion analytique f sur un secteur V telle que, pour tout sous-secteur compact W de
V , on peut trouver deux constantes C et B vérifiant
|f(z)| ≤ Ce−B/|z|m
pour tout z dans V .
Pour calculer la « somme » de la série, on va utiliser les transformations de Borel
formelle et de Laplace. On se restreindra au cas de la classe de Gevrey d’ordre q = 1
(on pourra trouver la généralisation au q quelconque dans [87]).
Définition 4.6. On appelle transformation de Borel formelle l’application suivante
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B :
C[[z]] −→ C[[ξ]]
s̆ =
∑
k≥1
skz
k 7−→ Bs̆ =
∑
k≥0
sk+1
k!
ξk
.
La série image ŝ est appelée la transformée de Borel formelle de s.
A partir des définitions, on conclut tout de suite que la transformée de Borel
formelle d’une série de Gevrey est une série convergente, c’est-à-dire une fonction
analytique au voisinage de 0. Il est à remarquer que le terme constant de la série à
laquelle on a appliqué la transformation de Borel a été enlevé (la somme commence
à 1). Cela ne posera aucun problème car il suffira de le rajouter à la fonction finale
qu’on aura trouvée.
La transformation de Laplace est l’application inverse de la transformation de
Borel. Pour l’utiliser, on a besoin de la définition suivante.
Définition 4.7. Une fonction f analytique au voisinage de 0 et dans un secteur
V = Sect(a− ǫ, a+ ǫ,∞) est à croissance exponentielle à l’infini si
|f(ξ)| ≤ O(ecξ)
dans V , c étant une constante.
Définition 4.8. Notons Ha l’ensemble des fonctions qui sont analytiques au voisi-
nage de 0 et qui se prolongent en une fonction analytique à croissance exponentielle
à l’infini dans un secteur V = Sect(a− ǫ, a+ ǫ,+∞). Ensuite, soit da la demi-droite
orientée de 0 vers l’infini bissectant V .
Alors la transformation de Laplace dans la direction a est l’application qui, à
une fonction f ∈ Ha, associe la fonction Laf définie par
Laf(z) =
∫
da
f(ξ)e−ξ/z dξ.
La transformée de Laplace dans la direction a d’une fonction f telle que |f(ξ)| ≤
O(ecξ) est définie au moins sur le disque (de Borel) dont un diamètre est [0,
1
c
eia]
(voir figure Fig. 4.2).
On a maintenant les outils nécessaires pour définir la « somme » d’une série
divergente.
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1
c e
ia
>
>
>a
Fig. 4.2 – Disque de Borel dans la direction a
Définition 4.9. Lorsque s̆ est de Gevrey et B(s̆ − s0) ∈ Ha alors on dit que s̆ est
Borel-sommable dans la direction a et la fonction
s0 + La
[
B(s̆− s0)
]
est appelée somme de Borel de s̆ dans la direction a.
Remarque 4.10. Les transformées de Laplace d’une fonction f dans deux direc-
tions différentes peuvent ne pas cöıncider si f possède une singularité entre ces deux
directions (phénomène de Stokes, voir [28, 80]). Cela conduit à deux sommes de
Borel de la série dont la différence est une fonction exponentiellement plate d’ordre
1. On supposera qu’on n’est pas dans ce cas là.
Actuellement, la méthode de resommation de Borel-Laplace est surtout utilisée
pour des calculs manuels de solutions et reste dans un cadre théorique. Notre but
est de l’exploiter pour résoudre des problèmes réels de la mécanique avec l’aide d’un
calculateur. Pour cela, on va présenter un algorithme qui permettra d’arriver à cette
fin.
4.2.3 Cadre calculatoire
Supposons qu’on a une équation différentielle dont la solution formelle est une
série de Gevrey
s̆ =
∑
k≥0
skz
k.
Avec la MAN, dans la pratique, on se limite aux l premiers termes de la série.
On a donc une fonction polynomiale :
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s̆l(z) =
l∑
k=0
skz
k. (4.12)
à la place de la série.
Pour calculer effectivement une approximation de la somme de la série s̆, on
procède comme suit.
1) On applique la transformation de Borel formelle à s̆− s0. Cela ne pose aucun
problème particulier. Elle donne :
B(s̆l − s0)(ξ) =
l−1∑
k=0
sk+1
k!
ξk.
2) Ensuite, on prolonge B(s̆l − s0)(ξ) en une fonction analytique allant jusqu’à
l’infini au moins dans une direction. Cela peut être effectué avec les approxi-
mants de Padé. Rappelons que la méthode des approximants de Padé (voir
aussi [10, 136, 56, 39]) consiste à prolonger une série dont on ne connâıt que
les l premiers termes par une fraction rationnelle P [N1/N2], avec N1 +N2 = l,
de la forme
P [N1/N2](ξ) =
A0 + A1ξ + · · · + AN1ξN1
1 +B1ξ + · · · +BN2ξN2
où les coefficients Ai et Bi sont choisis de telle sorte que P [N1/N2] ait la fonc-
tion polynomiale s̆l comme développement de Taylor à l’ordre l. Contrairement
à la série d’origine, la transformée de Borel est sûrement convergente et son
rayon de convergence est plus grand. On sait donc que les approximants de
Padé opèrent ici.
3) Enfin, on applique la transformation de Laplace à la fonction P [N1/N2] pour
aboutir à une fonction analytique dont le développement asymptotique de
Gevrey, tronqué à la puissance lième de z, est s̆l.
Le schéma suivant représente ces opérations :
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s̆l =
l∑
k=0
skz
k BLa(s̆
l)(z) = s0 +
∫
da
P (ξ)e−ξ/z dξ
Borel
y
x
Laplace (La)
B(s̆l − s0) =
l−1∑
k=0
sk+1
k!
ξk
−−−−−−−→
Padé P (ξ) =
A0 + A1ξ + · · · + AN1ξN1
1 +B1ξ + · · · +BN2ξN2
Pour évaluer la valeur de s en un point z quelconque du domaine, on utilise une
méthode de quadrature. La méthode de Gauss-Laguerre ([56, 75]) est généralement
choisie pour les intégrations allant jusqu’à l’infini. Elle se base sur un nombre ar-
bitraire NGAUS de polynômes (de Laguerre) orthogonaux par rapport à la fonction
poids e−ξ et fournit comme approximation :
∫ +∞
0
f(ξ)e−ξ dx ≃
NGAUSS∑
NG=1
WNGf(ξNG) (4.13)
Les ξNG qui sont les racines du polynôme de Laguerre de degré NGAUSS et les WNG
sont donnés et sont tels que l’erreur d’approximation soit nulle lorsque f est un
polynôme de degré (2NGAUS − 1). Pour appliquer la formule (4.13) à notre cas et
réduire le nombre de calculs, il faut écrire :
∫ ∞
0
P (ξ)e−ξ/z dξ =
∫ ∞
0
P (ξ)eξe−ξ/ze−ξ dξ.
Ainsi, si POIDSNG = WNGP (ξNG)e
ξNG , NG=1,...,NGAUSS, la formule donne :
∫ ∞
0
P (ξ)e−ξ/z dξ =
NGAUSS∑
NG=1
POIDSNG e
−ξNG/z.
Il s’en suit que
BL(s̆l)(z) = s0 +
NGAUSS∑
NG=1
POIDSNG e
−ξNG/z.
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De cette manière, on ne calcule les quantités POIDSNG qu’une seule fois pour toutes
les valeurs de z. On fournit en entrée les produits WNGe
ξNG au lieu des WNG. Ces
formules s’adaptent aisément à une intégration le long d’une autre direction que R+.
Comme dans le cas de la MAN, il se peut qu’on ne puisse pas atteindre s(z)
pour une grande valeur de z en appliquant une seule fois la resommation car, d’une
part, on n’a pas la série exacte mais une série tronquée, et d’autre part, le rayon
du secteur d’analycité de la transformée de Laplace n’est pas forcément infini. Une
continuation est alors nécessaire.
Appliquons maintenant la méthode de resommation de Borel-Laplace à l’équation
(4.7) qui est de dimension 1 et dont on connâıt la solution exacte pour voir si l’algo-
rithme proposé ci-dessus fonctionne réellement lorsqu’on l’applique numériquement,
et voir l’amélioration qu’il apporte.
4.2.4 Retour à l’équation (4.7)
On a élaboré un programme numérique en Fortran pour tester l’efficacité de la
méthode de resommation de Borel-Laplace sur l’équation (4.7). Cette équation n’est
pas un exemple sur lequel on peut tirer le maximum de profit avec la resommation de
Borel-Laplace car la série qu’on en extrait possède un rayon de convergence non nul,
et ce rayon de convergence n’est pas forcément faible car le problème est de petite
taille (taille 1). Elle a été choisie car elle est du même type que les équations de
Navier-Stokes (la non-linéarité est quadratique). Nous verrons qu’elle suffira malgré
tout pour montrer l’efficacité de l’algorithme du paragraphe précédent. Dans un
premier temps, on ne va pas faire une continuation pour bien voir la différence entre
les résultats donnés par la MAN et par la resommation.
a) Sans continuation
La figure Fig. 4.3 compare la solution w̆l(z) fournie par la MAN et celle donnée
par la resommation de Borel-Laplace BL(w̆l)(z) avec la solution exacte w(z). Les
coefficients de la série sont calculé jusqu’à l’ordre 8 et aucune continuation n’est
effectuée. La transformation de Laplace est calculée le long de l’axe réel positif.
On constate alors sur la figure que la solution série tronquée n’est plus exploitable
dès qu’on s’approche de z = 0.7. Quant à elle, la solution donnée par la resommation
suit parfaitement bien la solution exacte jusqu’à ce que l’effet de la troncature et
des différentes erreurs numériques se font constater, vers z = 2.5. Notons qu’aucune
optimisation, comme par exemple une accélération de convergence de la série ou une
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Fig. 4.3 – Comparaison entre la MAN et la resommation de Borel-Laplace
optimisation de l’intégration ([20, 75]) autre que ce qui est mentionné, n’est apportée
à l’algorithme de Borel-Laplace.
On conclut que le schéma décrit dans la section 4.2.3 est opérationnel.
Pour ce même exemple, on va maintenant utiliser la continuation, pour aller
jusqu’à une grande valeur de z.
b) Avec continuation
Pour la continuation, on va combiner les deux méthodes, la MAN et la resom-
mation. Notre critère de qualité se basera sur l’ordre de grandeur du résidu Res(z),
le résidu étant, pour l’équation (4.7), le vecteur
Res(z) =
dw
dz
(z) + w2(z) = 0.
On procède comme suit :
• On calcule les l premiers coefficients de la série w̆ en effectuant un dévelop-
pement en série temporelle à partir de w0 = w(0).
• On en déduit les valeurs approchées de w(z) par la MAN tant que le résidu
Res(z) ne dépasse pas une certaine valeur :
w(z) ≃ w̆l(z) tant que
‖Res(z)‖
‖w̆l(z)‖ < ǫ. (4.14)
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On arrive ainsi jusqu’à une valeur z1 de z.
• Ensuite, on forme la transformée de Borel formelle de w̆l, puis on calcule les
approximants de Padé et les quantités POIDSNG.
• Enfin, on évalue BL(w̆l)(z) pour avoir une approximation de w(z), à partir de
z = z1 et jusqu’à ce que, de nouveau, le résidu devienne trop grand :
w(z) ≃ BL(w̆l)(z), z > z1, tant que
‖Res(z)‖
‖BL(w̆l)(z)‖ < ǫ.
• Lorsque la dernière valeur z0 est atteinte, on recommence l’algorithme en ef-
fectuant un développement en série à partir de w0 = w(z0).
La resommation est vue donc ici comme un prolongement de la MAN.
On applique alors le schéma précédent à l’équation (4.7). On va jusqu’à z = 10s,
avec ǫ = 10−2. NGAUSS = 6 points de Gauss sont utilisés pour l’intégration. La courbe
obtenue est visuellement indistinguable de la solution exacte. On ne présentera donc
pas de comparaison graphique entre la courbe calculée et la solution exacte. En
revanche, sur la figure Fig. 4.4, on montre l’apport de la resommation par rapport
à la MAN et les moments où une continuation devient nécessaire.
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Fig. 4.4 – Solution avec continuation, MAN et resommation de Borel-Laplace
asociées
Sur cette figure, on voit que la resommation prolonge bien la solution fournie
Chapitre 4. Développement en série temporelle et resommation 197
par la MAN. Deux points de continuation ont été nécessaires pour atteindre z = 10
contre six si on avait fait tout le calcul avec la MAN. La figure Fig. 4.5 montre la
position des points de continuation lorsqu’on n’utilise que la MAN.
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Fig. 4.5 – Solution avec continuation, MAN seule
Les résultats précédents correspondent à une troncature de la série à l’ordre l = 8.
D’autres calculs ont été faits avec l = 15. Le tableau suivant compare alors le nombre
de points de continuation nécessaires pour les deux méthodes. On y remarque que
la combinaison avec la resommation demande nettement moins de pas que la MAN
seule.
l=8 l=15
MAN+Borel-Laplace 2 points 1 points
MAN 6 points 5 points
Ces petits tests montrent que la méthode de resommation de Borel-Laplace
conduit bien à une amélioration de la MAN et que le schéma présenté dans le para-
graphe (4.2.3) est fonctionnel. Fort de ces bons résultats, on va maintenant appliquer
la méthode aux équations de Navier-Stokes. Toutefois, dans l’état d’avancement ac-
tuel, on ne s’attaquera pas directement aux équations de Navier-Stokes complètes
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mais à un modèle réduit de celles-ci de manière à se limiter pour le moment à un
problème de petite taille.
Remarques 4.11.
– On a choisit un critère sur le résidu pour évaluer la qualité de la solution
donnée par la MAN dans (4.14) pour avoir exactement le même critère de
qualité pour les deux méthodes et mieux les comparer. On peut remplacer ce
critère par un critère sur le rayon de convergence puisqu’on sait évaluer ce
dernier directement à partir des termes de la série (voir section 3.1.3). C’est
ce que nous ferons dans la suite.
– On n’effectuera plus de comparaison entre la MAN et la méthode de resom-
mation de Borel-Laplace dans la suite puisque, comme on l’a montré précé-
demment, la MAN seule peut ne pas fournir de solution du tout (lorsque la
série diverge). La resommation sera donc considérée comme une méthode à
part entière mais plus comme un prolongement de la MAN. Les comparaisons
se feront alors entre l’algorithme de Borel-Laplace et une méthode plus cou-
rante comme celle de Runge-Kutta.
4.3 Application à un modèle réduit des équations
de Navier-Stokes filtrées
Une des méthodes qui permettent de réduire les équations de Navier-Stokes
est la décomposition orthogonale aux valeurs propres (POD). L’utilisation de cette
méthode conduit à un système dynamique d’ordre faible dont la résolution demande
un temps de calcul insignifiant par rapport à la résolution du système complet. C’est
sur ce système dynamique d’ordre faible qu’on appliquera la méthode de resomma-
tion de Borel-Laplace.
Là n’étant pas l’objet de notre étude, on ne décrira la POD que très brièvement.
Pour les détails sur le fondement de la méthode, on pourra se référer à [81, 130, 6]
et à [11, 1] pour une bibliographie plus complète.
4.3.1 Description sommaire de la POD
La POD consiste à approximer la solution u du problème appartenant à un espace
E(0, T ;H) par une fonction Φ ∈ H qui maximise la fonction
Φ′ ∈ H 7→
< (Φ′, u)H >
‖Φ′‖2H
, (4.15)
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où < • > désigne toujours un moyennage, (•, •)H désigne le produit scalaire de H et
‖•‖H la norme associée. LorqueH = L2(Ω), la recherche de la solution Φ du problème
(4.15) est équivalent à la résolution du problème aux valeurs propres suivant :
∫
Ω
R(x, x′)Φ(x′) dx′ = λΦ(x)
où R est le tenseur de corrélation défini par
R(x, x′) =< u(t, x) ⊗ u(t, x′) > .
Sous l’hypothèse de continuité de R, l’opérateur
Φ 7→
∫
Ω
R(x, x′)Φ(x′) dx′
est compact et le théorème de Hilbert-Schmidt prouvent l’existence d’une suite de
valeurs propres (λi)i≥1 telle que
λ1 > λ2 > · · · > λi > · · · et λi → 0
et d’une suite de vecteurs propres orthonormaux associés (Φi)i≥1 formant une base de
H. Ainsi, tout élément u de E(0, T ;H) se décompose dans cette base de la manière
suivante
u(t, x) =
+∞∑
i=1
̺i(t) Φi(x) (4.16)
où ̺i sont les coordonnées.
Les Φi sont appelés les modes. Ils dépendent de la configuration de l’écoulement
et sont déterminés soit à partir de données expérimentales, soit à partir d’une simu-
lation numérique.
Lorsqu’on introduit la décomposition (4.16) dans les équations complètes, on
obtient un système réduit dont la résolution demande un temps insignifiant par
rapport à la résolution du système complet.
Dans la pratique, on se limite à un nombre fini N de modes. Le calcul des ̺i,
i = 1, 2, . . . , N , conduit alors à une approximation de u. Les éléments Φi de la
base peuvent être calculés grâce à une simulation numérique sur seulement quelques
secondes, à partir des équations complètes.
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4.3.2 Application aux équations de Navier-Stokes
Lorsqu’on applique la POD aux équations de Navier-Stokes, la condition de diver-
gence nulle et les conditions au bord sont automatiquement vérifiées par les fonctions
de base. L’équation de quantité de mouvement donne alors, après une projection de
Galerkin, un système dynamique de la forme
d̺i
dt
+
N∑
j,l=1
Qijl ̺
j̺l +
N∑
j=1
Lij ̺
j = F i(t), i = 1, 2, . . . N. (4.17)
où les coefficients sont définis par
Qijl = (Φ
i, div[Φj ⊗ Φl]), Lij = ν(Φi,∇2Φj)
et les F i(t) rassemblent les termes restants, contenant la pression et les éventuels
termes sources. Ces coefficients sont calculés une seule fois pour une valeur donnée
de N .
C’est sur le modèle réduit (4.17) qu’on appliquera la méthode de resommation
de Borel-Laplace, en décomposant les ̺i sous forme d’un développement en série
temporelle.
On va traiter deux exemples d’écoulements : le premier reprend le cas de la cavité
entrâınée en dimension 2 et le second concerne la dispersion de particules dans une
chambre ventilée.
4.3.3 Cavité entrâınée
Les paramètres de calcul
La géométrie de la cavité et les paramètres de l’écoulement sont les mêmes que
ceux de la section 3.2. Les données du problème réduit, c’est-à-dire les coefficients
Qijl, L
i
j et F
i ont été fournis par C. Allery ([1]).
On résoudra (4.17) avec la méthode de resommation de Borel-Laplace et avec la
méthode de Runge-Kutta d’ordre 5 à pas adaptatifs ([113]). On comparera quelques
valeurs de ̺ issues de ces deux méthodes avec une solution de référence calculée à
partir de la résolution des équations de Navier-Stokes complètes.
Le pas dans la méthode de Runge-Kutta à pas adaptatifs est calculé de manière
à ce que l’estimation ∆ de l’erreur de troncature à l’ordre 5 soit telle que
∆
‖̺(t)‖ ≤ ǫrk
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où ǫrk est un petit paramètre. On prendra ǫrk égal au paramètre ǫ de la méthode
de resommation de Borel-Laplace. Notons que cette méthode de Runge-Kutta est
d’ordre 5 alors que la méthode de Borel-Laplace est d’ordre arbitraire l. Pour chacune
des deux méthodes, on fera le calcul avec 4 et 10 modes.
La série temporelle est tronquée à l’ordre l = 10.
On désignera par « MAN+Borel-Laplace » la combinaison de la MAN avec la
méthode de resommation.
Résultats
Le tableau ci-dessous compare le nombre de pas nécessaire pour atteindre 20,
50 et 100 secondes. On y remarque qu’on a besoin de nettement moins de pas avec
la MAN+Borel-Laplace qu’avec la méthode Runge-Kutta.
20 secondes 50 secondes 100 secondes
Runge-Kutta 18 pas 41 pas 80 pas
MAN+Borel-Laplace 9 pas 24 pas 52 pas
La figure Fig. 4.6 montre les valeurs des deux premières composantes de ̺ jus-
qu’à 20 secondes. Rappelons que la MAN+Borel-Laplace fournit une approximation
C∞ de la solution entre les points de continuation tandis qu’avec la méthode de
Runge-Kutta ne donne que des valeurs point par point. Sur cette figure Fig. 4.6, on
remarque que les deux méthodes cöıncident bien aux points de calcul de la méthode
de Runge-Kutta. L’écart avec la solution de référence est du à l’erreur de la réduction.
Le tableau suivant compare le nombre de pas nécessaire aux deux méthodes lors-
qu’on prend 10 modes lors de la réduction. A t = 100s, on voit que la MAN+Borel-
Laplace requiert 42% de pas en moins par rapport à la méthode de Runge-Kutta
contre 35% avec 4 modes. Cela montre encore que plus la taille du problème est
élevé, plus la resommation est avantageuse.
20 secondes 50 secondes 100 secondes
Runge-Kutta 29 pas 81 pas 175 pas
MAN+Borel-Laplace 16 pas 44 pas 102 pas
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Fig. 4.6 – Comparaison des valeurs de ̺1 (à gauche) et ̺2 (à droite) en fonction du
temps
On conclut de ces résultats que la méthode de resommation donne une solu-
tion avec autant de précision que la méthode de Runge-Kutta mais avec moins de
pas de calcul. En outre, la solution fournie est analytique. Ces résultats montrent
également que la méthode de resommation peut très bien être utilisée pour la simu-
lation d’écoulements réels. Enfin, on peut espérer que la méthode offrira encore plus
d’avantage si on l’applique à un problème de grande taille comme les équations de
Navier-Stokes complètes discrétisées.
Retournons maintenant dans le domaine qui nous intéresse particulièrement qui
est le domaine du bâtiment. On va alors utiliser la méthode de resommation pour
la simulation de la dispersion de particules dans une cavité ventilée.
4.3.4 Application à l’étude de la dispersion de particules
dans une cavité ventilée
Considérons la cavitée ventilée en 2 dimension représentée sur la figure Fig. 4.7.
Les ouvertures ont une hauteur de 0.31m. L’entrée se situe à 0.07m du plafond et la
sortie à 0.07m du plancher. La vitesse d’entrée est de 0.443m/s ± 10%.
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Fig. 4.7 – Géométrie de la chambre ventilée
Lorsque le champ de vitesse est stabilisé, 10000 particules sont injectées au milieu
de l’ouverture d’entrée au même moment (Les détails de la simulation se trouvent
dans [2]). On prend alors quatre modes pour la POD. Le tableau suivant compare le
nombre de pas nécessaires aux deux méthodes pendant les premières secondes après
l’injection des particules. On y remarque que la MAN+Borel-Laplace nécessite net-
tement moins de pas que la méthode de Runge-Kutta. Pour atteindre 100 secondes,
elle demande 44% de pas en moins.
1 secondes 20 secondes 30 secondes 100 secondes
Runge-Kutta 8 pas 93 pas 137 pas 397 pas
MAN+Borel-Laplace 4 pas 55 pas 78 pas 224 pas
La figure Fig. 4.8 compare les valeurs de ̺ durant la première seconde de la
simulation. Elle montre un très bon accord des deux méthodes de résolution avec la
solution de référence.
Terminons par la figure Fig. 4.9 qui est une représentation graphique de l’évo-
lution du nuage de particules pendant les 30 premières secondes après leur injection1.
1Avec l’aimable autorisation des auteurs de [2].
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-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0 0.2 0.4 0.6 0.8 1 1.2
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0 0.2 0.4 0.6 0.8 1 1.2
Solution de référence
Runge-Kutta
MAN+Borel-Laplace
1
2
t t
Fig. 4.8 – Comparaison des valeurs de ̺1 (à gauche) et ̺2 (à droite) en fonction du
temps
4.4 Conclusion
Les quelques tests numériques présentés nous montrent que la méthode de resom-
mation de Borel-Laplace peut très bien être utilisée pour la résolution numérique de
problèmes réels.
L’algorithme qu’on a proposé dans 4.2.3 et (4.2.4) est un algorithme assez « gros-
sier » dans le sens où aucune optimisation plus profonde ne lui a été apportée, alors
que la méthode de resommation possède des propriétés très intéressantes dans la
théorie. Par exemple, toutes les manipulations qu’on fait subir à la série sont des
manipulations formelles. L’utilisation d’un programme purement numérique comme
celui employé ici détruit ces propriétés, ce qui entrâıne non seulement une accu-
mulation inutile d’erreurs d’arrondis (dont les effets seront encore plus important
si la série est proche de la divergence) mais aussi une augmentation du temps de
calcul. Il faudrait alors transposer l’algorithme dans un logiciel de calcul symbolique
et n’effectuer de calcul numérique que lorsque cela est indispensable.
Par ailleurs, le calcul effectif du résidu pour l’évaluation de la qualité de la solu-
tion donnée par la resommation devrait être évité pour diminuer le temps de calcul.
Chapitre 4. Développement en série temporelle et resommation 205
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
4 secondes 12 secondes
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
20 secondes 30 secondes
Fig. 4.9 – Evolution temporelle des particules
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Il faudrait donc trouver un autre critère en étudiant par exemple l’équation de plus
près et en utilisant le fait que la fonction est asymptotique à la série. Notons qu’avec
la MAN, on peut majorer le résidu par une relation du type :
‖Res(t)‖ < (cN + b)
(tE)N
1 − (tE)
où c et b sont des constantes si le rayon de convergence de la série est supérieur ou
égal à 1/E. D’autres optimisations comme l’accélération du calcul de l’intégration
peuvent aussi être utilisées ([7, 135, 75]).
Enfin, la droite réelle positive a simplement été prise comme direction de la
transformation de Laplace. Une étude plus poussée pourrait conduire à une direction
meilleure selon l’équation qu’on a.
Malgré ses défauts, le programme qu’on a utilisé a toutefois laissé entrevoir les
avantages que la méthode de resommation peut donner. On a vu par exemple qu’elle
diminue nettement le nombre de pas de continuation par rapport à la MAN seule ou à
la méthode de Runge-Kutta. Par ailleurs, elle promet d’être encore plus avantageuse
lorsqu’on résoudra les équations complètes de Navier-Stokes.
Terminons par un petit retour à l’équation de la chaleur (voir section 4.1.3). Il
a été prouvé depuis plus d’un siècle que la série (4.6) converge si et seulement si
la condition initiale u0 est une fonction entière à croissance exponentielle d’ordre 2,
c’est-à-dire
|u0(z)| = O(ec|z|
2
), z ∈ C
où c est une constante. En revanche, Lutz et al. ([85], voir aussi [9]) ont montré
qu’on n’a même pas besoin d’une analycité de u0 en zéro pour que la série soit Borel-
sommable mais d’une analycité dans deux secteurs déterminés et d’une croissance
exponentielle d’ordre 2 dans ces deux secteurs.
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[119, 118, 117, 116]
L’objectif de cette thèse a été de trouver de nouveaux moyens pour améliorer
la simulation des écoulements turbulents intéressant le domaine du bâtiment, par
l’approche de la simulation des grandes échelles. Les deux aspects, théorique et
numérique, ont alors été abordés.
Dans la première partie de la thèse, une étude théorique de la LES a été faite.
Après avoir montré l’importance des symétries dans l’étude de la turbulence, on a
alors effectué une analyse de quelques modèles de sous-maille courants. Cela a mis en
évidence le fait que beaucoup de modèles de sous-maille détruisent les symétries des
équations de Navier-Stokes. L’extension de l’analyse au cas non isotherme a conduit
au même constat pour les équations de la convection thermique.
Suite à cette inconsistance mathématique de beaucoup de modèles de sous-maille
de la littérature, on a proposé une classe de nouveaux modèles qui sont invariants
par rapport au groupe de symétrie des équations de départ. On a alors demandé à
ces modèles de respecter également le second principe de la thermodynamique. Un
test numérique sur un des modèles les plus simples de la classe a alors été effectué
pour la simulation d’un écoulement d’air dans une chambre ventilée. Cela a donné
un résultat statistiquement conforme avec les expériences et bien meilleur que ceux
obtenu avec le modèle de Smagorinsky et le modèle dynamique.
Le choix de la valeur de la constante du modèle qui a été numériquement testé a
été validé par la comparaison avec un calcul dynamique dans notre cas. Une étude
plus approfondie pourrait conduire à une valeur plus précise de cette constante. On
pourrait par exemple concevoir une étude spectrale pour cette fin.
Lors de la construction des modèles, on a choisi de ne faire dépendre les coef-
ficients de ces derniers que des invariants fondamentaux issus du tenseur des taux
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de déformation résolu (et du gradient de la température résolue dans le cas de la
convection thermique), ces invariants apparaissant naturellement dans l’expression
des modèles. Dans une prochaine étape, on pourra envisager d’inclure d’autres pa-
ramètres comme l’énergie cinétique turbulente et le taux de dissipation. Comme ces
deux paramètres nécessitent au moins une équation de transport supplémentaire,
on pourra étendre par la même occasion l’analyse par les symétries aux modèles
de sous-maille de la littérature qui font intervenir une ou plusieurs équations de
transport supplémentaires. Toujours dans les perspectives, on peut revenir bien en
amont en effectuant des études sur la turbulence (corrélations, . . . ) en utilisant les
symétries.
Dans la deuxième partie de la thèse, on s’est intéressé à l’intégration de la simu-
lation des grandes échelles dans un algorithme de la famille des méthodes asympto-
tiques numériques, ceci dans le but d’étudier les bifurcations instationnaires surve-
nant dans les écoulements turbulents. Un premier algorithme utilisant la technique
d’homotopie a alors été présenté. Cet algorithme a conduit à un résultat intéressant
avec le modèle de Smagorinsky. En revanche, il a eu du mal à prendre en compte la
complexité du modèle dynamique. Un autre algorithme, n’utilisant plus la technique
d’homotopie mais un développement en série temporelle, a alors été présenté comme
remplacement.
Avant de mettre le second algorithme qui est basé sur un développement en série
temporelle en œuvre, nous avons commencé par une étude théorique du rayon de
convergence de la série temporelle. Nous en avons conclu que lorsque la taille du
problème est élevé, ce rayon de convergence peut être très faible et tend à s’annuler.
Dans le but de surmonter cette limite, on s’est alors intéressé à la méthode de resom-
mation de Borel-Laplace dont on connâıt l’efficacité théorique pour la resommation
de série divergente.
Comme les applications de la méthode de resommation de Borel-Laplace se
réduisent encore essentiellement à des problèmes théoriques, on a voulu dans cette
thèse explorer la possibilité de l’utiliser numériquement, pour la résolution de prob-
lèmes réels de la mécanique et particulièrement pour la simulation d’écoulements
dans le domaine du bâtiment. Par conséquent, un code numérique a été construit
pour effectuer les opérations de la resommation. Les tests sur des modèles réduits
des équations de Navier-Stokes filtrées ont alors donné des résultats encourageant.
La suite logique de la thèse serait maintenant de revenir sur les équations de
Navier-Stokes filtrées complètes et d’y appliquer la méthode de resommation. Ce-
pendant, avant cela, beaucoup d’optimisations doivent être apportées au code qu’on
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a construit pour la resommation. La première serait de le transposer dans un logiciel
de calcul symbolique pour tenir en compte le fait que toutes les opérations inter-
venant dans la méthode de resommation sont formelles et réduire par conséquent
les erreurs de troncature et le temps de calcul. On pourra s’inspirer des travaux de
Thomann à cet effet ([137, 138]). Notons que Cochelin et Pérignon ont récemment
transcrit la MAN sur MATLAB ([27]).
Toujours dans le but d’améliorer le code, on pourrait faire une étude plus ap-
profondie des équations auxquelles on applique la resommation. Cela permettrait de
trouver les éventuelles singularités dans l’espace de Borel et d’avoir plus de précision
sur la meilleure direction d’intégration lors de la transformation de Laplace. On
pourrait aussi se servir de la théorie de la multisommabilité ([87, 8, 80]).
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Annexe A
Les groupes de symétries
Au XIXème siècle, l’une des principales préoccupations des mathématiciens étai-
ent de résoudre les équations différentielles. Les méthodes exactes de résolution ont
alors été intensivement développées mais au bout d’un certain temps, aucune nou-
veauté n’a été trouvée. Il a fallu attendre la seconde moitié du siècle pour que des
idées originales et innovantes apparaissent grâce à Sophus Lie.
A l’origine, Lie voulait créer une théorie de résolution des équations différentielles
ressemblant à la théorie de Galois pour les équations algébriques (la théorie de Ga-
lois traite entre autres la solvabilité et la relation entre les racines d’une équation
algébrique). Il regardait alors les équations différentielles avec une approche géomé-
trique. Plus précisément, il cherchait les transformations qui, à la manière des
symétries géométriques, laissent une équation différentielle invariante. Il s’intéressait
particulièrement aux transformations continues ou transformations à un paramètre.
Cela l’a conduit à fonder la théorie des groupes de transformations continues.
A.1 Groupe de transformations à un paramètre
On va introduire la théorie d’une manière mathématique, comme cela se fait
traditionnellement, puis, dans la section A.3 on donnera une interprétation plus
mécanique.
A.1.1 Définitions
Appelons transformation un C∞-difféomorphisme
T : (t, y) 7→ (t̂, ŷ)
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avec



t̂ = t̂(t, y)
ŷ = ŷ(t, y).
(A.1)
On dira qu’une transformation est une transformation continue ou transforma-
tion à un paramètre si elle dépend de manière C∞ d’un paramètre a, a appartenant
à un certain intervalle J . Une telle transformation est de la forme
Ta : (t, y) 7→ (t̂, ŷ)
avec



t̂ = t̂(t, y, a)
ŷ = ŷ(t, y, a)
(A.2)
Alors, un groupe de transformations (à un paramètre) est un ensemble G de
transformations à un paramètre Ta vérifiant les axiomes suivants :
1. Il existe a0 ∈ J vérifiant Ta0 = Id, où Id ∈ G est l’identité : Id(t, y) = (t, y).
2. G est stable par composition : si a, b ∈ J alors il existe c ∈ J tel que Ta◦Tb = Tc.
3. Chaque transformation de G est inversible : pour tout a ∈ J , on peut trouver
b ∈ J tel que Ta ◦ Tb = Tb ◦ Ta = I. On notera Tb = T−1a .
Il se peut que ces axiomes ne soient vérifiés que dans un voisinage de a0. Dans
ce cas, on a un groupe local.
Exemple A.1. Le groupe « extension » ou de transformations d’échelle est l’en-
semble des transformations de la forme :
Ea :



t̂ = a t
ŷ = aβ y.
(A.3)
Pour ce groupe, on a :
a0 = 1, Ea ◦ Eb = Eab, E−1a = E1/a.
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On peut aussi noter additivement ce groupe. Dans ce cas, les transformations
sont de la forme
Ea :



t̂ = ea t
ŷ = eβa y. (A.4)
Cette fois,
a0 = 0, Ea ◦ Eb = Ea+b, E−1a = E−a.
♦
Dans toute la suite, on supposera que a0 = 0.
A.1.2 Générateur infinitésimal
Introduisons la notion d’orbite. C’est l’ensemble des points (t̂, ŷ) qui sont reliés à
(t, y) par une des transformations du groupe. Soit
(
ξ(t̂, ŷ), η(t̂, ŷ)
)
le vecteur tangent
en (t̂, ŷ), c’est-à-dire :
dt̂
da
= ξ(t̂, ŷ),
dŷ
da
= η(t̂, ŷ). (A.5)
En particulier, en (t, y) on a :
ξ(t, y) =
∂t̂(t, y, a)
∂a
∣∣∣∣∣
a=0
η(t, y) =
∂ŷ(t, y, a)
∂a
∣∣∣∣∣
a=0
Ce qui entrâıne :
t̂ = t+ ξ(t, y)(a) +O (a2) ,
ŷ = y + η(t, y)(a) +O ((a)2)
(A.6)
au voisinage de a = 0.
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On appelle générateur infinitésimal le champ de vecteurs tangent X
X = ξ(t, y)
∂
∂t
+ η(t, y)
∂
∂y
défini par :
X.f = ξ(t, y)
∂f
∂t
+ η(t, y)
∂f
∂y
si f est une fonction C∞ de t et de y.
La connaissance de X (et de a0) détermine complètement le groupe de transfor-
mations G. En effet, connaissant ξ et η, on peut trouver t̂ et ŷ grâce aux relations
(A.5) et à la condition initiale
(
t̂(t, y, 0), ŷ(t, y, 0)
)
= (t, y). (A.7)
Exemple A.2. Soit le générateur infinitésimal X = 2t
∂
∂t
+ y
∂
∂y
. Cherchons le
groupe de transformations qu’il engendre.
(A.5) s’écrit
∂t̂
∂a
= 2t̂,
∂ŷ
∂a
= ŷ.
Cela donne
t̂ = C1e
2a, ŷ = C2e
a.
Puis, en se servant de (A.7), on conclut :
t̂ = e2at, ŷ = eay.
Le groupe est le groupe de transformations d’échelle introduit dans l’exemple
A.1.
♦
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Un autre moyen d’y arriver est de remarquer que (voir [61, 5]) :
f(t̂, ŷ) = f(t, y) + aX.f +
a2
2!
X.(X.f) + · · · = eaX .f
pour toute fonction C∞ f et que par conséquent,
t̂ = eaX .t, ŷ = eaX .y. (A.8)
Exemple A.3. Considérons le générateur X = y
∂
∂t
− t
∂
∂y
. En appliquant simple-
ment (A.8), il vient
t̂ = t+ ay −
a2
2!
t−
s3
3!
y +
a4
4!
t+ · · · = t cos a+ y sin a,
ŷ = y − at−
a2
2!
y +
s3
3!
t+
a4
4!
y + · · · = −t sin a+ y cos a.
Le groupe engendré par X est donc le groupe des rotations. ♦
On va maintenant appliquer ces concepts à la recherche de symétries.
A.1.3 Condition et groupe de symétrie
Une équation (algébrique)
F (t, y) = 0 (A.9)
est un invariant1 d’un groupe de transformations G si elle ne change pas de forme
lorsqu’on applique une quelconque transformation T : (t, y) 7→ (t̂, ŷ) de G. Plus
concrètement, l’équation (A.9) est invariante si
F (t, y) = 0 =⇒ F (t̂, ŷ) = 0. (A.10)
Dans ce cas, réciproquement, on dit que G est un groupe de symétrie de l’équation
(A.9) et chaque élément de G est une symétrie.
On montre que la condition (A.10) est équivalente à :
1Insistons sur le fait que c’est l’équation qui est invariante mais pas la fonction F .
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F = 0 =⇒ X.F = 0, (A.11)
c’est-à-dire
ξ(t, y)
∂F
∂t
+ η(t, y)
∂F
∂y
= 0
où X est le générateur infinitésimal du groupe. Pour s’en convaincre, il suffit d’in-
troduire les relations (A.6) dans (A.10).
La connaissance de ξ et de η permet de connâıtre la variation de t et y lorsqu’on
applique le groupe G. La question qui se pose est alors : « comment est ce que les
dérivées varient ? ». C’est l’objet des prolongations.
A.2 Prolongation
Pour adapter la condition (A.11) à une équation différentielle du type
F (t, y, y′, . . . , y(n)) où y = y(t),
on a besoin de calculer les variations des différentes dérivées. Soit alors
ŷ(k) =
dkŷ
dt̂k
.
Le membre de gauche s’appelle la k-ième prolongation.
A.2.1 Formule de prolongation
Notons Dt la dérivation totale par rapport à t :
Dt =
∂
∂t
+ y′
∂
∂y
+ y′′
∂
∂y′
+ · · ·
Pour la première dérivée :
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ŷ′ =
dŷ
dt̂
=
Dtŷ
Dtt̂
=
Dt [y + aη +O(a
2)]
Dt [t+ aξ +O(a2)]
=
y′ + aDtη +O(a
2)
1 + aDtξ +O(a2)
ŷ′ = y′ + [Dtη − y′Dtξ] a+O(a2)
La variation de y′ est donc
η1 = Dtη − y′Dtξ (A.12)
En procédant par récurrence, on trouve :
ŷ(k) = y(k) + ηka+O(a2)
avec
ηk = Dtη
k−1 − y(k)Dtξ. (A.13)
Donnons la forme des deux premières variations η1 et η2 pour illustrer.
η1 = Dtη − y′Dtξ = ηt + (ηy − ξt)y′ − ξyy′2
η2 = Dtη
1 − y′′Dtξ = ηtt + (2ηty − ξtt)y′ + (ηyy − 2ξty)y′2
− ξyyy′3 + (ηy − 2ξt − 3y′ξy)y′′.
Les k premières prolongations « prolongent » en fait le groupe G en un groupe
G{k} (pour prendre les notations de [5]) qui agit sur un espace à (k + 2) variables
(t, y, y′, . . . , y(k)). L’opérateur
X(k) = ξ
∂
∂t
+ η
∂
∂y
+ η1
∂
∂y′
+ · · · + ηk
∂
∂y(k)
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est le générateur infinitésimal de G{k}. C’est donc le prolongement du générateur X
à l’ordre k.
Cette présentation des prolongations est très simplifiée. Si on veut des définitions
rigoureuses, il faudra introduire l’espace des jets. On peut se référer par exemple à
[105] pour la théorie mathématique complète.
A.2.2 Condition de symétrie
On va maintenant chercher une condition pour qu’une équation différentielle soit
un invariant d’un groupe G. Partons d’une équation différentielle du premier ordre :
F1(t, y, y
′) = 0. (A.14)
Par définition, cette équation est invariante si F1(t̂, ŷ, ŷ
′) = 0. En effectuant un
développement de Taylor de premier ordre il suit que
F1(t, y, y
′) +
(
ξ
∂F1
∂t
+ η
∂F1
∂y
+ η1
∂F1
∂y′
)
a+O(a2) = 0.
Et en tenant compte de l’équation de départ (A.14), on arrive à la condition
linéaire suivante : l’équation (A.14) est invariante si
F1(t, y, y
′) = 0 =⇒ X(1).F1 = 0.
De même, si on est en présence d’une équation différentielle d’ordre k :
F (t, y, y′, . . . , y(k)) = 0,
la condition d’invariance est
F = 0 =⇒ X(k).F = 0. (A.15)
Lorsqu’on applique cette condition, il faut considérer les différentes dérivées de
y comme des variables indépendantes puisqu’on est dans un espace prolongé.
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Exemple A.4. Cherchons les symétries de l’équation de Laplace en dimension un :
∇2y = 0. (A.16)
on peut encore l’écrire
y′′ = 0.
Cette équation n’a pas un grand intérêt puisqu’on connâıt toutes ses solutions
mais elle est assez simple pour qu’on puisse mener tous les calculs à la main.
L’équation différentielle étant d’ordre 2, la condition d’invariance s’écrit :
X(2).y′′ = 0
si y′′ = 0. (A.17)
Calculons X(2)(y′′).
X(2).y′′ =
[
ξ
∂
∂t
+ η
∂
∂y
+ η1
∂
∂y′
+ η2
∂
∂y′′
]
(y′′)
= η2
= ηtt + (2ηty − ηtt)y′ + (ηyy − 2ξty)y′2 − ξyyy′3 + (ηy − 2ξt − 3y′ξy)y′′
= ηtt + (2ηty − ηtt)y′ + (ηyy − 2ξty)y′2 − ξyyy′3,
la dernière égalité ayant été obtenue en tenant compte de l’équation de départ (A.16).
L’équation est donc invariante si
ηtt + (2ηty − ηtt)y′ + (ηyy − 2ξty)y′2 − ξyyy′3 = 0.
Cette expression est vérifiée si
ηtt = 0, 2ηty − ηtt = 0, ηyy − 2ξty = 0, ξyy = 0.
La résolution de ces équations aboutit à :
ξ(t, y) = c1 + c2t+ c3y + c4t
2 + c5ty,
222 Annexe A. Les groupes de symétrie
η(t, y) = c6 + c7y + c8t+ c4ty + c5y
2.
où les ci sont des constantes. Les groupes de symétrie de l’équation (A.17) sont donc
ceux engendrés par :
X1 =
∂
∂t
, X2 = t
∂
∂t
, X3 = y
∂
∂t
, X4 = t
2
∂
∂t
+ ty
∂
∂y
,
X5 = ty
∂
∂t
+ y2
∂
∂y
, X6 =
∂
∂y
, X7 = y
∂
∂y
, X8 = t
∂
∂y
.
♦
A.3 Approche variationnelle des prolongations
On va donner une signification plus « mécanique » de la théorie ci-dessus. On va
raisonner en terme de variation. On va alors noter δf la variation d’une quantité f ,
ou plus formellement :
f(t̂, ŷ) = f(t, y) + a δf(t, y) +O(a2).
On a alors :
ξ(t, y) = δt(t, y), η(t, y) = δy(t, y).
Cherchons la variation δ(y′) de la dérivée.
D’abord
dy = y′ dt.
Donc
δ( dy) = δy′ dt+ y′δ( dt)
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d(δy) = δy′ dt+ y′ d(δt)
et
δy′ =
dδy
dt
− y′
dδt
dt
Ici,
d
dt
désigne la dérivation particulaire ou totale qu’on a notée Dt auparavant.
Les formules de prolongation s’énoncent alors comme suit :
δy′ = Dtδy − y′Dtδt (A.18)
C’est l’équivalent de la formule (A.12).
On utilise la récurrence pour les dérivées d’ordre supérieur :
δ
(
y(k)
)
= Dtδ
(
y(k−1)
)
− y(k)Dtδt. (A.19)
Pour illustrer, on va donner la forme développée de (A.18) et (A.19) pour k = 2.
δy′ =
∂δy
∂t
+
(
∂δy
∂y
−
∂δt
∂t
)
y′ −
∂δt
∂y
y′2
δy′′ =
∂2δy
∂t2
+
(
2
∂2δy
∂t∂y
−
∂2δt
∂t2
)
y′ +
(
∂2δy
∂y2
− 2
∂2δt
∂t∂y
)
y′2
−
∂2δt
∂y2
y′3 +
(
∂δy
∂y
− 2
∂δt
∂t
− 3y′
∂δt
∂y
)
y′′.
Avec l’approche variationnelle, une équation différentielle
F (t, y, y′, . . . , y(k)) = 0
est invariante si sa variation est nulle, c’est-à-dire si
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δF = 0.
Cette formulation a l’avantage d’être plus intuitive que (A.15) et légèrement plus
simple dans la pratique.
Les δ
(
y(k)
)
représentent ici les ηk. En fait,
δ
(
y(k)
)
= X(p)
(
y(k)
)
pour tout p ≥ k.
La formule (A.18) est l’équivalent de (A.12) et (A.19) celui de (A.13).
Exemple A.5. Reprenons l’exemple A.4. Pour avoir toutes les symétries de l’équa-
tion, on pose
δ(y′′) = 0.
Cela nous conduit à :
∂2δy
∂t2
= 0, 2
∂2δy
∂t∂y
−
∂2δt
∂t2
= 0,
∂2δy
∂y2
− 2
∂2δt
∂t∂y
= 0,
∂2δt
∂y2
= 0.
Et
δt = c1 + c2t+ c3y + c4t
2 + c5ty,
δy = c6 + c7y + c8t+ c4ty + c5y
2.
♦
Etendons maintenant la théorie aux équations aux dérivées partielles.
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A.4 Extension aux équations aux dérivées par-
tielles
A part les indices qui s’alourdissent, relativement peu de choses changent lors-
qu’on traite les équations aux dérivées partielles.
Dans le cas général, on a n variables indépendantes (x1, . . . , xn) et m variables
(u1, . . . , um) qui dépendent des xi :
uα = uα (x1, . . . , xn) , α = 1, ...,m.
Pour ne pas s’encombrer avec les indices, on va adopter les notations avec les
variations. Posons δxi et δuα les variations des xi et uα. On montre alors que
δ
(
∂uα
∂xi
)
= Dxiδuα −
∂uα
∂xj
Dxiδxj, α = 1, . . . ,m, i = 1, . . . , n (A.20)
Cela s’obtient en appliquant δ à l’équation
duα =
∑
j
∂uα
∂xj
dxj.
La variation des dérivées d’ordre supérieur s’obtient par récurrence.
Exemple A.6. Cherchons les symétries de l’équation de la chaleur :
∂u
∂t
=
∂2u
∂x2
(A.21)
Après avoir calculé δ
(
∂u
∂t
)
et δ
(
∂2u
∂x2
)
en fonction de δt, δx et δu, on pose la
condition de symétrie
δ
(
∂u
∂t
)
= δ
(
∂2u
∂x2
)
sachant que
∂u
∂t
=
∂2u
∂x2
.
De là, on tire :
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∂δt
∂x
= 0,
∂δx
∂u
= 0,
∂δt
∂u
= 0,
∂2δu
∂u2
= 0
−2
∂δx
∂x
+
∂δt
∂t
= 0
∂2δu
∂x2
−
∂δu
∂t
= 0 −
∂2δx
∂x2
+ 2
∂2δu
∂x∂u
+
∂δx
∂t
= 0
En résolvant ces équations, on trouve les générateurs des groupes de symétrie :
Xt =
∂
∂t
, Xx =
∂
∂x
, Xtx = 2
∂
∂t
+
∂
∂x
, Xu =
∂
∂u
,
Xxu = 2t
∂
∂x
− ux
∂
∂u
, Y = t2
∂
∂t
+ xt
∂
∂x
−
1
4
(x2 − 2t)u
∂
∂u
,
et Z = f(t, x)
∂
∂u
où f est une solution de (A.21).
♦
La recherche des groupes de symétries est très fastidieuse à faire à la main car
il y a un nombre considérable de termes à manipuler. Ainsi, la théorie n’a pas pu
se faire une bonne place dans les domaines à applications industrielles. Il a fallu
attendre les années 1990 pour que la situation change. En effet, ce n’est que depuis
ces années que les logiciels de calcul symbolique sont assez puissant pour prendre le
calcul en charge. Et actuellement, quelques programmes ont été élaboré dans ce sens.
Un inventaire a été réalisé dans [59] et [64]. Parmi ces programmes, citons DESOLV
qui a été construit par Vu et Carminati ([147]) et SYMMETRY par Hickman ( [60])
qu’on a eu l’occasion d’utiliser.
Notons que la performance de ces programmes dépend de la forme dans laquelle
on fait entrer l’équation. Par exemple, l’ordre des termes (selon les dérivées) et
des variables est important : il est mieux d’écrire l’équation sous une forme invo-
lutive (voir [126] pour la définition), orthonomique ou passive ([64],[63]). Certains
des programmes intègrent la réduction de l’équation en une forme plus adaptée.
Mais puisque la forme n’est pas unique et que certaines formes peuvent être moins
désirables, une attention doit être faite. Dans le cas d’un grand système d’équations,
la réduction peut même ne pas être possible.
Enfin, notons aussi que les condition du type (A.11) conduisent à un système
d’équations aux dérivées partielles. Dans certains cas, la résolution d’un tel système
Annexe A. Les groupes de symétrie 227
n’est pas évidente. Mais heureusement, dans beaucoup d’autres cas, on tombe sur
des équations différentielles ordinaires qui sont plus faciles à résoudre ([29]).
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Annexe B
Extension du théorème de Nœther
aux équations de Navier-Stokes
Cet annexe est tiré d’une communication personnelle d’Aziz Hamdouni.
Si on a une équation d’évolution dérivant d’un lagrangien alors le théorème de
Nœther1 ([99, 100, 74]) stipule qu’à chaque transformaition qui laisse invariant le
lagrangien correspond une loi de conservation. Beaucoup d’équations d’évolution,
dont les équations de Navier-Stokes ne dérivent cependant pas d’un lagrangien. Le
but de cet annexe est de rappeler le théorème de Nœther et surtout de montrer qu’on
peut tout de même appliquer ce théorème aux équations de Navier-Stokes moyennant
quelques manipulations. Pour ce faire, on va emprunter la démarche d’Ibragimov et
de Kolsrud dans [66] qui consiste à associer aux équations une « équation adjointe »
telle que le couple d’équations dérive d’un lagrangien.
On procédera comme suit. Dans la section B.1, on fera un bref rappel sur les
équations d’Euler-Lagrange et le théorème de Nœther. On présentera ensuite dans
la section B.2 la démarche proposée pour étendre le théorème à certaines équations
d’évolution ne dérivant pas d’un lagrangien. Dans la section B.3, on prendra alors
quelques exemples d’application. Et enfin, dans la section B.4, on montrera qu’on
peut utiliser la démarche pour les équations de Navier-Stokes.
B.1 Le théorème de Nœther
Soit une équation d’évolution
F (X, u) = 0 (B.1)
1En fait, on devrait écrire « les » théorèmes de Nœther car il y a deux théorèmes (voir [74]).
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telle que la solution est un point critique de l’action
L[u] =
∫
Ω
L(X, u, u̇) dX. (B.2)
On dit que l’équation (B.1) dérive du lagrangien L.
X désigne ici la variable spatiale x et/ou la variable temporelle t et u̇ englobe les
expressions
∂uj
∂Xi
.
On va introduire les équations d’Euler-Lagrange associées à (B.1)
B.1.1 Equations d’Euler-Lagrange
Notons Div l’opérateur suivant :
f 7−→ Div f =
∑
i
df
dX i
.
La différence entre l’opérateur Div et l’opérateur de divergence habituel est que l’un
des X i peut être le temps.
La recherche du point critique de l’action (B.2) peut être transformée en la
résolution des équations d’Euler-Lagrange selon la proposition suivante :
Proposition B.1. Si u est un point critique de l’action L alors u est une solution
des équations d’Euler-Lagrange :
∂L
∂u
− Div
∂L
∂u̇
= 0. (B.3)
On désignera les équations d’Euler-Lagrange (B.3) par
E(u).L = 0. (B.4)
Preuve
On a :
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u est un point critique de L ⇐⇒ δL[u] = 0 si δu|Γ = 0
où la variation se porte uniquement sur u mais pas sur X. D’autre part,
δL =
∫
Ω
(
∂L
∂u
δu+
∂L
∂u̇
δu̇
)
dX.
Or
δu̇ =
∂δu
∂X
et
∂L
∂u̇
∂δu
∂X
= Div
(
∂L
∂u̇
δu
)
− Div
∂L
∂u̇
δu.
D’où :
δL =
∫
Ω
(
∂L
∂u
− Div
∂L
∂u̇
)
δu dX
pour tout δu nul sur le bord. Ce qui conduit à (B.3). 
Exemple B.2. Pour une particule soumise à une force conservative, le lagrangien
est
L(t, r, r′) = Ec(t, r, r
′) − Ep(t, r)
si r est la position, r′ la vitesse, Ec l’énergie cinétique et Ep l’énergie potentielle.
L’équation d’Euler-Lagrange est alors
E(r).L ≡
∂L
∂r
−
d
dt
∂L
∂r′
= 0.
♦
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Exemple B.3. Soit l’équation de Laplace



∇2u = f sur Ω
u = 0 sur Γ.
Cette équation est associée au lagrangien :
1
2
∫
Ω
|∇u|2 dx −
∫
Ω
fu dx.
L’équation d’Euler-Lagrange est donc
E(u).L ≡ −Div∇u = f,
qui n’est autre que l’équation de Laplace. ♦
Etudions maintenant la condition d’invariance du lagrangien par l’action d’un
groupe de transformations.
B.1.2 Action d’un groupe de transformations sur le lagran-
gien
Soit G un groupe de transformations engendré par le champ de vecteurs
X = ξ
∂
∂X
+ η
∂
∂u
.
Soit une transformation T appartenant à G :
T : (X, u) 7−→ (X̂, û).
T transforme le lagrangien de la manière suivante :
L̂[û] =
∫bΩ L̂ dX̂ = ∫Ω L̂J dX
où J est le jacobien de la transformation. Si G laisse le lagrangien invariant alors :
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∫
Ω
L̂J dX =
∫
Ω
L dX.
Par conséquent,
X(1).(JL) = 0,
où X(1) est la prolongation de X à l’ordre 1.Cela entrâıne que
X(1).J L+ J X(1).L = 0.
Par ailleurs, on a :
X(1).J = J Div ξ.
Il suit alors que
X(1).L+ LDiv ξ = 0.
D’où la proposition suivante.
Proposition B.4. Si L est invariant par l’action de G alors
X(1).L+ LDiv ξ = 0 (B.5)
La condition (B.5) s’écrit encore :
LDiv ξ +
∂L
∂X
 ξ +
∂L
∂u
 η + tr
([
∂L
∂γ
]T
(DXη − γDXξ)
)
= 0,
où on a noté γ la matrice d’éléments
γjk =
∂uj
∂Xk
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et
∂L
∂γ
la matrice d’éléments
(
∂L
∂γ
)
j,k
=
∂L
∂γjk
.
On va utiliser cette condition pour établir le théorème de Nœther.
B.1.3 Théorème de Nœther
Enonçons le théorème de Nœther.
Théorème B.5. Soit C la quantité :
C = Lξ +
[
∂L
∂γ
]T
(η − γξ).
Si le groupe de transformations G laisse le lagrangien L invariant alors
Div C = 0 (B.6)
pour toute solution des équations d’Euler-Lagrange.
Si L n’est pas invariant mais qu’il existe une quantité B telle que
X(1).L+ LDiv ξ = DivB (B.7)
alors
Div(C −B) = 0. (B.8)
pour toute équation d’Euler-Lagrange.
Les équations (B.6) et (B.8) sont les lois de conservation. La première partie du
théorème signifie donc qu’à chaque groupe de symétrie du lagrangien correspond
une loi de conservation. La seconde partie est une généralisation.
Si on écrit C par composantes alors
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Ci = ξiL+
(
ηk − ξjukj
) ∂L
∂uki
(avec sommation sur les indices répétés).
Preuve
La preuve du théorème est entièrement calculatoire. Supposons que L est invariant.
DivC = DXL  ξ + LDiv ξ + Div
[
∂L
∂γ
]T
 (η − γξ) + tr
([
∂L
∂γ
]T
DX (η − γξ)
)
.
Or
DXL  ξ =
∂L
∂X
 ξ +
∂L
∂u
γξ +
∂L
∂γ
DXγξ
et L est invariant. D’où :
DivC =
∂L
∂u
 (γξ − η) + Div
[
∂L
∂γ
]T
 (η − γξ)
=
(
∂L
∂u
− Div
[
∂L
∂γ
]T)
 (η − γξ).
Le premier facteur est nul selon l’équation d’Euler-Lagrange. Donc DivC = 0.

Pour illustrer ce théorème, on va prendre un exemple très simple.
Exemple B.6. Soit une particule dont le mouvement est décrit par le lagrangien
L =
1
2
m(r′2) − U(r)
et le groupe des translations spatiales de la forme
236 Annexe B. Extension du théorème de Nœther aux équations de Navier-Stokes
(t, r) 7→ (t, r + a).
Ce groupe est engendré par le générateur infinitésimal
X = ξ
∂
∂t
+ η
∂
∂r
=
∂
∂r
.
Dans ce cas,
C = mr′
et Div =
d
dt
. Donc la quantité de mouvement mr′ est conservée au cours du temps.
♦
Le théorème de Nœther associe donc à chaque groupe de symétrie de L une loi de
conservation. Ce théorème s’applique aux problèmes qui peuvent être décrit par un
lagrangien. Dans la section suivante, on propose d’étendre le théorème à certaines
équations d’évolution qui n’entrent pas dans cette catégorie de problèmes.
B.2 Démarche d’extension
B.2.1 Bilagrangien et équation adjointe
Les équations d’évolution auxquelles on va étendre le théorème sont celles qui
dérivent d’un « bilagrangien » au sens suivant.
Définition B.7. Soit
F (X, u) = 0 (B.9)
une équation différentielle. On dit que F dérive d’un « bilagrangien » s’il existe une
application L :
L : (u, v) 7−→ L(u, v) ∈ R
telle que l’équation d’Euler-Lagrange
E(v).L(u, v) = 0
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ne soit autre que l’équation (B.9).
L’équation
E(u).L(u, v) = 0
est appelée équation adjointe de (B.9).
Prenons l’exemple de l’équation de la chaleur.
Exemple B.8. L’équation linéaire de la chaleur
∂u
∂t
− κ
∂2u
∂x2
= 0
a été traitée par Ibragimov et Kolsrud ([66]). Le coefficient de diffusion κ est constant.
Cette équation ne dérive pas d’un lagrangien. En revanche, elle dérive du bilagran-
gien
L(u, v) =
1
2
(
∂u
∂t
v − u
∂v
∂t
)
+ κ
∂u
∂x
∂v
∂x
et son equation adjointe est
−
∂v
∂t
− κ
∂2v
∂x2
= 0.
La fonction v peut être perçue comme une fonction test. ♦
B.2.2 Application du théorème de Nœther
Le bilagrangien tel qu’on l’a défini est tout simplement le lagrangien associé au
couple de variables w = (u, v). Le couple d’équations



E(v).L(u, v) = 0
E(u).L(u, v) = 0
(B.10)
n’est autre qu’une expression plus détaillée de l’équation
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E(w).L(w) = 0.
Le théorème de Nœther habituel s’applique à cette dernière équation. En augmentant
de manière adéquate le nombre d’inconnues et le nombre d’équations, on a donc pu
revenir dans le cadre d’application du théorème.
Pour déduire des lois de conservation, on procède comme suit. On cherche toutes
les symétries des équations (B.10). On utilise la condition (B.5) pour savoir lesquelles
de ces symétries et de leurs combinaisons linéaires laissent le bilagrangien invariant.
On applique alors le théorème de Nœther. La difficulté est de trouver les bonnes
combinaisons des symétries qui vérifient (B.5).
Enfin, notons que le bilagranien n’est pas unique.
B.3 Application à quelques équations
B.3.1 Equation linéaire de la chaleur
Reprenons l’équation de la chaleur et son adjointe :



∂u
∂t
− κ
∂2u
∂x2
= 0
−
∂v
∂t
− κ
∂2v
∂x2
= 0.
(B.11)
Le bilagrangien est
L(u, v) =
1
2
(
∂u
∂t
v − u
∂v
∂t
)
+ κ
∂u
∂x
∂v
∂x
.
Ibragimov et Kolsrud ([66]) ont calculé les générateurs infinitésimaux qui en-
gendrent le groupe de symétrie de (B.11) qui sont :
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X1 =
∂
∂t
X2 =
∂
∂x
X3 = 2t
∂
∂t
+ x
∂
∂x
X4 = u
∂
∂u
X5 = v
∂
∂v
X6 = 2t
∂
∂x
−
x
κ
(
u
∂
∂u
− v
∂
∂v
)
X7 = t
2
∂
∂t
+ tx
∂
∂x
−
x2
4κ
(
u
∂
∂u
− v
∂
∂v
)
−
t
2
(
u
∂
∂u
+ v
∂
∂v
)
Xφ = φ(t, x)
∂
∂v
Xψ = ψ(t, x)
∂
∂u
où φ et ψ sont des solutions respectives de l’équation de la chaleur et de son adjointe.
X1 vérifie la condition d’invariance (B.5). La quantité conservée correspondante
est le vecteur
( uxvx , utvx + uxvt )
où uq et vq désignent les dérivées partielles de u et v par rapport à une variable q. De
même, X2, X6 et X7, ainsi que (X3 −X4) vérifient aussi la condition d’invariance.
Le générateur Xφ vérifie la condition de divergence (B.7) avec
B =
( 1
2
(φu) , κ(uφx)
)
.
On peut donc trouver des lois de conservation avec chacun de ces générateurs. On
montre que ces lois de conservation peuvent toutes s’écrire sous la forme
Dt(wu) + κDx(uwx − wux) = 0
où w est une solution de l’équation adjointe.
B.3.2 Equation de Burgers
L’équation de Burgers s’écrit
∂u
∂t
− κ
∂2u
∂x2
− u
∂u
∂x
= 0.
où κ est une constante. Elle dérive du bilagrangien L tel que
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L(u, v) =
1
2
(
vut − uvt
)
+ κuxvx +
1
3
u
(
uvx − vux
)
,
qui donne comme équation adjointe :
∂v
∂t
+ κ
∂2v
∂x2
− u
∂v
∂x
= 0.
Les générateurs infinitésimaux correspondants sont
X1 =
∂
∂t
, X2 =
∂
∂x
, X3 = t
∂
∂x
−
∂
∂u
, X4 =
∂
∂v
X5 = v
∂
∂v
, X6 = 2t
∂
∂t
+ x
∂
∂x
− u
∂
∂u
,
X7 = t
2
∂
∂t
+ tx
∂
∂x
− (x+ tu)
∂
∂u
.
X1, X2 et X6 vérifient la condition d’invariance (B.5) tandis que X3, X4 et X7
vérifient la condition de divergence (B.7) avec
B = (
1
2
v , −
1
6
uv ) pour X3,
B = (
1
2
u , −
1
6
u2 ) pour X4,
B = (
1
2
xv , −
1
6
xuv − κv ) pour X7.
X5 est le seul générateur qui ne vérifie ni la condition d’invariance ni la condition
de divergence. Pour les autres générateurs Xi, on déduit les vecteurs conservés Ci =
(C0i , C
1
i ) définis comme suit ([66]) :
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C01 = κuxvx − uvux, C11 = (uv − κvx)ut − κuxvt
C02 = uvx − vux, C12 = vut − uvt − 2κuxvx
C03 = v + tvux, C
1
3 = κ(vx + tuxvx) − tvut − uv
C04 = u, C
1
4 = −κux − u2/2
C06 = 2tC
0
1 + xuvx, C
1
6 = 2tC
1
1 − xuvt − κvx(xu)x + vu2
C07 = t
2C01 + txuvx − xv, C17 = t2C11 − tx(uvt + κuxvx) + t(vu2 − κuvx)
−κxvx + κv
B.4 Cas des équations de Navier-Stokes
En s’inspirant des exemples traités ci-dessus, nous avons trouvé que les équations
de Navier-Stokes dérivent d’un bilagrangien. En effet, désignons par u le couple (u, p)
et par v le couple (v, q). Soit
L(u,v) =
1
2
(
du
dt
 v − u 
dv
dt
)
+
(
q −
1
2
u  v
)
− p divv + ν tr (T∇u  ∇v) .
On a alors
E(v).L(u,v) = 0 ⇐⇒



ut + u  ∇u = −∇p+ ν∆u
divu = 0
E(u).L(u,v) = 0 ⇐⇒



−vt + (v  ∇uT − u  ∇v) = ∇q + ν∆v
divv = 0
On peut donc appliquer le théorème de Nœther au couple d’équations
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


E(v).L(u,v) = 0
E(u).L(u,v) = 0.
Grâce au programme DESOLV ([147]), nous avons trouvé les générateurs infi-
nitésimaux de ce couple d’équations qui sont sur le tableau Tab. B.1. A partir de
ces générateurs, on pourra chercher des lois de conservation pour les équations de
Navier-Stokes.
X0 =
∂
∂t
Y0 = ζ(t)
∂
∂p
Xij = xj
∂
∂xi
− xi
∂
∂xj
+ uj
∂
∂ui
− ui
∂
∂uj
+ vj
∂
∂vi
− vi
∂
∂vj
, i = 1, 2, j > i
Xi = αi(t)
∂
∂xi
+ α′i(t)
∂
∂ui
− xi α′′i (t)
∂
∂p
, i = 1, 2, 3
Y1 = 2t
∂
∂t
+ xk
∂
∂xk
− uk
∂
∂uk
− 2p
∂
∂p
− q
∂
∂q
Y ′0 = η(t)
∂
∂q
X ′ij = (xjui − xiuj)
∂
∂q
+ xj
∂
∂vi
− xi
∂
∂vj
, i = 1, 2, j > i
X ′i =
(
xif
′(t) − uif(t)
) ∂
∂q
− f(t)
∂
∂vi
, i = 1, 2, 3
Y ′1 = vk
∂
∂vk
+ q
∂
∂q
.
Tab. B.1 – Générateurs infinitésimaux des équations de Navier-Stokes et de ses
équations adjointes
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tions. Springer-Verlag, 1998.
[123] P Sagaut. Large eddy simulation for incompressible flows. An introduction.
Scientific Computation. Springer, 2004.
[124] S.A. Sarra. The method of characteristics with applications to conservation
laws. Journal of Online Mathematics and its Applications, 2003.
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d’échelles mixtes à la diffusivité de sous-maille. Comptes Rendus de l’Académie
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[141] T-P. Tsai. On Leray’s self-similar solutions of the Navier-Stokes equations
satisfying local energy estimates. Archive for Rational Mechanics and Analysis,
143 :29–51, 1998.
[142] T-P. Tsai. On Leray’s self-similar solutions of the Navier-Stokes equations
satisfying local energy estimates. Erratum. Archive for Rational Mechanics
and Analysis, 147 :363, 1999.
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contribution à l’étude mathématique et
numérique de la simulation des grandes échelles
Les transformations qui conservent l’ensemble des solutions des équations de Navier-Stokes (NS)
sont appelées les symétries de NS. Elles forment un groupe de Lie dénommé groupe de symétrie de
NS. Ce groupe jouent un rôle important dans la description de la physique des équations (loi de
conservation, loi de paroi, ...). Ainsi, les modèles de turbulence devraient être invariant sous l’action
de ce groupe. Dans la première partie de la thèse, on effectue alors une analyse de quelques modèles
de sous-maille courants sous l’angle des symétries, puis, on construit une classe de modèles de
sous-maille qui, d’une part, respectent le groupe de symétrie de NS et, d’autre part, sont conformes
au second principe de la thermodynamique. Un modèle très simple de la classe est alors testé et
validé numériquement. L’analyse et la construction de modèles sont également étendues au cas de
la convection thermique.
Dans la seconde partie de la thèse, on explore la possibilité d’intégrer la LES (simulation des grandes
échelles) dans un algorithme de la famille MAN (méthode asymptotique numérique). La MAN est
une technique numérique de perturbation, qui consiste à calculer la solution sous forme d’une série
entière. Dans un premier temps, on construit et on teste un algorithme associant la MAN et la
LES, avec l’aide d’une technique d’homotopie. Face aux limites de ce premier algorithme, on étudie
dans un second temps l’utilisation d’un autre algorithme où on effectue un développement en série
temporelle. Pour augmenter le domaine de validité de la série obtenue, ou bien pour calculer une
solution analytique à partir de la série lorsque celle-ci diverge, on propose d’effectuer la méthode
de resommation de Borel-Laplace. Dans les exemples numériques, on applique cette méthode à des
modèles réduits issus des équations de Navier-Stokes.
Mots-clés : Turbulence, Convection thermique, Simulation des grandes échelles, Groupe de symé-
trie, Méthode asymptotique numérique, Resommation de Borel-Laplace, Théorème de Nœther.
contribution to mathematical and numerical study
of large eddy simulation
Transformations which preserve the set of the solutions of Navier-Stokes equations (NS) are called
symmetries of NS. They form a Lie group called the symmetry group of NS. This group plays an
important role in the description of the physics of the equations (conservation law, wall law, . . . )
and turbulence models should remain invariant under the action of this group. In the first part of
the thesis, an analysis of some standard models from the point of view of symmetries is carried out.
Next, a class of subgrid models which, on the one hand, respect the symmetry group of NS and, on
the other hand, conform to the second law of thermodynamics is built. A simple model of the class
is then numerically tested and validated. The analysis and construction of models are extended to
the case of thermal convection.
In the second part of the thesis, the possibility of integrating LES (large eddy simulation) in an
algorithm belonging to the family of MAN (asymptotic numerical method) is explored. MAN is a
perturbation technique which consists in computing a solution as a formal series. A first algorithm
associating MAN and LES and using a technique of homotopy is built and tested. Because of the
limits of this first algorithm, the use of an other algorithm based on a time series development
is studied. To increase the range of validity of the series, or to extract an analytic solution from
this series when it diverges, the Borel resummation method is proposed. This method is applied to
reduced models obtained from Navier-Stokes equations.
Key words: Turbulence, Thermal convection, Large eddy simulation, Symmetry group, Asymptotic
numerical method, Borel resummation, Nœther’s theorem.
