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ABSTRACT We present a coarse-grained approach for modeling the thermodynamic stability of single-domain globular
proteins in concentrated aqueous solutions. Our treatment derives effective protein-protein interactions from basic structural
and energetic characteristics of the native and denatured states. These characteristics, along with the intrinsic (i.e., inﬁnite
dilution) thermodynamics of folding, are calculated from elementary sequence information using a heteropolymer collapse
theory. We integrate this information into Reactive Canonical Monte Carlo simulations to investigate the connections between
protein sequence hydrophobicity, protein-protein interactions, protein concentration, and the thermodynamic stability of the
native state. The model predicts that sequence hydrophobicity can affect how protein concentration impacts native-state
stability in solution. In particular, low hydrophobicity proteins are primarily stabilized by increases in protein concentration,
whereas high hydrophobicity proteins exhibit richer nonmonotonic behavior. These trends appear qualitatively consistent with
the available experimental data. Although factors such as pH, salt concentration, and protein charge are also important for
protein stability, our analysis suggests that some of the nontrivial experimental trends may be driven by a competition between
destabilizing hydrophobic protein-protein attractions and entropic crowding effects.
INTRODUCTION
Proteins in their native states play an important role in many
biological processes and pharmaceutical applications. They
participate in almost every aspect of the biochemical trans-
port and regulation required for living organisms. They also
serve as therapeutic drugs for targeting infectious diseases
and cancer. However, most proteins, under most conditions,
exhibit only marginal thermodynamic stability. As a result,
minor sequence mutations or even small perturbations to
solution parameters (e.g., pH, temperature, concentration,
etc.) can result in protein denaturation (1).
This has important practical consequences. Unfolded or
misfolded proteins look and behave differently than they
do in their native states (2). They lack the highly speciﬁc mo-
lecular structure necessary for biological activity. Moreover,
since unfolded proteins generally expose a signiﬁcant num-
ber of hydrophobic core residues to the aqueous solvent, they
have a tendency to associate and form non-native aggregates
in solution. Unwanted protein aggregation and subsequent
precipitation pose enormous problems in biological and
pharmaceutical contexts (3,4). These processes are con-
nected, although in a manner still imperfectly understood,
to a number of debilitating diseases such as Parkinson’s,
Alzheimer’s, Huntington’s, and Down’s syndrome (5–9).
They are also known to cause rapid degradation of pharma-
ceutical formulations, reducing the shelf life of promising
new drugs and restricting the strategies available for puri-
ﬁcation, handling, and delivery of therapeutics (10–15).
Given the technological and practical importance of pro-
tein stability, there is an urgent need to develop a generic
understanding of the thermodynamic driving forces for pro-
tein unfolding, aggregation, crystallization, and phase sepa-
ration. One way to facilitate this understanding is to build
models that can account for, at various levels of sophistica-
tion, three vital aspects of stability for the native and dena-
tured states: the relationship between protein sequence and
structure, protein-protein interactions, and the global phase
behavior of protein solutions. This is a formidable challenge
because proteins are inherently large and complex molecules.
Moreover, proteins encounter a wide variety of solution en-
vironments in biological and pharmaceutical processes,
exposing them to thermal, mechanical, osmotic, and chemical
stresses. To describe protein behavior under these condi-
tions, one must also have a reliable method for accounting
for hydrophobic interactions (16–23), which are a dominant
force (24,25) in biomolecular folding and assembly events.
These interactions have been particularly challenging to
model because they exhibit subtle dependencies on both the
state of the solution and the size and shape of the partici-
pating solutes.
Although each of the aforementioned aspects of protein
stability have been long appreciated, theoretical investiga-
tions have focused more on their independent study than on
devising strategies for integrating them into a single model.
For example, models developed to investigate the single-
molecule protein folding problem (26–30) are almost exclu-
sively too complicated to be extended, either theoretically
or via computer simulation, to investigate the collective
behavior of thousands of proteins and millions of water
molecules in solution. On the other hand, many recent theo-
retical models introduced to study the thermodynamics of
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crystallization or liquid-liquid phase separation in protein
solutions (31–40), although insightful in many respects, do
not consider sequence information, the polymeric character
of the individual proteins, or the possibility of protein un-
folding. Despite the development of some powerful coarse-
grained models that address some of these issues (41–60),
theoretical methods that can provide a comprehensive un-
derstanding of the protein stability problem are still lacking.
One goal of this article is to introduce a new theoretical
strategy for treating, in a simple integrated way, basic aspects
of the single-molecule protein folding problem, protein-
protein interactions, and the global thermodynamics of pro-
tein solutions. A second goal is to use this approach to study
the thermal stability of protein molecules in concentrated
aqueous environments. In particular, we would like to gain
some physical insights into why the native-state stabilities of
three commonly studied single-domain globular proteins—
ribonuclease A, lysozyme, and metmyoglobin—display dif-
ferent experimental dependencies on protein concentration.
Calorimetric studies indicate that, for the conditions in-
vestigated, ribonuclease A shows slightly increasing native-
state stability with increasing protein concentration (61),
whereas lysozyme exhibits decreasing stability (62). More-
over, metmyoglobin shows nonmonotonic behavior: increas-
ing protein concentration decreases native-state stability in
dilute solutions but increases stability at high concentrations
(63). The nonmonotonic trend for metmyoglobin persists
over awide range of thermodynamic conditions, with the con-
centration of minimum stability falling in the range 10–50
mg/ml depending on the pH and salt concentration of the
solution.
To our knowledge, there is not yet a conceptual framework
for understanding these experimental ﬁndings or relating
them to the biophysical characteristics of the individual
protein molecules. However, since hydrophobic interactions
are a central component for both protein stability and protein-
protein interactions, it is natural to ask whether one should
also expect sequence hydrophobicity to be an important factor
here. If one designates amino acids Ala, Gly, Ile, Leu, Met,
Phe, Pro, Trp, and Val as hydrophobic (see, e.g., Shen et al.
(64)), then protein sequences for ribonuclease A, lysozyme,
and metmyoglobin are 33%, 44%, and 51% hydrophobic,
respectively. We will use this hydrophobicity scale through-
out the present article, but other commonly used hydropho-
bicity scales (see, e.g., Tanford (65) and Dill et al. (66)) show
the same trend. Given these differences and the experimental
observations discussed above, it is reasonable to hypothesize
that the hydrophobic content of a protein’s sequence may
help to determine the qualitative concentration dependence of
its native-state stability in solution. In this article, we use our
coarse-grained strategy to explore this idea, and whether
predicted trends are consistent with the available experimen-
tal data for single-domain globular proteins.
In short, we ﬁnd that calculations based on our model
suggest a simple physical picture for understanding the con-
centration dependencies of native-state stability that is
consistent with the experiments. Speciﬁcally, they predict
that globular proteins with lower sequence hydrophobicity,
such as ribonuclease A, will tend to be stabilized by in-
creases in protein concentration due to entropic crowding
effects. They also predict that globular proteins with higher
sequence hydrophobicity, such as metmyoglobin, will
display concentration destabilization at lower protein con-
centrations due to protein-protein interactions and crowding-
induced restabilization at higher protein concentrations. Of
course, there are still important open questions about the
generality of these conclusions that need to be systematically
explored, including quantifying the precise role of solution
pH, salt concentration, and protein charge. A more com-
prehensive set of experimental data for the concentration-
dependencies of globular protein stabilities in solution also
seems necessary to fully decouple and analyze the roles of
these various factors. Nonetheless, we believe that this study
provides a promising starting point for predicting, and
ultimately understanding, the thermodynamic consequences
of protein concentration on native-state stability in solution.
GENERAL COARSE-GRAINED
MODELING STRATEGY
Our general strategy for modeling the various aspects of
native-state protein stability in solution is displayed in bold-
face type below, followed by a brief description of how we
implement this approach to develop a speciﬁc model.
1. Employ a heteropolymer collapse (HPC) model to
determine thermodynamic and structural characteristics
of native and denatured proteins. Here, we utilize the
HPC theory introduced by Dill and co-workers (66,67) to
predict the temperature-dependent free energy, radius of
gyration, and number of hydrophobic surface residues of
both the native and denatured states of a single protein
molecule in aqueous solution.
2. Use the molecular characteristics determined from the
HPC model to derive approximate center-to-center
interprotein potentials. In this step, we determine the
effective diameters and energies associated with native-
native (NN), native-denatured (ND), and denatured-
denatured (DD) contacts. We then integrate this informa-
tion into a state-dependent protein-protein interaction
potential.
3. Predict how environmental conditions and sequence
information affect the native-state stability of proteins
in solution. Speciﬁcally, we utilize the information from
steps 1 and 2 to perform Reactive Canonical Monte Carlo
(RCMC) simulations, which sample both protein mole-
cule translations and folding/unfolding events. These
simulations permit us to explore how sequence hydro-
phobicity, temperature, and protein concentration impact
native-state stability in solution.
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Single protein properties from the HPC model
We derive the single-protein properties required for our
approach from the HPC theory developed by Dill and co-
workers (66,67). Since the details of the HPC theory are
explained in the original publications, we primarily discuss
the inputs, outputs, and the essential physics of the approach
here. Basically, proteins are modeled as heteropolymers of
hydrophobic and polar monomers in an inﬁnitely dilute
aqueous solution. Depending on the size of the protein, the
number of hydrophobic residues, and the temperature, either
a collapsed (native-like) or expanded (denatured-like) state
of the protein is predicted to be thermodynamically stable.
The corresponding polymer collapse transition (i.e., protein
folding) is thus an equilibrium process driven by the for-
mation of favorable hydrophobic contacts and opposed by
the loss of chain conformational entropy. Fig. 1 illustrates the
collapse process for the heteropolymer chain. Note that the
native state exposes fewer hydrophobic residues to the sol-
vent than the denatured state, in accord with Kauzmann’s
original hydrophobic-core picture of protein folding (24).
To make predictions about a particular protein, HPC theory
requires the following information: the total number of
amino acid residues in the protein sequence Nr, the fraction
of those residues considered to be hydrophobic F (e.g., based
on thermodynamic data from oil-water partitioning experi-
ments (65)), and the temperature T. The interactions between
hydrophobic residues and solvent, or between hydrophobic
and polar residues, are less favorable than those between
polar residues and solvent, or between two hydrophobic or
two polar residues. The effective energetic difference is
assumed to scale with x(T)kBT, a term parameterized by Dill
et al. (66) to approximate the experimental free energy asso-
ciated with the transfer of a typical hydrophobic amino acid
from its own pure phase into water. The conformational
entropic contributions to the free energy of the protein are
treated using standard statistical mechanical arguments from
polymer physics (67).
HPC theory predicts the following coarse structural in-
formation about the native (N) and denatured (D) states of
the protein, respectively: the radii of gyration RN and RD, the
related fractions of residues in contact with the solvent fe(RN)
and fe(RD), and the fractions of these partially solvated
residues that are considered hydrophobicQ andF. Based on
these parameters, the theory predicts the intrinsic, i.e., in-
ﬁnite dilution, free energy of folding DGof .
Note that HPC theory captures the fact that the structure
and thermodynamics of proteins can be affected both by
protein sequence (e.g., sequence hydrophobicity F) and by
solution conditions (e.g., temperature). Since these proper-
ties will impact protein-protein interactions, they will prove
vital for understanding how protein concentration modiﬁes
native-state stability. Much of the relevant physics can be
understood in terms of the quality or compatibility of the
aqueous solvent for the protein. For instance, all other factors
being equal, an increase in the number of hydrophobic
residues in a protein sequence can lead to a more compact
denatured state (68). This behavior is in accord with basic
notions of polymer physics. Since water is a poor solvent for
apolar molecules, proteins with higher hydrophobic se-
quence content tend to adopt more compact and structured
conformations in their denatured states, increasing the num-
ber of hydrophobic-hydrophobic residue contacts. This trend
has been studied indirectly in protein systems by examin-
ing how mutations affect the solvent exposure and the free
energy of denatured proteins using both experiments (69)
and statistical mechanical models (70,71). On the other hand,
increases in temperature or denaturant concentration tend to
produce more expanded denatured states since they tip the
thermodynamic balance in favor of chain conformational
entropy over weakened hydrophobic contacts (66).
Though the amino acid interactions and the protein se-
quence information are treated at a rudimentary level in HPC
theory, it still gives a reasonable overall accounting of the
protein folding process. For example, Fig. 2 shows that if one
chooses sequence characteristics (Nr¼ 154,F¼ 0.5) typical
of single-domain globular proteins (see, e.g., Shen et al.
(64)), HPC theory predicts free energies of folding in good
qualitative agreement with the experiments. HPC theory also
qualitatively reproduces many other experimental aspects of
the thermodynamics of protein folding, which are discussed
in detail elsewhere (66,72). However, since HPC theory
assumes an inﬁnitely dilute protein solution, one must keep
in mind that the predictions only pertain to protein stability
behavior in the absence of any protein-protein interactions.
Protein-protein interactions
The single-protein information provided by the HPC theory
allows us to derive approximate protein-protein interaction
potentials. We assume that the attractive part of the protein-
protein interaction is primarily due to the driving force of
proteins to desolvate their hydrophobic surface residues by
burying them into a hydrophobic patch on a neighboring pro-
tein (see Fig. 3). In contrast, the repulsive part of the inter-
action accounts for the volume that each individual protein
excludes to the centers of mass of other protein molecules in
the solution.
FIGURE 1 Schematic of the protein folding process predicted by HPC
theory. Hydrophobic residues are light, and polar residues are dark. The
denatured state is more expanded than the native state and exposes more
hydrophobic amino acid residues to the solvent. Adapted from Dill et al.
(66).
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HPC theory correctly predicts that denatured protein
molecules exclude more volume (RD$ RN) to other proteins
and display higher surface hydrophobicity (F $ Q) than
their native-state counterparts (66). As a result, the effective
exclusion diameters and the strength of attractions between
proteins should be quantitatively different for each of the
various types of protein-protein interactions (i.e., NN, ND,
DD). In fact, a simple mean-ﬁeld argument suggests that the
magnitudes of those various contact attractions should scale
in the following way:
eNNðTÞ} xðTÞQ2kBT; (1)
eDDðTÞ} xðTÞF2kBT; (2)
eNDðTÞ} xðTÞFQkBT: (3)
The proportionality constants for Eqs. 1–3 are derived in
Appendix A.
We incorporate the state-dependent interaction strengths
presented above and the protein sizes derived from the HPC
theory into a protein-protein potential Vij (34) that has been
used to qualitatively capture many aspects of protein solution
thermodynamics (see, e.g., Petsev et al. (73)),
VijðrÞ ¼N r,sij
VijðrÞ ¼ 4eij
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Here, a is a potential range parameter; eij is the potential
well-depth; sij is the protein-protein diameter; and ij 2 (NN,
ND, DD). If one chooses a ¼ 50, the potential mimics, in an
average sense, the type of relatively short-range attractions
exhibited by globular proteins (34). We calculate the temper-
ature-dependent parameters eij fromEqs. 7–9 found inAppen-
dix A, whereas the ratios sDD/sNN¼ RD/RN and sND/sNN¼
(RN 1 RD)/2RN are direct outputs from HPC theory (66).
By assuming that the above potential can describeNN,ND,
and DD interactions, we are adopting the simplistic view that
denatured proteins, like their native counterparts, are on
average spherical in shape with effective sizes and attractive
interactions that can be derived from the structural and
energetic predictions of HPC theory. Clearly, a reﬁned picture
of the denatured state will be needed to develop a more
comprehensive description of these non-native interactions.
However, we note that the general strategy presented at the
beginning of this section is ﬂexible enough to accommodate
themore accurate interprotein potential forms that are likely to
emerge from continuing experimental studies (74,75). Thus,
although our preliminary model potential is necessarily a
simplistic one, future implementations will be able to read-
ily incorporate state-of-the-art ideas about the effective inter-
actions between protein molecules in their various states.
Fig. 4 shows the three interaction potentials for a model
protein (Nr ¼ 154, F ¼ 0.5) at 362 K, and the inset displays
the temperature dependence of the corresponding potential
well depths. Note that, as expected, DD protein contacts are
more favorable than ND and NN contacts, since denatured
proteins have a greater number of solvent-exposed hydro-
phobic residues.
Using the above potential, one can also calculate a dimen-
sionless second virial coefﬁcient B22,ij* (76):
B

22;ij ¼
12
s
3
ij
Z
1 exp VijðrÞ
kBT
  
r
2
dr: (5)
The second virial coefﬁcient is an experimentally measur-
able quantity (see, e.g., Tessier et al. (77)) that has been
linked to protein phase behavior (76,78). Vliegenthart and
FIGURE 2 Free energy of folding for a model protein (Nr¼ 154,F¼ 0.5
dotted line) from HPC theory compared to that of real proteins (Mb,
metmyoglobin; PTI2, dimer of pancreatic trypsin inhibitor; Cyt, cytochrome
c; Ct, a-chymotrypsin; Lys, lysozyme; Tr, b-trypsin; and RNA, ribonuclease
A). Reproduced with permission from Dill et al. (66). Copyright 1989
American Chemical Society.
FIGURE 3 Schematic of a native-denatured protein interaction. Hydro-
phobic residues are light, and polar residues are dark. The denatured and
native states have radii of gyration RD and RN, respectively. The fraction of
surface residues that are hydrophobic on the denatured protein is assumed to
be equal to the hydrophobicity of the protein sequence F. The analogous
quantity for the native state, Q (determined from HPC theory) is generally
smaller (i.e., Q , F). Derivation of the various types of protein-protein
contact attractions are presented in Appendix A.
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Lekkerkerker (76) noticed that liquid-liquid phase separation
generally occurs in protein solutions when B22,ij* , 6.
Fig. 5 shows B22,ij* as a function of temperature for a model
protein (Nr ¼ 154, F ¼ 0.5), obtained by applying HPC
theory, Eq. 4, and Eq. 5. As expected, the B22,ij* values are
consistently more negative for interactions involving dena-
tured proteins since they tend to bury more hydrophobic
residues when making protein-protein contacts (see Appen-
dix A). Moreover, since B22,DD*,6 for this model protein
and B22,NN* . 6, one might expect signiﬁcant differences
in the solubilities (79,80), and perhaps the aggregation
behavior, of the native and denatured states. In the Results
and Discussion sections of this article, we explore how these
pronounced differences in protein interactions can affect
native-state stability in concentrated solutions. We are also
currently investigating how these differences can impact the
global phase diagram of protein solutions (see Conclusions
and Future Work).
Simulation details
Our ultimate aim is to understand how protein sequence in-
formation, protein-protein interactions, and protein solution
variables (e.g., temperature and protein concentration) com-
bine to determine native-state stability. To accomplish this
within the context of our model, we need to integrate the
single-protein thermodynamics from HPC theory and our
derived protein-protein interactions into a simulation tech-
nique that can generate representative equilibrium states of
solutions at ﬁnite protein concentration. However, this task is
perfectly suited for the Reactive Canonical Monte Carlo
(RCMC) method developed by Johnson, Panagiotopoulos,
and Gubbins (81,82). This algorithm allows one to readily
compute the equilibrium properties of chemically reacting
systems by taking advantage of both molecular translational
moves and forward/reverse reaction steps. In our case, the
reaction of interest is simply the unimolecular folding/
unfolding of the coarse-grained protein molecules in their
ﬁnite-concentration solution environment.
The inputs required for the canonical-ensemble imple-
mentation of the RCMC simulations are the total number of
protein molecules N, the dimensionless protein concentration
rs3NN ¼ Ns3NN=V (where V is the volume), the temperature
T, the effective protein-protein potentials from Eq. 4, and the
intrinsic free energy of folding DGof ðTÞ from HPC theory.
Given this information, the algorithm samples the phase
space relevant to the equilibrium reacting system, converg-
ing relatively quickly to the equilibrium fraction fN of native-
state proteins. Since earlier articles (81–83) provide the
detailed expressions for the reaction move probabilities along
with strategies for efﬁcient implementation of the RCMC
algorithm, we do not elaborate on those issues here.
For each state point studied in this work, N¼ 256 proteins
were simulated in a cubic box with periodic boundary con-
ditions. To ensure that signiﬁcant system-size effects were
not present, we reproduced our simulations results for a num-
ber of state points using both smaller (N ¼ 128) and larger
(N ¼ 500) systems. We have also reproduced the results for
a number of state points with a grand canonical ensemble
version of the algorithm. Fifteen percent of attempted moves
in our simulations were denatured to native reactions (i.e.,
protein folding), and 15% were attempted native to denatured
FIGURE 4 Effective protein-protein potentials, calculated using Eq. 4 for
a model protein (Nr ¼ 154,F ¼ 0.5) at T ¼ 362 K. There are three different
types of potentials (NN, ND, and DD) because proteins can exist in either
native (N) or denatured (D) states. Note that the DD interactions are stronger
and have larger exclusion volumes than the NN or ND interactions, since
denatured proteins are more expanded and tend to bury more hydrophobic
amino acid surface residues upon contact. (Inset plot) Potential well depths
for ND, DD, and NN interactions as a function of temperature, calculated
using Eqs. 7–9.
FIGURE 5 B22 calculated using Eq. 5 for the model protein (Nr ¼ 154,
F ¼ 0.5). Since DD attractions are stronger, the corresponding B22 is more
negative, which generally indicates different solubility behaviors for the
denatured and native states.
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reactions (i.e., protein unfolding). The remaining 70% of
attempted moves were protein displacements. Initially, the
proteins were placed in an open FCC lattice conﬁguration
with either all native (fN ¼ 1) or denatured (fN ¼ 0) states.
They were then equilibrated for the number of MC cycles
required to displace each protein at least a distance of 5sNN
from its original position. The potential energy, the fraction
of native-state proteins fN, and the osmotic pressure P were
tracked closely to make sure that equilibration was com-
pleted before subsequent production runs were initiated.
To verify that stable, or at least metastable, homogeneous
ﬂuid phases were being sampled by our simulations, standard
translational and bond-orientational order parameters for
detecting crystallization (84,85) were monitored during the
equilibration and production stages. We found that in all but
a few higher-concentration state points (see Appendix B),
convergence to the same ﬂuid state could be reproducibly
achieved by initiating from either all-denatured (fN ¼ 0)
or all-native (fN ¼ 1) protein lattices. Of course, without
knowledge of the complete phase diagram of a system, one
cannot unambiguously determine, either from simulations or
experiments, whether a given state is thermodynamically
stable or metastable with respect to a phase change (e.g.,
crystallization). In this initial study, we have focused on
understanding native-state stability of homogeneous ﬂuid
states of model protein solutions, and we have not attempted
the larger problem of calculating rigorous thermodynamic
phase boundaries for the solution. However, we are currently
studying the global phase diagram of our model protein
systems, and we will report those results in a future publi-
cation (see Conclusions and Future Work).
To explore how sequence hydrophobicity might qualita-
tively impact the concentration dependence of native-state
stability using our approach, we have studied two different
model proteins with the same number of amino acid residues
(Nr ¼ 154) but different hydrophobic contents (F ¼ 0.4 and
F ¼ 0.5). As was illustrated recently (64), these hydro-
phobicities span the typical range of those seen in single-
domain globular proteins with sizes between 125 and 175
residues, and so they reasonably bracket the types of behav-
iors that one might expect to see in experiments. As will be
shown in Results, the difference in midpoint folding
temperatures at inﬁnite dilution for these two model proteins
is ;26 K, with the higher hydrophobicity protein showing
more thermal stability. As a rough comparison, it can be seen
in Fig. 2 that the folding temperatures of ribonuclease A and
metmyoglobin also differ by ;20 K (66). Although the
model proteins (F ¼ 0.4 and F ¼ 0.5) exhibit both cold and
warm denaturation, we focused exclusively on destabiliza-
tion by the latter mechanism in the present work.
RESULTS
In this section, we brieﬂy present themain results of our study.
We divide our data into two main parts that pertain to the two
model proteins that were explored. In the Discussion, we ex-
plore the physical insights that can be gained from our results.
High hydrophobicity protein (Nr = 154, F = 0.5)
In Fig. 6, we plot the equilibrium fraction of folded (i.e.,
native-state) proteins fN as a function of temperature T for
a series of protein concentrations. As is expected, for low
concentrations, our simulations are extremely close to the
predictions from HPC theory (66). The midpoint folding
temperature Tm, i.e., the temperature that yields fN ¼ 0.5, is
;364 K for this protein at inﬁnite dilution. By ﬁtting the
simulation points obtained at each protein concentration to
sigmoidal curves, we can deduce the concentration depen-
dence of Tm for our model protein. The main trends are as
follows. If one starts with a protein solution at low concen-
trations, increasing protein concentration results in protein
destabilization (i.e., Tm decreases as concentration increases).
However, as one continues to increase protein concentration,
the protein is ultimately restabilized (i.e., Tm rebounds to
higher values). At this point, we simply assert that this non-
monotonic stability behavior is due to a competition between
destabilizing attractive protein-protein interactions that dom-
inate at low protein concentration and stabilizing entropic
crowding effects (see, e.g., Minton (86)) that prevail at high
protein concentration. We will provide quantitative justiﬁ-
cation for this statement in the Discussion.
In Fig. 7, Tm is plotted as a function of protein concen-
tration, yielding a protein stability ‘‘phase diagram’’ for the
high hydrophobicity protein. The white (nonshaded) area
comprises state points for which the native state is ther-
modynamically favored (fN . 0.5), whereas the shaded area
FIGURE 6 RCMC simulation results showing the fraction of folded
proteins fN as a function of temperature T for the high hydrophobicity model
protein (Nr¼ 154,F¼ 0.5). At low concentrations, increasing concentration
destabilizes native-state proteins, whereas the opposite trend occurs at high
protein concentration. The protein concentrations rs3NN are shown on the
graph nearest to their curve. The lines are present as a guide to the eye.
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above the curve indicates the temperature-concentration co-
ordinates where the denatured state prevails (fN , 0.5). As
we demonstrate later, very high protein concentrations can-
not be attained in this model if a majority of proteins are to
remain in the denatured state, simply due to the fact that
denatured proteins exclude more volume than proteins in the
more compact native state. However, attractive protein-
protein interactions also play an important role at lower pro-
tein concentrations, where they induce signiﬁcant concen-
tration destabilization. For example, Tm at rs
3
NN ¼ 0:4 is
nearly 10 K below the inﬁnite dilution value.
Fig. 8 provides a clearer picture for how increasing protein
concentration destabilizes the native state at low concen-
trations and restabilizes it at high concentrations. To quantify
this effect, one can deﬁne a midpoint concentration for
unfolding at low concentrations, and a midpoint concentra-
tion for refolding at high concentrations. Since the intrinsic
stability of a protein molecule decreases upon heating (i.e.,
DGof ðTÞ becomes less negative), proteins become more
vulnerable to destabilizing effects like attractive protein-
protein interactions, and thus the midpoint concentration for
unfolding decreases with increasing temperature. Similarly,
the midpoint concentration for refolding increases with in-
creasing temperature, indicating that more crowding is
required to refold proteins with lower intrinsic thermal sta-
bility. A ﬁgure containing all of the simulated state points for
this protein can be found in Appendix B.
Low hydrophobicity protein (Nr = 154, F = 0.4)
Here we explore protein concentration effects on the ther-
modynamic stability of a low hydrophobicity protein. In Fig.
9, we plot the fraction of native-state proteins as a function of
temperature for a series of different protein concentrations.
Again, as expected, the low concentration results closely
agree with HPC theory. Moreover, Tm is ;338 K at inﬁnite
dilution, which is logically lower in value than that of the
FIGURE 7 Protein stability phase diagram for the high hydrophobicity
model protein (Nr ¼ 154, F ¼ 0.5) in the temperature T-protein concen-
tration rs3NN plane. The shaded region indicates the temperatures and
concentrations that favor the denatured state (fN , 0.5). Circles represent
Tm from the RCMC protein simulations, the squares show Tm from the
nonattracting high hydrophobicity protein simulations, and the dashed line
indicates the estimated Tm from Eq. 6.
FIGURE 8 Fraction of folded proteins fN as a function of protein
concentration rs3NN for several isotherms of the high hydrophobicity model
protein (Nr ¼ 154, F ¼ 0.5). At temperatures far below the intrinsic folding
temperature (;364 K), concentration effects are almost negligible. As we
approach the intrinsic folding temperature at low concentration, increasing
concentration shows a pronounced destabilizing effect. At higher concen-
trations, the native state is restabilized due to crowding effects. The solid
lines are present as a guide to the eye.
FIGURE 9 RCMC simulation results showing the fraction of folded
proteins fN as a function of temperature T for the low hydrophobicity model
protein (Nr ¼ 154, F ¼ 0.4). The general trend is increasing native-state
stability with increasing protein concentration. The protein concentrations
rs3NN are shown on the graph nearest to their curve. The lines are present as
a guide to the eye. (Inset) The inset plot is the reduced second virial
coefﬁcient, calculated using Eq. 5, as a function of temperature. The lower
hydrophobicity of this model protein leads to weaker protein-protein
interactions.
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high hydrophobicity protein (;364 K). The most striking
feature of this data set is that the concentration destabilization
effects seen for the high hydrophobicity protein are essen-
tially negligible here. In short, for this model protein we ﬁnd
that increasing protein concentration shifts the folding
equilibrium to the native state for essentially all ﬁnite pro-
tein concentrations. Fig. 10 shows the corresponding protein
stability phase diagram, which highlights the stabilizing role
that protein concentration plays for the low hydrophobicity
protein. A ﬁgure displaying all of the simulated state points
for this protein can also be found in Appendix B.
In the next section, we discuss the physical origins of the
relationship between sequence hydrophobicity, protein inter-
actions, and the different stability behaviors for the high- and
low-hydrophobicity proteins.
DISCUSSION
The simulation results suggest that the thermodynamic
stability of a high hydrophobicity protein can exhibit a non-
monotonic dependence on concentration. At low total volume
fractions, increasing protein concentration has a destabilizing
effect for the native state. This ﬁnding is consistent with the
low-concentration destabilization that is observed experi-
mentally for the high hydrophobicity protein metmyoglobin
(F ¼ 0.51) (63), and to a lesser extent with the medium
hydrophobicity protein lysozyme (F ¼ 0.44) (62). Here, as
discussed in the Introduction, we have adopted F values
calculated from a hydrophobicity scale where Ala, Gly, Ile,
Leu, Met, Phe, Pro, Trp, and Val are considered hydrophobic
(64). Protein concentration destabilization of the native state
is also consistent with the increase in non-native aggregation
rate that has been experimentally observed with increasing
protein concentration for both reversible (87,88) and irre-
versible protein aggregation (see, e.g., Cueto et al. (62) and
Krishnamurthy and Manning (89)), although for irrevers-
ible processes it is generally difﬁcult to determine whether a
thermodynamic driving force actually underlies the kineti-
cally controlled laboratory phenomenon.
At higher volume fractions, however, our model predicts
that increasing protein concentration shifts the folding
equilibrium back toward the native state. This second trend
is also in agreement with the so-called entropic crowding of
proteins in solution that has been explained theoretically and
observed experimentally (51,52,54,86). To understand which
of these two concentration effects will dominate for different
proteins under various solution conditions, we require some
additional insight into the molecular mechanisms.
One physical picture that is consistent with the above
observations is the following. Native proteins may unfold to
the denatured state if by doing so 1), they can form enough
favorable attractions with neighboring proteins to outweigh
their intrinsic thermal stability (i.e., their negative DGof ); and
2), they do not simultaneously create new highly unfavorable
repulsive interactions with neighboring proteins due to their
expanded denatured conﬁguration. This type of picture is
consistent with experimental results that indicate that re-
versible formation of non-native oligomers can induce un-
folding (90). On the other hand, even intrinsically unstable
proteins (i.e., exhibiting positive DGof ) may refold due to
crowding if the protein concentration is so high that there is
not enough free volume to accommodate them in their de-
natured states. This is quite similar in nature to the exper-
imental protein stabilization induced by conﬁnement (91).
Below, we use our data to subject this physical picture to
some basic quantitative tests.
Our strategy in this regard is to devise simple and
transparent means for separately calculating the contribu-
tions of destabilizing protein-protein attractions and stabi-
lizing crowding effects to native-state stability. Armed with
the information that we obtain from these calculations, we
will be in a better position to interpret the RCMC results
presented in the previous section for our two model proteins.
We begin by considering the destabilizing protein-protein
interactions for both model proteins, and then we return to
the balancing effects of crowding.
As noted in Results, the Tm for the high hydrophobicity
protein (Nr ¼ 154, F ¼ 0.5) decreases from ;364 K at
inﬁnite dilution to;354 K at rs3NN ¼ 0:4. To check whether
destabilizing protein-protein attractions can explain this
trend, we simply balance DGo (calculated from HPC theory)
with the attractive protein-protein interactions that we expect
the protein to gain by unfolding in solution:
FIGURE 10 Protein stability phase diagram for the low hydrophobicity
model protein (Nr ¼ 154, F ¼ 0.4) in the temperature T-protein
concentration rs3NN plane. The shaded region indicates the temperatures
and concentrations that favor the denatured state (fN , 0.5). Circles
represent Tm from the RCMC protein simulations, the squares show Tm from
the nonattracting low hydrophobicity protein simulations, and the dashed
line indicates the estimated Tm from Eq. 6. Because of weaker intraprotein
attractions, the denatured state is more expanded than the high hydropho-
bicity protein (see Fig. 11). Thus, concentration effects are mostly controlled
by crowding-induced stabilization of the native-state.
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DG
o  4ps2NDDNDrN
eND
2
 4ps2DDDDDrD
eDD
2
: (6)
Here, DND and DDD characterize the range of the ND and DD
attractions (calculated from the effective pair potentials),
whereas rN and rD are the number densities of native and
denatured proteins, respectively. In particular, the quantity
Dij represents the width of the attractive potential well, and it
is deﬁned to be the distance between the protein-protein
hard-core separation sij and the larger separation rij,u where
the potential energy (Eq. 4) has risen to V(rij,u) ¼ 0.05eij.
Taking a look at the ﬁrst term on the right-hand side of Eq. 6,
the quantity 4ps2NDDNDrN represents the number of new
contacts a protein makes with native-state proteins upon
unfolding, and eND/2 is approximately the average energy
of that contact interaction. Similarly, the second term quan-
tiﬁes the total energy of the new contacts that a protein makes
with neighboring denatured proteins upon unfolding. For
simplicity, we have assumed here that the local concen-
trations of protein states can be reasonably approximated by
the corresponding bulk concentrations. To test whether the
balancing idea presented above has merit, Eq. 6 is plotted
along with the simulation data in Fig. 7. Note that it cor-
rectly, and even semiquantitatively, predicts the decrease in
Tm exhibited by the RCMC simulation data for the high
hydrophobicity protein.
We have also used Eq. 6 to analyze the attractive desta-
bilizing forces for the low hydrophobicity protein solution.
As can be seen by the dashed curve in Fig. 10, Eq. 6 predicts
that, in the absence of entropic crowding, attraction desta-
bilization should also be a noticeable effect for this protein.
However, this prediction is clearly not born out by the full
RCMC results of the low hydrophobicity protein solution.
To understand why attractions give rise to a net destabilizing
effect for the high hydrophobicity protein at low concen-
trations and not for the low hydrophobicity protein, we need
to examine the concentration dependencies of the stabilizing
crowding effects for the two protein solutions.
To isolate crowding effects from destabilizing attractions,
we have performed additional RCMC simulations of our two
model proteins, identical in all respects to the ones discussed
previously except that we have now ‘‘turned off’’ all
interprotein attractions. For the nonattracting high hydro-
phobicity protein, we ﬁnd that the Tm is almost unchanged
for concentrations below rs3NN ¼ 0:3 (see the squares in
Fig. 7). This absence of a strong crowding effect at low
concentrations basically explains why the protein-protein
attraction destabilization dominates under these conditions.
Conversely, the native state of the nonattracting high
hydrophobicity protein shows a very pronounced increase
in stability for concentrations above rs3NN ¼ 0:3. Since
crowding stabilization (squares in Fig. 7) outweighs
attraction destabilization (dashed line in Fig. 7) for high
protein concentrations but not for low concentrations, we
get a nonmonotonic concentration dependence for stability
of the high hydrophobicity protein.
We also plot the Tm of the nonattracting low hydropho-
bicity protein solution (squares) in Fig. 10, along with Eq. 6
(dashed curve) and the Tm of the regular (i.e., attracting) low
hydrophobicity protein solution (circles). Notice that the
attraction destabilization contribution essentially exactly bal-
ances the crowding effect for low concentrations, whereas
the crowding effect dominates for higher concentrations. The
net result is that the native state of the low hydrophobicity
protein shows nearly monotonic stabilization with increasing
protein concentration.
Why does the crowding stabilization effect play a more
important role, even at low concentrations, for the low hy-
drophobicity protein? As was hinted at above, it is not because
the interprotein attractions have a weaker destabilizing effect
for this protein. In fact, because lower hydrophobicity means
both weaker protein-protein interactions and lower intrinsic
thermal stability (i.e., less negative DG0f ), Eq. 6 predicts that
the low hydrophobicity protein would still be signiﬁcantly
destabilized in the absence of the entropic crowding effect.
However, theweaker intraprotein attractions give rise to amore
expanded denatured state for the low hydrophobicity protein
(see Fig. 11). As a result, there is a larger entropic penalty for
unfolding of low hydrophobicity proteins in concentrated
solutions, which manifests itself as larger relative thermody-
namic stability of the native state. Because of these physical
factors, one might generally expect low hydrophobicity
proteins to be stabilized (or, at worst, unaffected) by increases
in protein concentration despite their comparatively smaller
intrinsic stability. As was discussed in the Introduction, this
analysis is consistent with the slightly increasing experimental
stability of the low hydrophobicity protein ribonuclease A (F
¼ 0.33) with increasing protein concentration (61).
FIGURE 11 Ratio of the effective hard-core diameter (sDD/sNN) as
a function of temperature for both model proteins: Nr ¼ 154, F ¼ 0.4 and
Nr ¼ 154, F ¼ 0.5. Note that the lower hydrophobicity protein has a
much larger effective size in the denatured state, implying an increased
excluded volume.
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CONCLUSIONS AND FUTURE WORK
In this article, we have introduced a new coarse-grained
approach for modeling protein stability in concentrated
solution environments. Our treatment calculates state-de-
pendent center-to-center interactions between proteins from
basic structural and energetic characteristics of their native
and denatured states. These characteristics are each derived
from simple protein sequence information using an insightful
heteropolymer collapse theory. We have integrated the
thermodynamic and structural information obtained from
the heteropolymer collapse theory and the resulting inter-
protein potentials into RCMC simulations to investigate the
connections between protein sequence hydrophobicity, pro-
tein-protein interactions, protein concentration, and the
thermodynamic stability of the native state.
The calculations based on this approach outline a simple
physical picture for understanding the concentration de-
pendencies of native-state stability. In particular, they predict
that globular proteins with lower sequence hydrophobicity,
such as ribonuclease A, should be stabilized by increases in
protein concentration due to entropic crowding effects. They
also predict that globular proteins with higher sequence hy-
drophobicity, such as metmyoglobin, should display con-
centration destabilization at lower protein concentrations due
to protein-protein interactions and crowding-induced resta-
bilization at higher protein concentrations. These ﬁndings
are consistent with the available experimental data for these
proteins. However, as is discussed below, we also recognize
that there are still important open questions about the
generality of our predicted trends that need to be explored
through new calculations, including understanding the role
of solution pH, salt concentration, and protein charge. A
more comprehensive set of experimental data for the con-
centration dependencies of globular protein stabilities in so-
lution also seems necessary for this effort.
Finally, we think that there are three promising directions
for future research based on this work that will help to
broaden our understanding of protein stability. The ﬁrst is the
calculation of the thermodynamic phase boundaries for our
model protein solutions. In particular, we are interested in
understanding whether molecular unfolding can induce
liquid-liquid immiscibility between protein-rich and pro-
tein-poor solution phases. These types of thermodynamic
transitions could give insights into the driving forces for
aggregation or precipitation in protein systems. Moreover,
we are interested in investigating how sequence hydropho-
bicity and protein size can impact the relative location of the
liquid-liquid and solid-liquid (protein crystallization) tran-
sitions on the phase diagram of protein solutions. A second
future area of inquiry is to use our approach to explore the
precise molecular mechanisms for concentration-induced
protein destabilization. For instance, how does the mecha-
nism for protein destabilization (e.g., the reversible forma-
tion of non-native dimers and trimers) depend on the protein
characteristics and solution conditions? The third direction is
to account for protein charge, solution pH, and salt concen-
tration in our model calculations. Alonso, Dill, and Stigter
(92,93) have outlined a systematic methodology for incor-
porating these effects into the heteropolymer collapse theory
used in this work, and we are currently investigating how this
type of treatment could be extended into our general coarse-
grained simulation strategy.
APPENDIX A: ATTRACTIVE
WELL-DEPTH DERIVATION
The effective protein-protein contact attractions in our model depend on the
molecular characteristics of the proteins involved. Two of those character-
istics come directly from the protein sequences, e.g., the total number of
hydrophobic NrF and polar Nr(1 – F) amino acid residues (66). Other
properties are structural and can be derived from HPC theory. These
structural quantities, which generally take on different values for native (N)
and denatured (D) proteins, include the radius of gyration (RN or RD(T)), the
fraction of residues on the protein surface (fe(RN) or fe(RD), where fe(r)¼ 1 –
(1 – r1)3), and the fraction of surface residues that are hydrophobic (Q(T) or
F for N or D states, respectively). The protein-protein interactions also
depend on the free energy associated with the hydration of a hydrophobic
amino acid residue x(T)kBT, and this term represents the only place where
solvent effects enter the theory. The derivation and physical interpretation of
each of the quantities mentioned above are described in detail in the original
HPC articles (66,67). Here, we use the quantities to derive approximate
expressions for the attractive well depths (see Fig. 4, inset) of our coarse-
grained protein-protein potentials using geometric approximations and
mean-ﬁeld energetic arguments. These expressions are not intended to quan-
titatively reproduce the interactions for speciﬁc proteins, but rather to provide
simple and transparent relations between the strength of globular protein-
protein attractions and the molecular characteristics of the proteins
themselves.
Here, we explicitly derive the general relationship for the ND contact
attraction, and the analytical forms for the NN and DD attractions can be
easily deduced from this expression. As a ﬁrst step, we approximate the
fraction of the denatured protein’s surface desolvated by contact with a native
protein to be pR2N=4p ðRN1RDÞ2 ¼ ð4½11fRD=RNg2Þ1, which is simply
the projected surface area of the native protein divided by the total ND
interaction area. If one analyzes this expression in the limit of RN¼ RD, then
one ﬁnds that it makes the reasonable, but not quantitatively exact, pre-
diction that one protein would be completely desolvated if it were closely
surrounded by eight neighboring proteins. Of course there should also be
an O(1) prefactor included to correct this formula to account for the
speciﬁc packing properties of the proteins under study. However, to keep
the ideas simple and general, we do not attempt to describe that level of
detail here. To determine the surface fraction of a native protein that is
desolvated by contact with a denatured protein, we use a similar argument:
pR2D=4p ðRN1RDÞ2 ¼ ð4½11fRN=RDg2Þ1.
The magnitude of the effective energy change upon making the afore-
mentioned ND contact is then given by
eND ¼ Ns
4½11 RD
RN
2 xðTÞfeðRDÞð1 sÞFQkBT
1
Ns
4½11 RN
RD
2 xðTÞfeðRNÞð1 sÞFQkBT: (7)
In this expression, Ns ¼ Nr/1.4 is the total number of segments per protein
(1.4 amino acid residues per segment), and s ¼ 2/3 is the fractional area of
each surface residue that is not in direct contact with solvent (67). The
product FQ that appears in both terms accounts for the probability of
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forming a contact between two hydrophobic residues in the mutually des-
olvated area between proteins. This approximation implicitly assumes that
hydrophobic residues are uniformly distributed on the surface of each pro-
tein molecule.
Using analogous arguments, the magnitudes of the effective NN and DD
contact energies directly follow:
eDD ¼ Ns
8
xðTÞfeðRDÞð1 sÞF2kBT; (8)
eNN ¼ Ns
8
xðTÞfeðRNÞð1 sÞQ2kBT: (9)
The contact energies derived above are used in our model for the well depths
of the effective protein-protein potentials given by Eq. 4.
The derivations provided in this Appendix yield, at best, average contact
interactions, and for simplicity they have not addressed some potentially
important structural and energetic features of real proteins. Clearly, the
development of more accurate and comprehensive theoretical expressions
for protein-protein interactions and their experimental veriﬁcation are im-
portant areas for future scientiﬁc inquiry.
APPENDIX B: OCCURRENCE OF ORDERED
NON-NATIVE AGGREGATES
We noted in Simulation Details that a small number of higher-concentration
state points did not converge to an equilibrium ﬂuid solution with the same
fraction of native proteins fN if they were initialized from all native (fN ¼ 1)
versus all denatured (fN ¼ 0) FCC conﬁgurations. These state points cor-
responded to concentrations for which an FCC crystalline lattice of de-
natured proteins was very favorable energetically, with each particle taking
full advantage of its neighbors’ hydrophobic contacts. In the context of our
simple model, one might view such a structure as ordered non-native ag-
gregates (perhaps very roughly analogous to ﬁbrillar structures). Although
we were primarily interested in, and only report properties of, equilibrium
ﬂuid protein solutions in Results, we show below that it is also relatively
straightforward to predict the general region of the phase diagram where an
ordered FCC arrangement of non-native proteins would be favorable in this
model.
From Eq. 4, one can determine the ratio of the minimum-energy sepa-
ration smin, DD(T) to the hard-core diameter sDD(T) for denatured proteins
smin, DD(T)/sDD(T)  1.158. However, the nearest-neighbor separation for
an FCC crystal of denatured proteins is also given by
rs
3
min;DDðTÞ ¼ 2
1
2; (10)
where r is the number density. By combining these two ideas, we can
determine the ideal energetic conditions for forming an ordered aggregate of
denatured proteins from the relation
rs
3
NN ¼
2
1
2
1:158
3
sNN
sDDðTÞ
 3
: (11)
Figs. 12 and 13 show that this relationship very closely approximates the
conditions where ordered arrangements of denatured proteins actually
occurred in our simulations.
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FIGURE 12 Complete set of RCMC simulation data in the temperature
T-protein concentration rs3NN plane for the higher hydrophobicity protein
(Nr ¼ 154, F ¼ 0.5). Solid circles represent Tm, plus signs indicate
equilibrium ﬂuid protein solutions, shaded triangles indicate the occurrence
of ordered non-native aggregates, and the shaded line represents the
predicted ordered non-native aggregate curve (see Eq. 11). The solid curve is
a guide to the eye.
FIGURE 13 Complete set of simulation data and results in the
temperature T-protein concentration rs3NN plane for the lower hydropho-
bicity protein (Nr ¼ 154, F ¼ 0.4). Solid circles represent Tm, plus signs
indicate equilibrium ﬂuid protein solutions, shaded triangles indicate the
occurrence of ordered non-native aggregates, and the shaded line represents
the predicted ordered non-native aggregate curve (see Eq. 11). The solid
curve is a guide to the eye.
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