Abstract. Higher-dimensional analogs of the predictable degree property and column reducedness are defined, and it is proved that the two properties are equivalent. It is shown that every multidimensional convolutional code has, what is called, a minimal reduced polynomial resolution. It is uniquely determined (up to isomorphism) and leads to a number of important integer invariants of the code generalizing classical Forney's indices.
1. Introduction. Multidimensional convolutional codes are natural generalizations of classical (one-dimensional) convolutional codes and are used to transmit multidimensional data. They have been studied quite a bit in the literature and we refer the reader to Fornasini and Valcher [4] , Valcher and Fornasini [15] , Weiner [16] and more recent works Charoenlarpnopparut [1] , Gluesing-Luerssen et al. [6] , Jangisarakul and Charoenlarpnopparut [7] , Kitchens [8] , Napp Avelli et al. [13, 14] , Zerz [17] .
In this article, we would like to offer a new view-point on some fundamental issues of algebraic character related to multidimensional convolutional codes.
Throughout, F is an arbitrary (finite) field, n a fixed positive integer, and D = (D 1 , . . . , D n ) a sequence of indeterminates. We let S = F [D] . For every d ∈ Z, we shall write S ≤d to denote the space of polynomials of degree ≤ d.
Following Weiner [16] and other authors, by a convolutional code of length q we mean a submodule of S q . If C is a convolutional code of length q, then, for each d ≥ 0, define C ≤d = C ∩ S q ≤d to be the space of codewords of degree ≤ d. In dimension 1, a submodule C ⊆ S q is free, and it is possible therefore to represent it via a full column rank polynomial matrix. In other words, there exist an integer p and a polynomial matrix G ∈ S q×p such that
is an exact sequence. A higher-dimensional counterpart of this well-known fact is Hilbert's syzygy theorem, according to which there exists 1 ≤ l ≤ n, and there exist integers p 1 , . . . , p l ≥ 1 and polynomial matrices G 1 , . . . , G l of sizes q×p 1 , . . . , p l ×p l−1 , respectively, such that the sequence
→ C → 0 is exact. This celebrated theorem suggests to define higher-dimensional analogs of classical full column rank polynomial matrices as sequences (G l , . . . , G 1 ) of polynomial matrices satisfying the above exactness condition. Starting with this idea, we shall define higher-dimensional analogs of the predictable degree property and column reducedness, and prove that the two properties are equivalent. We shall see that every multidimensional convolutional code has, what we call, a minimal reduced polynomial resolution. It is uniquely determined (up to isomorphism) and provides a number of important integer invariants of the code that generalize classical Forney's indices.
Recall that the degree of a column f with entries in S is defined to be the maximum of the degrees of the components of f ; it is denoted by deg(f ). We shall need relative degrees as well. Any function [1, p] → Z + will be referred to as a twisting (or degree) function of length p. If a is a twisting function of length p, then, for f ∈ S p , we set
Without loss of generality, we shall always consider polynomial matrices with no zero column. For such matrices, we can define (column) degree functions. The degree function of a polynomial matrix G ∈ S p×q , denoted by deg(G), is the function that assigns to every j ∈ [1, q] the degree of the j-th column of G. More generally, if a is a twisting function of length p, we define the a-degree function deg a (G) : [1, q] → Z + to be the function that assigns to every j ∈ [1, r] the a-degree of the j-th column of G. This is a degree function of length q.
By a polynomial complex of length l, we shall mean a sequence (G l , . . . , G 1 ) of polynomial matrices, such that the products G 1 G 2 , . . . , G l−1 G l (are defined and) are zero. The size is defined to be q × (p l , . . . , p 1 ), where q is the row number of G 1 and p 1 , . . . , p l are the column numbers of G 1 , . . . , G l . We say that (G l , . . . , G 1 ) is a polynomial resolution if
is an exact sequence. If C is a convolutional code, then, as already said, Hilbert's syzygy theorem guarantees existence of a polynomial resolution (G l , . . . , G 1 ) such that Im(G 1 ) = C. The number l, called the homological dimension of C, is an important integer invariant of C. This number measures the complexity of C and indicates how far is C from being free. Free convolutional codes are exactly convolutional codes of homological dimension 1.
The point of convolutional codes is that they admit a natural homogenization, and this permits us to study them using the method of graded modules. We introduce an extra ("homogenizing") indeterminate This article has much overlaps with [11] . The relevant results from [11] are reproduced in a rather sketched form. The main new contribution is Theorem 1, which generalizes Forney's classical theorem stating that a full column rank polynomial matrix has the predictable degree property if and only if its leading coefficient matrix has full column rank.
2. Filtered modules, and the PD property. Let M be a module over S. A filtration on M is an ascending chain 
The module S p equipped with this filtration is denoted by S p [−a]. Given a submodule C ⊂ S p , we shall write C[−a] to denote the module C together with the filtration induced from
Certainly, filtered modules and their homomorphisms form a category. Consequently, we may speak, in particular, about isomorphisms between filtered modules.
Proof. That p = q is obvious. Proving the second equality, we may assume that a and b are increasing functions. Suppose that a = b, and let i be the smallest number such that a(i) = b(i). Say that a(i) > b(i). Letting d = a(i), we have:
But the left side here is equal to
and the right side is
We get a contradiction. ✷ The category of filtered modules is not abelian. Nevertheless, we may speak about exact sequences in it. Call a complex of filtered modules
exact if the sequence
Lemma 2. If a complex of filtered modules
is exact, then the complex of modules
Proof. This is obvious because F i = lim d→0 F i,≤d (and because the direct limit functor is an exact functor). ✷ Definition. Let G = (G l , . . . , G 1 ) be a polynomial complex, and let q×(p l , . . . , p 1 ) be its size. Define the degree functions
recursively as follows. Put a 0 = 0, and if a i is defined, define a i+1 to be
Call (a l , . . . , a 1 ) the column degree table of G. The polynomial complex G gives rise to the following complex of filtered modules
We say that G has the PD (predictable degree) property if this complex is exact.
The following example justifies the above definition.
Example. Assume n = 1. Following Forney [5] , a polynomial matrix G ∈ S q×p is said to have the PD property if, for every f ∈ S p ,
where a is the column degree function of G. For each d ≥ 0, G determines a linear map
and it is easily seen that G has the PD property in the sense of Forney if and only if all these linear maps are bijective. Let C be a convolutional code of length q. Define the Hilbert function of C as
This can be easily computed from the column degree 
is an exact sequence of finite-dimensional linear spaces. As is known, the dimension of the space of polynomials of degree ≤ d, where d ∈ Z, is equal to d + n n (with the convention that d + n n = 0 when d ≤ −1). It immediately follows from (2) therefore that
Remarks. Hilbert functions were introduced by Hilbert in the context of graded finitely generated modules. For one-dimensional convolutional codes, they have been defined in McEliece and Stanley [12] . Notice that the above expression for Hilbert function is a generalization of that given in [Corollary 3.2, 13].
3. The homogenization and the leading term complex. According to Lemma 2, the polynomial complexes having the PD property are polynomial resolutions necessarily. The converse is not true, and the goal of this section is to obtain a test to establish whether a polynomial resolution has the predictable degree property or not.
We need to recall the notion of graded modules. Let M be a module over S or T . A gradation on M is a sequence
A module equipped with a gradation is called a graded module.
Example. Let R be either S or T . A twisting function a of length p determines on R p the gradation consisting of the spaces
The module R p equipped with this gradation will be denoted by
Graded modules form an abelian category, and one therefore has the notion of exact sequences. It is worth noting that a complex of graded modules
is exact if only if the sequence of linear spaces
is exact for all d ≥ 0.
The homogenization in degree d is the bijective linear map 
. This is a "homogeneous convolutional code" in T p . Definition Let G = (G l , . . . , G 1 ) be a polynomial complex, and let q×(p l , . . . , p 1 ) be its size and (a l , . . . , a 1 ) the column degree.
a) The homogenization of G is the sequence
is the homogeneous (a k+1 (j) − a k (i))-th part of the (i, j) entry of G k .
These two sequences give rise respectively to the following complexes of graded modules:
We remark that 
= C H and the complex (3) is exact; (c) G is a polynomial resolution and the complex (4) is exact. Proof. (a) ⇔ (b) This is obvious since the complex (2) is isomorphic to the complex
remains exact after tensoring it by T /D 0 T = S. Notice that replacing D 0 by 0 in each entry of G
We have to show that the sequence
if i = 0, define X i to be C ≤d . Take any x ∈ X i . By the hypothesis, there exists y ∈ S pi+1 such that
It has a i+1 -degree < k and
Using induction, we find that there exists an element in S pi+1 [−a i+1 ] ≤d that goes to x.
The proof is complete. ✷ Definition. Let G = (G 1 , . . . , G l ) be a polynomial complex, and let q×(p l , . . . , p 1 ) be its size and (a l , . . . , a 1 ) the column degree. Say that G is (column) reduced if the complex (4) is exact.
We thus have the following statement.
Corollary 1. A polynomial resolution has the PD property if and only if it is reduced.
Remark. In dimension 1, if G is a full column rank polynomial matrix with degree function a, then G L is equal to the leading coefficient matrix multiplied by the diagonal matrix with D a(i) on the diagonal. For example, if
then the column degree is equal to (4, 2), and we have
Therefore, the above corollary should be regarded as a generalization of the classical Forney's theorem stating that a full column rank polynomial matrix has the PD property if and only if its leading coefficient matrix has full column rank.
Minimal reduced polynomial resolutions, and Forney tables.
A priori is not clear that every convolutional code possesses reduced polynomial resolutions. The issue of minimality also is not obvious. (In dimension 1, reduced polynomial matrices automatically are minimal.) In this section, we shall see that for every convolutional code there exists a minimal reduced polynomial resolution and that such a resolution is uniquely determined up to equivalence.
Let (M, (M ≤d )) be a filtered module. If d ≥ 0, then
is the part of M ≤d that comes from M ≤d−1 and should be regarded as the trivial part of M ≤d . It is natural therefore to consider the quotient
which is a linear space over F.
Example. There holds N ≤d ) ) be a homomorphism of filtered modules. We say that u is minimal if it satisfies the following two conditions: 
where q is the column number and b the column a-degree of G, is minimal.
Proof. See Lemma 7 in [11] . ✷ Any G satisfying the conditions of the lemma is called a minimal a-representation of C. In the case when a = 0, we simply say "minimal representation".
An exact sequence of filtered modules
is said to be minimal if δ 1 is minimal and, for each i ≥ 2, the homomorphism
also is minimal. Definition. Let G = (G 1 , . . . , G l ) be a reduced polynomial resolution, and let q × (p l , . . . , p 1 ) be its size and (a l , . . . , a 1 ) the column degree. Say that G is minimal if the sequence (1) of filtered modules is minimal.
One constructs a minimal reduced polynomial resolution step by step, using the previous lemma. Assume we have a convolutional code C ⊆ S q . Choose a minimal representation G 1 of C. Let C 1 be the kernel of G 1 : S p1 → C, where p 1 is the column number of G 1 . Letting a 1 denote the degree function of G 1 , choose next a minimal a 1 -representation G 2 of C 1 . If we continue this way the process will terminate.
Theorem 2. Every convolutional code has a minimal reduced polynomial resolution.
Proof. This is an immediate consequence of the "graded" Hilbert syzygy theorem. (See Theorem 4.15 in Lang [9] and Theorem 1 in [11] .) ✷ Let G = (G l , . . . , G 1 ) and 
It is immediate from Lemma 1 that equivalent reduced polynomial resolutions have the same size and the same column degree [3] , and Theorem 1 in [11] .) ✷ The above two theorems permit us to give the following definition.
Definition. Let C ⊆ S q be a convolutional code, and let G = (G l , . . . , G 1 ) be any its minimal reduced polynomial resolution. We define the rate of C to be (p l , . . . , p 1 )/q, where (p l , . . . , p 1 ) is the size of G. Next, we define the Forney table of C to be the column degree table of G. The maximum value of the degree function of G 1 is called the memory of the code. Proposition 1. Let C be a convolutional code, and let m be its memory. Then C can be recovered from the knowledge of C ≤m .
Proof. Let G 1 be a minimal representation of C, and let p 1 its column number, a 1 the degree function and m the memory. For d > m, we have
In other words, for all such d, we have
It follows that knowing C ≤m , we can find all C ≤d with d > m. This completes the proof since, for any N ,
✷
Closing the section, we want to present a simple test for establishing whether a given reduced polynomial resolution is minimal or not. A convolutional code C ⊆ S q is called observable if the quotient module S q /C is torsion free. As is known, a finitely generated module is torsion free if and only if it can be embedded into a free module of finite rank. It follows that C is observable if and only if it can be described through
where H ∈ S •×q is a polynomial matrix, called a parity check matrix or a syndrome former of C.
For an irreducible polynomial λ in S = F[D], let F(λ) denote the integral domain F[s]/λF [s] . If G is a polynomial matrix, define G/λ to be its reduction modulo the principal ideal λF [s] .
We have the following proposition. Proof. See Theorem 1 in [10] . ✷ Remark. In dimension 1, the statement is well-known in linear systems theory, where it is named as the Popov-Belevich-Hautus test of controllability.
