Abstract In the majority of traditional extreme learning machine (ELM) approaches, the parameters of the basis functions are randomly generated and do not need to be tuned, while the weights connecting the hidden layer to the output layer are analytically estimated. The determination of the optimal number of basis functions to be included in the hidden layer is still an open problem. Cross-validation and heuristic approaches (constructive and destructive) are some of the methodologies used to perform this task. Recently, a deterministic algorithm based on the principal component analysis (PCA) and ELM has been proposed to assess the number of basis functions according to the number of principal components necessary to explain the 90 % of the variance in the data. In this work, the PCA part of the PCA-ELM algorithm is joined to the linear discriminant analysis (LDA) as a hybrid means to perform the pruning of the hidden nodes. This is justified by the fact that the LDA approach is outperforming the PCA one on a set of problems. Hence, the idea of combining the two approaches in a LDA-PCA-ELM algorithm is shown to be in average better than its PCA-ELM and LDA-ELM counterparts. Moreover, the performance in classification and the number of basis functions selected by the algorithm, on a set of benchmark problems, have been compared and validated in the experimental section using nonparametric tests against a set of existing ELM techniques.
Introduction
The extreme learning machine (ELM) framework has received much attention in the machine learning community since Huang et al. [17, 18] proposed it in the International Joint Conference on Neural Networks. The ELM framework provides a way to estimate the parameters of a single hidden layer feedforward network (SLFN) analytically. The main idea of the framework is very intuitive and proceeds as follows: The parameters of the basis functions (also called hidden nodes) are randomly generated, while the weights connecting the hidden layer to the output layer are analytically computed by inverting the hidden layer output matrix. The ELM does not require any iterations to determine the network parameters, reducing dramatically the computational time. Thus, ELM is an highly computationally efficient learning algorithm that provides good generalization performance, even comparable to the generalization performance of the support vector machine (SVM) [15] . The ELM framework has been successfully applied in facial expression recognition [28] , engine airratio control [29] or electricity price classification [25] to name just a few of real-world applications.
In the ELM framework, the determination of the optimal number of basis functions becomes an interesting and critical problem to exploit at most the ELM advantages. However, the original ELM [16] does not provide any effective solution to this problem. In most cases, the number of hidden nodes is part of a pre-processing analysis based on heuristics (trial and error or cross-validation procedures), a very tedious task in many real-world applications.
To avoid the aforementioned problems, some improvements of the original ELM have been proposed to optimize the network architecture. The available methodologies can be divided into two groups: destructive and constructive methods. For the former approach, Rong et al. [23] proposed the pruned ELM (P-ELM) for classification problems. The algorithm is initialized with a large network and then removes the basis functions having low relevance to the output, in the meaning of small output layer weights. Miche et al. [22] proposed the optimally pruned ELM (OP-ELM) algorithm which randomly initializes the hidden node weights and ranks the resultant basis functions. The OP-ELM algorithm applies the pruning strategy by the multi-response sparse regression (MRSR) algorithm and the leave-one-out (LOO) validation method. The main drawback of these destructive methods is that the algorithm starts with a large network that increases the computational complexity of the methodology. For the latter approach, the incremental ELM (I-ELM) [15] and its variants [13, 14] are based on the idea of adding basis functions one by one to the hidden layer and incrementally update the output weights. The main problems of these algorithms are that those methods cannot lead to an optimal network architecture, and the output weights of the SLFN are required to be recursively updated. On the other hand, Feng et al. [7] proposed the error minimized ELM (EM-ELM). The EM-ELM method can add random basis functions one by one or group by group. Unfortunately, the basis functions added are randomly generated and might deteriorate the performance with a large number of basis functions because no generalization performance is guaranteed. In a similar direction, Lan et al. [19] proposed the constructive selection of hidden nodes in ELM (CS-ELM). In this approach, the basis functions are selected by the MRSR algorithm. However, the CS-ELM is suitable just for regression problems and the selection of the basis functions is carried out on normalized regressors (increasing the computational burden).
Furthermore, all constructive and destructive methods for model selection of the ELM directly work on the basis function (hidden node) output matrix H 2 R N Â R S , where N is the number of patterns in the training set and S the number of basis functions. Generally, the number of training patterns, N, is significantly higher than the number basis functions, S, making the H matrix potentially rank deficient and leading to unstable model structures. Finally, constructive and destructive methods limit the number of available architectures, thus introducing constraints in the search space of possible structures that may not be suitable to the problem. Although these methods have been proved useful in simulated data [27] , their application to real problems has been rather unsuccessful [11] .
Recently, Castaño et al. [4] proposed the principal component analysis-ELM (PCA-ELM) where the basis functions are fitted taking into account the information retrieved from principal components analysis. The PCA-ELM algorithm sets the number of basis functions by determining the amount of principal components (orthogonal vectors) necessary to explain the 90 % of the variance in the training set. The output node parameters are determined analytically using the Moore-Penrose generalized inverse as in the base ELM algorithm. This approach considerably decreases the computational cost compared to later ELM improvements, since no cross-validation is needed and statistically outperform them.
On the other hand, linear discriminant analysis (LDA) has been used to reduce the dimensionality of the problem while maintaining the discriminability between pre-defined classes [20] . The mathematical model of the LDA is a linear combination of the input patterns and the projections generated in the LDA. In the LDA algorithm, W 2 R S Â R K is the matrix corresponding to the S largest eigenvectors of the matrix S w À1 S b , where S w is the within-class scatter matrix and S b is the between-class scatter matrix. S b is computed as the covariance matrix of the classes mean values, while S w is computed as the average of the classes covariance matrices. Thus, it is assumed that the scatter of the data within class is the same for each class, unrealistic assumption in practical problems, which still is able to lead to good performances in practical classification tests where the reduced LDA model is as effective or even more effective than the original one. Figure 1 reports a 2-dimensional, 2-classes problem and the corresponding first PCA and LDA basis vectors. Clearly, as seen in this example, the two basis vectors define different projections, and in particular, the projection of patterns onto the first LDA basis vector is, in general, more effective in discriminating between classes than the one provided by the first PCA vector. This can be explained by the fact that the LDA algorithm makes direct use of the between-classes covariance information while the PCA algorithm deals with the data as a whole, without including information on the underlying class structure, into its analysis. Motivated by this fact, the LDA-PCA-ELM algorithm has been proposed, where the main difference with respect to the PCA-ELM method is that the hidden layer has been enlarged to include additional nodes for the LDA. It will be shown that the hybrid LDA-PCA approach in the ELM framework can improve the generalization performance of the model with respect to the two single analysis (PCA-ELM and LDA-ELM). This is due to the collaborative transformations applied by the two different analysis in the hidden nodes: while the LDA algorithm operates toward a better discrimination between classes, the PCA algorithm prefers a wide coverage of the data space.
The paper is organized as follows: A background of LDA and PCA is given in Sect. 2. The methodology to optimize the SLFN parameters based on ELM and the joined LDA-PCA is presented in Sect. 3. Section 4 describes the experimental framework adopted to evaluate the effectiveness of the method. Section 5 explains the results obtained. Finally, Sect. 6 summarizes the conclusions of the presented work.
2 Linear discriminant analysis and principal component analysis
As previously stated, the main contribution of this work is the extension of the previously proposed PCA-ELM algorithm [4] by the linear discriminant analysis (LDA) technique. The goal of this section is to establish the main differences of these two techniques. First, the LDA algorithm will be introduced, and afterward, the PCA method will be described.
Note that the LDA technique uses the information of the targets in a classification problem. Because of that, the classification context is described. In a classification problem, given a single pattern x ¼ ðx 1 ; . . .; x K Þ 2 R K , its corresponding class label y 2 fC 1 ; C 2 ; . . .; C J g needs to be assessed, according to the learning performed on the available dataset. The training dataset D ¼ fX; Yg ¼ fðx n ; y n Þg N n¼1 is considered, where x n ¼ ðx ð1Þ n ; . . .; x ðKÞ n Þ 2 R K is the vector of measurements, and y n 2 R J is the known class level of the n-th pattern. In this work, the common technique to represent class levels using the ''1-of-J'' encoding vector is assumed; hence, y n ¼ ðy ð1Þ n ; y ð2Þ n ; . . .; y ðJÞ n Þ with y ðjÞ n ¼ 1 in case x n is a pattern classified as class C j , 0 otherwise.
Linear discriminant analysis
LDA is a method used in pattern recognition and machine learning to define a linear combination of features able to discriminate between two or more classes of patterns. LDA is also closely related to PCA which also seeks for linear combinations of features with the purpose of better separating the patterns. However, the main difference between the two approaches is that LDA explicitly attempts to model the difference between classes, while PCA does not use targets information to perform the transformations.
By applying LDA, the projections that maximize the distance between patterns of different classes and minimize the distance between patterns of the same class are found. In another words, the maximization of the between-class scatter matrix S b , together with the minimization of the within-class scatter matrix S w in the projective subspace, is performed. The within-class scatter matrix S w 2 R K Â R K and the between-class scatter matrix S b 2 R K Â R K are defined as:
x is the mean of the j-th class with N j the number of patterns belonging to it, x ¼ ð
x i is the mean of all patterns, and J is the number of classes. The goal is to maximize the variance between classes while minimizing the variance within class
It has been proved already in [9] that, if S w is a nonsingular matrix, and then, the maximum is attained by the matrix W that has column vectors as the nonzero eigenvectors of the matrix S À1 w S b , and they are at most J À 1. Hence, the subspace for LDA is spanned by the set of vectors
The main characteristics of LDA are:
• The new variables generally present high separability between patterns of different classes and great union between same class ones.
• At most produces J À 1 feature projections.
Principal component analysis
PCA technique is an orthogonal transformation of the feature space that aims to find a set of linearly uncorrelated components that better describes the variance between the data. In particular, the principal component is the vector that accounts for the greatest variance, while the following components are chosen with the same criteria but with the orthogonality constraint. Mathematically, those vectors are the eigenvectors corresponding to the largest eigenvalues of the dataset covariance matrix. The data are further projected onto a subset of those directions for dimensionality reduction.
If the matrix whose columns are the eigenvectors sorted according to the ascending order of the corresponding eigenvalues is denoted by U 2 R K Â R K , the PCA transformation of the data is
where X ¼ ðx 1 ; . . .; x N Þ 2 R K Â R N denotes the patterns matrix. By selecting only the first d rows ofX (with d KÞ, the data have been projected from K down to d dimensions. The PCA technique has been traditionally implemented by the application of the singular value decomposition (SVD) of the patterns matrix X, defined as
N is a pseudo-diagonal matrix whose diagonal entries are ordered in a descending order, and they correspond to the eigenvalues of the X matrix and the values outside the diagonal are zero. The eigenvectors of the covariance matrix C ¼ ð 1 NÀ1 ÞX T X are computed from the V matrix since
T and then
Being C symmetric, it stands that
where K is the diagonal matrix with eigenvalues of C as entries values on the diagonal and the column of V as the corresponding eigenvectors. The eigenvalues and eigenvectors of the covariance matrix of the pattern matrix can then be easily computed by the elements of the SVD decomposition.
It is important also to stress the attention on the necessity of performing the mean subtraction (also called ''mean centering'') to ensure that during the PCA analysis, the first principal component is not too close to the mean of the data, but describes the direction of maximum variance.
The main characteristics of PCA can be summarized as:
• The features in the projected space are uncorrelated.
• The covariance matrix represents only second-order statistics among the vector values.
• Maximize variance of patterns in the projected space.
Why LDA can outperform PCA for classification tasks?
First of all, it is worth mentioning that in a classification problem of dimension K and J classes, the PCA methods estimate K projections, while the LDA method finds J À 1 projections. As previously noted, LDA uses targets information to improve the performance of the algorithms that applies LDA with respect to the same algorithms that instead make use of PCA. To justify the proposed combination of LDA and PCA for classification, the example in Fig. 1 is discussed. As can be seen, the patterns are distributed in a particular and not uncommon way. The PCA tries to maximize data variance, while LDA finds the best projection that separates the classes. A joined combination of the two approaches can help in preserving distinction between classes and a good spread of the patterns within each class. Due to the intuitive characteristics of LDA for classification and the results obtained in previous works [4] , where PCA transformations were included in the ELM framework, the integration of LDA into the PCA-ELM model is here proposed and discussed.
shown in the experimental section, the algorithm is a suitable option to estimate the parameters of SLFN. A SLFN is a type of neural network composed by three layers: a input, a hidden and an output layer. Let us denote with a s ¼ ða During the training process, the optimal parameters, a s and b j , are determined so that they minimize the squared error (SE) function defined by:
where f j ðx n Þ is the estimated output of the j-th class for the n-th input pattern, which is defined as:
where / s ðx n ; a s Þ is the sigmoidal activation function in this work. The minimization of the squared error function in the ELM is achieved solving the following linear system:
where H is known as the hidden layer output matrix of the SLFN and defined as:
and
In the case of the standard ELM framework proposed by Huang et. al. [17] , the parameters connecting the input layer to the hidden layer ða s ; 8s ¼ 1; . . .; SÞ are randomly determined, while the weights for the output layer are analytically computed using the Moore-Penrose pseudoinverse matrix.
The main contribution of the proposed algorithm (LDA-PCA-ELM) is the initialization of the weights connecting the input layer to the hidden layer. In the LDA-PCA-ELM algorithm, these weights are initialized according to the combined LDA and PCA methods fitting the biases to zero. The LDA-PCA-ELM algorithm can be viewed as a twostage algorithm as shown in Fig. 2 .
Estimation of the hidden layer parameters
The first step of the LDA-PCA-ELM algorithm is the execution of the LDA and PCA algorithm over the data in the training set. Then, the parameters a s , s ¼ 1; . . .; S are initialized according to the basis projection vectors generated by both the LDA and PCA approaches. Taking into consideration that the maximum number of projections generated by the LDA are J À 1 and the maximum number of projections generated by the PCA are K, the maximum number of basis functions to be included in the SLFN is
The next step is the pruning step: In this work, it is considered that the basis functions to be included in the SLFN must explain the 90 % of the variance of the data in both approaches. This method prunes the model using the same mechanism used by PCA-ELM. Therefore, only those S 1 basis functions that explain 90 % or more of the variance of the data in the training set out of the J À 1 possible basis functions are included in the model for the LDA case, and S 2 basis functions that explain 90 % or more of the variance of the data in the training set out of the K possible basis functions are included in the model for the PCA case. Hence, 
This deterministic technique to set the number of hidden nodes rises the complexity of the model with respect to random-based initialization of the ELM algorithms.
After that, the LDA-PCA-ELM proceeds by choosing an activation function /ðxÞ to generate the hidden layer output matrix H. Among the existing hidden node types, the one composed by a linear activation function and a transfer function are considered in this work. Because of this, any hidden node that is compounded by a linear combination as the activation function may be taken into consideration as a suitable choice to be used in the hidden layer of the SLFN. Some of the most common hidden nodes with a linear activation function are mentioned hereafter:
• Sigmoidal function (Sig): In particular, the special case of the logistic function is defined as:
• Hard-limit transfer function (hardlim): It returns one for nonzero negative values, zero otherwise:
• Sine (Sin): It returns zero for values close to 2Kp:
In order to validate our algorithm and for the sake of simplicity, the experiments are only done using sigmoidal nodes in the hidden layer.
Estimation of the output layer parameters
Finally, the estimation of the output layer weights is done as proposed by Huang [17] , solving the linear system Hb ¼ Y using the Moore-Penrose generalized inverse. In this way, the values of the b parameters are estimated as:
where H y is the Moore-Penrose generalized inverse of the hidden layer output matrix. It has also been shown that this solution is the least square solutions of the general linear system Hb ¼ Y; therefore, it minimizes the training error.
Moreover, it is unique and has the smallest norm of weights, hence having also good generalization performance [5, 17] . Table 1 summarizes the algorithmic steps of the base ELM algorithm and the LDA-PCA-ELM method and highlights their main differences.
Discussion about the advantages of the LDA-PCA-ELM
The LDA-PCA-ELM proposed algorithm is an extension of the previously proposed PCA-ELM algorithm, and it inherits some of the most important advantages of the PCA-ELM and the good properties of LDA with respect to the state-of-the-art ELM approaches:
1. The algorithm is deterministic instead of stochastic. This implies that the algorithm does not present a high standard deviation of its performance and model complexity as OP-ELM and other algorithms do. 2. Previously proposed approaches determine the optimal number of basis functions by growing or pruning techniques. These techniques are generally hard timeconsuming. The proposed approach determines the amount of hidden nodes taking into consideration the cumulative variance expressed in the LDA and PCA algorithms.
The main drawback of the proposed method with respect to the PCA-ELM is that PCA-ELM can be applied to regression and classification problems, while LDA-PCA-ELM can be applied only to classification problems because LDA uses information of the targets, trying to maximize the distance between classes and minimize the distance within class.
Experimental framework
In this section, the setting of the experimental study performed is presented. Section 4.1 lists the datasets tested; Sect. 4.2 provides a description of the metrics used to evaluate the performance of the algorithms; Sect. 4.3 presents the list of algorithms implemented for comparison together with their parameters; finally, Sect. 4.4 describes 
Datasets considered
The proposed algorithm was tested on fifteen datasets taken from the UCI repository [1] . The datasets selected range from binary problems to multi-class problems, and they present a variety of size, number of features and number of classes. Table 2 summarizes the characteristics of the datasets used. In particular, the size of the datasets vary from 90 to 3175 patterns, and the number of features ranges from 3 to 120. They have been partitioned using a hold-out cross-validation procedure with 3=4 Á n instances for the training dataset and n / 4 instances for the generalization set. To account for the aleatory nature of the ELM stochastic approaches, 1 those algorithms were run 30 times for each problem. The ELM deterministic approaches (PCA-ELM, LDA-ELM and LDA-PCA-ELM algorithms) were run just one time per dataset. In addition, instances with missing values have been discarded before the execution of the methods over the datasets, and the whole set of values have been normalized in the interval [0, 1] to uniform the sensitivity of attributes with different range domains.
Evaluation metrics
Two metrics were used to assess the performance of each method:
• Accuracy rate (Acc) It is the number of successful hits (correct classifications) relative to the total number of classifications. It is the most widely used metric.
• Number of hidden nodes (NHN) In this work, we use the NHN to measure the complexity of the neural networks models. Taking into account that all the methods considered work with fully connected neural networks, the NHN is a robust metric to estimate the complexity of the model.
Additionally, the time required to estimate the parameters of each method has been also considered. The time (T) is the simplest way to estimate the computational efficiency of the methods. The average time elapsed (in seconds) is considered, and this includes cross-validation, training and test time.
ELM algorithms selected
The proposed method (LDA-PCA-ELM) is compared to the following ELM approaches:
• The cross-validated original extreme learning machine (ELM CV ) [17] . In this method, the number of hidden nodes in the base ELM algorithm has been selected by a nested fivefold cross-validation procedure over the training set, i.e., once the lowest cross-validation error alternative was obtained, it was applied to the complete training set and test results were extracted. The criteria All nominal variables are transformed to binary variables 1 By ELM stochastic approaches, we are naming to those ELM-based methodologies where the hidden layer parameters are randomly initialized. In this study, the only deterministic methodologies considered are those that initialize the hidden layer parameters according to the LDA or PCA projections (or a combination of both).
for selecting the best configuration were the Acc performance. The values considered in the crossvalidation procedure were f10; 20; . . .; 100g. The sigmoidal nonlinear transformation was the basis function considered for the hidden layer.
• The optimally pruned extreme learning machine (OP-ELM) [21] . The OP-ELM extends the original ELM algorithm wrapping it around with a methodology that prunes the hidden neurons, leading to a more robust overall algorithm. Again, the sigmoidal nonlinear transformation was the one considered in this study. The number of nodes (S) in the hidden layer in the OP-ELM algorithm is set at the beginning to 100, since this algorithm prunes the useless neurons from the hidden layer.
• The cross-validated evolutionary extreme learning machine E-ELM CV [3, 24, 30] improves the original ELM by using a differential evolution (DE) algorithm [26] and determines the optimal number of hidden nodes by a cross-validation procedure. The E-ELM CV uses the evolutionary technique to optimize the input weights and the Moore-Penrose generalized inverse to analytically determine the output weights.
In the same way as in the ELM algorithm, the most critical parameter in the E-ELM CV algorithm is the number of the hidden nodes, S. The number of hidden nodes was selected with a cross-validation procedure based on a set of nodes multiple of 10 ðf10; 20; . . .; 100gÞ. To widely explore the search space, a population of 100 individuals is used in the evolutionary procedure, for a maximum number of generations equal to 50. The E-ELM CV algorithm has been implemented using the sigmoidal unit as the basis function in the hidden layer.
• The incremental extreme learning machine (I-ELM) [15] . This algorithm proposes a procedure that increases the network architecture adding random nodes till the residual error is bigger than a threshold. This threshold must be set in advance, and its value is very sensible to the number of patterns and classes. The algorithm was initially proposed for regression but can be extended for classification.
• The pruned extreme learning machine (P-ELM) [23] uses statistical methods to measure the relevance of hidden nodes. Hidden nodes are ranked using statistical techniques such as v 2 and information gain. Irrelevant nodes are then pruned by considering their relevance to the class labels. The optimal number of hidden nodes is estimated considering the performance of the classifier on a (stratified) validation set constructed with the 25 % of the training set patterns as suggested by the authors.
• The error minimized extreme learning machine (EM-ELM) [7] . The main difference of this algorithm with respect to the I-ELM method resides in the computation of the output layer weights which are estimated with the goal of improving the computational burden of the previously mentioned algorithm. The algorithm is strongly sensitive to an error threshold parameter which depends on number of patterns, classes and hidden nodes. A hyper-parameter was introduced in the model to implement a fair experimental comparison with respect to the remaining methods. The new hyperparameter was defined as the relative error with respect to the number of patterns and classes. The hyperparameter space was explored by considering a crossvalidation procedure based on a set of hidden nodes multiple of 10 ðf10; 20; . . .; 100gÞ.
• The principal component analysis-extreme learning machine (PCA-ELM) [4] . This algorithm does not have any hyper-parameter to be estimated by crossvalidation. As explained before, the number of hidden nodes, S, is estimated according to the accumulated variance expressed into the eigenvectors.
• The linear discriminant analysis-extreme learning machine (LDA-ELM). This algorithm has been also included to prove that the combination of LDA and PCA is able to outperform its single counterparts.
Statistical tests
Hypothesis testing techniques is a useful tool to statistically interpret the results obtained in the experimental study and discriminate between methods according to their performance [6] . Nonparametric tests have been chosen over parametric ones, for this specific case, because the initial conditions that guarantee the reliability of the second ones may not be satisfied, entailing the statistical analysis to lose plausibility. In particular, the Friedman pre hoc test, is used. Its application can outline significant differences between the methods tested. Moreover, the Holm post hoc procedures will detect which algorithms are significant to be used for comparisons.
Experiments

Analysis of generalization performance
For the sake of simplicity, only the graphical and the summary of the statistical results achieved are included, whereas the complete results can be found at the url www. esa.int/act/LDA-PCA-ELM.zip.
In the scatterplot of Fig. 3 , each point compares LDA-PCA-ELM to another methodology on a single dataset. LDA-PCA-ELM was considered as the base method because it reported the best mean results. The x-axis position of the point is the mean performance of LDA-PCA-ELM of one dataset, and the y-axis position is the performance of the compared algorithm (using Acc). Therefore, points below the y ¼ x line correspond to datasets for which LDA-PCA-ELM performs better than the other algorithm when the metric should be maximized (Acc), and points above the y ¼ x line represent to datasets for which LDA-PCA-ELM achieves a better performance than the compared method when the metric should be minimized (NHN metric). As can be seen in Fig. 3 , the LDA-PCA-ELM is a competitive methodology if it is compared to the most promising approach (the PCA-ELM method). From the analysis of the results (Table 3) , it can be concluded that the LDA-PCA-ELM model produces the best mean ranking in Acc ðR Acc ¼ 2:10Þ, reporting also the highest mean accuracy ðAcc ¼ 82:91 %Þ.
The nonparametric Friedman test [10] , using as test variable the Acc value computed in the generalization set of the best models, has been performed to determine the statistical significance of the rank differences reported for each method in the different datasets. The test shows that the effect of the method used for classification is statistically significant at a significance level of 10 %.
Based on this rejection, the Holm post hoc test was used to compare all classifiers with a control method [12] . For the experiments carried out, the control method selected is the one reporting the best mean ranking in Acc, the LDA-PCA-ELM method. The results of the Holm test for a ¼ 0:10 can be seen in Table 3 . By using a level of significance a ¼ 0:10, LDA-PCA-ELM is significantly better than the rest of the algorithms considered except PCA-ELM.
Analysis of model complexity
In this section, a graphical plot of the number of hidden nodes (NHN) is shown. Figure 4 is the scatter plot representation of the NHN included in each model for the methodologies considered. As can be seen in Fig. 4 , the LDA-PCA-ELM is a competitive method when compared to the state-of-the-art ELM methods. As can be seen, the most algorithms are located over the diagonal line indicating that are more complex models. From a purely descriptive point of view, we can see how the LDA-PCA-ELM methods obtain the third best mean ranking and overall NHN (Table 4 ). The additional performance gains for including the LDA transformations in the hidden layer It is necessary though to determine whether there are differences in the mean ranking of NHN. Hence, another nonparametric Friedman test has been performed, showing that the effect of the method used for classification is statistically significant at a significance level of 10 %, as the confidence interval is C 0 ¼ ð0; F 0:05 ¼ 2:02Þ and the F-distribution statistical values are F Ã ¼ 45:12 6 2 C 0 for NHN. Accordingly, the null hypothesis stating that all algorithms perform equally in mean ranking is rejected.
On the basis of this rejection, the Holm post hoc test is used to compare all the methods to a given control method. The differences in rankings between the different algorithms and the results of the Holm test for a ¼ 0:100 are reported in Table 4 , using the corresponding p values. By using this test, it can be seen that the LDA-ELM method significantly outperforms the remaining methods (except the PCA-ELM method).
Time complexity analysis
The time complexity of the proposed algorithm is analyzed in this subsection. The LDA-PCA-ELM algorithm is composed of three main time-consuming tasks:
• Computation of the LDA vectors.
• Computation of the PCA eigenvectors.
• Determination of the Moore-Penrose pseudo-inverse matrix.
The LDA has Oðnkt þ t 3 Þ time complexity and requires Oðnk þ nt þ ktÞ memory, where n is the number of training patterns, k is the number of features and t ¼ minðn; kÞ [2] . When both n and k are large, it is difficult to apply LDA. On the other hand, the PCA has Oðnk 2 Þ time complexity.
Obviously, the proposed approach (LDA-PCA-ELM) is more time-consuming than the baseline algorithm considered (PCA-ELM), taking into account that n ) k in most of the real-world applications and that it requires the computation also of the LDA vectors. Finally, the inversion of a size N Â N matrix has a complexity of OðN 2 logðNÞÞ. Table 5 reports the average running time (considering also the cross-validation and the test time) of the algorithms considered. All the experiments were run using a common MATLAB framework proposed in [8, 24] . The proposed algorithm was developed and included in the above-mentioned framework. In general, the most efficient algorithm is the base ELM. Despite this, the proposed method achieved a competitive computational time, specially if it is compared to EM-ELM, 2 OP-ELM and ELM CV algorithms.
Sensitivity analysis
The proposed algorithm relies mainly on only one hyperparameter: the percentage of variance explained (PVE) by the LDA and PCA projections, used to determine the number of hidden nodes (NHN). In the experimental study, the number of projections considered are those that explain the 90 % of PVE. A study has been performed to analyze the sensitivity of the model, in terms of accuracy (Acc), with respect to this hyper-parameter (percentage of variance explained) to justify the setup decision. The datasets selected for the study are those with the maximum number of possible projections (those with the maximum value of J À 1 þ KÞ and they are: the Card (52 possible projections), Ionos (35 possible projections), Gene (122 possible projections) and German (62 possible projections) datasets. Several runs of the LDA-PCA-ELM algorithm have been performed for values of the hyper-parameter ranging in the set: PVE 2 f10; 20; 40; 60; 90; 100g ð 13Þ Results are reported in Fig. 5 . As expected, the generalization performance of LDA-PCA-ELM tends to monotonically increase with the PVE. In general, as observed from Fig. 5 , the best performance values are obtained with a PVE of 90 % (which is also true for the other datasets). There is only few exceptions to this rule, and all of them would lead to slightly increase the generalization performance by increasing significantly the NHN. For example, for the Gene dataset, the model gets a 84.23 % of generalization performance for PVE equal to 90 % and a 86.12 % of generalization performance for PVE equal to 100 %. However, in the first case, NHN = 100 while in the second case, NHN = 122. Therefore, in order to reduce the complexity of the algorithm, the PVE parameter can be directly set to 90 %.
Conclusions
In this work, the linear discriminant analysis-principal component analysis-extreme learning machine (LDA-PCA-ELM) algorithm is proposed. As shown in the experiments, the proposal is a fast and robust ELM-based algorithm. The LDA-PCA-ELM algorithm estimates the parameters of the hidden layer according to the eigenvector and the projections generated by the PCA and LDA algorithms, respectively. As in the base ELM method, the weights connecting the hidden and the output layer are estimated analytically according to the Moore-Penrose pseudo-inverse matrix. The proposed algorithm is validated using fifteen well-known classification datasets. The results obtained are statistically compared using the Holm and Friedman tests. This statistical analysis indicates that the proposed approach is a competitive method in time and in number of hidden nodes, improving the previous methods especially in overall accuracy. The main limitation of the methodology proposed with respect to traditional ELM approaches is that ELM algorithms can be applied to several problems including classification and regression problems or even to unsupervised learning problems, while LDA-PCA-ELM algorithm can be applied only to classification problems because LDA needs information about the classification labels. 
