The objective of this note is to study the distribution of the running maximum of the level in a level-dependent quasi-birth-death process. By considering this running maximum at an exponentially distributed "killing epoch" T , we devise a technique to accomplish this, relying on elementary arguments only; importantly, it yields the distribution of the running maximum jointly with the level and phase at the killing epoch. We also point out how our procedure can be adapted to facilitate the computation of the distribution of the running maximum at a deterministic (rather than an exponential) epoch.
INTRODUCTION
A birth-death process X(t) is a continuous-time Markov chain defined on the non-negative integers {0, 1, . . .} which has the special property that it can jump only one level up or down at a time -one typically writes λ i for the upward rate from state i ∈ {0, 1, . . .}, and μ i for the downward rate from state i ∈ {1, 2, . . .}. A quasi-birth-death process (usually abbreviated to QBD) is a generalization of the birth-death process, in which the upward and downward transition rates depend on the state of an underlying Markov chain, usually known as the phase; see, for example, [12, 13] and [5, Section XI.3c ]. In the standard variant, the phase process J(t) is modeled as an irreducible, finite-state, continuous-time Markov chain, attaining values in {1, . . . , d} for some d ∈ N, but more general variants have been proposed in the literature. One such generalization, discussed in, for example, [7, 14] , is the level-dependent QBD in which arrival rates and departure rates depend on the current level, and in which the phase process is also level-specific, defined on the state space {1, . . . , d i } when the level is i, with d i ∈ N.
There are many examples of level-dependent QBD models of interest to researchers. In Section 5, we shall analyze a Markov-modulated M/M/∞ queue, in which the service rates and arrival rates of an M/M/∞ queue depend on the state of an underlying Markov chain, and a generalization of a cable network model of Ellens et al. [9] .
Another class of level-dependent QBD models that has attracted considerable interest in the literature is the class of retrial queues; see, for example, the survey by Artalejo and Gomez-Corral [4] . In a retrial queue, customers who cannot gain immediate admittance to a finite-capacity queueing system move to an orbit, from which they periodically retry to enter the queue. Such queues can be modeled via a QBD state description (C(t), N(t)), where C(t) gives the state of the finite-capacity part of the system and N (t) ∈ Z + gives the number of customers in the orbit. The retrial rate is usually a linear function of N (t), which is the reason that the models are level dependent.
Much research on QBDs has concentrated on the (time-dependent and stationary) distribution of the level, typically in combination with the phase. While it is a key object of study in Lévy fluctuation theory [11] , considerably less attention has been paid to the distributional properties of the running maximum of a QBD process, defined bȳ
The exceptions that the authors are aware of have occurred in the retrial queue literature. There [3, 10] provided a computational method to derive the distribution of the maximum queue length attained, either in a busy period or a fixed time, for an M/M/c retrial queue and [2] gave a similar analysis for a more general model of a call center queue, with a specific application to a retrial queue. The objective of the present paper is to determine the distribution of the running max-imumX(t) attained by a level-dependent QBD. We first devise a procedure to evaluate the distribution ofX(T ), where T is exponentially distributed (say with mean τ −1 ), conditional on X(0) and J(0). Importantly, we obtain the distribution ofX(T ) jointly with the level X(T ) and phase J(T ) at the exponential "killing epoch" T . The fact that we are able to compute this joint distribution facilitates the evaluation ofX(t) at a deterministic time t 0, relying on the concept of "Erlangization", as an efficient and easily implementable alternative to Laplace inversion. This note is organized as follows. The model is introduced in Section 2, while Section 3 presents the analysis and Section 4 contains a discussion of the computational aspects of implementing our expressions. Section 5 includes a discussion of two examples and Section 6 a short conclusion.
MODEL
Consider a level-dependent QBD, which is a bivariate process comprising levels and phases. The level process, in the sequel denoted by X(·), attains values in {0, 1, . . .}. When
The birth-death nature of a level-dependent QBD is reflected by the fact that the level can increase or decrease by at most 1. Its transition structure is defined below.
• Q (i) is a d i × d i transition rate matrix corresponding to a continuous-time Markov chain, living on state space {1, . . . , d i }, with elements q (i) k 0. At level i, a jump from phase k to phase that leaves the level unchanged occurs with rate q
In addition, we define the diagonal elements to be such that
where the sum on the right-hand side should be understood to be over all ∈ {1, · · · , d i } such that = k.
• The matrix Λ (i) has dimension d i × d i+1 . Its (k, )th element contains the rate λ (i) k 0 that the level increases by 1 while the phase jumps from k to ; note that k = is now allowed (if k d i+1 ). We use the compact notation
to denote the total rate corresponding to an increase in level.
• Finally, the (k, )th element of the matrix M (i) , which has dimension d i × d i−1 , contains the rate μ (i) k 0 that the level decreases by 1 while the phase jumps from k to ; again, k = is allowed (if k d i−1 ). In the sequel we write
for the total rate of a decrease in level.
We assume that the matrices Q (i) (for i = 0, 1, . . .), Λ (i) (for i = 0, 1, . . .), and M (i) (for i = 1, 2, . . .) are such that the process (X(t), J(t)) is irreducible.
As mentioned above, X(t) denotes the level of the level-dependent QBD at time t 0. The objective of this note is to find, for given t 0, the distribution of the running maximum X(t) defined in (1) . In our analysis, we first identify the distribution ofX(T ), jointly with the level X(T ) and phase J(T ), conditional on having started in X(0) = i ∈ {0, 1, . . .} and J(0) = k ∈ {1, . . . , d i }. Either by Laplace inversion or by relying on the concept of "Erlangization", this facilitates the numerical computation of the distribution ofX(t) at a deterministic time t, as will be explained in Section 4.
ANALYSIS
As mentioned above, let T be an exponentially distributed random variable with mean τ −1 , sampled independently of the level-dependent QBD that we introduced in the previous section. Our primary goal is to derive a computationally efficient method to evaluate the probabilities s i,j,m [k, ] := P(X(T ) = m, X(T ) = j, J(T ) = | X(0) = i, J(0) = k).
(2)
One can obviously assume that max{i, j} m,
To identify the s i,j,m [k, ], observe that the event described on the right-hand side of (2) can be decomposed into events over two time intervals:
• first, the level increases from i to m, and then • it goes down to j while remaining consistently below m + 1.
This decomposition is reflected in the two steps discussed below. Letting T j 0 represent the first entrance time to level j, the argument essentially involves judicious use of "first step" decomposition to derive equations for matrices G i,j of hitting probabilities whose (k, )th elements are of the form
with the level transition matrices constructed appropriately to take account of the exponential killing and, in the second time interval, the fact that level m + 1 is taboo.
Path from i to m. We first concentrate on the first time period in which the level gradually increases from i to m. To this end, we introduce the matrix P i ≡ P i (τ ) of probabilities that the running maximum is at least i + 1, starting at level i, jointly with the phases. This matrix has entries
Since the eventX(T ) i + 1 is the same as the event T i+1 < T for a process that starts in level i, the matrix P i coincides with the matrix G i,i+1 .
By reversing the order of the levels and applying [14, Eq. (6)] to the discrete-time jump chain obtained by observing the QBD only at transition points, we see that the matrices P i satisfy
The (k, )th entry of the matrices on both sides of Eq. (4) contains the probability that the QBD enters level i + 1 in phase before the killing time, conditional on it starting in phase k of level i. On the right-hand side, this probability is decomposed according to the first transition that the QBD undertakes: The first term contains the probability that the QBD moves from level i to level i + 1 on the first transition, the second the probability that it remains at level i and then reaches level i + 1 before the killing time, and the third the probability that the first transition takes the QBD to level i − 1 from where it reaches level i + 1 via level i before the killing time.
Multiplying Eq. (4) by Q i +Λ i +M i 1 {i>0} + τ I (i) and rearranging, we obtain the equation
Now observe that the
is the transition matrix of the censored continuous-time Markov chain whose sample paths trace the progression through the phases when the Markov chain is in level i before the process either moves to level i + 1 (corresponding to the random variable T i+1 ) or the exponential killing lifetime (corresponding to T ) expires. Since, with probability one, one of these events will occur in finite time whatever the starting state, this censored Markov chain is transient and therefore, with U i+1 denoting the amount of time spent in level i before time T i+1 and U denoting the amount of time spent in level i before the killing time T , we know that
We conclude that, for i = 1, . . . , m, the matrix
exists. This allows us to rewrite Eq. (5) as
which serves as a recursion to calculate P i in terms of P i−1 . The recursion can be initiated by observing that
Now, with
by decomposing the event that the process reaches level m from level i into the successive events that it first reaches level i + 1, then level i + 2, up to level m, we see that, for i = 0, . . . , m − 1,
with S m,m = I.
Path from m to j, remaining below m + 1. Now that we have derived an expression for the probability of reaching level m starting from level i, we now concentrate on the second part of the path, moving from level m to level j m while consistently remaining below level m + 1.
For j m, if we were interested in determining the probabilitieŝ 
we could do so using an analysis similar to that above, applied to a level-dependent QBD with Λ (m) set to zero. So, again applying a first transition decomposition, this time to the jump chain of the QBD with with Λ (m) set to zero, we see that, for i = j + 1, . . . m − 1, the matricesP i whose entries arê
satisfy the system of equations
with
These can be solved in a similar manner to Eqs. (5) and (8) . We then havê
However, it is not quite the probabilities (10) that we are interested in. We want to record both the level and the phase when the exponential lifetime T expires, not the phase when the QBD first hits level j on its downward path. We thus want to derivē
To this end, concentrate on j = m. Again relying on standard Markovian reasoning, for m 1, a first step decomposition yields the relation
where, for i = 0, . . . , m, ν 
This equation directly implies that
We can compute this quantity; it contains the matrix P m−1 , and above we have already presented a recursive procedure to determine this matrix. Now consider the case j = m − 1. Via similar reasoning we can show This argument can be iterated, to obtain, for any j ∈ {0, . . . , m − 1},
and so we have expressed, for any j ∈ {1, . . . , m}, the matricesP m,j in terms of the matrices P j−1 up to (and including) P m−1 .
Putting together our decomposition of the time interval with expressions (9) and (19), we have proved the following. 
COMPUTATIONAL ASPECTS
In this section, we consider the problem of computing the distribution of the running maximum at a deterministic time rather than an exponential time. In addition, we describe various ramifications.
Suppose that, for some t 0, we wish to evaluate the probabilities There are fast and reliable techniques to perform Laplace transform inversion; see, for example, the classical reference [1] , and [8] for a more-recent sophisticated variant. We now advocate an alternative technique, which has (for reasons that will become obvious) been coined "Erlangization" [6, 15] . It uses the results of Section 3, which focus on the distribution ofX(T ) after an exponentially distributed time, in order to evaluate the distribution ofX(t) after a deterministic time t 0. The key fact that makes this possible is that not only do we have the distribution of the running maximum over an interval of length T , but also its distribution jointly with the level and phase at the killing epoch T . 
but where T no longer has an exponential distribution with parameter τ , it has an Erlang(N, τ ) distribution. Replacing τ by τ N and letting N become large, by virtue of the law of large numbers, we can approximate the counterpart of (20) after a deterministic time τ −1 . This technique has been extensively tested in [9] . Note that, in the case where T is exponential, it is "cheap" to find the matrices S i,j,m , as this essentially involves inversions of d i × d i matrices and a recursion consisting of m iterations. Also observe that finding the probabilities after a deterministic time can be accomplished efficiently as well: The evaluation of the matrix R (2 N ) m can be acccomplished by repeatedly squaring R m (that is, N times); recall that R m has dimension D × D.
EXAMPLES
Example 5.1: Suppose that we monitor a QBD by recording its values at time epochs 0, Δ, 2Δ, . . . , for some Δ > 0. A natural question that arises is: What is the distribution of the maximum level attained between two subsequent measurements? In the terminology of this note, we wish to evaluate
which can be rewritten as
To illustrate the type of numerical analysis that can be performed, we report some results for a simple Markov-modulated M/M/∞ queueing model with two phases. In this example, we concentrate on a model in which only the arrival rate is Markov modulated; we take, for all i,
Our goal is to evaluate r i,j,m [k, ] t ; in the sequel we take m = 5 and t = 1. To this end, we compute (R m ) 2 N for values of N varying from 0 to 7, where τ in the N th experiment is taken to be 2 −N . We thus obtain the probability of remaining below level m + 1 after an Erlang-distributed time E N consisting 2 N exponential phases each having mean 2 −N , such that E[E N ] = 1 and Var[E N ] = 2 −N .
With D = 12, the full matrices R m and (R m ) 2 N are of dimension 12 × 12. Below we present eight matrices of dimension 6 × 6, each of them consisting of nine submatrices of dimension 2 × 2, corresponding to the top-left corner of (R m ) 2 N ; the rest of the matrix shows the same rate of convergence. The nth of these eight matrices corresponds to N = n − 1. We can observe that the matrices rapidly converge; the matrix corresponding to N = 7 just marginally differs from the one corresponding to N = 6.
The above example shows how our approach offers an effective procedure to evaluate the probability that a level-dependent QBD X(s) does not exceed level m for s ∈ [0, t], for given (deterministic) t. For instance, the entry (5, 4) in the matrix corresponding to N = 7, that is, 0.1034, is an approximation for r 2,1,5 [1, 2] 1 , which is the probability of being at level 1 and in phase 2 at time t = 1 and having remained below level m + 1 = 6 during the interval [0, t] = [0, 1], having started at level 2, in phase 1, at time 0. In addition, the probability of remaining below m + 1 for a given initial level and phase can be computed as well. It is given by the sum of the entries of the fifth row of the entire matrix (R m ) 2 7 . This is 0.9937 (compare with the sum of the first three block matrices shown above, which 0.8192), corresponding to the probability of remaining below level 6 in the interval [0, 1], starting from level 2 and phase 1 at time 0.
Example 5.2: The authors of [9] presented a numerical analysis of a model that can be used to determine whether a service level agreement in a cable network is being adhered to. In their model, jobs arrive according to a Poisson process with rate λ, file sizes are exponential with mean 1/f , and there is a maximum per-user transmission rate R max . Users receive this maximum rate as long as it can be accommodated, otherwise they receive an equal share of the available capacity. This results in a birth and death process model with transition rates
Among the performance measures of interest to the authors of [9] was the probability that the number of customers exceeds a given level m during a fixed time interval, given the numbers at the beginning and end of the interval. For C = 800, R max = 80, λ = 100, f = 6 and a period length t = 2, Figure 1 (a) of [9] provided a plot of the probability that the maximum number of customers exceeds m = 15 as a function of the numbers at the beginning and ending of the interval.
In this example, we carried out a similar analysis for a Markov-modulated version of the model in [9] . Specifically we allowed C and R max to vary according to the state of an underlying Markov chain on five phases whose transition rates were generated randomly, and with λ = 100, f = 6 and a period length t = 1. The values of C and R max corresponding to each of the phases are given in Table 1 . For each value of the initial level i 15 and initial phase k, Table 2 contains the probabilities that the number of customers reaches 16 or greater during the interval [0, 1]. We calculated this by summing the entries of the array r i,j,15 [k, ] 1 over j and and subtracting the result from 1. As we would expect, the exceedance probabilities are increasing with the level i. There is not much variation in these probabilities with the initial phase, but it is interesting to see that the initial phase that has the lowest exceedance probability varies with the level. For the highest levels, phase 5 has the lowest probability of exceedance, but then as the level becomes lower, the minimum is achieved at phases 4, 3 and 2, respectively.
CONCLUSION
In this short note, we have presented a simple recursion to calculate the distribution of the running maximum of a level-dependent QBD, conditional on the initial and final levels and phases. We accomplished this first by calculating the probabilities over an exponentially distributed random time T and then, via Erlangization, at a fixed time t. In Section 5, we have applied this to two different classes of examples and demonstrated the numerical efficiency of the method.
