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INVERSE LIMITS OF LEFT ADJOINT FUNCTORS ON POINTED SETS
ILAN BARNEA AND SAHARON SHELAH
Abstract. This paper is a continuation of [BaSh], where we studied the behaviour of the
abelianization functor under inverse limits. Our main result in [BaSh] was that if T is a count-
able directed poset and G : T −→ Grp is a diagram of groups that satisfies the Mittag-Leffler
condition, then the natural map
Ab(limt∈TGt) −→ limt∈TAb(Gt)
is surjective, and its kernel is a cotorsion group. The abelianization is an example of a left adjoint
functor from groups to abelian groups.
In this paper we study the behaviour under inverse limits of left adjoint functors from pointed
sets to abelian groups. Such functors are classified by abelian groups, where to the abelian group
A corresponds the left adjoint functor LA : Set∗ → Ab given by LA(Y ) =
⊕
Y \{∗}A. If T is a
directed poset and X : T −→ Set∗ is a is diagram of pointed sets, we show that the natural map
ρ : LA(limt∈TXt) −→ limt∈TLA(Xt)
is injective. If, in addition, T is countable and X satisfies the Mittag-Leffler condition, we show
that the cokernel of ρ is an algebraically compact group. Compared with the main result in
[BaSh], algebraically compact is much stronger then cotorsion as it also requires the Ulm length
to be ≤ 1.
We also show that this result, even in its weak form of cotorsion, does not extend to uncount-
able diagrams. Namely, if A is not the product of a divisible group and a bounded group, we
construct a directed poset T with |T| = 2ℵ0 and a diagram X : T −→ Set∗, that satisfies the
Mittag-Leffler condition, such that the cokernel of ρ is not cotorsion.
If T is any directed poset and X : T −→ Setf∗ is a diagram of finite pointed sets, we show that
if A is cotorsion then the cokernel of ρ is cotorsion. We construct a counterexample showing
that this last result is best possible in terms of A for uncountable diagrams. We also prove
various other results on the cokernel of ρ depending on properties of the abelian group A and
the diagram X.
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2 ILAN BARNEA AND SAHARON SHELAH
1. Introduction
In [BaSh], we investigated the behaviour of the abelianization functor with respect to inverse
limits. We showed that if T is a countable directed poset and G : T −→ Grp is a diagram of groups
that satisfies the Mittag-Leffler condition, then the natural map
(limTG)ab −→ limT(Gab)
is surjective, and its kernel is a cotorsion group (see after Theorem 1.0.4 for the definitions of the
Mittag-Leffler condition and cotorsion groups).
As mentioned in [BaSh], the abelianization is an example of a left adjoint functor. Namely,
it is the left adjoint to the inclusion functor from abelian groups to groups. If C is any category
and F : C → Ab is a left adjoint functor, then F commutes with all direct limits that exist in C.
Generalizing the philosophy behind [BaSh], it is natural to ask about the behaviour of left adjoint
functors with respect to inverse limits.
In this paper, we address this question when C = Set∗ is the category of pointed sets. This is
a rather simple starting point, and indeed we are able to show much more then we did for the
abelianization functor in [BaSh]. Note that a functor Set∗ → Ab is a left adjoint iff it commutes
with all direct limits (see for instance [AR]). A recent result by Hartl and Vespa [HaVe, Theorem
3.12] completely classifies such functors in terms of abelian groups. Specifically, they show that
assigning to the abelian group A the left adjoint functor LA : Set∗ → Ab given by
LA(Y ) = Y ∧ A =
⊕
Y \{∗}
A
(∗ ∈ Y being the special point), can be extended to an equivalence of categories.
In this paper we investigate the behaviour of such functors LA with respect to inverse limits.
Specifically, let A be an abelian group, D a small category and X : D −→ Set∗ a diagram of
pointed sets. There is always a natural map
ρ : LA(limDX) −→ limDLA(X),
and we investigate how far is this map from being an isomorphism, by studying its kernel and
cokernel. We will especially be interested whether the kernel and cokernel are cotorsion, extending
our result in [BaSh], as explained above. Our results depend on properties of the abelian group A
and the diagram X .
We will be using the following definition: An abelian group is called almost (uniquely) divisible
if it is the direct sum of a (uniquely) divisible group and a bounded group. Note that an almost
divisible group is algebraically compact (see Corollary 2.0.7), and thus cotorsion.
The only result we show in this paper for a general diagram category D is the following:
Theorem 1.0.1 (see Theorem 3.0.2). We have the following:
(1) If A is m-bounded then the kernel and cokernel of ρ are m-bounded.
(2) If A is uniquely divisible then the kernel and cokernel of ρ are uniquely divisible.
(3) If A is almost uniquely divisible then the kernel and cokernel of ρ are almost uniquely
divisible (and thus cotorsion).
We will concentrate in this paper mainly on the case when the diagram category is a directed
poset (considered as a category which has a single morphism t→ s whenever t ≥ s). So from now
on we assume D = T is a directed poset. Our first observation is the following:
Theorem 1.0.2 (Lemma 4.0.1). The map ρ is injective.
We thus only need to study the cokernel of ρ. Another general result for a directed poset we
show is:
INVERSE LIMITS OF LEFT ADJOINT FUNCTORS ON POINTED SETS 3
Theorem 1.0.3 (Corollary 4.0.3). If A is torsion free then the cokernel of ρ is torsion free.
First suppose that T is countable. Since LA sends epimorphisms to epimorphisms it follows
easily from [BaSh, Theorem 0.0.4] or [Akh, Statement 1] that if X satisfies the Mittag-Leffler
condition, the cokernel of ρ is cotorsion. However, in this paper we prove a much stronger result.
Theorem 1.0.4 (Theorem 5.0.6). If T is countable and X satisfies the Mittag-Leffler condition,
then the cokernel of ρ is algebraically compact (and thus cotorsion).
Recall that X satisfies the Mittag-Leffler condition if for every t ∈ T there exists s ≥ t such that
for every r ≥ s we have
Im (X(s)→ X(t)) = Im (X(r)→ X(t)).
If X has surjective connecting homomorphisms or X is diagram of finite pointed sets then X
satisfies Mittag-Leffler condition.
Recall also that an abelian group A is called cotorsion if it satisfies Ext(Q, A) = 0 (or, equiv-
alently, Ext(F,A) = 0 for any torsion free abelian group). The group A is called algebraically
compact if it is cotorsion, and its Ulm length does not exceed 1. Algebraically compact groups can
be completely classified by a countable collection of cardinals (see Balcerzyk [Bal]).
Remark 1.0.5. The question of describing the cardinal invariants corresponding to coker (ρ) in
Theorem 1.0.4, in terms of cardinal invariants of the diagram X and the abelian group A, will be
addressed in a future paper. This will also reveal which algebraically compact groups can appear
as coker (ρ).
Remark 1.0.6. In Example 4.0.6 we construct a countable directed poset T, together with a diagram
X : T −→ Set∗, composed of finite sets (and thus satisfies Mittag-Leffler condition), such that
coker (ρ) ∼=
∏
N
A/
⊕
N
A.
Thus, Theorem 1.0.4 can be viewed as an extension of an old result of Hulanicki [Hul]. This also
gives many examples where coker (ρ) is non trivial.
Another result we show for countable diagrams is
Theorem 1.0.7 (see Corollary 5.0.3). If T is countable and X is satisfies the Mittag-Leffler
condition, we have the following:
(1) If A is p-divisible then the cokernel of ρ is p-divisible.
(2) If A is divisible then the cokernel of ρ is divisible.
(3) If A is almost divisible then the cokernel of ρ is almost divisible.
We now turn to the case of uncountable T. Recall that the poset T is called ℵ1-directed if for
every countable subset S ⊆ T there exists t ∈ T such that t ≥ s for every s ∈ S. We show
Theorem 1.0.8 (Corollary 4.0.4). If T is ℵ1-directed then ρ is an isomorphism.
Combining Theorems 1.0.4 and 1.0.8 it is not hard to show
Theorem 1.0.9 (Corollary 5.0.7). If T = λ is an ordinal and X satisfies the Mittag-Leffler
condition, then the cokernel of ρ is algebraically compact (and thus cotorsion).
Given Theorems 1.0.4 and 1.0.9, it is natural to ask whether they remain true for any directed
poset T. The answer depends on A; If A is almost uniquely divisible, this follows from Theorem
1.0.1, regardless of the Mittag-Leffler condition. We also show:
Theorem 1.0.10 (Theorem 6.0.3). If A is not almost divisible, then there exists a diagram X, with
|T| = 2ℵ0 , that satisfies the Mittag-Leffler condition, such that the cokernel of ρ is not cotorsion.
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Almost divisible groups are groups of the form
(
⊕
α<λ0
Q)⊕
⊕
p∈P
⊕
α<λp
Z(p∞)⊕B,
with (λp)p∈P∪{0} cardinals and B bounded, and almost uniquely divisible groups are such groups
with λp = 0 for every p ∈ P. Thus, the following question remains, which we still didn’t answer:
Question 1.0.11. Suppose A = Z(p∞) for some prime p. Is the cokernel of ρ cotorsion for every
diagram X that satisfies the Mittag-Leffler condition?
Our results show that the Mittag-Leffler condition loses its relevance for our purposes when
|T| ≥ 2ℵ0 , in the sense that it doesn’t allow us to prove a stronger result than we would otherwise
have (see still Question 1.0.11). In order to prove a stronger result we need to impose a stronger
condition on uncountable diagrams X than the Mittag-Leffler condition. Namely, we assume that
X is composed of finite sets. We show
Theorem 1.0.12 (see Theorems 4.0.5). If X is composed of finite sets, we have the following:
(1) If A is p-divisible then the cokernel of ρ is p-divisible.
(2) If A is divisible then the cokernel of ρ is divisible.
(3) If A is cotorsion then the cokernel of ρ is cotorsion.
Part (3) of Theorem 1.0.12 is best possible in the sense that we show
Theorem 1.0.13 (see Theorem 6.0.6). If A is not cotorsion, then for every cardinal λ > ℵ0
there exists a diagram X, with |T| = λ, composed of finite sets, such that the cokernel of ρ is not
cotorsion.
Remark 1.0.14. We have an adjoint pair
(−)+ : Set⇄ Set∗ : U,
where U is the forgetful functor and (−)+ adds a disjoint basepoint. Note that (−)+ is faithful
and essentially surjective. For every Y ∈ Set we have a natural isomorphism
LA(Y+) = Y+ ∧A ∼= Y ⊗A.
Thus, if Z : T → Set is a diagram of sets, the natural map
(limTZ)⊗A −→ limT(Z ⊗A)
is naturally isomorphic to the natural map
LA(limT(Z+)) ∼= LA((limTZ)+) −→ limTLA(Z+).
It follows that all the theorems above remain true if we replace Set∗ by Set and LA by a functor
of the form (−)⊗A.
Remark 1.0.15. A different kind of extension of our results in [BaSh] appears in [Akh]. Note
that the abelianization functor is just the first homology functor (with integer coefficients) on the
category of groups. Akhtiamov studies the behaviour of higher homology functors on the category
of groups with respect to inverse limits.
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2. Almost divisible groups
The main purpose of this section is to introduce the notion of an almost divisible group and to
study some equivalent definitions of it. Throughout this section, we let A be an abelian group.
Recall that the abelian group A is called (uniquely) divisible, if for every a ∈ A and n ∈ N there
exists (a unique) b ∈ A such that a = nb. If p is a prime then A is called (uniquely) p-divisible, if
for every a ∈ A there exists (a unique) b ∈ A such that a = pb.
Recall from [Fu1, page 154] that if p is a prime, the p-length of A, denoted lp(A), is defined to
be the smallest ordinal λ for which pλA is p-divisible. Note that A is divisible iff for every prime
p we have lp(A) = 0. This motivates the following:
Definition 2.0.1. The group A is called almost divisible if for almost every prime p we have
lp(A) = 0 and for every prime p we have lp(A) < ω.
Lemma 2.0.2. If p 6= q are primes and lp(A) < ω then lp(A) = lp(qA).
Proof. We have plp(A)A = plp(A)+1A so we have
plp(A)(qA) = qplp(A)A = qplp(A)+1A = plp(A)+1(qA),
which shows that lp(A) ≥ lp(qA).
We are left to show that lp(A) ≤ lp(qA) or p
lp(qA)A ⊆ plp(qA)+1A. So let a ∈ plp(qA)A. There
exists c ∈ A such that a = plp(qA)c. Since qc ∈ qA we have
qa ∈ plp(qA)(qA) = plp(qA)+1(qA) ⊆ plp(qA)+1A.
Thus, there exists b ∈ plp(qA)A such that qa = pb. Since p 6= q are primes, there exist m,n ∈ Z
such that mp+ nq = 1. It follows that
a = mpa+ nqa = mpa+ npb = p(ma+ nb).
But a, b ∈ plp(qA)A so d := ma+ nb ∈ plp(qA)A and a = pd ∈ plp(qA)+1A. 
Notation 2.0.3. If q = (qn)n∈N is a sequence in Z we define for every n ∈ N
q<n :=
∏
l<n
ql.
Proposition 2.0.4. The group A is almost divisible iff for every sequence (qn)n∈N in Z there exists
m ∈ N such that for every n > m we have q<nA = q<mA.
Proof. First suppose that the condition of the proposition holds. Let p be a prime number. Define,
for every n ∈ N, qn := p. By the condition of the proposition, there exists m ∈ N such that for
every n > m we have pnA = pmA. Thus lp(A) ≤ m < ω.
Now suppose (to derive a contradiction) that there exist infinitely many different primes q0, q1, . . .
such that for every i ∈ N we have lqi(A) > 0. By the condition of the proposition, there exists
m ∈ N such that for every n > m we have q<nA = q<mA. In particular, we have
qmq<mA = q<m+1A = q<mA,
so lqm(q<mA) = 0. But according to Lemma 2.0.2 we have
lqm(q<mA) = lqm(A) > 0,
which is a contradiction. Thus A is almost divisible.
Now suppose that A is almost divisible. Then there exist n ∈ N and different primes p1, . . . , pn
such that lpi(A) > 0 for i = 1, . . . , n and lq(A) = 0 for every prime q /∈ {p1, . . . , pn}.
Let (km)m∈N be a sequence in Z. We need to show that there exists m ∈ N such that for every
n > m we have k<nA = k<mA. If km = 0 for some m ∈ N this is trivial, so we can assume that
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(km)m∈N is a sequence in Z \ {0}. We can thus choose recursively increasing sequences (Nm)m∈N,
(µm,i)m∈N (i = 1, . . . , n) in N and a sequence (qm)m∈N in P\{p1, . . . , pn} such that for everym ∈ N
we have
k<m =
n∏
i=1
p
µm,i
i q1 · · · qNm .
For every q ∈ P \ {p1, . . . , pn} we have lq(A) = 0 so for every m ∈ N we have
k<mA = (
n∏
i=1
p
µm,i
i )A.
Let i = 1, . . . , n. If (µm,i)m∈N is unbounded we choose mi ∈ N such that µmi,i ≥ lpi(A),
otherwise we choose mi ∈ N such that µmi,i = max{µm,i : m ∈ N}. We now define m :=
max{m1, . . . ,mn}. Let t > m.
Lemma 2.0.5. For every 0 ≤ j ≤ n we have
(
j∏
i=1
p
µt,i
i )A = (
j∏
i=1
p
µm,i
i )A.
Proof. We prove the lemma by induction on j. When j = 0 the lemma is clear. Now suppose we
have proven the lemma for some j < n, and let us prove it for j + 1. By Lemma 2.0.2, we have
lpj+1((
j∏
i=1
p
µt,i
i )A) = lpj+1(A).
Suppose lpj+1(A) ≤ µmj+1,j+1. Then, since µ(−),j+1 is monotone increasing and using the
induction hypothesis, we obtain
p
µt,j+1
j+1 (
j∏
i=1
p
µt,i
i )A = p
µm,j+1
j+1 (
j∏
i=1
p
µt,i
i )A = p
µm,j+1
j+1 (
j∏
i=1
p
µm,i
i )A.
Otherwise, we have µm,j+1 ≤ µt,j+1 ≤ µmj+1,j+1 ≤ µm,j+1, so µt,j+1 = µm,j+1 and the lemma
follows easily using the induction hypothesis. 
Taking j = n in the lemma above we obtain
k<tA = (
n∏
i=1
p
µt,i
i )A = (
n∏
i=1
p
µm,i
i )A = k<mA,
which finishes our proof. 
Proposition 2.0.6. The group A is almost divisible and reduced iff A is bounded.
Proof. Suppose that A is almost divisible and reduced. Then there exist n ∈ N and different primes
p1, . . . , pn such that lpi(A) > 0 for i = 1, . . . , n and lq(A) = 0 for every prime q /∈ {p1, . . . , pn}. We
define
m :=
n∏
i=1
p
lpi (A)
i ∈ N \ {0}.
Using Lemma 2.0.2, we see that for every i = 1, . . . , n we have
lpi(mA) = lpi(p
lpi (A)
i A) = 0
and for every q ∈ P \ {p1, . . . , pn} we have
lq(mA) = lq(A) = 0.
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Thus, mA is divisible. But mA is a subgroup of A and A is reduced so mA = {0}, and A is
bounded.
Now suppose that A is bounded, so there exists m ∈ N\{0} such thatmA = 0. By decomposing
A into its divisible and reduced parts, it is not hard to see that A is reduced.
Let us write m =
∏n
i=1 p
lpi
i , where p1, . . . , pn are different primes. Using Lemma 2.0.2, we
see that for every i = 1, . . . , n we have lpi(p
lpi
i A) = lpi(mA) = 0 so lpi(A) ≤ lpi and for every
q ∈ P \ {p1, . . . , pn} we have
0 = lq(mA) = lq(A).
Thus, A is almost divisible. 
By decomposing an abelian group into its divisible and reduced parts we obtain the following:
Corollary 2.0.7. An abelian group is almost divisible iff it is the direct sum of a divisible group
and a bounded group. Using [Fu1, Theorems 21.2 and 27.5] we see that an almost divisible abelian
group is algebraically compact.
This corollary naturally leads to the following:
Definition 2.0.8. An abelian group is called almost uniquely divisible if it is the direct sum of a
uniquely divisible group and a bounded group. In particular, an almost uniquely divisible group
is almost divisible.
3. A general diagram category
Throughout this section, we let A be an abelian group, D a small category and X : D −→ Set∗
a diagram of pointed sets. The purpose of this paper is to study the kernel and cokernel of the
natural map
ρ : (limDX) ∧ A −→ limD(X ∧ A).
Let Y be a pointed set. Recall that
Y ∧ A =
⊕
Y \{∗}
A.
Elements y ∈ Y ∧ A can be identified with pointed maps s 7→ ys : Y → A such that supp(y) :=
{s ∈ Y : ys 6= 0} is finite. For every s ∈ Y \ {∗} let is : A → Y ∧ A be the inclusion in the
s-coordinate and let i∗ : A → Y ∧ A be the zero map. If s ∈ Y and v ∈ A we denote sv := is(v).
Then clearly we have
y =
⊕
s∈Y \{∗}
ys =
∑
s∈supp(y)
sys =
∑
s∈Y
sys.
We denote |y| := | supp(y)|. Note, that if h ∈ limD(X ∧ A) and s → t is a morphism in D, then
X(s→ t)(h(s)) = h(t) so it is easy to see that |h(s)| ≥ |h(t)|.
Let us describe the natural map ρ more explicitly. Since every element in (limDX) ∧ A is a
finite sum of element of the form xv for x ∈ limDX and v ∈ A, it is enough to define ρ on these
elements. This is given by
ρ(xv)(s) = x(s)v ∈ X(s) ∧ A,
for every s ∈ D.
Lemma 3.0.1. If A′ is another abelian group, with natural map ρ′ (relative to X), then we have
natural isomorphisms
(limDX) ∧ (A⊕A
′) ∼= ((limDX) ∧A)⊕ ((limDX) ∧A
′)
and
limD(X ∧ (A⊕A
′)) ∼= (limD(X ∧ A))⊕ (limD(X ∧ A
′)),
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under which, the natural map for A⊕A′ becomes ρ⊕ρ′. In particular, the (co)kernel of the natural
map for A⊕A′ is direct sum of the (co)kernels of ρ and ρ′.
Proof. Since in Ab a finite direct sum is also a finite direct product, we have
limD(X ∧ (A⊕A
′)) ∼= limD((X ∧ A)⊕ (X ∧ A
′)) ∼= (limD(X ∧ A)) ⊕ (limD(X ∧ A
′)),
and the result is easily seen. 
Recall that the abelian group A is called m-bounded (m ∈ N) if mA = {0}.
Theorem 3.0.2. We have the following:
(1) If A is m-bounded then the kernel and cokernel of ρ are m-bounded.
(2) If A is uniquely divisible then the kernel and cokernel of ρ are uniquely divisible.
(3) If A is almost uniquely divisible then the kernel and cokernel of ρ are almost uniquely
divisible.
Proof. (1) It is not hard to see that A is m-bounded iff there exists a structure of a Z(m)-
module on A. (If such a structure exists, it is necessarily unique.) So suppose that A is
m-bounded. Then A is a Z(m)-module and the functor (−)∧A on pointed sets takes values
in the category of Z(m)-modules. Thus, the natural map ρ is a map between Z(m)-modules
and its kernel and cokernel are also Z(m)-modules.
(2) Similar to (1), with Z(m) replaced by Q, using the fact that A is uniquely divisible iff there
exists a structure of a Q-vector space on A (and if such a structure exists, it is necessarily
unique).
(3) Suppose that A is almost uniquely divisible. There exists a direct sum decomposition
A = Q⊕B with Q uniquely divisible and B bounded. By Lemma 3.0.1, the (co)kernel of
ρ is the direct sum of the (co)kernels of the natural maps for Q and B. Now the result
follows from (1) and (2).

4. A general directed poset
From now until the end of this paper we assume that our diagram category is a directed poset
(considered as a category which has a single morphism t→ s whenever t ≥ s). So, throughout this
section, we let A be an abelian group, T a directed poset and X : T −→ Set∗ a diagram of pointed
sets. Recall that we have a natural map
ρ : (limTX) ∧ A −→ limT(X ∧ A).
Lemma 4.0.1. The map ρ is injective.
Proof. We need to show that ker ρ = {0}. So assume (to derive a contradiction) m ≥ 1,∑m
k=1 xkvk ∈ ker ρ, x1, . . . , xm ∈ limT X \ {∗} are different and v1, . . . , vm ∈ A \ {0}.
Let x0 := ∗ ∈ limT X be the special point and let k, l ∈ {0, . . . ,m}. Since xk 6= xl, there exists
tk,l ∈ T such that xk(tk,l) 6= xl(tk,l). Since xk, xl ∈ limT X , we also have xk(s) 6= xl(s) for every
s ≥ tk,l. But T is directed, so we can find t ∈ T such that t ≥ tk,l for every k, l ∈ {0, . . . ,m}. Thus,
we obtain that ∗, x1(t), . . . , xm(t) ∈ X(t) are all different and we have
ρ(
m∑
k=1
xkvk)(t) =
m∑
k=1
ρ(xkvk)(t) =
m∑
k=1
xk(t)vk 6= 0,
contradicting the fact that
∑m
k=1 xkvk ∈ ker ρ. 
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Lemma 4.0.1 tells us that ker(ρ) = {0}, so we only need to understand coker (ρ). From now on
we will identify (limTX) ∧ A with Im (ρ) using ρ. We define functors:
G(X,−) := limT(X ∧ (−)) : Ab→ Ab,
K(X,−) := (limTX) ∧ (−) : Ab→ Ab .
The natural map ρ is a subfunctor inclusion K(X,−) →֒ G(X,−), and we define
H(X,−) := coker (ρ) = G(X,−)/K(X,−) : Ab→ Ab .
For h ∈ G(X,A), we will denote by [h] the corresponding element in H(X,A).
Proposition 4.0.2. Let h ∈ G(X,A). Then h ∈ K(X,A) iff {|h(t)| : t ∈ T} is bounded.
Proof. Suppose that h ∈ K(X,A) = (limTX)∧A. Then h =
∑m
k=1 xkvk for some xi ∈ limT X and
vi ∈ A. Thus, for every t ∈ T we have
h(t) =
m∑
k=1
(xkvk)(t) =
m∑
k=1
xk(t)vk,
which shows that |h(t)| ≤ m.
Now suppose that m := sup{|h(t)| : t ∈ T} ∈ N. Choose t0 ∈ T such that m = |h(t0)|. We can
find different x1,t0 , . . . , xm,t0 ∈ X(t0)\{∗} and v1, . . . , vm ∈ A\{0} such that h(t0) =
∑m
k=1 xk,t0vk.
Let t ≥ t0. Since |h(−)| is monotone increasing we have that m = |h(t)|. Thus, there are unique
(different) x1,t, . . . , xm,t ∈ X(t) such that φt,t0(xk,t) = xk,t0 and h(t) =
∑m
k=1 xk,tvk. It is not hard
to verify that if s ≥ t ≥ t0 then φs,t(xk,s) = xk,t.
Now let k = 1, . . . ,m and let t ∈ T. Since T is directed, we can find s ∈ T, such that s ≥ t and
s ≥ t0. We define xk(t) := φs,t(xk,s) ∈ X(t). It can be verified that this definition is independent
of the choice of s and defines an element xk ∈ limT X .
We claim that h =
∑m
k=1 xkvk. So let t ∈ T and choose s ∈ T such that s ≥ t, t0. By the
construction above we have that xk(t) = φs,t(xk,s) and h(s) =
∑m
k=1 xk,svk, so that
h(t) = φs,t(h(s)) = φs,t(
m∑
k=1
xk,svk) =
m∑
k=1
φs,t(xk,svk) =
m∑
k=1
φs,t(xk,s)vk =
m∑
k=1
xk(t)vk =
m∑
k=1
(xkvk)(t) = (
m∑
k=1
xkvk)(t).

Corollary 4.0.3. If A is torsion free then H(X,A) is torsion free.
Proof. Let k > 0 and let h ∈ G(X,A). Suppose that kh ∈ K(X,A). We need to show that
h ∈ K(X,A). Since A is torsion free, for every t ∈ T we have |kh(t)| = |h(t)|. Thus
{|h(t)| : t ∈ T} = {|kh(t)| : t ∈ T},
and the result follows from Proposition 4.0.2. 
Corollary 4.0.4. If T is ℵ1-directed then H(X,A) = 0.
Proof. Let h ∈ G(X,A). By Proposition 4.0.2 we need to show that {|h(t)| : t ∈ T} is bounded.
Suppose that {|h(t)| : t ∈ T} is unbounded. For every n ∈ N we can choose tn ∈ T such that
|h(tn)| ≥ n. Since T is ℵ1-directed, there exists s ∈ T such that s ≥ tn for every n ∈ N. Now for
every n ∈ N we have |h(s)| ≥ |h(tn)| ≥ n, which is a contradiction. 
We now look on the case when the diagram is composed of finite sets.
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Theorem 4.0.5. Suppose X : T −→ Setf∗ is a diagram of finite pointed sets. Then we have the
following:
(1) If A is p-divisible then G(X,A) and H(X,A) are p-divisible.
(2) If A is divisible then G(X,A) and H(X,A) are divisible.
(3) If A is cotorsion then G(X,A) and H(X,A) are cotorsion.
Proof.
(1) The result for H follows easily from the result for G, so it is enough to show that G(X,A)
is p-divisible. So let f ∈ G(X,A) and we need to show that there exists v ∈ G(X,A) such
that pv = f .
Let s ∈ T. The abelian group X(s) ∧ A is p-divisible, so there exists g(s) ∈ X(s) ∧ A
such that pg(s) = f(s). We claim that it is enough to show that there exists
h ∈
∏
s∈T
(X(s) ∧ A)[p]
such that for every s < t in T we have
h(s) = φt,s(h(t)) + φt,s(g(t))− g(s).
Because, given such h we can define for every s ∈ T
v(s) := g(s) + h(s) ∈ X(s) ∧ A.
Now, for every s < t in T we have
φt,s(v(t)) = φt,s(g(t)) + φt,s(h(t)) = g(s) + h(s) = v(s),
so v ∈ G(X,A). Furthermore, for every s ∈ T we have
pv(s) = pg(s) + ph(s) = f(s) + 0 = f(s),
so pv = f in G(X,A).
For every s ∈ T, since X(s) is finite, we have that
(X(s) ∧ A)[p] = A[p]X(s)\{∗}.
For s < t in T the structure map φt,s : (X(t) ∧ A)[p]→ (X(s) ∧ A)[p] is given by a
(X(s) \ {∗})× (X(t) \ {∗})
matrix, with integer coefficients, which we denote Φt,s. In fact, for a ∈ X(s) \ {∗} and
b ∈ X(t) \ {∗}, we have
(Φt,s)a,b =
{
1 if a = φt,s(b),
0 else.
Thus, it is enough to show that there exists
h ∈
∏
s∈T
A[p]X(s)\{∗} =
∏
s∈T
∏
X(s)\{∗}
A[p]
such that for every s < t in T and a ∈ X(s) \ {∗} we have
h(s)a =
∑
b∈X(t)\{∗}
(Φt,s)a,bh(t)b + (φt,s(g(t))a − g(s)a).
Note that for every such equation we have
φt,s(g(t))a − g(s)a ∈ A[p],
so we obtain a system of equations over the abelian group A[p] as defined in [Fu1, Section
22]. Specifically, we have an equation for every s < t in T and a ∈ X(s) \ {∗}, with
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unknowns h(s)a for every s ∈ T and a ∈ X(s) \ {∗}, and it is enough to show that there is
a solution in A[p] to this system of equations.
The group A[p] is clearly bounded, so by [Fu1, Theorem 27.5] it is algebraically compact.
Thus, using [Fu1, Theorem 38.1], it is enough to show that there is a solution in A[p] to
every finite subsystem of the above system of equations. So suppose si < ti in T and
ai ∈ X(si) \ {∗} for every i = 1, . . . , n. Since T is directed, we can find r ∈ T such that
r ≥ ti for every i = 1, . . . , n. It is enough to show that there exists
h ∈
∏
s∈T
(X(s) ∧ A)[p]
such that for every s < t ≤ r in T we have
h(s) = φt,s(h(t)) + φt,s(g(t))− g(s).
If s ≤ r we define
h(s) := φr,s(g(r)) − g(s) ∈ X(s) ∧ A.
We have
ph(s) = pφr,s(g(r)) − pg(s) = φr,s(pg(r)) − pg(s) = φr,s(f(r)) − f(s) = 0,
so h(s) ∈ (X(s) ∧A)[p]. For s  r we define h(s) := 0 ∈ (X(s) ∧A)[p], so we have defined
h ∈
∏
s∈T
(X(s) ∧ A)[p].
Now, let s < t ≤ r in T. Then we have
φt,s(h(t)) + φt,s(g(t))− g(s) = φt,s(φr,t(g(r)) − g(t)) + φt,s(g(t)) − g(s) =
φt,s(φr,t(g(r))) − g(s) = φr,s(g(r)) − g(s) = h(s),
which finishes our proof.
(2) Follows easily from (1).
(3) The result for H follows easily from the result for G, since the image of a cotorsion group
is cotorsion (see, for example, [Fu1, page 233]). Thus, it is enough to show that G(X,A)
is cotorsion. Let us decompose A into its divisible and reduced parts A = D ⊕ R. Then,
by Lemma 3.0.1, we have
G(X,A) ∼= G(X,D)⊕G(X,R).
By Theorem 4.0.5, we have that G(X,D) is divisible and, in particular, cotorsion. Since
the product of cotorsion groups is cotorsion ([Fu1, page 233]), we are left to show that
G(X,R) is cotorsion. For every s ∈ T the set X(s) is finite so the group
X(s) ∧R = RX(s)\{∗}
is a product of reduced cotorsion groups and thus reduced cotorsion. By [Fu1, page 233]
the limit
G(X,R) = limT(X ∧R)
is also reduced cotorsion.

The following example shows that even for diagrams of finite sets the cokernel H can easily be
non trivial. It will also be useful for us for constructing a counterexample in Theorem 6.0.6.
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Example 4.0.6. Let N be an infinite set and let T be the poset of all finite nonempty subsets of
N , ordered by inclusion. Clearly T is directed and |T| = |N |. We define a diagram X : T → Setf∗ ,
by letting X(s) := s+, and if s ⊆ t then the induced map X(t)→ X(s) is the identity on X(s) and
∗ on the rest. It is not hard to verify that in this case we have natural isomorphisms:
G(X,A) ∼=
∏
α∈N
A,
K(X,A) ∼=
⊕
α∈N
A,
H(X,A) ∼=
∏
α∈N
A/
⊕
α∈N
A.
5. A countable directed poset
In this section we assume that our diagram directed poset T is countable. In this case it is not
hard to show that there exists a cofinal functor N −→ T, where N is the poset of natural numbers.
Thus we can assume without loss of generality that T = N.
So, throughout this section, we let A be an abelian group and X : N −→ Set∗ a tower of pointed
sets. For every n ∈ N we let φn := X(n→ n− 1) : X(n)→ X(n− 1) be the structure map. Recall
that we have the functors:
G(X,−) = limN(X ∧ (−)) : Ab→ Ab,
K(X,−) = (limNX) ∧ (−) : Ab→ Ab,
H(X,−) = G(X,−)/K(X,−) : Ab→ Ab .
Proposition 5.0.1. The functors G(X,−) and H(X,−) are left exact. If the diagram X satisfies
the Mittag-Leffler condition then the functors G(X,−) and H(X,−) are exact.
Proof. It is easy to see that G(X,−) and H(X,−) are additive. Let 0→ A→ B → C → 0 be an
exact sequence in Ab.
Let t ∈ T. The Z-module
⊕
a∈X(t)\{∗} Z is flat, so the following sequence is also exact
0→ A⊗ (
⊕
a∈X(t)\{∗}
Z)→ B ⊗ (
⊕
a∈X(t)\{∗}
Z)→ C ⊗ (
⊕
a∈X(t)\{∗}
Z)→ 0.
This sequence is exactly
0→ X(t) ∧ A→ X(t) ∧B → X(t) ∧ C → 0.
Combining these exact sequences we obtain an exact sequence in AbT
0→ X ∧ A→ X ∧B → X ∧C → 0.
It follows (see, for instance, [GJ, Lemma VI.2.12]) that we have an exact sequence in Ab
0→ limT(X ∧A)→ limT(X ∧B)→ limT(X ∧ C)→ lim
1
T
(X ∧A).
This shows that G(X,−) is left exact.
Applying the same argument as above for limT X instead of X(t), we obtain an exact sequence
0→ (limTX) ∧ A→ (limTX) ∧B → (limTX) ∧C → 0.
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We thus obtain the following commutative diagram in Ab
0 // (limTX) ∧ A // _

(limTX) ∧B // _

(limTX) ∧ C // _

0
0 // limT(X ∧A) // limT(X ∧B) // limT(X ∧ C)
where every row is exact. By the snake lemma we have an exact sequence
0→ H(X,A)→ H(X,B)→ H(X,C),
which shows that H(X,−) is left exact.
In the case that X satisfies the Mittag-Leffler condition we have lim1T(X ∧ A) = 0, so we have
an exact sequence
0→ limT(X ∧ A)→ limT(X ∧B)→ limT(X ∧ C)→ 0.
By the snake lemma, we also have an exact sequence
0→ H(X,A)→ H(X,B)→ H(X,C)→ 0.

Corollary 5.0.2. If B ⊆ A is a subgroup then we have a natural inclusion
H(X,B) →֒ H(X,A)
and if X satisfies the Mittag-Leffler condition we also have a natural isomorphism
H(X,A/B) ∼= H(X,A)/H(X,B).
For every n ≥ 1 the natural inclusion H(X,A[n]) →֒ H(X,A) gives an isomorphism
H(X,A[n]) ∼= H(X,A)[n]
and if X satisfies the Mittag-Leffler condition the natural inclusion H(X,nA) →֒ H(X,A) gives
an isomorphism
H(X,nA) ∼= nH(X,A).
The same results hold for G instead of H.
Proof. We have an exact sequence
0 −→ B −→ A −→ A/B −→ 0.
By Proposition 5.0.1 the following sequence is exact:
0 −→ H(X,B) −→ H(X,A) −→ H(X,A/B).
This gives the desired natural inclusion. If X satisfies the Mittag-Leffler condition, Proposition
5.0.1 tells us that the following sequence is also exact:
0 −→ H(X,B) −→ H(X,A) −→ H(X,A/B) −→ 0,
which gives the first isomorphism. The rest follows in a similar way starting from the exact sequence
0 −→ A[n] −→ A
n·(−)
−−−→ nA −→ 0.

Corollary 5.0.3. Suppose X satisfies the Mittag-Leffler condition. Then we have the following:
(1) If A is p-divisible then G(X,A) and H(X,A) are p-divisible.
(2) If A is divisible then G(X,A) and H(X,A) are divisible.
(3) If A is almost divisible then G(X,A) and H(X,A) are almost divisible.
14 ILAN BARNEA AND SAHARON SHELAH
Proof. (1) We have A = pA and since X satisfies the Mittag-Leffler condition Corollary 5.0.2
gives
H(X,A) = H(X, pA) = pH(X,A).
(2) Follows easily from (1).
(3) Using Corollary 2.0.7, it follows from (2), Theorem 3.0.2 (1) and Lemma 3.0.1.

Corollary 5.0.4. Let m ≥ 2 and h ∈ limN(X ∧ A). Suppose that X satisfies the Mittag-Leffler
condition and that for every n ∈ N and a ∈ supp(h(t)) we have that m|h(n)a. Then m|[h] in H.
Proof. It is easy to see that h ∈ limN(X ∧ (mA)), so using Corollary 5.0.2 we obtain
[h] ∈ limN(X ∧ (mA))/(limNX) ∧ (mA) = H(X,mA) ∼= mH(X,A).

Our goal now is to obtain Theorem 5.0.6. For this we need to first prove a stronger version of
Corollary 5.0.4, namely:
Proposition 5.0.5. Let m ≥ 2, h ∈ limN(X ∧A) and x1, . . . , xl ∈ limNX. Suppose that for every
n ∈ N and every a ∈ supp(h(n)) \ {x1(n), . . . , xl(n)} we have that m|h(n)a. Then m|[h] in H.
Proof. We define g(n) ∈ X(n) ∧ A for every n ∈ N, recursively.
For n = 0 let a ∈ X(0). If
a ∈ supp(h(0)) \ {x1(0), . . . , xl(0)}
we choose g(0)a ∈ A such that h(0)a = mg(0)a, otherwise we define g(0)a := 0.
Let n ∈ N and suppose we have defined g(i) ∈ X(i) ∧ A for every i ≤ n such that
(1) φn(g(n)) = g(n− 1),
(2) supp(mg(n)− h(n)) ⊆ {x1(n), . . . , xl(n)},
(3) supp(g(n)) ⊆ supp(h(n)) ∪ {x1(n), . . . , xl(n)}.
We now define g(n+ 1) ∈ X(n+ 1) ∧A. Let s ∈ X(n) such that
Ws := (supp(h(n+ 1)) ∪ {x1(n+ 1), . . . , xl(n+ 1)}) ∩ φ
−1
n+1(s) 6= φ.
If
{x1(n+ 1), . . . , xl(n+ 1)} ∩ φ
−1
n+1(s) 6= φ
we choose
a0 ∈ {x1(n+ 1), . . . , xl(n+ 1)} ∩ φ
−1
n+1(s) ⊆Ws,
otherwise, we choose any a0 ∈Ws.
For
a ∈ (Ws \ {a0}) \ {x1(n+ 1), . . . , xl(n+ 1)}
we choose g(n+ 1)a ∈ A such that h(n+ 1)a = mg(n+ 1)a, and for
a ∈ (Ws \ {a0}) ∩ {x1(n+ 1), . . . , xl(n+ 1)}
we define g(n+ 1)a := 0. We now define
g(n+ 1)a0 := g(n)s −
∑
a∈Ws\{a0}
g(n+ 1)a.
This defines g(n + 1)a for every a ∈ Ws. Ranging over all possible s we have thus defined
g(n+ 1)a for every
a ∈ supp(h(n+ 1)) ∪ {x1(n+ 1), . . . , xl(n+ 1)}.
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For the remaining a ∈ X(n + 1) we define g(n + 1)a = 0. This defines g(n + 1) ∈ X(n + 1) ∧ A
and it is clear from the definition that
supp(g(n+ 1)) ⊆ supp(h(n+ 1)) ∪ {x1(n+ 1), . . . , xl(n+ 1)}.
Using (3) in the induction hypothesis it is also easy to see that φn+1(g(n+ 1)) = g(n).
Now let a ∈ supp(mg(n + 1) − h(n + 1)), so that mg(n + 1)a 6= h(n + 1)a, and assume that
a /∈ {x1(n+ 1), . . . , xl(n+ 1)} (to derive a contradiction).
Clearly
a ∈ supp(h(n+ 1)) ∪ {x1(n+ 1), . . . , xl(n+ 1)},
so there exists s ∈ X(n) such that a ∈Ws.
If a 6= a0 then a ∈ (Ws \ {a0}) \ {x1(n + 1), . . . , xl(n + 1)} and according to the construction
above we have h(n+ 1)a = mg(n+ 1)a, which is a contradiction.
So suppose a = a0. Then
a0 /∈ {x1(n+ 1), . . . , xl(n+ 1)}
and thus
(1) {x1(n+ 1), . . . , xl(n+ 1)} ∩ φ
−1
n+1(s) = φ.
According to the construction above for every r ∈Ws \ {a0} we have h(n+ 1)r = mg(n+ 1)r.
If s = xi(n) for some 1 ≤ i ≤ l then φn+1(xi(n + 1)) = xi(n) = s and we obtain xi(n + 1) ∈
φ−1n+1(s) contradicting (1) above. Thus, s /∈ {x1(n), . . . , xl(n)} and from (2) in the induction
hypothesis it follows that h(n)s = mg(n)s. We thus obtain
mg(n+ 1)a0 = mg(n)s −
∑
r∈Ws\{a0}
mg(n+ 1)r = h(n)s −
∑
r∈Ws\{a0}
h(n+ 1)r = h(n+ 1)a0 ,
which is again a contradiction.
Thus a ∈ {x1(n+ 1), . . . , xl(n+ 1)} and we obtain
supp(mg(n+ 1)− h(n+ 1)) ⊆ {x1(n+ 1), . . . , xl(n+ 1)},
which finishes the recursive definition.
Since φn+1(g(n+ 1)) = g(n) for every n ∈ N we have that
g := (g(n))n∈N ∈ limN(X ∧ A).
Now mg − h ∈ limN(X ∧ A) and for every n ∈ N we have
|mg(n)− h(n)| = | supp(mg(n)− h(n))| ≤ l.
It follows from Proposition 4.0.2 that mg − h ∈ (limNX)∧A. Thus m[g]− [h] = [mg − h] = 0 and
m[g] = [h]. 
Theorem 5.0.6. If X satisfies the Mittag-Leffler condition then the group H is algebraically
compact.
Proof. For every n ∈ N we define
X ′(n) :=
⋂
s≥n
Im (X(s)→ X(n)) ⊆ X(n).
Clearly, by restriction of the structure maps, we can lift X ′ into a diagram X ′ : N −→ Set∗. It is
not hard to see that we have a natural isomorphism limNX
′ ∼= limNX and, since X satisfies the
Mittag-Leffler condition, all the structure maps of X ′ are surjective.
We also define (X ∧A)′ : N −→ Ab in a similar manner. Since for every structure map we have
φn,m(X(n) ∧ A) = φn,m(X(n)) ∧ A, it is not hard to see that (X ∧ A)
′ = X ′ ∧ A.
16 ILAN BARNEA AND SAHARON SHELAH
Let n ∈ N. Since all the structure maps in X ′ are surjective, it follows that limNX ∼= limNX ′ →
X ′(n) is surjective so (limNX) ∧ A→ X
′(n) ∧ A is also surjective. Thus we have
ψn((limNX) ∧ A) = X
′(n) ∧A.
Since all the structure maps of X ′ ∧A are surjective, it follows that the map
limN(X ∧ A) ∼= limN(X ∧ A)
′ ∼= limN(X
′ ∧ A)→ X ′(n) ∧ A
is surjective and
ψn(limN(X ∧A)) = X
′(n) ∧ A = ψn((limNX) ∧A).
It follows from [BaSh, Theorem 0.0.4] that H is cotorsion. Thus, by [Fu1, Proposition 54.2], it
remains to show that u(H) ≤ 1. By [BaSh, Proposition 3.0.7], this is equivalent to showing that
lp(H) ≤ ω for every p ∈ P.
Let p ∈ P. We need to show that
pωH ⊆ pω+1H.
Let f ∈ limN(X ∧ A) such that
[f ] ∈ pωH =
∞⋂
n=0
pnH ⊆ H.
It follows from [BaSh, Lemma 2.0.3] that for every g ∈ limN(X ∧ A) and every n ∈ N there exists
g′ ∈ limN(X ∧ A) such that [g] = [g
′] and g′(n) = 0. We can thus assume f(0) = 0.
Let n ≥ 1. Then [f ] ∈ pnH so there exists gn ∈ limN(X∧A) such that in H we have [f ] = p
n[gn].
Thus, in limN(X ∧A) we have f − p
ngn ∈ (limNX)∧A. Again, using [BaSh, Lemma 2.0.3], we can
assume that for every n ≥ 1 we have gn(n) = 0.
Since for every k ≥ 1 we have f − pkgk ∈ (limNX) ∧ A, we can choose recursively a strictly
increasing sequence of positive integers (lk)
∞
k=1 and xi ∈ limNX , bi,k ∈ A for every k ≥ 1 and
1 ≤ i ≤ lk such that for every k ≥ 1 we have
f − pkgk =
lk∑
i=1
xibi,k.
We define l0 := 0 and g0 = f . Note that the last formula remains valid also for k = 0 and we have
g0(0) = f(0) = 0. For every n ∈ N we define
Zn := {x1(n), x2(n), . . . } ⊆ X(n).
Since gn(n) = 0 we have
supp(f(n)) ⊆ {x1(n), . . . , xln(n)} ⊆ Zn.
We now define h(n) ∈ X(n) ∧ A for every n ∈ N, recursively.
For n = 0 we define h(0) := 0 ∈ X(0) ∧A.
Let n ≥ 1 and suppose we have defined h(i) ∈ X(i) ∧ A for every i < n such that
(1) φn−1(h(n− 1)) = h(n− 2),
(2) supp(h(n− 1)) ⊆ Zn−1,
(3) For every m ≥ 1 and every a ∈ X(n−1)\{x1(n− 1), . . . , xlm(n− 1)} we have p
m−1|h(n−
1)a and ph(n− 1)a = f(n− 1)a.
We define an equivalence relation on Zn by letting a1 ∼ a2 iff φn(a1) = φn(a2). Let W ⊆ Zn
be an equivalence class. We define
kW := min{k ∈ N|W ∩ {x1(n), . . . , xlk(n)} 6= φ} ≥ 1,
and choose a0 ∈W ∩ {x1(n), . . . , xlkW (n)}. Let a ∈W \ {a0}. We define
k = ka := min{k ∈ N|a ∈ {x1(n), . . . , xlk(n)}} ≥ kW .
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We have
f − pk−1gk−1 =
lk−1∑
i=1
xibi,k−1,
so in particular
f(n)a − p
k−1gk−1(n)a =
lk−1∑
i=1
(xi(n)bi,k−1)a.
Since a /∈ {x1(n), . . . , xlk−1(n)} we have f(n)a = p
k−1gk−1(n)a and p
k−1|f(n)a. If f(n)a = 0
or k = 1 we define h(n)a = 0. Otherwise, we define h(n)a := p
n−2gk−1(n)a, so p
k−2|h(n)a and
ph(n)a = f(n)a. Note that h(n)a 6= 0 for only a finite number of a ∈W \ {a0} so we can define
h(n)a0 := h(n− 1)φn(a0) −
∑
a∈W\{a0}
h(n)a.
We have thus defined h(n)a for every a ∈ W . Ranging over all equivalence classes this defines
h(n)a for every a ∈ Zn, and for the remaining a ∈ X(n) we define h(n)a = 0.
We claim that for almost every equivalence class W ⊆ Zn we have ∀a ∈ W.h(n)a = 0. Since
h(n− 1) ∈ X(n− 1)∧A we have that h(n− 1)a = 0 for almost every a ∈ Zn−1. Thus, it is enough
to consider equivalence classes W ⊆ Zn for which ∀a ∈W.h(n− 1)φn(a) = 0. For such equivalence
classes it is easy to see that if supp(f(n)) ∩W = φ then ∀a ∈ W.h(n)a = 0. We have thus shown
that h(n) ∈ X(n) ∧ A.
It is clear from the definition that supp(h(n)) ⊆ Zn and φn(h(n)) = h(n− 1) (note that φn :
Zn → Zn−1 is surjective).
Now let m ≥ 1 and a ∈ X(n) \ {x1(n), . . . , xlm(n)}. If a /∈ Zn then h(n)a = f(n)a = 0 and the
result is clear, so suppose a ∈ Zn. Let W ⊆ Zn be an equivalence class such that a ∈W . Suppose
a 6= a0. Then
k = min{k ∈ N|a ∈ {x1(n), . . . , xlk(n)}} ≥ m+ 1 ≥ 2.
According to the construction above we have pm−1|h(n)a and ph(n)a = f(n)a (whether f(n)a = 0
or not).
Now suppose a = a0. According to the construction above we have a0 ∈W∩{x1(n), . . . , xlkW (n)}.
But a0 /∈ {x1(n), . . . , xlm(n)} so kW ≥ m+1. For every b ∈ W \{a0} we have m+1 ≤ kW ≤ kb, so
according to the construction above we have pm−1|h(n)b and ph(n)b = f(n)b (whether f(n)b = 0
or not). By definition of kW we have W ∩ {x1(n), . . . , xlkW −1(n)} = φ so
φn(a0) ∈ X(n− 1) \ {x1(n− 1), . . . , xlkW −1(n− 1)}.
By the induction hypothesis we have pkW−2|h(n − 1)φn(a0) and ph(n − 1)φn(a0) = f(n − 1)φn(a0).
But m+ 1 ≤ kW so p
m−1|h(n− 1)φn(a0). According to the construction above we have
h(n)a0 = h(n− 1)φn(a0) −
∑
b∈W\{a0}
h(n)b,
so pm−1|h(n)a0 and ph(n)a0 = f(n)a0 , which finishes the recursive definition.
Since φn+1(h(n+ 1)) = h(n) for every n ∈ N we have that
h := (h(n))n∈N ∈ limN(X ∧ A).
Taking m = 1 we obtain that for every n ∈ N we have
supp(ph(n)− f(n)) ⊆ {x1(n), . . . , xl1(n)}
so |ph(n) − f(n)| ≤ l1. It follows from Proposition 4.0.2 that ph − f ∈ (limNX) ∧ A. Thus
p[h]− [f ] = [ph− f ] = 0 and p[h] = [f ]. According to Proposition 5.0.5, for every m ≥ 1 we have
pm−1|[h] in H . Thus [h] ∈ pωH and [f ] = p[h] ∈ pω+1H . 
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If T is any directed poset, recall that a sub-poset S ⊆ T is called cofinal if the inclusion functor
S →֒ T is cofinal, or in other words if for every t ∈ T there exists s ∈ S such that s ≥ t. The
cofinality of T is the cardinal
cf(T) := min{|S| : S ⊆ T is cofinal}.
Corollary 5.0.7. If T = λ is any ordinal and X satisfies the Mittag-Leffler condition then the
group H is algebraically compact.
Proof. If cf(λ) ≤ ℵ0 then we have a cofinal functor N → λ and the result follows from Theorem
5.0.6. If cf(λ) ≥ ℵ1 then it is easy to see that λ is ℵ1-directed so the result follows from Corollary
4.0.4. 
6. Counterexamples for a directed poset
Throughout this section, we let A be an abelian group, T a directed poset and X : T −→ Set∗
a diagram of pointed sets.
Proposition 6.0.1. Suppose that A is not almost divisible and for every sequence (dn)n∈N of
elements in A \ {0} there exists a sequence (gn)n∈N of elements in limT(X ∧ A) such that for
every sequence of natural numbers (kn)n∈N there exists s ∈ T such that |gn(s)| = kn and for every
a ∈ X(s) we have gn(s)a ∈ {0, dn}. Then H(X,A) is not cotorsion.
Proof. Since A is not almost divisible, we have by Proposition 2.0.4 that there exists a sequence
(rn)n∈N in Z such that for every m ∈ N there exists n > m with
r<mA 6= r<nA.
Clearly we can construct 0 = i0 < i1 < . . . such that if we let qn := rin · · · rin+1−1 we get that for
every m ∈ N, q<m+1A 6= q<mA. We thus have
q<m+1A ( q<mA,
so there exists dm ∈ A \ {0} such that
q<mdm /∈ q<m+1A.
Let (gn)n∈N be a sequence of elements in limT(X ∧A) defined from (dn)n∈N as in the conditions of
the proposition. By [BaSh, Proposition 2.0.2], it is enough to show that the system of equations
over H(X,A) given by
xn − qnxn+1 = [gn] (n ∈ N),
has no solution in H(X,A).
So assume (to derive a contradiction) that ([hn])n∈N is a solution in H(X,A) to the above system
of equations. That is, for every n ∈ N we have hn ∈ limT(X ∧A) and [hn]− qn[hn+1] = [gn]. Thus
fn := gn − hn + qnhn+1 ∈ (limTX) ∧A,
and using Proposition 4.0.2 we can define
k0n := sup{|fn(s)| : s ∈ T} ∈ N.
We now define recursively a sequence of natural numbers (kn)n∈N by the formula
kn := (n+ 1) +
n∑
l=0
k0l +
n−1∑
l=0
kl
(so that k0 = 1 + k
0
0). Let s be an element in T defined from (kn)n∈N as in the conditions of the
proposition.
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Lemma 6.0.2. For every n ∈ N we have
|q<nhn(s)| ≤ |h0(s)|+
n−1∑
l=0
|q<lgl(s)|+
n−1∑
l=0
|q<lfl(s)|
Proof. We prove the lemma by induction on n. When n = 0 the lemma is clear. Now suppose the
lemma is true for some n ∈ N and let us prove it for n+ 1.
In X(s) ∧ A we have
fn(s) = gn(s)− hn(s) + qnhn+1(s).
Multiplying by q<n we obtain
q<nfn(s) = q<ngn(s)− q<nhn(s) + q<n+1hn+1(s).
It follows that
supp(q<n+1hn+1(s)) ⊆ supp(q<nhn(s)) ∪ supp(q<ngn(s)) ∪ supp(q<nfn(s)),
so
|q<n+1hn+1(s)| ≤ |q<nhn(s)|+ |q<ngn(s)|+ |q<nfn(s)|.
Using the induction hypothesis we obtain
|q<n+1hn+1(s)| ≤ |h0(s)|+
n−1∑
l=0
|q<lgl(s)|+
n−1∑
l=0
|q<lfl(s)|+ |q<ngn(s)|+ |q<nfn(s)| =
|h0(s)|+
n∑
l=0
|q<lgl(s)|+
n∑
l=0
|q<lfl(s)|,
which proves our lemma. 
Now let n ∈ N. It follows from the lemma above that
|q<nhn(s)| ≤ |h0(s)|+
n−1∑
l=0
|gl(s)|+
n−1∑
l=0
|fl(s)| ≤ |h0(s)|+
n−1∑
l=0
kl +
n−1∑
l=0
k0l .
In X(s) ∧ (A/q<n+1A) we have
[q<nfn(s)] = [q<ngn(s)]− [q<nhn(s)] + [q<n+1hn+1(s)] = [q<ngn(s)]− [q<nhn(s)],
so
|[q<ngn(s)]| ≤ |[q<nfn(s)]|+ |[q<nhn(s)]|.
Since q<ndn /∈ q<n+1A and for every a ∈ X(s) we have gn(s)a ∈ {0, dn}, we obtain that
|gn(s)| = |[q<ngn(s)]|.
We thus have
(n+ 1) +
n∑
l=0
k0l +
n−1∑
l=0
kl = kn = |gn(s)| = |[q<ngn(s)]| ≤ |[q<nfn(s)]|+ |[q<nhn(s)]| ≤
|q<nfn(s)|+ |q<nhn(s)| ≤ k
0
n + |h0(s)|+
n−1∑
l=0
kl +
n−1∑
l=0
k0l = |h0(s)|+
n−1∑
l=0
kl +
n∑
l=0
k0l .
Since n can be arbitrary large, we obtain a contradiction. 
Theorem 6.0.3. Suppose A is not almost divisible. Then there exists a directed diagram X :
T −→ Set∗, with surjective connecting homomorphisms and |T| = 2
ℵ0 , such that H(X,A) is not
cotorsion.
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Proof. Let Φ be the set of all functions N → N, and let T be the poset of all finite nonempty
subsets of Φ, ordered by inclusion. Clearly T is directed and |T| = |Φ| = 2ℵ0 . We define a diagram
X : T → Set∗, by letting X(s) := (s×N)+, and if s ⊆ t then the induced map X(t)→ X(s) is the
identity on X(s) and ∗ on the rest. Clearly X has surjective connecting homomorphisms.
Let (dn)n∈N be a sequence of elements in A \ {0}. Let n ∈ N. For every s ∈ T we define
gn(s) ∈ X(s) ∧ A by letting gn(s)a := dn if a ∈ {(k, l) ∈ s× N | l < kn} and gn(s) := 0 otherwise.
It is not hard to see that gn := (gn(s))s∈T ∈ limTX ∧ A.
Now let k ∈ Φ be a sequence of natural numbers. We define s := {k} ∈ T. Then clearly
|gn(s)| = kn and for every a ∈ X(s) we have gn(s)a ∈ {0, dn}. By Proposition 6.0.1, we have that
H(X,A) is not cotorsion. 
Let us summarize what we have shown about the question of when is H(X,A) cotorsion.
Corollary 6.0.4.
(1) The group H(X,A) is cotorsion if |T| = ℵ0 and X satisfies the Mittag-Leffler condition
(see Theorem 5.0.6).
(2) The group H(X,A) is cotorsion if A is almost uniquely divisible (see Theorem 3.0.2).
(3) If A is not almost divisible there exists a pro-set X : T −→ Set∗, with surjective connecting
homomorphisms and |T| = 2ℵ0 , such that H(X,A) is not cotorsion (see Theorem 6.0.3).
An abelian group is almost divisible iff it is isomorphic to a direct sum of a divisible group and
a bounded group. Thus almost divisible groups are groups of the form
(
⊕
α<λ0
Q)⊕
⊕
p∈P
⊕
α<λp
Z(p∞)⊕B,
with (λp)p∈P∪{0} cardinals and B bounded. An abelian group is almost uniquely divisible iff it
is isomorphic to a direct sum of a uniquely divisible group and a bounded group. Thus almost
uniquely divisible groups are groups of the form
(
⊕
α<λ0
Q)⊕B,
with λ0 a cardinal and B bounded. Thus, the following question remains:
Question 6.0.5. Let p be a prime number and suppose A = Z(p∞). Is H(X,A) cotorsion whenever
X satisfies the Mittag-Leffler condition?
Now suppose that X : T −→ Setf∗ is a diagram of finite pointed sets. If the diagram T is
countable then, by Theorem 5.0.6, H(X,A) is cotorsion (even algebraically compact) for any
abelian group A. (Note that a diagram of finite sets always satisfies the Mittag-Leffler condition.)
The following Theorem shows that for uncountable T, Theorem 4.0.5 is best possible.
Theorem 6.0.6. Suppose A is not cotorsion and λ > ℵ0 a cardinal. Then there exists a directed
diagram X : T → Setf∗ , with |T| = λ, such that H(X,A) is not cotorsion.
Proof. Let T and X be as in Example 4.0.6 with N := λ. We only need to show that
H(X,A) ∼=
∏
α∈λ
A/
⊕
α∈λ
A
is not cotorsion.
Since A is not cotorsion, by [BaSh, Proposition 2.0.2] we can find a sequence (an)n∈N in A such
that there is no solution in A to the system of equations:
xn − (n+ 1)xn+1 = an,
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for n ∈ N. For every n ∈ N we define gn ∈
∏
α∈λA by gn(α) := an. Then [gn] ∈ H and by [BaSh,
Proposition 2.0.2] it is enough to show that the system of equations:
xn − (n+ 1)xn+1 = [gn],
for n ∈ N, has no solution in H .
So suppose (to derive a contradiction) that the above system of equations has a solution xn =
[hn] in H , with hn ∈
∏
α∈λA. Let n ∈ N. Then
[hn]− (n+ 1)[hn+1]− [gn] = [0],
so
hn − (n+ 1)hn+1 − gn ∈
⊕
α∈λ
A.
and thus, the set
un := {α ∈ λ | hn(α)− (n+ 1)hn+1(α) 6= gn(α)}
is finite. Since λ is a cardinal greater than ℵ0, we can find
β ∈ λ \
⋃
n∈N
un.
It is easily seen that xn = hn(β) is a solution in A to the system of equations:
xn − (n+ 1)xn+1 = an,
contradicting the fact that there is no such solution. 
The following summarizing corollary gives a complete answer to the question of when is H(X,A)
cotorsion for every pointed pro-finite set X of a given cardinality.
Corollary 6.0.7.
(1) For any abelian group A, the following assertion holds: H(X,A) is cotorsion for every
pointed pro-finite set X : T → Setf∗ with |T| = ℵ0 (see Theorem 5.0.6).
(2) If λ > ℵ0 is a cardinal then the assertion ’H(X,A) is cotorsion for every pointed pro-finite
set X : T → Setf∗ with |T| = λ’ holds iff A is cotorsion (see Theorems 4.0.5 and 6.0.6).
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