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DEFINITION OF THE MOST IMPORTANT NOTIONS; SOME EXAMPLES 
§ l. In the following, R will denote a commutative field of characteristic 
zero, R[x] the integral domain of all polynomials in the indeterminate x 
with coefficients from R, R(x) the integral domain of all formal power 
series in x with coefficients from R 1). 
Let I* be the set I of all non-negative integers extended with two 
further elements denoted by oo and - oo. The addition operation in I 
is extended to I* by the convention 
{ oo+ oo =n+ oo = oo+n= oo for all n E I; 
-oo+(-oo)=n+(-oo)= -oo+n= -oo 
further the order relation < on I is extended to I* by the convention 
-oo<n<oo, for all nEI. 
On R[x] we define a function d, which has its values in I*: 
~ d(0)=-00 (l.l.I) d "f R (a)=n 1 a=<Xo+<X!X+ ... +<Xnxn, <X.E , v=l, 2, ... , n, 
d(a) is called the degree of a. One easily verifies that 
(1.1.2) ~ d(ab) = d(a) +d(b) ( d(a+ b) <max {d(a), d(b)}. 
Putting exp ( -oo)=O, <p(a)=exp (d(a)), we have l <p(a) = 0 if and only if a=O (1.1.3) <p(ab) = <p(a)<p(b) 
<p(a+ b)< max {<p(a), <p(b)}. 
Hence, <p is a non-archimedean valuation of R[x]. 
On R(x) too we define a function, called o, with values in I*: 
(1.1.4) ~ o(O) =oo ( o(f) =n if f=<Xnxn+<Xn+lxn+l+ ... , <Xnc:FO. 
o(f) is called the order of f. This function o is a so-called "Exponenten-
1) The zero-element of R is denoted by 0; this symbol is also used for the 
zero-element of R(x) and thus of R[x]. 
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bewertung" of R(x), VAN DER WAERDEN, [3], p. 252, which means that 
o has the following properties: 
(1.1.5) ~ o(fg) = o{f) + o(g) l o(f+g) >min {o{f), o(g)}. 
Now if we set 1p{f}=exp ( -o(/)), this function "P has the properties 
indicated in (1.1.3) for the function cp. Hence "P restricted to R[x] gives 
a second example of a non-archimedean valuation of R[x]. 
Lemma 1.1.1. 
aER[x] and d(a)<o(a) 
a ER[x] and d(a)=o(a)=n~a=cxxn, tx ER, tx#O. 
The two trivial propositions have been explicitly stated in a lemma, 
because they will be frequently applied in future. 
The following theorem will furnish us with the material for further 
study: 
Theorem 1.1.1. 
A. For every m-tuple f= (/1, /2, ... , fm) of m elements from R(x) and 
every m-tuple e =((!I. (!2, ... , (!m) of m positive integers, there exists an m-tuple 
a= (a1, a2, ... , am) of m elements from R[x] such that 
(1.1.6) 
(1.1. 7) 
(1.1.8) 
a"#O for at least one f-l, f-t=1, 2, ... , m, 
f-l= 1, 2, ... , m, 
B. For every m-tuple f= (/1, /2, ... , fm) of m elements from R(x) and 
every m-tuple e=((!I, (!2, ... , (!m) of m non-negative integers, m;;;-2, there 
exists an m-tuple a= (a1, a2, ... , am) of m elements from R[x] such that 
(1.1.9} a"#O for at least one f-l, f-t=1, 2, ... , m, 
m 
(1.1.10} d(a")<a-e"' f-t=1, 2, ... , m, where 0'= ! (!"' 
u=l 
(1.1.11) o(tkz)>a+1, where tkz=azf&-akfz, k,l=1, 2, ... ,m. 
Remarks. 
1. Instead of an m-tuple of m elements from R(x) or R[x], we shall 
speak later on of a system of m such elements. 
2. For brevity's sake an m-tuple of m positive or m non-negative integers 
will be called a "point". 
3. If we want to emphasize the dependence of r and the a" from (! we 
write r(e) and a"(e) or, if necessary: r((!I, (!2, ... , em) anda"((!I, (!2, ... , (!m), 
f-l= 1, 2, ... , m. Similarly for the tkz and a", k, l, f-t= 1, 2, ... , m. 
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4. If in part A of the theorem m= I, anya1 E R[x],anf, 0, withd(a1)=e1-1 
satisfies (1.1.7) and (1.1.8). Since this case is of no further interest 
we shall assume, as likewise in part B, that m > 2. 
5. If m = 2 the cases A and B are essentially the same since we then have: 
a1(e1, ez) = az(el + 1, ez + 1) 
az(el, ez) = -al(!?l +I, ez+ I). 
Proof. 
A. The a", t-t= 1, 2, ... , m, if they exist, must be of the form 
a!'= iXlfl + IXj"l X+ ... + IX~l_ 1 XQI'-1• 
I' 
The condition o("2,'!}~ 1 a"f ") > a-1 means that the coefficients of xo,xl, ... ,x"-2 
in the formal power series must vanish; hence this gives a set of a- 1 
homogeneous linear equations with coefficients from R in the 2:::~ 1 e" =a 
unknowns 
iXifl, IX¥'l, ... , 1Xif;J_1, t-t= I, 2, ... , m. 
Since such a set of equations always has a non-trivial solution, the first 
part of the theorem follows at once. 
B. Put 8 = min o(/1'). Without loss of generality we may assume 
p~1 •...• m 
that 8= 0, because any system (ft, fz, ... , fm) can be written as (x8ft, x8f;, ... 
... ,x8 f!) with min o{f!)=O, and since o(akft-azft)>a+I ~o(ak/z-
"~1 . .... m 
- azfk) >a+ l. For the sake of simplicity let o(/1) = 0. Further, in view 
of remark 5, we may assume that m;;;. 3. 
Now we replace the inequalities of (l.l.ll) by the m-1 inequalities: 
(l.l.I2) o(tu)>a+1, l=2, 3, ... , m, 
and prove: any system (a1, az, ... ,am) of elements from R[x] satisfying 
(l.l.I2) also satisfies (l.l.ll). In fact it is clear that /ztlk-/ktu=fttzk; 
hence (l.l.I2) implies o(fttzk)>a+ I and therefore, in view of o(/1)=0: 
o(tzk)>a+l. Thus we see that we may replace {l.l.ll} by (l.l.I2). 
The a", if they exist, must be of the form 
a - <Pl+"'<Plx+ +"'<l'l x"-Q -I 2 m I' -IXo "'1 ••• "'a-QI' "• ft- • ' ... , ' 
and (l.l.I2) gives a set of (m-1)(a+ 1) linear homogeneous equations 
with coefficients in R in the 
m L (a-ei'+I)=(m-I)(a+l)+I unknowns 
p~1 
iXifl, IXjl'l, .•. , IX)j'~Q , ft =I, 2, ... , m. 
I' 
Such a set of equations always has a non-trivial solution, which proves 
part B of the theorem. 
Any non-trivial system of elements a1, az, ... ,am of R[x], satisfying 
(1.1.6), (1.1.7) and (1.1.8), is called a polynomial8y8tem of type I, belonging 
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to the system f and to the point e; a system of polyrwmials of type II, 
belonging to the system f and to the point e is a non-trivial system of 
elements a1, a2, ... , am of R[x], satisfying (1.1.9), (1.1.10) and (l.l.ll). 
To distinguish clea.rly between polynomial systems of type I and II, 
the former will always be indicated by Latin letters, whereas for the 
latter we shall use German letters. 
Definition l.l.l. A system /= (/1, /2, ... , fm) of m elements from 
R(x) is called rwrmal for the point (! if for every polynomial system 
(a1, a2, .•• ,am) of type I belonging to this system f and to this point (!, 
one necessarily has 
"' o( .! a,..f,..)=a-1. 
p=1 
We shall also say that in this case the point e is a normal point for the 
system f. 
Remark. It is clear that only systems (/1, /2, ... , fm) with 
min o(/,..)=0 
p=1 •...• m 
come into consideration to be normal for one or more points f!· 
Theorem 1.1.2. If the system /=(/1,/2, ... ,fm), /,..ER(x), f-t= 1,2, ... ,m, 
is rwrmal for the point (! and if (a1, a2, ..• ,am) and (b1, b2, ... , bm) are two 
polynomial systems of type I belonging to this system f and to this point (!, 
then there exists an element A. E R, A.# 0, such that 
a,..=A.b,.., f1,=1, 2, ... , m, 
i.e. polynomial systems of type I belonging to a normal point are, apart 
from a multiplicative non-zero constant, uniquely determined. 
I. Proof. Let (a1, ~ • ... ,am) and (b1, b2, •.. , bm) be two polynomial 
systems of type I for the point (!, '2":-1 a,..f,..=r, Z":=1 b,..f,..=s. Since (! is 
a normal point we have o(r)=o(s)=a-l. Therefore there exists an 
element A. ER, A.#O, such that o(r-A.s);>a. Putting c,..=a,..-A.b,.., we have 
and 
d(c,..) <e,..-1, f-t= 1, 2, ... , m 
"' (1.1.13) o( .! c,..f,..)=o(r-A.s);>a. 
p-1 
Hence the system (c1, c2, ... , cm) satisfies (l.l. 7) and (1.1.8). But it cannot 
be a system of type I, for then we should have, according to the fact 
that e is a normal point: 
"' o( 2, c,..f,..)=a-1, 
,..:..r 
in contradiction with (1.1.13). Hence the system (c1, C2, ••• ,em) must be 
the trivial ,solution of (1.1.7) and. (1.1.8): 
a,..;...A.b11 =0, p=l, 2, ... , m •. ' 
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We introduce the following notation: If e = (ei. e2, ... , em) then e<IJ> 
stands for the point 
(el- ~~'1 ' e2- ~~'2 ' ••• , em- ~II'A), ,u =I, 2, ... , m, 
where b,... denotes as usual Kronecker's symbol: 
{ I if ,u=v b = 
,... 0 if ,uoi-v. 
With this notation we have 
Theorem 1.1.3. If the two points e and e<,..,> are both normal points 
for the system f=(/1, /2, ... , fm}, and if (a1, a2, ... ,am) is a polynomial 
system of type I for the system I and the point e. then 
d(a,...) =e,... -I. 
Proof. Suppose we had d(a,...)oi-e,..,-I, that is 
d(a,...) <e,...- 2. 
Then (a1, a2, ... ,am) would not only be a system of type I for the pointe, 
but also for the pointe<,...>· But since both points are normal for {/1,/2, . .. ,fm}, 
we would have 
,. 
o( ~ a,..f,..)=a-I 
p-1 
and at the same time 
,. 
o( ~ a,..f,..)=a-2, 
[J-1 
which of course is impossible. This shows that the assertion of theorem 
1.1.3 is correct. 
If m = 2, /1 =I 2), o{/2) = 0 and (a1, a2) is a polynomial system of type I, 
then - a1/a2 is a Pade fraction of the power series /2. For an introduction 
to the theory of Pade fractions see for example VAN RossuM [2] or 
PERRON [3]. 
In this theory, power series with a so-called normal Pade table merit 
special attention. In trying to generalize this idea for arbitrary systems 
(/1, /2, ... , fm) we are led to the notion of perfect systems. 
Definition I. I. 2. 
m=2. 
A system (/1, /2) of two elements from R(x) is called a perfect system if 
a) it is normal for every ordered pair e = (el, e2) of positive integers, 
b) o(h)=o(/2)=0. 
2) Here 1 denotes the identity-element of R. 
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m>3. 
A system (f~, /2, ... , fm) of m elements from R(x) is called a perfect system if 
c) it is normal for every ordered m-t~tple e =((!I, (!2, ... , em) of positive 
integers, 
d) every system of m-1 elements, obtained from the original by omitting 
one element, is a perfect system. 
Let (/I, /2, ... , fm) be a perfect system. Then it is immediately clear that: 
l. o(/I)=o(/2)= ... = o(fm)=O, 
2. for each point e there exists essentially only one polynomial system 
of type I (theorem 1.1.2). 
Theorem l.l.4. Let f=(/I,/2, ... ,fm) be a perfect system and let 
(a~, a2, ... , am) be a polynomial system of type I for the system f and for 
the point e = (e~, (!2, ... , em)· Then 
Proof. 
m=2. 
d(a~-')=e~-'-1, f1=1, 2, ... ,m. 
If e1 > 1, it follows from theorem l.l.3 that 
d(ai) =(!I -l. 
Now let (!I= 1. Then there are two possibilities: 
d(a1)=0 or d(a1)= -oo. 
In the last case a1 = 0, but then we should have: 
a2f2=r. 
Since o(/2) = 0, d(a2) <e2 -1, the order of the left-hand side cannot exceed 
e2 -l. On the other hand, however, 
o(r)=a-1=(!2· 
From this contradiction we see that the only remaining possibility is 
Similarly we find 
m>3. 
If e1 > 1, then application of theorem 1.1.3 gives d(a1) = (!1 -l. 
If e1= 1, a1=0, we should have 2:J:~ 2 al'fl'=r with d(a~-')<e~-'-1, 
f1=2, 3, ... ,m and o(r)=a*, where a*=a-1=!~~2 ew 
However, since the system (/2, f3, ... , fm) is perfect we must have 
m 
o(r)= ! el'-1 =a- 2. 
p~2 
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Hence a1 i= 0 and thus 
In a similar way we see that 
d(a,..)=e,..-1, p,=2, 3, ... , m. 
Hence, the theorem is proved. 
§ 2. In R(x) we introduce a formal differentiation, i.e. a mapping D of 
R(x) on itself working as follows on elements of R(x): Iff is the element 
then Df is the element 
1Xl + 21X2X + 3~Xax2 + ... 3). 
One easily verifies that 
(1.2.1) D(/1 + /2) = Dft + Df2, 
(1.2.2) D(ft/2)=ftD/2+/2Dft, 
(1.2.3) if o(f)=s, si=O, then o(Df)=s-1, 
(1.2.4) if a E R[x], d(a)=s, t a non-negative integer, t>s, then 
Dta=O 4). 
Definition 1.2.1. Let wE R, ~Xo= 1, 1Xn=1Xn-lw/n, n= 1,2, .... Then 
the element ~Xo + 1X!X + 1X2X2 + . . . of R(x) is denoted by ew. 
One easily verifies that 
Especially 
Lemma 1.2.1. If aER[x] and wER, wi=O, then there is an 
element b E R[x] with 
D(aew)=bew and d(b)=d(a). 
The almost trivial proof depends upon the fact that 
Theorem 1.2.1. lfw1,W2, ... ,wmaremdifferentelementsofR,m;;;.2, 
then the system 
(ew, ew, ... ,e., ) 
• o m 
is perfect. 
3) If 1 is the identity-element of R, the elements 2, 3, ... of R are defined by 
2=1+1, 3=2+1, and so on. 
4) The mapping Dn, n=O, 2, ... , is defined by IJOf=f, D 11f=D(D 11 - 1/), n;;:,2. 
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Proof. We use induction with respect to m. 
m=2. 
Let (a1, ~) be a polynomial system of type I for the point e = ((!1, e2), 
hence d(a1)<e1-1, d(~)<e2-1, o(r);;;..a-1 with 
(1.2.5) 
We shall now prove o(r)=a-1. Suppose that on the contrary we had 
o(r);;;..a. Multiplying both sides of (1.2.5) by e_"'1 and writing OJ for OJ2-0JI, 
we get 
(1.2.6) 
with o(r*)=o(r);;;..a. Now apply the operator lJih to both sides of (1.2.6). 
Putting J)et(r*) =8, we have, by (1.2.3): 
(1.2. 7) o(8) =o(r*) -e1 >e2· 
On the other hand, 
8= Det(r*) = De1(a1) + De1(~e"'). 
Now De1a1=0, by (1.2.4). Hence, by lemma (1.2.1), there is an element 
bE R[x] with 
(1.2.8) ~ 8=D
111 (a2em) =be"' and 
( d(b) =d(a2) 
(notice that OJ#- 0 because OJ1 #- OJ2). 
From (1.2.8) we derive that o(8)<e2-1, but this contradicts (1.2.7). 
Hence, the assumption o(r) >a proves to be false, and we necessarily 
have o(r)=a-1, in other words: the system (em., em,), 0J1#-0J2, is normal 
for every point e; since moreover o(ew.)=o(ew,)=O, it is a perfect system. 
m;;;..3. 
Let (a1, ~ .... ,am) be a polynomial system of type I for the point 
e=(el. (!2, ... , em) and suppose that o(r);;;..a where 
(1.2.9) 
and 
Multiplying both sides of (1.2.9) by e_"'1 and applying ])eo, we get 
with d(b,.)=d(a,.)<e,.-1, rx,.=OJ,.-OJI, p.=2, 3, ... , m and 
m 
(1.2.10) o(8) =o(r> -e1 > I e,.. 
p-2 
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Hence (b2, b3, ... , bm) is a polynomial system of type I for the system 
ea,, e,.,, 0 0 0' e,.m belonging to the point e = (Q2, Q3, 0 0 0' em)· 
By the induction assumption, however, the system 
(e,. , e,. , ... , e,. ) 
' • m 
is perfect. But then we must have 
m 
o(s)= ~e"-1, 
p=2 
in contradiction with (1.2.10). 
Again our assumption o(r) >a proves to be false, hence o(r) =a -1, 
which completes the proof of theorem 1.2.1. 
Corollary 1. 2. 1. Let w1, w2, ••• , Wm be m different elements of R. 
Then the relation 
m 
~ a"e"' =0, a" E R[x], p,= 1, 2, ... , m, 
p= 1 I' 
implies 
a"=O, p,=1, 2, ... , m. 
Corollary 1.2.2. The element e"' of R(x), w#O, is transcendental 
over R[x]. 
Definition 1.2.2. Let wE R andlettheelements(:),n=O, 1, 2, ... , 
of R be defined by 
Then the element b"' of R(x) is defined by 
( ~) - ( ~) x + (;) x2 - .... 
It is easily verified that 
bo=1, b1=1-x 
especially 
Further 
(1.2.11) 
Lemma 1.2.2. If a ER[x], w ER, w#O, -1, -2, ... , then there 
exists an element c of R[x] such that 
D(abw) = cbw_1 and d(c) =d(a). 
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Proof. From (1.2.11) we see that 
D(ab(J))= -wab(J)_1 +b(J)Da 
which can be written as 
( -wa+ b1Da) b(J)_1 • 
Put C= -wa+b1Da. Clearly, c E R[x], since b1 = 1-x and consequently 
belongs to R[x]. 
Let a be of the form 
Then c is of the form 
( -wrx8 -srx8 ) XS+terms 'of lower degree. 
Now, since w#O, -1, -2, ... and rx8 #0, we have 
(-W!Xs- S!Xs) # 0, 
i.e. 
d(c)=s=d(a). 
Theorem 1.2.2. If w1, w2, ... , wm, m;;;;.2, are m elements of R such 
that mt- w1 # 0, ± l, ±2, ... for i # j, i, j = l, 2, ... , m, then the system 
(b...,, b(J)•' ... , b(J),11) 
is perfect. 
The proof is omitted since it is similar to the proof of theorem 1.2.1 
(instead of lemma 1.2.1 now lemma 1.2.2 is applied). 
Corollary. 1.2.3. Let w1, w2, ... , Wm be m elements of R such that 
Wt-WJ#0,±1,±2, ... , for i#j, i, j=1, 2, ... , m, and let 
m ! a,_.b(J) =0, a,_. E R[x], ,u= l, 2, ... , m. 
p=1 ,.. 
Then 
a,_.=O, ,u=1, 2, ... , m. 
Corollary I. 2.4. If rx is an element of R which is not contained 
in the prime field of R, then the element btx of R(x) is transcendental 
over R[x]. 
Definition 1.2.3. The element -x-!x2 -lx3- ... of R(x) is 
denoted by L. 
We shall, in particular, make use of the following properties of this 
element L: 
(1.2.12) 
and from this by induction 
(1.2.13) ~DLn= -nLn-1, n=1, 2, .... 
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Theorem 1.2.3. The system 
(Lm-1, Lm-2, ... , L, I}, m;;;.2, 
is norrrw,l for every point e = (el, e2, ... , em) with 
e1<e2<ea< ···<em· 
The following proof uses induction to m and e1· 
m=2. 
Let (a~, a2) be a polynomial system of type I for the point (I, e2): 
(I.2.I4) 
with d(a1).;;; 0 and 
(I.2.I5) 
For d(a1) there are two possibilities: 
In the last case we should have: 
therefore 
and therefore d(r).;;;o(r) by (l.2.I5) and hence, a2=r=O by lemma l.l.l. 
But then (a1, a2) is the (excluded) trivial system. Thus we have 
a1 =IX, IX E R, IX ¥:-0. 
Then (l.2.I4) reads 
Since d(a2)<e2-I and the coefficient of :1f!o in IXL is -1Xfe2 ¥=0, we have 
o(r) =o(tXL+a2) <e2; 
on the other hand, we had 
o(r) >e2-
This implies 
which means that for the point (I, e2) the system is normal. 
Let now (a1, a2) be a polynomial system of type I for the point (ei, e2) 
with I<e1<e2: 
(I.2.I6) 
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Differentiating (1.2.16) and multiplying it by b1 we get, 
(1.2.17) 
1) c1=b1Da1, therefore c1 E R[x] and d(c1)=d(a1), 
2) c2= -a1 +b1Da2, therefore c2 E R[x] and since e1<e2: d(c2)<e2-l, 
3) s=b1Dr, therefore o(s)=o(r)-1. 
Since d(c1)=d(al), there is an element A ER, A#O, such that 
d(a1-Ac1) <e1- 2. 
Multiply both sides of ( 1.2.17) by this A and subtract the result from 
(1.2.16); this gives a relation of the form 
d1L+d2=t 
where d~,d2ER[x], d(d1)<e1-2, d(d2)<e2-l, o(t)=o(s)=o(r)-l;;;;.a-2. 
Hence (d1, d2) is a polynomial system of type I for the point (e1-l, e2). 
By the induction hypothesis this point is normal, which means that we 
have o(t)=a-2. Therefore o(r)=a-1, i.e. the point (el, e2) is also a 
normal point. 
m;;;;.3. 
Let (a1, a2, ... , am) be a polynomial system of type I for the point 
(1, e2, ... , em), l<e2<e3< ... <em: 
(1.2.18) 
with d(a"')<e"'-1, ,u=l, 2, ... , m and o(r);;;;.a-1. We may assume that 
a1#0, because otherwise the polynomial system (a2, a3, ... , am) would be a 
system of type I for (Lm-2,Lm-3, ... , 1) belonging to the point (e2,e3, ... ,em), 
and then by the induction hypothesis on m- 1 we then would necessarily 
have o(r)=a-2, in contradiction with o(r);;;;.a-1. Thus a1=a, a ER, 
a#O and (1.2.18) reads: 
(1.2.19) 
Differentiating (1.2.19) and multiplying by b1, using (1.2.13) we get a 
relation 
with c"' = - a"'+l ( m-,u + 1) + b1Da"', and therefore c"' E R [ x] and d( c"') ,;;;;; d( a"'), 
,u = 2, 3, ... , m, since e2 < e3 < . .. <em· Clearly, 
When applying again the induction hypothesis to m- 1 we derive 
m 
o(b1Dr)= ! e"'-l=a-2 
JJ-2 
2ll 
and from this: 
o(r)=a-I, 
which shows that the point (I, e2, ... , em) is a normal point for our system. 
To finish the proof we must now take the step from e1 -I to e1, but 
since this runs similarly as in the case m = 2 we omit it here. 
From the proof of the preceding theorem we see that if e1 =I, the 
polynomial a1 must be a non-zero constant, i.e. 
But if e1 >I (and of course e1 < e2 < ... <em) we also have, as an immediate 
consequence of theorem 1.1.3: 
Thus we have the following 
Theorem 1.2.4. Let (a1, a2, ... , am), m;;;.2, be a polynomial system 
of type I for the system 
(Lm-1, Lm-2, .•. , I) 
belonging to the point e = (eb e2, ... , em) with I < e1 < e2 < ... <em· Then 
I I the polynomial system belongs to a point e = (e1, e2, ... ' em) with 
e1 <e2< ... <em, then 
d(a,J=e"-I for .u=l, 2, ... , m. 
5) From theorem (1.1.2) we know that the system (a1, Ull, ••• ,am) is rmiquely 
determined, except for a multiplicative non-zero constant. 
(To be continued) 
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