Introduction
Large e-business and e-commerce infrastructures often require multiple applications and systems. For each of these applications a separate resource must be allocated. The allocation of resources is normally conducted at the design phase of a project, through the process of capacity planning. In planning for the capacity of a system it is important to have a minimal QoS, which should represent the lowest level of acceptable service for the system. A system architecture is then developed to enable the application to support the QoS requirements.
It is possible to consider such an environment as a set of servers which is manually partitioned into clusters, with each cluster dedicated to serving requests for a specific application.
Internet services are subject to enormous variation in demand, which in an extreme case can lead to overloading. During overload conditions, the service's response time may grow to an unacceptable level, and exhausting the resources in this way may cause the service to behave erratically or even crash [18] . Due to the huge variation in demand, it is difficult to predict the workload level at a certain point in time. Thus, allocating a fixed number of servers is insufficient for one application when the workload level is high, whereas it is wasted resource for the remaining applications while the workload is light. Therefore, it is desirable that a hosting centre switch servers between applications to deal with workload variation over time.
Initial research in the area of dynamic server allocation has proven to be mostly theoretical, with results being provided through simulation [14] . The motivation for this work is to examine the potential for dynamic server allocation in real-world application hosting environments.
The specific contributions of this paper are:
• To report on the development of a real-world testbed for evaluating techniques for dynamically allocating servers to applications;
• To implement three server switching policies which have been theoretically derived;
• To evaluate the three implemented policies within a practical setting under a variety of workloads, and report on the pros and cons of each.
The remainder of this paper is organised as follows: Section 2 reports on related work, describing the application environments and theoretically derived switching policies. Section 3 gives an overview of the system architecture and describes the performance characteristics of an application server. Section 4 describes the process of switching servers between applications. Section 5 provides details of the experimental parameters. Section 6 demonstrates the results obtained from the system. In section 7 we draw our conclusions from the results and describe the further work that we will be undertaking based on our findings.
Related Work
Performance optimisation for single application server architectures has been extensively studied [4, 5, 7, 8, 10, 11, 13, 17, 18] . [4, 8, 13] focus on request scheduling strategies for performance optimisation. In [11] , the authors use priority queues to offer differentiated services to different classes of request to optimise company revenue. They assign different priorities to different requests based on their importance. [10] studies the methods for maximising profits of the besteffort requests and the QoS-demanding requests in a web farm, however, they assume a static workload arrival rate in the paper. Work in [7, 17] uses provisioning techniques to achieve Service Level Agreements (SLA). This research uses analytical models to explore system capacity and allocates resources in response to workload changes to obtain guaranteed performance. Other work in [5, 18] uses admission control schemes to deal with overloading and achieve acceptable performance metrics. [5] uses session-based admission control to avoid loss of long sessions in web applications and guarantee QoS of all requests, independent of a session length. [18] presents a set of techniques for managing overloading in complex, dynamic Internet services and is evaluated using a complex web-based email service. The work in this paper focuses on the scenario where multiple applications are running simultaneously in an Internet hosting centre.
Recent work [9, 12] also studies performance optimisation for multiple applications in Internet service hosting centres, where servers are partitioned into several logical pools and each logical pool serves a specific application. They address the server switching issue by allowing servers to be switched between pools dynamically. [12, 14] consider different holding costs for different classes of requests, and try to mininise the total cost by solving a dynamic programming equation. The authors in [9] define a revenue function and use M/M/m queues to derive performance metrics in both pools and try to maximise the total revenue.
The work in this paper is different from [9, 12, 14] in the following respects: an actual testbed is used in our evaluations, and thus (i) the application is not synthetic, (ii) the supporting infrastructure demonstrates the subtleties of a real-world platform, and (iii) the switching policies are implemented, feed actual system parameters, and are subsequently evaluated on a real workload.
System Overview
In this paper we consider an environment consisting of multiple applications which is deployed across a set of servers. Each of the applications considered has an identical system architecture. Modern Web application infrastructures are based around clustered, multi-tiered architectures. Figure 1 shows multiple hosted Web applications based upon the "best possible" architecture as described in [16] .
The first tier in the architecture is the presentation tier. This comprises the client-facing web servers that are used to host static content and route requests to an available application server. The application tier is comprised of a static allocation of application servers which process dynamic requests from the clients, using the data persistence tier as appropriate. The data persistence tier is normally comprised of a Relational DataBase Management System (RDBMS) or a legacy system which is used for the purpose of permanent data storage.
In the case of a single application it is common for the presentation tier to schedule tasks across a dedicated cluster of application server machines. Strategies for request scheduling in both commercial and open-source products are generally variations on the Weighted Round Robin (WRR) strategy. The WRR approach allows for different proportions of requests to be dispatched to different application servers and, in so doing, allows some degree of support for heterogeneous server environments by allocating a higher proportion of the workload to application servers with more capacity.
Applications that require a state to be maintained throughout a user session present a significant problem for WRR strategies, as multiple requests may not be redirected to the same server. To this end several strategies have been developed to handle this scenario. Session affinity ensures that subsequent requests are all processed by the same application server, thus ensuring that state is maintained throughout a user session. Drawbacks to this approach are discussed in [8] and include severe load imbalances across the application cluster due to the unknown duration of a request at the time of dispatching it to the application server, and a lack of session failover due to the single application server providing a single point of failure to the session. It is also possible for the client to store the state of the session, resubmitting it with each request. Using this approach any available application server is able to process the user's request. Similarly the data persistence tier may be used to store session data which also enables all application servers to service all requests, however this comes at the expense of increased database server/cluster utilisation. These approaches are evaluated in [3] . In this paper user session data is stored on the application server that processes the initial request. Further requests are then forwarded to the same server for processing.
The multiple application environment we consider is captured by figure 1. The diagram represents the architec-ture for n separate applications. The main difference from the single application architecture is the conceptual view of the set of application servers. In our multiple application environment any of the servers available may be allocated to any of the applications either statically or dynamically. In this paper we are concerned with the allocation of servers at the application tier. Each application requires a dedicated presentation and data persistence tier. 
Server Performance
In [6] it is demonstrated that the throughput of an application server is linked to the number of concurrent users. While a system is under a light load with few concurrent users, the throughput of the server can increase in a near linear fashion as there is little contention for resources. As the number of concurrent users increases, the contention for system resources increases, which in turn causes the rise in throughput to decrease. The point at which the addition of further clients does not result in an increase in throughput is the saturation point, T max .
From this it would follow that for a cluster of n application servers, the maximum theoretical throughput of the cluster would be ΣT max for a heterogeneous cluster. This may be simplified to nT max for a cluster of homogenous servers. These theoretical throughputs are rarely achieved in practice due to the additional overheads of scheduling and redirecting requests across the cluster.
Server Switching
If we consider that each application hosted across the set of servers provides a service to the business (depending on the SLAs), some of the hosted applications are more important than others in terms of revenue contribution to the service provider.
Most Internet applications are subject to enormous variations in workload demand. During a special event, the visits to some on-line news applications will increase dramatically, the ratio of peak load over light load can therefore be considerable. System overloading can cause exceptionally long response times for requests or even errors, caused by the timing out of client requests and connections dropped by the overloaded application. At the same time, the throughput of the system would decrease significantly [6] .
Therefore, it is desirable to switch servers from a lightly loaded application to a higher loaded application in response to workload change. In such cases, it is important to balance the benefits of moving a server to an application against the negative effects on the reduced pool and the switching cost.
The mechanism for switching servers, and the costs of the switch are discussed in section 4.1. The switching policies implemented within this paper are given in section 4.2.
The Switching Process
Several different scenarios for server switching are presented in the literature [9, 14] . In [9] it is proposed that the set of servers are shared amongst a single application, which is partitioned according to different levels of QoS. In this case, the simplest approach to reallocating a server would be to remove it from an entry point serving one request stream, and add it to the entry point for the assigned pool. This negates the need to undeploy and redeploy the application, which provides a considerable reduction in switching cost. The switching process for this scenario is given in algorithm 1.
There is a cost associated with switching a server from one application to another. The cost of a switch is derived from the duration of the switch, and can be considered as the degradation of the throughput in the environment whilst a server is unable to service requests for any application as it switches.
Switching Policies
A switching policy is defined as an algorithm that when provided information on the current state of the system makes a decision on moving to another state. When doing this the policy must analyse the potential improvement in QoS against the cost of performing the server switch. There are several examples of switching policies in the literature [9, 14] . Some of these policies are executed as a result of each arrival or departure of a request; while others are executed after a fixed time period and use statistics gathered over a time window to inform the switching decision. A policy may also consider request arrivals as being on or off, which is dictated by any arrivals in a given time period. The work presented in [14] describes four possible switching policies, three of which are implemented in this paper:
• The Average Flow Heuristic uses information on the arrival and completion rates of requests for each application in order to make a switching decision. This Let AS i be an application server belonging to A i
4:
Let W i be a Web Server belonging to A i 5:
Stop W m dispatching requests to AS i 10:
Wait for pending requests to complete • The On/Off Heuristic attempts to consider the "bursty" nature of requests to each application. To do this it classifies each application's requests as being on or off, and switches servers accordingly. To account for the on and off periods in the job streams, the arrival rate is calculated as in algorithm 3; algorithm 4 is then used to calculate a new server allocation. 
Experimental Platform
In this paper we present our investigations into the single application with multiple QoS requirements, as found in [9] .
Our experimental platform is based on the architecture shown in figure 1 . In the presentation tier we use a custom Web server to dispatch requests onto the application servers via round robin scheduling. The glassfish J2EE application server running on a Java 1.6 JVM was selected for the application runtime environment. The application server was tuned in accordance with the manufacturer's published guidelines to improve performance [15] . For the data persistence tier the Oracle 10g relational database system was chosen, which is representative of production systems that one might find in the field.
The hardware for the Web servers consists of two dual Intel Xeon 2.0GHz servers with 2GB of RAM. For the application servers, a server pool of eight homogeneous servers is used. The servers all use dual Intel Xeon 2.0 GHz processors with 2GB RAM installed. They are connected via a 100 Mbps ethernet network. The web servers for each application were comprised of the same hardware. The database servers were all configured as dual Intel Xeon 3.0Ghz CPU servers with 2GB RAM and were connected to the network via a gigabit ethernet connection.
The application used for the testing of the system was Daytrader [2] , an open-source version of IBM's performance benchmark Trade. This application was chosen as it is representative of a high throughput Web application. The work presented in [1] suggests adopting an exponential distribution with a mean of seven seconds as a reasonable "think time" for the trade application.
To generate dynamic workloads a custom load generation system was developed. This allows specified load to be generated for predetermined durations, which allowed us to monitor the reaction of the switching system under repeatable changes in workload. We used two workloads for our experiments. The first workload (shown in table 1) remained static throughout the entire duration of the experiment. This workload consisted of 1075 simultaneous client sessions, 875 for a1 and 200 for a2. The second workload was the most dynamic, changing every 20 seconds, which caused the workload to switch within the switching interval. This workload is shown in table 2. Under this workload there are 1250 client session distributed across the applications.
To host the switching system, an additional node was added to the architecture in figure 1 . This was done to en- 
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vq ← x tc ← 0 29: end if 30: return tc sure that the additional overheads of the system were not added to any of the existing system components.
Although the time taken to switch a server varies, and is in part dependent on the queue of pending requests allocated to the server, we have found that the average time taken to switch a server between pools is approximately 4 seconds 1 . The switching interval is the time between executions of the switching policy. In this experiment the switching interval selected was thirty seconds, as this allowed a complete switch of all servers from one pool to the other, if such be- 
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havior was required by any of the switching policies.
In the experiments we configure the two applications with different costs to represent the differences in QoS requirements. The job costs for our experiments are considered to be the costs for holding a job. Such a definition allows a value to be attached to a queue of waiting jobs. For our experiments a1 has a holding cost 25% higher than that of a2, making jobs for a1 a higher priority than a2 as they are more expensive to hold.
Results
The overhead of the system is measured by calculating the maximum throughput of a single server directly, and then measuring the maximum throughput of the server requests that are forwarded from the Web server. We measure the throughput for each case at a variety of loads as shown in figure 2. It can be observed that the throughput for the system is significantly higher than that of the direct connections. The throughput curves for both connection types fit closely with the typical performance curves seen in [6] .
The response time for the direct requests increases dramatically after 100 clients, while the response time for the redirected requests remains constant. The authors believe that this is due to connections between two fixed points (the Web server and the application server) being cached at the Web server, reducing startup costs for each connection. 
Experiment One
In this experiment the workload is fixed for each application for the duration of the experiment. The load on each application is shown in table 1.
The baseline for this experiment is provided by using a static allocation of four servers to each application, and measuring the response times under the prescribed workload. The response times for the static allocation are shown in figure 3 . The additional load upon a1 results in higher response times as the servers are more heavily loaded than the servers for a2.
The initial response times are significantly higher than the latter ones. This is due to the optimisation of the application within the application server, as the Java virtual machine optimises frequently used components. The application server also acts dynamically to improve performance by increasing the number of database connections as required in order to service more requests. In this paper the application is the same for both pools, so the servers are optimised when they are switched between the pools. As a result we use the first minute as a warm-up period for the servers, and do not used the values in our calculations.
After finding a baseline from the static allocation, each of the three policies were tested against each workload. The results for the three policies for this workload are given in figures 4, 5 and 6. The figures are set out as follows: the top graph represents the workload for each application. The Table 2 . Workload two. middle graph shows the server allocation throughout the experiment, and the bottom graph shows the response time for each of the applications. The graphs are aligned such that the x-axis is the same on all three graphs.
The results for the Average Flow policy (table 3) show a 27.38% improvement in response time for a1 and a decrease of 5.05% for a2. Figure 4 shows that the policy switched two servers from a2 to a1 after two minutes. The difference in throughput (see table 4) is less than 0.4%, and is considered to be a side effect of the stochastic think time used for the clients in the workload.
The On/Off policy results are shown in figure 5 . The policy reacted faster than the Average flow policy, switching two servers from a2 to a1 after the first switching interval.
Although the server reacted faster than the Average Flow policy, the response times for a1 were improved by less. The On/Off policy improved the response time for a1 by 23.38%. The response time for a2 was increased by a larger percentage than the Average Flow policy, which is due to the earlier switching of servers.
The Window policy performs the best on the given workload. The results for this policy are shown in figure 6 . The policy reduces the average response times for a1 by 30.20% and increases the response time for a2 by 7.69%. The window policy performs four switches in the early stages of the experiment before remaining at a steady allocation of six servers for a1 and two servers for a2.
The effects on throughput of switching servers between the pools are minimal, and may be considered as sideeffects of the distribution of client think times used during the experiment. The throughput of the applications does not increase as the workload does not increase in volume.
Experiment Two
The workload used in experiment two is shown in table 2. The workload changes at twenty second intervals, which is shorter than the switching interval.
The baseline for the workload in experiment two was found by observing the performance of a static allocation of servers. The results for the static allocation are shown in figure 7 . The Average Flow policy showed the best performance for this workload, improving the total response time for the applications by 22.84%. The policy performs four server switches over the course of the experiment. The On/Off policy improved the performance of a1 by 7.36% and a2 by 12.65%. The policy switches the most servers at one interval, switching four servers at four minutes and thirty seconds in the experiment and performs fourteen switches throughout the experiment.
The Window policy switches servers in a cyclic pattern, which is synchronised with the workload, with a 2 minute period. The policy does not significantly improve the response time for a1 (see table 5) but it improves the response time of a2 by 13.16%.
Analysis
In this paper we have tested three switching policies (Average Flow, On/Off and Window) under two different workload conditions (static and rapidly changing). Our results show that:
• if the workload remains static for long durations, all policies deliver significant performance improvements for the heavily loaded application (23-30%). In our experiment the Window policy shows the best improvement in response time (30%);
• rapidly changing (with respect to the switching interval) workloads show improvements for both applications under all policies. The Average Flow policy shows the largest combined decrease in application response times (22%);
• the use of switching policies in these experiments has no significant negative impact upon the throughput of the system. In the worst case the system overhead (reduced throughput) is less than 2% (for the Window policy under workload two).
The experiments in this paper indicate that the use of switching policies offer the potential for significant improvements in application response times. Under each of the workloads a specific policy is identified as providing the best results. We are exploring ways to dynamically select which policy to use, based upon identifying characteristics of the workloads ahead of time.
Conclusion and Further Work
In this paper we have developed a switching system that is representative of a real world commercial hosting environment. We have implemented three theoretically derived switching polices as found in [14] . After implementing the three policies we have evaluated their respective performance within our testbed and identified the best policies for our specific application given some sample workloads.
There is a significant amount of research to be done in this area. In our experiments we used a fixed switching interval of thirty seconds which was appropriate for our experiments. This figure was derived through consideration of the switching duration of the specific application that we used for our experiments. In the case of experiment two where the workload changes more frequently than the switching interval it may be possible to improve performance further by switching more frequently. Further investigations will focus on analysing the switching duration.
The results for each policy shown here are derived from a number of fixed workloads. In the short term we plan to investigate a variety of workload patterns, and identify policies which are most effective under specific workloads. The switching interval (which was fixed for our experiments) will be analysed in conjunction with the workload patterns to consider its overall effect on the system.
In the longer term we will look to enhance the switching system by identifying known workload patterns in an application's workload trace and selecting the most appropriate policy from our experimentation. The identification of the workload patterns is also expected to determine the appropriate dynamic switching interval, allowing the most effective switching interval to be selected given known or predicted workload patterns. 
