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Abstract
The algebra of invariants of d-tuples of n × n matrices under the action
of the orthogonal group by simultaneous conjugation is considered over an
infinite field of characteristic p ≥ 0 different from two. It is well-known that
this algebra is generated by the coefficients of the characteristic polynomial
of all products of generic and transpose generic n× n matrices. We establish
that in case 0 < p ≤ n the maximal degree of indecomposable invariant tends
to infinity as d tends to infinity. This result is well-known in case of the action
of the general linear group. On the other hand, for the rest of p the given
phenomena does not hold. We investigate the same problem for the case of
symmetric and skew-symmetric matrices.
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1 Introduction
All vector spaces, algebras, and modules are over an infinite field F of character-
istic p = charF 6= 2, unless otherwise stated. By an algebra we always mean an
associative algebra.
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1
The algebra of matrix O(n)-invariants RO(n) is the subalgebra of the polynomial
algebra
R = Rn = F[xij(k) | 1 ≤ i, j ≤ n, 1 ≤ k ≤ d],
generated by σt(A), where 1 ≤ t ≤ n and A ranges over all monomials in the
matrices X1, . . . , Xd, X
T
1 , . . . , X
T
d . Here σt(A) stands for the t
th coefficient of the
characteristic polynomial of A and
Xk =


x11(k) · · · x1n(k)
...
...
xn1(k) · · · xnn(k)


is an n × n generic matrix, where n ≥ 2, d ≥ 1, and 1 ≤ k ≤ d. Considering
only products of generic matrices we obtain the algebra RGL(n) of matrix GL(n)-
invariants. Denote by X+k and X
−
k the symmetric and skew-symmetric matrices
generic matrices, respectively. Namely,
(X+k )ij =
{
xij(k), if i ≥ j
xji(k), if i < j
(X−k )ij =


xij(k), if i > j
0, if i = j
xji(k), if i < j
,
where (B)ij stands for the (i, j)
th entry of a matrix B. Denote by R
O(n)
+ and R
O(n)
−
,
respectively, the algebra generated by σk(A), where A ranges over monomials in
X+1 , . . . , X
+
d and X
−
1 , . . . , X
−
d , respectively. Note that in each of the considered
cases we can assume that A is primitive, i.e., is not equal to the power of a shorter
monomial. By the Hilbert–Nagata Theorem on invariants, these algebras of invari-
ants are finitely generated, but the mentioned generating systems are infinite.
The above given generators of RGL(n) and RO(n) were described in [20], [17], [4],
[25]. For p = 0 relations between generators were independently computed in [19]
and [17]. For an arbitrary p relations for GL(n) and O(n)-invariants were established
in [24], [15]. Note that in the case of matrix O(n)-invariants we always assume that
p 6= 2.
For f ∈ R denote by deg f its degree and by mdeg f itsmultidegree, i.e., mdeg f =
(t1, . . . , td), where tk is the total degree of the polynomial f in xij(k), 1 ≤ i, j ≤ n,
and deg f = t1 + · · · + td. Since deg σt(Y1 · · ·Ys) = ts, where Yk is a generic or a
transpose generic matrix, the algebra RO(n) has N-grading by degrees and Nd-grading
by multidegrees, where N stands for non-negative integers.
Given an N-graded algebra A, denote by A+ the subalgebra generated by homo-
geneous elements of positive degree. A set {ai} ⊆ A is a minimal (by inclusion) ho-
mogeneous system of generators (m.h.s.g.) if and only if the ai’s are N-homogeneous
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and {ai} is a basis of A = A/(A
+)2. If we consider a ∈ A as an element of A, then
we usually omit the bar and write a ∈ A instead of a. An element a ∈ A is called
decomposable if a = 0 in A. In other words, a decomposable element is equal to a
polynomial in elements of strictly lower degree. Therefore the highest degree D(A)
of indecomposable elements of A is equal to the least upper bound for the degrees
of elements of a m.h.s.g. for A.
M.h.s.g.-s for matrix GL(2) and O(2)-invariants are known (see [20], [18], [3],
[20]). A m.h.s.g. for matrix GL(3)-invariants was established in [12] and [13]. In [16]
the following estimations were given:
• If p = 3, then 2d+ 4 ≤ D(RO(3)) ≤ 2d+ 7.
• If p 6= 2, 3, then D(RO(3)) = 6.
There are also known others results on m.h.s.g.-s for RGL(n) and RO(n) are also
known for small n and d.
In this paper the following result is obtained.
Theorem 1.1.
(a) For 0 < p ≤ n the invariant tr(X1 · · ·Xd) is indecomposable in R
O(n) and
tr(X+1 · · ·X
+
d ) is indecomposable R
O(n)
+ .
(b) For 0 < p ≤ n
2
and even d the invariant tr(X−1 · · ·X
−
d ) is indecomposable in
R
O(n)
−
.
It is well-known that for 0 < p ≤ n we have D(RGL(n)) → ∞ as d → ∞; and
for p = 0 and p > n there exists an upper bound on D(RGL(n)), which does not
depend on d. Theorem 1.1 implies that the same statements hold for D(RO(n)) and
D(R
O(n)
+ ).
2 Notations and known results
In this paper we use the following notations:
• the monoid 〈Y 〉 (without unity) freely generated by letters x1, . . . , xd, x
T
1 , . . . , x
T
d ;
• the involution T : 〈Y 〉 → 〈Y 〉 defined by xTT = x for a letter x and
(a1 · · · ap)
T = aTp · · ·a
T
1 for a1, . . . , ap ∈ 〈Y 〉;
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• lin〈Y 〉 is the F-span of multilinear elements of 〈Y 〉, i.e., of monomials
yσ(1) · · · yσ(d), where σ ∈ Sd is a permutation and yi is xi or x
T
i for all i;
• tr〈Y 〉, the F-span of “symbolic” multilinear elements tr(a) for a from lin〈Y 〉;
• Ln = lin(R
O(n)) the F-span of tr(Yσ(1) · · ·Yσ(d)), where σ ∈ Sd and Yi is Xi or
XTi for all i.
• Φn : tr〈Y 〉 → Ln is a linear map defined by
tr(yσ(1) . . . yσ(d))→
{
tr(Yσ(1) . . . Yσ(d)), if tr(Yσ(1) . . . Yσ(d)) is indecomposable
0, otherwise
,
where σ, yi, Yi are the same as above;
• In is the kernel of Φn, i.e., the space of relations between indecomposable
multilinear elements of RO(n).
Denote by |u| ... n4Given a vector u = (u1, . . . , ut), where u1, . . . , ut ∈ 〈Y 〉, . A
triple (u, v, w) with u = (u1, . . . , ut), v = (v1, . . . , vr), w = (w1, . . . , wr), u1, . . . , wr ∈
〈Y 〉 is called multilinear if u1 · · ·wr ∈ lin〈Y 〉. We write |u| for t and similarly define
|v| and |w|.
In order to define the element σlin(u, v, w) ∈ tr〈Y 〉 for a multilinear triple (u, v, w)
we consider the quiver (i.e., the oriented graph) Q = Q(u, v, w):
u1,...,ut✒✑
✓✏
❲1 tt
v1,v
T
1 ,...,vr ,v
T
r
❣❢
❞❝❜
❵❴❫❭❬❩❳❲244
w1,w
T
1 ,...,wr,w
T
r
❣❢❞❝❜❵❴❫❭
❬❩
❳❲ uT1 ,...,u
T
t✒✑
✓✏
✎ ,
where there are 2r arrows from vertex 2 to vertex 1 as well as from 1 to 2, and there
are t loops in each of two vertices. By abuse of notation arrows of Q are denoted
by letters u1, . . . , wr. For an arrow a denote by a
′ its head and by a′′ its tail. A
sequence of arrows a1 · · ·as of Q is a path of Q if a
′′
i = a
′
i+1 for all 1 ≤ i < s. The
head of the path a is a′ = a′1 and the tail is a
′′ = a′′s . A path a is closed if a
′ = a′′.
Given a path a in Q and an arrow b of Q, denote by degb(a) the number of letters
b in a. For a path a we set
ξa = t +
∑
j
degvj (a) +
∑
j
degwj (a).
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Obviously, any path of Q we can consider as an element of 〈Y 〉. Then we define
σlin(u, v, w) =
∑
a∈Ω
(−1)ξa tr(a),
where Ω is the set of all closed paths a = a1 · · · at+2r in Q with
degui(a) + deguTi (a) = 1, degvi(a) + degvTi (a) = 1, degwi(a) + degwTi (a) = 1
for all i, j, where a1, . . . , at+2r are arrows in Q and a1 = u1. In other words, the
condition with degrees is equivalent to the following one: a ∈ lin〈Y 〉.
The main result of [15] immediately implies the next theorem.
Theorem 2.1. The space In ⊂ tr〈Y 〉 is the F-span of
(a) tr(ab)− tr(ba) for ab from lin〈Y 〉
(b) tr(a)− tr(aT ) for a from lin〈Y 〉;
(c) σlin(u; v;w) for a multilinear triple (u; v;w), if |u|+ 2|v| > n.
3 Multilinear matrix O(n)-invariants
In this section we prove part (a) of Theorem 1.1.
Lemma 3.1. Assume that 0 < p ≤ n. Then the sum of coefficients of an element∑
i αi tr(ai) of In is zero, i.e.,
∑
i αi = 0.
Proof. It is enough to verify the statement of the lemma for elements of the types
(a), (b) and (c) from Theorem 2.1. Clearly the lemma holds for elements of the
types (a) and (b).
Consider a multilinear triple (u, v, w) with |u| + 2|v| > n. Then the sum of
coefficients of σlin(u, v, w) is
α =
∑
a∈Ω
(−1)ξa .
Assume that r ≥ 1. Denote by Ω0 the set of all a from Ω with degv1(a) = 1.
Consider a map ψ : Ω0 → Ω that substitutes the letter v1 in a ∈ Ω1 by v
T
1 . Then Ω
is a union without intersection of Ω and ψ(Ω1). Moreover,
(−1)ξa + (−1)ξψ(a) = 0.
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Thus α = 0.
Assume that r = 0. Then t > n and Ω consists of all monomials u1uσ(2) · · ·uσ(d)
for a permutation σ ∈ St with σ(1) = 1. Hence α = ±(t− 1)! = 0, since 0 < p ≤ n.
✷
Proof. Now we can prove part (a) of Theorem 1.1. Since the sum of coefficients
of the invariant tr(X1 · · ·Xd) is one, then Lemma 3.1 implies that tr(X1 · · ·Xd) is
indecomposable in RO(n).
Assume that tr(X+1 · · ·X
+
d ) is decomposable in R
O(n)
+ . Then f = tr((X1 +
XT1 ) · · · (X1 + X
T
1 )) is decomposable in R
O(n). Given a symbol δ ∈ {1, T} and a
matrix A, we write Aδ for A (AT , respectively) in case δ = 1 (δ = T , respectively).
Note that
f =
∑
tr(Xδ11 · · ·X
δd
d ),
where the sum ranges over all δ1, . . . , δd from {1, T}. Thus the sum of coefficients
of f is 2d; a contradiction to Lemma 3.1. ✷
4 Multilinear skew-symmetric matrix O(n)-invariants
In this section we prove part (b) of Theorem 1.1. Consider a linear map γ : lin〈Y 〉 →
F such that for δ1, . . . , δd from {1, T} and σ ∈ Sd the image of tr(x
δ1
σ(1) . . . x
δd
σ(d)) is 1
in case δ1 = . . . = δd and the image is zero otherwise.
Lemma 4.1. Assume that 0 < p ≤ n
2
. Then γ(f) = 0 for all f ∈ In.
Proof. It is enough to verify the statement of the lemma for elements of the types
(a), (b) and (c) from Theorem 2.1. Clearly the lemma holds for elements of the
types (a) and (b).
Consider a multilinear triple (u, v, w) with |u| = t, |v| = r and t+ 2r > n. Then
it is not difficult to see that
γ(f) = (−1)t(t+ r − 1)!r!.
Therefore, γ(f) = 0 ✷
Proof. Now we can prove part (b) of Theorem 1.1. Assume that tr(X−1 · · ·X
−
d ) is
decomposable in R
O(n)
−
. Then f = tr((X1 −X
T
1 ) · · · (X1 −X
T
1 )) is decomposable in
RO(n). Note that
f =
∑
(−1)ρδ tr(Xδ11 · · ·X
δd
d ),
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where the sum ranges over all δ = (δ1, . . . , δd) with δ1, . . . , δd ∈ {1, T} and ρδ stands
for the number of symbols “T” in δ. Hence γ(f) = 1 + (−1)d 6= 0 for even d; a
contradiction to Lemma 4.1. ✷
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