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ABSTRACT
LOW COMPLEXITY EQUALIZATION FOR OFDM IN
DOUBLY SELECTIVE CHANNELS
Alptekin PAMUK
M.S. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Erdal ARIKAN
May 2009
In current standards Orthogonal Frequency Division Multiplex -OFDM- is widely
used for its high resistance to multi-path environments and high spectral ef-
ficiency. However since the transmission duration is longer, it is affected from
time variations of the channel more than single carrier systems. Orthogonality of
sub-carriers are lost within an OFDM symbol and intercarrier interference(ICI)
occurs as a result of time variation of the channel. Channel estimation and
equalization become problematic, because the classical structures like MMSE
require very complex operations. This thesis studies the channel equalization
problem, as separate from the channel estimation problem. The thesis assumes
that the channel coefficients are perfectly known and focuses on the estimation
of data transmitted on each OFDM carrier. First, a survey of existing algorithms
on channel equalization is given and simulations are provided to compare them
in terms of complexity and performance under an OFDM system scenario that
is consistent with the present WiMAX system parameters and operating condi-
tions. As a novel contribution, the thesis proposes two new equalization methods
by amending existing algorithms and shows that these modified algorithms im-
prove the state-of-the-art in channel equalization in terms of complexity and
iii
performance under certain high-mobility scenarios. Finally it is shown that the
intercarrier interference cancellation problem remains a major impediment to the
implementation of OFDM in high-mobility environments.
Keywords: OFDM, Equalization, Complexity, Performance Analysis, Time Vary-
ing, Intercarrier Interference
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O¨ZET
OFDM I˙C¸I˙N FREKANS VE ZAMAN SEC¸I˙C¸I˙ KANALLARDA
DU¨S¸U¨K KARMAS¸IKLI ES¸LEME
Alptekin PAMUK
Elektrik ve Elektronik Mu¨hendislig¯i Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. Erdal ARIKAN
Mayıs 2009
C¸ok-yollu kanallardaki iyi performansı ve yu¨ksek spektrum veriminden dolayı
OFDM gu¨nu¨mu¨z standartlarında yaygın olarak kullanılmaktadır. Ancak
go¨nderme su¨resinin uzunlug˘undan dolayı tek tas¸ıyıcılı sistemlere go¨re kanalın
zamana go¨re deg˘is¸iminden daha fazla etkilenmektedir. Bu durumda alt-
tas¸ıyıcıların birbiri arasındaki dikgenlik bozulmakta and tas¸ıyıcılar arasında
giris¸im olus¸maktadır. Kanal kestirimi ve sembol es¸leme gittikc¸e problemli hale
gelmektedir, c¸u¨nku¨ klasik MMSE tipi yo¨ntemler c¸ok karmas¸ık is¸lemler gerek-
tirmektedir. Bu tez kanal kestiriminin mu¨kemmel olarak yapıldıg˘ını farz ed-
erek sadece sembol es¸leme problemiyle ilgilenmektedir. I˙lk olarak mevcut al-
goritmaların bir aras¸tırması yapılmıs¸ ve bunlar WiMAX parametreleriyle ben-
zer bir simu¨lasyon ortamında test edilmis¸tir. Daha sonra mevcut algoritmalar
modifiye edilerek iki yeni algoritma o¨nerilmis¸ ve bu algoritmaların belli mo-
bilite limitlerinde performans ve karmas¸ıklık ac¸ısından sembol kestiriminde op-
timum c¸o¨zu¨me en yakın algoritmalar oldug˘u go¨sterilmis¸tir. Sonunda da alt-
tas¸ıyıcı giris¸iminin optimum olarak kaldırılamamasının yu¨ksek mobiliteli kanal-
larda OFDM temelli sistemler kullanmanın o¨nu¨ndeki en bu¨yu¨k engel oldug˘u
go¨sterilmis¸tir.
iv
Anahtar Kelimeler: OFDM, Es¸leme, Karmas¸ıklık, Performans Analizi, Zamanla
Deg˘is¸en, Alt-tas¸ıyıcı Giris¸imi
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Chapter 1
Introduction
Wireless systems have become very popular with the increase of the capacity of
the integrated circuits, video broadcasting, telephone services, Internet services,
etc. As time passed by a need for high data rates at high speeds has arisen.
OFDM technique is widely used in current systems because of its superiority
over single carrier systems at high data rates. On the other hand, with the
increasing mobility, OFDM began to create problems. Complex processing is
required to overcome the problems resulting from mobility. In this thesis we will
look into that problem. The objectives of this thesis are
• to investigate the effects of time variation of the channel on OFDM
• to present the solutions proposed until now
• to propose new solutions
• to provide intuition for further developments
This chapter is organized as follows. The channel model is described at first.
After that an introduction to OFDM will be made. System model used in the
thesis will follow that. Then the target problem will be explained. Finally, an
xiii
outline of the thesis will be given. The notation used throughout the thesis is
given below.
Notation: Upper-case(lower-case) bold face letters are used to denote matri-
ces (column vectors). (·)T and (·)H represent transpose and complex conjugate
transpose. We use the symbol .∗ to denote element-wise product and ./ to de-
note element-wise division. |·| indicates the absolute value. E(·) stands for the
statistical expectation. ∆(A) is a vector consisting of the diagonal of A. IN
denotes the N-by-N identity matrix, 0N denotes the N-by-1 zero vector and F
denotes the unitary DFT matrix. A(m,n) indicates the entry in the mth row
and nth column of A. A(:, n) (A(n, :)) is the nth column (row) of A. Finally,
A(p, n) denotes elements in the nth column whose row indexes are determined
by the elements of the vector p.
1.1 Wireless Channel Characteristics
There are different types of wireless channels depending on the application. The
channel models for space applications, underwater applications, broadcasting
applications, etc. are not the same. A drawing of the channel that we are dealing
with is given in Figure 1.11. The transmitted signal often does not directly reach
to the receiver. Many reflected copies of the original signal are received instead.
The delays, phases and powers of each reflected copy are random. The effects of
that model may be listed as:
• Inter-Symbol Interference(ISI): (Considering single carrier systems) In time
domain the symbol which is transmitted at time t1 overlaps with another
symbol which is sent at t2. This event is called ISI. The receiver has to
1Picture is taken from http://ecee.colorado.edu/ liue/picture/graph/multipath.jpg
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Figure 1.1: Multi-path Environment
somehow combine the received copies coherently which is not very simple,
because delays, amplitudes and phases of the copies change in time.
• Frequency Selectivity: This is the result of ISI in frequency domain. The
channel can be viewed as a natural FIR filter. Of course its frequency
response is not expected to be flat because of the randomness. If the
transmitted signal has a larger bandwidth than the coherence bandwidth
of the channel (the bandwidth where the channel’s frequency response can
be considered as flat), the spectrum of the received signal is corrupted.
• Fading: Reflected copies have different phases, so they may sum up de-
structively at the receiver antenna. That part of the signal may be lost
completely. This phenomenon is called in the literature as small scale fad-
ing.
• Time Selectivity: Since the receiver or transmitter moves, the amplitudes,
phases and delays of all copies change in time. In other words channel’s
response changes in time, so the transmitted signal is treated differently in
different time spans. For that reason Time Selectivity is viewed as the dual
of Frequency Selectivity.
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Figure 1.2: Variable spaced TDL Model
• Doppler Spread: The time selectivity of the channel creates an effect called
Doppler Spread. The spectrum of the transmitted signal is shifted and
squeezed (or broadened) when it reaches to the receiver. Only time selec-
tivity is enough for this effect, multi-path environment is not necessary.
In the literature many papers are published regarding the modeling of time
and frequency selective channels. The reader can find a good overview of the
suggested models and references in [1]. Time and frequency selectivity are mu-
tually related. However as many authors did, we will assume WSSUS model [2]
so that we can model these two selectivities independently for practical issues.
Let h(t, τl) be the response of the l
th path at time t whose delay is τl. As stated
above, this channel can be viewed as an analog filter like in Figure 1.2 ([3]). By
looking at the figure output can be expressed as r(t) =
∑L
l=1 h(t, τl)x(τ−τl) where
L is the total number of paths. However it is not easy to use this model, because
there may be a large number of paths and the delay of each path will most likely
not be an integer multiple of the system’s sampling frequency fs = T
−1
s . A more
useful model is using taps which are equally spaced in time([1]). This model
is pictured in Figure 1.3. Each tap is separated by a time difference equal to
sampling interval of the system, coefficients are again time-varying. The relation
between h(t, τl) and gi(t) can be found in [1].
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Figure 1.3: Equally spaced TDL Model
For the complex coefficients and delays in Figure 1.2 exponential power delay
profile is used in the literature. However in this thesis we used ITU’s models
which will be given later. With this model we complete the frequency selectivity
modeling. For the time selectivity, we have to choose a statistical behavior
for time varying complex coefficients. Based on WSSUS assumption the auto-
correlation function of h(t, τl)’s is given as
E [h(t1, τl1)h
∗(t2, τl2)] = Rh(t2 − t1, τl1)δ(τl2 − τl1) (1.1)
where δ(·) is the Dirac’s delta function. As stated earlier the autocorrelation
function is separable in time and delay [4] because of WSSUS assumption.
Rh(t2 − t1, τl1) = κt(t2 − t1)κl(τl1) (1.2)
where κl(τl1) is the multi-path intensity profile (defines the average power on l
th
path given in Figure 1.2) and κt(t2− t1) is time correlation function (defines the
time varying behavior of each tap coefficient). The Fourier transform of κt(t2−t1)
is called Doppler power spectrum κt(f). There are different spectrum models,
but we will use the classical time correlation function based on Jakes’ model that
is κt(t2 − t1) = J0(2pi(t2 − t1)fd) where J0(·) is the zeroth order Bessel function
of the first kind and fd is the maximum Doppler shift in the system. There are
various ways to simulate parameters having this statistical characteristics. We
used the sum-of-sinosoids(SOS) model of [5].
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1.2 OFDM Technology
The first OFDM structure was presented by Chang in 1966 [6]. Differently from
current systems, a group of sinusoidal generators were used. In 1971 using DFT
for transmission is proposed by [7]. The first modern OFDM was born then.
After that Cyclic Prefix OFDM became indispensable and widely used for Inter
Block Interference combating in multi-path channels. To mitigate channel nulls
in the frequency domain Coded OFDM is given in [8] at the expense of bandwidth
over-expansion. More recently another modification is proposed, Zero Padding
OFDM (ZP-OFDM ) [9]. Its advantages are better linearity, compensation of
channel nulls and same bandwidth characteristics with Cyclic Prefix OFDM. On
the other hand the complexity of the receiver increases.
By the nature of OFDM technique, the frequency selective channels become
flat channels. OFDM is widely used in the recent wireless standards because
of that. For example; in the eight release of 3GPP project, in the digital video
broadcasting standards DVB-S, DVB-S2, DVH-H and DVB-T, in wireless net-
work standards 802.11a to 802.16e (an introduction can be found in [10]), in high
speed wire-line transmissions like ADSL [11], etc.
We will give a brief description of Cyclic Prefix OFDM. Detailed information
can be obtained from [12]. Serially incoming bits from an information source are
first converted to a parallel block and modulated by conventional methods like
PSK or QAM modulation. Denote the modulated vector by s whose size is N
by 1. Then IFFT operation is performed over s:
x = FHNs (1.3)
In time domain a portion from the end of x is added to the beginning of that
vector.
xCP = [x(c : N)
T xT ]T (1.4)
xviii
where c is a design parameter. This operation is called Cyclic Prefix Insertion.
Assuming a flat channel with unit power, the receiver first removes the cyclic
prefix. Then N-point FFT operation is performed. The obtained symbol vector
is demodulated and converted to a serial bit-stream.
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1.3 System Model
In this section we will describe our baseband system model which is illustrated in
Figure 1.4. During the ith OFDM symbol period, P-modulated frequency domain
symbols si = [si(0) . . . si(0)]T are collected and converted to time domain signal
by IFFT operation
xi(n) =
1√
N
P−1∑
k=0
si(k)ej2pikn/N (1.5)
where N and P are the total number of sub-carriers and the number of active
sub-carriers respectively. Normally P < N because some of the sub-carriers are
not modulated and left for guard band. However for simplicity of notation we
will take P = N . After IFFT, a portion from the end of x is added to the
beginning of the time domain vector.
xCP = [x(c : N)
T xT ]T (1.6)
where c is a design parameter and should be chosen bigger than the inverse of
coherence bandwidth of the channel to get rid of ISI. Then xCP is sent through
the time varying noisy channel. We assume perfect timing and frequency syn-
chronization is performed. The received signal after removing cyclic prefix is
xx
expressed as:
ri(n) =
L−1∑
l=0
hi(n, l)xi(n− l) + wi(n) (1.7)
where hi(n, l)
def
= h(iN + i(N − c + 1) + n, l) is the response of lth path of the
channel at time n, L is the total number of paths and wi(n) is the white noise.
Defining H i(k, n) =
∑L−1
l=0 h
i(n, l) exp(−j2pilk/N), i.e. the frequency response of
the channel at time n, the received signal can be expressed as:
ri(n) =
1√
N
N−1∑
k=0
sikH
i(k, n)ej2pikn/N + wi(n) (1.8)
As it is seen the channel introduces a complex and time varying multiplier to
each sub-carrier. Some receiver structures use the above time domain signal for
equalization [13]. However we will use the frequency domain signal. Performing
FFT on ri gives:
yi(k) =
1√
N
N−1∑
k=0
ri(n)e−j2pikn/N (1.9)
Alternatively it can be expressed with its most famous form in the literature
yi(k) = si(k)Ai(k, k) + ICIi(k) + wi(k)
Ai(k, k) = 1
N
∑N−1
n=0 H
i(k, n)
ICIi(k) = 1
N
∑P−1
m=0,m6=k s
i(m)
∑N−1
n=0 H
i(m,n)ej2pi(m−k)n/N
wi(k) = 1√
N
∑N−1
k=0 w
i(n)e−j2pikn/N
(1.10)
The ICI i(k)’s represent the inter-carrier interference which is caused by the time
varying nature of the channel. One can observe that if the channel is not time
varying ICI i(k) = 0 since Hi will not depend on time index n and up to some
mobilities this interference can be neglected [14]. We also want to note that
Ai(k, k)’s are not equal if there are more than one resolvable paths, i.e, if it is a
frequency selective channel. The equations in (1.10) can be expressed in matrix
xxi
notation as
yi = Aisi + wi
yi = [yi(0) . . . yi(N − 1)]T
si = [si(0) . . . si(N − 1)]T
Ai(k,m) = 1
N
∑N−1
n=0 H
i(m,n)ej2pi(m−k)n/N
wi = [wi(0) . . . wi(N − 1)]T
(1.11)
Figure 1.5: Powers of diagonals
The superscript i will be dropped for simplicity in the remaining parts of the
thesis. ICI is a very important phenomenon in OFDM, thus it will be explained
in detail. The channel matrix A given in Eq. (1.11) is a diagonal matrix if
the channel is stationary during the transmission period. Thus the receiver
can simply divide the observation vector by the diagonal of the channel matrix
(one tap equalizer). However as the time variation (or mobility) of the channel
increases -which is measured by fDTSYM where fD is the maximum Doppler
frequency in the system and TSYM is the OFDM symbol duration- the matrix is
no longer diagonal. Fortunately it has a banded structure in that case which is
shown in Figure 1.6. The average powers of the main diagonal, super-diagonals
and sub-diagonals are given in Figure 1.5. The one in the center is the power of
the main diagonal, the one on the right is the power of the first super-diagonal
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Figure 1.6: Banded structure of channel matrix
and the one on the left is the power of the first sub-diagonal, the next ones belong
to second super and sub diagonals and so on. The spread of energy is clearly seen
from that figure. To describe ICI mathematically, assume only one sub-carrier
is modulated at the transmitter, the rest is left as zero. By using the Eq.( 1.11),
the observation vector at the receiver can be expressed as
y = A(:, K)s(K) + w (1.12)
where K is the index of modulated sub-carrier. Eq. (1.12) suggests that time
varying channel provides a frequency diversity. Not all elements in A(:, K) are
significant, so the insignificant elements can be disregarded for practical issues.
So we are left with a banded vector whose bandwidth depends on fDTSYM . Let
this bandwidth be Q diagonals and define p = [K − Q . . . K . . . K + Q]
(summations are in modulo-N). We can rewrite Eq.( 1.12) as
y(p) = A(p, K)s(K) + w(p) (1.13)
In other words the effect of the symbol at Kth sub-carrier can be seen at Q neigh-
boring sub-carriers providing a natural frequency diversity. However a problem
arises when all the sub-carriers are modulated, because the observation element
at the Kth index will then be a linear combination of 2Q+ 1 symbols plus white
noise. To benefit from diversity, this interference coming neighboring symbols
should be removed first which is not an easy task.
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1.4 Problem Description and State-of-The-Art
Solution
The problems of OFDM technoque can be listed as:
• Timing Synchronization
• Frequency Synchronization
• Peak to Average Power Ratio
• CSI(or Channel) Estimation
• Symbol Estimation (or Equalization)
We suggest the books [12], [15], [16] and [17] for further discussions of the
first three and continue with the remaining two problems. As the name implies
CSI estimation is extracting channel matrix A in Eq.( 1.11). However at high
mobilities and in multi-path environment there exists N(2Q+1) unknowns to be
estimated. But there are at most N equations even though the receiver knows
all transmitted symbols, so channel estimation becomes really difficult. Symbol
estimation (or equalization) is estimating the transmitted symbol vector from
the observation vector given the channel estimation. Channel estimation and
equalization can be done jointly and iteratively, i.e., first channel parameters are
estimated, then an equalization performed, after that a second channel estimation
can be done using the symbol estimates and a second equalization using the new
channel parameters and so on. In this thesis we will only focus on the equalization
problem and assume that a perfect channel estimation is available.
After defining the target problem, the solution is in fact obvious. One can
simply invert the channel matrix that is :
sˆ = A−1y = s + A−1w (1.14)
xxiv
which is a simple solution. However there is another problem in this case; com-
plexity. The complexity of matrix inversion is in the order of N3. N is at least
512 in current standards, so 512 ∗ 512 ∗ 512 is far from being realizable with
current technology. Based on this fact, the state-of-the-art solution is defined in
this thesis as the one that
• reaches the performance of PB2 which will be defined in the next chapter
• has a complexity less than or equal to N logN (which is the complexity of
FFT algorithm)
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1.5 Contributions of the Thesis
The equalization and channel estimation problems are considered jointly in most
of the papers. There are not many papers which only focus on equalization.
We collected many of the proposed equalizers and two methods which enhance
the performance of the equalizer, simulated them with real world scenarios and
compared the performances.
We performed simulations to show the properties that a good equalizer must
have. Then we provided intuitions to obtain or at least to get close to a state-
of-the-art algorithm.
We proposed two modifications to equalizers given in other papers. With the
first modification, the new equalizer got very close to state-of-the-art definition,
but only up to some mobilities. The second modification was proposed to an
equalizer which was the best of all at high mobilities. With our modification the
complexity was reduced and the performance did not change.
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1.6 Outline
In the second chapter we will first give a definition of simulation parameters.
Then the simulated equalizers will be presented in detail. Some simulations will
be done regarding the effect of mobility on OFDM. After that the performances
and complexities of the presented equalizers will be compared. At the end we
will give a summary of what is done and comment on the results obtained.
In the third chapter the two proposed modifications will be explained. Fol-
lowing that the simulations will be done with real world scenarios. Their perfor-
mances will be compared with the best of the algorithms given in chapter two.
Again a complexity comparison will be done. Finally some of the equalizers will
be suggested for use in real world systems.
In the fourth and the last chapter a summary of the thesis and the results
will be given. Then future work will be explained.
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Chapter 2
Algorithms In The Literature
In this chapter the simulation scenarios will be introduced at first. Next, the
existing solutions for equalization will be presented. After that simulations will
be done and finally the results will be interpreted.
2.1 Simulation Scenarios
Recall the system model given in Chapter 1. The equations describing the system
model were:
yi(k) = 1√
N
∑N−1
k=0 r
i(n)e−j2pikn/N
y = As + w
(2.1)
OFDM system parameters that were given in [18] are taken as the basis for our
study. Our modified parameters are given in Table 2.1.
We have given the channel model in the first chapter. Recall Eq. (1.2),
continuous time domain expression was given there for κt(t2 − t1). Since we
will work in discrete domain, we have to sample it with fs = T
−1
s :
κn(n2 − n1) = κt(n2Ts − n1Ts) = J0(2pi(n2 − n1)fd/fs) (2.2)
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Parameter Description Value
fc Carrier Frequency 2.5 GHz
BW Total bandwidth 2.5 MHz
NFFT No. of points in full FFT 256
fs Sampling frequency 2.8 MHz
∆f Subcarrier spacing 10.9375 kHz
TSYM = 1/∆f Symbol duration without cyclic prefix 91.43 us
CP Cyclic prefix length (fraction of T0 ) 1/8
NG No of guard band 1/8
carriers (fraction of NFFT )
Nf No of OFDM Symbols in a Frame 50
νD Doppler Speed 0km/h to 2360km/h
Table 2.1: Simulation Parameters
We used the SOS method of [3] to synthesize the coefficients having this statistics.
For the multi-path intensity profile κl(τl), we used ITU’s ’Modified Vehicular
Channel A’ parameters given in [18]. Those parameters are written in Table 2.2.
To model the channel with these parameters as in Figure 1.3, we used the method
in [1]. As stated previously we will assume that the channel state information is
perfectly available.
Path Index Modified Pedestrian B Modified Vehicular A
Power (dB) Delay (ns) Power (dB) Delay (ns)
1 -1.175 0 -3.1031 0
2 0 40 -0.4166 50
3 -0.1729 70 0 90
4 -0.2113 120 -1.0065 130
5 -0.2661 210 -1.4083 270
6 -0.3963 250 -1.4436 300
7 -4.32 290 -1.5443 390
8 -1.1608 350 -4.0437 420
9 -10.4232 780 -16.6369 670
10 -5.7198 830 -14.3955 750
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11 -3.4798 880 -4.9259 770
12 -4.1745 920 -16.516 800
13 -10.1101 1200 -9.2222 1040
14 -5.646 1250 -11.9058 1060
15 -10.0817 1310 -10.1378 1070
16 -9.4109 1350 -14.1861 1190
17 -13.9434 2290 -16.9901 1670
18 -9.1845 2350 -13.2515 1710
19 -5.5766 2380 -14.8881 1820
20 -7.6455 2400 -30.348 1840
21 -38.1923 3700 -19.5257 2480
22 -22.3097 3730 -19.0286 2500
23 -26.0472 3760 -38.1504 2540
24 -21.6155 3870 -20.7436 2620
Table 2.2: ITU Power Delay Profiles
The pedestrian profiles are used in low mobility cases while the vehicular are
used in high mobility cases which is given as 120km/h at most in Table 3 in
[18]. We also simulated unrealistic speeds in our simulations. Because as stated
previously the rate of change of channel is measured by fdTSYM , not just by the
speed. In other words the time variation corresponding to a speed of 1000km/h
with our parameters may occur with lower speeds in another system.
The following scenarios will be simulated with the given parameters above:
• The effect of energy spreading in time varying channels
• The performance comparison of equalizers under different channel condi-
tions
xxx
• The effect of performance enhancement methods
• Complexity comparison of some of the simulated equalizers.
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2.2 Description of the Simulated Algorithm(s)
The equalization algorithms that will be presented in this section can be divided
into four groups; high complexity block, low complexity block, high complex-
ity serial and low complexity serial. The term ’complexity’ is obvious. The
block equalizers estimate all the symbols in one shot. For example the one in
Eq. (1.14) was a block equalizer. In serial equalization at first a symbol is es-
timated, then the interference (remember equations (1.12) and (1.13)) resulting
from that symbol is removed from the observation vector. After that the next
symbol is estimated and its interference is removed and so on. Based on this
classification the existing solutions can be listed as:
+ high complexity block
• Classical MF, MMSE and LS methods as described in [13] (in short
MF, MMSE, LS).
+ low complexity block
• Equalization by LDL decomposition of [19] (in short LDL).
• Block decision feedback equalization of [20] (in short BDFE).
• Block Turbo Iterative equalizer of [21] (in short TB).
+ high complexity serial
• Serial MMSE equalizer of [22] (in short CAI).
+ low complexity serial
• Serial Turbo Iterative equalizer of [14] (in short TI).
Also we need a benchmark to compare those algorithms. We presented two
benchmarks in this section (in short PB1, PB2). Finally, we implemented two
performance enhancement methods. These are
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• Time domain windowing given in [20] and [14].
• Parallel interference cancellation given in [22].
Before going into details of the algorithms it will be useful to introduce a
parameter; Q. It will be used in most of the descriptions below. It is a measure of
bandwidth assumption (like the one in Eq. (1.13)), and is selected by dfdTSYMe+
1 as suggested in [14], where dxe is the ceiling operation(It was mostly 2 in our
simulations).
PB1 and PB2: We have to compare simulated equalizers with a per-
formance bound. A method to simulate a bound is given in [22]. Only one
sub-carrier is modulated in an OFDM symbol and matched filter type equalizer
is used at the receiver that is
sˆ(k) = aHy/(aHa) (2.3)
where k is the index of the modulated sub-carrier and a = A(:, k). This is not
a band-limited equalizer, i.e. using the whole observation vector. The low com-
plexity equalizers in this section make a bandwidth assumption, so we modified
the structure given in Eq. (2.3). We used a band-limited version and named it
PB2.
sˆ(k) = aHk yk/(a
H
k ak) (2.4)
where ak = A(k − Q : k + Q, k) and yk = y(k − Q : k + Q). So PB2 uses
only 2Q + 1 observation elements. To show the importance of energy spreading
in time varying channels we simulated another bound, PB1. PB1 uses only the
observation element that the transmitter modulated
sˆ(k) = AH(k, k)y(k)/ |A(k, k)|2 (2.5)
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MF, LS and MMSE: In [13], where those equalizers are given, the
equalization is performed in time domain. However we made equalization in fre-
quency domain with the same equations. The MF equalizer is a classic matched-
filter
sˆ = (AHy)./∆(AHA) (2.6)
This equalizer works best if AHA is a diagonal matrix, i.e., if the channel is not
or almost stationary during the transmission of OFDM symbol. Recall Eq. (1.11)
here. The linear structure leads to classical least square problem [23]. The LS
equalizer is given by
sˆ = (AHA)−1AHy (2.7)
The simulation results for MF and LS are not given because of their poor per-
formance and to reduce the complexity in the graphics. The last equalizer given
in [13] is MMSE. It is given by
sˆ = (AHA + σ2IN)
−1AHy (2.8)
where σ2 is the inverse of SNR.
CAI: The algorithm proposed by [22] serially equalizes the symbols. In
the previous section CAI was presented as a non-banded equalizer, actually it
is not. At the ICI cancellation stage all the symbols are used, however at the
equalization stage only 2Q+1 observation elements are used. It can be classified
as half-banded equalizer because of that.
For each sub-carrier, a sub-matrix is extracted from the channel matrix and
MMSE equalization is performed. Then interference to the other sub-carriers
are removed from the observation vector. The sub-carrier with the best re-
ceived power is selected as the starting point. This is done by ordering the
norm of the columns of the channel matrix. Let kth sub-carrier has the high-
est power and define ρk = [k −Q . . . k . . . k +Q] and mk = (A(ρk, :)AH(ρk, :
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) + σ2I2Q+1)
−1A(ρk, k). In the equalization stage
sˆ(k) = mHk y(ρk) (2.9)
is performed and in the interference removing stage the following operation is
done
y = y−A(:, k)sˆ(k) (2.10)
After completing the equalization of the whole sub-carriers, another iteration
could be started. But we did not do that, yet its performance was still very
good.
LDL: In [19] the MMSE equalizer is put into a banded form. The matrix
inversion in that structure is done by LDLH factorization. At the first step the
channel matrix is multiplied by a Toeplitz matrix T , B = T. ∗A. The elements
of the matrix T are all zero except the main diagonal, Q sub-diagonals and Q
super-diagonals (which are one). If we rewrite the equation for MMSE algorithm
with this new banded channel matrix, we get
sˆ = (BHB + σ2IN)
−1BHy (2.11)
Since M = (BHB + σ2IN) is a banded matrix with lower and upper bandwidth
2Q, it can be decomposed by LDLH factorization. Then the inversion is per-
formed by band forward and backward substitution. The pseudo code for the
factorization is given in Figure 2.1
BDFE: A block decision feedback equalizer is given in [20]. The structure
of BDFE is given in Figure 2.2. The feed-forward filter Ff and the feedback
filter FB are designed based on the MMSE approach of [24]. Like LDL, define
M = (BHB + σ2IN) where channel matrix B is A. ∗ T. Again M is factorized
as given in Figure 2.1. After that, the filters can be expressed as:
FB = L
H − IN (2.12)
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L = IN ;D =M. ∗ IN ;v = 0Nx1;
for j = 1 : N
m = max {1, j − 2Q} ;M = min {j + 2Q,N} ;
for i = m : j − 1
v(i) = L∗(j, i)D(i, i);
end
v(j) =M(j, j)− L(j,m : j − 1)v(m : j − 1);
D(j, j) = v(j);
L(j + 1 :M, j) = M(j+1:M,j)−L(j+1:M,m:j−1)v(m:j−1)v(j)
end
Figure 2.1: The pseudo code for LDLH factorization
Z - FF - ia˜- Slice aˆ-
ﬀFB
?
Figure 2.2: The structure of BDFE Equalizer
FF = D
−1L−1BH (2.13)
In the simulations the algorithm was iterated 5 times.
TI: A new turbo approach is suggested in [14]. In fact four types of methods
are described in that paper, however we have selected the serial iterative equalizer
which is also as good as the other methods. Other methods use the LLR info,
while the one that we chose does not. The equalizer is
fk = (AkA
H
k + σ
2I2Q+1)
−1ak (2.14)
sˆ(k) = s¯(k) + fHk (Y(k −Q : k +Q)−Aks¯(k − 2Q : k + 2Q)) (2.15)
where Ak = A(k−Q : k+Q, k−2Q : k+2Q), ak = A(k−Q : k+Q, k) and s¯(k)
is obtained by making hard-decision on sˆ(k). At the beginning of equalization
process, s¯ is initialized to 0N .
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TB: A block type equalizer is proposed based on turbo approach in [21].
The MMSE estimate of the OFDM symbol is given by
sˆ = m + GH(y−Bm) (2.16)
G = (BVBH + σ2IN)
−1BV (2.17)
where the channel matrix B is obtained by A.*T and T is a Toeplitz matrix
as defined in LDL, m(i) = E(sˆ(i)) and V =diag(v), v =Cov(sˆ(i), sˆ(i)). In the
second step the LLR values are calculated. Using the new LLR values the vectors
m and v are updated. In the simulations the algorithm was iterated 3 times.
WINDOWING: To squeeze ICI components into a few sub-carriers,
some windows are developed in [20] and [14]. The one in [14] is obtained by
defining a metric; SINR (signal to noise plus interference ratio). It is basically the
ratio of the energy in the desired bandwidth(within Q neighboring sub-carriers)
and the energy out of the band assuming windowing is performed. The resulting
maximization coefficients of SINR are
w = v(C. ∗R, (σ2 +
∑
l
κ2l (l))IN −C. ∗R) (2.18)
where v(B,C) denotes the principle generalized eigenvalue of the matrix pair
(B,C), R is the autocorrelation of the channel matrix whose elements are
R(r, c) = κn(r−c)
∑
l κ
2
l (l) and C(r, c) = sin(
pi
N
(2Q+1)(r−c))/(N sin( pi
N
(r−c))).
In [20] a similar method is applied by also adding another constraint. The
window coefficients are obtained in this case by
wq = v(F˜
H
(C. ∗R)F˜) (2.19)
w = F˜wq (2.20)
where C and R are as defined before and F˜ = [f−Q, . . . , f0, . . . , fQ], fi is the ith
column of the FFT matrix.
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After obtaining filters for a given channel, the windowing is performed in the
time domain
rw = w. ∗ r (2.21)
where r is the observation vector in the time domain. Windowing is a very low
complexity operation and squeezes ICI very well.
PIC: Parallel interference cancellation is suggested as a performance im-
proving method after equalizer in [22]. At first all ICI components are removed
from the observation vector using the symbol estimates and symbol estimation
is done like PB2.
yˆk = y(pk)−
∑N−1
m=0,m 6=k A(pk,m)sˆ(m)
sˆk = A(pk, k)
H yˆk/(A(pk, k)
HA(pk, k))
(2.22)
where pk = [k −Q . . . k . . . k +Q]. PIC method works well, on the other
hand its complexity is even more than some of the equalizers.
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2.3 Simulation Results
The simulation parameters and scenarios were given in Section 2.1. In this section
the simulation results will be given.
The effect of energy spreading in time varying channels: The simulations are
shown in Figures 2.3-2.5.
• In Figure 2.3 it is seen that PB2 outperforms PB1 and the performance
gap increases with the mobility. It was expected since PB2 uses all the
spread energy while PB1 does not (see Figure 1.5).
• In Figure 2.4 it is seen that the effect of natural frequency diversity. Because
of diversity PB2 performs better at high mobilities.
• In Figure 2.5 it is seen that the PB1 performs a little better than PB2.
It is because PB2 redundantly uses some sub-carriers that have no symbol
energy. As a result effective noise power increases.
These simulations provide insights about the features of a state-of-the-art equal-
izer.
The performance comparison of equalizers under different channel conditions:
The simulation results with the previously described algorithms are shown in
Figures 2.6-2.10.
• In Figures 2.7-2.9 we see that an error floor comprises in all equalizers.
It was being expected for the banded structures, because the neglected
components of the spread energy increase the noise level at all SNR’s. It
was not expected for MMSE equalizer. It seems that the noise enhancement
also increases with the mobility, because the non-banded serial equalizer
given in [13] does not have an error floor.
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Figure 2.3: SER vs SNR for PB1 and PB2 with 4QAM under ITU Mod. Veh.
A Channel
Figure 2.4: SER vs SNR for PB1 and PB2
xl
Figure 2.5: SER vs SNR for PB1 and PB2
• Unlike PB2, the frequency diversity adversely affected the performances. In
serial equalizers, wrong symbol estimates increase the interference power
as the mobility increases. Block equalizers have the noise enhancement
problem which grows with the mobility as stated above.
• Serial equalizers outperformed the block equalizers. This shows that the
noise enhancement problem of block equalizers is more destructive than
the increase of interference power resulting from wrong symbol estimates
in serial equalizers.
• Compare the serial equalizer TI and the block equalizer MMSE with 4QAM
and 16QAM modulations. TI is better with 4QAM while MMSE is as good
as TI with 16 QAM. The reason is that the serial equalizers use the symbol
estimates to remove ICI and the probability of wrong decision increases at
the higher order modulations.
• The importance of ICI removal is clearly seen from the Figure 2.10. Even
TI, which has the best performance, cannot perform as well as PB1 which
uses only the main diagonal of the channel matrix.
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Figure 2.6: SER vs SNR for implemented algorithms for v=0km/h
Figure 2.7: SER vs SNR for implemented algorithms for v=236km/h
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Figure 2.8: SER vs SNR for implemented algorithms for v=944km/h
Figure 2.9: SER vs SNR for implemented algorithms for v=2360km/h
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Figure 2.10: SER vs SNR for TI, PB1 and PB2 with 4QAM under ITU Mod.
Veh. Channel
The effect of performance enhancement methods: First, PIC will be given.
Because of its high complexity, PIC is not investigated in detail. Only one
simulation is done which is given in Figure 2.11.
Figure 2.11: SER vs SNR with parallel interference calculation after CAI
The aim of windowing is to squeeze the spread energy into a few sub-carriers.
This is shown in Figure 2.12. In the figure, the lines at the first index are the
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average powers of main diagonal of the channel matrix, the next ones are the
powers of the first super-diagonals and so on.
In Figure 2.13 the effect of windowing on LDL’s performance is simulated.
As it is seen windowing provides a good performance improvement for LDL. In
Figure 2.14, the effect of windowing on TI ’s performance is shown. Unlike LDL,
the performance degraded. This implies that interference power enhancement
due to wrong symbol estimates dominate the gain coming from the ICI squeezing.
Figure 2.12: Average power of the main diagonal and the next 9 super diagonals
Figure 2.13: SER vs SNR with windowing of LDL
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Figure 2.14: SER vs SNR with windowing of TI
Complexity comparison of some of the simulated equalizers: We will compare
the complexities of the algorithms in terms of complex multiplications (CM) and
divisions (CD) since they are the most costly operations in hardware. CD is even
more difficult than CM, because there are no dedicated circuits that can perform
division. The number of CD dominates the overall complexity because of that
reason.
The complexity equations are given in Table 2.3 and in Figure 2.15 with
respect to Q and normalized with the number of sub-carriers. The complexity
equations of the first two rows are taken from [20] and [19] and modified for
reduced number of CD. To calculate the complexity of TB again the same equa-
tions are used. The complexity of TI is calculated by assuming the inversion
involved in TI is done according to method given in [22]. Neglecting the ini-
tial inversion, 20Q2 + 10Q + 2 CM and 2 CD per sub-carrier are required for
the inversion, 8Q2 + 6Q + 1 CM per sub-carrier are required for the rest of the
method.
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Equalizer No of CM No of CD Extras
BDFE 4Q2 + 14Q+ 2 2 noise power estimation
LDL 4Q2 + 14Q+ 2 2 noise power estimation
TI 28Q2 + 16Q+ 3 2 noise power estimation
TB 8Q2 + 16Q+ 5 4 square rooting + noise power estimation
MF 4Q2 + 6 + 2 1 None
MMSE More than N2 noise power estimation
LS More than N2 None
CAI More than N noise power estimation
Table 2.3: Complexity equations of algorithms
Figure 2.15: The normalized complexity comparison of some algorithms
2.4 Chapter Summary
At first a simulation was done with PB1 and PB2 to show the importance
of using the power on the neighboring sub-carriers. PB2 outperformed PB1,
because PB2 uses more energy than PB1. It is also shown by a simulation that
the ICI creates a natural frequency diversity as the mobility increases. For that
reason PB2 performs better at high mobilities.
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The serial equalizers TI and CAI outperformed the block equalizers. Also
even the non-banded MMSE has an error floor at high mobilities, but the non-
banded serial equalizer given in [13] does not. These results show that the noise
enhancement problem of block equalizers is more destructive than the increase
of interference power resulting from wrong symbol estimates in serial equalizers.
Windowing provides an improvement for the block equalizers, however the result
is still not as good as serial equalizers. The serial equalizers do not benefit from
windowing, because interference power enhancement due to wrong symbol esti-
mates dominates the gain coming from the ICI squeezing. Another drawback of
serial ICI cancellation is that the interference power will grow with the modu-
lation order, because the number of wrong symbol estimates will increase. This
fact is corrected by comparing the performances of MMSE and TI with 4QAM
and 16 QAM.
To show the importance of ICI cancellation, a simulation is done with PB1,
PB2 and TI. It is observed that even TI cannot perform as well as PB1, which
uses only the main diagonal of the channel matrix. The error floor at high SNR
values also prove this. For the banded equalizers, the unremoved/unused ICI
energy create a noise floor, which becomes effective at high SNRs.
Based on the simulations and the discussion above we can say that a good
equalizer should
• use the spread energy on the neighboring sub-carriers
• employ serial equalization
• employ a state-of-the-art ICI cancellation method
In terms of complexity the best one is MF. However its mobility range is very
limited. At the mobilities where the performance of MF is not enough, LDL can
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be used since it has the second lowest complexity and does not require iterations.
After a limit TI is the only choice because of its performance and complexity.
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Chapter 3
Proposed Modifications
Existing equalizers were presented in the second chapter. Based on the perfor-
mance and complexity results, there was no state-of-the-art solution. In this
chapter two modifications will be proposed. It will be shown by simulations
that one of them is the closest one to a state-of-the-art solution within certain
mobilities. The other modification will be proposed to TI, which was the best
equalizer among the existing low complexity solutions in terms of performance.
The proposed modification will decrease the complexity without any performance
degradation.
3.1 Description of Proposed Modifications
The names of the modified algorithms are given below.
• Modified parallel interference cancellation (in short MPIC)
• Modified serial turbo equalization (in short MTI)
l
MPIC: This is a modified version of the parallel interference cancellation
method given in Eq.( 2.22). Equalization is performed serially. After going
through all sub-carriers, a new iteration is started. At the beginning the sub-
carrier which has the best SNR is found by ordering the absolute value of the
diagonal of channel matrix. Equalization process is started from that sub-carrier
and then moved forward or backward. Assume Kth sub-carrier has the best
SNR. The next steps for the ith iteration are summarized in Figure 3.1(MATLAB
notation used).
for k =mod(K + (0 : N − 1), N)
p1 =mod([k −Q . . . k +Q], N)
p2 =mod([k − 4Q . . . k + 4Q], N)
ak = A(p1, k)
%equalization step
Y(p2) = Y(p2) + sˆ(k)A(p2, k)
s˜(k) = (aHk Y(p1))/(a
H
k ak)
%ici cancellation
sˆ(k) =Slicer(s˜(k))
Y(p2) = Y(p2)− sˆ(k)A(p2, k)
end
Figure 3.1: The pseudo code for MPIC
Before the first iteration sˆ is initialized to 0N . Four iterations were done in the
simulations.
MTI: This is a modified version of serial turbo equalization method TI. In
TI algorithm, equalization and ICI cancellation is done by one equation given
which is given in (2.15). We separated these two and used the same method
in MPIC. The process for the ith iteration is given in Figure 3.2 (MATLAB
notation used). 3 iterations were done in the simulations. The complexity gain
comes from the ICI removing mechanism. In TI, redundant multiplications are
done to remove ICI for each sub-carrier.
The scenarios that will be simulated in the next section are described below:
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for k =mod(K + (0 : N − 1), N)
p1 =mod([k −Q . . . k +Q], N)
p2 =mod([k − 2Q . . . k + 2Q], N)
ak = A(p1, k)
Ak = A(p1,p2)
%equalization step
Y(p2) = Y(p2) + sˆ(k)A(p2, k)
fk = (AkAHk + σ
2I2Q+1)−1ak
s˜k = fHk Y(p1)
%ici cancellation
sˆ(k) =Slicer(s˜(k))
Y(p2) = Y(p2)− sˆ(k)A(p2, k)
end
Figure 3.2: The pseudo code for MTI
• The performance comparison of TI, MPIC, MTI and PB2.
• The performances of TI, MPIC and MTI with different parameters.
• Complexity comparison of algorithms
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3.2 Simulations and Comments
The primary objective of the simulations in this section is to suggest an equal-
ization method for use in current systems.
The performance comparison of equalizers: In Figures 3.3-3.6 the perfor-
mances of TI, MPIC, MTI and PB2 are compared. Until 120km/h they perform
close to each other (The mobility at 120km/h meets the mobility requirements
of WiMAX). After that speed, MPIC falls behind the others. The remaining
two, TI and MTI, are better than MPIC at high mobilities. MPIC ignores ICI
in the first iteration, that is why it has a bad performance at high mobilities.
Figure 3.3: SER vs SNR for v=30km/h
The performances of selected and proposed algorithms with different param-
eters: In Figures 3.7-3.9 the performances of TI, MPIC and MTI are shown
separately. The individual effects of some parameters on the equalizer perfor-
mances are investigated. The normal stands for the default parameters. For
example the default parameters of TI are: Q = 2, 3 iterations and no window-
ing.
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Figure 3.4: SER vs SNR for v=120km/h
Figure 3.5: SER vs SNR for v=944km/h
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Figure 3.6: SER vs SNR for v=2360km/h
In chapter two, it was seen that windowing degraded the performance of TI.
The same degradation occurred for MTI and MPIC. The explanation of the
degradation for TI was given in the second chapter which is valid for MTI. For
MPIC the reason is a bit different. In the first iteration MPIC assumes that
there is no ICI. However the ICI power increases within the band of interest after
windowing. Neglecting this power terribly effects performance.
Fortunately the number of iterations does not enhance the performance of
any of the three. However the increase of band-width of the equalizers does.
More energy is used for equalization and more ICI cancellation is done, so the
performance increase is normal.
Complexity comparison of algorithms: As in the previous chapter the com-
plexities will be given in terms of complex multiplications and divisions. The
complexity of MPIC is obvious. While calculating the complexity of MTI, we
assumed that the inversion operation is done according to the procedure given
in [22] which requires 20Q2 + 10Q + 2 CM and 2 CD per sub-carrier. For the
rest of the method only 4Q+ 1 CM per sub-carrier are needed.
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Figure 3.7: The effect of some parameters on MPIC equalizer
Figure 3.8: The effect of some parameters on MTI equalizer
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Figure 3.9: The effect of some parameters on TI equalizer
Figure 3.10: The normalized complexity comparison of some algorithms
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Equalizer No of CM No of CD Extras
BDFE 4Q2 + 14Q+ 2 2 noise power estimation
LDL 4Q2 + 14Q+ 2 2 noise power estimation
TI 28Q2 + 16Q+ 3 2 noise power estimation
TB 8Q2 + 16Q+ 5 4 square root + noise pow. est.
MF 4Q2 + 6 + 2 1 None
MMSE More than N2 noise power estimation
LS More than N2 None
CAI More than N noise power estimation
MPIC 11Q+ 3 1 None
MTI 20Q2 + 14Q+ 3 2 noise power estimation
Table 3.1: Complexity equations of algorithms
3.3 Chapter Summary
The primary objective of this chapter was to present a state-of-the-art equal-
izer. Up to speeds of 120km/h, at which the mobility meets the requirements of
WiMAX, MPIC method is the closest of all to a state-of-the-art solution. The
complexity of MPIC is at least 2 times better than the least complex algorithm
(neglecting MF ). However its performance is not good at high mobilities, because
in the first iteration MPIC ignores the ICI. On the other hand the increase of
bandwidth assumption of the channel matrix enhances the performance, because
the energy, that is used for equalization, and the ICI power, that is removed from
the observation vector, also increases.
The modification to MTI reduced the complexity of TI at least 25 percent
without any performance degradation. Even though the complexity of MTI is
still higher than the other low complexity methods. The increase of bandwidth
assumption of the channel matrix improves the performance as with MPIC. For-
tunately the number of iterations does not provide any enhancement.
Finally, based on the performances and complexities we suggest the following
algorithms
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• MF at low mobilities
• MPIC where MF starts to fail
• MTI where MPIC starts to fail
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Chapter 4
Summary and Future Work
The objectives of this thesis were given in the first chapter as
• to investigate the effects of time variation of the channel on OFDM
• to present the existing solutions
• to propose new solutions
• to provide intuition for further developments
The discussions about these objectives will be given in the following paragraphs.
The intercarrier interference, which is a result of time variation of the channel,
was introduced in the first chapter. In the second chapter, some simulations
were done about the effects of ICI on an OFDM system. Basically ICI is the
loss of the orthogonality of the subcarriers within an OFDM symbol. In other
words the channel matrix that is given in Eq.(1.11) becomes a non-diagonal
matrix. The energy of the main diagonal spreads over the neigboring super-
diagonals and sub-diagonals. Intuitively all the spread energy should be used
for a good performance. The simulation that was given in Figure 2.3 proved
that intuition. Also it was stated that the energy spreading could be viewed as
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a natural frequency diversity which improves the performance. The simulation
that was given in Figure 2.4 proved that it was true. On the other hand it was
observed by the simulations of the existing equalization algorithms that frequency
diversity did not work when all the sub-carriers were modulated, because the ICI
components could not be removed perfectly.
The existing solutions proposed in the literature were presented and simulated
in the second chapter. The primary objective of implementing many equalizers
was to find a state-of-the-art algorithm. The state-of-the-art definition according
to this thesis was given in the first chapter. A state-of-the-art solution should
have
• the performance of PB2.
• a complexity less than N logN which is the complexity of FFT algorithm.
In terms of complexity only the MF equalizer was a state-of-the-art method,
whose mobility was very limited. In terms of performance the best ones were
TI, CAI and MMSE, but again they could not perform as well as PB2 after
some mobilities. The complexities of CAI and MMSE were too high and the
complexity of TI was the largest one among the remaining ones. In other words
there was no state-of-the-art solution in the literature.
In the third chapter the proposed modifications were presented. Some of the
algorithms given in the second chapter were close to a state-of-the-art solution.
However the MPIC, which was obtained by modifying PIC, became the closest
of all in terms of complexity. MPIC ’s complexity was at least two times better
than the least complex algorithm (neglecting MF ). Also the noise power estima-
tion was not required, while the other candidates did. On the other hand the
mobility range was again limited. After some mobilities MPIC fell behind the
PB2. Fortunately this mobility limit met the mobility requirements of WiMAX.
The second modification was proposed to TI. As explained above, in terms of
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performance it was the best candidate at high mobilities for a state-of-the-art
solution. Its complexity was reduced by at least 25 percent and the performance
remained the same with the proposed modification. Nevertheless the resulting
complexity was still the largest one among the remaining low complexity solu-
tions. In conclusion the state-of-the-art could not be achieved, but still there
were low complexity solutions which were realizable. Based on the performance
and complexity results given in the second and third chapter, the following algo-
rithms were suggested for use in current systems:
• MF at low mobilities
• MPIC where MF starts to fail (bandwidth of the equalizer can be increased
for better performance)
• MTI where MPIC starts to fail (bandwidth of the equalizer can be in-
creased for better performance)
The final objective was to provide guidelines for a state-of-the-art solution.
From simulations of PB1 and PB2 in the second chapter it was deduced that the
spread energy should be used. This result was also corrected by the simulations
in the third chapter, because the increase of bandwidth assumption of the channel
matrix improved the performances of TI, MTI and MPIC. A second property
was obtained from the simulations of the existing equalizers. It was observed
that serial equalizers outperformed block equalizers ([13]). This implied that the
noise enhancement problem of block equalizers was more destructive than the
increase of interference power resulting from wrong symbol estimates in serial
equalizers. Thirdly, even if serial equalization was much better, there was another
problem for serial ICI cancellation. Since the estimates were used, at higher order
modulations the ICI cancellation would become worse because of the increase of
the number of wrong decisions. The comparison of the performances of TI and
MMSE with 4QAM and 16QAM verified this claim. Finally the performances of
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TI, PB1 and PB2 were compared. PB1, which does not use the spread energy,
outperformed TI at high mobilities even though TI uses the spread energy. The
imperfect ICI cancellation was the cause of that. It was concluded that a state-
of-the-art ICI cancellation should be found. Windowing was offered for that
reason, however it enhanced only the performance of block equalizers, because
the interference power enhancement of serial equalizers due to increase of the
number of wrong symbol estimates dominated the gain coming from the ICI
squeezing.
Based on the discussions above it can be said that a state-of-the-art equalizer
should
• use the spread energy on the neighboring sub-carriers
• perform serial equalization
• cancel ICI
• use a state-of-the-art ICI cancellation, the existing methods have drawbacks
We think that there is no need to search for new equalizers. The major
problem is ICI cancellation. As seen in PB1 example, even the energy on the
main diagonal is enough for good performances at high mobilities. Unless a state-
of-the-art ICI cancellation is found, using OFDM at high mobilities is impossible
with SISO configuration. For that reason one of our future work will be about
the state-of-the-art ICI cancellation. Even though diversity methods are used,
a state-of-the-art ICI cancellation will increase the performance further. Two
techniques can be given here as an example. In [25] a self cancellation method is
proposed while reducing the data rate by half. In [26] pulse shaping is employed
at the transmitter at a cost of complexity.
Another important problem is channel estimation. In fact finding a low com-
plexity channel estimation is a more difficult problem. Also the performance of
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the channel estimator and equalizer will rely on each other. In the future work
the equalizer structures given in this thesis will be tested with a channel esti-
mator. Then a jointly state-of-the-art channel estimator and equalizer will be
investigated based on the results.
lxiv
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