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Abstract
With the increasing importance of high dynamic range (HDR) imaging and low availability of HDR
displays, HDR cameras the need for efficient tone mapping, De-ghosting techniques is very crucial.
However the tone mapping operators, De-Ghosting tend to introduce distortions in the HDR images,
thus making it visually unpleasant in normal displays. Subjective evaluation of images is important
for rating these algorithms as the users should be able to visualize the complete details present in both
the brightly and poorly illuminated regions of the scene. To facilitate a systematic subjective study
we have created a database of HDR images tone mapped, De-Ghosted using popular algorithms.
We conducted a subjective study of the tone mapped images, computed objective scores by using
some of the state-of-the-art no-reference low dynamic range image quality assessment algorithms
and evaluated their performance. We show that a moderate and low correlation between objective
and subjective scores indicates the need for the consideration of human perception in rating tone
mapping operators and De-Ghosting algorithms.
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Chapter 1
Introduction
High dynamic range (HDR) images have diverse applications ranging from remote sensing, global
illumination, image based modeling, to virtual reality. HDR image can be captured by using specially
manufactured HDR camera or by fusion of multiple HDR images. HDR imaging is gaining popularity
even in high end mobile devices because of the ease in the generation using multi-exposure images
and the amount of scene details depicted with higher contrast. These images have very high contrast
in both brightly and poorly illuminated regions of the scene. The special displays for viewing the
HDR images are very expensive and consume a lot of power and space. HDR images cannot be
displayed on popularly used LDR displays. Hence, we require algorithms to convert HDR images
to LDR images for display purposes. This process of converting HDR images to LDR images is
called tone mapping or tone reproduction. The operator which performs this task is known as a
tone mapping operator (TMO). For reproduction of natural scenes, visual models inspired by human
visual system (HVS) are used for tone mapping. The state-of-the-art tone mapping techniques are
reviewed in the books - [1] and [2]. The HDR image has a significance if we can render these images
on LDR displays. The LDR representation of the HDR image which can be used by mostly used
devices is the final step of any algorithm. So the HDR image generation itself has no importance. The
algorithms might directly go to the LDR generation step without involving the generation of HDR.
So while formulating algorithms to formulate a HDR image by using multiple LDR image fusion we
can eliminate the HDR generation step directly. The generation of HDR image by using multiple
LDR images assumes the scene to be static. The real world applications of HDR image include alot
dynamic scenes with a lot of scene changes and camera motion. This causes unnatural artifacts
called as GHOSTs. These are the replicated content present in the output of the algorithms. These
GHOSTs causes reduction of scene details and affect the perception of the humans. The algorithms
which improve the visual details by using multiple LDR image fusion and minimize the GHOSTs
generated are called as De-Ghosting algorithms. The evaluation of these De-Ghosted images is
required to find the performance of De-Ghosting algorithms and report the best working parameters
for the construction of De-Ghosting algorithms and Objective algorithms to evaluate the performance
of these De-Ghosting algorithms.
The contrast in real world scenes and in the captured images using common digital cameras differ
a lot. Typical natural scenes have very high contrast based on their illumination but due to limited
sensor well capacity and limited bit depth of images, we cannot capture the entire dynamic range
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of the natural scene. The pixel values of HDR images are modified by a tone mapping operator
in such a way that the local contrast variations look realistic and rich with details. However, this
process may introduce different types of distortions. Different tone mapping operators affect the
HDR images differently such as altering the maximum luminance value, gradients, edges, etc.
There is a need for evaluating these tone mapped images on the basis of distortions present in
them which affect the human perception. A majority of the current state-of-the-art objective quality
assessment algorithms consider gray scale images that do not include colour tone mapped images.
This creates a need for perceptually better method for measuring colour information. The current
state-of-the-art full reference dynamic range independent metric uses contrast as the main metric
to find objective quality score [3]. However, this metric does not consider the effect of contrast
modification on human perception for given scene statistics. This calls for a perceptually motivated
quality assessment algorithm. This motivates the use of a subjective quality assessment which can
direct the tone mapping operators to be adapted based on contents of the scene. The subjective
ratings specify the human response to contrast modifications for a particular scene. This provides a
ground truth for objective evaluation scores to match the corresponding subjective scores. The tone
mapping operator optimisaton algorithm [4] showed the significance of considering human perception
in tone mapping and validated their results by using subjective evaluation. This motivates the
need for subjective evaluation and its consideration in evaluating the performance of tone mapping
operators.
Figure 1.1: Ashikhmin TMO[5]
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Figure 1.2: Banterle TMO [6]
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Chapter 2
Subjective Evaluation of
Tone-Mapping Algorithms
We selected a set of 44 HDR images of natural scenes a wide dynamic range gathered from various
sources in Radiance RGBE (.hdr) format. In this subjective study, instead of using 44 images which
would be a strenuous task, we selected 20 with a good spread of contrast values. The database
of tone mapped images is constructed using 21 state-of-the-art tone mapping operators that are
reviewed in [1]. This leads to the generation of 420 LDR images. A total of 21 users consisting of
19 male and 2 female between 20-40 years of age gave ratings. We did not show the reference HDR
image to the subjects while rating was being done.
2.1 Soting and Database
The contrast of an image is the ratio of maximum luminance to the minimum luminance values
represented in the CIE-Lab space. Dynamic range D of an image can be computed as:
D = 20 log10
(
Lmax
(Lmin + c)
)
. (2.1)
The constant added in the denominator c is 0 for nonzero values of Lmin and 10
−6 for zero minimum
luminance images. Experimentally we observed that, there are significant number of pixels in all the
HDR images with luminance value less than 10−6 in the zero minimum luminance condition. We
found the dynamic range for the entire set of 44 HDR images with values ranging from 39.9110dB to
159.99dB. Based on the values of dynamic range we sorted these images into three categories namely
high dynamic range images, medium dynamic range images, low dynamic range images. Then we
randomly selected equal number of images from each category and formed a set of 20 images which
had a wide spread of contrast values. These set of images thus had different illumination conditions,
varying content and textures. We used 21 tone mapping operators, [5], [6] [7], [8], [9], [10], [11],
[12], [13], [14], [15], [16], [17], [18], [19], [20], [21] [22], with default input parameters. This choice of
parameters has been reported in literature to produce the best tone mapping result for a particular
operator. Thus, a total of 420 tone mapped images were created from 20 HDR images.
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Figure 2.1: Graphical User Interface.
2.2 Experimental Setup
The evaluation was conducted in a laboratory on a computer with 55.88 cm LCD ACER monitor
running Windows 7 operating system. The screen was set to resolution of 1366 × 768.The images
have maximum and minimum vertical resolution of 2272, 525 and horizontal resolution of 2272, 768.
We used MATLAB 2013b for creating graphical user interface. The subjects viewed the images on
the monitor from a distance of 75 cm. The brightness of the display was set to be the maximum
possible brightness in Window 7 system.
Every subject rated 420 images. For convenience, we created a user interface as specified in [23],
which was simple and easy to use. We used a continuous scale from 0-5, 0 for minimum rating and
5 for maximum rating. We used a vertical slider at the right end of the monitor ranging from 0 to
5 as shown in Fig.2.1. With one mouse click we can slide the slider to the required rating position.
To go to the next image, the subject had to touch/click on the image. The maximum rating and
corresponding slider position were mentioned at the top right corner of the GUI. For giving maximum
rating and going to the next image the subject had to double tap on the image window. For each
user, it took an average of 30 minutes to evaluate which is an acceptable period before pausing the
subjective evaluation process according to [23]. So, each subject completed evaluation in a single
time window. The images were randomly permuted for each user before showing the set of images
to the subjects. To avoid hysteresis we randomized the sequence of images for each subject.
2.3 Removal of Outliers
The process of evaluating 420 images is a very difficult and time consuming task. The subjects have
the possibility of losing concentration or sliding the rating incorrectly. These ratings should not be
considered while finding the mean subjective scores for each image. The subjects with large number
of incorrect ratings should be discarded. We followed regulations specified in [23] for eliminating
bad subjects and discarding any outliers.
According to the procedure followed in [23], the subject can be accepted if he/she has 95 percent
or more in acceptable range. The acceptable range depends upon the distribution of the ratings.
First we determined if the ratings follow normal distribution by observing the variance and kurtosis
of the subjective ratings. Then the equations below specified in [23] gives the acceptable range
meani ≥ ui ± C × V arfor accepting the rating of an user for an image. The parameter C will be
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selected by finding the distribution of the subjective scores.
movx =
N∑
i=1
(ui − ui)
N
, β2 =
mov4
(mov2)2
When we applied the above algorithm 111 ratings out of 8820 ratings given by 21 different
subjects were marked as incorrect ratings. 3 users had zero errors. The maximum number of errors
were 20. According to the above specified recommendation the maximum acceptable errors are 21
which is 5% of total number of 420 images. So all the 21 subject ratings were considered to be valid.
While calculating the mean behaviour of the subjects for all the 420 image set, these 111 incorrect
observations were not considered.
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Chapter 3
Objective evaluation of
Tone-Mapping Algorithms
3.1 Selection of Objective Metric
All the subjective scores were obtained in the range 0-5. 5 corresponds to best image with low
perceivable distortions and 0 corresponds to the worst image with a lot of visible distortions. The
slider will give the values with an accuracy of 6 decimal places. We tabulated three of the most and
least correlating TMOs in Table.3.1. The Fig.3.1, Fig.3.2, Fig.3.3, Fig.3.5 show the scatter plots of
subjective scores with NIQE, no-reference, and full reference objective metric scores respectively. The
subjective scores given for ReinhardTMO were the best mean score of 0.5247. WardGlobalTMO was
given the lowest subjective rating 1.6436. Since this study involved only LDR images, we computed
only the Mean Opinion Score (not DMOS). The mean subjective scores which were in range 1.6 to
3.6 suggesting that the tone mapping operators are failing for some of the images and not producing
perceptually best images. As we included a large variety of illuminations and natural scenes, the
mean scores given were in the order of 3. This provides an opportunity to verify which tone mapping
operators are working well for the type of illumination and scene.
3.2 Objective Scores
Figure 3.1: Scatter plot of subjective scores and NIQE.
We used state-of-the-art no-reference objective quality metrics QAC [24], SBIQE [25], NIQE [26],
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TMO Subjective PSNR FSIM QAC SBIQE NIQE PSNRCC FSIMCC QACCC SBIQCC NIQECC
KimKautzConsistentTMO 3.6832 5.3548 2.8465 3.4998 3.2127 4.2585 0.2927 0.2496 0.1323 0.3399 0.2962
ReinhardTMO 3.5247 6.6529 2.9493 3.4476 3.0984 4.2573 0.33332 0.2857 0.0331 0.1714 0.3729
LischinskiTMO 3.4748 6.5881 2.7859 3.4741 3.3314 4.2614 0.2717 0.1714 0.2286 0.2135 0.3609
WardGlobalTMO 1.6436 10.5537 4.2058 2.5781 2.1389 4.2102 0.3315 0.5172 0.5398 0.6602 0.5984
TumblinRushmeierTMO 1.7776 8.8751 4.0185 3.1068 2.4767 4.24823 0.3884 0.5308 0.1729 0.5143 0.4135
NormalizeTMO 1.8443 9.3288 3.9996 2.5688 2.0817 4.2065 0.3597 0.6647 0.6226 0.5444 0.4677
Table 3.1: Correlation with Objective scores.
Algorithm Subject1 Subject2 Subject3 Subject4 Subject5 Subject6 Subject7 Subject8 Subject9 mean
QAC LCC 0.2024 0.3344 0.3184 0.1862 0.3517 0.4129 0.3770 0.5761 0.2652 0.6008
SBIQA LCC 0.2421 0.3764 0.3773 0.1386 0.3271 0.4057 0.3595 0.5503 0.2592 0.5336
NIQE LCC 0.0094 0.1586 0.1577 0.0763 0.1532 0.2069 0.1395 0.1794 0.0229 0.2054
FSIM LCC 0.3158 0.4753 0.4256 0.1803 0.4109 0.5325 0.4032 0.6544 0.2645 0.6973
Table 3.2: Subjective scores correlation with QAC, SBIQE, NIQE, and FSIM.
full reference objective quality metrics FSIM [27] and PSNR for objective evaluation. The objective
scores were in the range of 2 to 4.3. NIQE produced quality scores between 4.18 and 4.27. The
QAC produced scores between 2.5 and 3.6. The SBIQE produced scores between 2 and 3.8. NIQE
scores showed very little variations around 4.2. QAC and SBIQE lead to scores similar to the range
of subjective scores with equal amount of spread.
Figure 3.2: SBIQE
FSIM considers structural similarity between the images. In our experiment we have seen that the
maximum mean objective score produced by FSIM was 3.9676 for FerwerdaTMO. But the subjective
mean opinion score for FerwerdaTMO is 1.8786 which was one of the least mean opinion scores given
by the subjects. This suggests that structural similarity was not that important to subjects within
an acceptable range.The FSIM also compared well for other TMOs. This suggests that there is a
need for learning the human behaviour to certain changes in structure of the tone mapped images,
to rate that change good or bad where the subjective ratings are quite significant.
PSNR is a full reference metric which considers the mean squared error between reference and
test image as a metric for objective evaluation. The maximum PSNR value which implies minimum
mean squared error(MSE) was 12.0601 for LogarithmicTMO. But the mean subjective score for this
TMO (2.0214) was one of the least subjective scores. ExponentialTMO(least PSNR 0.9111) had
MOS score of 2.6751 which was not the least. The mean correlation of PSNR for all the TMOs on
the entire database was 0.2915. We can infer that MSE does not play an important role in evaluating
the TMOs.
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Figure 3.3: QAC
s
Figure 3.4: FSIM
3.3 Conclusions of Subjective and Objective Evaluation of
Tone-Mapping Algorithms
3.3.1 Objective Evaluation
Table3.2 includes objective score correlation coefficients with nine subjects and the MOS values.
Fig.3.6 shows the mean correlations of the 21 TMO subjective scores with their respective objective
scores. The no-reference objective quality assessment metric QAC lead to highest correlation (0.6)
with the subjective scores which is the best after the full reference FSIM. It was giving highest
correlation of 0.8131 for the set AshikhminTMO and lowest correlated with BanterleTMO with
correlation coefficient of 0.0125. AshikhminTMO was given ratings with mean subjective score of
3.4 which was one of the high subjective scores but not the best. But the main observation was the
QAC was least correlated with the best KimKautzConsistentTMO which has highest mean opinion
score of 3.7 having a correlation coefficient of 0.1. This suggests that the modifications done to HDR
image by KimKautzConsistentTMO were marked to be bad by QAC. We can consider these changes
which were accepted by the subjects as well.
SBIQE was also doing reasonably well with mean correlation of 0.5336. ReinhardBilTMO which
was one of the better TMOs gave least correlation having correlation coefficient of 0.0913. SBIQE
was highly correlated with WardGlobalTMO which was given lowest subjective subjective scores.
Overall the SBIQE was working well for large number of TMOs. From these observations, we can
pick some of the metrics followed by the objective algorithms. We might be able to suggest the best
TMO if we can learn natural scene statistics of HDR images and classify them for the usage of TMO
by using these subjective scores.
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Figure 3.5: PSNR
Figure 3.6: Scatter plots of correlation coefficients of subjective and objective scores.
3.3.2 Conclusions
There are state-of-the-art full reference objective quality assessment metrics to rate tone mapped
LDR images like [3] and HDR-VDP [28]. But there is no subjective data available to validate the
output results. This provides us with an opportunity to evaluate the perceptual performance of these
state-of-the-art metrics. The state-of-the-art full reference metric involving learning is HDR-VDP2
[29] which provides subjective ratings for only HDR images not the tone mapped images. By using
ratings for these LDR tone mapped images, we can learn the human reaction to changes in the
contrast.
By observing the subjective scores, overall correlation coefficients and correlations with different
TMOs, we can say that the parameters used in state-of-the-art objective algorithms can still be
used for ranking the tone mapping operators, but we will have to modify them and pick the best
possible metrics with respect to subjective scores in order to improve the performance. We will be
updating this database in future and it will be freely available for research groups. The following
link http://iith.ac.in/∼lfovias contains sample tone mapped images used in this study. The details
regarding the study are published in [30].
10
Chapter 4
Formulation of Objective Quality
Metric
The objective evaluation of the TMOs motivated us to formulate a new objective quality metric
to assess the performance of the Tone-Mapping algorithms. The moderate correlations of the full
reference and no reference and algorithms suggests that these algorithms are failing in some cases.
The scattering of the full reference and no reference algorithm has a wide spread. This shows that
full reference and no reference algorithms were finding different information while assessing these
algorithms. So if we can capture more information by combining the parameters of these no reference
and full reference algorithms we can form a good Objective Quality Assessment metric.
Figure 4.1: SBIQE vs FSIM
4.1 Challenges
The objective quality metric has various challenges like naturalness of the colour information present
in the algorithm output, the structural modification of the reference image. There are very high
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amount of unnatural colour artifacts present in the algorithms outputs. Most of the current state
of the art algorithms wont include colour information in assessing the quality. The subjective
evaluation was no reference but, the reference image is present for each algorithm output. Although
the subjects don’t have information about the structure of the reference image, by their learning
the subjects have a good knowledge of natural structures. With observation we can say that, while
assessing these algorithms we can use the structural information because a good algorithm should
preserve as much structural information as possible. So the objective quality metric should be full
reference. But even the structure of the information is preserved if the naturalness in the structure
is lost, that preservation should be giver lower weightage. This show the importance of finding the
location where the structural information is preserved and the structures are natural. This is called
a visual model which gives different weightage to different structural modifications. Finding a visual
model is the biggest challenge of formulating an objective metric.
4.2 Parameter Selection
The objective evaluation of tone mapping algorithms motivated us to select two parameters struc-
tural similarity and naturalness for the formulation of a good objective quality metric. The most
natural preserved structural information should be given high weightage for calculation of final ob-
jective quality score. The naturalness map of the image is used as visual model. The naturalness
value in a small subregion of an image is considered as a weightage to the structural similarity in
that local neighbourhood. Thus highest natural structural changes are given highest weightage.
4.2.1 Structural Similarity
The humans have a good knowledge of most of the natural structures. So even though the subjects
didn’t have any knowledge about the structure of the input reference image the subjects were able
to rate the algorithm output with some amount of accuracy. The FSIM has the highest correlation
with the subjective scores which proves the fact that, in the highly rated images high amount of
structure is preserved and in low subjective rated images have very low structural preservation. Even
if the images have high structural information preserved were given moderate ratings. This proves
the fact that in highly structure preserved images, the importance was given to naturalness. We
have used SSIM map the map of structural preservation over the entire image.
4.2.2 Naturalness
The SBIQE motivated by human visual system which computes Sparsity coefficients at different
locations of an image, and uses these as a measure of naturalness in that local sub region had
highest correlation with the subjective scores. This motivates us to use sparsity as a feature to
compute the naturalness at a local sub region of an image. This is used as a naturalness map of
an image. But the SBIQE wont consider the colour information. By our survey of the Database
we found that the images have high amount of unnatural colour artifacts. So a new naturalness
map which considers the colour information should be formulated. We proved the assumption of
considering both structural information and naturalness while calculating the objective algorithm
performance score by using SBIQE map.
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4.3 CNN based visual model
The importance of including colour information motivated us to formulate a Convolutional Neural
Network (CNN) based visual model to compute the naturality map. Convolutional neural network
is a traditional neural network which learns shared convolutional kernels and uses output of these
kernels as features in training fully connected neural network. Each convolutional kernel concentrates
on different visual details like edges, colour etc. We need a very large number of images to train
CNN based network in order to compute these kernel weights, which acts as features to efficiently
represent an image. But the image set we have was 420 which was not enough to learn a deep
network. Usually in literature this type of problem is addressed by subsampling the image into
multiple segments and use each sample as an input image for training which increases the number of
training images. This requires an assumption of homogeneous distribution of artifacts introduced.
This class of images doesn’t have homogeneous spread of distortions which leads us to consider
pretrained model. We used pretrained model (IMAGENET) [31] model to compute CNN features
and used these features to train the fully connected network for computing naturalness score at each
subregion of an image. The accuracy of the CNN model is 62. The correlation of the test image
objective naturalness score with the subjective score is 0.62. This can improved. This is more than
the naturalness score computed by using SBIQE which was 0.53. This CNN model addressed the
problem of including colour information in assessing the naturalness of an image.
4.4 Objective Metric
The objective metric was formulated which uses direct multiplication of local naturalness and struc-
tural similarity values to compute an overall algorithm performance map. The average of all the
local performance measures is the final output objective performance score for an input image.
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Chapter 5
Subjective Evaluation of
De-Ghosting algorithms
The De-ghosting algorithms uses multiple images with different exposure values for computing an
image with improved visual details. The efficient fusion of these images produces a De-Ghosted
image. The assumption to fuse these images together is that the scene is static. The natural scenes
will be mostly dynamic. The process of converting all the images to a static scenario taking one of
the input LDR images is called as alignment. If the alignment of the dynamic scene is imperfect
then there is scope for GHOSTs. The De-Ghosting algorithms first aligns the images and then
use fusing . And after fusing the images together algorithms remove the ghosts present in the
fused image by using different approaches like rank minimization etc. The De-Ghosting algorithm
performance depends on two parameters improvements in the visual contents and the amount of
ghosts present in the algorithm output. And the visual details present in the reference image are
also very important to the human perception. The algorithm should preserve these details. And
the extra contents added should be natural. Even if the amount of details added are very high if
the naturalness of the added details is below the acceptable limit of the humans then the algorithm
performance is considered to be low. There is a trade off between naturalness and improvement
in visual details. The overall algorithm performance by observation we can say that it depends on
these two parameters naturalness and improvements in visual details. The De-Ghosting algorithm
generation is a very fast growing research area. There is no standard database available to test the
performance of different De-Ghosting algorithms. The subjective evaluation of these De-Ghosting
algorithms is of utmost importance to be able to capture the state-of-the-art performance of these
algorithms and provide a benchmark standard for the research community for the development of
new De-Ghosting algorithms.
De-ghosting algorithms will improve the visual details as specified in the example. The Figure.
shows that the added details will have various unnatural artifacts like colour dots, blur, saturation,
modification of average luminance value, unnatural edges, and ghosts. These class of images have
very different types of distortions when compared to the Image Datasets global communities. And
the pixel spread of these visible distortions depends on the resolution of the input image. The
distortions are visible to humans if the cover a lager area in pixels. So for the perceivable distortions
depend upon image resolution. Most of the images available to the communities is 1920X1080. We
14
can do better while considering the natural scenes interms of resolution.
Figure 5.1: De-Ghosted Output
Figure 5.2: De-Ghosting Reference
5.1 De-Ghosting Algorithms
The De-Ghosting algorithm formation is relatively improving area of research. The number of De-
Ghosting algorithms publically available for the research communities for academic research purposes
is very less. We did an extensive survey to find the recently published state-of-the-art de-Ghosting
algorithms for the selection of De-ghosting algorithms and the best parameters for their performance.
We selected 6 state-of-the-art De-Ghosting algorithms, [32], [33], [34], [35], Photoshop . We used
default parameters after testing with various input parameters for best performance.
5.2 Database
In construction of Database have various challenges like selection of input reference image for align-
ment, the scene selection which causes the De-Ghosting algorithms to fail. Various types of distor-
tions are included in the algorithm output with varying scene contents like illumination, texture etc.
The Database should include most of the possible distortions for this class of images. The selection
of scenes should be done in such a way that includes as many distortions as possible. The scenes are
selected to create a lot of challenging tasks to the algorithms which in turn creates a lot of visible
distortions. Different selection of reference varies the algorithm performance.
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5.2.1 Challenges to algorithms
The algorithm output to include most of the distortion. Illumination of the scene varies the distor-
tions included in the output image. If the image is equally illuminated, most of the details captured
in the different exposure values will not be much different. In this case the alignment of the LDR
stack is simpler. If the illumination of the scene is different at different location each exposure image
contains different information. Depending on the exposure value of the camera the camera would
either concentrate on highly illuminated region which makes the poorly illuminated region to be
completely dark without any visual details or low illumination regions which will capture details in
darker regions and will inturn make the bright regions to be saturated. This causes the alignment to
be imperfect which involves a lot of distortion types. The texture of the images includes a lot of ar-
tifacts in the edges. And the dynamic variation of the scene creates a lot of ghosts. We captured the
input LDR scenes with large time difference between the capturing moments. As in the example this
time separation make the scene very dynamic. The different capturing scenarios captures different
scene contents. Thus the input scenes are captured in such a way to include most of the illumination
conditions like equally, partially illuminated regions and very dynamic scenes. The resolution of the
images also plays a major role in perceiving visible distortions. We should be able to project these
high resolution images on displays in order to perceive these distortion. So the resolution of images
was limited by the resolution of display. The mostly available highest resolution was 3840X2160.
We captured images to fit these specifications. We included some standard images with resolution
of 1920X1080 also which constructing a database which are included in the evaluatiation of most of
the standard De-Ghosting algorithms.
5.2.2 Selection of reference
Selection reference effects the output significantly. As the details present in the reference image are
very important to the subject, various input LDRs capture different visual information. The image
which produces best algorithm output was selected as reference. This was done by manually varying
input LDR. This was motivated by the fact that, any algorithm should represent the scene efficiently
with most of the scene contents captured. Thus the selection of reference is an important criteria
in the algorithm performance. We selected the best scene representation as a metric to evaluate
the performance of the algorithm. This survey of input LDR images motivates us to formulate an
objective algorithm for the selection of reference image.
5.3 Experimental Setup and GUI
We used 4K LG tv with resolution of 3840X2160 for display purposes. The subjective evaluation is
very time consuming and hectic task. The subject was provided a Keyboard and GUI to make the
subjective evaluation easier. The subject viewed the display from a distance of 2m according the
optimal viewing distance of the LG 4k TV. The GUI was as shown in the Figure 5.3 below.
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Figure 5.3: De-Ghosting GUI
5.4 Subjective Evaluation
The subjective evaluation was done using Double Stimulus Continuous Quality evaluation (DSCQE)
method which was on of the standard methods. We made the subjective evaluation to be continuous
because of the fact the subjects are going to rate the algorithms relatively. So to provide a handle
to the subject to rate the algorithms relatively with most accuracy a continuous slider was used.
The continuous slider accept accepts the inputs with an accuracy of 4 decimal places. According
to standards the highest possible precision with which a subject can evaluate is upto two decimal
places. The input of slider was rounded off to two decimal places in order to match the performance
of the subjects. The maximum performance score was 10, and minimum performance score was 0.
The subject was asked to enter two parameters naturalness of the algorithm output, improvements
in the visual details and overall performance score for the algorithm. The study was done with 25
subjects validated by using outlier removal method mentioned in . This is the standard number
of images used according to standards of DSCQE. The time duration is another important metric
while doing a subjective study. Because with larger time slots the subjects tend to deviate from
their natural decision. According to literature (DSCQE) the allowable time duration for a single
slot quality evaluation is 30 to 60 minutes. Typically it was found the the evaluation took at an
average 45 minutes. So the the evaluation was done in on continuous time slot. We used one test
scene to make the subject familiar with the GUI. After training the subjects were allowed to do the
subjective evaluation continuously for one time slots. All the observations were captured in similar
laboratory conditions with same brightness and illumination throughout the study. The study was
full reference. The subject was show 120 algorithm outputs and 120 reference images. The ordering
of the algorithm output was randomised in order to capture the mean opinion, as the the subjective
evaluation was capturing relative algorithm performance. Each time 6 randomised algorithm outputs
were shown to the subject before moving on the next scene.
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Chapter 6
Objective evaluation of
De-Ghosting Algorithms
The objective evaluation of these algorithms is necessary because of the fact that always the sub-
jective evaluation is very time consuming and the accuracy of the subjects is very low. And an
extensive survey was done in order to find a suitable objective quality metric to evaluate this class
of images. It was found the specific algorithm to objectively assess the quality of the images was
not present in literature. So the best match algorithms were selected to objectively evaluate the
performance of the algorithms.
6.1 Objective Metric Selection
The selection type of objective metric was very important. The subjective study done was full
reference subjective study. The evaluation of the performance of the algorithms needs a reference
image to compare the algorithm output to find the performance. But the visual details of the
subjects are very much modified as shown in the example figure. So the existing state-of-the-art full
reference metrics fail to compute the objective quality score of the algorithms. Because the visual
details are modified which makes the structure modified. Another important metric in assessing the
performance of the algorithms is naturalness of the algorithm output. The no reference objective
quality metrics consider this naturalness as the main parameter to evaluate the quality of the images.
So we selected state of the best performing algorithms no reference objective quality metrics QAC
[24], NIQE [26] and SBIQE [25] for objective evaluation.
6.2 Results and Discussion
Subjective Score QAC NIQE SBIQE
Naturalness 0.47 0.42 0.48
Overall Performance 0.35 0.33 0.27
Table 6.1: Correlation of Subjective Scores with Objective Scores.
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The correlation of the objective scores with subjective scores is reported in the Table.6.1. This
shows that the performance the existing objective quality metrics is very poor. The no reference
quality metric QAC performs better with correlation of 0.35. And the correlation of SBIQE scores
with the naturalness is very high. It shows that the sparsity based objective evaluation best captures
the naturalness of a De-Ghosted image. There is no existing algorithm to compute the improvements
in the visual details. The overall performance score not only depends on the naturalness but it also
depends on the improvements in visual details which is improvements in dynamic range. There is
necessity of finding a metric to calculate the dynamic range score and then combine it the naturalness
score to compute the overall performance of the algorithm.
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Chapter 7
Formulation of Objective Metric
for the evaluation of De-Ghosting
Algorithms
From the correlations with the subjective scores it is evident that there is necessity of formulating
an objective quality assessment algorithm to find the performance of the algorithms. And the
parameters to consider are naturalness and improvements in dynamic range and combination of
these scores to compute the overall performance score.
7.1 Challenges
The artifacts present in the images are very different from the existing artifacts. A lot of ghosts are
included in the algorithm output which are very new type of distortion. So the existing naturalness
metrics fail in capturing the naturalness of the algorithm output. This is evident by seeing the
correlation of the naturalness subjective scores with the existing objective algorithms is moderate.
Showing the new distortions are included. And the objective algorithm should be perceptually
motivated in order to best match the subjective scores and the end user of the algorithms are humans.
The colour information is mostly modified so the algorithm should consider colour information while
evaluating the performance. And the algorithm should be ful reference. The distortion are not
distributed homogeneously over the entire image. The current best performing algorithm SBIQE is
statistical not learning based which inspires us to use sparsity as one of the features in formulating
a perceptual learning based algorithm. And other features should be included in order to include
colour information and ghost artifacts.
7.2 Relative Naturalness
As we have seen the naturalness is very important metric to evaluate the performance of the algo-
rithm. The naturalness computed for an image is no reference. Even the best performing algorithms
might include distortions if the distortions are originally present in the input LDR stack. So the
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distortions can be present in the algorithm output if at a particular local region has distortions
in the original input image. This is the relative naturalness measure of an algorithm output with
reference to input. The amount of distortion present in the inputs to the algorithm can be com-
puted by considering either only the reference or the entire LDR stack. The details present in the
reference are very important and reference image contains most of the information of the scene so
the relative naturalness was found with respect to the reference. The correlation of the relative
naturalness found by using only sparsity as the feature was 0.52 which was greater that naturalness
of the output alone which was 0.48. The small improvement in naturalness is because most of the
input reference images are highly natural not modifying the relative naturalness score much. Only
some of the input LDR images have low naturalness.
Figure 7.1: Deghosting Algorithm input1
Figure 7.2: Deghosting algorithm outpu1 with RDR of 1.15
7.3 Relative Dynamic range
Another important metric in evaluating the performance of the De-Ghosting algorithms is the Dy-
namic Range of the algorithm output with reference to the input LDR. Again only the input reference
image is used for computing the relative Dynamic range measure. The dynamic range of the image
can be used as a feature to capture the improved visual details. The relative dynamic range has a
correlation of 0.58 with subjective visual detail improvement scores. Motivating us to use dynamic
range as a feature in computing the visual detail improvement scores. But the correlation is still
moderate. Because the naturalness of the improvements also affects the subjective perception. So
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Figure 7.3: Deghosting Algorithm input2
Figure 7.4: Deghosting algorithm output2 with RDR of 1. 05
even the naturalness is involved in computing the dynamic range. It is not independent. So the
dynamic range feature can be used and a visual model should be used to compute effective dynamic
range improvements to improve the correlation with the subjective scores. The overall dynamic
range of the image is computed by averaging local dynamic ranges computed by using local windows
of various sizes. The optimal window size depends on the image resolution. For the resolution of
image used an empirical value of window size of 27X27 was used. The dynamic range comparison
can seen by observing the figures Fig.7.1, Fig.7.2, Fig.7.3, Fig.7.4. The Fig.7.1, Fig.7.3 the images
are the inputs to the De-Ghosting algorithm Photoshop, and Fig.7.2, Fig.7.4 are the outputs of the
algorithm. The visible improvements in Fig.7.1, are more when compared to Fig.7.3 that is evident
by observing the Dynamic range scores stated below the figures.
Figure 7.5: MSCN of 1.4
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7.4 Differenciation between Input LDR images using Mscn
Coefficients
Another main task for the objective algorithm to find the performance the selection of best reference
image. This was done manually for the subjective study. But always the subjective input will not be
available. So we should be able to differentiate between the input LDRs and with help of subjective
study we can learn using this feature to find the best performing reference algorithmically. The
variance of the histogram of MSCN coefficients can be used as a feature to differentiate between
different LDR inputs. The window size of 13X13 was empirically chosen to find MSCN coefficients.
The comparison of MSCN coefficients can be done by observing the figures Fig.7.5, Fig.7.6, Fig.7.7.
The mscn coefficient of the moderately illuminated image Fig.7.6 has the highest value. And the
least illuminated, highest illuminated images have moderate value of variance of histogram of MSCN
coefficients.
Figure 7.6: MSCN of 2.4
Figure 7.7: MSCN of 1. 05
7.5 Learing Overall Performance score of Algorithms
The relative naturalness and relative dynamic range are two main parameters in computing the
overall algorithm performance. The combination of these can be nonlinear. So we used MLP
network to learn the relation between the relative naturalness, relative dynamic range and overall
performance score. The network parameters are chosen empirically to have maximum accuracy of
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Figure 7.8: Error Vs Iterations
0.96. The network implemented has 5000 nodes in each hidden layer and 2 hidden layers. One fifth
of the Database are used for validating and others for training. Accuracy of 0.96 was achieved which
shows that the overall performance score is a combination of relative naturalness score and relative
improvements score. The Figure Fig.7.8shows the error curve for 25000 iterations. We used 25000
iterations while learning the overall algorithm performance score.
7.6 Overall Algorithm performance Score
The overall algorithm performance score is the average of local relative naturalness and relative
dynamic range. The learnt relation was used in combining the local scores also. Then an average
score was found.
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Chapter 8
Future Work
For including the colour information learning based method is needed. But the learning based
method needs a large Dataset or pretrained model. Pretrained model for this class of images is not
present. The resolution of input images is very large. An effective way to subsample the input image
should be found in order to represent the image. And the pretrained models can be used to find the
local features and then combine all the features together to find bigger feature set and compute an
overall performance score. Instead of average an efficient way of computing an overall performance
score can be formulated.
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