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ABSTRACT 
We are concerned with the following problem: Let Xi, i = 1,2, be vector spaces 
over @; Yi subspaces of Xi, i = 1,2; and f2 : Yj + Xi, i = 1,2, linear maps defined on 
a subspace. We characterize the invariants of block similarity of fi 8 _f2 : Y, @ Y, + 
X, 8 X, in terms of the block similarity invariants of fi and fi. 
INTRODUCTION 
Let F be an arbitrary field, and (A, B) E Fnx” X [Fnx” a matrix pair. 
Associated to this pair we can consider two rectangular matrices, 
[A, B] E [Fnx(nim) and 
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Given two such matrices [A,, B,], [A,, B,] E [Fnx(n+m), we can form the 
Kronecker or direct product of them, [A,, B,] @ [ A,, B,]. Of course this 
matrix is rectangular with more columns than rows, but in general there is not 
a pair of matrices associated to this matrix that can be easily identified in 
terms of the components A,, A,, B,, and B,. For instance, 
although these two matrices are permutationally similar. However, the equal- 
ity between these two matrices seems to be what one wants for such a 
product. We will show that this must be the appropriate definition of the 
direct product of matrix pairs. 
We know (see for example [8, pp. 55, 561) that if A, E [Fnixmg, i = 1,2, 
are the matrix representations of two linear maps fi EL?(V~, U,) and fi E 
P(V,, U,) with respect to the bases Sv,, au, and LZ?“,, S’t,, then A, @ A, 
is the matrix representation of fi 8 fi ELZ(V~ @ V,, U, Q U,> with respect 
to the bases ~8v,~~, and Sr,,,, cp, where the vectors in ~&‘“,~v, are the tensor 
products of the veitors in gv, and S’v, and ordered lexico&-aphically. On 
the other hand, from [3] (see also [4]) we know that 
[ 1 ; E [F(n+m)xn 
is the matrix of a linear map defined on a subspace. In other words, if X and 
Y are vector spaces of dimensions n + m and n, respectively, and Y < X, 
then any linear map f EP(Y, X) is said to be defined on the subspace Y. A 
basis of X is said to be adapted to Y if it is obtained by completing a basis of 
Y. The matrix representation of a linear map defined on Y related to any 
basis of Y and any basis of X adapted to Y is 
with A E IF”‘“, C E [Fmx”. 
Consider now two linear maps J : Yi -+ Xi defined on the subspaces Y, of 
Xi, i = 1,2. By Theorem 3.1 of [8] we have a tensor product model of 
Y, 8 Yz which is subspace of X, 8 X,. Thus we can think of 
as a linear map defined on a subspace. If 9x, and 9x, are bases of X, and 
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X, adapted to Y, and Y,, respectively, and we arrange the vectors of the basis 
SB X,@XB in lexicographical order, then this basis is not a basis adapted to 
Y, 8 Y,. In order to obtain a basis of X, @ X, adapted to Y, @ Y, we must 
order the vectors of Bx,Bx, in a different way. This is what we are going to 
do now. 
Assume that for i = 1,2, dim Yi = ni and dim Xi = n, + mi. Let {ej : 
1 <j 6 nj} be a basis of Y,, i = 1,2, and complete this basis to obtain a 
basis of Xi: {ej : 1 <j < n, + m,}, i = 1,2. Let 
be a basis of Y, @ Y, where the vectors are in lexicographical order. 
Consider the following basis of X, 8 X,: 
9 x,0x, =*Y,@Y, u (~3: c3 ef : 1 < i < nl, n2 +1<j<n, + m2) 
U{e: C3 e; : nl + 1 < i < nl + m,, n2 + 1 <j < n2 + me}, 
where the vectors in all these sets are lexicographically ordered. This basis 
of X, @ X, is adapted to Y, @ Y,. Let us get the matrix representation of 
fr 8 fz related to the bases Sy,.y2 and Sx,ax,. The image of the vector 
e; 8 e;, 1 < h Q n,, 1 <j Q n2, of z%‘~ by, by fr @fi will give the ele- 
ments of column n&h - 1) + j of [f, @iz]$;;:::. 
Let 
[f,]2, = ;; E LF(fi+m)xn, 
[ I i = 1,2, 
and Aj = (aij>, 1 < k,j < ni, Ci = (ckj), n, + 1 < k < n, + mi, 1 <j < 
n,. Then 
k=l k=n,+ 1 
l<h<n,, i = 1,2. 
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n1+m1 
&ei + c 
k=n,+l 
n1+*1 n2 
+ C cihei @ C aijei 
k=n,+l k=l 
9+m1 n2+m2 
+ C f&e: @ C ctjej 
k=nl+ 1 k=n,+l 
( 
%+ml n2+f% 
+ C C CihCfj(4 
t=n,+ 1 s=n,+ 1 
ePe,2) . I 
Then it is easy to see that the matrix representation of fi 8 fi related to 
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[fl @fJz$“,:: = 
We consider now the dual case, i.e., the case where we identify the pair 
(A, B) E [F”‘” x lFnXn with [A, B] E lFnx(n+m). This is the matrix of a 
linear map defined modulo a subspace, i.e., if Z and X are vector spaces such 
thatZgXanddimZ=m,dimX=n+m,thenf:X-+X/Zisalinear 
map modulo a subspace. If {ej:n+I<j<n+m} is a basis of Z 
and {ej : 1 <j < n + m) is a basis of X obtained from a completion of the 
basis of Z, then the matrix representation of f in these bases is 1 A, B I, with 
A E [F”‘” and B E Pxm. 
Consider now two linear maps defined modulo the subspaces Zi of 
Xi, i = 1,2, namely gi : Xi -+ XJZi. If dim Zj = m, and dim Xi = lzi + mi, 
i = 1,2, from a basis of Zi we can complete a basis for Xi, and we can 
consider the induced basis for Xi/Zi, i = 1,2. 
Let.S$ ={e~:n,+l~j~n,+m,},~x~={e~:l~j~n,+m,],and 
9 x,/x, = {fJ; + Zi : 1 <j < n,}, i = 1,2. The matrix representation of gi 
related to these bases is 
[ gj]g;;/z; = [ Aj, Bi], with Ai E [F”r’“* and Bj E [F”~x”~, 
Consider now the linear map 
g1 @ 6%: Xl @ x2 -+x,/z, @W&2. 
We can see in [2, p. 821 that X,/Z, @ X,/Z, is isomorphic to 
where H is the subspace of Xi @ X, generated by the vectors 
with x; 6% Z,, x2 E X,, 
i = 1,2. 
X, Q X,/H, 
x1 E x,, 
x; E z,. 
From the bases considered in Z,, Z,, Xi, and X, we can give a basis for H 
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as follows: 
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gH = {e! C3 ej” : 1 < i < n,, n2 + 1 < n2 + m,) 
U{er C3 ej” : n, + 1 G i < n, + m,, n2 + 1 <j < n2 + m,). 
The space X, @ X,/H is isomorphic to the subspace of X, 8 X, generated 
by the vectors e: 8 ej” with 1 < i < n,, 1 < j < n2. 
If we consider in X, Q X, and X,/Z, @ X,/Z, the bases 
and 
93 x,/z,sx,/z, = ((4 + zi) @ (e,f + Zz): 1 < i < n,, 1 gj < nz), 
we can see, as above, that the matrix representation of g, 8 g, related to 
these bases is 
Hence, if we want to be consistent with the interpretation of (A, B) as a 
matrix pair associated to matrices of the form 
[A,B] or tz , [ 1 
then it seems that the appropriate definition of the direct product of matrix 
pairs should be as follows: 
DEFINITION 0.1. Given two matrix pairs (A,, B,) E [F”l’“I X F”Ix”l 
and (A,, B,) E [Fnzx”2 X [F”2x”2, we define the direct product of these two 
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pairs as the pair 
This will be called th; block direct product of (A,, B,) and (A,, B,) and 
denoted by (A,, B,) @I (A,, B,). 
When using the matrix representation of ( A, B) we will write 
4 
[A,,B,] & [A,,B,] and ti k B2’ . 
[I II 1 
The name “block direct product” is due to the fact that, as we are going 
to see now, this product is stable for block similarity. 
-- 
DEFINITION 0.2 [5, Section 6.21. Let (A, B) and (A, B) E [F”‘” X [Fnx”‘. 
We will say that these pairs are block similar, or feedback equivalent, if there 
exist matrices P E Cl,@), Q E Gl,,,@), and R E IFlnX” such that 
rl[A,R] ’ ’ =[A,B]. 
[ 1 R Q 
Let (A, B) E (F”‘” X [FnXm. The r-numbers or Brunovsky numbers of 
( A, B) are defined as follows [l]: 
f-1 := rank B, 
rj := rank Sj_i( A, B) - rank Sj_p( A, B), j=2 >a.., n, 
where 
Sj( A, B) := [B, AB, A2B, . . . . AjB], j = l,...,n - 1, 
S,( A, B) := B. 
If k, > k, 2 ..a > k, are the controllability indices of (A, B), then 
(k,,k,, . . . > and (ri, r2,. . . > are conjugate partitions; see [l; 5, Proposition 
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6.3.31. Thus 
ii,., > 0 = k,l+l = 0.. = k, and rk, > 0 = rk,+l = *** = r,. 
It is well known that (A, B) is controlkzble if and only if rank S,_ 1( A, B) = 72, 
that is to say, 
crj= ckj=n. 
j=1 j=l 
In the sequel we will consider [F = @, the field of complex numbers. 
If (A, B) is not controllable, a complex number (Y is said to be an 
eigenvalue [6] of (A, B) if there exists a nonzero vector x E Cnx ’ such that 
BTx = 0 and ATx = (YX. Let A,,..., A, be the eigenvalues of (A, B). The 
set of eigenvalues of (A, B) will be denoted by a( A, B). Let 
(A - AJP”, j = l)...) tj, 
with piI > pi2 > *.* > pit,, for i = 1,. . . , u, be the elementary divisors of 
[AZ, -A, -B] E F[h]“X(n+m). The finite sequence of partitions 
where pi := (piI, piz, . , . , pits>, i = 1,. . . , u, is called the Segre characteris- 
tic of (A, B). Analogously, the finite sequence of the conjugate partitions 
is called the Weyr characteristic of (A, B) [6]. 
A complete system of invariants for block similarity is formed by the 
controllability indices (or the r-numbers) and the elementary divisors, or, 
equivalently, by the controllability indices (or the r-numbers), the eigenval- 
ues, and the Segre (or the Weyr) characteristic of (A, B). Furthermore, 
(A, B) is block similar to a matrix pair (A,, B,) with the form 
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where (M, H) is controllable; M = diag( M,, . . . , Mrl) with 
N: = 
o Ik,-1 
1 
E F%%, 
0 
H = [H,O] with 
El 
I E-r, I> where Ej 
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in which ej is the jth row of I’,; and J is a matrix in Jordan canonical form, 
corresponding to the elementary divisors of (A, B) [5, 111. The pair (A,, B,) 
will be called the Kronecker-Brunovsky canonical form of (A, B). 
If A, and A, are square matrices, a characterization of the similarity 
invariants of A, @ A, in terms of the similarity invariants of A, and A, is 
given in [lo] and [9, Chapter 71. Our aim in this paper is to generalize this 
result to matrix pairs. That is to say, we want to characterize the block 
similarity invariants of (A,, B,) &’ (A2, B,) in terms of the block similarity 
invariants of (A,, B,) and (A,, B,). 
In the next lemma we will prove that the block direct product is stable 
under block similarity. 
LEMMA 0.3. Let (A,, B,) E iF”1’“1 X [F"~'"I and (A,, B,) E 
Fn~xn2 x IF"~~"'~ be block similar to (A,, B,) and (A,, B,), respectively. 
Then (A,, B,) & (A,, B,) is bZock similar to (A,, g,) $I (x2, &). 
Proof 
such that 
There exist matrices Z’, E Gl,$[F), Qi E Gl,$lf), and Rj E P’x”2 
= [Ai, Bi], i = 1,2. 
By the properties of the ordinary direct product (see [7, p. 4081) and a 
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straightforward calculation we can see that the matrices 
P=P,@P,, 
PI @ R, 
R= R,@P, [ 1 RI @ R, 
satisfy 
and 
Since the block direct product of two pairs is stable under block similarity, 
in order to study the block similarity invariants of (A,, B,) &’ (A,, B,) we 
can assume, without loss of generality, that both pairs are in Kronecker- 
Brunovsky canonical form. 
In the sequel we will identify the pair (A, B) E lFnxn X F”‘” with the 
rectangular matrix [A, B] E [F”X(n+m). 
1. BRUNOVSKY NUMBERS OF THE BLOCK DIRECT PRODUCT 
Let [A,, &I E @ nlx(“l+m~) and [A,, B,] E Cn~X(n~+m~). We will denote 
by k, > *a. > k,l > 0 and k; 2 e-s > k:; > 0 their controllability indices, 
respectively, and by rl > * * * 2 rkkl > 0 and r; > ... > ri; > 0 their 
Brunovsky numbers, with sr := Cji, kj and s2 := cji, ki. 
We will designate by (A - hi) Pzt the elementary divisors of (A,, B,) and 
by (h - pj)p;s the elementary divisors of (A,, IS,). Let pi := ( pil, . . . , piqi,) 
and p; := (pi,, . . . , &;,I be the partitions corresponding to the eigenvalues 
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Ai and pj in the Segre characteristics of (A,, B,) and A,, B,) respectively, 
and 9i = (9il, . . . , qip,,) and 4 = CC&, . . . , 
in the Weyr characteristics. 
9& ,) the corresponding partitions ; 
If 0 E cr(A,, B,) or 0 E a(A,, I?,), we will denote its partitions in the 
Segre characteristic and in the Weyr characteristics by p, = ( p,,, . . . , ~,,o,), 
I& = (T&I, . . . , p&b ), 9. = (901, . . . , qoPol), and 
respectively, to simp rfy the notation. l? 
9; = (9&, . . . , 9&J, 
Let US consider now a matrix pair in canonical form: 
([f ,“I,[;]) EC”~“X@~~~, with MECCA. 
In the following lemmas we will state some elementary results about ranks of 
the powers of M and J, and products of powers of M with H. We will 
denote the invariants of this pair like those of (A,, B,). The proofs of the 
following lemmas are 
LEMMA 1.1. The 
_ 
easy, and are left to the reader. 
rank of the h th power of M is 
rank Mh = $ (kj -h). 
i=l 
LEMMA 1.2. The rank of the h th power of ] is 
LEMMA 1.3. The 
h 
rankJh = n-s- C90j. 
j=l 
rank of the h th power of M times H is 
rank MhH = r,,+ 1. 
Let now [ A,, B,] E C=nlx(nl+ml) and [A,, B,] E @n2X(n2+m2). In the next 
theorem we will compute the Brunovsky numbers of [A,, B,] & [A,, B,]. 
With the above notation we state: 
THEOREM 1.4. For h = 1,2, . . . , max{k,, k’,} the h th Brunovsky number 
of the block direct product [A,, B,] k [A,, B,] is 
;lh = r6 2 kj + n, - s1 - i 901 
j=l j=l 
dI h 
+rh CkJ+n,-s,-- c9bj -(2h-l)r,rA. 
j=l j=l 
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Proof. We can assume, without loss of generality, that the matrices 
[ Ai, Bi], i = 1,2, are in canonical form. Then 
with Mi E (yXS~, H, E C=,,x,,, i = 1,2, and 
[A,, B,] k [A,, 41 
= [Ml, Ml, Ml, Ml,] 
where 
M2 0 Ml @ 
0 Jz 
0 
Ml1 1 [ 1 = 0 0 Jl@ i MT2 0 I2 1  
0 
Ml, = 
0 
Ml, = H1 @ “0 
[ "I 0 
To simplify the notation we write A := A, 8 A,, B, := A, 8 B,, IEgz := 
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B, 8 A,, B, := B, @ B,, and il3 = [lE!,, B,, B,]. So the first r-number of 
[A, B] is the rank of 5. 
Taking into account the form of the matrices [Mi, Hi], i = 1,2, it is easy 
to see that 
where 
Nk, = 
0 . . . 0 
M2 0 
[ 1 0 J2 -** O 
and 
the sizes of these matrices being kin2 X kim2, kin2 X mln2, and kin2 X 
m1m2, respectively. The nonzero blocks of [Ei and E: appear in the ith block 
column. 
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From the form of these matrices, it is easy to see that 
r1 a := rank[5,,B,,B3] = rankUS, + rank5, + rank8, 
+rank(HI@ [7 I”:i) +rank(H,@ [:I) 
= (rank M, + rank J1) rank H, 
+ rank H, (rank M, + rank Jz + rank H,) 
= 
[ 
J$l (kj - 1) + nl - s1 - qol t-i + rl 2 k; + n, - s2 - q& I ( j=l I 
=7-i ( $kj+nl-s,-qol 1 i +r, j$lk:+n2-s2-q& i - rlr;. j=l 
Therefore the first r-number of [A, D] has the desired form. 
We obtain now the second r-number of [A, B], and then we will obtain a 
generic one, i,. We must calculate the product AlE! = LAB,, AB2, AB3l. But 
it is easily seen that 
M,2 @ 
Pm, = 
’ 0 
and 
A& = [ MIH1 @j”;Hz]]. 
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In general, for the hth power of A we have 
0 
’ 1 
In all matrices EK1, EL2, B,,AB,,AB,,AB,, . . . , we can consider two 
blocks of rows: the upper block, which corresponds to the controllable part of 
[A,, B,], and the lower one, which corresponds to the noncontrollable part 
of [A,, B,]. In the upper block, we can consider the blocks corresponding 
to every controllability index of [A,, B,], and in the lower block, we can 
consider the blocks corresponding to every Jordan block of II. 
For the rows associated to a controllability index ki 2 2, we will write 
blocks B,, &, B,, MB,, AD,, and ALE!,, except for some zero column blocks. 
These blocks are shown on p. 601. 
For the rows associated to a controllability index kj = 1, the columns 
corresponding to A, AB,, AD,, AB, are zero. Taking into account that the 
nonzero columns of H,, Mz, and M, H, are linearly independent, we can 
conclude that all the nonzero columns corresponding to B and AB in the 
rows corresponding to the controllable part of [A,, B,] are linearly indepen- 
dent. So their contribution to the rank of [[EB, AD] is obtained by multiplying 
the number of controllability indices ki of [A,, B,] such that ki z 2 by the 
number of nonzero columns in every block AD,, AB,, AD,. 
By the definition of conjugate partition, 
T2 = Card{ i : ki > 2)) 
where Card stands for cardinal&y. Moreover, for every kj > 2, the rank of the 
corresponding submatrix in AK! is 
( ki - 2) rank M, H, + rank Mi + rank Ji + rank M, H,. 
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I I 
0 0 *.* 0 co 0 
2 - 
-------_----_-_-_---------- 
0 “4’ 
0 0 .-* 0 0 
20 
______----_-_-_------------ 
0 
‘s’, o 
0 *.. No 
2 
- 
500 ..*o 0 0 
E 
0 0 *.* 0 0 0 
0 0 *.- 0 0 0 
---------_-----__---------- 
‘N 0 
0 
*.* 
0 0 z” 
- 
--_-_----------_----------- 
, 
02 
0 0 . . . 0 0 
s O , 4 
_-_-_-_-------------------- 
0 
-c-J ’ 
0 ... 0 z” 0 
- 
- 
0 so’** 0 0 0 
- 
‘s 0’ 0 .f. 0 0 0 
- 
0 0 ... 0 0 0 
L I 
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Therefore, the total number of nonzero columns in AB associated with the 
controllable part of [A,, B,] is 
z ( ki - 2) rank M, H, + r,(rank Mi + rank Ji + rank M, Hz) 
i=l 
= 2 (ki - 1) rank M,H, + r,(rank Ml + rankJi). 
i=l 
(1.1) 
Lemmas 1.1, 1.2, and 1.3 provide the ranks of the matrices which appear 
in (1.1). Thus, (1.1) is equal to 
r2 4 2 
r-k C (ki - 1) + r2 C (k: - 2) + 12s - ss - C & . 
i=l i i=l j=l 1 (1.2) 
Let us consider now the lower blocks of B and AB, which correspond to 
the noncontrollable part of [ A,, B,]. It is sufficient to think about the blocks 
of B, and AB,, since the other blocks are zero. For any Jordan block of Ji 
of size pij associated with the eigenvalue hi we will compute the linearly 
independent columns of AB, and B,. Taking into account the form of the 
powers of a Jordan block (see [5, p. 86]), we will write the blocks B, and AB, 
for the rows associated with this Jordan block, except some zero column 
blocks. These blocks are shown on p. 602. 
All the nonzero columns ,of this matrix are linearly independent. We must 
consider now two possibilities for the eigenvalue hi: hi = 0 or hi # 0. 
If hi # 0, there are pij rank M, H, linearly independent columns in the 
right block of this matrix. Then the contribution to the rank of [iE!, AD] of the 
blocks associated with the nonzero eigenvalues of J1 in AB is 
9il 
c zp,jrankM,H2=r;x Ep,. 
i#O j=l i#O j=l 
(1.3) 
If hi = 0, then th e number of linearly independent columns in the right 
block of the above matrix is either 
or 
But 
(Poj - 2)rank M,H,, if poj > 2 
0, if poj<2. 
Card{j : poj a 2) = qo2, 
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-- 
- 
s 
s 
o s O 0 0 . . . N 0 
E 
g g 
L-l- 
.- - 2 N ._ 
4 
. . . 0 
0 
0 
-- 
0 
0 
0 0 
0 0 
0 0 
0 0 
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and so the contribution to the rank of [B, AD] of the blocks associated with 
the 0 eigenvalue of Ji in AB is 
(102 ‘102 
C(p,j-2)rankM,H,=rgC(p,j-2). (1.4) 
j=1 j=l 
If we add the expressions (1.3) and (1.4, we obtain the total contribution 
to the rank of [B, ALEE] of the columns associated with the noncontrollable part 
of [A,, B,] in AS. This is 
r; 
( 
c E pij + F poj - 29,, . 
i#Oj=l j=l I 
But 
C 5 pij+ ,F1 poj = ni - sr - Card(j : poj 
i#Oj=l 
=?I --s 1 1 - (401 - 902) 
Therefore, (1.5) is equal to 
(1.5) 
= I} 
(1.6) 
t 9oj . (1.7) 
j=l I 
Then, the second r-number of [A, B] is obtained by addition of the 
expressions of (1.2) and (1.71, that is to say, 
F, = ?-; F (ki - 1) + n, - .sr - i qoj 
I i=l j=l 1 
I 
h 
fr, &:-2) +n,-ss, - 5 Ybj 
i=l j=l 
l 
r2 2 
= r; c ki + n, - Sl - c qoj 
i=l j=l i ?-; 2 
+r, Ck:+n,-s,- Cq;?1 -3rzrH. 
i=l j=l I 
So the second r-number of [A, [EB] has the claimed form too. 
608 MA ASUNCIbN BEITIA AND ION ZABALLA 
To obtain the remaining r-numbers we will proceed in the same way. We 
will consider the row blocks associated with the controllable part of [ A,, B,], 
and the row blocks associated with the noncontrollable part of [ A,, B,]. In 
these blocks we will consider the blocks associated with every controllability 
index and the blocks associated with every Jordan block of Jr. 
As in the above case, the nonzero columns of AjB, for j = 0, 1, . . . , h - 1, 
are linearlv indenendent. So the hth r-number of [A, B] is the number of 
nonzero columnsAof Ah-‘& 
For any controllability index kj > h of [ A,, B, I, the part correspondin 
Ah- ‘B, except for a zero column, is of the form 
lg t 
0 . . . 0 [ Mh-lH 2 2 1 . . . 
0 
0 . . . 0 ‘0 . . . 
0 . . . 0 0 . . . 
(j . . . (j 0 . . . 
0 
[ Mh-'H 2 0 2 1 
0 
0 
0 
0 
M; 0 0 Jzh 1 . 
0 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
0 
0 
[ Mh-'H 2 0 2 1 
0 
0 
where the block appears kj - h times in the part corresponding 
to Ah-‘lEE,. If kj < h, then A h-1lE! = 0. Since Card{j: kj > h} = rh, the 
total number of nonzero columns associated with the controllable part of 
[A,, B,I is 
2 ( ki - h) rankM[-1H2 + rh(rank M,h + rank Jt) + rh rank M,h-‘H, 
i=l 
z ( ki - h) + rh + rh ? (k: - h) + n2 - s2 - 6 qbj 
i=l 1 [ i=l j=l 
Now we are going to determine the number of nonzero columns of 
Ah-‘S associated with the noncontrollable part of [A,, B,]. As in the 
previous case, we will consider any Jordan block of Jl of size pij associated 
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with the eigenvalue hi. The block of Ah- ‘lEIr corresponding to this Jordan 
block is a block Toeplitz matrix, having the blocks 
*:[ Myq, hhy’[ @J’ffj )...) [ M:;H’],o, . ..) 0 
in the first row block (see [5, p. 861). W e must consider again two possibil- 
ities for the eigenvalue Ai: hi = 0 or hi # 0. For hi # 0, there are 
pij rank M, h- 'H, linearly independent columns in Ah-‘[Eg corresponding to 
this Jordan block. So for all J or d an blocks associated with a nonzero eigen- 
value, the number of linearly independent columns in Ah- ‘E! is 
c F pij rank M,h-‘H, = r; c 2 pi,. 
i#O j=l i#O j=l 
(1.9) 
If hi = 0, the number of linearly independent columns in Ah-‘B, 
corresponding to this Jordan block is either 
( poj - h)rank M,hv1H2, if poj a h, 
01 
0, if p,,,<h. 
But Card(j: poj 2 h) = qOh, so the total number of nonzero columns of 
Ah- ‘B corresponding to the blocks associated with the zero eigenvalue is 
%h %h 
C (Poj - h) rank M,he1H2 = rAjFl ( poj - h). 
j=l 
(1.10) 
The hth r-number of [A, 51 is obtained by addition of the expressions of 
(1.8), (1.9), and (1.10). That is to say, 
2 (ki - h) + r, + c E pij + E poj - h9,, 
i=l i#O j=l j=l I 
d 
C (ki - h) + n2 - .s2 - i 4bj . 
i=l j=l 1 (1.11) 
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But 
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4il ‘hh h-l 
C C Pi, + ,Fl POj = nl - ~1 - iF; i Card{j : POj = i} 
i#Oj=l 
h-l 
=n -s 1 1 - iFl ‘(qOi - 9Oi+l> 
h-l 
= 
n1 - s1 t1.12) 
Then (1.11) is equal to 
r; 
[ 
? (ki - h) + rh + nl - sI - i 9oi 
i=l i=l 1 
+rh 
[’ 
jJ(k;--h) +n,-ss, - i9bi 
i=l i=l I 
i=l 1 
2 k, + n, - s1 - 
i=l 
;k;+n,-sp- Ii 94 - ( 2h - l)rhrA. 
i=l i=l 
Observe that for any h > max{k,, k;) the i, corresponding is equal to 0, 
since r = 7-l = 0 h h * n 
2. ELEMENTARY DIVISORS OF THE BLOCK DIRECT 
PRODUCT 
In this section we will determine the elementary divisors of the block 
direct product by means of block elementary transformations on the matrix 
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[AZ”,,* - A, -51. With the notation of the previous section, we have 
1 GL,,2 -A, -B,, -B,, -B3] =[M;, Mi’,; A4iz M;',; -Ml,] -M,,] 
where 
0 
qn,~S,)"2 - J1 @ 
M, 0
[ 1 0 12 
By permutations of block columns, we can obtain the equivalent matrix 
[MI, ML nil,, M,, MY, M&l. (2.9 
By permutations of block rows and block columns in the upper and the lower 
submatrices of (2.1) we obtain the equivalent matrix 
Cl 
c i 2 I 
I------:;-----I 
I c3 
Cd 
where 
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The elementary divisors of the matrix in (2.1) are the elementary divisors 
of the matrices C,, C,, C,, and C, put together. So we will analyze the 
elementary divisors of each block. Notice that the matrix Diag(C,, C,, C,, C,) 
reduces to C, if and only if (A,, B,) and (A,, B,) are controllable pairs. 
Similarly, Diag(C,, C,, C,, C,) = C, if and only if (A,, B,) is controllable 
and B, vanishes, Diag(C,, C,, C,, C,) = C, if and only if B, vanishes and 
(A,, B,) is controllable, and Diag(C,, C,, C,, C,) = C, if and only if B, and 
B, vanish. 
It folltws then that we can split the study of the elementary divisors of 
(A,, B,) @ (A,, B,) into four different cases: 
(a) (A,, B,) and (A,, B,) are both controllable. 
(b) (A,, B,) is controllable, and [A,, B,] reduces to A,. 
6) [A,, B,] reduces to A,, and (A,, B,) is controllable. 
(d) [A,, B,] and [A,, B,] reduce, respectively, to A, and A,. 
Since the last case has been already studied (see for example [lo] or [9, 
Chapter 71) we will pay attention to the first three cases. 
As in [lo] and [9, Chapter 71, we can assume, without loss of generality, 
that (A,, B,) and (A,, B,) have only one controllability index or only one 
Jordan block. 
Cases (b) and (c) above require the definition of block direct product of 
square and rectangular matrices: 
A, i3 [A,, B,] := [A, QD A,, A, @ B,]. 
In the proof of the following lemmas we will perform some block 
elementary transformations on the block columns and the block rows of a 
polynomial matrix A partitioned in the form 
where block Aij is pi X 9j. These transformations are: 
(i) Permute the ith block row with the jth block row, i, j E (1, . . . , n}. 
(ii) Permute the ith block column with the jth block column, i,j E 
11,. . . , m). 
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(iii> Add to the ith block row the jth block row multiplied by any matrix 
of a=[h]p,xp,, i,j E (1,. . . ) n]. 
(iv) Add to the ith block column the jth block column postmultiplied by 
any matrix of @[h]~~Xs~, i,j E (1,. . . , m}. 
By these transformations on a polynomial matrix A we get another matrix 
equivalent to A; i.e., both matrices will have the same elementary divisors. 
LEMMA 2.1. Let (A,, B,) E C”l”l X @“lxml and (A,, B2) E 
b 
C'Q"'J X CnzXn'g be controllable pairs. Then [A,, B,] @ [A,, B2] has no 
elementa y divisors. 
Proof. We will assume that the Kronecker-Brunovsky canonical form of 
[A,, 41 is 
0 1 0 *** 0 1 0 0 .** 
0 0 1 *-- 010 0 **. 
1;: : . .
0 0 0 *** i j 0 0 -** 
0 0 0 --. 0 ; 1 0 **- 
Then C, is 
A& -M, ... 0 ; 0 -H, ... 0 ; 0 ... 0 
1 0 0 . . . 0 ; 0 . . . 
. 1 
, I. . . I 
By column elementary transformations on this matrix we can put blocks 0 
in the main diagonal. Then, by permutation of columns, we obtain the 
equivalent matrix [ Zn,n2, 01. So C, has no elementary divisors. n 
LEMMA 2.2. Let (A,, B,) E @‘lx’1 X Cnlx"'l be a controllable pair 
with controllability index k, and A, E UII”l”‘z with Segre characteristic 
[( p’)]. Then: 
(i) If 0 E o(A,), then [A,, B,] & A, has no elementary divisors. 
(ii) If 0 E a(A,), then [A,, B,] & A, has the following k elementary 
divisors : 
A, h2) h3,. . . ) hk if k<p’ 
A, A2, A3, . . . , AP’, . . . , A” if p’ < k. 
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Proof. The canonical form of [A,, B,] is the same as in the previous 
lemma, and the Jordan canonical form of A, is Jz = pZP, + NP,, where 
c+(A,) = 1~) and NP, is the’nilpotent matrix 
Then 
c, = 
Npt = 
0 1 
i -: 
0 . . 
1 
1 0 
AZ,8 -Jz *** 0 
0 AZ,, a.0 0 
;, 0 . . . -;2 
0 0 **- AZ,, 
E CP'XP'. 
0 . . . 0 
0 . . . 0 
(j . . . (j 
(2.2) 
-Jz a.0 0 
_I 
with k row blocks. 
We must consider two possibilities for /L: k # 0 or p = 0. 
(i) If p # 0, then Jz is an invertible matrix. If we multiply the matrix 
diag(j,‘, . . . , Ji ‘> by the matrix (2.21, we obtain the equivalent matrix 
w 
0 
0 
0 
-I,, 
AL l 
. . . 
. . . 
0 
0 
0 .a. 0 
0 .*, 0 
;, . . . 0 
-I,. -.* 0 
0 -I,? 
0 AL l 
For t = k, k - l,..., 2,1 we add to the tth column block the (t + I)th 
block multiplied by hJ,l. Th en we obtain the equivalent matrix 
which has no elementary divisors. 
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(ii> If p = 0, then the matrix (2.2) has the form 
0 .,. 0 
0 . . . 0 
0 . . . 0 
-Np, a.- 0 
with k row blocks. Then, for h = p’ - 1,. . . ,2,1 for t = k, . . . ,2,1, if we 
add to the hth column of the tth block column the (h + 0th column of the 
(t + 11th block column multiplied by A, we obtain the block Toeplitz 
equivalent matrices: 
E( Ak) E( Ak-‘) 
or 
E(A) -N$ 
E( A\“) E(A) 
E( AP’) E( A-) 
0 E( A\"') 
0 0 
where 
E(Ai) = 
0 
I 0 
0 
-Npt 
E( Ai-2) 
0 
-Np’ 
E( A”‘-2) 
E( A+‘) 
0 
. . . 0 
. . . A” 
*.. 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
if k Q p’, i2.3) 
0 
0 
0 
0 
0 . . . 0’ 
0 . . . 0 
0 . . . 0 
0 . . . 0 
E(A) i -Npr .a. 0 
if p’ < k, (2.4) 
0 
: E l&i]-‘, 
0 1 
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and A’ appears in position ( p’, p ’ - i + l), i = 1,2, . . . , min{ p ‘, k}. Now, 
by row transformations with the blocks NP, we can put blocks 0 below these 
blocks NP, except in the blocks E( hp’) of (2.4). That is to say, we can get the 
equivalent matrices 
E(A) -Npr 
E( A’) 0 
E(Ak-‘) 6 
1 E(Ak) 0 
0 . . . 0 
--A$ .a- 0 
0 . . . -Np9 
0 . . . 0 
or 
0 . . . 0 
-Nps --+ 0 
0 . . . 0 
0 . . . 0 
E(hp’) --. 0 
(j . . . _N,, 
0 . . . 0 
0 . . . 0 
0 . . . 0 
0 . . . 0 
-Npv .-- 0 
. . . 0 
. . . 0 
. . . 0 
. . . 0 
. . . 0 
. . . 0 
. . . 0 
Now, by permutations of rows and columns it is easy to see that these 
matrices are equivalent to the matrices 
A 
A2 
Ak 
0 
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and 
&-I) 
A 
A2 
hP’ 
respectively. Then their elementary divisors are 
h,A2,...,hk 
for (2.3), and 
h, h2,. . . ) lip’, . . . , lip’, 
where AP’ appears k - p’ + 1 times, for (2.4). 
617 
LEMMA 2.3. Let A, E C”lxnl with Segre characteristic [(p)] and 
(A,, B,) E C=n~x(n~+n~) b e a controllable pair with a controllability index k’. 
Then: 
(i) If 0 G a(A,), then A, $ [A,, B,] has no elementary divisors. 
(ii) If 0 E u( A,), then A, & [A,, B,] has the following k’ elementary 
divisors : 
A, IF,..., hk’ if k’<p, 
h, h2,. . .) lip,. . . , lip if p<k’. 
Proof. The canonical form of [A,, B2] is 
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and the Jordan canonical form of A, is Ji = ~1~ + NP, where a( A,) = (7) 
and NP E @PxP is a nilpotent matrix as in the previous lemma. Then C, is 
0 
AI,. - qNk. ... 0 
-i+ 
AI,. - qNkr 
- rlH, -H, 
... 
0 0 -vH, ... 0 1 
0 0 1.. 
0 0 . . . 
(2.5) 
with p row blocks. 
We must consider two possibilities for 7: 77 # 0 or n = 0. 
(i) Let q # 0. Consider the submatrix of (2.5) formed by all its rows and 
the following columns: 
2,3,...,n,, n2n1 + 1, n2 + 2, n2 + 3,. . . ,2n,, nznl + m2 + 1, 
2n, + 2,2n, + 3,. . . ,3n,, nZnl + 2vn, + 1, . . . , 
(nl - l)n, + 2,(n, - l)n, + 3 ,..., n1n2,n2nl + (nl - l)m, + 1. 
This submatrix has the form 
-7&f + AN; -I,! .” 0 0 
0 -nI,, + AN; ... 0 0 
0 0 . . . -vZ,, + AN; -I,, 
0 0 . . . 0 -nZ,, + AN; 
The determinant of this matrix is p det( - VI,, + AN::) = +pqk’. There- 
fore, the determinantal divisor of order n,nq of the matrix (2.5) is constant. 
and so all its invariant factors are equal to 1. 
(ii) If 77 = 0, the matrix (2.5) has the form 
AI,, -Nk’ .a. 0 1 0 -H, 0 ... 0 
0 AI,, ..a 0 I 0 0 ... 0 
. I. 
-H, 
. 
* I* 
. 0 0 . . . -; 1.. k' j 0 0 0 _H, 
0 0 . . . AZ,, j 0 0 0 . . . 0 
, (2.6) 
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with p row blocks. Now, we will perform the following transformations: 
(1) With the l’s of the blocks H,, by column elementary transformations, we 
put 0 in the positions (ik ‘, ik ‘1, 1 Q i < p - 1. 
(2) For t = p, p - l,..., 3,2, we multiply by A the last k ’ 1 1 columns of 
the tth column block and we add them to the first k ’ - 1 columns of the 
(t - l)th column block. So we get the equivalent matrix 
0 -Nk, ..’ 0 0 1 0 -H, **. 0 
0 0 . . . 0 0 10 0 .I. 0 
. I. . 
I. . 
0 0 . . . 0 -Nk, i 0 0 . . ... -k2 
A"(N;)P-l hP-‘(N;)P-2 ... A’&? AI,, j 0 0 . . . 0 
Let us notice that N: is a nilpotent matrix that satisfies rank( N:jh = k ’ - h, 
h < k ‘, and this rank is 0 for h > k ‘. So, if k ’ < p, some blocks in the last 
row block will be 0. 
(3) With the blocks NkC, by row elementary transformations, we can put 0 in 
all the positions of the last row block except in the left block and the first 
: ; an equivalent matrix of the 
L I 
column of the other blocks. That is to say, we get 
form 
-Nk, ... 0 0 
0 . . . 0 0 
0 -H, .a. 
0 0 ..* 
. . . . . . 
0 0 . . 0 -Nk' i 0 0 ... -H, 
hl'(N;)P-l F(h'-') ... F(A’) F(A) j 0 0 *.. 0 
where 
. . . 
. . . 
and A’ appears in the ith row, i = 1,2, . . . , min{ p - 1, k ‘}. For i > k ‘, 
&ii) = 0. 
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Then the elementary divisors of (2.6) are 
A, A”, . . . ) AP, . . . ) A’, 
where AP appears k ’ - p + 1 times, if p < k ‘, or 
A, AZ,. . . ) Ak’, 
ifk’<p. n 
Now we put together the results of Lemmas 2.1, 2.2, and 2.3 and the 
already known result about the elementary divisors of the Kronecker product 
of square matrices (see [lo; 9, p. 5571) in the following theorem. With the 
previous notation we have: 
THEOREM 2.4. Let [ki, Bi] E Cn:X(n~+m~), i = 1,2. Then the elemn- 
tay divisors of [A,, B,] @ [A,, B,] can be obtained as follows: 
(i) For every controllability index kj of [A,, B,] and every elementary 
divisor of [ A,, B,] of the form h Pbt there are the ki elementary divisors 
A, AZ,..., Akj if kj f pb, 
or 
A, AZ,. . .) APL,, . .. ) APb, if p&<k,. 
(ii) For every controllability index kJ of [A,, B,] and every elementary 
divisor of [A,, B,] of the form h Pot there are the ki elementary divisors 
A,A2,...,AkJ if ki f pot 
or 
A, AZ,. . .) APot,. . . , /ipot if p,, < k(i. 
(iii) For every elementary divisor (h - hi)Pit of [A,, B,] and every 
elementary divisor (X - /-~~)‘;a of [A,, B,] there are the elementary divisors: 
(I) (A - Ai ~j)P~tfp;s-(2k-1), k = 1,. . . , min{p,,, p;,}, if A, /..L~ # 0; 
(II) Api, pi, times, if Ai f 0, pj = 0; 
(III) Arlt piS times, $ pj # 0, Ai = 0; 
(IV) Ak twice, k = 1 
times, if hi = pi = 0. 
, . . . , min{ pi,, pjS} - 1, and Ami”tp+ 6) 1 pi, - pJ,l + 1 
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EXAMPLE. Let k, = 3, k, = 2, (A - A,)‘, A5 be the controllability in- 
dices and the elementary divisors of a pair (A,, B,) and k; = 4, (A - pl13, 
A” the controllability index and the elementary divisor of another 
pair (A,, B,). Then the elementary divisors of (A,, B,) @ (A,, B,) [or 
(A,, B,) & (A,, &)I are: 
k, =3 k, = 2 (A - A,Y, p, = 2 AS, p, = 5 
k;=4 _ _ - A, AZ, A3, A4 
(A - /+)3, p; = 3 - - (A - A, p1j4, (A - A, pee, Y , A5 A5 A5 
A’, p; = 2 A, A=, A2 A, A2 A’, A2 A, A, A’, A;, A’, A2 
REMARKS. From the previous theorem and Theorem 1.4 we conclude 
that: 
(1) Th; product (A,, B,) &I (A,, B,) is block similar to the product 
(A,, B,) @ (A,, B,). The same is true of the direct product of square 
matrices. 
(2) If the pairs ( Ai, Bi), i = 1,2, are controllable, then the block direct 
product of these pairs is also controllable. 
(3) If one of the pairs ( Ai, BJ, i = 1,2, is controllable and 0 is not an 
eigenvalue of the other, then the block direct product of these pairs is 
controllable. 
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