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Abstract 
This paper reviews the principal challenges to reliable computer simulation of the mechanics of the human body. It is 
still lacking behind analysis tools used in the industry to model phenomena such as elasticity, flow, heat and electro-
magnetism, but the potential of musculoskeletal modeling is no less than the revolution caused by other simulation 
technologies. Biomechanics holds the potential to fundamentally improve the prevention and treatment of many 
serious and widespread diseases and to improve the design of products with human interfaces. 
The paper addresses current issues of research including individualization of models, model accuracy, kinematics and 
mechanical systems functioning in concert with the human body. 
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1. Introduction
Computer-Aided Engineering (CAE) matured from academic use to the industry during the 1980’ies
and early 1990’ies and caused a revolution in product development to the extent that even very critical 
design decisions today are based on computer simulations and the results of simulation models are often 
valued above empirical data because they are devoid of the noise and statistical uncertainties that are 
inherent to experiments. 
In the beginning of the 1970’ies, Boeing Commercial Airplanes Group (BCAG) ran 100-200 
computational fluid dynamics (CFD) simulations per year to investigate aerodynamics. Thirty years later, 
in 2002, that number had risen to more than 20,000 complete runs of CFD algorithms [1]. The Boeing 777 
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was one of the first airplane designs where CFD determined the design of major parts of the 
aerodynamics. Being a new design, the engineers were allowed the freedom to utilize advances in CFD 
and aerodynamics. Computational models completely determined the design of the nose section and 
eliminated the need for further wind tunnel tests. Similarly, CFD simulations augmented wind tunnel 
testing for all other aerodynamic features, and determined positions of various inlets etc.  
In a review on the use of CFD tools at BCAG, Johnson et al. [1] emphasize that simulation tools only 
start to pay-off when they reach a certain level of maturity, become an integral tool in the hands of 
production engineers, and when cumulative experience with the methods has given management 
sufficient confidence in the results. Johnson et al. define five phases in the maturity process of CFD codes 
at Boeing, but it is not an unreasonable assumption that they are valid also to other areas of CAE. The first 
two phases provide the technology and proof-of-concept and the output is usually scientific papers. Phase 
III is commercialization of the scientific achievements, putting ideas together to produce user-friendly 
software packages. In phase IV simulation tools are adopted as users learn how to use them effectively 
and discover the benefits. It is an iterative process where user experience inevitably results in refinement 
and addition to the simulation tools. Over time the tools mature as users learn their limitations and gain 
confidence in their capabilities. The need for refinement diminishes as the tools attain their final matured 
capabilities in phase V. 
Fluid dynamics is a challenging field of physics with many unsolved fundamental problems and 
aircraft design is a critical application with high financial and human stakes. The BCAG case therefore 
shares many properties with biomechanical simulation problems. In the latter case, the challenges are 
rooted not only in the mechanics of the problems but also in the fact that biomechanical systems are alive 
and react to external influences with the responses of an immensely complex central nervous system and 
some amount of voluntary response. Biomechanics may influence decisions regarding prevention, 
treatment and rehabilitation of serious diseases and therefore shares the property of high stakes with 
aerospace design. 
Another similarity between mature CAE techniques and simulation models of the living human body is 
the potential of the technology. The entire industry today relies on computer simulation of product 
functions and manufacturing processes and the potential for biomechanical simulation in ergonomics, 
product design and healthcare is no less, as expressed very eloquently by Erdemir et al. [2] on the 
possibility of computing muscle forces: 
“Imagine what could be done with such information. In the treatment of cerebral palsy, the clinician 
could ‘‘see’’ which muscle is responsible for an abnormal gait pattern, and that muscle could then be 
directly targeted for surgery. In an athlete with a recurrent overuse injury, we could ‘‘see’’ the loads being 
placed upon bones and joints during movement and how these loads are altered during rehabilitation. 
There are many other neurological and orthopaedic problems where knowledge of muscle forces could 
enhance clinical decision making.” 
This paper focuses on musculoskeletal modeling by rigid body dynamics models, and points out some 
of the current obstacles for further dissemination of the technology into clinical and industrial use. The 
paper proceeds to point out some possible strategies to overcome these obstacles. The findings represent 
the author’s views and experiences as one of the principal architects of the AnyBody Modeling System 
[3] and its associated library of detailed musculoskeletal models over the past 15 years. 
2. Inherent properties of musculoskeletal models 
Musculoskeletal models tend to become very complex when obvious anatomical features of the human 
body are included. Any reasonable opportunity for simplification is therefore welcome, and since most 
joint articulations greatly exceed the elastic deformations of the bones at normal load levels, it seems 
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obvious to assume rigid bones and idealized joints in the model, thus arriving at a rigid multibody 
mechanics model. For most of the major joints in the extremities, this assumption is likely a good one, 
while it is more doubtful for smaller bones embedded in large volumes of soft tissue, simply because it is 
difficult to estimate to which extent the movement of the soft tissue mass can be attributed to the bone. 
Bones and their associated mass contributions from surrounding soft tissue are often termed ‘segments’ 
rather than ‘bodies’ in this field to avoid confusion with the human body. 
2.1. Equations of motion 
Multiody mechanics models are subject to the laws of Newton, and Newton’s second law connects 
kinematics with kinetics by stating that the acceleration of a particle is proportional to the resulting force 
acting upon it. For segments with a finite geographical extent and for mechanisms of segments connected 
by joints, more complex equations of motion apply. It turns out to be beneficial to work with segment-
fixed reference frames because it places bony landmarks and other anatomical features at fixed local 
coordinates, and this choice of formulation leads to the so-called Newton-Euler equations, which are valid 
for body-fixed reference frames originating in the inertial centers of the segments. A slightly generalized 
version of these will allow more freedom in the choice of local reference frames for the segments, and we 
may arrive at the following formulation: 
)()()( vreactionapplied fffvM       (1)
where M is the mass matrix, v is the velocity vector comprising linear as well as angular velocities with 
the dot designating differentiation with respect to time, f(applied) is the applied forces to the system 
including gravity, f(reaction) are the internal reaction forces, and f(v) are the velocity-dependent forces, i.e. 
centrifugal forces, gyroscopic forces, Coriolis forces and damping. Please notice that equilibrium 
equations (1) are fully dynamic and make no assumptions about static or quasi-static conditions.  
2.2. Kinematics 
For any mechanism that is not very simple, computation of the individual matrices and vectors of (1) is 
a complex matter requiring extensive coordinate transformations of vectors and matrices in three-
dimensional space, and it is not easily accomplished without the assistance of dedicated computer 
software. The analysis of kinematics is particularly challenging because closed chains are inherent in the 
human body and in the situations we may wish to analyze. Fig. 1 shows some typical examples. 
The closed chain kinematics of Fig. 1 complicates the solution significantly because some amount of 
implicit equations must be used. In the AnyBody Modeling System [3], a so-called Cartesian method 
(Nikravesh [4]) relying on a general set of nonlinear, implicit equations, is used to solve the kinematics: 
0qĭ  ),( t      (2)
where q are the system coordinates comprised of locations and rotations of all the segments in the system, 
t is time, and ĭ=0 is the system of all kinematic constraints in the system, typically joints and motion 
drivers, regardless of the system topology. The consequence of this approach is that there is no distinction 
between open or closed chain kinematics. This implicit formulation provides the maximum amount of 
generality allowing for any topological configuration of the system at the cost of computational efficiency 
owing to the fact that Eqs. (2) are generally nonlinear. It turns out, however, that the kinematic analysis is 
rarely the bottleneck of the computations. 
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As nonlinear equations, (2) may have a single solution, multiple solutions or no solution at all, even in 
the case where the number of equations matches the number of system coordinates. Cases of no solution 
arise when impossible kinematic constraints are imposed, for instance requiring the hand to reach a point 
beyond the length of the arm. However, a more common cause for empty solution sets is the presence of 
more constraint equations than system coordinates, and this is a frequent occurrence when driving the 
model with motion capture data. The remedy is to make use of solvers that minimize the right hand side 
of (2) without requiring complete fulfillment of the equations, and this actually leads to opportunities to 
exploit the redundancy of equations to determine unknown system parameters, such as functional joint 
locations or joint axis orientations and described by Andersen et al. [5]. 
Fig. 1. Typical examples of closed kinematic chains in musculoskeletal models. The body has multiple inherent closed kinematic 
chains, for instance the radius and ulna in the forearm, and also forms closed chains in its connections with the environment. 
2.3. Kinetic redundancy 
Any realistic musculoskeletal model as the one depicted in Fig. 1 has more actuators in the form of 
muscles than it has degrees of freedom. This leads to an indeterminacy or redundancy in the muscle 
system that disallows muscle forces to be determined from the equilibrium equations alone. This means 
that any form of solution method for the Newton-Euler equations (1) must include a way of selecting 
among infinitely many possible solutions to the equations. 
3. Model types 
Eqs. (1) allow for the determination of some properties if other properties are known. It is therefore 
relevant to ask: Which properties of a biomechanical system can reasonably be known and therefore form 
the input for the computation?  
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3.1. Inverse dynamics 
We observe, as Erdemir et al. [2], that it is very difficult or impossible measure muscle forces. On the 
other hand, dynamometers – such as force plates – provide information about the external forces and 
moments, and motion capture technology can record the movement of the system, effectively allowing for 
determination of f(reaction) and f(v) after a motion capture experiment and a kinematic analysis. These 
vectors are therefore obvious choices as input to the kinetic analysis of Eqs. (1). Subsequently, the 
unknown muscle forces and joint reactions can be collected in f(reaction). This leads to so-called inverse 
dynamics computations in which motion and external forces are input and muscle and joint forces are 
output. This approach is sometimes referred to as ‘static optimization’, which is somewhat misleading 
given that Eqs. (1) contain all dynamic terms. 
3.2. Forward dynamics 
Despite the difficulty of knowing the muscle forces prior to the solution of the problem, much 
musculoskeletal simulation is based on forward dynamics approaches in which the muscle forces are 
presumed known and the resulting motion is the output of the simulation. In this case, the muscle forces 
can be included in f(applied) in (1). The references in this field are too many for an exhaustive review, but 
three examples with different approaches can be found in [6-8]. For practical cases, this leads to an 
optimum control problem seeking to determine the input to the model that leads to a desired output, i.e. 
reproduction of the observed motion and choice of muscle actions according to some reasonable 
physiological criterion, for instance minimum metabolism. Optimum control problems are so-called np-
hard problems suffering from the difficulty that their computational cost grows polynomially or even 
exponentially with the dimension of the problem. This leads to computationally intractable problems for 
anatomically realistic models [9]. However, forward dynamics formulations have the attractive property 
that they allow for inclusion of muscle activation dynamics in the problem, which might be significant for 
fast motions. For slower motions like gait, the inverse and forward dynamics approaches lead to similar 
solutions [10]. 
It is interesting to notice that all living creatures exist in a forward dynamics domain in which the 
central nervous system must constantly and almost instantly produce optimum control solutions that serve 
a number of very challenging tasks, such as balance maintenance and recovery, obstacle avoidance and 
quick reactions to suddenly appearing dangers. It remains unknown how the central nervous system copes 
with this immensely complex task. 
4. The challenge of model development 
Fidelity of models is a major challenge in musculoskeletal modeling. The human musculoskeletal 
system is morphologically very complex and acquisition of the necessary input data requires laborious 
cadaver studies and/or advanced experimental equipment. Finally, because muscle origin-insertion paths 
change significantly with posture and all anatomical data vary over the population, modelers are faced 
with the challenge of collecting and managing vast amounts of data. 
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Fig. 2. A full-body model from the AnyScript Managed Model Repository version 1.3 (www.anyscript.org) comprising well over 
1000 muscle units. 
4.1. Model morphology 
Two leading research groups in musculoskeletal modeling, namely the AnyBody Group at Aalborg 
University (Fig. 2) and the Simbios Group at Stanford University, have realized that the only way to 
obtain fidelity of models is to allow for input and scrutiny by the international research community, and 
they have therefore established their model development as open source projects, thus enabling and 
inviting anatomical experts in particular body parts to contribute to the models and influence the 
development decisions. The underlying philosophy of both groups is that (i) the development of 
anatomical information processing tools, (ii) the provision of a platform into which not only the raw data 
but also their interconnections and statistical variations, and (iii) the joint efforts of experts in different 
fields of physiology will allow the creation of body models with an increasing amount of detail and 
anatomical fidelity. 
4.2. Incorporation of musculoskeletal models into medical workflows 
Musculoskeletal modeling is only one element of an array of technologies covering the clinical fields 
of diagnostics, surgery and rehabilitation. Other technologies within this field are motion capture systems 
for recording of movement patterns of individuals, medical imaging technologies and software for 
processing scans into geometric models, and finally finite element analysis for computation of strains and 
stresses in tissues. To a large extent, these technologies complement each other and provide input to each 
other as illustrated in Fig. 3.  
Fig. 3. Workflow between medical data processing tools.  
From motion capture tools comes information about kinematics and the forces affecting the body. 
From medical imaging comes geometrical data, which can be processed through image analysis software 
to patient-specific geometrical models. The motions and patient-specific models can be imported into 
musculoskeletal modeling for computation of internal forces such as muscle forces. These are 
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subsequently loading finite element models of bones, implants, prostheses and similar to compute 
detailed tissue loads. 
This workflow is still only realized with a significant degree of manual intervention in research cases 
and has not been realized in wider clinical practice. The full potential of these technologies will not be 
realized before their benefits are exploited in day-to-day medical treatment. A significant amount of 
research is still needed to this end, for instance on how to use the geometrical information from medical 
imaging to properly individualize the functional musculoskeletal models and finite element models. 
4.3. Model validation 
If we mean by ‘validation’ that users can have immediate confidence in results of simulations, then 
validation of musculoskeletal models remains a very challenging task. Not only do the models exist in a 
modeling system subject to changes and partial definition by the users. They also rely on the correctness 
of the anatomical data, the correctness of algorithms and ultimately on the validity of the assumptions 
inherent in the system’s algorithms.  
In other CAE fields, confidence in models has grown out of a long tradition for research into models 
and algorithms, comparison with experimental data and analytical models in a wide variety of situations 
and installment of traditions for best practice in user communities through educational curricula. All of 
these elements are in their infancy in musculoskeletal modeling and the opportunity to compare with 
analytical models and experimental data is much less. 
Other fields, for instance the field of nuclear safety or earthquake simulation, are also in the situation 
that experimental data are difficult to obtain. These fields have established traditions for model validation 
and a precise terminology on which biomechanics can also build. The reader is referred to Oberkampf et 
al. [11] for a comprehensive review, but we shall mention a few obvious opportunities: 
x Musculoskeletal systems are subject to the laws of mechanics, which allow for checks of models. For 
instance, the energy balance can be controlled in the sense that the total mechanical work performed 
by the muscles must equal the mechanical work performed by the body against the environment. 
x The finite element community has developed a wide variety of benchmark cases of different 
complexities through the NAFEMS organization (www.nafems.org) on which different software 
packages can be tested and compared. A similar initiative is obviously conceivable for musculoskeletal 
models. 
x Precise experimental results for comparison, for instance muscle forces, are often unavailable, and this 
makes the direct validation of model output difficult. However, model output can be checked against 
input parameter variation, creating trend validations that provide valuable information on whether the 
model behaves as expected. This type of trend validation was proposed by Nigg and Herzog [12] a 
decade ago and remains one of the best options for validation of musculoskeletal models. 
5. Posture and motion prediction 
In several cases, the value of a musculoskeletal model arises from its ability to predict the outcome of 
a situation that does not yet exist. This is the case when the technology is used in product design, where 
the user wishes to investigate the influence of design parameters on the human body, as well as in 
healthcare, where the user may want to predict the outcome of prospective surgery. 
A typical example of virtual prototyping in product development is the design of automobiles for ease 
of ingress and egress. Traditionally this has been done with mockups built to reflect the different design 
choices, comprehensive experiments with volunteers and subjective feedback via questionnaires. This 
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process is expensive, slow and error-prone and it is attractive to replace or complement it by a 
computational model (Fig. 4). However, inverse dynamics models are not immediately functional because 
they require motion as input and the design parameters, for instance the shape of the door frame, will 
directly influence the motion pattern. Thus, inverse dynamics in this context is only applicable if methods 
for prediction of motion are developed. 
Fig. 4. An egress model developed in the AnyBody Modeling System. 
A typical example in the field of healthcare is the prediction of the outcome of tendon transfer surgery, 
for instance by Arnold and Delp [13] by forward dynamics models. In this case, to predict the outcome of 
the surgery, the same muscle activation patterns before and after the surgery are presumed, leading to 
prediction of an altered gait pattern as the result of the surgery. The problem here is much the same as in 
the former case that the muscle activation pattern over time likely will adapt to the new situation and 
therefore will depend on the model parameters. Thus regardless of the computational approach there is a 
need to develop algorithms that predict the influence of parameters on the model inputs. 
6. Conclusions and recommendations 
There is currently no single modeling approach that covers all applications of musculoskeletal 
modeling. Inverse and forward dynamics have separate advantages for different tasks, but it is worth 
noting that they can be perceived as different solution approaches to the same basic equilibrium equations. 
Thus, it is possible that the investment in development of anatomically accurate musculoskeletal models 
with some modification can be shared between solution approaches.  
A number of recommendations can be drawn from the past decade of experience with musculoskeletal 
models: 
x The application field is quite broad including product design, healthcare, ergonomics, 
occupational health and sports and the potential of the technology is similarly very large. 
Modeling approaches must be general in order to accommodate all these fields. In particular, 
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it is necessary to accommodate closed kinematic chains to model shoulders, forearms, 
thoraxes, mandibles and other parts of the human body with closed kinematic chains without 
making unreasonable assumptions. 
x For many applications, the environment in the form of tools, prostheses, orthoses, bicycles, 
sports equipment, disability aids and the like become an integrated part of the mechanical 
system we model. Thus, applicable technology for musculoskeletal modeling must include 
the opportunity for the user to model and include such mechanisms in the model. 
x Model development will continue to be a challenge for years to come. The necessary amount 
of detail to model a given case to a given accuracy is not well-known for most body parts 
and applications. Furthermore, the anthropometrical variation of anatomical data over the 
population is not well-investigated and the definition of the constraints necessary to ensure 
proper kinematics of muscles and joints over the full range of motion of the body requires 
further research. Finally, accurate and operational scaling of patient-specific models remains 
unsolved. 
x Model verification and validation is an unsolved problem and likely one that has no finite 
solution. It is likely that a maturation of the musculoskeletal modeling technology by careful 
application and validation of single cases will gradually provide a general and increasing 
confidence in the technology. It is also most likely that biomechanics can benefit from 
experiences with verification and validation in entirely different fields of science where the 
field is better developed. 
x Efficient algorithms for prediction of input parameters, i.e. postures and motions in the case 
of inverse dynamics and muscle activation patterns in the case of forward dynamics, will 
drastically increase the field of applications of musculoskeletal modeling. In inverse 
dynamics, this will allow for prediction of motion patterns in virtual environments, and in 
forward dynamics it will enable clinical use of models to predict neuromuscular responses to 
prospective surgery and rehabilitation interventions.  
As indicated above, musculoskeletal simulation is a technology with a very large application potential 
and its development resembles the advent of computer-aided engineering in many respects. We recall 
again the observation of Johnson et al. [1] that simulation tools only start to pay-off when they reach a 
certain level of maturity, become an integral tool in the hands of production engineers, and when 
cumulative experience with the methods has given management sufficient confidence in the results. With 
increased use, initially by early adopters in science and advanced industry, a body of experience with 
musculoskeletal models and computational tools is emerging and the technology will become useful in 
wider fields of healthcare and industry and establish itself as a mainstream computer simulation tool. 
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