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ABSTRACT 
The demand for data-driven decision making has resulted in the application of data mining in the 
educational sector and other disciplines. The needs for improving the performance of data mining 
models have been identified as an interesting area of research
institutions keep a large amount of students’ data, but these data are rarely used effectively in 
decision and or policy-making processes. This research is an attempt to enhance the performance 
of data mining models to predict
ensemble and synthetic minority over
IBK and SMO were trained and tested on 206 students’ data set using previous academic 
performance records of Federal University Dutse, Nigeria. WEKA 3.9.1 data mining tool was used in 
predicting the final year student’s classes of degree at an undergraduate level, while Unified 
Tertiary Matriculation Examination, Senior Secondary Certificate Examinations 
Cumulative Grade Point Average of students served as inputs to the model. The result obtained 
showed that on training dataset after class balancing, 
performing the other three (3) classifiers models in
RSME (0.1098), suggesting that stacking classifiers ensemble is the best model in context of this 
research. 




Decision making is gradually becoming data
with advancement in information and communication 
technology (ICT). This is possible due to 
amount of data generated. Data mining has
range of application in various discipline
Yacef, 2009). Recently, Data mining is widely us
educational dataset often referred to as educational 
data mining (EDM). Kaur, Manpreet and Gurpreet 
(2015) opined that EDM is concerned with d
methods that discover knowledge in data originating 
from educational environments, using different
mining techniques and machine learning algorithms
Natek and Zwillingi (2014) suggested that some of the 
problems relating to students’ success in a course are 
hard to solve simply because normal 
methods are not significant enough to 
hidden patterns and knowledge, useful for educational 
processes planning and organization.  
Therefore, the needs to adopt a 
technique for solving problems relating
success using data originating from educational 
environments becomes crucial.  
Nithya Umamaheswari and Umadevi (2016
categorized various methods used in 
following: Classification, Clustering, Relationship 
Mining, Discovery with Models and Distillation of data 
for human judgment.  These data mining 
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reported to have promising performance
al., 2016).  
Prior studies have been conducted on predicting 
students’ academic performance using various data 
mining techniques and machine learning 
(Jadrić. Željko and Maja 2010; Jishan 
Kabra and Bichar, 2011). Nikolovski 
adopted two classifiers algorithms in predicting the 
dropout features of students. Gray, Colm
(2014) used additional classifier algorithms 
Neural Network (NN), Decision Tree, Support Vector 
Machine (SVM), K-nearest neighbor (KNN), Naïve 
Bayes and Logistic Regression to predict learners’ 
progression in tertiary education. The 
suggested SVM has the highest performance accuracy 
of 73.33% and the least performance was recorded 
by Logistic Regression which has 60.05% accuracy. 
Kaur et al. (2015) focused on identifying the slow 
learners among students and displaying
predictive data mining model using c
based algorithms Multilayer Perception, Na
Sequential Minimal Optimization (SMO
REPTree of all the five algorithms, multilayer 
Perception has the highest accuracy of 75%
This research adopts Cross Industry Standard Process 
for Data Mining (CRISP-DM), using machine learning 
algorithms J48 decision tree classifier, 
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The objective of this research is to develop a stacking 
classifiers ensemble data mining model that predicts 
students academic performances based on the three 
classifiers J48, IBK and SMO (Sen et al., 2012). 
 
MATERIALS AND METHODS 
The methodology for EDM is not yet clearly defined 
and there are no clear standards about which data 
mining methods or algorithms are preferable in this 
context. Various data mining methods have been used 
by different researchers for estimating preferable 
algorithms (Mythili  and Mohamed, 2014; Nikolovski et 
al.,, 2015). In general Data mining processes follows 
a set of steps that must be executed regardless of the 
algorithms or methodology that will be implemented 
(Tabra and Lawan, 2017).  
 
Data Collection 
A total of 206 students’ data from the Faculty of 
Science, Federal University Dutse was collected. The 
data set was divided into two subsets for model 
training and testing respectively. The model was 
trained using 164 students data representing 80% of 
the data set while 42 (20%) students’ data set was 
used in model testing. The dataset collected contains 
information like student registration number, students 
Name, Phone Number and Address which are not 
needed in conducting the research work as such the 
data set has to be balanced using SMOTE to avoid 
producing misleading results about the model 
performance. The students’ attributes that are not 
needed in the data set collected for conducting the 
research has to be removed. To do this the data set 
has to undergo data preprocessing activities in order 
to prepare the data for our research. 
Data Preparation and Cleaning 
The data preparation phase covers all activities 
required in constructing the final data set that was fed 
into WEKA 3.9.1 data mining tools from the initial raw 
data. It is a known fact that real-world data tend to 
be incomplete, inconsistent and noisy. Therefore, for 
real-world data to be utilized by the data mining tool 
have to be further pre-processed. The manual method 
of data cleaning was applied to the collected data to 
remove noise and inconsistencies in the data. The 
students’ data used for this research was pre-
processed to ensure that information relating to the 
identity of the student is removed, and other 
irrelevant attributes are also removed using the 
attribute filter of WEKA 3.9.1. For the purpose of this 
research, only information relating to the previous 
academic performance of students were retained. 
Descriptions of the Pre-Processed Data Set 
The data was pre-processed to make it suitable for 
data mining. WEKA 3.9.1 data mining tool has the 
ability to pre-process data and remove irrelevant 
attributes from the dataset. The original data 
collection contains 20 attributes but some students’ 
attributes in the original data set are not needed in 
conducting the research and were consequently 
expunge. A brief description of the original data 
collected is presented in Table 1. After data pre-
processing ten (10) students attributes relating to 
previous academic performance records of students 
from the initial 20 were selected as relevant students’ 
attributes for predicting students future academic 
performance. This is described in Table 2. Class 
imbalance problem was treated using SMOTE in WEKA 
3.9.1 data mining tool. SMOTE allows for the 
simulation of instances in some class to make all the 
classes in the dataset equal. 
 
Table 1.  Attributes and Data Type of the Original Dataset 
S/N ATTRIBUTES DATA TYPE 
1 Registration Number String 
2 Candidate Name String 
3 State Of Origin String 
4 Local Government String 
5 Sex String 
6 Age Integer 
7 English Score Float 
8 Subject 2 String 
9 Subject2 Score Float 
10 Subject 3 String 
11 Subject3 Score Float 
12 Subject 4 String 
13 Subject 4 Score Float 
14 Total Score Float 
15 English Grade String 
16 Subject2 Grade String 
17 Subject3 Grade String 
18 Subject4 Grade String 
19 First CGPA Float 
20 Predicted Class of Graduation String 
The original data set contains 20 attributes, some attributes are not needed in developing the model and as 
such, they were filtered and removed during pre-processing as shown in Table 2. 
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Table  2: Summary of Selected Students ‘Attributes 
S/N ATTRIBUTES DATA TYPE 
1 English Score Float 
2 Subject2 Score Float 
3 Subject3 Score Float 
4 Subject 4 Score Float 
5 English Grade String 
6 Subject2 Grade String 
7 Subject 3 Grade String 
8 Subject 4 Grade String 
9 First Year CGPA Float 
10 Predicted Class of Graduation Nominal 
 
Modeling 
The research work attempts to develop a stacking 
classifier ensemble data mining model. The machine 
learning algorithms adopted are J48 decision tree 
classifier, SMO classifier and- IBK classifier and stack 
ensemble. SMOTE was used for balancing the classes 
in the data set thus, increasing the volume of the 
training data set from 164 instances to 312 instances 
thereby making all the four classes to have 78 equal 
numbers of instances. Figures 1 and 2 showed 
Dataset before and after Class balancing with SMOTE 












































Figure 2.  Dataset after Class Balancing with SMOTE on WEKA Explorer 
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The three (3) machine learning algorithms were 
trained and tested using 10-fold cross -validation 
to avoid over-fitting the models.  Figure 3 depicts 
the proposed model using machine learning 





































Figure 3. Proposed Model 
 
Model Training and Testing 
In this research, a series of training and testing were 
carried out using the algorithms. The data set was 
divided into two subsets for model training and 
testing. For training, 80 % of the data set was used 
and the remaining 20% of the data set was used for 
testing. Ten (10)-fold cross validation was used 
throughout model training and testing to avoid over 
fitting the models. Since the data set is small and 
imbalanced SMOTE technique was used to balance 
the classes and increase data volume of the training 
data sets. The WEKA 3.9.1 data mining tool provides 
a training and testing option to train and test on the 
same data set, the classifiers were trained on 
(training set),  and also tested on a user-specified test 
data (supplied test set). 
Performance accuracies of the various models were 
recorded during training and testing. Before feeding 
the data set to WEKA 3.9.1 data mining tool for 
testing, the actual performance of the students in the 
last column “Predicted Graduation Result” was left 
blank. The test was conducted using the same 
method for all the models.  
Model Evaluation 
To evaluate the performance of the various models 
the confusion matrices of the models were empirically 
evaluated to select among the different models 
(Duda, Peter & David, 2000). Percentage of models’ 
performance accuracy should not be the only metric 
to be used for evaluating data mining model 
performance. Other performance metrics should also 
be considered. Performance accuracy and Root mean 
square error (RMSE) was used to indicate the various 
model performances and also define RMSE  as a 
measure of the differences between values predicted 
by the model and the values actually observed 
(Nipaporn et al., 2016). If a value of RMSE is high, it 
means that the predicted values are scattered away 
from the average predicted value. If their values are 
low, then the predicted value tend to cluster close to 
the predicted average. This is calculated using the 
formula in equation 1. 
 
Modeling 
IBK SMO J48 
Stacking Ensemble 









Accuracy and RMSE 
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                                                                                           (1) 
Where is the predicted data generated from the 
model, Yi is the actual value, and N is the total 
number of data. Detail discussion of binary 
classification was presented because other evaluation 
measures were derived from the binary confusion 
matrix and its performance measures. Table 3 shows 
a general binary confusion matrix template. 
 
Table  3  Binary Confusion Matrix Template 










                     TOTAL TN+FN FP+TP TN+FP+FN+TP 
Key: TN=True Negative FP=False Positive FN=False Negative TP=True Positive 
 
 
True Positive Rate (TPR) is the number of correctly 
classified instances in a given class. It is also known 





        (2) 
 
False Positive Rate (FPR) is the number of incorrectly 
classified instances of a given class. It is also known 





        (3) 
The accuracy of the classifier is the total number of 
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RESULTS AND DISCUSSION 
The results of training the various models using the 
training data set before class balancing are presented 
in Table 4. The results of training the various models’ 
using the training data set after class balancing are 
presented in Table 5. The result obtained suggested 
that class balancing using SMOTE results in improving 
all the various models performance. The stacking 
classifiers ensemble model outperformed the other 
models in both performance accuracy and RSME 
values which makes the model better than the other 
classifiers model. 
 
Table 4: Performance Result of Various Classifiers on Training Dataset Before Class Balancing 
S/N Classifiers Accuracy % RMSE TPR FPR Precision 
1 J48 87.1951 0.2322 0.872 0.082 0.881 
2 SMO 86.5854 0.3301 0.866 0.096 0.870 
3 IBK 82.9268 0.2097 0.829 0.134 0.840 
4 Stacking Ensemble 87.1951 0.2404 0.872 0.082 0.881 
 
 
Table 5: Performance Result of Various Classifiers on Training Dataset after Class Balancing 
S/N Classifiers Accuracy % RMSE TPR FPR Precision 
1 J48 95.1923 0.1455 0.952 0.016 0.953 
2 SMO 90.7051 0.3248 0.907 0.031 0.908 
3 IBK 90.7051 0.1591 0.907 0.031 0.919 
4 Stacking Ensemble 96.7949 0.1098 0.968 0.011 0.969 
 
The various models’ performance accuracy results 
obtained on testing the individual classifier models on 
the test dataset indicated that the stacking ensemble 
model outperformed the other three (3) models with 
an accuracy of 96. 8%. The Models Performance 
Accuracy based on Testing Data is shown in Figure 4. 
 
BAJOPAS Volume 11 Number 2 December, 2018
 
Figure 4: Bar chart of the Models Performance Accuracy on Testing Data
 
Predicting the academic performance of students is 
challenging task vis a vis that students’ academic 
performance depend on diverse factors such as 
personal, socio-economic, psychological and other 
environmental factors. Satyanarayana and
(2016) identified ensemble methods as the most 
influential development in Data Mining and
Learning. Classifier ensembles include 
of the multiple models into one usually more accurate 
than the best of its components. An 
predicting students’ academic performance using 
ensemble model method was presented in 
research (Shet & Gayathri, 2014). Stacking ensemble 
technique was used in predicting 
achievement of students (Nippon et al.,
 
























Performance of the three classifiers algorithms was
evaluated and the stacking ensemble technique was
used to combine the three classifiers
ensemble techniques used in this research aimed at 
improving models performance. This technique 
combines various classifiers output as an input in a 
Meta classifier. The standard stacking technique is 
presented in Figure 5. Stacking ensemble technique 
has the capability of combining heterogeneous base 
classifiers and a Meta classifier is trained for final 
prediction (Dzeroski & Bernard, 2004). Predicting 
output of base classifiers are fed directly as data

















Stacking classifiers ensemble techniques has the 
capability of improving the performance accuracy and 
efficiency of students’ academic performance 
prediction models. The findings from this research 
showed that the stacking classifiers ensemble model 
performance accuracy and RMSE values are better 
than the other three individual classifier models 
suggesting that stacking classifiers ensemble is the 
best model in the context of this research. Though 
numerous machine learning algorithms exists but this 
research evaluated the performances of only three (3) 
Machine learning algorithms in developing the student 
academic performance prediction model. Further 
research can be conducted using other algorithms and 
consider other factors that could likely affect the 
academic performance of students such as socio-
economic factors and psychological factors.  
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