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Abstract
This paper studies the smearing effect encountered in contribution plot based
fault isolation, i.e., the influence of faulty variables on the contributions of
non-faulty variables. Since the generation of contribution plots requires no
a priori information about the detected disturbance (e.g., historical faulty
data), it is a popular fault isolation technique in Statistical Process Control
(SPC). However, Westerhuis et al. demonstrated that contributions suffer
from fault smearing [1]. As a consequence, variables unaffected by the fault
may be highlighted and faulty variables obscured during the contribution
analysis. This paper presents a thorough analysis of the smearing effect for
three general contribution computation methods: Complete Decomposition,
Partial Decomposition and Reconstruction-Based contributions. The anal-
ysis shows that (i) smearing is present in all three methods, (ii) smearing
depends on the chosen number of principal components of the underlying
PCA or PLS model and (iii) the extent of smearing increases for variables
correlated in the training data for a well-chosen model order. The effect of
smearing on the isolation performance of single and multiple sensor faults of
various magnitudes is studied and illustrated using a simulation case study.
The results indicate that correct isolation with contribution plots is not guar-
anteed for multiple sensor faults. Furthermore, contribution plots only out-
perform univariate fault isolation for single sensor faults with small magni-
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tudes. For multiple sensor faults, univariate fault isolation exhibits a signifi-
cantly larger correct fault isolation rate. Based on the smearing analysis and
the specific results for sensor faults, the authors advise to use contributions
only if a sound physical interpretation of the principal components is avail-
able. Otherwise multivariate detection followed by univariate fault isolation
is recommended.
Keywords: Process control, Mathematical modelling, Chemical processes,
Fault detection/isolation, Contribution plots, Remediation
1. Introduction
Abnormal event management is of central importance to the process in-
dustries. Early detection and diagnosis of process faults permit timely inter-
ventions to keep the process within a safe controllable operating region and
avoids production loss associated with the abnormal situation. Statistical
Process Control (SPC) is a set of data-based techniques for process moni-
toring, fault detection and fault diagnosis. Due to the abundance of sensors
in today’s process plants, extensive historical databases containing frequent
measurements of online sensors on hundreds of variables are becoming a
commodity for process engineers. Therefore, employing SPC to exploit these
existing databases has tremendous potential and has already resulted in a
number of applications in industries as diverse as the petrochemical [2, 3],
(bio)chemical [4, 5, 6], pulp and paper [7] and steel [8, 9] industries.
The basic concept of SPC is the statistical comparison of the current
process measurements with historical data obtained under Normal Operat-
ing Conditions (NOC). Process behavior not included in the NOC data is
detected by fault detection statistics. The process is monitored using control
charts which depict the value of the statistic and corresponding control limits
for normal operation at each time point.
Statistical projection methods such as Principal Component Analysis
(PCA [10]) and Partial Least Squares (PLS [11]) greatly simplify fault de-
tection by reducing the multivariate and typically heavily correlated sensor
data to a smaller set of uncorrelated latent variables. The successful appli-
cation of PCA and PLS has been reported extensively in the literature and
has become a standard approach to SPC since its introduction in the early
nineties [12, 13]. Progress has been made in improving fault detection per-
formance by including process dynamics (e.g., dynamic PCA/PLS [14, 15],
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auto-regressive PCA [16]) or by non-linear extensions (e.g., kernel PCA [17],
kernel PLS [18]).
Upon detection of a process disturbance, the multivariate control charts
do not provide any information about the root cause of the abnormal sit-
uation. If a sufficient amount of historical data of all of the process faults
is available, classification methods can achieve conclusive diagnosis results
by assigning the fault class to which the new measured data most resem-
bles. However, as the process is designed and controlled to remain in the
normal operating region, the availability of such data is often a bottleneck
for developing an adequate classifier.
Alternatively, the underlying PCA or PLS model can be investigated by
examining contribution plots, which chart the contribution of each variable
to the out-of-control statistic [19]. The generation of contribution plots re-
quires no historical data of the detected process disturbance, but process
knowledge is necessary for interpreting the contribution pattern. Because
of its ease of implementation and the absence of a need for historical faulty
data, contribution plots are by far the most popular approach to find the
cause of an alarm signal in SPC and have found extensive use in applica-
tions (see e.g., [4, 20, 3, 6]). Despite their popularity, there is still room for
improvement. Westerhuis et al. used a simple example to illustrate that
faulty variables can increase the contribution of variables not influenced by
the fault [1]. This ’smearing’ effect quickly leads to ambiguous diagnosis
results for complex process faults. Moreover, different contribution compu-
tation methods were proposed in the literature each having different smearing
properties. Hence, a profound understanding of the smearing effect is imper-
ative for the choice of a contribution computation technique and a correct
interpretation of the fault isolation results.
The goal of this paper is to provide a deeper insight into the smearing
effect for contribution plots. The remainder of this paper is structured as
follows. Section 2 contains a concise description of contribution computation.
Section 3 presents an analysis of the causes of contribution smearing for three
popular general types of contribution computation methods. In Section 4
the influence of smearing on fault isolation is further studied for the case of
sensor faults and referenced against isolation based directly on the pretreated
data. Section 5 ties the analysis and case study results together to present
a different view on contribution smearing and, finally, Section 6 draws some
conclusions.
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2. Contribution plots
Control charts alarm when an abnormal situation has been encountered,
but do not provide any further information about the cause. Therefore, vari-
able contributions to the out-of-control fault detection statistic are plotted to
extract useful information for fault diagnosis [19]. Contribution plots rely on
the investigation of the underlying statistical projection method. This paper
focuses on basic PCA for ease of explanation and because of its popularity
in industrial applications. The derived formulas can be readily extended to
other statistical projection methods (see, e.g., Westerhuis et al. [1]). Sec-
tion 2.1 briefly describes the basics of PCA based process monitoring and
Section 2.2 discusses the theory of contribution computation.
2.1. PCA based monitoring
Consider an industrial data set consisting of m measurements on n vari-
ables organized in an m × n data matrix X. Before applying PCA, each
column of X is scaled to zero mean and unit variance (i.e., auto-scaling). For
the remainder of this paper, the data is assumed to be auto-scaled. PCA
divides the original Rn measurement space into a model space spanned by
principal components (the model hyperplane) and a residual space [10, 21].
The principal components are obtained from the eigen-decomposition of the
covariance matrix S of X
S =
1
m− 1X
TX (1)
=
[
P P˜
] [Λ 0
0 Λ˜
] [
P P˜
]T
(2)
where P ∈ Rn×r contains the r eigenvectors of S associated with the r
largest eigenvalues contained in a diagonal matrix Λ ∈ Rr×r and P˜ ∈ Rn×n−r
holds the eigenvectors corresponding to the remaining eigenvalues contained
in a diagonal matrix Λ˜ ∈ Rn−r×n−r . The number of retained principal
components r is decided by the user. The columns of P and P˜ span the
model hyperplane and residual space respectively. A measurement vector
x ∈ Rn can therefore be decomposed into two vectors
xˆ = PPTx (3)
x˜ = P˜P˜
T
x (4)
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with xˆ and x˜ the projections of x on the model and residual spaces, re-
spectively. A measurement vector x can be represented in a new coordinate
system defined by the columns of P
t = xTP (5)
where t ∈ Rr×1 contains the so-called scores of x that represent x by a
reduced set of r uncorrelated variables.
The measurement vector x is subjected to fault detection by computing
fault detection indices. The general formula for quadratic fault detection
indices is
Index (x) = ‖x‖2M = xTMx (6)
where M depends on the specific fault detection statistic. For the popular
Squared Prediction Error (SPE) and Hotelling’s T2 statistics, M is equal to
MSPE =P˜P˜
T
, (7)
MT2 =PΛ
−1PT. (8)
The matrices MSPE and MT2 are symmetric and positive (semi-)definite.
MSPE is also idempotent. The corresponding Upper Control Limits (UCL)
with tolerance level α are given by
UCLSPE =
σ2SPE
2µSPE
χ2(2µ2SPE/σ
2
SPE;α) (9)
UCLT2 =χ
2(r;α) (10)
where the mean and variance of the SPE statistic over all training samples
are denoted by µSPE and σ
2
SPE and χ
2
SPE(2µ
2
SPE/σ
2
SPE;α) and χ
2(r;α) are the
upper critical values of a χ2-distribution with respectively 2µ2SPE/σ
2
SPE and r
degrees of freedom at a specified tolerance level α.
2.2. Contribution computation
The use of contribution plots for Statistical Process Control (SPC) was
introduced by MacGregor et al. for batch processes in order to investigate
the underlying PCA or PLS model when a fault detection statistic exceeds
its control limit [22, 23]. MacGregor et al. decompose the fault detection
statistic into a sum of terms, each associated with one variable, called contri-
butions. The assumption behind contribution computation is that variables
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associated with the fault exhibit large contributions. In this case, a contribu-
tion plot enables engineers and operators to focus their attention on a small
subset of variables and therefore facilitates the diagnostic task.
Upon detection, the contribution of each variable to the fault detection
statistic is generated to obtain diagnostic information. As there is no unique
way to decompose a fault detection statistic into a sum of terms each assigned
to a single variable, various authors proposed different formulas for contribu-
tion computation. Alcala and Qin unified these into three general methods:
complete decomposition, partial decomposition and reconstruction-based con-
tributions [24].
2.2.1. Complete decomposition (CD)
The CD contribution of the i-th variable is defined by Alcala and Qin as
CDi =
(
ξTi M
1
2x
)2
(11)
where ξi is the i-th column of the n×n identity matrix [24]. CD contributions
are always positive and their sum is equal to the value of the corresponding
statistic.
2.2.2. Partial decomposition (PD)
Alcala and Qin [24] define the PD contribution of the i-th variable as
PDi = x
TMξiξ
T
i x. (12)
As for CD contributions, the sum of the PD contributions equals the value
of the corresponding fault detection statistic. However, contrary to CD con-
tributions, PD contributions can attain negative values. When a variable is
equal to its mean or expected value, i.e., ξTi x = xi = 0, its PD contribution
is equal to zero.
2.2.3. Reconstruction-Based (RB)
RB contributions were proposed in [25]. In this approach, each variable
xi is reconstructed (x
rec
i ) based on the remaining n−1 variables and the PCA
model. The amount of reconstruction fi = x
rec
i − xi is then used to obtain
the RB contributions
RBi = Index (ξifi) (13)
= ‖ξifi‖2M . (14)
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RB contributions are always positive. Unlike CD and PD contributions, their
sum is not guaranteed to be equal to the value of the corresponding statistic.
Alcala and Qin based their RB method on the work of Dunia and Qin [26]
and Yue and Qin [27]. In these works, the reconstructed variable is found by
minimizing the fault index of the reconstructed measurement vector
Index (x− ξifi) = ‖x− ξifi‖2M . (15)
Minimizing Eq. 15 with respect to fi yields
fi =
(
ξTi Mξi
)−1
ξTi Mx. (16)
Substituting this expression for fi into the general definition of RB contri-
butions results in
RBi =
(
ξTi Mx
)2
ξTi Mξi
(17)
which is the definition of the third general method for contribution calcula-
tion according to Alcala and Qin [24]. However, the above definition is not
general and is only valid when reconstructing a variable based on minimizing
the corresponding fault index, which is a form of projection-based reconstruc-
tion. Reconstructing a variable is equal to treating the variable as missing
data and estimating its value based on the remaining variables. Arteaga
and Ferrer provide an overview for estimating missing variables in [28] and
minimization of the SPE index is one of the various reconstruction meth-
ods provided. Hence, it is possible to obtain different formulations for RB
contributions depending on the reconstruction method used to compute the
amount of reconstruction fi in Eq. 14. For example, Lieftucht et al. pro-
posed regression-based reconstruction to overcome some problems associated
with projection-based reconstruction [29, 30]. For the remainder of this pa-
per, Eq. 17 will be used for computation of RB contributions, reflecting the
original approach of Alcala and Qin [25, 24].
3. The smearing effect
Westerhuis et al. were the first to illustrate that faulty variables increase
the contribution of variables not influenced by the fault [1]. As a conse-
quence, the effect of a fault is smeared out over the different contributions
and the difference between contributing and non-contributing variables de-
creases. Therefore, Yoon and MacGregor argue that contribution plots are
7
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only appropriate for simple process faults, i.e., faults with a specific fault
source and of which the effect is not propagated to other variables [31]. This
section analyzes the smearing behavior of CD, PD and RB contributions
to provide a deeper understanding of the cause and nature of contribution
smearing.
3.1. Smearing of CD contributions
Substituting M in Eq. 11 by P˜P˜
T
for the SPE statistic and PΛ−1PT for
the T2 statistic yields their CD contributions
CDSPEi =
(
ξTi
(
P˜P˜
T
) 1
2
x
)2
(18)
CDT
2
i =
(
ξTi
(
PΛ−1PT
) 1
2 x
)2
. (19)
By using the idempotent property of P˜P˜
T
and Eq. 4, the CD contribu-
tions to the SPE statistic reduce to
CDSPEi =
(
ξTi P˜P˜
T
x
)2
(20)
=
(
ξTi x˜
)2
(21)
= x˜2i . (22)
The above derivation demonstrates that the CD contributions to the SPE
statistic are equal to the squared components of the residual vector x˜ along
each axis of the original measurement space. The residual vector is computed
by projecting the measurement vector on the residual subspace and express-
ing the resulting vector in the original coordinates. The compression to a
smaller number of subspace variables and subsequent expansion back to the
measurement space enables faulty and non-faulty variables to interact which
is the fundamental cause of contribution smearing.
For the T2 statistic, Eq. 19 can be rewritten as
CDT
2
i =
(
ξTi PΛ
− 1
2PTx
)2
(23)
=
(
ξTi PΛ
− 1
2 tT
)2
. (24)
To obtain the CD contributions to the T2 statistic, x is projected onto the
model plane to obtain the scores t. Each score is scaled by its standard de-
viation before expressing the score vector in the original measurement space.
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Similar to the CD contributions to the SPE index, the compression and sub-
sequent expansion enables faulty and non-faulty variables to interact and
causes the smearing effect.
To gain further insight into the smearing phenomenon, it is instructive
to rewrite the two contribution formulas (Eqs. 18, 19) in a different form.
At the mathematical core of each contribution formula is a simple linear
combination of the measured variables. The CD contributions to the SPE
and T2 statistic can be rewritten as
CDSPEi =
(
αixi +
n∑
j=1,j 6=i
γijxj
)2
(25)
CDT
2
i =
(
βixi +
n∑
j=1,j 6=i
δijxj
)2
(26)
where
αi = 1−
r∑
l=1
p2il (27)
βi =
r∑
l=1
λ
− 1
2
l p
2
il (28)
γij = −
r∑
l=1
pilpjl (29)
δij =
r∑
l=1
λ
− 1
2
l pilpjl (30)
and pil refers to the element at row i and column l of P i.e., the loading of
xi in the l-th principal component.
Three main conclusions can be drawn from the above equations. Firstly,
faulty variables influence non-faulty ones through the linear combination of
all variables (except the considered variable) at the core of these equations;
the coefficients γij and δij quantify the amount of smearing. By using the
PCA model of the NOC data, the coefficients of this linear combination can
be computed. The actual amount of smearing then depends on the values
9
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of the other variables and, hence, the specific fault. Secondly, as the coef-
ficients γij and δij depend on the retained number of principal components
r, the contribution pattern depends on the selected model order of the PCA
or PLS model. Various methods for model order selection exist and their
influence on contribution plot based fault isolation is rarely, if ever, consid-
ered. Finally, since correlated variables have similar loadings in the different
principal components, the extent of smearing between variables tends to in-
crease, provided the model order r is well-chosen to capture the underlying
correlations without describing the noise. Hence, while a data plot at the
moment of detection will only show increased values for variables directly
influenced by the detected fault, contribution plots will also show increased
values for those variables correlated with the latter variables. In the specific
case of CD contributions, the influence of variable xj on the contribution of
xi is equal to the influence of xi on the contribution of xj, i.e., symmetrical
smearing. This is clear from the expressions of γij and δij since γij = γji and
δij = δji.
3.2. Smearing of PD contributions
The PD contributions can be obtained by substituting M in Eq. 12 with
P˜P˜
T
for the SPE statistic and PΛ−1PT for the T2 statistic, yielding
PDSPEi = x
TP˜P˜
T
ξiξ
T
i x (31)
PDT
2
i = x
TPΛ−1PTξiξTi x. (32)
The expression for the SPE statistics contributions (Eq. 31) can be rear-
ranged by substituting Eq. 4 to obtain
PDSPEi = x˜
Tξiξ
T
i x (33)
= x˜ixi. (34)
A variable’s PD contribution to the SPE statistic equals the product of its
auto-scaled value xi and corresponding residual x˜i. Hence, the cause of con-
tribution smearing is identical to CD contributions, though the smearing
effect is mitigated by multiplication with the auto-scaled variable.
The latter equation (34) also provides insight into negative contributions.
If the signs of xi and x˜i differ, a negative contribution arises. Westerhuis et
al. made the observation for a simple case study with only two variables that,
if a negative PD contribution is obtained, setting the corresponding variable
10
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xi to zero increases the value of the fault detection statistic [1]. Using Eq. 34,
the SPE statistic can be expressed as
SPE =
n∑
i=1
x˜ixi (35)
since the sum of the PD contributions equals the fault index. The above
equation generalizes Westerhuis et al.’s observation to a data set containing
n variables: setting a variable with a negative contribution to zero (i.e., its
mean or expected value) in Eq. 35 increases the SPE statistic. Westerhuis
et al. used their result to claim that negative contributions are not a special
event and should not be considered for fault diagnosis, as only positive con-
tributions force the fault detection statistic to be out-of-control [1]. However,
according to Eq. 34, a variable with a negative contribution can have a large
deviation from its mean value (xi) and/or a large residual (x˜i) despite the
negative sign and therefore, in the authors’ opinion, should not be discarded
during fault isolation.
Reworking the expression for the T2 statistic (Eq. 32) using Eq. 5
PDT
2
i = tΛ
−1PTξiξTi x (36)
=
(
ξTi PΛ
−1tT
)
xi, (37)
results in the product of the mean centered variable xi and a term similar
to the square root of the T2’s CD contribution (Eq. 24). Although each
score is scaled by its variance instead of its standard deviation, the same
conclusions about smearing as in the CD case apply. The analysis of negative
contributions to the T2 statistic leads to similar results as the SPE statistic.
The formulas for the PD contributions can be rearranged as the product
of the variable with a linear combination of all variables.
PDSPEi = xi
(
αixi +
n∑
j=1,j 6=i
γijxj
)
(38)
PDT
2
i = xi
(
ixi +
n∑
j=1,j 6=i
ζijxj
)
(39)
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where
i =
r∑
l=1
λ−1l p
2
il (40)
ζij =
r∑
l=1
λ−1l pilpjl. (41)
The above equations lead to the same three conclusions as for the CD contri-
butions: (i) the linear combination at the core of the equations evidences the
presence of smearing, quantified by the coefficients γij and ζij, (ii) the con-
tributions depend on the selected model order of the underlying PCA or PLS
model and (iii) the extent of smearing between variables tends to increase as
the variables are more correlated in the NOC data on the condition that the
model order is high enough to adequately reflect the NOC covariance matrix.
However, the premultiplication of xi mitigates the smearing effect at the cost
of the occurrence of counterintuitive negative contributions. Like CD contri-
butions, PD contributions exhibit symmetrical smearing since γij = γji and
ζij = ζji.
3.3. Smearing of RB contributions
The concept of RB contributions is to reconstruct each variable based on
the other variables. When reconstructing a non-faulty variable, some of the
remaining variables are faulty and faulty information is used for reconstruc-
tion. Hence, smearing is present in RB contributions by definition.
Similar arithmetics as in the CD and PD cases lead to the following
expressions for RB contributions
RBSPEi =
(
αixi +
n∑
j=1,j 6=i
γijxj
)2
/αi (42)
RBT
2
i =
(
ixi +
n∑
j=1,j 6=i
ζijxj
)2
/i. (43)
The above expressions are very similar to the expressions for CD contri-
butions (Eqs. 25 and 26) and the same conclusions about the presence of
smearing, quantified by γij/
√
αi and ζij/
√
i, the effect of r and the influence
of NOC correlations are drawn. Note that, unlike CD contributions, the in-
fluence of variable xj on the contribution of xi is not necessarily equal to the
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influence of xi on the contribution of xj, i.e., asymmetrical smearing, since
γij/
√
αi 6= γji/√αj and ζij/√i 6= ζji/√j.
4. A case study: sensor faults
Sensor faults are, from a fault isolation point of view, the simplest faults
that can happen in a process and therefore form a useful case study to in-
vestigate the effect of contribution smearing.
4.1. Theoretical results
Alcala and Qin studied sensor faults where the fault-free measurements
are zero, i.e., equal to their mean or expected value (for a continuous process)
or lying on the average trajectory (for batch processes), and the faulty sensor
has a magnitude equal to f [25]. The faulty measurement vector is of the
following form
xf = fξj. (44)
If the contribution of the faulty variable is greater than or equal to any other
fault-free variables’ contribution, the fault is isolated correctly. Alcala and
Qin proved for this type of single sensor faults that correct isolation is guar-
anteed for the PD and RB contributions but not for CD contributions [25].
In this paper, the analysis is extended to multiple sensor faults, i.e., faults
of the form
xff = fξj + φfξk (45)
where f is the magnitude of the sensor fault on variable j and φ ∈ < is a
scalar to express the magnitude φf of the sensor fault on variable k (j 6= k).
From the results of Alcala and Qin, correct isolation of multiple sensor faults
with CD contributions is not guaranteed [25]. In the next two paragraphs,
the isolatability of xff will be analyzed for the PD and RB contributions.
Note that by the definition of xf and xff , isolation of these fault types
based on the mean centered data instead of contributions is trivial since the
only variables deviating from their expected value, i.e., zero, are the faulty
variables.
13
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Isolatability for PD contributions
To study the isolatability of multiple sensor faults, xff is substituted into
the general expression for PD contributions (Eq. 12) yielding
PDi =

0 if i 6= j ∧ i 6= k
f 2 (mjj + φmkj) if i = j
f 2
(
φ2mkk + φmjk
)
if i = k
. (46)
where mij equals ξ
T
i Mξj , i.e., the element at the i-th row and j-th column
of M. Therefore, to guarantee isolatability, the contributions of the j-th and
k-th variable must be greater than or equal to the contribution of any other
variable
mjj + φmjk ≥ 0
φ2mkk + φmjk ≥ 0
(47)
where mkj has been replaced by mjk since for a symmetric matrix M, mkj
is equal to mjk. If φ is equal to 1, i.e., two sensor faults of equal magnitude,
and taking into account that j and k can be any variable, the two conditions
can be reduced to one condition
mjj +mjk ≥ 0 ∀j, k (48)
which states that each sum of a diagonal element and any other element in
the same row or column has to be greater than or equal to zero. Both condi-
tions (Eqs. 47 and 47) are not guaranteed for an arbitrary φ and symmetric
positive (semi-)definite matrix M, as is proved for the 3× 3 case in the next
paragraph. The failure of these inequalities will also be illustrated in the
numerical example in Section 4.2.
Consider a 3× 3 real symmetric matrix M of the following form
M =
m11 m12 m13m12 m22 m23
m13 m23 m33
 (49)
Sylvester’s criterion is a necessary and sufficient condition for M to be pos-
itive definite. It states that a matrix is positive definite if and only if the
determinants associated with all upper-left submatrices are positive [32]. For
the symmetric 3× 3 matrix M this leads to the following three conditions
m11 > 0 (50)
m11m22 −m212 > 0 (51)
m11m22m33 + 2m13m12m23 −m11m223 −m22m213 −m33m212 > 0 (52)
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The above conditions do not guarantee the isolatability condition for multiple
sensor faults of equal magnitude (Eq. 48) to be true. For example, setting
m11 = 1, m22 = 5, m22 = 100 and m12 = m13 = m23 = −2 satisfies
Sylvester’s condition while m11 + m12 < 0. Also the isolatability condition
for general multiple sensor faults (Eq. 47) is violated, e.g., for {j, k} = {1, 2}
and φ ∈ ]0, 2
5
[∪ ]1
2
,+∞[. Therefore, correct fault isolation of multiple sensor
faults with PD contributions is not guaranteed.
The interpretation of this mathematical result is as follows: although the
sum of both contributions equals the value of the fault detection statistic
and is positive (or zero), one contribution can be negative, thus smaller than
the fault-free contributions. As a consequence, according to the definition of
isolatability, correct isolation of multiple sensor faults with PD contributions
is not guaranteed as opposed to isolation of single sensor faults.
Isolatability for RB contributions
Similarly, for RB contributions, substituting xff in Eq. 17 yields
RBi =

f 2 (mij + φmik)
2
mii
if i 6= j ∧ i 6= k
f 2 (mjj + φmjk)
2
mjj
if i = j
f 2 (mjk + φmkk)
2
mkk
if i = k.
(53)
For correct isolation the contributions of the j-th and k-th variable must be
greater than or equal to the contribution of any other variable, resulting in
the following necessary and sufficient isolatability condition
(mjj + φmjk)
2
mjj
≥ (mij + φmik)
2
mii
(mjk + φmkk)
2
mkk
≥ (mij + φmik)
2
mii
(54)
This condition is not guaranteed for an arbitrary φ and symmetric positive
(semi-)definite matrix M.
For the 3×3 matrix M of the previous paragraph, again setting m11 = 1,
m22 = 5, m22 = 100 and m12 = m13 = m23 = −2 satisfies Sylvester’s
condition but e.g., for {i, j, k} equal to {1, 2, 3} and φ ∈ ]−∞, −(5+3
√
5)
8
[ ∪
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]−11
60
,+∞[ does not satisfy the RB isolatability condition (Eq. 54). Hence,
correct diagnosis with RB contributions is not guaranteed for multiple sensor
faults.
As a conclusion, while the PD and RB approaches guaranteed correct iso-
lation of single sensor faults, none of the three contribution methods guaran-
tees correct isolation of multiple sensor faults due to the contribution smear-
ing effect.
4.2. Numerical illustration
The theoretical results of the previous section are derived under the as-
sumption that the normal variation around the average trajectory is negli-
gible compared to the fault magnitude f . This section includes the effect
of the fault magnitude on contribution based fault isolation by means of a
simulation case study (adapted from [24]).
The Normal Operating Conditions (NOC) data is generated according to
the following process model
x1
x2
x3
x4
x5
x6
 =

−0.3441 0.4815 0.6637
−0.2313 −0.5936 0.3545
−0.5060 0.2495 0.0739
−0.5552 −0.2405 −0.1123
−0.3371 0.3822 −0.6115
−0.3877 −0.3868 −0.2045

t1t2
t3
+ noise (55)
where t1, t2 and t3 are uniformly distributed random variables with a range of
[0, 2], [0, 1.6] and [0, 1.2], respectively. The noise term consists of white Gaus-
sian noise with zero mean and a standard deviation of 0.2. The simulated
single and multiple sensor faults are of the form
xf =xNOC + fξj (56)
xff =xNOC + fξj + φfξk (57)
where j 6= k, j and k are uniformly distributed among the six variables and
the fault magnitude f has a range of [0.1, 4]. Without loss of generality, φ is
set to 1, i.e., sensor faults of equal magnitude. For each absolute magnitude
of f , 3000 faulty samples are generated, 1500 with a negative sign and 1500
having a positive sign. Two thousand NOC samples are generated for model
identification. The NOC data is mean-centered and scaled to unit variance.
The faulty samples are normalized similarly using the mean and variance of
16
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Figure 1: Detection rates of the SPE () and T2 (•) statistics for (a) single and
(b) multiple faults.
the NOC data. Three PCA models with respectively 2, 3 and 4 principal
components are identified on the NOC data. The faulty samples are subse-
quently monitored using the SPE and T2 statistics with a tolerance level α
of 1%.
The detection rate of the SPE and T2 statistics in function of the absolute
fault magnitude for single and multiple sensor faults is depicted in Figs. 1(a)
and 1(b), respectively, for the PCA model with three principal components.
From these figures, it is clear that the SPE statistic has a higher sensitivity for
the simulated sensor faults than the T2 index, reflecting in a higher detection
rate for smaller fault magnitudes.
The detection rates depend on the chosen tolerance level α which repre-
sents a trade-off between the detection and false alarm rates. To eliminate
the influence of the chosen tolerance level on the fault diagnosis results, a
detection rate of 100% is assumed. Hence, isolation performance is examined
independent from fault detection rates.
Before discussing the numerical fault isolation results, first consider the
theoretical isolatability of sensor faults. For example for the 3 component
model and SPE statistic
MSPE =

−0.6729 −0.1410 −0.3137 −0.2982 −0.1130 0.0114
−0.1410 0.3537 0.0834 0.0447 −0.3554 0.2710
−0.3137 0.0834 0.5685 −0.3395 0.1303 0.0876
−0.2982 0.0447 −0.3395 0.6744 −0.0406 −0.1085
−0.1130 −0.3554 0.1303 −0.0406 0.4853 −0.3034
0.0114 0.2710 0.0876 −0.1085 −0.3034 0.2452

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(a) Single sensor fault, SPE
0 0.5 1 1.5 2 2.5 3 3.5 4
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Absolute fault magnitude
Co
rre
ct
 is
ol
at
io
n 
ra
te
(b) Multiple sensor fault, SPE
0 0.5 1 1.5 2 2.5 3 3.5 4
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Absolute fault magnitude
Co
rre
ct
 is
ol
at
io
n 
ra
te
(c) Single sensor fault, T2
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(d) Multiple sensor fault, T2
Figure 2: Correct isolation rates of CD (), PD (•) and RB contributions (N) to the
SPE index for (a) single and (b) multiple faults and to the T2 index for (c) single and (d)
multiple faults. The dashed line depicts the correct classification rate achieved by using
the absolute value of the mean centered and scaled (to unit variance) data.
and it is easy to verify that the isolatability conditions of multiple sensor
faults for PD contributions (Eq 48) and RB contributions (Eq. 54) are not
satisfied (see e.g., {j, k} = {5, 2} for PD contributions and {j, k, i} = {1, 2, 6}
for RB contributions). The same conclusions apply to the 2 and 4 component
models and the T2 statistic.
The measured correct fault isolation rates are depicted in Fig. 2. The
correct isolation rates of CD (), PD (•) and RB (N) contributions to the
SPE and T2 statistics for single sensor faults are plotted in Figs. 2(a) and 2(c),
respectively. The contributions are computed from a PCA model with three
principal components. The isolation rates are based on all generated samples.
The dashed line represents the isolation performance achieved by using the
absolute value of the (mean centered and scaled to unit variance) faulty
data. The contributions to the T2 index have lower correct classification
18
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Figure 3: Correct isolation rates of (a) single sensor faults with RB contributions to the
SPE statistic and (b) multiple sensor faults with PD contributions to the T2 statistic
for 2 (), 3 (•), and 4 (N) principal components. The dashed line depicts the correct
isolation rate achieved by using the absolute value of the mean centered and scaled (to
unit variance) data.
rates than those to the SPE index. Be aware that the dashed line does
not change between Figs. 2(a) and 2(c) since isolation based on the data is
independent of the monitoring statistic used. From the results for the SPE
statistic, it is clear that the PD and RB contributions outperform data-based
isolation at low fault magnitudes. The RB contributions achieve the highest
isolation performance. For larger magnitudes the PD, RB and data-based
correct isolation rates reach 100% which is in accordance with the theoretical
guarantee of correct isolation for large single sensor faults. On the other
hand, correct isolation using CD contributions is not guaranteed and the CD
computation method is outperformed by PD and RB.
The correct isolation rates of CD, PD and RB contributions to the SPE
and T2 statistics for multiple sensor faults are plotted in Figs. 2(b) and
2(d), respectively. For multiple sensor faults, data-based isolation (dashed
line) has overall higher correct isolation rates. PD contributions achieve the
highest performance of the three contribution methods, because they are the
most related to the data due to the multiplication of each linear combination
with the variables value in Eqs. 38 and 39. CD contributions on the other
hand, exhibit the lowest isolation performance. For contributions to the SPE
statistic, the CD contributions do not exceed 7% correct isolation rate due
to the smearing effect. The RB contributions now take third place, despite
having the highest performance for single sensor faults using the SPE index.
The influence of the selected number of principal components r is depicted
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in Fig. 3 for single sensor faults isolated with RB contributions to the SPE
statistic (Fig. 3(a)) and multiple sensor faults isolated with PD contributions
to the T2 statistic (Fig. 3(b)). It is evident from the process model (Eq. 55)
that the correct choice of the number of components is 3 since the generated
data is governed by 3 latent variables (i.e., t1, t2 and t3). Figs. 3(a) and 3(b)
compare the correct isolation rate for the models with 2 (undermodeling),
3 and 4 (overmodeling) components. In Fig. 3(a), r-values different from
3 exhibit a lower correct isolation rate. In Fig. 3(b), the correct isolation
rates if r equals 2 or 3 are comparable. For r equal to 4, the performance
is significantly lower. Figs. 3(a) and 3(b) is representative for the other
combinations of fault type, statistic and contribution computation method.
These plots show that under- or overmodelling can have a negative effect on
contribution fault isolation performance. Note that the correct isolation rate
based on the absolute value of the data (dashed line) is independent of r and
is identical to Fig. 2.
As a general conclusion, the PD and RB contributions only outperform
direct data based isolation for single sensor faults with small magnitudes.
For larger magnitudes and multiple sensor faults, data based isolation has
comparable or higher isolation performance, respectively. The use of CD con-
tributions is discouraged since they exhibit the lowest isolation rates, even
failing to achieve 100% correct isolation for large single sensor faults. A
poorly chosen number of principal components may lower isolation perfor-
mance of contribution plots while data-based isolation remains unaffected.
5. Smearing revisited
In literature, the general stance on contribution smearing is that it has
a negative effect on fault isolation by potentially highlighting normal vari-
ables and obscuring faulty variables [1, 31, 33]. Therefore, different authors
have either (i) warned that contribution plots should be interpreted with
care due to smearing or (ii) proposed new approaches to contribution com-
putation which are claimed to be less affected by smearing e.g., alternative
decompositions of fault detection statistics [34, 35], reconstruction-based con-
tributions [25] and iterative approaches to identify a subset of contributing
variables [36].
Fault isolation confines the origin of a detected fault to a subset of the
measured variables and in this way greatly narrows the search for the under-
lying cause. However, fault isolation is only a starting point: operators and
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plant engineers still need to bridge the gap between the fault isolation results
and true fault diagnosis. Fault isolation techniques should aim to minimize
this gap. Because PCA or PLS based techniques only model correlation, not
causation, contribution plots highlight groups of correlated variables, which
is the essence of contribution smearing.
The previous analysis (Section 3) shows that to eliminate the smearing
effect, the coefficients γi,j, δi,j and ζi,j in Eqs. 25, 26, 38, 39, 42 and 43 simply
have to be set to zero, i.e., multivariate detection followed by univariate fault
isolation. Hence, univariate fault isolation is superior to contribution plots
when smearing presents a problem for fault isolation.
If a physical interpretation of the principal components is available, it is
advisable to base the fault isolation on the deviation of the current scores t
from those obtained under normal operating conditions. Isolating a detected
disturbance to one or more scores allows one to link the detected disturbance
with the underlying process dynamics captured by the principal components
corresponding to these scores. In this case, the result of the fault isolation
step is a group of variables corresponding to the faulty dynamics, rather than
individual variables. Knowing what process dynamics are faulty provides
operators with a good starting point to bridge the gap to true fault diagnosis
based on their process experience.
Unfortunately, a clear physical interpretation of each score is seldom avail-
able for process data. Section 3 demonstrated that the linear combination
present at the core of each contribution computation method evidences the
presence of smearing. The coefficients of this linear combination depend
heavily on the principal components. If the interpretation of the principal
components is unclear, using this information for fault isolation may confuse
operators and increase the gap between isolation and diagnosis. The case
study results (Section 4) have shown that the information contained in the
principal components might be helpful for example when isolating single sen-
sor faults with the RB technique, but might obscure the faulty variables for
faults as relatively simple as multiple sensor faults where data based isolation
achieves much higher correct isolation rates. Therefore, if no clear interpre-
tation of the principal components is available, the authors advise to discard
this information and perform univariate fault isolation, i.e., basing fault iso-
lation of general process faults on the deviation of the current measurements
from their NOC values instead of contributions or scores.
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6. Conclusion
Contribution plots are widely used in applications for fault isolation in
conjunction with PCA or PLS based fault detection. Despite their popularity,
contribution plots suffer from the so-called smearing effect, i.e., the propa-
gation of faulty variables’ contributions to those of variables not influenced
by the fault. As a consequence, non-faulty variables may be highlighted
and faulty obscured in the contribution plots, which complicates the fault
isolation task.
This paper presented an analysis of the smearing effect for three general
contribution computation methods: complete decomposition (CD), partial
decomposition (PD) and reconstruction-based (RB) contributions. From the
analysis three main conclusions can be drawn: (i) the linear combination
at the core of each contribution computation method evidences the presence
of smearing, (ii) the contributions depend on the selected model order of
the underlying PCA or PLS model and (iii) the extent of smearing between
variables tends to increase as the variables are more correlated in the NOC
data provided the model order is high enough to adequately reflect the NOC
covariance matrix.
The effect of smearing on fault isolation performance was further studied
for the specific case study of sensor faults. While previous work has shown
that correct isolation is guaranteed for PD and RB contributions in the case
of large magnitude single sensor faults, this paper demonstrated that correct
isolation is not guaranteed for multiple sensor faults. The isolation perfor-
mance of the three contribution methods was tested via a simulation case
study and referenced against the isolation performance achieved by isolating
the variables with the largest absolute auto-scaled values, i.e., multivariate
detection followed by univariate fault isolation. For single sensor faults with
small magnitudes, the PD and RB methods outperform data-based isolation.
However, for larger fault magnitudes the isolation performance is similar and
for multiple sensor faults the contribution methods are clearly outperformed
by looking directly at the data due to the smearing effect.
Since, according to the smearing analysis results, smearing mainly oc-
curs through the principal components, the authors discourage the use of
contribution plots if a physical interpretation of the principal components is
unavailable, which is often the case for process data, and advise to base the
isolation task on the deviation of each variable from its expected value, i.e.,
univariate fault isolation. Whenever a clear physical interpretation of the
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principal components is available, it is advisable to base the fault isolation
task on the current scores since these allow to link the detected disturbance
with one or more of the underlying process dynamics captured by the prin-
cipal components.
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