and anaphora resolution is an important task for developing and evaluating NLP systems and models. Our study is aimed at assessing the feasibility of enhancing corpora with information about coreference relations. The annotation procedure includes identification of text segments that are subject to annotation (markables), marking their syntactic heads and identifying coreferential links. Markables are classified according to their morphological, syntactic and reference structure. The annotation is performed manually, providing gold standard data for high-level NLP tasks such as anaphora and coreference resolution. The paper reports on inconsistencies in selecting NPs of various types as markables and their borders, and in ways of constructing anaphoric pairs. We consider the types of NPs missed by annotators, and the discourse and semantic factors that may have affected the annotators' judgements. JEL classification code: Z
Introduction
Building annotated corpora in the domain of coreference and anaphora resolution is an important task for developing and evaluating the corresponding NLP systems and models. As compared to most worldwide languages (English, Chinese, German, etc.) , the Russian language still lacks an open-access annotated corpus for high-level NLP tasks such as information extraction or anaphora and coreference resolution. Our paper deals with the first ever experience of building an annotated coreference corpus for Russian (http://rus-ant.maimbava.net).
Nowadays, many research communities in Russia
show increasing interest in the development of various NLP tasks. However, many of them are just small start-ups having very few resources. Each community tries to realize its own methodology. There is lack of information exchange among the teams. Moreover, there is lack of open resources that could serve as a Gold Standard and provide the general basis for the evaluation in the field.
In order to overcome this problem we are developing an open corpus of the Russian language annotated with 5 coreference links. The corpus was primarily designed for the independent evaluation of NLP systems for Russian. The first release of the corpus was completed for evaluating the results of the coreference and anaphora resolution shared task for Russian (Toldova 2014) .
Since our goal is to create a corpus that can be used not only for research purposes but also for evaluating anaphora and coreference resolvers for Russian, we have to take into account the capacities of existing NLP systems and access annotation (dis)agreement between humans and machines in the highly subjective domain of discourse, semantic, and NP structure features. Moreover, we measure inter-annotator agreement between two manual annotations on broader material, in order to ensure reproducibility when selecting relevant markables and constructing coreference chains.
The paper is organized as follows. Section 2 outlines related work and motivation for the Russian coreference corpus project. Section 3 details the first experimental task run by both NLP systems and annotators on ten texts, with no guidelines provided. Section 4 reports on the interannotator agreement in the second experiment run on 88 6 texts after annotators have read and discussed the guidelines. We also investigate the typology of NPs most frequently missed by annotators. In Section 5 we discuss pragmatic and semantic factors underlying the annotators' choices.
Background
The first annotation scheme for coreference was developed during the first evaluation campaign on automatic coreference resolution, held within the Message Understanding Conference (MUC-7) (Hirschman 1997).
The main criteria for the task definition were good interannotator agreement, the simplicity and speed of text annotation and the creation of a corpus for independent coreference research. For these reasons, only noun phrases between which an identity relation could be identified were marked as referring expressions. This scheme did not cover more complicated cases like bridging or near-identity.
Both the GNOME corpus (Poesio 2004) for English and the VENEX coreference corpus for Italian ) include anaphoric annotations according to the MATE annotation scheme developed by Poesio (2004) . This 7 scheme differs from the MUC scheme, the best-known at that time, in that it relies on the discourse model assumption, which implies that discourse entities as part of this model may or may not refer to specific objects of the real world.
The main goal of creating this annotation scheme was to create a meta-scheme that could be used in different projects later on. The basic implementation of the scheme includes only the annotation of noun phrases with identity relations; the extended scheme also covers bridging relations and indirect coreference.
Another project in which the MATE scheme was applied is the ARRAU corpus. ARRAU is a corpus of we did not take into account expressions that occurred only once or morphological and syntactical tags, despite the fact that we included them in the output to make manual evaluation easier.
Experiment one: comparing automatic and manual annotation, no guidelines provided
Before elaborating annotation principles, we conducted an experiment in order to compare automatic and manual annotation. We gave ten texts to Russian students of linguistics (native speakers of Russian) and to two experts in coreference resolution. Their task was to annotate the referring expressions that occurred more than once and link them into coreference chains. The types of expressions or relations to be annotated were not restricted. Then we tested four coreference resolvers on the same texts and analyzed the discrepancies.
In general, proper names and personal and possessive pronouns related to specific NPs were considered as referring expressions by both systems and annotators.
Some types of coreference relations like near-identity (cf.
bridging relations between zapisnaya knizhka 'the notebook' and oblozhka 'the cover of the notebook') and predicative (event) It was found that most of the native speakers tended to include all of the modifiers of an entity's head.
Furthermore, genitive groups were also considered as a part of referring expressions. On the contrary, some native speakers and systems followed the second strategy.
Other problems were related to distinguishing between generic and specific references. Both annotators and systems marked correctly specific referring expressions, but generic or abstract referents caused a number of discrepancies. were also marked up inconsistently. In cases like 'The club was called Newton', 'the team called X', the proper name was sometimes not annotated.
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The results of the first experiment influenced a number of decisions regarding the annotation principles and guidelines used in the second experiment.
Experiment two: comparing manual annotations, under guidelines
To evaluate inter-annotator consistency, we picked up 88 texts (news, essays, scientific prose, fiction, and wikitexts, ca. 90,000 tokens). The principles and guidelines for annotation are detailed in Toldova et al. (forthcoming) . In brief, the taxonomy used in the guidelines is as follows.
A. NP reference type. The specific NPs and pronouns are subject to annotation; the non-specific (abstract and generic)
NPs are annotated only if they serve as antecedents for anaphoric pronouns. E. Annotation attributes. Secondly, we evaluated the consistency of annotators when selecting NPs relevant for our corpus (see Table 1 ). Both annotators marked 5160 NPs out of a total of 7009.
B. Primary vs secondary markables (Krasavina and
We Finally, we considered the type of NPs missed by one annotator when working with the corpus (see Table 2 ). Table 3 ). 
Discussion
The annotators' mistakes and inconsistencies can be 
Discourse factors
According to 
Semantic shifts
While annotating the corpus, we encountered several difficult cases of establishing identity relation. Most of them were qualified as examples of near-identity. The mentions of Ipad are included in different coreference chains: the first one is resolved as the name of the invention, i.e. a mental product, while the second one is considered as a release of this invention.
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In addition, standard metonymy caused lots of discrepancies, as can be observed in example (4). The most common type of this relation is shown in example (5),
where the object brilliantovoj broshju ('a diamond brooch') is described using the material that is made from eti samye brillianty ('these diamonds'). Similarly, in example (6), the capital's name Vashington ('Washington') is used to represent the government of the country oficialnyj Vashington ('official Washington'). 
